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The problem of eliminating second-order quantiﬁcation over predicate symbols is in
general undecidable. Since an application of second-order quantiﬁer elimination is
correspondence theory in modal logic, understanding when second-order quantiﬁer
elimination methods succeed is an important problem that sheds light on the kinds of
axioms that are equivalent to ﬁrst-order correspondence properties and can be used to
obtain complete axiomatizations for modal logics. This paper introduces a substitution-
rewrite approach based on Ackermann’s Lemma to second-order quantiﬁer elimination
in modal logic. Compared to related approaches, the approach includes a number of
enhancements: The quantiﬁed symbols that need to be eliminated can be ﬂexibly
speciﬁed. The inference rules are restricted by orderings compatible with the elimination
order, which provides more control and reduces non-determinism in derivations thereby
increasing the eﬃciency and success rate. The approach is equipped with a powerful
notion of redundancy, allowing for the ﬂexible deﬁnition of practical simpliﬁcation and
optimization techniques. We present correctness, termination and canonicity results, and
consider two applications: (i) computing ﬁrst-order frame correspondence properties for
modal axioms and rules, and (ii) rewriting second-order modal problems to equivalent
simpler forms. The approach allows us to deﬁne and characterize two new classes of
formulae, which are elementary and canonical, and subsume the class of Sahlqvist formulae
and the class of monadic inductive formulae.
© 2012 Elsevier B.V.
1. Introduction
Hilbert-style axiomatizations of propositional modal logics are hard to automate because of the second-order quantiﬁca-
tion of propositional variables in the axiomatization realized by the rule of uniform substitution. Propositional modal logics
can however often be characterized by classes of model structures satisfying ﬁrst-order conditions. Frequently, with the
help of second-order quantiﬁer elimination methods, these ﬁrst-order conditions, called frame correspondence properties,
can be derived from the axioms. For example, using the standard relational translation method the axiom D= ∀p[p →p]
translates to this second-order formula:
∀P∀x[∀y[R(x, y) → P (y)]→ ∃z[R(x, z)∧ P (z)]]. (1)
This formula is equivalent to a ﬁrst-order formula, namely
∀x∃y[R(x, y)]. (2)
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order quantiﬁer elimination method by eliminating the second-order quantiﬁer ∀P from (1).
Several second-order quantiﬁer elimination methods have been proposed and are being used. These methods belong to
two categories:
(i) substitution-rewrite approaches, which exploit monotonicity properties, and
(ii) saturation approaches, which are based on exhaustive deduction of consequences.
Methods following the substitution-rewrite approach include the Sahlqvist–van Benthem substitution method for modal
logic [18,23], the Dls algorithm [22,11], the Dls algorithm [17], the Sqema algorithm for modal logic [10], and the method
of Simmons [21]. Methods following the saturation approach include the Scan algorithm [12], and hierarchical resolution [3].
For propositional formulae the second-order quantiﬁer elimination problem is always solvable. Beyond propositional logic
there is in general no guarantee of success. For modal logic, and the general case, the second-order quantiﬁer elimination
problem is undecidable. For the general case, Ackermann [1] exhibited the existence of a second-order formula that cannot
be equivalently expressed as a ﬁrst-order formula. Even for second-order formulae that can be equivalently expressed in
ﬁrst-order logic, the problem is undecidable. This is a consequence of the undecidability of the satisﬁability problem of
ﬁrst-order logic. For modal logic, the undecidability of the second-order quantiﬁer elimination problem deﬁned in the widest
possible sense is a consequence of the undecidability of the correspondence problem shown by Chagrov and Chagrova [7].
This means there can be no general methods for solving problems of second-order quantiﬁer elimination for modal logic or
the general case.
Often it is however possible to eliminate second-order quantiﬁers from formulae. Thus important questions are: Which
kinds of second-order formulae can be equivalently expressed as ﬁrst-order formulae? Are there syntactic characterizations
of formulae for which the problem is solvable? Which classes of formulae can be solved by which second-order quantiﬁer
elimination methods? These questions have received signiﬁcant attention in the area of modal logic. The most well-known
class of second-order modal formulae that are expressible as ﬁrst-order formulae is the Sahlqvist class. This class is solvable
by the Sahlqvist–van Benthem substitution method [18,23,24,5] and it is solvable by the Sqema algorithm [10]. Using the
techniques and results in this paper it is possible to show that the Dls algorithm can be adapted to solve the Sahlqvist class,
too. Saturation approaches based on resolution can also solve the Sahlqvist class; this was shown for the Scan algorithm
by Goranko et al. [14] but it is also true for hierarchical resolution [13]. A wider class, called the class of inductive formulae,
was introduced by Goranko and Vakarelov [15] and they showed that the Sqema algorithm solves this class. This result
carries over to the Dls algorithm.
In this paper we are interested in methods using the substitution-rewrite approach to second-order quantiﬁer elimina-
tion. In particular, we focus on methods that are based on a general substitution and monotonicity property found in [1].
This property, called Ackermann’s Lemma, tells us when quantiﬁed predicate symbols are eliminable from second-order for-
mulae. For propositional and modal logic Ackermann’s Lemma can be formulated as follows (a more formal statement is
given in Section 3). In any model,
∃p[(α → p)∧ β(p)] is equivalent to β pα, (3)
provided these two conditions hold: (i) p is a propositional symbol that does not occur in α, and (ii) p occurs only neg-
atively in β . The formula β pα denotes the formula obtained from β by uniformly substituting α for all occurrences of p
in β . The property is also true, when the polarity of p is switched, that is, all occurrences of p in β are positive and the
implication in the left conjunct is reversed.
Applied from left-to-right the equivalence (3) of Ackermann’s Lemma eliminates the second-order quantiﬁer ∃p. In fact,
all occurrences of p are eliminated. This idea can be incorporated into an algorithm as follows. The aim of the algorithm is
to eliminate existentially quantiﬁed propositional symbols.
Step 1. Equivalently transform formulae into the form on the left-hand-side of the equivalence (3) of Ackermann’s Lemma.
Step 2. Apply the equivalence of Ackermann’s Lemma from left to right.
Step 3. Repeat for each second-order quantiﬁed subformula.
If each step is successful then the resulting formula is a ﬁrst-order formula equivalent to the original second-order formula.
We refer to this algorithm as the basic Ackermann algorithm.
The most important step of the basic Ackermann algorithm is Step 1. Since in general we are not just trying to prove
a given theorem or ﬁnd a contradiction for a given problem, but ﬁnd an equivalent formula, what transformations we use
is crucial to the success of the approach. Especially the preparatory transformations for Step 2 are important. If a wrong
sequence of transformations is applied the method may get stuck at some stage in the derivation, necessitating backtracking,
which can be expensive. If the transformation rules are too weak a solution may not be found even if there is one. Since the
transformations performed are required to preserve equivalence, there is a lot of ﬂexibility in Step 1 and means the search
space is huge. How powerful and practical an approach is, thus depends on how careful it is designed and in particular how
Step 1 transformations are realized.
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of the approach presented in this paper.
We note that using a second-order quantiﬁer elimination approach, universal second-order quantiﬁers can be dealt with
by ﬁrst negating a universally quantiﬁed formula ∀p[α], then applying the method to ∃p[¬α], and negating the result, if
successful. Thus, without loss of generality we limit our attention to the elimination of existential second-order quantiﬁers.
Adopting this assumption, an alternative view of the second-order quantiﬁer elimination problem is as the elimination
problem [6,20,4,1], or variable forgetting problem, as it is also often referred to in the literature [16].
In this paper we revisit the substitution-rewrite approach based on Ackermann’s Lemma for modal logic. Like the Sqema
algorithm, rather than translating the modal axiom into second-order logic and then passing it to a second-order quantiﬁer
elimination method, our approach performs second-order quantiﬁer elimination directly in modal logic. Only in a subsequent
step the translation to ﬁrst-order logic is performed. For example, given the second-order modal formula ∀p[p → p]
from the beginning of this section, the approach ﬁrst eliminates ∀p from the formula and returns the formula . Subse-
quently this is translated to ﬁrst-order logic to give the expected seriality property ∀x∃y[R(x, y)]. (Actually, in accordance
with our assumption, the elimination process is performed on the negation of the axiom, and the result returned is negated
to give the answer.)
The basis of our approach are new calculi, called Modal Ackermann calculi. These are presented for second-order propo-
sitional multi-modal tense logics, more precisely, the logic Kn(m)(
,π+) with forward and backward looking modalities,
nominals, and second-order quantiﬁcation over propositional symbols. This means that the approach can also be used for
problems in modal logics subsumed by Kn(m)(
,π+), including the basic modal logic K(m) .
A main motivation for this investigation has been to gain a better understanding of when quantiﬁer elimination methods
succeed, and to establish precisely which techniques are crucial for successful termination. We deﬁne two new classes of
formulae for which our approach succeeds: a syntactic class, called C , and a wider algorithmic version, called C> . The
classes deﬁne normal forms for when Ackermann-based second-order quantiﬁer elimination methods succeed. C and C>
subsume both the Sahlqvist class of formulae [18] and the class of monadic-inductive formulae [15]. We present minimal
requirements for successful termination for all these classes. This allows us to sharpen and strengthen existing results of
second-order quantiﬁer elimination methods.
We consider two applications of the approach:
(i) Computing correspondence properties for modal axioms and modal rules. For example, equivalently reducing axiom D
to the seriality property, or equivalently reducing the modal rule
p/p to ∀x∃y∃z[R(x, y)∧ R(z, y)].
(ii) Equivalently reducing second-order modal problems. For example, the second-order modal formula
∀p∀q[(p ∨ q) → (p ∨q)] equivalently reduces to ∀p[p →p],
or the axiom D equivalently reduces to .
While the approach follows the idea of the basic Ackermann algorithm sketched above and is closely related to the Dls
algorithm and the Sqema algorithm, we introduce a variety of enhancements and techniques novel to substitution-rewrite
approaches.
Which propositional symbols are to be eliminated can be ﬂexibly speciﬁed, and the approach is not limited to eliminating
all propositional symbols. The quantiﬁed propositional symbols to be eliminated are the non-base symbols. All other symbols
are assumed to be the base symbols. Given a set of modal logic formulae, the goal is to ﬁnd a set of formulae equivalent to
the original set but does not contain any of the non-base symbols.
In order to be able to ensure effectiveness and avoid unintended looping, the approach is enhanced with ordering
reﬁnements. The aim is to provide a mechanism for controlling how derivations are constructed, consequently reducing
non-determinism and the size of the search space. In our approach an ordering on the non-base symbols must be speciﬁed.
The ordering also determines the order in which the non-base symbols are eliminated. At the same time the ordering is
used to delimit the way that the inference rules are applied. It turns out that the adoption of ordering reﬁnements allows
for a more in-depth analysis of how the inferences are performed and a better understanding of the properties of the
approach.
For reasons of eﬃciency and improved success rate, techniques for pruning the search space are crucial. We therefore
incorporate a general notion of redundancy into the approach. The notion is designed so that it is possible to deﬁne practical
simpliﬁcation and optimization techniques in a ﬂexible way.
The approach is deﬁned in terms of calculi given by sets of inference rules. This has the advantage that the approach
can be studied independent of practical issues such as rule application order, strategies and heuristics. It allows for a more
ﬁne-grained analysis of the computational behavior of the approach and allows for more general results to be formulated.
The paper is structured as follows. The next section deﬁnes the necessary logical apparatus and notation. The calculi that
form the basis of our approach are introduced in Section 3. Section 4 describes two procedures based on these calculi. In
Section 5 it is described how these can be used to compute ﬁrst-order frame correspondence properties for modal axioms
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but simpler axioms and rules. Section 7 introduces the two new classes C and C> . C is basically the subclass of formulae
in C> for which the order of eliminating non-base symbols, sign switching and redundancy elimination are not essential.
Sections 8 and 9 study correspondence theory for modal axioms and modal rules, respectively. In particular, in Section 8 it
is shown that our approach ensures canonicity for modal axioms that are solvable. We also explore the relationship between
the classes C and C> , the Sahlqvist class and the class of monadic-inductive formulae. In Section 9 the deﬁnition of the class
of deﬁnite, monadic-inductive formulae is extended to deﬁnite, monadic-inductive rules. We discuss related approaches in
Section 10.
The present paper signiﬁcantly extends [19], which is based on an unpublished manuscript from 2006 and Chapter 13
in [13].
2. Modal tense logics
The general setting of this paper is the logic Kn(m)(
,π+) with forward and backward looking modalities (indicated by
 in the name), nominals (indicated by n), and second-order quantiﬁcation over propositional symbols (indicated by π+).
Kn(m)(
,π+) is the extension of the multi-modal tense logic K(m)() with second-order quantiﬁcation and nominals. We also
mention the logics Kn(m)(
),K(m) and Kn(m) . K
n
(m)(
) is Kn(m)(
,π+) without second-order quantiﬁers. If we drop nominals
and converse modalities as well, we get the basic multi-modal logic K(m) . Kn(m) is K(m) extended with nominals.
Let V be an enumerable set of propositional symbols p1, p2, . . . and let A be an enumerable set of nominals a1,a2, . . . .
Intuitively, nominals are propositional symbols true in exactly one world. A formula in Kn(m)(
,π+) is either a propositional
atom (that is, a propositional symbol, ⊥ or a nominal) or a formula of the form
¬α, α ∧ β, kα, k α, and ∀pi[α],
where α and β denote Kn
(m)(
,π+)-formulae, i  1 and k  1. The connectives , ∨, →, ≡, k , k , ∃pi are deﬁned
as usual, for example, the converse diamond operator is speciﬁed by k α =df ¬k ¬α, where α denotes an arbitrary
Kn(m)(
,π+)-formula.
We say k (respectively k , k , k) is the converse operator of k (respectively k , k , k ). As alternative notation
we also use k for k . To simplify the notation we use the symbol κ for k or k. If κ = k (κ = k) then κ denotes k (k ).
Further let κ, denote the converse of κ . (κ , κ, are deﬁned similarly.) Let Rκ (s, t) be Rk(s, t), if κ = k, and Rk(t, s),
if κ = k, for any terms s and t .
Now we deﬁne the semantics of Kn(m)(
,π+). A Kripke frame is a relational structure 〈W , 〈Rk〉k〉, where W is a non-
empty set (of worlds) and 〈Rk〉k is a family of binary (accessibility) relations over W . A Kripke model (interpretation) is a
tuple M = 〈W , 〈Rk〉k, v〉, where 〈W , 〈Rk〉k〉 is the underlying frame and v is the valuation function. v assigns subsets of W
to propositional symbols and singleton sets over W to nominals.
In modal logic there are various ways of deﬁning the semantics of second-order quantiﬁcation. We use the standard
deﬁnition in which the semantics of quantiﬁed propositional symbols is deﬁned in terms of p-equivalent models. Let p be
a propositional symbol and let M and M ′ be two Kripke models. We say M and M ′ are p-equivalent if M and M ′ coincide
but differ possibly in the valuation of p. More generally, suppose Σ = {p1, . . . , pm} ⊆ V , M and M ′ are Σ-equivalent if M
and M ′ are the same but differ possibly in the valuation of the propositional symbols in Σ .
Truth of arbitrary Kn(m)(
,π+)-formulae in a world x of a model M is deﬁned inductively by:
M, x | ,
M, x | pi iff x ∈ v(pi),
M, x | a j iff v(a j) = {x},
M, x | ¬α iff M, x | α,
M, x | α ∧ β iff both M, x | α and M, x | β,
M, x |κα iff for any y ∈ W , Rκ (x, y) ⇒ M, y | α,
M, x | ∀pi[α] iff for any model M ′ pi-equivalent to M, M ′, x | α.
If M, x | α for some x then α is said to be locally satisﬁable in M . We write M | α when M, x | α for all worlds x of M .
Kn(m)(
,π+) can be embedded into second-order logic with equality and constant symbols using the standard relational
translation mapping. The standard relational translation of formulae is a mapping π inductively deﬁned as follows:
π(, x) = ,
π(pi, x) = Pi(x),
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π(¬α, x) = ¬π(α, x),
π(α ∧ β, x) = π(α, x)∧π(β, x),
π(κα, x) = ∀y[Rκ (x, y) → π(α, y)],
π
(∀pi[α], x)= ∀Pi[π(α, x)].
Here, x denotes a ﬁrst-order variable and y is a fresh ﬁrst-order variable, whenever required. It is assumed that the
symbols Pi are predicate symbols uniquely associated with the propositional symbols pi . The nominals a j are uniquely
associated with constants c j , and Rk is a binary predicate symbol representing the accessibility relation associated with k
and k . The symbol ≈ denotes the ﬁrst-order equality predicate. (Notice we use the symbol = for syntactic equality.)
We have that α is locally satisﬁable in Kn(m)(
,π+) iff ∃x[π(α, x)] is satisﬁable in classical second-order logic. Moreover,
α is locally satisﬁable in one of K(m) , K(m)(), Kn(m) , K
n
(m)(
) iff ∃x[π(α, x)] is satisﬁable in ﬁrst-order logic. (Note the freely
occurring propositional symbols in α are interpreted as propositional constants.)
Axiomatizations of traditional modal logics without second-order quantiﬁers can be deﬁned in terms of modal axioms and
rules. In this paper a modal rule is a pair /′ of sets of modal formulae without second-order quantiﬁers. A modal axiom
is a modal rule in which  is empty. The semantics of a rule is the following. For any model M ,
∀p
[
M |
∧
α∈
α ⇒ M |
∨
β∈′
β
]
,
where p denotes the sequence of propositional symbols occurring in  and ′ . The semantics of a modal axiom α is given
by ∀p[M | α], or M | ∀p[α].
Accordingly, the translation of modal rules and axioms is deﬁned by a mapping Π from rules and axioms to second-order
formulae, given by:
Π
(
/′
)= ∀P
[
∀x
[
π
( ∧
α∈
α, x
)]
→ ∀x
[
π
( ∨
β∈′
β, x
)]]
,
Π(α) = ∀P∀x[π(α, x)] (≡ ∀x[π(∀p[α], x)]).
Suppose L is a sublogic of Kn(m)(
,π+). By L(R) we denote the extension of L with a set R of modal rules or axioms.
We have that a formula α is locally satisﬁable in L(R) iff ∧R∈RΠ(R)∧ ∃x[π(α, x)] is satisﬁable in second-order logic. (As
above the freely occurring propositional symbols in α are interpreted as constants.)
2.1. More basic deﬁnitions and notation
By 	 we denote the empty sequence, by . we denote sequence concatenation, and by σ any (possibly empty) sequence
of natural numbers, which may be overlined. By deﬁnition, let
	α =df α,
	,α =df α,
κ.σ α =df κσ α,
κ.σ ,α =df σ ,κ,α.
Thus σ , is the converse operator of σ and denotes the sequence of the converse operators of the operators in σ , but
in reverse order. Deﬁne 	 , σ , σ , similarly. For any terms s and t , let
R	(s, t) =df s ≈ t,
R	,(s, t) =df s ≈ t,
Rκ.σ (s, t) =df ∃x[Rκ (s, x) ∧ Rσ (x, t)],
Rκ.σ ,(s, t) =df ∃x[Rσ (t, x)∧ Rκ (x, s)].
For any formula α not containing ∼, let ∼ α denote β , if α = ¬β , and ¬α, otherwise. That is, ∼ can be interpreted as
negation but it removes the leading negation sign in α if α is a negated formula. ∼ α denotes the complement of α.
We now deﬁne the notions of modal atom, modal literal and modal disjunctive normal form. A modal atom is a proposi-
tional atom or a formula κβ , where β is in modal disjunctive normal form. A modal literal is a modal atom or a negated
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Kn(m)(
)-formula can be effectively reduced to modal disjunctive normal form.
Let Σ denote a (possibly empty) set of propositional symbols. If Σ = {p1, . . . , pm} then ∃Σ[α] denotes ∃p1 . . .∃pm[α],
and ∀Σ[α] denotes ∀p1 . . .∀pm[α].
An occurrence of a propositional symbol in a modal formula α is positive (negative) iff it occurs in the scope of an even
(odd) number of explicit and implicit negations. A modal formula α is positive (negative) in a symbol p iff all occurrences
of p in α are positive (negative). A modal formula α is positive (negative) (in Σ ) iff all occurrences of p (from Σ ) in α are
positive (negative). Note that a formula without any symbols from Σ is both a positive and a negative formula in Σ .
We write β(p) to indicate that p occurs freely in the formula β . By βγ1,...γnα1,...αn we mean the formula obtained from β by
simultaneously replacing all occurrences of γi by αi . If N denotes a set of formulae, then N
γ1,...γn
α1,...αn is deﬁned similarly.
For the subsequent investigation it helps to keep the following properties in mind:
π
(σ α, x)= ∀y[Rσ (x, y) → π(α, y)],
π(¬a∨ α, x) ≡ π(α,a),
π(¬a∨ ¬b, x) ≡ a ≈ b,
π(¬a∨ ¬k¬b, x) ≡ Rk(a,b),
π(¬a∨ ¬k ¬b, x) ≡ Rk(b,a),
π
(¬a∨ ¬σ¬b, x)≡ Rσ (a,b).
3. Modal Ackermann calculi
This section deﬁnes the different Modal Ackermann calculi used and studied in the paper.
The language of the calculi is that of Kn(m)(
), that is, without second-order quantiﬁers. This is without loss of generality,
because we refer to existentially quantiﬁed propositional symbols as non-base symbols in the language.
Given a set of formulae, the goal is to eliminate the speciﬁed non-base symbols and return a set of formulae that contains
only base symbols and is equivalent to the input set modulo existential quantiﬁcation of the non-base symbols.
More speciﬁcally, the input to the calculi is a set of Kn(m)(
)-formulae, a set Σ = {p1, . . . , pm} of propositional symbols,
and a total ordering > of the non-base symbols in Σ .1 The symbols in Σ are the non-base symbols. All other propositional
symbols (those in V \Σ ) are called the base symbols. The ordering > determines the order in which the non-base symbols
can be eliminated. The strictly maximal symbols are eliminated ﬁrst. We say p is strictly maximal with respect to a formula
α if for any propositional non-base symbol q in α, we have that p > q.
The rules of the calculi operate on sets of Kn
(m)(
)-formulae, called Kn
(m)(
)-clauses. A (modal) clause is simply a disjunc-
tion of modal formulae. The intuition is that clauses are globally satisﬁable formulae, that is, formulae true in every world
of a model. This means that any clause C represents the formula [u]C , where [u] denotes the universal modality.
We assume that the disjunction operator ∨ is commutative and associative in the rules of the calculi presented next.
Let MA be the calculus comprising the inference rules in Table 1, except for the sign switching rule. The calculus with
the sign switching rule is denoted by MAsw . We use the subscript red for the calculi with the redundancy elimination rules
of Table 2. Brackets in (sw) and (red) respectively indicate sign switching and redundancy elimination are optional.
The two most important inference rules in the calculi MA(sw)
(red) are the Ackermann rule and the purify rule. They are the
second-order quantiﬁer elimination (SOQE) rules, because they eliminate non-base symbols. They realize Step 2 in the basic
Ackermann algorithm.
The Ackermann rule is essentially a reformulation of the equivalence (3) from Ackermann’s Lemma in terms of dis-
junctions and sets of formulae rather than implications and conjunctions. Conditions (i) and (ii) of the rule imply that p
is the largest non-base symbols with respect to the αi and p does not occur in any of the αi . We refer to the clauses
α1 ∨ p, . . . ,αn ∨ p as the positive premises of the rule.2 When we apply the Ackermann rule we say that the positive
premises are resolved into the clauses of N(p) (which contain p).
The purify rule is the other second-order quantiﬁer elimination rule. It eliminates a non-base symbol occurring only
negatively by replacing all occurrences of the symbol with ¬. The purify rule can be regarded as a special case of the
Ackermann rule where the set of positive premises is empty. Note that application of the purify rule need not respect the
order of the non-base symbols.
The remaining rules of the calculus prepare and transform formulae so that the Ackermann rule or the purify rule can
be applied. These are the rules used to realize Step 1 of the basic algorithm. We refer to these rules as the PREP rules. For
the Ackermann rule to become applicable the positive occurrences of a non-base symbol must be isolated and must occur
1 By deﬁnition, an ordering over a set X is a transitive and irreﬂexive binary relation over X . An ordering > over X is a total ordering iff for any distinct
elements x and y in X either x> y or y > x.
2 Observe that positive premise are not necessarily positive clauses in Σ .
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The inference rules of the MAsw calculus.
Ackermann:
{α1 ∨ p, . . . ,αn ∨ p} ∪ N(p)
(Np∼α1∨···∨∼αn )
¬¬α1,...,¬¬αn
α1,...,αn
provided
(i) p is a non-base symbol,
(ii) p is strictly maximal with respect to each αi , and
(iii) N is negative with respect to p.
Purify:
N(p)
(Np¬)¬¬
provided
(i) p is a non-base symbol, and
(ii) N is negative with respect to p.
Surfacing:
N ∪ {α ∨σ β(p)}
N ∪ {σ ,α ∨ β(p)}
provided
(i) p is the largest non-base symbol in α ∨σ β(p),
(ii) p does not occur in α, and
(iii) p occurs positively in σ β .
Skolemization:
N ∪ {¬a∨ ¬σ β(p)}
N ∪ {¬a∨ ¬σ¬b,¬b∨ ∼ β(p)}
provided
(i) p is the largest non-base symbol in ¬a∨ ¬σ β(p),
(ii) p occurs positively in ¬σ β , and
(iii) b is a new nominal.
Clausify:
N ∪ {α ∨ ¬(β1 ∨ · · · ∨ βn)}
N ∪ {α∨ ∼ β1, . . . ,α∨ ∼ βn}
provided
(i) p is the largest non-base symbol in α ∨ ¬(β1 ∨ · · · ∨ βn),
(ii) p occurs positively in ¬(β1 ∨ · · · ∨ βn).
Sign switching:
N(p)
(Np¬p)
¬¬p
p
provided
(i) N is closed with respect to the other rules,
(ii) p is the largest non-base symbol in N , and
(iii) sign switching with respect to p has not been performed before.
Note. It is assumed that σ is not empty.
Table 2
Redundancy elimination rules.
Delete:
N ∪ {α}
N
provided α is redundant with respect to N .
Replace:
N ∪ {α}
N ∪ {β}
provided
(i) M | α iff M | β , for any Kn(m)()-model M , and
(ii) α  β .
Reduce:
N ∪ {γ ,α}
N ∪ {γ ,β}
provided
(i) M | γ ∧ α iff M | γ ∧ β , for any Kn(m)()-model M , and
(ii) α  β .
at top-level in the formula tree, that is, it may not occur below a modal operator or any other logical connective except for
disjunction.
By repeatedly using the surfacing rule, positive occurrences of maximal non-base symbols are moved upward in the
formula tree, so that this formula can be used as positive premise of the Ackermann rule. In order for clauses to be usable
as positive premises of the modal Ackermann rule they must appear as (positive) literals in clauses. More speciﬁcally, the
aim is to move positive occurrences of maximal non-base symbols occurring anywhere below a non-empty sequence of box
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the subclause α, which does not contain this literal. If α is empty then this is interpreted as ¬ and σ β is replaced byσ ,¬ ∨ β .
The Skolemization rule expands the existential formula in a clause of the form ¬a ∨ ¬σ α. Since a denotes a nominal
this formula is interpreted as M, v(a) | ¬σ α and can be viewed as a locally satisﬁable existential formula. Skolemizing the
implicit quantiﬁer in ¬σ α introduces a new Skolem constant (or nominal) b, and explains the rule.
The clausify rule combines distributing top-level disjunction over conjunction and replacing conjunctions by a set of
formulae.
The sign switching rule is only applied when it has not been possible to eliminate the maximal non-base symbol in the
set. The strategy implicit in the deﬁnition is to postpone the application of the rule as much as possible. This is however
not essential for correctness or termination of the calculus.
The delete, replace and reduce rules deﬁned in Table 2 are based on a notion of redundancy from automated reason-
ing [2]. By deﬁnition, a formula α is redundant with respect to a set N of clauses iff there is a ﬁnite subset {β1, . . . , βl} of N
such that
1. for any Kn
(m)(
)-model M , if M | β1 ∧ · · · ∧ βl then M | α, and
2. α  βi for each 1 i  l.
Here,  is any total reduction ordering on formulae, which is compatible with the ordering > on the non-base symbols.3 It
is possible to deﬁne  in such a way that standard simpliﬁcations are possible. For instance, all tautologies are redundant.
More examples of instances of redundancy can be found in the examples given in Sections 5 and 6.
Testing redundancy is in general a computationally hard problem, in fact it has at least the complexity of the logic of
the calculus. In our case, the complexity of Kn(m)(
) is EXPTIME-complete. If the logic of the calculus is undecidable (which
it is in the general case of ﬁrst-order logic) then redundancy elimination is undecidable. Therefore, for practical purposes it
is important that in any realization only effectively computable instances of redundancy elimination are used.
The intention of the delete, replace and reduce rules is to provide ﬂexibility for using suitable and tractable instances of
the rules. In the remainder of the paper we assume that only effectively computable instances of these rules are used. This
is in fact important for many of the theorems in Sections 7–9.
The delete rule removes redundant formulae from the current set, for example, obvious tautologies or subsumed clauses.
The replace rule replaces a formula α by an equivalent formula β that is smaller under the ordering . Intuitively, this
means that β is a formula that is less complex than α. The reduce rule replaces a formula β by a less complex formula γ
to which it is equivalent in the presence of the formula α. It provides justiﬁcation for simplifying transformations that are
analogous to subsumption resolution. The replace rule can be viewed as an instance of the reduce rule with γ = . The
examples in Sections 5 and 6 illustrate the importance of the redundancy elimination rules.
Table 3 lists examples of rewrite rules used as replace rules. In particular, if α ⇒ β is a rule from Table 3, then γ [α] is
replaced by γ [β]. These rewrite rules replace formulae by equivalent smaller formulae, and can be implemented eﬃciently.
The purpose of the replace rules is twofold. On the one hand, they are used to transform the set on-the-ﬂy into a set of
formulae in a certain normal form. On the other hand, they are used to simplify the formulae. Ignoring distributivity of
disjunction over conjunction (which can lead to an exponential blow-up), the transformations based on the rules in Table 3
can be implemented with constant overhead.
For the next theorem we need the notion of Skolem formulae. Suppose b is the nominal introduced by the Skolemization
rule reducing ¬a∨ ¬σ α to ¬a∨ ¬σ¬b and ¬b ∨ ¬α. Then the formula
(¬a∨ ¬σ α)→ ((¬a∨ ¬σ¬b)∧ (¬b ∨ ¬α))
is the Skolem formula for b.
Subsequently we always assume N is the set of input clauses and Σ = {p1, . . . , pm} is the ordered set of non-base
symbols we want to eliminate. We say a derivation in MA(sw)
(red) is successful if none of the non-base symbols occur in the
result of the derivation, and a derivation is unsuccessful, otherwise. The result, denoted by N∞ , of a (possibly inﬁnite)
derivation is the set of formulae obtained in the limit.
Theorem 1 (Correctness and termination of MA(sw)
(red)). For any MA
(sw)
(red)-derivation N0(= N),N1,N2, . . . from N with result N∞:
(i) No rules are applicable to N∞ with respect to Σ ;
(ii) There is an n 0 such that Nn = N∞;
3 An ordering  over a set X is well-founded if there is no inﬁnite decreasing chain x0  x1  x2  · · · of elements in X . An ordering  is a reduction
ordering iff it is well-founded, it is stable under substitutions (that is, s  t implies sσ  tσ ), and it is compatible with contexts (that is, s  t implies
u[s]p  u[t]p ; u[s]p denotes the term u with the subterm at position p replaced by the term s). An ordering  is compatible with an ordering > iff s  t
when s > t .
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Sample rewrite rules for the replace rule.
Eliminate ≡, →, ∧, σ , ⊥:
α ≡ β ⇒ ¬(¬(∼ α ∨ β)∨ ¬(∼ β ∨ α)) α → β ⇒∼ α ∨ β
¬(α ≡ β) ⇒ ¬(∼ α ∨ β)∨ ¬(∼ β ∨ α) ¬(α → β) ⇒∼ α∨ ∼ β
α ∧ β ⇒ ¬(∼ α∨ ∼ β) σ α ⇒ ¬σ ∼ α
¬(α ∧ β) ⇒∼ α∨ ∼ β ¬σ α ⇒σ ∼ α
⊥ ⇒ ¬ ¬⊥ ⇒ 
Obvious simpliﬁcations:
α ∨ α ⇒ α α ∨ ¬α ⇒ 
α ∨  ⇒  α ∨ ¬ ⇒ α
σ ⇒ 
Simpliﬁcations based on the absorption laws:
∼ α ∨ ¬(α ∨ β) ⇒∼ α ¬σ α ∨ ¬σ (α ∨ β) ⇒ ¬σ α
α ∨ ¬(∼ α ∨ β) ⇒ α σ α ∨σ¬(∼ α ∨ β) ⇒σ α
Distributivity of ∨, σ over ∧:
¬(α ∨ β)∨ γ ⇒ ¬(¬(∼ α ∨ γ )∨ ¬(∼ β ∨ γ ))
¬(¬σ α ∨ ¬σ β) ⇒σ¬(∼ α∨ ∼ β)
Simpliﬁcations involving σ and σ ,:
¬a∨ ¬σ (σ ,¬a∨ α) ⇒ ¬a∨ ¬σ α
α ∨σσ ,α ⇒ α ∨σ¬
¬a∨σ (σ ,¬a∨ α) ⇒ ¬a∨σ α
¬a∨ ¬σ¬(σ ,¬a∨ α) ⇒ ¬a∨ ¬σ¬α
¬a∨ ¬σ¬(σ ,¬ ∨ α) ⇒ ¬a∨ ¬σ¬α
Eliminate double negation: ¬¬α ⇒ α
Note. It is assumed that σ is not empty.
(iii) If the derivation is successful, then for any Kn(m)(
,π+)-model M,
M | ∃Σ
[∧
N ∧
∧
S(a1, . . . ,al)
]
iff M |
∧
N∞(a1, . . . ,al),
where a1, . . . ,al are the nominals introduced by Skolemization during the derivation and S(a1, . . . ,al) is the set of Skolem formu-
lae for a1, . . . ,al .
If (iii) holds we say that N∞ corresponds to ∃Σ[N] (modulo Skolem formulae).
The theorem says that any MA(sw)-derivation with respect to the symbols in Σ terminates, and when the non-base
symbols have been successfully eliminated then the input set is equivalent to the resulting set in the sense of (iii). (iii) is
a consequence of the property that all rules preserve equivalence modulo second-order quantiﬁcation of non-base symbols
(cf. Lemma 3 below). For the Ackermann rule and the purify rule the preservation of equivalence follows from Ackermann’s
Lemma [1] formulated for modal logic:
Theorem 2 (Ackermann Lemma). Let α and β be Kn(m)(
)-formulae and suppose the propositional symbol p does not occur in α. Let
M be an arbitrary Kn(m)(
)-model.
(i) If p occurs only positively in β then M | β pα iff there is a model M ′ , which is p-equivalent to M and M ′ | (p → α)∧ β(p).
(ii) If p occurs only negatively in β then M | β pα iff there is a model M ′ , which is p-equivalent to M and M ′ | (α → p)∧ β(p).
Proof. Analogous to proofs in, for example, [13].
The Ackermann rule in our approach is based on (ii) of the Ackermann Lemma. (i) is simulated by the sign switching
rule and the Ackermann rule. Observe that (ii) is equivalent to stating: For any Kn(m)(
,π+)-model M , if p does not occur
in α and p occurs only negatively in β then
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[
(α → p)∧ β(p)],
or M | β pα ≡ ∃p[(α → p)∧ β(p)].
Lemma 3. Each of the inference or redundancy elimination rules N/N ′ in Tables 1 and 2, except for the Skolemization rule, satisfy this
property: For any Kn(m)(
,π+)-model M,
M | ∃Σ
[∧
N
]
iff M | ∃Σ
[∧
N ′
]
. (4)
Proof. By Ackermann’s Lemma (Theorem 2) the Ackermann rule and the purify rule satisfy M | ∃Σ[∧N] iff M |
∃Σ[∧N ′], for any Kn
(m)(
,π+)-model M . For the sign switching rule the following holds: M | ∃p[N(p)] ≡ ∃p[N ′], for
any Kn(m)(
,π+)-model M . The surfacing rule and the clausify rule preserve logical equivalence, that is, M |∧N ≡∧N ′ ,
for any Kn(m)(
)-model M . The redundancy elimination rules in Table 2 are deﬁned in such a way that they satisfy the
following: M |∧N iff M |∧N ′ , for any Kn(m)()-model M . Hence with the exception of the Skolemization rule all rules
of the Modal Ackermann calculi preserve (4)-equivalence.
Lemma 4. Any application of the Skolemization rule N/N ′ preserves equivalence in this sense:
M |
[∧
N ∧
∧
S(b)
]
≡
∧
N ′(b),
for any Kn(m)(
)-model M, where S(b) is the Skolem formula introduced for b by the application of the rule.
We can now give the proof of Theorem 1.
Proof of Theorem 1. (i) is clear from the deﬁnition of N∞ .
(ii) It is possible to deﬁne a measure >c over the derivation so that Ni >c N j for every 1 i < j, and >c is compatible
with > and . The property follows.
(iii) is a consequence of Lemmas 3 and 4.
Theorem 1 says in fact that for any given set N of formulae every MA-derivation (with or without the sign switching
rule and with or without the redundancy elimination rules) stops after ﬁnitely many steps, that is, termination is always
guaranteed. Whether there is a sequence of transformations that succeeds for the particular ordering of non-base symbols is
however not guaranteed. In Section 5 an example is given to illustrate this. As a consequence, in general, it may be necessary
to attempt all possible orderings of the non-base symbols. Even when all possible orderings are tried, success cannot be
guaranteed because there is no rule for bringing non-base symbols occurring below sequences of modal operators to the
surface where a diamond operator occurs below a box operator.
4. Procedures for eliminating second-order quantiﬁers
Next we turn the MAswred-calculus into a procedure, called Msqel (which is short for modal second-order quantiﬁer elimi-
nation). (Instead of MAswred we can also use one of the other calculi, for instance MA.)
Suppose that α is a given Kn(m)(
)-formula and Σ = {p1, . . . , pm} is the set of non-base symbols. The aim is to eliminate
the non-base symbols in Σ from α. The Msqel procedure involves two stages:
1. Pre-process input: While performing (effective) simpliﬁcations (for example, based on the rules of Table 3, except for the
distributivity rules), transform the input formula α into modal disjunctive normal form. That is, α is transformed into a
disjunction of formulae of the form
β ∧
∧
j
κ jγ j ∧∧
l
¬κlδl,
where β is a conjunction of propositional literals, and both γ j and δl are in modal disjunctive normal form. (Note κ j
and κl denote single box or converse box operators.)
If one of the top-level disjuncts is a negated nominal ¬a, then pick one of these, say ¬a, delete it and add it to all
top-level disjuncts. For example, α = ¬a∨ ¬b ∨ α′1 ∨ α′2 becomes (¬a∨ ¬b)∨ (¬a∨ α1)∨ (¬a∨ α2).
Suppose the result is the formula
∨
i αi .
2. Apply calculus to disjuncts: This stage takes each disjunct αi in turn, selects an ordering of the non-base symbols in Σ
and applies the rules of the calculus MAsw to the set {αi} with respect to this ordering. If this succeeds and returnsred
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)-clauses (which are free of non-base symbols) then we say that Msqel has successfully reduced αi
to Ni .
If this stage is unsuccessful then construct a derivation for αi using a different ordering of the non-base symbols that
has not been tried already.
The motivation for the pre-processing stage is to improve the success rate of the elimination process, because it allows
smaller formulae to be processed in the separate reductions by MAswred .
The transformation to modal disjunctive form in the pre-processing stage is justiﬁed because it preserves logical equiv-
alence and existential quantiﬁcation distributes over disjunction. The pre-processing stage can be performed effectively for
any Kn(m)(
)-formula, whenever the simpliﬁcations performed are effective. The worst-case complexity of this stage is in
general bounded by at least an exponential function in the size of the formula. Observe however that for the preservation
of logical equivalence of the entire procedure, pre-processing is not essential. Nevertheless the transformation is useful be-
cause it means that smaller formulae are considered in the calculus stage. The transformation to disjunctive normal form
is in fact essential for the termination results of Sahlqvist formulae and monadic-inductive formulae. The purpose of the
‘distribution’ of a negated nominal ¬a is to maximize the number of clauses of the form ¬a ∨ α′ passed to the calculus
stage, because the Skolemization rule is only applicable to clauses of the form ¬a ∨ α′ . This means that more rules of the
calculus become applicable and hence more progress is possible.
The calculus stage involves repeated attempts at solving a disjunct with the rules of MAswred by using different orderings
of the non-base symbols. Unless success is reported for a particular ordering another round is necessary using a different
ordering (see Example 3 below).
We are now able to state correctness and termination of the Msqel procedure.
Theorem 5 (Correctness and termination of Msqel). Suppose α is any Kn(m)(
)-formula and Σ is the set of non-base symbols. Then:
(i) Any implementation of Msqel terminates;
(ii) If it terminates successfully and returns a family of sets 〈Ni〉i then:
(a) 〈Ni〉i is a bounded family of bounded sets of Kn(m)()-formulae free of symbols in Σ ;
(b) For any Kn
(m)(
,π+)-model M, M | ∃Σ[α ∧∧ S] iff M | ∨i〈∧Ni〉i , where S is the set of modal Skolem formulae for
nominals introduced during the execution of the procedure.
Proof. A consequence of Theorem 1, and because the pre-processing stage is effective and preserves logical equivalence in
Kn
(m)(
,π+).
If (ii.b) holds we say that
∨
i〈
∧
Ni〉i corresponds to ∃Σ[α] (modulo Skolem formulae).
The output of Msqel is a family of sets of Kn(m)(
)-clauses. When the interest is deriving ﬁrst-order correspondence
properties the formulae still need to be translated to ﬁrst-order logic. Let Msqelπ be the procedure, which consists of the
pre-processing and calculus stages of Msqel plus the following translation stage.
3. Translate to ﬁrst-order logic: This stage is performed only when every disjunct αi has been successfully reduced to a set
Ni of Kn(m)(
)-clauses. Each set is ﬁrst transformed into a set Mi of ﬁrst-order formulae in the obvious way using the
standard translation π . It remains to eliminate the constants corresponding to the nominals introduced by applications
of the surfacing rule. This can be done by unskolemization, which is always successful. Hence, the procedure terminates
successfully and returns the formula
∀x
[∨
i
UnSk(Mi)
]
,
where UnSk denotes the unskolemization operator and ∀x binds the free variable that may occur in each Mi .
Theorem 6 (Correctness and termination of Msqelπ ). Suppose α is any Kn(m)(
)-formula andΣ is the set of non-base symbols. Then:
(i) Any implementation of Msqelπ terminates;
(ii) If Msqelπ terminates successfully and returns the formula β then:
(a) β is a ﬁrst-order formula;
(b) For any model M there is a Σ-equivalent model M ′ such that M | α iff M ′ ∗ | β , where M ′ ∗ is the ﬁrst-order model, which
corresponds to M ′ .
Proof. A consequence of Theorem 5, and because the translation to ﬁrst-order logic, including unskolemization, is always
possible and preserves logical equivalence (modulo the Skolem formulae).
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)-formula and a ﬁrst-order formula satisﬁes condition (ii.b), we say that β corresponds to
∃Σ[α]. In this case we also say ¬β corresponds to ∀Σ[¬α].
5. Computing correspondences
Msqelπ can be used to compute ﬁrst-order correspondence properties for modal axioms and modal rules. This is how:
1. Take the given rule /′ and pass the formula
β =
∧
∧
∧
α∈′
(¬a∨ ¬α),
where a is a fresh nominal, to Msqelπ . The aim is to eliminate all propositional symbols that occur in β , that is, Σ is
the set of all propositional symbols occurring in β .
2. If Msqelπ succeeds, suppose it returns the formula γ .
Intuitively, a corresponds to the Skolem constant associated with the existential quantiﬁer ∃x in the negation of the standard
translation of the rule /′ . Consider
¬Π(/′)≡ ∃P
[
∀x
[
π
(∧
, x
)]
∧ ∃x
[
π
( ∧
α∈′
¬α, x
)]]
.
After Skolemization it becomes π(
∧
, x) ∧ π(∧α∈′ ¬α,a) (x is implicitly universally quantiﬁed and the unary predicate
symbols in the translation are implicitly existentially quantiﬁed). This is equivalent to π(
∧
, x)∧π(¬a∨∧α∈′ ¬α, x) and
π(
∧
, x)∧π(∧α∈′ (¬a∨ ¬α), x).
By Theorem 6 we have that ¬γ , the negation of the formula returned, corresponds to the rule /′ . If  = ∅ and ′ is
a set of axioms then ¬γ is a local frame correspondence property for the axiom ∨′ .
We consider several examples to illustrate the method. We start by considering (locally) ﬁrst-order deﬁnable modal
axioms.
Example 1. Let us see if we can derive the seriality property, ∀x∃y[R(x, y)], for the modal axiom D = ∀p[p → p]. Its
negation is: ¬D= ∃p[p ∧¬p]. The input is the set containing
1. ¬a∨ (p ∧¬p)
and the goal is to eliminate p, that is, Σ = {p}. Rewriting with respect to the ∧ elimination replacement rule gives us:
2. ¬a∨ ¬(¬p ∨ ¬¬p) 1, repl. (elim. ∧)
and we cross out clause 1. Using the distributivity replacement rule we replace clause 2 by clause 3.
3. ¬(¬(¬a∨p)∨ ¬(¬a∨¬p)) 2, repl. (distr.)
Applying the clausify rule we obtain
4. ¬a∨p 3, repl., cl.
5. ¬a∨¬p 3, repl., cl.
and delete clause 3. p occurs only positively in clause 4 but is shielded by a box operator. Applying the surfacing rule to 4
we obtain
6.¬a∨ p 4, surf.
and delete clause 4. The clauses at the current point in the derivation are
5. ¬a∨¬p 3, repl., cl.
6.¬a∨ p 4, surf.
The positive occurrence of p is now unshielded and we can resolve 6 into 5 by applying the Ackermann rule. This replaces
clauses 5 and 6 by 7.
7. ¬a∨¬a 6 into 5, Acker.
Since it does not contain the non-base symbol p, we could stop at this point. However clause 7 can be simpliﬁed by using
the rewrite rule α ∨σσ ,α ⇒ α ∨σ¬ from Table 3.
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The procedure returns {8}. Translating 8 into ﬁrst-order logic we get:
∀x[π(¬a∨¬, x)]≡ π(¬,a) = ∀x[¬R(a, x)].
Unskolemization returns ∃y∀x[¬R(y, x)]. Finally negating gives the expected result: ∀y∃x[R(y, x)].
The presentation of the derivation in the previous example is rather elaborate. To economize on space we use a more
compact presentation in subsequent examples. The presentation of a derivation is a list of numbered clauses and with every
application of a rule either new clauses are added and those that are replaced are crossed out, or clauses are just crossed
out in the case of the application of a delete rule.
The next example illustrates the application of the Ackermann rule to multiple positive premises.
Example 2. The ﬁrst-order correspondence property of ∀p[(p ∧p) →p] is
∀x∀y∀z∀u[(R(x, y)∧ R(y, z)∧ R(x,u))→ (R(x, z)∨ z ≈ u)].
The MA-derivation is:
–1. ¬a∨p
–2. ¬a∨ ¬¬p
–3. ¬a∨ ¬p
–4. ¬a∨ p 1, surf.
5. ¬a∨ ¬¬b 2, Skolem.
–6. ¬b ∨ p 2, Skolem.
7. ¬a∨ ¬(¬¬a∨ b) {4,6} into 3, Acker.
What remains is the set {5,7}. We leave it to the reader to translate {5,7} into ﬁrst-order logic.
In a similar fashion all Sahlqvist formulae can be reduced to ﬁrst-order frame correspondence properties. This is formally
proved in Theorem 17 of Section 8.
The next example is not a Sahlqvist formula or a monadic-inductive formula, but can still be solved. The example is also
an illustration of the general sensitivity to the order of eliminating symbols, as well as redundancy elimination.
Example 3. The modal axiom ∀p∀q[(p ≡ q) →¬p] corresponds to
∀x∃y∀z[R(x, y)∧ ¬R(y, z)],
in words, every world has a successor that is a dead-end. Negating the modal formula gives:
–1. ¬a∨(p ≡ q)
2. ¬a∨ ¬¬p
Suppose the ordering of the non-base symbols is p > q, that is, we attempt to eliminate p ﬁrst.
–3. ¬a∨¬¬p 2, repl.
–4. ¬a∨ (p ≡ q)1, surf.
The surfacing rule is applicable because symbols below a double implication are regarded to have both positive and negative
polarity.
5.¬a∨ ¬p ∨ q 4, repl., cl.
–6. ¬a∨p ∨ ¬q 4, repl., cl.
7.(¬a∨ ¬q)∨ p 6, surf.
8.¬a∨ ¬¬p 3, surf.
At this point it is not possible to isolate the positive occurrence of the maximal symbol p in clause 8. Sign switching
is applicable, but then no more rules are applicable. The run of MAswred was unsuccessful. Msqel
πnow tries to reduce the
original problem using a different ordering, namely q > p.
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–4′. ¬a∨ ¬p ∨ q 3′, repl., cl.
–5′. ¬a∨p ∨ ¬q 3′, repl., cl.
–6′. ¬a∨p ∨¬a∨ ¬p 4′ into 5′, Acker.
Clause 6′ is redundant because it is a tautology and can be deleted. Only clause 2 remains, which contains a positive
occurrence of p. Applying sign switching and the purify rule gives:
7′. ¬a∨ ¬p 2, sign sw.
8′. ¬a∨ ¬¬ {7′}, purify
The procedure returns the ﬁrst-order translation of the negation of ¬a ∨ ¬¬, thus producing the property we expect
to obtain.
The reason that Msqel succeeds in the second attempt is that it allows the formula to be signiﬁcantly reduced by
recognizing a tautology involving the symbol p (and allowing for 6′ to be deleted). In the ﬁrst attempt it was not possible
to spot this tautology.
Example 4. For McKinsey’s axiom M= ∀p[p →p] the given clauses are:
–1. ¬a∨p
2. ¬a∨¬p
We then derive:
3.¬a∨p 1, surf.
and delete clause 1. But now no further progress can be made, because there are no rules for bringing p to the surface in
clause 3 and sign switching does not help. The procedure terminates unsuccessfully.
McKinsey’s axiom M = ∀p[p →p] is not a Sahlqvist formula and is not ﬁrst-order deﬁnable with respect to the
standard Kripke semantics. Thus it is no surprise that applying Msqelπ to it does not lead to success.
Msqelπ does however succeed on the disjunction of M and the axiom D= ∀p[p →p], as the next example shows.
Example 5. We show that ∀p[(p →p)∨ (p →p)] corresponds to
∀x∃y[R(x, y)].
The input is:
–1. ¬a∨ (p ∧¬p ∧p ∧¬p)
Using the replace rule we derive p ∧¬p ≡(p ∧ ¬p) ≡¬. Therefore we replace 1 by this clause:
–2. ¬a∨ (¬ ∧p ∧¬p) 1, repl.
Clausifying produces:
3. ¬a∨¬ 2, cl.
4. ¬a∨p 2, cl.
5. ¬a∨¬p 2, cl.
Since | ¬ → α for any α, clause 3 subsumes clause 4 and clause 5. This means the delete rule removes clauses 4
and 5, leaving just 3. The expected correspondent is obtained by ﬁrst-order translation followed by negation.
Without redundancy or some other enhancement the previous example is not solvable by methods based on Ackermann’s
Lemma.
Example 6. The rule ∀p[p/p] corresponds to the formula
∀x∃y∃z[R(x, y)∧ R2(z, y)].
This is how the property can be obtained:
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–2. ¬a∨ ¬p
–3. 2,¬ ∨ p 1, surf.
–4. ¬a∨¬p 2, repl.
5. ¬a∨2,¬ 3 into 4, Acker.
Now translate into ﬁrst-order logic and negate.
6. Equivalently rewriting modal axioms and rules
From the examples in the previous section it is clear that if the last step, the translation to ﬁrst-order logic, is omitted
in the procedure, then the result is a set of Kn(m)(
)-clauses. In many cases these can be equivalently expressed as axioms
or rules (which are much simpler than the input). For example,
• axiom D is equivalent to axiom ,
• axiom ∀p∀q[(p ≡ q) →¬p] is equivalent to axiom ⊥, and
• rule ∀p[p/p] is equivalent to axiom 2,.
These examples illustrate another application of the modal Ackermann approach: the equivalent rewriting of modal
axioms and rules. We can use the Msqel procedure for this purpose as follows.
1. Take the given rule /′ and pass the formula
β =
∧
∧
∧
α∈′
(¬a∨ ¬α),
where a is a fresh nominal, to Msqel. The aim is to eliminate the non-base symbols in Σ .
2. If Msqel succeeds, suppose the result is the family of sets 〈Ni〉i . Then equivalently turn ¬∨i〈∧Ni〉i into an axiom or
rule, if this is possible.
Note that Σ does not need to include all propositional symbols of β .
We do not develop a formal deﬁnition of Step 2, but only remark that this step would need to include rules performing
the Skolemization rule bottom-up, converting sets of formulae into conjunctions and standard logical equivalence preserving
transformations.
To illustrate the usefulness of the approach we give three examples.
Example 7. We use the method to prove that
∀p∀q[(p ∨ q) → (p ∨q)]≡ ∀p[p →p].
Let Σ = {q}. Applying Msqel to the left-hand-side we get:
–1. ¬a∨(p ∨ q)
–2. ¬a∨ ¬(p ∨q)
–3. ¬a∨ p ∨ q 1, surf.
4. ¬a∨ ¬(p ∨¬(¬a∨ p)) 3 into 2, Ackerm.
Msqel returns ¬a ∨ ¬(p ∨ ¬(¬a ∨ p)). This is equivalent to (¬a ∨ ¬p) ∧ (¬a ∨ ¬¬(¬a ∨ p)) viewed as a
globally true formula. Using the rule ¬a∨¬σ¬(σ ,¬a∨α) ⇒ ¬a∨¬σ¬α from Table 3 the formula reduces to (¬a∨
¬p) ∧ (¬a ∨ ¬¬p). This is equivalent to ¬a ∨ (¬p ∧ ¬¬p). Omitting ‘¬a∨’ and negating we obtain ¬¬p → p.
This completes the proof.
Example 8. A formal proof using Msqel that
∀p∀q[(p ∧q) →(p ∧q)]≡ ∀q[q →q],
where Σ = {p}, is:
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2. ¬a∨q
–3. ¬a∨ ¬(p ∧q)
–4. ¬a∨ ¬¬p 1, repl.
–5. ¬a∨(¬p ∨¬q) 3, repl.
6. ¬a∨ ¬¬b 4, Skolem.
–7. ¬b ∨ p 4, Skolem.
–8. ¬b ∨ ¬p {7,5}, sign sw.
–9. ¬a∨(p ∨¬q) {7,5}, sign sw.
—-10.¬a∨ p ∨¬q 9, surf.
11. ¬b ∨¬a∨¬q 10 into 8, Ackerm.
Msqel returns {2,6,11}. The conjunction of the clauses 6 and 11 is equivalent to ¬a ∨ ¬¬¬q. This leaves (¬a ∨q) ∧
(¬a∨ ¬¬¬q) which is equivalent to ¬a∨ (q ∧ ¬q). Omitting ‘¬a∨’ and negating we get q →q.
In the ﬁnal example we show how to equivalently reduce a modal rule to a modal axiom. It also gives an example where
an axiom and its rule version are equivalent.
Example 9. The following is the rule version of the axiom from Example 7.
∀p∀q[(p ∨ q)/(p ∨q)].
We show that it is equivalent to ∀p[p →p]. q is the non-base symbol we wish to eliminate.
–1.(p ∨ q)
–2. ¬a∨ ¬(p ∨q)
–3.¬ ∨ p ∨ q 1, surf.
4. ¬a∨ ¬(p ∨¬(¬ ∨ p)) 3 into 2, Ackerm.
¬a ∨ ¬(p ∨¬(¬ ∨ p)) is returned. Exploiting that ¬a ∨ ¬(¬(¬ ∨ p)) is logically equivalent to ¬a ∨ ¬¬p
(see Table 3), we obtain ¬a∨ (¬p ∧ ¬¬p). Omitting ‘¬a∨’ and negating we get p →p and are done.
Rules and axioms are however not always inter-translatable. Using our method it is possible to show, for example, the
axiom ∀p[p →p] and the rule p/p do not have the same correspondents.
7. The classes C and C>
Next we deﬁne the classes C and C> for which we can guarantee successful termination, that is, successful elimination
of the non-base symbols, by our method.
Assume Σ = {p1, . . . , pm} ⊆ V is the set of propositional non-base symbols. Let p be a propositional symbol (not neces-
sarily in Σ ). A formula in the following form
σ1(β1 ∨σ2(β2 ∨ . . .σn(βn ∨ p) . . .))
is called a universal formula (positive) in p, if β1, . . . , βn are negative formulae in Σ and each σi is a possibly empty
sequence of box operators (1  i  n). All occurrences of propositional symbols in the βi are called inessential occurrences.
The displayed occurrence of p is called the main occurrence of p. A universal formula is a formula, which is a universal
formula for some propositional non-base symbol.
Let N be a set of universal formulae. The dependency relation d over the non-base symbols Σ of N is deﬁned by: p d q
iff there is a universal formula γ in N , p occurs as an inessential symbol in γ and q is a main occurrence in γ . Let +d
denote the transitive closure of d . If there is no symbol p such that p +d p then d is an acyclic dependency relation and
we say that there are no cycles over Σ in N . Note that the dependency relation d should not be confused with  or the
ordering > on Σ .
We deﬁne the class C as follows. Let N be a set of Kn(m)()-clauses and let Σ be a non-empty set of propositional
symbols. A pair 〈N,Σ〉 belongs to C if the following conditions hold:
1. Each clause in N is a clause of one of these forms:
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where β denotes a negative clause4 in Σ , γ a universal clause, b a nominal, and δ denotes a non-empty disjunction of
negated universal formulae and positive formulae in Σ . σ may be empty.
2. There are no cycles over occurrences of the Σ-symbols in N .
Observe the acyclicity condition implies that no non-base symbol occurs both positively and negatively in any universal
clause. In addition, no universal clause contains more than one positive occurrence of a non-base symbol.
The three notions of clauses are disjoint except the clause ¬b∨Univ where Univ is a universal formula is both a universal
clause and a local clause, and the clause ¬b∨ ∼ Pos where Pos is a positive formula is both a negative clause and a local
clause.
Our aim now is to show that the class is solvable and can be solved with the MA calculus. First we prove that C is closed
under the application of MA-rules.
Lemma 7. Let 〈N,Σ〉 ∈ C be arbitrary. Suppose N ′ is obtained by applying to N a rule in MA modulo any ordering > of Σ . Then:
(i) 〈N ′,Σ〉 belongs to C .
(ii) If an occurrence of a non-base symbol is positive (negative) in a clause in N then it remains positive (negative) in the new clause
in N ′ . If an occurrence of a non-base symbol is a main (inessential) non-base symbol in a universal subformula in any clause in N
then it remains a main (inessential) non-base symbol of a universal subformula of a corresponding new clause in N ′ .
Proof. We consider each rule in turn.
Skolemization rule: Suppose the rule replaces
φ = ¬a∨ ¬σ β(p) by ψ1 = ¬a∨ ¬σ¬b and ψ2 = ¬b∨ ∼ β(p).
σ is not empty. Let p be the largest non-base symbol in φ. Since there is a positive occurrence of p in ¬σ β(p), φ cannot
be a negative clause. It also cannot be a universal clause since σ = 	 . It can only be a local clause. Thus assume φ is a local
clause. Since ψ1 is free of non-base symbols, ψ1 is not a universal clause, but is a local clause (and also a negative clause).
ψ2 is evidently a local clause (for which σ in the deﬁnition of local clause is empty). This proves (i) for the Skolemization
rule. We see that the polarity of every non-base symbols is preserved, as is the property of being main or inessential. This
proves (ii).
Clausify rule: The clausify rule replaces
φ = α ∨ ¬(β1 ∨ · · · ∨ βn) by ψ1 = α∨ ∼ β1, . . . , ψn = α∨ ∼ βn.
Let p be the largest non-base symbol in φ. Then p is the largest non-base symbol in ¬(β1 ∨ · · · ∨βn) and there is a positive
occurrence of p in ¬(β1 ∨ · · · ∨βn). These conditions mean that φ cannot be a negative clause, nor a universal clause. φ can
only be a local clause of the form ¬b ∨ ¬β(p), that is, a local clause with σ = 	 , where β(p) is a disjunction of negated
universal formulae and positive formulae. If βi is a negated universal formula then ψi = ¬b∨ ∼ βi is a universal clause. If
βi is a positive formula then ψi is a negative clause. This proves (i) for the clausify rule. The properties in (ii) of non-base
symbols are all preserved.
Surfacing rule: The rule replaces
φ = α ∨σ β(p) by ψ =σ ,α ∨ β(p).
The conditions of the rule say that p is the largest non-base symbol in φ but does not occur in α, and p occurs positively inσ β(p). This means that p does not occur in σ ,α and p occurs positively in β(p). Since p occurs positively in σ β(p),
φ cannot be a negative clause. It can also not be a local clause (since σ = 	). If φ is a universal clause then σ β(p) and
also β(p) and ψ are universal clauses. The properties in (ii) of non-base symbols are all preserved.
Purify rule: The rule replaces
N(p) by
(
Np¬
)¬¬
 ,
when p ∈ Σ occurs only negatively in N . Let α be an arbitrary clause in N which contains p. We consider three cases. (a) If
α is a universal clause, then since p is not the main non-base symbol in α, (αp¬)¬¬ is a universal clause (with respect
to a non-base symbol different to p, namely the same one as α). (b) If α is a negative clause then (αp¬)¬¬ is also a
negative clause. (c) Suppose α is a local clause. Then α has the form ¬b ∨ ¬σ (∨i ¬Univi ∨∨ j ∼ Pos j), where the Univi
4 A clause with a property, for example, being negative, universal, etc., is a clause, which is a formula with that property.
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means that p is an inessential non-base symbol in Univ. Consequently (Univp¬)¬¬ is a universal formula and the main
symbol remains unchanged. When p occurs in any Pos j then (Pos j
p
¬)¬¬ is still a positive clause. Hence the conclusion
(α
p
¬)¬¬ remains a local clause. In all three cases, the properties in (ii) of non-base symbols are preserved.
Ackermann rule: The rule replaces
{α1 ∨ p, . . . ,αn ∨ p} ∪ N(p) by
(
Np∼α1∨···∨∼αn
)¬¬α1,...,¬¬αn
α1,...,αn
,
provided p ∈ σ occurs only negatively in N and p is strictly maximal with respect to each αi . The αi ∨ p cannot be local
clauses and they cannot be negative clauses. Let us assume that each αi ∨ p is a universal clause. This implies that every
αi is a negative formula and hence ∼ α1 ∨ · · ·∨ ∼ αn is a positive formula. Let us now analyze what happens to clauses in
N . Let α be any clause in N that contains p. There are three cases. (a) α is a universal clause. Since all occurrences of p in
α are negative, α is a universal clause with respect to a non-base symbol different from p. Also, since all occurrences of p
are replaced by a positive formula, namely ∼ α1 ∨ · · ·∨ ∼ αn , it follows that the replacement (αp∼α1∨···∨∼αn )¬¬α1,...,¬¬αnα1,...,αn is a
universal clause. (b) If α is a negative clause then using similar reasoning as in (a) we can conclude that the replacement is a
negative clause as well. (c) α is a local clause: This means that α has the form ¬b∨¬σ (∨i ¬Univi ∨∨ j ∼ Pos j), where the
Univi are universal formulae and the Pos j are positive formulae. If p occurs in Univi then p occurs only negatively in Univi .
This means that p is an inessential non-base symbol in Univi . Consequently the replacement (Univi
p
∼α1∨···∨∼αn )
¬¬α1,...,¬¬αn
α1,...,αn
is a universal clause. If p occurs in Pos j then since p is replaced by a positive formula and is positive, the replacement of
Pos j is positive. We conclude that the replacement of α is a local clause. The properties in (ii) of non-base symbols are all
preserved.
A consequence of the previous lemma is:
Lemma 8. Let 〈N,Σ〉 ∈ C be arbitrary, let > be any ordering on Σ and suppose MA is parameterized by Σ and >.
(i) Any application of an MA-rule preserves the dependency relation on non-base symbols.
(ii) No application of an MA-rule introduces cycles.
Proof. None of the rules change the polarity of any non-base symbol, nor do they change the status of being main or
inessential in a universal clause. As no new occurrences of non-base symbols are introduced (only eliminated), it follows
that the non-base symbols in the new clauses satisfy the original dependency relation of N . Thus no cycles are introduced
over non-base symbols.
Lemma 9. Let 〈N,Σ〉 ∈ C be arbitrary, let > be any ordering on Σ and suppose MA is parameterized by Σ and >. Some rule of MA is
applicable to 〈N,Σ〉.
Proof. Let p be the largest non-base symbol occurring in N . If p occurs positively in N it occurs in local and/or universal
clauses. Inspecting the proof of Lemma 7, we see that if p occurs positively in a local clause with σ = 	 , then only the
Skolemization rule is applicable to this clause. If σ = 	 then only the clausify rule is applicable to this clause. If p occurs
positively in a universal clause, then only the surfacing clause is applicable to this clause, when p occurs below a κ . If p
occurs positively in a universal clause, but does not occur below a κ the clause is a ‘completely surfaced’ universal clause
of the form αi ∨ p satisfying the side-conditions of the Ackermann rule and no other rule.
When N contains p only negatively the purify rule is applicable. If all clauses positive in p are ‘completely surfaced’
universal clauses of the form αi ∨ p, then the Ackermann rule is applicable.
The analysis in the proof of Lemma 7 and the proof of (ii) of Theorem 1 allows us to show that repeatedly applying the
PREP rules (that is, Skolemization, clausify and surfacing) eventually produces two kinds of clauses after a bounded number
of steps: clauses negative in p or ‘completely surfaced’ universal clauses of the form αi ∨ p. Now one of the SOQE rules
(purify or Ackermann) are applicable. This yields clauses in the class but with p no longer present.
We can conclude:
Theorem 10. The class C is closed under the application of MA-rules modulo any ordering of the non-base symbols.
Moreover:
Theorem 11. For any 〈N,Σ〉 in C the following hold:
(i) For any ordering of the symbols in Σ , any derivation based on MA effectively reduces N to a set N ′ of Kn(m)()-formulae, which
are free of symbols in Σ , and N ′ corresponds to ∃Σ[N] (modulo Skolem formulae);
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Proof. Use the previous theorem and earlier results.
The theorem says that the class C is equivalently reducible to formulae deﬁned only over the base symbols. Moreover,
these can be computed with the rules of MA, that is, without sign switching, redundancy and using any ordering. This means
that Msqel and Msqelπ are successful without needing to attempt different orderings. Note however that the ordering of
the non-base symbols and the order of application of the rules does affect eﬃciency.
Since for C the ordering of the non-base symbols, sign switching and redundancy is irrelevant for the success of the
elimination of the non-base symbols, it is possible to deﬁne an even larger class of formulae for which these are relevant.
C> is such a class.
We deﬁne C> as a class of tuples 〈N,Σ,>〉, where N is a set of Kn(m)()-clauses, Σ = {p1, . . . , pm} is an ordered set of
non-base symbols and > is the ordering of Σ . By deﬁnition, 〈N,Σ,>〉 ∈ C> iff there is a sequence N1(= N),N2, . . . ,Nm of
sets of clauses, such that
1. (Ni, {pi}) each belong to C , and
2. each Ni+1 is the output of MAswred on the input Ni and {pi}, where 1 i m.
Example 10. An example is provided by Example 3. The set {2,5,6} (or {2,4′,5′}) to which the formula ¬((p ≡ q) →¬p) can be reduced by standard equivalence preserving transformations belongs to C> (with respect to the ordering
q > p) but it does not belong to C .
This shows that C> strictly subsumes C .
Theorem 12. For any 〈N,Σ,>〉 in C> the following hold:
(i) Using the ordering > of the non-base symbols in Σ , MAswred effectively reduces N to a set N
′ of Kn(m)()-formulae, which are free
of symbols in Σ and N ′ corresponds to ∃Σ[N] (modulo Skolem formulae);
(ii) Msqelπ effectively computes a ﬁrst-order formula corresponding to ∃Σ[N].
Proof. Use Theorem 11 and the deﬁnition of C> .
Remark. If the clausify rule is used without side-conditions, the lemma remains true. Then the rule is applicable also to
negative clauses in which case the conclusions ψi = α∨ ∼ βi are also negative clauses. The rule is not applicable to universal
clauses.
The previous results are also true if an additional restriction of both the Ackermann and purify rule is that p is the
largest non-base symbol in N .
8. Axiom correspondences
In this section we ﬁrst show that all axioms for which the approach is successful are canonical, that is, valid in their
respective canonical frames, hence axiomatize completely the classes of frames satisfying the corresponding ﬁrst-order
properties. We also discuss how the classes C and C> relate to Sahlqvist’s class [18] and the class of monadic-inductive
axioms [10].
8.1. Canonicity
Analogous to [10] and [8] it is possible to prove the following canonicity result.
Theorem 13. Let α be a modal formula of multi-modal logic K(m)(). If Msqel, respectivelyMsqelπ , withΣ = V succeeds on α then
(i) ¬α is d-persistent and hence canonical, and
(ii) the formula returned is equivalent to α.
Corollary 14. All modal K(m)()-axioms equivalent to the conjunction of formulae reducible to clauses in C and C> are elementary
and canonical.
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to provide sound and complete axiomatizations of modal logics (see the survey of [9]).
These results present strengthenings of Sahlqvist’s theorem [18] and the corresponding result for monadic-inductive
formulae [15,10]. This follows because C and C> both subsume the Sahlqvist class and the monadic-inductive class, as is
shown in the remainder of the section.
8.2. Sahlqvist formulae
We ﬁrst deﬁne Sahlqvist formulae for Kn(m)(
). A boxed atom is a formula of the form σ p, where σ may be empty.
A deﬁnite Sahlqvist antecedent is a modal formula constructed from boxed atoms and negative formulae by applying ∧ andκ . A Sahlqvist antecedent is constructed from boxed atoms and negative formulae by applying ∧, ∨ and κ . Thus, the
difference between Sahlqvist antecedents and deﬁnite Sahlqvist antecedents is that the former are also formed with ∨.
A (deﬁnite) Sahlqvist implication is a modal formula α → β where α is a (deﬁnite) Sahlqvist antecedent and β is a positive
formula. A (deﬁnite) Sahlqvist formula is a modal formula constructed from (deﬁnite) Sahlqvist implications by freely applying
boxes and conjunctions, and by applying ∨ to formulae without common propositional symbols.
Axiom D and formula ∀p[(p ∧p) →p] from Examples 1 and 2 are examples of deﬁnite Sahlqvist implications.
Lemma 15. For any deﬁnite Sahlqvist antecedent α over Kn(m)(
), ¬a∨ α reduces linearly to an equivalent set in C .
Proof. α is a formula formed from boxed atoms and negative formulae by applying only ∧ and diamonds (or ¬κ¬). Now,
use the clausify and Skolemization rules of MA to obtain a set containing clauses of the form: ¬, ¬a∨σ p, ¬a∨¬κ¬b,
and ¬a∨ β , where β is a negative formula (in all propositional symbols). These clauses belong to C .
The lemma says that the class C subsumes the class of deﬁnite Sahlqvist antecedents.
Corollary 16. Let α be any deﬁnite Sahlqvist antecedent over Kn(m)(
) and let Σ be the set of propositional symbols that occur in α.
Then, for any ordering of Σ :
(i) Any derivation based on MA effectively reduces ¬a∨α (where a denotes a fresh nominal) to a Kn(m)()-formula β free of symbols
in Σ , which corresponds to ∃Σ[α] (modulo Skolem formulae);
(ii) AnyMsqelπ derivation (without pre-processing, sign switching and redundancy) effectively computes a ﬁrst-order formula, which
corresponds to ∃Σ[α].
Proof. By Lemma 15 and Theorem 11.
Theorem 17. Let α be any Sahlqvist formula (implication) over Kn
(m)(
). Then:
(i) Any derivation of Msqel on ¬a ∨ ¬α successfully computes an equivalent, correspondent Kn(m)()-formula
∨
i〈
∧
Ni〉i (modulo
Skolem formulae), which is free of any propositional symbols;
(ii) Any derivation of Msqelπ on ¬a∨ ¬α successfully computes an equivalent ﬁrst-order correspondent.
In both cases any ordering may be used, and sign switching and redundancy elimination are optional.
Proof. A consequence of Corollary 16, because the pre-processing stage transforms any negated Sahlqvist formula into a
disjunction of negated deﬁnite Sahlqvist implications, and negated Sahlqvist implications are equivalent to deﬁnite Sahlqvist
antecedents. (For, if α is a negated Sahlqvist implication then α = ¬(Ant → Pos) ≡ Ant∧¬Pos, where Ant denotes a deﬁnite
Sahlqvist antecedent and Pos denotes a positive formula. Hence α is equivalent to a deﬁnite Sahlqvist antecedent.)
The theorem states that Msqelπ succeeds on all Sahlqvist formulae, regardless of the ordering chosen on the proposi-
tional symbols. The transformation to the speciﬁc disjunctive form in the pre-processing stage of the procedure is crucial.
It follows from the proof of Theorem 17 that:
Lemma 18. Any negated Sahlqvist formula over Kn(m)(
) can be reduced by standard equivalence preserving transformations to a set
of formulae in C .
The same results can be proved for Sahlqvist formulae over sublogics of Kn (), that is, K(m) , Kn , K(m)().(m) (m)
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The results of the previous section are also true for the more general classes of (deﬁnite) monadic-inductive formulae
over Kn(m)(
). By deﬁnition, α is a monadic-inductive formula if it is a Kn(m)(
)-formula and satisﬁes these two conditions:
1. α is built from negated universal formulae (in some propositional symbol) and positive formulae by applying ∧, ∨ and
box modalities (κ ).
2. In addition, there are no cycles over Σ = V in the set of universal formulae occurring in α.
A deﬁnite, monadic-inductive formula is deﬁned like a monadic-inductive formula except that formulae are built without using
∧. (Deﬁnite) monadic-inductive formulae generalize negated (deﬁnite) Sahlqvist antecedents.
Lemma 19. For any deﬁnite, monadic-inductive formula α, ¬a∨ ¬α reduces linearly to an equivalent set in C .
Proof. ¬α is formed from ⊥, , universal formulae and negative formulae using ∧ and κ . Repeatedly applying the clausify
rule to ¬a∨ ¬α, the set we get contains only clauses in C . This requires only linearly many steps. 
Lemma 20. Any negated monadic-inductive formula over Kn(m)(
) can be reduced by standard equivalence preserving transformations
to a set of formulae in C .
The lemmas say that the class C subsumes the class of negated (deﬁnite) monadic-inductive formulae.
Corollary 21. The appropriate reformulation of Corollary 16 is true for any deﬁnite, monadic-inductive formula over Kn(m)(
).
Theorem 22. The appropriate reformulation of Theorem 17 is true for any monadic inductive formula over Kn(m)(
).
(The proofs of Corollary 21 and Theorem 22 are analogous to the proofs of Corollary 16 and Theorem 17, using
Lemma 19.)
The results say that MA, Msqel and Msqelπ (with or without sign switching, with or without redundancy) succeed on
all monadic-inductive formulae, regardless of the ordering of the propositional symbols. Furthermore, for deﬁnite, monadic-
inductive formulae the pre-processing is not needed.
The same results can be proved for (deﬁnite) monadic-inductive formulae over sublogics of Kn(m)(
).
8.4. Relationship to C and C>
Lemmas 18 and 20 tell us that C accommodates both the Sahlqvist class and the class of monadic-inductive formulae.
For both the latter, Σ = V , that is, all symbols need to be eliminated. In the deﬁnition of C , Σ can be any subset of V . The
class C thus represents a strictly larger set of problems than both the Sahlqvist class and the class of monadic-inductive
formulae.
Since sign switching, the order > of elimination and redundancy are immaterial for the classes C , the Sahlqvist class
and the class of monadic-inductive formulae (compare Theorems 11, 17 and 22), but are integral to the deﬁnition of C> ,
the latter is obviously wider than all three of the other classes. Concrete examples that separate C> from the other classes
can be found in Examples 3, 5, 7 and 8. Another difference is that the deﬁnition of C> is algorithmic. However note that
since C> is deﬁned in terms of C and the MAswred-calculus is used rather than the Msqel-procedures it is not the widest
class solvable by our approach. Whether it is possible to give a syntactic deﬁnition of C> , and more generally, the class of
problems solvable by the approach is open.
9. Rule correspondences
The classes C and C> are wide enough to accommodate also modal rules. Sections 5 and 6 gave examples of modal rules
reducible to clauses in C and/or C> . Based on the results from Section 7 it is possible to deﬁne syntactic classes of modal
rules solvable by second-order quantiﬁer elimination methods. Here is an obvious deﬁnition.
We extend the deﬁnition of the class of deﬁnite, monadic-inductive formulae to deﬁnite, monadic-inductive rules. At the
same time we relax the restriction about non-base symbols.
Assume Σ is the set of non-base symbols, which does not need to include all propositional symbols. Let  and ′ be
sets of Kn(m)(
)-formulae. /′ is a deﬁnite, monadic-inductive rule with respect to Σ if the following hold:
1.  is a set of universal clauses, negative clauses and local clauses in Σ .
2. ′ is a set of clauses built from negated universal formulae, positive formulae in Σ by applying ∨ and boxes.
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An example of a deﬁnite, monadic-inductive rule is the rule ∀p[p/p] from Example 6. Negated deﬁnite, monadic-
inductive formulae are deﬁnite monadic-inductive rules (without premises).
The class C subsumes the class of deﬁnite, monadic-inductive rules in the following sense:
Lemma 23. For any deﬁnite, monadic-inductive rule /′ over Kn(m)(), the set  ∪ {¬a ∨ ¬α | α ∈ ′} (where a denotes a fresh
nominal) reduces linearly to an equivalent set in C .
Corollary 24. The appropriate reformulation of Corollary 16 is true for any deﬁnite, monadic-inductive rule over Kn(m)(
).
(The proofs of Lemma 23 and Corollary 24 are analogous to the proofs of Lemma 19 and Corollary 21.)
For modal logics without nominals we need to change the deﬁnition of monadic inductive rules slightly. Namely, /′
is a deﬁnite, monadic-inductive rule with respect to Σ in a logic without nominals, if
1′ .  is a set universal clauses and negative clauses in Σ ,
and conditions 2 and 3 above are true. For these logics Lemma 23 and Corollary 24 are true as well.
It is clear that the class C> subsumes a wider class of modal rules than the class of monadic-inductive rules deﬁned
here.
10. Related approaches
The procedures Msqel and Msqelπ are closely related to the Dls algorithm of Doherty et al. [11] and the Sqema algo-
rithm of Conradie et al. [10], but there are important differences. Both Dls and Sqema are based on versions of Ackermann’s
Lemma. They both operate on formulae in negation normal form. Because negation normal form has a number of draw-
backs, we use a different normal form. Our normal form to which formulae are converted on-the-ﬂy is based on using a
minimal number of symmetric operators, namely ¬, ∨,  and . This normal form allows our method to succeed quicker
and more often because more cases of obvious redundancies can be detected and eliminated with little effort. In negation
normal form obvious redundancies are often obscured and therefore harder to detect. For example, it takes one step to
determine that the formula p ∨ q ∨¬(p ∨ q) is equivalent to , but it takes several steps to detect that its negation normal
form, p ∨ q ∨ (¬p ∧ ¬q) is equivalent to . If p and q are replaced by complex formulae even more steps are needed for
the negation normal form, whereas for our normal form one step is still suﬃcient.
Another difference is that we describe our method in terms of calculi. As mentioned in the Introduction this has the ben-
eﬁt of separating the deﬁnition of the inference rules from the actual realization as an algorithm or implementation. Our
calculi are enhanced with ordering reﬁnements, they contain less non-deterministic choices, and are equipped with gen-
eral, eﬃcient redundancy criteria, which are important for the success rate and practical considerations. As a consequence,
examples that cannot be solved with Sqema or Dls, or only with additional effort, are easily solvable. This is the case par-
ticularly for examples outside the Sahlqvist class and the monadic-inductive fragment, where the order of elimination does
not matter (as is shown in this paper).
Sqema has been designed with the purpose of eliminating all propositional symbols. Our approach allows the selective
elimination of propositional symbols and gives the user the ﬂexibility to specify which symbols to eliminate and widens
the applicability beyond just correspondence theory. For example, it allows the approach to be employed for the equivalent
rewriting of modal formulae with second-order quantiﬁcation, including modal axioms and rules.
Conradie et al. [10] prove that Sqema succeeds on all Sahlqvist formulae and all monadic-inductive formulae. Their proof
for monadic-inductive formulae uses a certain strategy and a certain ordering compatible with the dependency relation,
and thus exhibits the existence of a successful Sqema derivation. The results in this paper show that the ordering of the
propositional symbols is immaterial and so is the order in which rules are applied, thus strengthening earlier results.
It will not have escaped the reader that some of the techniques and terminology are inspired by resolution theorem
proving. This is no accident and hints that there are connections between substitution-rewrite approaches and resolution-
based saturation approaches to second-order quantiﬁer elimination. These deserve to be investigated further. In [13] we give
examples that can be solved by resolution-based approaches but seem to be out of scope of Ackermann-based approaches,
including the approach introduced in this paper.
11. Conclusion
In this paper we introduced a reﬁned second-order quantiﬁer elimination approach for modal logic based on Ackermann’s
Lemma and considered its application in modal correspondence theory and the manipulation of modal axioms and rules.
We have shown how substitution-rewrite approaches to second-order quantiﬁer elimination can be signiﬁcantly improved
by using natural and general techniques to give more ﬂexibility, generality, eﬃciency and better success rates with evident
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to new insights and extended and sharpened results. In particular, we have given a characterization of normal forms in
terms of which wider classes of solvable modal second-order quantiﬁer elimination problems can be given. The classes C
and C> can be seen to be natural extensions of Sahlqvist formulae and monadic inductive formulae for which methods
following the Ackermann approach succeed.
The paper shows the importance of effective redundancy elimination techniques to second-order quantiﬁer elimination.
Our redundancy elimination rules provide a general framework for deﬁning useful Step 1 simpliﬁcation transformations
of the basic Ackermann algorithm. Devising suitable, effective instances of redundancy compatible with the orderings is
an important pre-requisite for turning the approach into a practical implementation. We have devised various concrete
instances of redundancy elimination, but are in no doubt that more are needed and can be found. Whether the modal
hybrid language of Kn
(m)(
) is expressive enough for all reasonable circumstances is not immediately evident. We have
found many of the examples of redundancy elimination given in this paper can be formulated more concisely and perhaps
also more intuitively in ﬁrst-order clause logic.
The setting of our investigation was modal tense logic but all the techniques and results are based on general principles,
which apply generally, for example to polyadic modal logics including polyadic inductive formulae deﬁned in [15]. The ideas
and results also carry over to other logics. For example, it is immediate that all the results transfer to description and hybrid
logics, which correspond to the logics considered in this paper. The ideas and techniques can also be integrated into the Dls
method for ﬁrst-order logic and the Dls method for classical ﬁxpoint logic.
In this paper we considered modal correspondence theory as an application and reasoning with second-order formulae.
More examples of applications of the Ackermann approach but also other second-order quantiﬁer elimination methods can
be found in [13].
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