Abstract
Introduction
The blogosphere is composed of many blog sites with their own posts, as shown in Figure 1 . The traditional blog search is similar to web and news search, which doesn't reflect the advantages of blogs directly, such as facet characters. There are many facets can be considered for blogs, such as the opinionated nature of the blog [1] , authors' gender, writing style and etc.. Blog search users often wish to identify blogs about a given topic, which they can subscribe to and read on a regular basis [2] . The increasing requirement on blog search stimulates the development of the corresponding technique. The blog search technology is proposed to identify the blogs which are not only the topic-relevant but also with special facets [3] . In 2009, the TREC Blog track, which focused on exploring the information seeking behavior in the blogosphere, addressed the faceted blog distillation task for the first time which was a refined version of the blog distillation task, addressing the quality aspect of the retrieved blogs [4] . Distillation is defined as the user searches for blog with a recurring central interest, and then adds Figure 1 . Blogosphere Organization these to their RSS reader [2] . The facet analysis enables the users to decide which blogs are subscribed. Moreover, users might prefer following the blogs which posts an in-depth discussion on a specific topic. In this paper, we propose an in-depth blog distillation system to satisfy this group of users' requirement.
The goal of the blog distillation task, which is the baseline of the faceted blog distillation, is to find relevant blogs for specific topics. And the faceted blog distillation is used to explore the facets of the topic-relevant blogs. In order to achieve the in-depth blog distillation, a two-stage strategy is employed. In the first stage, the PA (Posts Average) algorithm is involved into the blog distillation. In PA algorithm, the relevance degree of the blog to the topic is decided by its posts' similarity scores. Besides, a Learning Query Expansion (LQE) algorithm is designed to improve the precision of topicrelevance retrieval. In the second stage, to identify the in-depth blogs, we use a criterion related to two factors. One factor is the document length. Because the lengths of in-depth documents are usually long, and the long documents are usually in-depth after we exclude those with a lot of spam information or only a small part of relevant content. However, it is difficult to clean the spam. Therefore the document length can be functioned only to a certain degree. The other factor is topic-relevance information which is usually neglected in previous systems. We propose the L-Qtf (Length-Query term frequency) coefficient with considering the two factors. In this coefficient, the relationship between the lengths and the average length is involved to reduce the spam's influence. Meanwhile, the query term frequency is employed to present the topic relevant information. The in-depth analysis model with the L-Qtf coefficient is used in the retrieved blogs. And the top 100 in-depth blogs are given to be evaluated.
We review the related works in Section 2. Section 3 and Section 4 describe the blog distillation algorithm and the coefficient for in-depth analysis model respectively. In Section 5, the evaluation of the in-depth blog distillation system is presented. Finally in Section 6, conclusions and comments on the future work are given.
Related works
There are relatively few prior research efforts on in-depth blog distillation to the extent of our knowledge. Hearst et al [3] indicated what blog search should look like. They proposed a faceted navigation interface as a good starting point for blog and author search. Ounis et al [5] summarized the work on blog search from Blog track 2006 and 2007. In [4] , the participants' proposals in the in-depth blog distillation were summarized. In the in-depth blog analysis, some participants considered the length of the posts as a key factor to decide the in-depth degree of the blogs, but they used different models.
Blog distillation
Our system contains two stages. In the first stage, the blog distillation, which is concerned with the search of blogs rather than blog posts and it is the baseline for the in-depth analysis, is performed to find the topic-relevant blogs. A blog's relevance degree and in-depth degree are evaluated by checking its containing posts. Traditional blog distillation approaches view the whole blog collection as a complete document [6] , which use Eq. (1), called Baseline A, to sum up each post's similarity score for the given topic query Q. The score is defined as the ranking function of the topic-relevant blogs.
where n is the number of the posts in blog x, and the similarity scores of posts are supplied by Indri [7] . But this algorithm isn't sufficiently reasonable. Let's look at a failure example using Eq. (1) by considering the following two feeds. Feed X contains 10 posts and all are relevant to a given query, feed Y contains 100 posts including the 10 of X. According to (1) , feed X should have the same similarity score as feed Y for the given query if the other 90 posts of feed Y are totally irrelevant. However, considering the obviously different relevancies (100% vs. 10%), we should judge that feed X is much more relevant to the given query than feed Y. To address this problem, we take the average value of the sum of posts' similarity scores as a new ranking function as Eq. (2)
We call Eq. (2) Posts Average (PA) as well as Baseline B. In our system, query expansion without traditional relevance feedback algorithms is added automatically to improve the retrieval accuracy. From the aspect of topic understanding, the Learning Query Expansion (LQE) model based on semi-machine learning method is designed.
The topic given by the Blog track is composed of 5 parts: number, title which is the original query, description, facet and narrative [4] as the following:
With considering the Indri query language, expansion words and their weighting, we introduce two kinds of features into the LQE model. These two kinds of features are extracted from the sentences in the topic description and topic narrative which supply training data and testing data. One kind is syntactic feature which contains part of speech (POS) tags and syntax analysis tags. The other kind is distance feature which is a novel feature in the query expansion. Firstly, we define an ordered center word list which contains the words regarded as the center word of a sentence, such as "not", "relevant", "find", and so on. Each sentence has one center word at most. The words "not" and "no" have the highest priority to be the center word in one sentence, while "find" has the lowest. Secondly, in a sentence, we calculate the distance from each word to the center word and this distance value is deemed as the distance feature for the word.
In-depth analysis model
In the second stage, we use the in-depth analysis model. The facet of a blog is judged based on all the posts in it. What kind of posts is considered as in-depth? In common sense, an in-depth post expresses author's opinion on the given topic in detail with a long length. For minimizing the impact of spam, the length with average length is considered as a feature of the in-depth degree. But only using the length feature isn't sufficient, to confirm the relevance degree, considering the query term frequency in the post is also necessary. We combine the posts' length and the query term frequency in the following L-Qtf coefficient: Figure 2 . Framework of the in-depth blog distillation system where tf and qtf represent the query term frequency in the post and in the query respectively. dl is the post length and avdl is the average-length of the whole relevant posts for the topic. s is a parameter which is set as 0.2 in our experiments. L-Qtf coefficient is a kind of pivoted weighting coefficient [8] .
Based on the whole posts of the topic-relevant blogs given by the blog distillation, the posts are ranking according to the in-depth coefficient. In this ranking list, the top 45% of topic-relevant posts are considered as the in-depth, while the last 45% posts the shallow. The in-depth degree value (ID) of each blog is calculated according to the relationship between the in-depth posts and shallow posts as Eq. 
In-depth blog distillation system
The overall framework of the whole in-depth blog distillation system with a combination model is shown in Figure 2 . It re-ranks the retrieved blogs by considering both their relevancies and depths. Particularly, the results from blog distillation and the results from in-depth analysis are fused with a linear interpolation: (μ×ID(blog x ,Q)+(1-μ)×Score(blog x ,Q)). In this paper, μ is set as 0.4.
Experiments
In this section, we present empirical evaluation results to assess the effectiveness of our technique for the in-depth blog distillation. In particular, we conducted experiments on the permalink HTML pages of Blog08 [4] Collection to show that our algorithm is effective. We selected Indri as our information retrieval platform and preprocessed the data collection. A post is very similar to a web page which contains many HTML tags and scripts, so we parsed the HTML pages and reserved the texts in the same way dealing with a web page. In addition, we applied some rules for abbreviations, for example "I'm" was processed to "I am". And we stemmed the texts by Indri. To evaluate the performance of Baseline A, Baseline B and the LQE model on blog distillation, we made an experiment with 39 queries given by Blog track 2009, among them 18 queries were used for in-depth blog distillation.
Blog distillation
We trained the LQE model based on CRFs with the manual Blog track 2006 queries which were expanded based on the human common sense and comprehension. After the classifier was trained, it was applied to the whole Blog track 2009's queries for query expansion which contains both expansion words and their weightings with Indri query language. One of the final query examples is as the following:
The evaluation results are illustrated in Table 1 . We employed four performance metrics: mean average precision (MAP), P@10, binary preference (bPref) and rPrec. It is obvious that Baseline B outperforms Baseline A on MAP, bPref and rPrec. From the results, we can see that PA algorithm is an effective algorithm for blog distillation, and that the results with query expansion are better than the baseline results in four performance metrics. We believe that the LQE model is an effective model for query expansion and information retrieval if the query is given as in Blog track task.
In-depth analysis model
Experiments with in-depth analysis coefficients were done on the retrieved blogs by Baseline B with LQE. The in-depth blogs were ranked according to their ID values. The top 100 blogs with positive ID values were evaluated.
To find which factors are more efficient for in-depth analysis, we used four kinds of in-depth coefficients for comparison: Table 2 shows MAP of each ID's result, comparing with the Length coefficient. From Table 2 , we can see that the results of coefficient B and coefficient C are significantly better than that of coefficient A. The improvements by coefficients B and C over A are found to be statistically significant for MAP with large margin, but the results from C and D are not significantly different. The L-Qtf (coefficient D) achieves the best MAP, because it considers the average lengths of the posts that counteract parts of the impact produced by spam information. At the same time, query term frequency in L-Qtf is added as a factor for in-depth analysis to take into account the relevance to the topic. From the results of the four coefficients, it can be concluded that for the in-depth analysis, the document length and the topicrelevance should be taken into account almost equally.
In-depth blog distillation system
We conducted an experiment to examine the effect of our in-depth blog distillation system, and show the results in Table 3 . We see that the combination model outperforms the model only using the in-depth analysis. While the combination model with the coefficient B was the best run in Trec 2009 in-depth blog distillation [4] , from Table 3 it was largely improved by adopting the combination model with the coefficient D by more than 6% increase of MAP. This improvement also verified that it is not suitable to give a too high weighting to the document length. With considering the performance of the combination model, we conclude that the topic-relevance is a factor as important as the document length for in-depth analysis.
Conclusion
In this paper, we presented a system for the in-depth blog distillation with a novel L-Qtf coefficient for the in-depth analysis and made a discussion on what kinds of factors may influence the in-depth analysis. The system of combination model with the coefficient B was the best run in Blog track 2009. This showed that our system was effective. We assessed our system with L-Qtf coefficient on the text collection of Blog track 2009, and the evaluation results told that our new system achieved a 6% increase of MAP over the best performing run of the in-depth blog distillation in Blog track 2009. This suggests that the topic-relevance is as important as the document length for in-depth analysis.
In our future research, more factors influencing the in-depth analysis should be explored and key words representing the in-depth meanings will also be taken into consideration. 
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