Brain-computer interface (BCI) is a system for communication and control between the human brain and computers or other electronic devices. However, multichannel signal acquisition, which is timeconsuming, laborious, and not conducive to subsequent real-time signal processing, can cause channel redundancy. When designing a BCI system, the selection of the optimal channels that match the expected pattern of potential cortical activity is useful for classifying brain activity during a mental task. The Stockwell transform and Bayesian linear discriminant analysis were applied to feature extraction and classification, respectively, and a genetic algorithm (GA) was used in the process of channel selection to extract the most relevant channel for classification. The superior performance of the algorithm is demonstrated by the test results on BCI Competition III dataset I. For a motor imagery paradigm, we show that the number of used channels can be reduced significantly, and the classification performance of the classifier can be improved. By comparing the performances of the algorithm with or without channel selection, the best channel combination was selected, and only 28 out of the 64 acquisition electrodes were used to realize classification sensitivity, specificity, precision, accuracy and Kappa coefficient values of 98%, 96%, 96.08%, 97% and 0.94, respectively, thereby outperforming existing algorithms. The proposed algorithm can reduce the number of channels and select the best channel combination to improve the classification performance, thereby overcoming the redundant channel problem. In addition, the signal processing framework that is adopted by this research can serve as a reference for related BCI application system research.
I. INTRODUCTION
Brain-computer interface (BCI) is a system for communication and control between the human brain and computers or other electronic devices. It is not an information transmission system of the peripheral nervous system and muscle tissue on which the human brain usually depends, but, rather, a system in which the signal is directly transmitted to the computer via human scalp potential for signal recognition and corresponding control [1] - [3] . BCI system is implemented using mainly event-related synchronization (ERS) or event-related de-synchronization (ERD), event-related The associate editor coordinating the review of this manuscript and approving it for publication was Zhipeng Cai . potential P300 [4] - [6] , the spontaneous electroencephalogram (EEG) [7] , the cortical slow potential, the steady-state visual evoked potential (SSVEP) and other signals. Two types of BCI systems have been implemented: one is the imaginary type, which requires the subject to subjectively imagine a specified scenario (e.g., moving an object forward, left, or right in an experiment) and identifies the type of action by extracting the EEG signal that is induced by the imaginary process. For example, the motor imagery braincomputer interface can output three types of characteristic signals (front, left, and right) at a speed of 10∼15 bit/min [8] . The other type is the sensory-dependent type, in which visual dependence performs the best. The advantages of this system include no subjective will involvement, multi-objective capability, fast response (up to 60 bit/min), and higher efficiency. For example, McMillan and Calhoun of Wright-Patterson Air Force Base in the United States have studied a BCI system that uses the autonomous control SSVEP method to control a flight simulator [9] . In motor imagery BCI feature optimization and classification, many of the latest research algorithms have realized satisfactory results, for example, the sparse group representation model [10] , sparse Bayesian extreme learning machine [11] , multi-kernel extreme learning machine [12] , temporally constrained sparse group spatial patterns [13] , optimizing spatial patterns with sparse filter bands [14] , and the towards correlation-based time window selection method [15] .
With the advancement of EEG recording devices and tracing techniques, the number of signal acquisition channels has increased from the initial 1 to 2 channels to 16 leads, 32 leads and 64 leads, which has enhanced the spatial resolution [16] , [17] . In research, EEG acquisition and recording devices have been extended to 512 electrodes. Commercial EEG earphones typically require large space or costly settings to realize the simultaneous recording of multiple objects, and the sparseness or immobility of their electrode placement may restrict their practical applicability.
The redundant channel misleads the classifier if many channels are used to increase the spatial resolution; hence, the channel that is associated with the task should be selected [18] . There are many methods for performing channel selection, and scholars have divided these methods, such as the filter and wrapper methods [19] . The simplest method is the exhaustive method, which traverses all the conditions to identify the optimal channel selection; however, it takes a long time to run and is inefficient. Mutual information maximization can be applied to channel selection and channel ordering is performed to select the optimal channel based on mutual information maximization between the channel and class labels [20] . By calculating the absolute value of the band power (BP) difference between the two types of motor imagery [21] and the coefficients of the common spatial pattern (CSP) [22] , the optimal channel can be identified. Channel selection was performed by the improved forward floating search algorithm, which is a bottom-up search procedure [18] . The calculated power spectral density is also used for channel selection [23] . A robust and subject-specific sequential forward search method [24] and improved sequential floating forward selection for channel selection in motor imagery-based BCI [25] were utilized. Motor imagery EEG classification has been conducted for patients with amyotrophic lateral sclerosis according to the fractal dimension via Fisher's criterion-based channel selection [26] . A novel group sparse canonical correlation analysis method was proposed for simultaneous EEG channel selection [27] , [28] . In addition, channel selection can be embedded in a classifier; for example, adaptive channel selection is embedded in the support vector machine classifier to identify the optimal channel combination of the motion imaging BCI system [29] . The designed BCI system can be selected from a variety of features that can be used to classify brain activity during a motor imagery task. This study adopts the channel selection method to study the paradigm of motor imaging, as illustrated in Figure 1 . Signal processing was implemented with MATLAB, and the simulations were run on a computer with Windows Server R2 Enterprise, 64 GB memory, and a 2core Intel(R) Xeon (R) CPU E52680 v4 @2.40 GHz with hyperthreading capability. Without increasing the classification error, the number of channels that are used can be significantly reduced so that the optimal channel matches well with the expected potential cortical activity patterns during the motor imagery task. In our previous analysis of the results of a study on feature selection, it was found that the number of features contributed to each channel is different [30] . There are differences among subjects in the BCI experiments, such as head shape, mood, etc., so the BCI technology requires personalized channel matching. In addition, for the lightweight target identification algorithm, selecting a small number of channels can improve information transfer rate for high-quality communication, reduce the memory requirements and reduce the overall implementation cost. Therefore, the electrode portion of the redundant information collection is almost useless for classification, thereby rendering it necessary to find an electrode portion that performs well in terms of classification accuracy.
In this study, genetic algorithm (GA) is used for channel selection in combination with Bayesian linear discriminant analysis (BLDA) classification. We select only 28 effective channels out of 64 channels, which results in a classification accuracy of 97%. The Genetic Algorithm Toolbox is designed to enable control engineers to access GA within the framework of existing CACSD packages [31] .
The remainder of the paper is organized as follows: Section II describes the experimental datasets, feature extraction, pattern classification, classification performance, and genetic algorithms and elaborates on how the genetic algorithms are used for channel selection. Section III presents and discusses the results. Finally, the conclusions of this work are presented in Section IV.
II. MATERIALS AND METHODS

A. EXPERIMENTAL DATA AND PREPROCESSING
To assess the efficiency of the proposed algorithm, a high quality signal is a prerequisite that allows for the improvement of the accuracy of classification. Since electrocorticogram (ECoG) is recorded on the surface of the cortex, they have the advantages of location stability, freedom from muscle and movement artefacts, higher signal-tonoise ratio, and higher spatial resolution compared to EEG signals [32] . Thus, Data Set I of BCI Competition III (http://www.bbci.de/competition/iii/) is used in this investigation. During the BCI experiment, a subject imagined movements of either the left pinky finger or the tongue. A time series of the electrical brain activity was recorded during these trials using an 8 × 8 ECoG platinum electrode grid that was placed on the contralateral (right) motor cortex, as illustrated in Figure 2 . The sampling rate of all signal recordings is 1,000 Hz and the amplified potential is stored as a microvolt value after amplification. The experimental paradigm describes the recording process of the 7-second trial in the motor imagery phase. Each experiment consists of imagining tongue or left pinky finger movements. To prevent the visual evoked potential from being reflected in the data, the recording interval starts 0.5 seconds after the end of the visual cue, and a three-second motion imaginary segment is extracted from the ECoG record for analysis, as illustrated in Figure 3 .
The training data consist of two parts: data from 278 motion imaging experiments, which are stored in a threedimensional (3D) matrix X in the format [number of trials × electrode channel × time series sample], and the labels of 278 trials, which are stored in a matrix Y of −1/1 values. The test data are the results of 100 brain activity tests, which are stored in a matrix and labelled (the 3D format is the same as described previously). To facilitate signal processing, the data are down-sampled from 1,000 to 100 Hz while ensuring that the signal is not distorted.
B. FEATURE EXTRACTION
Signal properties must be extracted prior to classifying the EEG signals according to their classes (tongue or left pinky). For feature extraction, the Stockwell transform (ST) is utilized, which is based on translation and locally scalable Gaussian windows. ST can provide features that are not significant or are unobservable by using the continuous wavelet transform, such as time-frequency representation with frequency-dependent resolution, and it can maintain a corresponding relationship with the Fourier spectrum via time averaging [33] , [34] . Since ST has an independent Gaussian window, it can realize higher frequency resolution at low frequencies and superior time domain positioning at higher frequencies. Researchers have used ST to detect dynamic EEG signals [30] , [35] . The discrete Fourier transform of the discrete time series x [kT ] , k = 0, 1, . . . , N − 1 with a time sampling interval of T is expressed as follows:
The ST of the discrete time series x [kT ] is defined as follows:
where j, m, n = 0, 1, . . . , N − 1.
According to the frequency range of the motor imagery, the frequency band of the ST is set to 1-35 Hz and the interval is set to 1 Hz. Then, the power spectral density is calculated. The total number of features that are extracted in each trial is 35×64 = 2240.
C. CLASSIFICATION
Once the features have been extracted and grouped into a feature vector, classification is conducted. Each sample and trial are classified into one of the two classes: left pinky or tongue. In this work, BLDA is used as a classifier, which is a powerful technique for solving many realworld problems. Many features of the BCI system depend primarily on the machine learning algorithm that is employed, and a simple and effective algorithm that is often used in P300 and other BCI systems is Fisher's LDA (FLDA) [36] . According to a comparison of P300-based BCI classification techniques [37] , BLDA is one of the best-performing algorithms in terms of classification accuracy and applicability. BLDA can be regarded as an extension of Fisher's linear discriminant analysis (FLDA). In BLDA, the small-sample-size problem and the more general over-fitting problem are solved by using regularization. BLDA performs regressions in the Bayesian framework. Through Bayesian analysis, the degree of regularization can be automatically and quickly estimated from the training data without time-consuming crossvalidation. BLDA is fully automated and does not require user intervention for adjusting hyper-parameters; further, BLDA takes less than a minute to calculate the classifier on a standard PC [38] . In real-world scenarios, the hyperparameters are typically unknown. It is possible to overcome this problem by using cross-validation to determine the hyperparameters that yield the optimal prediction performance. However, the Bayesian regression framework offers a more elegant and less time-consuming solution for the problem of choosing the hyperparameters: namely, it obtains the likelihood function for the hyperparameters and maximizes the likelihood with respect to the hyperparameters via a simple iterative algorithm [39] , [40] . To setup the BLDA for classification, the data should be divided into two main subsets: a training dataset for training the BLDA and a testing dataset for classifying and evaluating the generalization.
If the classes are correctly determined by the algorithm as left pinky and tongue, the ECoG data are true-positive and true-negative data, respectively. If the classes are mistakenly detected as left pinky and tongue, the ECoG data are falsepositive and false-negative data, respectively. Four properties that correspond to the recognition results of motor imagery are listed in Table 1 .
The classifier performance can be evaluated in terms of the following five criteria:
The Kappa coefficient is a comprehensive and systematic index of the classification accuracy, which scales from 0 to 1 linearly onto the range between random performance and perfect classification for balanced classes. This coefficient is calculated as follows:
where p o is the overall classification accuracy and p e represents the accuracy in a random case. According to Table 1 , p o and p e are expressed as follows:
D. GENETIC ALGORITHM FOR CHANNEL SELECTION
Channel selection can locate the recording area of ECoG signals of various types of motor imagery or limb movement and can complete regional positioning even if the imagined motion is unknown [41] . Eliminating uncorrelated channels or noisy channels can increase user convenience, reduce the feature dimensions without loss of classification performance, reduce the algorithm complexity, reduce the system communication and computational loads, and improve the system operation efficiency and the system performance [42] .
In this paper, we propose limiting the number of channels when performing classification. This is aimed at reducing the system complexity and eliminating channels that could be misleading to the classifier. The genetic algorithm will be used for this purpose, which provides potential solutions to population problems, in which each individual in the group represents a solution to the problem and is typically expressed via a form of genetic coding. The evolution of the population over several generations provides an improved solution to this problem. A schematic diagram of the algorithm is shown in Figure 4 .
Each individual in the group is assigned a fitness that transforms the raw objective function values into non-negative figures of merit for each individual and indicates the suitability of the solution for solving the problem. The fitness probabilistically determines the degree to which an individual passes its genes (its code) onto offspring. Then, a superior solution is assigned a higher fitness value by using a set of stochastic genetic operators that manipulate the genetic code to evolve. The genetic algorithm seeks to maximize the average fitness of the population through the iterative application of genetic operators. The genetic algorithm includes the following three genetic operators: x the selection operator for breeding, generating new individuals based on the selected individuals, and determining the group composition of the offspring, is utilized to pass fit individuals directly to the next generation or to generate new individuals by pairing and passing them on to the next generation. The probability of selecting an individual is related to its fitness value; that is, the higher an individual's fitness value is, the higher the probability of the individual being selected. y Crossover operators involve the exchange of genetic material between chromosomes (parents) to produce new chromosomes (descendants). The simplest form is a single-point intersection, which selects two parents, randomly chooses a position in the genetic code, and exchanges genetic information on the right side of the position to create two new descendants. ding174 The mutation operator randomly selects individuals in the population and randomly changes values of the string in the string structure with a specified probability. For each individual in the population, the genetic value of at least one gene is changed to its allele according to the mutation rate. As in the biosphere, the probability of mutation is very low and ranges from 0.001 to 0.1, and it is usually typically affected by the population size, chromosome length and other factors. For binary coding, genes in the chromosome are changed from 1 to 0 or from 0 to 1 with a small probability.
Once a new generation has been built, a subsequent population will again begin to be produced. Genetic algorithms explore and use search spaces to find accurate solutions to problems. Due to the use of populations, genetic algorithms may support solutions for several different but equally satisfactory problems. Genetic algorithms are powerful tools that address the discontinuities and noise in the problem environment and can help solve problems that cannot be solved using traditional methods.
Prior to performing channel selection, ST is used to extract features from the data. Then, the channel is encoded using GA. The selected channels are classified by BLDA. The signal processing framework is illustrated in Figure 5 . In the genetic algorithm, the chromosome is selected as a binary code: '1' corresponds to the channel being selected, and '0' corresponds to the channel being discarded. The chromosome length is set to the number of channels, and the size is 64. The objective function value of each individual is the classification error of the BLDA classifier. The individual fitness is calculated using a rank-based fitness assignment that ranks individuals in ascending order of their associated cost and returns a column vector that contains the corresponding individual fitness values. After the last iteration, the GA outputs the chromosome that corresponds to the best solution, namely, the channel combination that yields the highest classification accuracy. The channel selection algorithm that is based on GA is presented in Table 2 .
III. RESULTS AND DISCUSSION
A. GA PARAMETER SETTING AND CLASSIFICATION RESULTS
The effects of genetic manipulation are closely related to the operational probability, the coding method, the population size, and the initial population of each of the three genetic operators. The generation gap (GGAP) is set to 0.9, and other parameters of GA are adjusted. The number of selected channels, the classification error, and the training and test times under various parameter settings are listed in Table 3 . No. 1∼8 are the results under various parameter settings that are obtained by applying the genetic algorithm for channel selection and No. 9 is the result of no channel selection (the data, feature selection and classifier are the same as in the algorithmic framework of channel selection). After the GA performs channel selection, the number of selected channels is reduced by approximately 50%, as No. 8 selects the fewest channels, with only 28 channels selected. The classification error in all cases was reduced to less than 5%, and the minimum error for No. 7 and No. 8 was only 3%. The training time is increased compared to the case without channel selection; however, the training can be performed offline. The training time is related to the maximum genetic algebra and the population size. The smaller the initial population is, the smaller the genetic algebra and the shorter the time spent. It takes approximately 0.06 seconds to run 100 MI testing trials; hence, it can be used in the online real-time braincomputer interface system. According to a comprehensive analysis of all parameters and classification results, No. 7 is the best parameter combination: the number of iterations is the smallest, the number of selected channels is small, the classification error is the smallest, and the training and testing times are relatively short. No. 7 is followed by No. 8, for which the number of selected channels is the smallest and the classification performance is the best, but the training time and testing time are longer.
B. CHANGES IN INDIVIDUAL OPTIMAL FITNESS UNDER VARIOUS PARAMETER SETTINGS
With the increase in the size of the genetic algebra, the optimal fitness value of the individuals decreases continuously, namely, as the number of iterations increases, the classification error decreases. Figure 6 plots the test error with a genetic algebra of size 50 that correspond to No. 1, No. 4, No. 5 and No. 7 in Table 3 . Among them, the No. 7 classification error decreased the fastest and the lowest No. 8 in Table 3 . Among them, the No. 8 classification error decreased the fastest and the lowest classification error reached 3% in the 75th generation. The No. 2 classification error decreases the slowest and the final error is the highest. In terms of the number of iterations, No. 7 is the optimal test. 
C. CHANNEL SELECTION AND CHANNEL STATISTICS
Under the parameter settings in Table 3 , the channel combinations that are selected are listed in Table 4 . Each row in  the table represents a channel, and the channels are ordered  as provided by the database. Each column of the table corresponds to a set of parameters from the sets in Table 3 , namely, No. 1-8. A channel that is labelled ''1'' in the table has been selected and the corresponding table is marked in black, whereas ''0'' indicates that the channel has not been selected. No. 8 selects the fewest channels. In the analysis of the number of times a single channel was selected, the 12th, 22nd, and 38th channels were selected most often (always selected), while the 60th, 61st, 62nd, and 64th channels were never selected. Several electrodes are at the edge, which may have exceeded the area that was associated with motion imaging; some electrodes are rarely used for classification and the information they collect is inferred to be redundant. Therefore, channel selection enables the selection of electrodes that are associated with the task.
Under the same database, researchers used the AR model to calculate the average power spectral density of 64 electrode signals for two tasks and the 10 electrodes with the largest difference in power spectral density were selected. The channel numbers were 12, 21, 22, 29, 30, 31, 38, 39, 40 and 46 and a classification accuracy of 83% was realized [23] . Compared with this study, the channels that are selected by this method may not be the optimal channel combination in terms of the classification accuracy. In the comparison of the total numbers of selected channels in eight trials, the 12th, 21st, 22nd, and 38th channels were selected at a higher frequency, and the 29th, 30th, 31st, 39th, and 40th were barely selected. The accuracy rates of these eight classifications were above 95%, which fully proves the superior performance of the genetic algorithm for channel selection. Figure 8 illustrates the positional arrangements of the corresponding electrodes in the No. 7 and No. 8 parameter settings, which yield 97% accuracy. According to the figure, the selected channels are relatively concentrated in both cases. They can be roughly divided into upper and lower parts, and the edge and intermediate electrodes are selected less frequently. In terms of the arrangement of the selected regions, No. 7 is superior; in terms of the concentration of the selected electrode arrangement, No. 8 is superior. For Data Set I of BCI Competition III, it is assumed that the electrode grid completely covers the right motor cortex and because its size (approximately 8 × 8 cm) partially covers the surrounding cortical area, the ERD/ERS phenomenon for both imaginary tasks occurs in areas of the motor cortex. Therefore, the channel that is not selected may exceed the moving cortex or may be a noisy channel due to electrode shedding. Figure 9 presents the classification results of various parameter settings. One hundred test experiments were conducted to evaluate the classification performance of the algorithm. The red dotted lines indicate misjudgements, and the black lines indicate correct results, which correspond to the parameter set indices in Table 3 . The classification results of No. 1, No. 2, No. 3 and No. 4 are the same, and the positions where the classification errors occur are also the same. According to the locations where the misjudgements occur, the results for the 17th and 54th position test data are incorrect, as the training data and test data were recorded from the same subject and the same motor imaginary task but at different times that were separated by approximately one week. The subjects may differ in terms of mood, e.g., in terms of motivation or fatigue, between the two acquisitions, and the recording system may have experienced slight changes in the electrode positions and impedance, thereby resulting in unreliable data. However, the positions that are misjudged by No. 7 and No. 8 correspond to the two incorrect tests. If there is a problem with the data of the two test experiments, the classification performance will be higher when the channel selection parameter set is No. 7 or No. 8. Table 5 evaluates the classification performances that correspond to the parameters in Table 3 , mainly in terms of sensitivity, specificity, precision, accuracy and Kappa. Compared with case No. 9 without channel selection, the five classification indicators, especially sensitivity, accuracy and Kappa, are significantly improved. The use of the GA for channel selection significantly improves the classification performance. Table 6 presents the results on data set I of BCI Competition III; only the classification accuracies of the top 6 contestants are listed. Table 7 compares the proposed algorithm with algorithms that were proposed by other researchers based on the same database. The accuracy of the proposed algorithm is higher than those of the other algorithms. Compared with reference [48], which also uses GA for channel selection, this paper discusses the parameters for channel selection and specifies the parameter settings of GA. The parameter settings are presented in more detail, and the selected channel is specified, which is expected to coincide with the area in the cerebral cortex that is associated with actual motor imaging, rather than simply improving the classification accuracy. In addition, the classification accuracy rate is different, which may be due to the differences in the feature extraction and classification methods; hence, the combination of ST and BLDA is superior to the combination of common spatial patterns (CSP) and Fisher's discriminant analysis (FDA).
D. COMPARISON OF THE CLASSIFICATION PERFORMANCE
E. COMPARISON WITH OTHER ALGORITHMS IN TERMS OF CLASSIFICATION ACCURACY
IV. CONCLUSION
This study proposes a signal recognition framework for BCI systems that is based on motion imaging. The ST algorithm is used for feature extraction, the BLDA classifier is used for classification of motion imagination, and the GA is used for channel selection. In contrast to similar processing systems that do not use the channel selection algorithm, only 28 of the 64 channels are selected for feature classification when the GA is used for channel selection. The classification accuracy rate is increased from 88% to 97%, and the Kappa coefficient is increased from 0.76 to 0.94. The algorithm can accurately locate the electrodes that are related to motor imagery and the relevant positions of the cerebral cortex and can reduce the classification error of the classifier when the number of used channels is significantly reduced. This approach provides a method for investigating real-time BCI application systems. However, the genetic algorithm is more time consuming, and it is recommended to run the algorithm in an offline environment. This step can be removed after selecting the optimal channels. In the future, EEG-based BCI experiments will be conducted to select relevant electrodes for research, which can reduce the trauma of users and decrease the time of donning and doffing an electrode cap.
[47] Q. Wei HONGLI CHANG received the bachelor's degree in electronic information engineering from Shandong Normal University, in 2016. She is currently pursuing the master's degree in electrical science and technology with Shandong Normal University, and will be pursuing the Ph.D. degree with Southeast University. In 2017, her entry ''EEG Control Robot Walking System'' won the second prize in the ''Huawei Cup'' National Graduate Electronic Design Competition. Her research interests include brain-computer interfaces and intelligent humanmachine systems.
JIMIN YANG was born in Jinan, Shandong, China, in 1961. He received the B.S. degrees from the School of Information Science and Engineering, Shandong University, China, in 1982. From 1982 to 1988, he was a Lecturer with Nanjing Tech University. Since 1988, he has been a Professor with the School of Physics and Electronics, Shandong Normal University. He is the author of two books, more than 50 articles, and more than ten inventions. His research interests include the design of embedded systems, digital signal processing, and the research and development of medical instruments. VOLUME 7, 2019 
