Abstract-A code acquisition technique based on active optical correlation detection is introduced for coherent optical pulse code-division multiple-access (CDMA) systems implemented through coherent correlation demodulation. Passive matched filter acquisition, commonplace in most radio CDMA systems, does not translate directly into the optical domain since synchronization between the incoming optical signal and a local optical code of the intended user at the receiver has to take place in several picosecond duration. Parallel and serial acquisition schemes under the same search algorithm are described and the effect of optical device noise, partial autocorrelation, and multiuser interference on acquisition performance is theoretically analyzed. Numerical results are given for Gold codes.
I. INTRODUCTION
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Publisher Item Identifier S 0090-6778(00)03630-8. ploit this capacity due to the speed limitation that electrical signals can modulate optical carriers. Code-division multiple access (CDMA) [1] is one possible technique that simultaneously and asynchronously (or synchronously) multiplexes multiple users on the same frequency band and timeslot through unique signature codes. Radio CDMA already plays an important role in current wireless communications such as cellular [2] , microcellular [3] , indoor [4] , and satellite communications [5] . With respect to an optical implementation, CDMA techniques bring a number of attributes as follows:
• asynchronous access capability; • accurate time of arrival measurement (a means to achieve fine code synchronization); • ultra-short optical pulse code chip duration (supporting high-transmission capacity) whilst maintaining the possibility of bit duration detection in the electrical domain [6] ; • ability to support variable bit rate and bursty traffic; • a natural increase in the security of transmission. One approach to implementing coherent optical pulse CDMA networks using full coherent reception has been introduced in [6] [ Fig. 1(a) ], in which an optical tapped delay line encoder with predetermined phase shifts on each branch produces optical bipolar codes [ Fig. 1(b) ]. The received optical signal is correlated with a locally generated optical pulse code via a 3-dB coupler and a balanced detector, effectively executing a mixing function. The resultant correlation signal, in the electrical domain, is integrated over a bit duration to produce a discriminator value. The system employs bipolar pseudorandom codes; thus, better correlation performance can be obtained and a larger number of simultaneous users can be supported when compared to the more conventional incoherent optical pulse CDMA systems employing unipolar codes [7] , [8] . Additionally, the bandwidth limitation brought about by optical detectors in incoherent systems-since decisions have to be carried out within the chip duration-are relaxed since, with coherent correlation demodulation, decisions are executed within a bit duration in the electrical domain [6] . It therefore offers one alternative to offering a large network capacity [31] .
Crucial to the successful operation of coherent reception in CDMA systems are proper code and carrier phase synchronization between the incoming signal and the locally generated codes [9] . It is an essential element in overall performance of these systems because of the ultra-short duration of the optical chips, of the order of several picoseconds. Fine synchronization is also a prerequisite for harnessing multiuser interference cancellation, central to improving system capacity [10] .
Code synchronization is generally divided into a coarse alignment called acquisition and a subsequent fine alignment referred to as tracking [9] . The acquisition process synchronizes the incoming signal with the local codes coarsely to within a fraction (usually one-half or one-fourth) of the chip duration. Once acquired, this process stops and a tracking process starts, maintaining the two codes in synchronism for the duration of the information transmission through fine adjustment. Code tracking and carrier phase synchronization for coherent optical pulse CDMA systems have been discussed in [11] and [12] , respectively; the focus of this paper is on code acquisition.
Both the receiver geometry and the search algorithm have to be considered together if optimization of the acquisition time is to be achieved. In radio acquisition, a typical scheme comprises a passive noncoherent in-phase and quadrature (I-Q) -matched filter detector [9] , [14] . The matched filter detector has a faster sampling and detection rate than active correlation detectors used in sequential detection with variable integration time [17] , [18] . Both serial and parallel search techniques are applicable; quantizing the uncertainty region of the code phase (or access delay) into a finite set of code phase elements (cells), a single detector can execute a serial search testing all of the phase elements in the set sequentially [13] - [16] . Alternatively, using a bank of detectors several code phases-less than the number of the code phases in the set-can be tested in parallel referred to as a parallel search [19] - [22] . The degree of parallelism employed for the acquisition introduces a tradeoff between the acquisition speed and hardware cost; faster acquisition speeds are obtained at the expense of hardware cost penalty.
Optical pulse CDMA systems can be classified according to the type of demodulation used; passive matched filter and active coherent correlation demodulation [23] yield two types of systems [6] . The former is a noncoherent process using unipolar codes and thresholding in the code chip duration [7] , [8] , whilst the latter is a coherent process using bipolar codes and thresholding in the data bit duration [6] . Conventional matched filter acquisition techniques used in most radio systems are not applicable to coherent optical CDMA since the chip duration of the optical codes are several picoseconds or narrower. Acquisition based on sequential detection [17] , [18] , [20] is also difficult to implement for the same reason.
In this paper, a code acquisition technique based on active noncoherent I-Qoptical correlation detection (OCD) is proposed for coherent optical CDMA systems. Noncoherent detection is preferred since the acquisition is executed before the information transmission and does not depend on the optical carrier phase. In practice, it is difficult to carry out carrier phase synchronization before code acquisition, especially in the optical domain [12] . A variable optical delay configured in the optical path of the local code allows the collection of the phase-matched and the phase-mismatched autocorrelation samples between the incoming signal and the local code. Acquisition is progressed by adjusting the local code phase sequentially through variable optical delays until the peak of the autocorrelation function between the two codes is located.
After describing the techniques, the effect of optical device noise, partial autocorrelation, and multiuser interference on acquisition performance is theoretically investigated and numerical results are given for Gold codes. It is found that the time to acquisition of a parallel search is not always shorter than a serial search, as is the case in radio systems. This is a consequence of the power penalty limitations brought about by the need to split the optical signal, although performance improvements can be obtained through the use of optical amplifiers. A parallel search is preferred when the optical signal power is sufficiently large or in the case where multiuser interference is dominant. To calculate the mean and the variance of the time to acquisition, the flow graph technique [13] is generalized, becoming valid for the analysis of arbitrary serial or parallel searches. The result, as well as the derivation of the expressions describing partial correlation and multiuser interference, can then be applied to the analysis of other radio and optical code acquisition schemes.
The remainder of the paper is organized as follows. In Section II, the acquisition techniques are described and performance analyses are carried out in Section III. In Section IV, the flow graph approach is extended to arbitrary serial and parallel acquisition schemes, permitting the derivation of the expressions giving the mean and variance of the time to acquisition. As an example, a specific search case using the proposed acquisition technique is detailed and its numerical results are given in Section V. Section VI is devoted to the conclusions.
II. SYSTEM DESCRIPTION
Code synchronization is generally divided into code acquisition and code tracking; the focus here is on acquisition for use in coherent optical pulse CDMA systems [ Fig. 1(a) ]. Since the phase difference between the incoming signal and the local codes is smaller than the code period, the acquisition technique relies on a variable optical delay configured in the optical path of the local code, before the correlation process. The acquisition process is progressed through the adjustment of the optical delay, taking correlations between the two codes sequentially until the code phase difference is compensated by the optical delay, thereby locating the peak of the autocorrelation function.
The code period, corresponding to the data bit duration , is defined by with the number of chips of duration . Hence, the code phase difference between the incoming signal and the local codes uniformly takes a value on , the uncertainty region of the code phase. This region is divided into a finite set of code phases containing ( is 1/2 or 1/4, depending on the system and is taken as a 1/2 in this paper) elements,
. Each element in the set, controlled by a variable optical delay, is then configured into the optical path of the local code before the correlation process. The correlation between the two codes is progressed sequentially until the optical delay that is most similar to the phase of the two codes is configured into the optical path to locate the peak of the autocorrelation function.
A. Parallel Search
The parallel acquisition process under consideration is a double-dwell noncoherent scheme, composed of a search mode and a verification mode [ Fig. 2(a) ]. The parallel search is implemented using an optical amplifier, a variable optical delay device and parallel I-Qactive noncoherent OCD's. Here, is the degree of parallelism of the acquisition, proportional to the hardware cost. One of the I-Qnoncoherent OCD's is detailed in Fig. 2(b) , comprising a variable optical delay device and I-Qdetector. Each detector consists of a 3-dB coupler, a balanced detector, an integrator, and a square-law device.
To shorten the acquisition time, the optical code of the length is further divided into subsequences, each length . Each of the I-QOCD's is matched to one of the subsequences so that each OCD only has to test the length of code phase region or the code phase elements. The phases of the incoming and local codes are defined as and , respectively, and their difference is represented by (1) where , ignored by the acquisition process, is tracked by a code tracking process [11] and and take values on and , respectively, to satisfy (1). The optical delay in Fig. 2(a) is sequentially updated by setting a value on at each duration, whilst the optical delays in Fig. 2(b) are used to match each of the subsequences at the detectors. The acquisition process is progressed until the values of and that satisfy (1) are determined, therefore locating the autocorrelation peak.
In the search mode, the received optical signal after optical amplification is split to the I-QOCD's; the local optical code is also split and inputted to the I-QOCD's. In each OCD [ Fig. 2(b) ], the received and the local optical codes in the I-Qbranches are multiplied chip by chip via a 3-dB coupler and a balanced detector, respectively. The photocurrent from the balanced detectors is integrated over duration where the clock signal for the integration is matched to the drive clock of the local oscillator. The outputs of the two branches are then squared and summed to produce a sample required for the threshold comparison. Consequently, a total of samples for different code phases from the I-Qnoncoherent OCD's is collected and detected in duration . In each OCD, the correlation between the two signals for all of the phase elements is executed sequentially. When the code phase satisfying (1) is assumed to be acquired, the process moves into the verification mode; if the output of the verification is negative, other samples are collected and stored by updating and compared to the threshold value.
The verification mode is used to prevent false alarms in which the system moves to the code tracking process at a wrong code phase. The OCD's are also used for the verification mode, obviating the need for additional hardware at the receiver. Once a code phase is selected, the code phases of detectors of the I-Qnoncoherent OCD's are set to the code phase by locking together with adjustment of the optical delay to the selected . All of the I-QOCD's outputs are collected in duration . If out of the samples exceed a set threshold value, acquisition is declared and the system moves to the tracking process with the correct code phase; otherwise, the scheme goes back to the search mode with a time penalty due to a return to the verification mode.
B. Serial Search
Utilizing a similar algorithm, the serial search scheme under consideration employs only one set of noncoherent I-QOCD for the search and verification modes, i.e., . Hence, the required sampling time of both modes when compared to the parallel search increases by and , respectively. Given the improved power loss performance of this geometry, the optical amplifier is not necessary but the variable optical delay device has to generate all the discrete code phases in the uncertainty region, i.e., .
III. PERFORMANCE ANALYSIS
In this section, the effect of the optical device noise, partial correlation, and multiuser interference on the acquisition schemes described above is analyzed. The derivation is based upon the following assumptions: only one sample in the uncertainty region corresponds to the correct code phase and all samples are statistically independent. Furthermore, it is assumed that the optical channel characteristics such as optical power and polarization state do not fluctuate appreciably during the acquisition process.
The received signal in an asynchronous coherent optical pulse CDMA system can be written as (2) where is the received optical power of the chip, is the number of simultaneous users in the channel, is the code phase of the th user uniformly taking a value on is the angular frequency of the optical carrier, and is the carrier phase uniformly distributed in . Defining a rectangular pulse by for and otherwise, the data bits of the th user can be written as (3) with consecutive bits taking on a value of 1 with equal probability. The code sequence of the th user can be written as (4) with the periodic train chips taking on values of 1 and . Without loss of generality, consider that the receiver is set to acquire code synchronization for the first user, i.e., , this particular code sequence is known at the receiver. Since the transceivers in optical fiber networks are normally fixed, the acquisition process can be performed before data transmission by sending a training sequence (unmodulated code sequence) to the receiver to aid the acquisition, i.e., during the acquisition process. The local optical code of the first user , in each branch of the I-QOCD's of Fig. 2(b) , is written as (5) where is the optical power of the local oscillator, is the carrier phase of the local oscillator, and are defined as and , respectively. The received signal after optical amplification is multiplied to the local optical code chip by chip using a 3-dB coupler and a balanced detector. The photocurrent of the balanced detector is represented by (6) where is the responsivity of the photodiode, is the gain of the optical amplifier, and is the noise due to optical devices. The photocurrent signals in the I-Qbranches are integrated over duration , squared and summed to produce the sample required for the threshold comparison (7) In (7), is the output of the integrator (8) where (9) is used to define a partial correlation function as (10) represents the desired acquisition component, the partial autocorrelation disturbance due to the difference between and , and the multiuser interference. The disturbance and the interference are considered as statistically independent random variables (rv's). With reference to the results in the Appendix, the contribution, the partial autocorrelation disturbance, and the multiuser interference are summarized below.
From (8) , the desired contribution is represented as (11) where is [(A6) in the Appendix]
by defining with representing the largest integer less than or equal to .
is modeled as a zero-mean Gaussian rv with variance where , defined in [24] , is the discrete aperiodic autocorrelation function of the th user.
consisting of shot noise and signal-spontaneous beat noise associated with the optical amplifier is also modeled as a zero-mean Gaussian rv with variance [25] , [26] ( 16) where is the electronic charge, is the spontaneous emission power, and is the spontaneous emission factor. Hence, the total variance of the disturbance and interference on each branch of the OCD's is (17) where for and for . From (9), (11) , and (17), the output of the integrator in each branch contains the desired contribution and an additive zero-mean Gaussian noise with variance expressed by (17) . The noise in the two branches is assumed to be uncorrelated. It is convenient to define the normalized test sample as (18) Referring to Fig. 2(b) , it can be shown that the probability density function (pdf) of the normalized test sample becomes central chi-squared as given by [23] 
and noncentral chi-squared as given by [23] : (20) where is the zeroth-order modified Bessel function and (21) is defined in (17) in which for the case that . Using (19) and (20) , the probabilities of detection, missing and false alarms required for the calculation of the mean and variance of the time to acquisition can be derived.
IV. MEAN ACQUISITION TIME
The acquisition process can be modeled either by a flow graph approach through a state transition diagram or a discrete-time Markov process [9] . The state transition diagram is effective in the derivation of the probability generating function of the acquisition time. The flow graph technique is used in [16] to analyze single and the double-dwell schemes of the straight line search and is generalized to arbitrary straight serial search strategies of definite form [13] , [27] . The approach is also extended to a search strategy referred to as the MAX/TC criterion [28] , used to derive the mean acquisition of a special parallel scheme [22] . In this paper, the flow graph technique is extended to arbitrary serial or parallel search schemes in which the search process starts with any one of the code phases or a group of the code phases in the uncertainty region according to a priori probability distributions.
Dividing the set of the code phases of the uncertainty region into groups (Fig. 3) , the state is the group containing the sample of the correct code phase. The states are the remaining groups with the wrong phase samples. The code phase samples within the uncertainty region can be collected in either a serial or parallel search format. An a priori probability of being in the initial state of the search is attributed to each state. Other states in the state transition diagram are the nonabsorbing false alarm state (a returning state associated with a time penalty) and the acquisition state (ACQ), declaring the code acquisition. The state transition diagram reduces to the result of [13] when each group contains only one sample. One of the differences with respect to [13] is the existence of the branch between the and the false alarm states, representing the situation when the acquisition system moves to the verification mode at a wrong phase code in the correct group.
The states of the transition diagram describe the existence state of the system in a duration. From one state to another, branch gains and are defined in which the coefficient and the exponent of indicate the state probability and the time penalty, respectively. Using Fig. 3 , the transfer function, starting from the initial state with a priori probability , is [13] ( 22) where (23a) (23b)
From (22), the generating function of the state transition diagram is (24) Assuming an uniform a priori probability, i.e., , the generating function can be represented as (25) Notice that when , the mean and the variance of the acquisition time can be obtained by the generating function of (24) or (25) [9] , [13] (26) and (27) Hence, the mean and the variance of the acquisition time of arbitrary serial or parallel searches can be obtained from (26) and (27) by determining the coefficients and the exponents of each branch gain based on the state probability and the time penalty of the schemes.
V. APPLICATION EXAMPLE AND NUMERICAL RESULTS: GOLD CODES
In this section, an application example illustrating the proposed acquisition schemes with a specific search algorithm is considered and its numerical results are given for Gold codes.
A. Application Example
A parallel search algorithm is considered in which the number of the parallel OCD's is selected as the first integer [22] . Following the description of Section II, each OCD collects one correlation sample in duration , and with the use of the OCD's all the correlation samples of the uncertainty region are stored in duration . The largest one is selected as the sample of the correct code phase and compared to the normalized preset threshold value . The probability for which the largest sample does not exceed is represented by , and the process stays in the search mode and collects another set of samples. The probability that the largest sample exceeds with a wrong code phase is the false alarm probability ; otherwise, the correct code phase is detected with a probability of detection . In the verification mode, samples of the code phase selected by the search mode are taken in parallel in duration . In order to secure acquisition, of the samples have to be larger than the normalized preset threshold value , occurring with probability if the correct code phase is used and with probability if the wrong code phases are used. In the latter case, the process returns to the search mode with a time penalty of .
Under the same criterion, a serial search strategy employs only one I-QOCD in the search and verification modes, increasing their respective sampling times by and when compared to the parallel scheme.
Summarizing, the probabilities can be represented as [22] (28a)
where and are defined in (19) and (20), respectively. Substituting (19) and (20) into (28) 
Since the search algorithm collects all the correlation samples and compares the largest one to a preset threshold value in duration in Fig. 3 , and the generating function becomes (31) where the branch gains of Fig. 3 are [22] (32a) (32b) (32c) (32d) where and for the parallel acquisition and and for the serial acquisition, respectively.
B. Numerical Results
Utilizing (29)-(32) in tandem with (26) , the numerical results for the mean acquisition time can be obtained. The numerical results are given for Gold codes of lengths and with chip duration ps. The code sequences are generated by using the pairs of the two preferred maximal length sequences (211, 217), (435, 544), (1031, 1131) , and (2011, 2415) in octal [29] . The first maximal length sequence is assigned to the intended user. In the system, the normalized threshold values and are numerically selected by minimizing the mean acquisition time [22] , [27] . The chip quantization factor is . The verification mode parameters and are 4 and 2, respectively [13] . The penalty factor is taken to be 1000. The normalized residual shift is denoted as 0.0. It is also assumed that the local optical power is much larger than the received optical power and the spontaneous emission power due to the optical amplifier; so the optical device noise sources attributed to and are negligible and ignored. The responsivity of the photodiode is 0.85. Fig. 4 shows the mean acquisition times of the parallel and serial schemes as a function of the received optical power without optical amplification, whilst Fig. 5 compares these schemes where an optical amplifier of 20-dB gain is used for the parallel scheme. The mean acquisition times are optimized by selecting the threshold values and . Gold codes with length 127 are employed and only one user exists in the channel. At low levels of received optical power, the parallel search has a longer acquisition time than the serial search because of the power penalty due to the requirement to split the signal many times. Although the optical amplifier improves parallel system performance, this improvement is limited by optical amplifier noise. The parallel search is only effective when the received optical power is sufficiently large, e.g., dBm without optical amplification and dBm with optical amplification for and . For both serial and parallel search modes, the selection of the integration length is highly dependent on the received optical power. When the received optical power is large, a reduction in the integration time'
can be achieved. The search for the condition of and has a shorter acquisition time since the received optical power is dBm for the serial search, dBm for parallel search without optical amplification and dBm for parallel search with optical amplification. However, it must be noted the integration length is fundamentally limited by multiuser interference. Fig. 6 presents the optimized mean acquisition times of the serial and parallel schemes without optical amplification as a function of received optical power in the more realistic multiuser interference environment. The serial search data is also plotted in Fig. 7 to compare to the results of a parallel search with 20-dB optical amplification. As the number of simultaneous users increases (Fig. 6) , the region where the received optical power in the parallel search mode takes a longer time to acquisition reduces as compared to the serial search. Parallelism becomes effective as dBm for the number of simultaneous users and dBm for . Using an optical amplifier with the parallel search mode (Fig. 7) , the effectiveness of the parallel geometry becomes even more significant. When the number of simultaneous users is larger than 5, all the acquisition times of the parallel search are shorter than the corresponding times for the serial search.
For the parallel search with optical amplification, the optimized mean acquisition time as a function of the gain and the spontaneous emission factor of the optical amplifier are shown in Figs. 8 and 9 , respectively. The optical amplifier has a more significant effect on the acquisition time for a small number of simultaneous users and at low levels of received optical power (Fig. 8) . For received optical powers of 30 and 20 dBm, the time to acquisition becomes flat as the gain of the optical amplifier exceeds dB and dB, respectively. As predicted, the larger spontaneous emission factor of the optical amplifier increases the mean acquisition time (Fig. 9) . The ratio of the mean acquisition time to the spontaneous emission factor is 8.60 for an optical amplifier with -dB gain and 3.73 for dB for one user on the channel . For ten simultaneous users , the ratio reduces to 1.89 (20-dB gain) and 1.59 ( dB). Fig. 10 presents the optimized mean acquisition times for code lengths 127, 255, 511, and 1023 as a function of the number of simultaneous users for both parallel and serial searches. An optical amplifier with 20-dB gain is employed in the parallel search. Since the chip duration is fixed, the longer code length yields a larger uncertainty region; hence, a longer time to acquisition results. As the code length doubles, the ratio of the mean acquisition times to the number of simultaneous users increases by approximately 1.2-3.5 times.
Studies on acquisition schemes to date have been confined to random codes [30] . In Fig. 11 , the optimized mean acquisition time of random codes and Gold codes is compared for a serial search. The ratio of the mean acquisition time between random codes and Gold codes is smaller than 2.5. The difference between the acquisition techniques for radio and optical pulse CDMA has to be stressed: in the former case, the parallel search through the use of more hardware, has a shorter acquisition time than the serial search. This is not always the case in optical pulse CDMA; however, the parallel search is preferred when the received optical power is sufficiently strong to overcome the splitting penalty or the number of simultaneous users in the channel is large.
VI. CONCLUSION
An acquisition technique based on active OCD for use in coherent optical pulse CDMA realized through coherent correlation demodulation has been proposed. Both parallel and serial acquisition architectures and implementations operating under the same criterion have been described with their respective performance in the presence of optical noise, partial correlation, and multiuser interference theoretically investigated. Numerical results have been given for Gold codes.
The numerical results show that, due to optical device noise, the parallel search takes a longer acquisition time than the serial search at low levels of received optical power. Although the performance of the parallel search can be improved by optical amplification, the improvement is limited by the noise of optical amplifier. However, the parallel search is preferred when the received optical power is sufficiently strong to overcome this splitting penalty or when multiuser interference is dominant.
To date, studies on code acquisition have employed random codes. Here, general expressions for the partial correlation and multiuser interference have been derived and applied to Gold codes. The flow graph approach has been generalized to treat arbitrary serial or parallel search schemes, allowing the derivation of the probability generating function of the acquisition time. These formulations can be applied to the analysis of other radio and optical code acquisition.
APPENDIX
In this appendix, the variance of the aperiodic correlation function, defined by (10), is derived. The correlation function represents an aperiodic autocorrelation function at as
and an aperiodic crosscorrelation function at as (A2)
A. Aperiodic Autocorrelation Function
To derive the variance of the aperiodic autocorrelation function of (A1), it is assumed that where is an integer, taking a value on and . The correct code phase corresponds to the case at , and the incoming signal and the local codes are not in phase for all of the cases that . Using (4), can be represented as The desired contribution of the autocorrelation function with respect to acquisition is (A6) Hence, the partial autocorrelation function disturbance can be represented as (A7) Substituting (A3) and (A4) into (A7), the variance of the partial autocorrelation function disturbance can be represented for the case that , as
and for as (A9)
In (A9), the statistical average has been taken over .
B. Aperiodic Autocorrelation Function
To derive the variance of the multiuser interference of (A2), it is convenient to employ the following relation [30] :
(A10) where denote the statistical average over the data symbols and is the discrete aperiodic autocorrelation function for the th user defined in [24] . Applying (A10) to the variance of yields [3] (A11) Substituting (A10) into (A11) yields the desired expression (A12)
