This study carried out an assessment of the air passenger traffic flow in some airports in the six geopolitical zones of Nigeria. Secondary data used in the study was collected from Federal Airport Authority of Nigeria (FAAN) database. Time series features were studied using time series plot and autocorrelation plot against time lag. The forecasting capability of multiplication and additive decomposition models were compared to those of additive and multiplication Holt's Winter methods and the prediction of passenger volume was based on the model with the lowest Mean Square Deviation (MSD) value. The result revealed that Abuja, Kano, Owerri and Yola airports showed upward trend, while Lagos and Port-Harcourt airports showed downward trend. The entire airports with the exception of Yola airport were found to be stationary. The 2017 and 2018 forecast on passenger traffic shows a consistence increase in the total passenger volume for Owerri, Kano and Abuja airports, while Lagos, Yola and Port-Harcourt airports shows slight decrease in the total passenger volume. Based on the results, airport investors should consider investment in Owerri, Kano and Abuja airports, as these airports shows a promising increase in passenger traffic.
INTRODUCTION
In Nigeria, demand for air transport service has been on the increase within the past three decades. Forecasting air passenger demand is of great important for future developmental planning and management purposes [1] . United Kingdom's Department for Transport suggested that 90% of business travelers wanted the UK government to increase runway and terminal capacities at Heathrow. Following this, runways and terminals have been expanded with the building of Terminal 5. In Nigeria, the same is the case as the Murtala Mohammed Airport (MMA) and Port Harcourt Airport had their runways increased few years back [2] . As future air passenger demand increases, so does the need for investment in aviation infrastructure. Identifying airport investment opportunities with strong growth prospects requires an understanding of trends in the factors affecting revenue growth which is driven primarily by passenger growth and therefore propensity to fly. Thus, there is a need to assess traffic at airport as well as airports operating capacity, which would influence the infrastructure requirement. According to Taneja [3] the techniques for forecasting air travel can be broadly classified into three categories: judgmental, mechanical and analytical. The choice of any method should be based on several processes including availability of data, accuracy of availability of data, management sophistication and availability of electronic data processing. However, making good predictions is not always easy. It is alsoenvironmental sciences, medicine, social science, politics and finance. Forecasting problem is often classified as short-term, medium-term and long-term. Short term forecasting problems involve predicting events only a few time periods (days, weeks, months) into the future. Medium-term forecast extend from one to two years into the future and long-term forecasting problems can extend beyond that by many years. Short and medium-term forecasts are required for activities that range from operations management to budgeting and selecting new research and development projects. Long-term forecast impact issues such as strategic planning. Statistical methods are very useful for short term and medium-term forecasting. A common method used in forecasting studies is the time series analysis. The time series is a chronological sequence of observation on a particular variable. It basically, employs statistical properties of historical data to specify a formal model and then estimate the unknown parameters of it's model using varied techniques such as least square method. This research work implements time series techniques for the forecast of two years air traffic passenger volume. Schmitz and watts [4] used parametric modelling to forecast wheat yields in the United States, Canada, Australia and Argentina. The essence of this approach was that the data were used for identifying the estimation of the random components in the form of moving average and autoregressive process. They used exponential smoothing to forecast yields in United States and Canada. They also compared the forecasting accuracy between parametric modelling and exponential smoothing. Kalylen [5] in his study of live hog market using timeseries modeling, analyzed the dynamic relationship between hog market related variables. He developed forecasting models specifically for these variables which were based on Auto Regressive Integrated Moving Average (ARIMA) and Vector Auto Regression (VAR) models. Lineesh and John [6] employed wavelet bases to decompose time series into orthogonal trend series, and then used ARMA and TAR models to forecast each decomposed series, respectively. Krishnamurthy and Yin [7] combined a hidden Markov model and Auto Regression (AR) models under a Markov regime, where AR parameters switch in time according to the realization of a finite-state Markov chain, for nonlinear time series forecasting.
There is lack of available data regarding future passenger volume within Nigeria airports which may affect management as well as stakeholder's decisions on key issues such as infrastructural provision, employment as well as airport investment deals with higher probability of success. It is against this backdrop that this work seeks to forecast future passenger volume for the busiest airport within Nigerian six geopolitical zones. Thus, the objectives of this study are as follows: i)
To determine the time series features for the busiest airport in each of the six geopolitical zone of Nigeria. ii) To compare and select the superior among two time series modelling technique. iii) To use the superior of the two modelling techniques from objective (ii) to predict passenger volume in the next two years.
MATERIALS AND METHODS

Study Variables
Propensity to fly can be explored by analyzing time series data in relation to both the dependent and independent variables. In this study, the passenger volume is the dependent variable while the independent variable is time.
Sampling Technique
Systematic sampling was implemented in this study, which was based on secondary data obtained from FAAN's database. Six airports one from each Nigerian geopolitical zone was used in this study. The selection of an airport from each geopolitical zone was based on annual passenger volume for domestic passengers. Thus, only the busiest airport in each geopolitical zone was considered.
Data Collection
Secondary data was used in this study. The data was collected from Federal Airport Authority of Nigeria (FAAN) database.
Data Analysis
All data analysis in this study were conducted using Minitab software
Time Series Features 2.5.1 Time series plot
Time Series plot of the observed data for the six airports considered in this study was developed so as to identify patterns such as trends, seasonality and randomness as this patterns play a key role on the model selection.
Stationarity
A time series is stationary, if the joint probability distributions of any two observations say and + , is the same for any two time period and + that are separated by the same interval . To determine the stationarity for the time series for finite length considered in this work, auto-covariance and sample autocorrelation function were computed using Equations (1) and (2) respectively [8, 9] .
= /4 was used in the study where = 60 corresponding to 60 months data collected from Jan 2012 to Dec 2016. For a plot of correlation coefficient against time lag , if a sine wave pattern about Zero is observed, the time series can be considered as stationary, otherwise it is non-stationary.
Forecasting Model Selection
In this study, two models were considered from which the superior forecasting model that has a lower Mean Square Deviation (MSD) was selected for prediction for each of the airports. The prediction models considered are Holt-Winter's model and Decomposition model.
Holt's Winters Model
Winters method [9] was used to provide medium range forecast. It is used when data have both trend and seasonality component, with these two components being either additive or multiplicative. It calculates dynamic estimates for three components: level, trend and seasonality. The additive model is given in Equations (3) - (6) 
The multiplicative model is given in Equations (7)-(10)
where, is level component at time t, is the weight constant for the level component.
is the trend component at time t, is weight constant for the trend component is the seasonal component at time t, is weight constant for the seasonal component. P is seasonal period and P=12 was used in this study based on the fact that data collected were on a monthly basis. is data value at time t and Ŷ is the fitted value, or one-period-ahead forecast, at time t. , and were set as 0.2, 0.2, 0.2 respectively in this study.
Decomposition model
Decomposition model are used in time series analysis to model time series that shows both the trend and seasonal factors. Decomposition model estimates seasonal effects that can be used to create seasonally adjusted values. A seasonally adjusted value removes the seasonal effect from a value so that trends can be seen more clearly. The two structures considered for basic decomposition models are Additive and Multiplicative given in Equations (11) where, is the observation at time t and the trend component of the decomposition model is estimated using least square regression while the seasonal components are estimated using de-trended series. For an additive decomposition, this is done by subtracting the trend estimates from the series while for a multiplicative decomposition; it is done by dividing the series by the trend values.
Model Selection
The model selection of the data was based on Mean Square Deviation (MSD) as given in Equation (13). The model with the lowest Mean Square Deviation (MSD) was selected as a superior prediction model.
is actual value at time t, ŷ fitted value and n is number of observation 
Passenger Volume Prediction
RESULTS AND DISCUSION 3.1 Sample Selection
Based on the systematic sample selection approach described in section 2.2, Table 1 shows the total domestic Passenger Volume (PV) for all Nigeria airports in each geopolitical zone for six years and the selected airport for this study analysis. Table 2 Shows the Time Series features of the observed data for the six airports considered in this study identifying patterns such as trends, seasonality, stationarity together with the non-stationarity of the data as all these are the key determinant of the model used in the forecasting process. All the six airports have both trend and seasonality features. The seasonality of the data is due to the periodic fluctuations in passenger traffic. The stationarity and non-stationarity of all the airports considered was determined from the plot of correlation coefficient against time lag giving a sine wave pattern about Zero which is shown in Figures 1 and 2 . Only Yola airport was found to be non-stationary while Abuja, Kano, Lagos, Port Harcourt and Owerri were found to be stationary. 
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Model Selection
The computed result for MSD for Holts-Winter and decomposition models is shown in Table 3 for the six (6) airports considered. Based on the MSD result, Winters multiplicative model was selected for Yola, Port Harcourt, Owerri and Lagos while multiplicative decomposition and additive decomposition model were selected for Abuja and Kano respectively. The selected model were thus used for predictions as shown in Figure 3 . Tables 4 and 5 Based on the conclusions reached in this work, it is therefore recommended that airport investors should consider investment in Owerri, Kano and Abuja airports, as these airports show a promising increase in passenger traffic.
