ABSTRACT Recently, context learning networks have shown promise in filling large holes in natural images. These networks can decorate the predicted contents with high-frequency details by borrowing or copying neural information from the known region. However, this operation might introduce undesired content change in the synthesized region, especially when similar neural patterns cannot be found in the known region. To solve this problem, we present a network named Artist-Net to decompose an image into the content code and style code explicitly. The Artist-Net completes a corrupted image following the way an artist restores a damaged picture. It can produce more detailed content by inferring the content code of the corrupted images in the latent space since the dimension of the content space is lower than the original image. The Artist-Net can also keep style consistent over the entire image by decorating the inferred content code with the style code extracted from the known region. The experiments on multiple datasets, including structural and natural images demonstrate that the proposed network out-performs the existing ones in terms of content accuracy as well as texture details.
I. INTRODUCTION
Image inpainting is the process aiming to fill in missing regions or remove unwanted objects. It can be used in many real world applications, such as removing distracting objects, heritage conservation and error concealment in image/video transmission. In previous research, image inpainting can be divided into two main categories. The first category is diffusion-based methods [1] , [2] , which is based on the propagation of structures from the exterior to the interior. This category of methods tends to generate smoothing results when the missing area grows large. The second category is exemplar-based methods, which is based on searching for similar patches in an image space [3] , [4] or sparse representations [5] . This category of methods can relieve the smoothing The associate editor coordinating the review of this manuscript and approving it for publication was Aysegül Ucar.
problem, but there are still challenges with content outside of the searching domain.
In addition to traditional methods, deep convolutional neural networks (CNNs) have exhibited their potential in image inpainting for producing plausible results to fill in large missing regions [6] - [9] . In those works, an encoder-decoder network is trained to map an incomplete image to a completed image using reconstruction loss and adversarial loss. Then the missing region can be generated by modeling the scene with a latent code, which captures not just appearance but also the semantics of visual structures. While the latent code can represent correct context and generate natural look missing regions for some datasets with specific image contents (e.g. aligned faces), challenges are still left for the complex real scene. This is mainly because modeling the high-dimension distribution of the complex real scene by a latent code is difficult and the trained models easily introduce blurry components and notable artifacts.
To improve the texture details of missing regions generated by a latent code, networks have been proposed to complete images in two stages: content generation and texture refinement [10] - [13] . In the stage of content generation, the missing regions are filled coarsely by a content generation network, targeting at initializing the structure of corrupted image. In the second stage, the styles are propagated to the synthesized regions to update initially synthesized regions with fine textures in a texture refinement network. This is done by matching the mid-layer features from an initially generated neural patch with patches in the known region, and adapting it to the most similar one. In this way, it not only preserves contextual contents but also produces high-frequency details. However, the neural patch matching process is quite time consuming. Moreover, since the neural patch is a mixture of content and style, copying them from known region into missing region in the texture refinement stage might introduce changes to the initially generated content, leading to some notable artifacts, especially the similar neural patterns cannot be found.
In this work, we attempt to generate correct content with fine details by separating the image data into content and style. The content of missing region is firstly generated, and the style of known region is used to decorate the inferred content for the missing region. We follow the paper [14] to define the content as ''the underlining spatial structure'' and the style as ''the rendering of the structure''. This idea is inspired by the process how an artist restores a damaged picture. The structures will be first delineated in the damaged area after the understanding of the picture. Then the structures are decorated according to the painting style of undamaged area.
Similar to the way how an artist restores an image, we propose an Artist-Net for image inpainting, consists of two encoders and one decoder. In this network, the image is separated into content and style. They are treated differently according to the artists' restoration process. To imitate the content delineation step, an encoder is involved to firstly extract the content code from corrupted image, and then to infer the content code of entire image. The style code is extracted from the known region by another encoder. Since the style code represents how the content is rendered, it is unified in the known region and the missing region. We use the style code for the entire image. After the inference of content code and the extraction of style code, a decoder is used to generate the completed image from them. To fuse the content code and the style code, we adopt the Adaptive Instance Normalization (AdaIN) model [15] to transfer the style from the known region to the synthesized region.
In order to train the Artist-Net, we make a hypothesis that we can understand image from the incomplete image. Namely, the content code of entire image inferred from a corrupted image should be the same with the extracted content code from its corresponding complete image. Therefore, we use the content code from the complete image to guide the inference of the content code of the corrupted image. The extraction of style code and content code is trained to be able to reconstruct the entire image.
The separation of content and style will help us to focus on the easier-to-solve sub-problems of inpainting: 1) predicting the missing content based on the inference of semantic content from known region; and 2) decorating the predicted content by imitating how the known region is drawn. Compared to the two-stage inpainting methods, we combine the content inference and style refinement in a unified architecture, and only generate the completed image once, which can also save the time for patching matching.
The main contributions of this paper can be described as follows:
1) We point out that the principle for the completion of image structure and texture is not the same and introduce a network to enforce image inpainting in content and style domains, representing the structure and texture.
2) We introduce a guidance in latent space, which is more interpretable than only guided by the loss in pixel space. We also proved that the guidance of content inference in latent space helps to generate better structures.
3) We show that our proposed network can generate more semantically plausible and visual-pleasing results compared with state-of-the-art on structural and natural images.
The remainder of this paper is arranged as follows. The related work of image inpainting is briefly introduced in Section 2. In Section 3, we present the proposed network and its training details. Section 4 reports the performance of the proposed Artist-Net in different datasets and different applications. Section 5 gives the conclusion with future work.
II. RELATED WORK
In this section, we briefly review the work on each of the three sub-fields, i.e. deep learning based inpainting, disentangled representation learning and image style transfer, especially focusing on those relevant to this work.
A. DEEP LEARNING BASED INPAINTING
Recently, we have witnessed success of deep learning based image inpainting. These methods introduce the semantic prior of image dataset and predict the content of missing region by understanding context of corrupted image. Context Encoders (CE) is the first work to train a CNN to generate the content of missing region conditioned on its surrounding [6] . It encodes the corrupted image into a latent feature representation to infer the semantics of entire image, and then decodes the representation to generate the content of missing region by combining reconstruction and adversarial loss. The reconstruction loss can capture the overall structure of the missing region in relation to the context, and the adversarial loss is employed to generate much sharper predictions. Based on the architecture of CE, other losses are proposed to improve the quality of completed image for specific applications, e.g. the global adversarial loss to keep the consistency between synthesized region and known region [7] , semantic parsing loss in the face completion to regularize the synthesized facial structures [8] , transformation-invariant image feature loss to enhance perceptual similarity of the synthesized region [16] , [17] and recognition performance of the completed image [18] . These losses are helpful in improving the generated quality in the responding application, but the synthesized regions tend to blur when the scene becoming complex.
In order to produce more detailed textures, two-stage process are introduced to refine the textures after initial content generation. Yang et al. [10] introduce a multi-scale neural patch synthesis architecture. Based on the result of CE, the texture network iteratively optimizes the textures through matching and adapting predicted neural patches using the most similar texture features in the known region. To reduce the computational cost for iterative texture optimization, learning-based texture refinement methods are proposed to simplify the inpainting task into two forward inference stages [11] , [12] . Rather than using two-stage process, exemplar-based inpainting model is adopted in [19] to generate a shift feature, which replaces the features from missing region by similar features in the known region. The shift feature is then concatenated in the decoding layers to enhance the textures of missing region. However, copying neural patches from known region to missing region might bring in unwanted content changes in the missing region.
In this work, we also try to integrate the texture refinement in the decoder. In order to avoid content change and complex patch matching process, we separate the image into content and style. The prediction in conducted on content code, and the style code is used to represent the overall style of the textures. After content inference, it is decorated by the style code. This will avoid content change and complex patch matching process.
B. DISENTANGLED REPRESENTATION LEARNING
The separation of an image into content and style is inspired by recent works on disentangled representation learning. The content is firstly separated from style with bilinear models for extrapolation, classification and translation of characters [20] . Recent work learns hierarchical feature representations using deep convolutional neural networks to separate content and style, such as pose-invariant recognition [21] , [22] , identity-preserving image editing [23] , [24] and content-consistent image translation [14] , [25] .
C. IMAGE STYLE TRANSFER
The style decorating process in this paper can be related to image style transfer. The style decorating process in this paper can be related to image style transfer. Style transfer is first formulated as an optimization problem to transfer style and texture of the style image to the content image [26] , [27] , by minimizing the difference between the gram matrix of generated image and that of style image. To suppress distortions, [28] , [29] use neural-patch based similarity matching between content image and style image. However, the above methods require iterative optimization in the pixel domain, which is time and computational resource consuming. Style network models are proposed to realize an end-to-end style transfer. At the beginning, each style is presented by a forward network model [30] , [31] , which is hard to generalize. Then, multiple styles are integrated into one model by only recoding the different parameters for new styles [32] - [34] . AdaIN network is the first work to represent arbitrary styles in one model [15] . It uses pretrained VGG network to extract style features and content features, and normalizes content into different styles. The AdaIN model is close to our requirement, but the content code in our work is predicted from corrupted images and the style code is learned from known region of the image.
III. PROPOSED APPROACH
In this section, we firstly formulate the proposed model for inpainting problem. Then the network framework is illustrated, followed by the training loss functions and training details.
A. MODEL FORMULATION
As stated previously, the inpainting process will be conducted in content and style domain. Therefore, given an image I , we first seek to learn latent representations that decompose the image into the content code c and the style code s, thus there exists encoders to let E c (I ) = c, E s (I ) = s. Moreover, the image should be able to be well reconstructed from them,
In the image inpainting, the corrupted image I 0 is given. We attempt to restore the ground truth image I gt by filling the missing regions of the corrupted image I 0 , resulting in a completed image I C . We tackle the inpainting task in two domains. In content domain, we assume that the content code of I gt is able to be inferred from the content code of I 0 . If we integrate the inference into the encoder of I 0 , we can have EI c (I 0 ) ≈ E c I gt . EI c is a content encoder with inference. In the style domain, we expect the same style from I 0 and I gt , that is E s (I 0 ) ≈ E s I gt . After we obtain the inferred content code and the extracted style code, we can reconstruct the complete image from them: I C = G EI c (I 0 ), E s (I 0 ) . Therefore, our goal is to learn the underlying generator G, content encoder with inference EI c and style encoder E s with neural networks. In the learning process of EI c , the content encoder of the entire image E c should be learned in advance to provide guidance for EI c . Figure 1 shows an overview of our model, consisting of three encoders (EI c , E s and E c ) and a decoder (G). In order to train this model, we define three consistency assumptions: 1) Self-consistency: an image can be factorized into a content code c and a style code s, and it can also be ideally reconstructed from its factors (Figure 1(a) ). This is used to separate one image into content domain and style domain.
2)Content-consistency:the inferred content code c 0 from corrupted image should be consistent with c gt extracted from ground truth image (Figure 1 (b) ). This is used to fill in the content code of corrupted image in the content domain. 3) Style-consistency: the extracted style code s 0 from corrupted image should also be consistent with s gt from ground truth image (Figure 1(b) ). This is used to make the style extraction focusing on the decorating style.
To ensure the effectiveness of these consistency assumptions, we propose to train the model with three types of objective: 1) reconstruction objective (dashed lines) to ensure self-consistency between the image reconstructed by the content code and style code and the corresponding original image; 2) latent objective (tight dotted lines) to ensure the content-consistency between the inferred content code of the corrupted image and the extracted content code of the ground truth image. It is also used to ensure the style-consistency between the extracted style code of the corrupted image and the ground truth image; 3) generation objective (loose dotted lines) to ensure the completed image generated by the inferred content code and extracted style code to be similar to the ground truth image and indistinguishable from real images. The three objectives work together to achieve a similar completed image I C with I gt .
In the test phase, the corrupted image I 0 is input into the model. The content code is inferred from EI c and the style code is extracted from E s . Then G is used to generate the completed image I C .
B. FRAMEWORK OVERVIEW
The proposed Artist-Net is shown in Figure 2 . In the training phase, we adopted two content encoders, a style encoder and a joint decoder. Since the content code encodes the complex spatial structure of the data, we use a high-dimensional spatial map for it; whilst the style feature has a global and relatively simple effect, we adopt a low-dimensional vector for style code.
Content-extraction encoder (CEE).
This encoder is used to extract content feature from a ground truth image. As shown in the upper left of Figure 2 , the CEE is a convolutional network similar to [7] . After three strided convolutional blocks to downsample the input image, we replace the standard convolutional blocks by residual blocks [35] to enhance the representation ability of content code. The convolutional block consists of a convolutional layer, a normalization layer and an activation layer.
Content-inference encoder (CIE). Different with CEE, this encoder integrates content extraction and inference in one network. Taking a corrupted image as input, it aims to generate a feature similar to the content feature extracted from the corresponding ground truth image. To adjust to the requirement for content inference, we adopted the dilated convolution [36] in the residual blocks. It helps to model long-term correlations between distant contextual information and the missing region, so as to introduce the content from known region into the missing region more effectively. Additionally, one extra convolution block without stride is added at the end of CIE for an explicit inference.
Style-extraction encoder (SEE).
This encoder is designed to extract style code. The style code is expected to be the same from both completed and corrupted images. SEE includes four strided convolutional blocks, with a global average pooling layer and a convolutional layer. The global average pooling layer [37] is used to produce the spatial average of the feature maps from the previous layer. For the fusion of style code with content code in the decoder, we remove the normalization layer and the activation layer from the last convolution block.
Decoder. The decoder integrates the content code and the style code to reconstruct a completed image. It consists of four residual blocks, followed with upsampling and standard convolutional layers. Similar to the work of style transfer that using the affine transformation parameters in normalization layers to represent styles [32] , [38] , the style code is fused with content code by replacing the normalization layers in each residual block with Adaptive Instance Normalization (AdaIN) [15] layers. The parameters of AdaIN layer are dynamically computed by a multilayer perceptron (MLP) from the style code.
where z is produced by previous convolutional layer in the residual block computed from content code, µ and σ are 36924 VOLUME 7, 2019 channel-wise mean and standard deviation, γ and β are parameters generated from style code. In this way, the mean and variance of the content feature are adjusted to match those of the style feature, namely the content code and the style code are fused by transferring those feature statistics.
C. LOSS FUNCTIONS
To learn content and style features while training Artist-Net, we comprise losses in both latent space and image space. The latent loss functions guide the inference of content code and extraction of style code in the latent space. The reconstruction loss and generation loss are loss functions in image space. The former ensures that an image can be reconstructed from its content and style code, and the latter measures the quality of the completed image. First of all, after separating an image into content code and style code, and it should be ideally reconstructed from them. Therefore, we adopt l 1 loss and perceptual loss as the reconstruction loss to encourage the pixel-wise and feature-wise reconstruction accuracy respectively. The perceptual loss [16] is computed based on differences between the image feature representation extracted from pretrained CNNs model. The VGG-16 [39] is utilized in this work.
where n is the activation map of nth selected layer, N is the number of selected layers, λ vgg is the weight. We use layers relu2_2, relu3_3 and relu4_3 for our loss. The reconstruction loss is used to train CEE, SEE and Decoder. According to content-consistency and style-consistency, we then train the inpainting network by requiring the predicted content code from CIE using a corrupted image to be the same with the extracted content code from CEE using the corresponding ground truth image. Moreover, the style code extracted from corrupted image by SEE should also be the same with the style code extracted from the ground truth image. Here, we adopt latent loss to meet the requirement. The distance of latent codes is measured by the l 1 loss.
where L c latent (c 0 , c gt ) and L s latent (s 0 , s gt ) are the latent content loss and latent style loss between I 0 and I gt , L latent I 0 , I gt is the total latent loss.
We expect the completed image to be indistinguishable from real image. Besides the reconstruction loss (l 1 loss and perceptual loss), we employ an adversarial loss. Since I C is composed by real known region and fake synthesized missing region, it is not suitable to simply discern whether an entire image is real or fake. In this paper, we adopt multi-scale PatchGAN discriminators [40] , [41] to classify patches at multiple scales. Each discriminator is a fully convolutional PatchGAN and outputs a vector of real/fake predictions and each value corresponds to a local image patch. More formally, our multi-scale patch adversarial loss is defined as:
where k is the image scale, p The generation loss is defined as the weighted sum of image reconstruction loss and adversarial loss from GAN to measure the quality of completed image.
where λ vgg and λ adv are the weights for perceptual loss and adversarial loss respectively. Note that the current loss of image space treats each pixel of the output image equally, leading to inefficient attention to the filled missing region. The loss value might be dominant by the known region due to the reasons: 1) the area of known region is mainly larger than unknown region; 2) the quality of the reconstructed known region is much better than the generated missing region. To address this issue, we propose an unequal weight scheme which gives higher attention to the synthesized region than the known region.
The unequal weight scheme is performed on l 1 loss, perceptual loss and adversarial loss respectively. Firstly, a weighted mask is placed on I C to calculate the l 1 loss. 
where is pixelwise multiplication, M r is the weighted mask indicating higher weight on synthesized region. (13)) using (I C , I gt ) and the latent loss (Eq. (7) 
where M p n is the weighted mask of nth selected layer. The weighted adversarial loss is defined as follows:
where M g k is the weighted mask of kth output vector of D(·). The weighted generation loss is defined as follows:
The mask M r for l 1 loss is easy to obtained since the missing region is obvious in pixel space. In order to obtain the weighted masks for perceptual loss and adversarial loss, we have to be clear on which parts in feature space related to the holes in the image space. We refer to [19] to determine the mask region in the feature space and take the calculation of M p n for example. Firstly, we introduce a binary mask image M with M y = 0, where y belongs to the missing region, and 1 otherwise. When counting the perceptual loss, we define a CNN (M ) that has the same architecture with the VGG-16 but with the network width of 1 and remaining only the convolutional layers and pooling layers. All the elements of the filters are set to the reciprocal of the number of weights in a filter. The convolutional filter is 3 × 3, so all the elements of the filters in (M ) are set to 1/9. Taking M as input, we obtain the feature of the nth layer as n (M ). Then, the missing region M n is defined as M n = {y|( n (M )) y < 1, meaning that the feature of this region is partly or totally contributed by the missing pixels. In this way, the weighted mask M p n can have the same size as the activation map in the corresponding layer.
In order to calculate the weighted mask for adversarial loss, we define a CNN (M ) that has the same architecture with the multi-scale PatchGAN discriminators with the network width of 1. The following steps to calculate M g k in the kth scale is similar to the way of calculating M p n in the nth layer for the perceptual loss.
D. TRAINING DETAILS
We train Artist-Net by iteratively optimizing the CEE, CIE, SEE, Decoder and discriminator using the Adam algorithm [42] . The parameters of Adam are set to β 1 = 0.5, β 2 = 0.999, and a learning rate α = 0.0001 following [15] , which adopts a similar network. In all experiments, we use a batch size of 8 and the training iterations T train of 200000. The loss weight λ vgg and λ adv are set to 0.1 and 0.02 respectively. The weights of the synthesized region and the known region in the M r , M p and M g are set to 5 and 1 respectively. We choose the dimension of the style code to be 8 across all datasets as in [14] . Random mirroring is applied during training. To balance the training of the two content encoders, we first train one iteration for the CEE to update the parameters of it with the ground truth image. Then we take the content code of the image to guide the content inference of corrupted image, and update the CIE with generation loss and latent loss while keep the parameters of the CEE unchanged. During the stage of testing, we only input the corrupted image. The CIE is used to extract and infer the content code of the input image, and the SEE is used to extract the global style code. After that, the Decoder is used to decode two codes into the completed image. For the better understanding of reader, we show the training process of Artist-Net in Algorithm 1.
IV. EXPERIMENTAL RESULTS
Two datasets are used in the experiment: Paris StreetView [43] contains 14,900 training images and 100 test images. 10K-ImageNet has 100,000 images chosen at random from the 100K-ImageNet [44] . 300 images are randomly picked from 10K-ImageNet for testing and use the left images for training. The former dataset represents structural images whilst the latter represents natural images. For both datasets, we resize each training image to let its minimal height/width be 286, and randomly crop a subimage of 256 × 256 as input to our model.
For performance evaluation, we compare our results with three learning based approaches. The first method is Context Encoders (CE) [6] , which is the first learning-based method on hole-filling problems. The second method is Multiscale Neural Patch Synthesis (MNPS) [10] and it apply texture refinement on the results of CE to introduce the high-frequency details. Since CE can only deal with holes in the center of images, we adopt GntIpt [12] as the baseline to compare the inpainting performance on the missing region at random locations. To handle irregular shaped holes, a fair comparison with GntIpt would require retraining its model on our data. However, the training of it needs to assume availability of the local bounding boxes of the holes, which would not make sense for the shape of irregular shaped masks. As such, we directly use their released pre-trained models on 100K-ImageNet. As CE only accepts 128 × 128 images, we upsample the results to 256 × 256. For MNPS, we set the pyramid level be 2 to get the resolution of 256 × 256.
A. CENTRAL MASK COMPLETION
Qualitative comparisons. Figure 3 and Figure 4 show the visual comparisons of the proposed Artist-Net with CE, MNPS and GntIpt on Paris StreetView and 10K-ImageNet datasets respectively. The damaged area is simulated by sampling a central hole (128 × 128) and the reported results are direct outputs from the trained models without any post-processing.
As shown in the figures, CE is able to understand the context of the simple image, but the results of complex scene tend to be blurry and not look realistic or recognizable. This might be due to that the latent code used in CE cannot model the high-dimensional of the complex real scene. Based on the results of CE, MNPS tries to refine the texture by copying the matched neural patches of the known region. It can be seen that the results of MNPS contain more high-frequency details, but its results are heavily depending on the performance of CE (e.g. the first row of Figure 4) . Moreover, some irrelevant textures from the known region are introduced into the synthesized region (e.g. the first and the last row of Figure 3 ). GntIpt can generate more realistic results than CE and MNPS 36928 VOLUME 7, 2019 FIGURE 5. Visual comparisons on Paris StreetView dataset with mask in random locations. Each example from left to right: input image, GntIpt's result [12] , our result.
due to the introduction of several techniques of inpainting network enhancements, including a contextual attention layers to attend related feature patches from known region to update the generated content. However, some adverse effects, such as incorrect textures in the known regions, are introduced while borrowing the texture information from surrounding area (e.g. the fourth row in Figure 3 and the second row in Figure 4) .
In comparison to the competing methods, the proposed Artist-Net can generate more semantically plausible and visual-pleasing results with much less artifacts. For instance, more realistic content can be generated (e.g. the last row in Figure 3 and the first two rows in Figure 4) , owing to the separation of content and style. Lower dimensional distribution of content enabled more correct inference. The synthesized regions contain fine detailed textures but no noise from known region, due to the reason that the style fusion only changes the way of rendering without modifying the content.
Quantitative comparisons.In the image inpainting task, many visual-pleasing results can be produced to complete the image, which may be totally different from original image content. For reference, we still compare the quantitative results from our model with the competing methods on central mask completion of the Paris StreetView and 10K-ImageNet. Table 1 reports the quantitative results in terms of mean l 2 loss, peak signal-to noise ratio (PSNR) and structural similarity index (SSIM) of the synthesized region. In general, the proposed Artist-Net gets better l 2 loss and PSNR with the competing methods. On SSIM, our results are better than CE and MNPS, and gets comparable scores with GntIpt.
B. RANDOM MASK COMPLETION
Our model can also be trained for arbitrary region completion. Figure 5 and Figure 6 show the results by GntIpt and our Artist-Net, since CE and MNPS are not developed for random mask completion. In the case of randomly removed rectangular regions, both GntIpt and Artist-Net perform favorably for texture and smooth regions. While for boundary of semantic objects, our Artist-Net is more effective in filling the cropped regions with context coherent with global content and structures. For handling irregular shaped holes, the results of GntIpt have obvious scratch effect, while our Artist-Net is able to generate smooth completions without noticeable transitions from known region to missing region.
C. INPAINTING OF REAL WORLD IMAGES
We also evaluate our Artist-Net trained on Paris StreetView and 10K-Imagenet for the object removal of real images outside of these two datasets. This is performed by masking the unwanted object in the original image and running forward with the trained network. The first row of Figure 7 is completed by the model trained on Paris StreetView dataset, since the scenes are close to the street view. The second row is completed by the model trained from 10K-ImageNet. As shown in the figure, our Artist-Net is able to predict the structures and deliver sharp and photo-realistic results.
D. INTERNAL ANALYSIS
Moreover, we compare different network structures and training strategies to analyze how effective the proposed method on image inpainting.
Net-1: we use a fully convolutional neural network to replace CIE, SEE and Decoder, without CEE and the unequal weight loss scheme. In this network, the content and style are processed together.
Net-2: we keep CIE, SEE and Decoder, but remove CEE and unequal weight scheme. In this network, the training is conducted without the guidance for content code in latent space and the unequal weight loss scheme.
Net-3: we keep all CEE, CIE, SEE and Decoder, but not use the unequal weight scheme.
The results are presented in Figure 8 . The inpainting results from Net-2 shows more structure details than from Net-1, owing to the separation of an image into content and structure. The lower data dimension of content is easier to inference than the higher data dimension of the entire image. Net-3 represents more realistic structure than Net-2, due to the guidance in the latent space. Moreover, the unequal weight scheme applied in Artist-Net can produce finer structure and texture than in Net-3, since the missing region contributes more in the feedback during training.
The quantitative results for three network structure and the proposed network are presented in Table 2 . In general, VOLUME 7, 2019 the scores for l 2 loss, PSNR and SSIM is becoming better from Net-1 till the complete Artist-Net, namely the separation of the image content and style, the guidance in latent space and the weighted loss for missing region all contribute to the performance improvement of the inpainting network. Note that Net-3 obtains higher SSIM score than Artist-Net. The reason is probably that we sacrifice the similarity of the entire image to achieve more visually pleasing results in missing region by given more weight on the generation loss for that region.
V. CONCLUSION
In this paper, we follow the process in the restoration of paintings by artists to develop an image completion approach. By implementing the proposed Artist-Net, image inpainting can be done by only once forward generation, but result in promising content and details. The explicit separation of content and style has shown its effectiveness on representing the image. We also show that the guided inference in latent space for content can efficiently generate correct structures. Experiments show that the proposed network can generate fine-detailed and perceptually realistic inpainting results for structural and natural images. In the future work, we will further explore better representations of content and style, and make it work for more applications, such as image transfer, video coding, etc.
