Under the current Internet infrastructure, quality of service (QoS) in the delivery of continuous media (CM) is still relatively poor and inconsistent. In this paper we consider providing QoS through the exploitation of multiple paths existing in the network. Previous work has illustrated the advantages of this approach. Here we extend this work by considering a more expressive model for characterizing the network path losses. In particular, we propose a variation on the Gilbert model wherein the loss characteristics of a path depend on an application's transmission bandwidth. Using this model, we show the benefits of multi-path streaming over best single-path streaming, under optimal load distribution among the multiple paths. We use extensive simulation and measurements from a system prototype to quantify the performance benefits of our techniques.
Introduction
Under the current Internet infrastructure, quality of service (QoS) in delivery of continuous media (CM) is still relatively poor and inconsistent. Degradation in quality of CM applications, involving delivery of video and audio, is partly due to variations in delays and losses experienced by packets sent through wide-area networks. Although many such applications can tolerate some degree of missing information, significant losses degrade an application's QoS. One approach to providing QoS for CM applications over the Internet is to use the IntServ model for signaling (e.g., RSVP) and resource reservation in all routers along the streaming path. However, this approach suffers from scalability and deployment problems. In contrast, in this work we consider a more deployable approach to providing QoS guarantees through the exploitation of multiple paths existing in the network between a set of senders and a receiver, i.e., the CM data is fragmented into packets and the different packets take alternate routes to the receiver. 1 Previous work (discussed below) illustrated advantages of this approach in pushing the complexity of QoS provision to the network edge and hence improving the scalability and deployment characteristics while at the same time providing a certain QoS level.
As stated in [9] a number of issues need to be considered in designing a multi-path streaming system, but we limit the scope of this paper by focusing on (a) delivery of pre-stored video, e.g., as in video-ondemand applications (in contrast to delivery of "live" data 2 as in video-conferencing applications), (b) application-level schemes (which are deployable today over the current Internet), (c) accomplishment of multiple paths to the same receiver by distributing servers across wide-area networks and streaming data from multiple senders simultaneously, and (d) network related streaming issues only (rather than, e.g., considering server-related problems such as server load balancing), i.e., for the purposes of this paper we assume that the data is fully replicated at all servers and hence any server can deliver any fraction of the CM data.
In this paper, we consider a system where server i sends fraction α i of the data expected by the receiver, where 0 ≤ α i ≤ 1 and i α i = 1. The receiver assembles the data from multiple senders and plays it in the appropriate order. Note that the multi-path approach we consider here injects the same total amount of data as the single path approach, when no error erasure codes are used. For example, if an application's bandwidth requirement is 1.5 Mbps, then either approach will inject traffic into the network at the total rate of 1.5 Mbps-the difference is that a single path approach injects traffic at that rate from a single server over a single path and a multi-path approach does it from multiple servers over multiple paths, where each path carries a fraction of that traffic. When error erasure codes are used, the total amount of data that the multi-path approach will inject into the network may be less than or equal to that of the single path approach and yet achieve the same or higher viewing quality, as illustrated in the remainder of the paper.
Multi-path streaming and exploitation of path diversity has attracted much attention recently, and [3] provides a broad overview of the general area. Due to lack of space, here we give only a brief survey of existing work on this topic focusing on those works which consider loss characteristics, or can be deployed over best-effort networks, or do not rely on specific coding techniques, as these are considerations in our work as well.
The work in [15] proposes the use of multi-servers for streaming on the Internet; this is later extended to include the use of erasure codes (EC) [14] . The focus is on designing a receiver-driven transport protocol which includes a rate allocation algorithm and a packet partitioning algorithm. The case of a last mile bottleneck is examined in [13] . In these proposals, a (what we call below) conventional Gilbert model is adopted (refer to Section 2) while a more expressive model is used in our work. In addition to focusing on the loss rate, we also propose an optimization approach using other loss characteristics, e.g., lag-1 autocorrelation. The use path diversity (as well erasure codes) on an overlay network as a way of emulating multiple sources is examined in [16] . Our approach can also be implemented on an overlay structure as well as with the aid of relay nodes, e.g., a P2P prototype implementation of our approach is described in [2] .
Other works try to achieve multi-path streaming with the assistance from the lower layers, e.g., [8] utilizes bandwidth on multiple paths and re-distributes workload according to congestion detected by a receiver. But, it requires network layer knowledge and a centralized routing server. Given information about the underlying network graph, [6] proposes multi-path routing heuristics for unicast and multicast scenarios and a data scheduling algorithm at the server. Similarly, given network link information, [4] discusses a heuristic for finding a set of paths that minimizes the streaming distortion for a Multiple Description coded stream. These works assume significant knowledge (i.e., link bandwidth and delay) and support (i.e., ability to control routing paths) from the underlying network. In contrast, our approach only deals with end-hosts and hence allows easy deployment on the Internet. Our only requirement is that chosen paths do not share points of congestion, which can be detected at the end-hosts using schemes such as [17] . Also, we focus on packet loss characteristics rather than bandwidth and delay.
This paper extends the work presented in [9] where we illustrate the potential benefits of using multipath streaming to improve the quality of the delivered CM as compared to single path streaming. This is done by illustrating lower loss burst lengths and lower correlations in consecutive packet losses. In particular, the loss characteristics on a network path are characterized by the Gilbert model (refer to Section 2)-here loss rates experienced at the receiver are independent of the sending rate on a path. We later [1] study the load distribution problem in multi-path streaming and show that both the packet loss rate and the loss correlations are important when choosing an optimization objective. However, these works are performed under the assumption that the application's sending rate does not affect the loss rate on a path. In contrast, in this work, we illustrate the utility of considering an application's sending rate and the resulting effects on the loss characteristics of the streaming application. Specifically, we consider a more general loss model than in [9] which takes into consideration effects of the data streaming rate on the loss characteristics of a path. We refer to this model as the functional Gilbert model (FGM); we refer to the original Gilbert model used in [9] as a conventional Gilbert model, which is a special case of the FGM. The motivation for considering the FGM is that it is potentially a more realistic representation of a network path's loss characteristics (as motivated further in Section 2).
In this paper, we use the FGM to address the following main questions: (a) what is an optimal splitting of traffic among the multiple paths, and (b) what resulting benefits can be expected. We also consider what gains can be expected when we employ erasure codes to further improve QoS. In considering these questions, throughout the paper (as in [9] ) we use the following performance metrics: mean loss rate, lag-1 autocorrelation of consecutive losses, and burst length distribution of lost packets. (The importance of the latter two metrics in the resulting visual quality of CM is, e.g., described in [10].) We show that the conventional Gilbert model may not be sufficient to represent the loss characteristics of long duration streaming applications. We also present a methodology for optimizing load distribution (i.e., traffic splitting) among paths in the context of multi-path streaming. Our results illustrate the benefits of multi-path streaming over single-path streaming, under optimal splitting of traffic among the multiple paths.
Background and introduction of the functional Gilbert model
Previous works, e.g., [5] , use a stationary continuous time Gilbert model (GM) to characterize potential correlations between consecutive packet losses on a network path. For a GM, the packet loss process along path k is described by a two state continuous time Markov chain {X k (t)} where X k (t) ∈ {0, 1}. If a packet is transmitted at time t when the state of path k is X k (t) = 0, then the transmitted packet is received correctly by the receiver; the transmitted packet is considered lost if X k (t) = 1. Let µ 0 (k) be the transition rate from state 0 to 1 and µ 1 (k) be the transition rate from state 1 to 0. The stationary distribution of this GM is
i,j (τ) be the probability that path k is in state j at time t + τ, given that it was in state i at time t, i.e., p
i,j (τ) can be computed for all τ > 0 from previous work (refer, e.g., to [9] ).
Using a GM to characterize the loss process of a path, [9] studies and compares the performance of streaming pre-stored CM data under single path and multi-path settings. In particular, the performance metrics considered are as follows. Firstly, loss rate, P n , is the fraction of lost packets as seen by the receiver when one uses n ≥ 1 paths for CM streaming. Secondly, lag-1 autocorrelation function, R[X t X t+δ ], measures the degree of dependency of consecutive packet losses as seen by the receiver, where X t is a random variable indicating whether the packet sent at time t is lost or received properly (depending on the state of the GM) and 1/δ is the bandwidth requirement (in units of packets/second) of the streaming application. 3 Thirdly, burst length of lost packets is the probability mass function of consecutively lost packets as seen by the receiver. Note that if the lost packets burst length is large, it can (a) significantly affect the viewing quality of the CM object and (b) reduce the effectiveness of an error correction scheme, if some form of an erasure code is deployed. Moreover, [9] illustrates that improvements in these metrics can be obtained by employing a multi-path streaming technique. However, these results were shown under the Gilbert model defined above and referred to as a "conventional Gilbert model" in the remainder of the paper. One major limitation of using a conventional Gilbert model is that the loss process of a path is independent of the bandwidth requirements of the streaming application.
To illustrate the potential dependence of the loss rate on an application's bandwidth requirements, we carried out the following Internet experiment. We transmitted 1400 byte UDP packets from Hong Kong to the West Coast of the USA, using a number of rates from 120 pkts/s (around 1.34 Mbps) to 1200 pkts/s (around 12.8 Mbps), with a step size of 120 pkts/s interval. For each sending rate, the streaming experiment is carried out for 6 min, while measuring the corresponding achieved loss rate at the receiver. The experiment is carried out during daytime in Hong Kong, which corresponds to nighttime on the West Coast of the USA. Fig. 1 illustrates the achieved loss rate for each experimental setting, which is the fraction of lost packets as measured at the receiver. 4 Fig. 1 supports our hypothesis that the conventional Gilbert model may not be sufficient for characterizing the loss process of a path. Since this evidence suggests that an application's sending rate can significantly affect the achieved loss rate, we propose to use a functional Gilbert model (FGM) as a general approach to characterizing the bursty loss nature of a path as well as its dependency on an application's bandwidth requirements. Let λ denote an application's average sending rate, in units of packets/second. For a stationary continuous time FGM, the packet loss process along path k is described by a two state continuous time Markov chain {X k (t)} where X k (t) ∈ {0, 1}. Fig. 2 depicts the state transition diagram of this model. Similarly to the conventional Gilbert model's definition, if a packet is transmitted at time t when the state of path k is X k (t) = 0, then no packet loss occurs; the transmitted packet is considered lost if X k (t) = 1. The transition rate 5 from state 0 to 1 takes a functional form of F k (λ). The transition rate from state 1 to 0 also takes a functional form of B k (λ). In this paper, we assume that F k (λ) and B k (λ) are continuous and furthermore that F k (λ) is a non-decreasing function of λ and B k (λ) is a non-increasing function of λ. We note that intuitively these assumptions make sense, and hence, in practice, they should not be restrictive. When multiple paths have the same functions in the FGMs (i.e.,
where M is the number of paths in the system), we say that they are homogeneous paths; otherwise they are heterogeneous paths. When one uses an FGM to characterize the loss process of a path, we have the following result. Proof. Let P M be the achieved loss rate for the multi-path streaming approach, with all paths being homogeneous, i.e.,
Since paths are homogeneous, the achieved loss rate under single path streaming is P 1 = F(λ)/(F(λ) + B(λ)). Let path k * be the path that has the largest loss rate, that is,
Remark. This theorem implies that under the homogeneous path assumption, any valid traffic splitting in a multi-path streaming approach will do no worse than single path streaming in terms of the packet loss rate metric. An interesting question to ask is what is the right metric to optimize in determining the traffic split among the M paths. We consider this and the resulting performance effects below.
Optimal traffic splitting
In this section, we present a framework for determining appropriate traffic splitting between the multiple paths used for CM streaming. We use the achieved loss rate and lag-1 autocorrelation (as described in Section 2) as our objective functions. Although, we consider a single performance metric at a time in this optimization process, 6 in Section 4 we illustrate the effects of this optimization process on the other performance metrics.
Optimization based on achieved loss rate
We first consider the minimization of the loss rate, P M , achieved at the receiver as our objective. For path j, let F j (b) denote the functional transition rate from state 0 to 1 when the streaming traffic on path j is b pkts/s. Similarly, B j (b) denotes the functional transition rate from state 1 to 0 when the streaming traffic on path j is b pkts/s. Let us first consider a simple case wherein there are two paths available for CM streaming. We define F j (α j λ) = F j (α j λ)/(F j (α j λ) + B j (α j λ)), for j = 1, 2 and express the achieved loss rate as . As paths are homogeneous, the achieved loss rate is P 2 
, which is the achieved loss rate corresponding to α even . Thus, we have P 2 (α ) ≥ P 2 (α even ). This implies that in a 2-paths homogeneous streaming system where F (α j λ) is a convex non-decreasing function, the traffic splitting vector α = [ 1 2 , 1 2 ] is optimal, i.e., it achieves the lowest loss rate.
To illustrate the performance gains due to multi-path streaming, we consider a family of functional transition rates. In particular, we consider the FGM for path j, for j = 1, . . . , M, to have the form of
where β j , κ j , χ j ≥ 0, and θ j , S j , ϕ j > 0. 7 In other words, F j is a non-decreasing function while B j is an non-increasing function of the traffic bandwidth b. These forms can represent a large family of Gilbert models. For example, for a conventional Gilbert model, a constant transition rate from state 0 to 1 can be represented by setting S j > 0, β j = 0, and θ j = 0, and a constant transition rate from state 1 to 0 can be represented by setting κ j = 0 and ϕ j > 0. A linearly increasing function of F j (b) can be represented by setting β j > 0 and θ j = 1. A function B j (b) which decreases as an inverse of the packet rate can be represented by setting κ j > 0 and χ j = 1.
Consider now an application with an average bandwidth requirement of 120 pkts/s (e.g., a representative 1.28 Mbps MPEG 1 video stream with 1400 byte packets). We first consider a system with homogeneous paths having the following simple functions for the FGM: F(b) = 0.2333 × b and B(b) = 24750/b, as an illustration. One motivation for choosing simple forms for illustration is that they will be easier to extract from measurements in a real system. Fig. 3 depicts the loss rates for a system under two homogeneous paths as a function of α 1 (the corresponding α 2 is 1 − α 1 ). Fig. 4 illustrates the contour map of loss rates for three homogeneous paths (with the same parameters as the 2-paths system) at various values of α. Under this homogeneous paths example, the loss rate using single path streaming is 11.953%. Under the 2-paths streaming approach, the achieved loss rate is reduced to 3.283%, with α * = [0.5, 0.5], and the corresponding lag-1 autocorrelation is 0. The 3-paths system reduces the loss rate further to 1.486%, with α * = [1/3, 1/3, 1/3]. Now let us consider an example with the same bandwidth requirement of 120 pkts/s but under a heterogeneous paths setting. We first consider a system with two heterogeneous paths wherein in between paths 1 and 2). Under the best single path streaming approach (i.e., path 2 in this case), one can achieve a loss rate of 3.259%. Using 2-paths streaming, we reduce the loss rate to 1.814%, with α * = [0.260, 0.740], and the corresponding lag-1 autocorrelation is 0.012. We reduce the loss rate further via 3-paths streaming to 0.976%, with α * = [0.190, 0.541, 0.269]. This example illustrates that the traffic splitting flexibility of the multi-path approach provides us an opportunity to reduce the mean loss rate of a streaming application to a point which would not be possible with a single best-path type approach. Note that the additional path which was not present in the 2-paths example is not the best of the three, yet it allows us to reduce the loss rate further. The above given examples illustrate the benefits of multi-path streaming when optimizing the achieved loss rate. We explore this in more detail in Section 4.
Optimization based on lag-1 autocorrelation
As explained in Section 2, metrics other than the loss rate can have a significant effect on the viewing quality of CM, e.g., the lag-1 autocorrelation. Hence, we now consider the problem of finding an appropriate traffic splitting when one wants to optimize the achieved lag-1 autocorrelation function, R M , rather than the loss rate, P M . As stated earlier, the lag-1 autocorrelation function, R[X t X t+δ ], measures the degree of dependency of consecutive packet losses as seen by the receiver, where X t is a random variable indicating whether the packet sent at time t is lost or received properly (depending on the state of the FGM). It can be derived as
where Pr[burst] is the probability of there being an error burst of any length. 8 For instance, assuming equally spaced inter-arrival times on a path, we have the following for M = 2:
where δ k denotes the time interval between two consecutively transmitted packets on path k (i.e., δ k =
Note that π 0 (k), π 1 (k) and p
(k)
i,j are obtained from the FGM. (A detailed derivation is given in [7] ; we omit it here due to lack of space.)
We now define an optimal traffic split as a split which minimizes the absolute value of the lag-1 autocorrelation function. The intuition here is that we aim to reduce correlations between packet losses, as explained in Section 2. Therefore, to find an optimal traffic split, α * = [α *
, we equate the numerator in Eq. (3) to 0. This equation can be solved using standard numerical methods for finding roots. If more than one solution for α 1 satisfies this equation, then we can use a secondary objective. For instance, we can check the corresponding loss rates and choose the one with the lowest loss rate. Note that, when the two paths are homogeneous (i.e., F 1 ( ) = F 2 ( ) in this case), then equal splitting of traffic along these two paths (i.e, α 1 = α 2 = 1/2) is a critical point in this optimization problem. This claim can be easily verified as follows: which equals to 0 when π 1 (1) = π 1 (2), i.e., when F 1 (α 1 λ) = F 2 (α 2 λ). As paths are homogeneous, this equation is satisfied when α 1 = α 2 = 1/2. To illustrate the optimization based on lag-1 autocorrelation, we again consider paths characterized by the FGM with functional forms given in Eq. 1 and an application with a bandwidth requirement of 120 pkts/s. We first consider a system with homogeneous paths having the following simple functions for the FGM: F(b) = 0.2333 × b and B(b) = 24750/b, as an illustration. Fig. 7 depicts the corresponding lag-1 autocorrelation as a function of α 1 (the corresponding α 2 is 1 − α 1 ). In this example, the optimized lag-1 autocorrelation is 0, with α * = [0.5, 0.5] and a corresponding loss rate of 3.283%. Now let us consider an example with the same bandwidth requirement of 120 pkts/s but under a heterogeneous paths setting. Specifically, we consider a system with two heterogeneous paths wherein Fig. 8 illustrates the lag-1 autocorrelation as a function of α 1 (with α 2 = 1 − α 1 ). In this example, we can determine two α 1 's (one being smaller than 0.5 and the other being larger than 0.5) which both achieve lag-1 autocorrelation of zero. By comparing the corresponding loss rates, we choose α * = [0.347, 0.653], corresponding to the loss rate of 2.035%. (The second optimal lag-1 autocorrelation point corresponds to α * = [0.690, 0.310] and a loss rate of 8.06%.) We further explore the potential of optimizing traffic splitting based on lag-1 autocorrelation in Section 4. Remark. One can, of course, consider other performance metrics as optimization objectives, e.g., the mean error burst length. One could also consider combinations of metrics, e.g., mean loss rate × mean burst length which tries to encompass the importance of loss rate and correlations. Due to space limitations, further discussion of these objective functions and their derivation [7] are omitted. These are also explored in [1] but in the context of the conventional GM. We do note that, when erasure codes are added, one might want to minimize the conditional mean information lost rate (MILR), which is the loss rate of the media data after the lost packet reconstruction process. However, an analytical derivation of this metric is complex. In Section 4, we obtain an optimum MILR from simulations and compare it with results based on other optimization objectives. 
Simulation experiments
In this section, we consider two types of experiments: type A, where servers send only data packets to the receiver, and type B, where an erasure code is used to reconstruct lost packets as much as possible. For all experiments, each data packet has a size of 1400 bytes with a packet group size of k = 1000. For each path, packet losses are emulated according to the FGM. The results presented below are obtained through simulation using CSIM [12] with optimal load distributions (α * ) obtained using the analytical formulations presented in Section 3. 9 Each simulation is analogous to a 24 h CM stream.
Type A experiments: streaming without an erasure code
We consider a system with two heterogeneous paths wherein Tables 1 and 2 illustrate various performance metrics, such as the optimal splitting vector α * , the achieved loss rate, the achieved lag-1 autocorrelation as well as the system's performance when we stream the data using the best single path and a round-robin approach (i.e., evenly spreading the workload without performing optimization).
We also consider improvements in the various performance measures when a third path is added, wherein F 3 (b) = 0.2333 × b and B 3 (b) = 24750/b. Note that this additional path does not posses the best packet loss characteristics; therefore, it simply provides greater path diversity for the data transmission process. Table 3 illustrates the corresponding performance metrics 10 and Figs. 9 and 10 illustrate the corresponding conditional lost packet burst length probability mass functions, conditioned on there being 9 α * only gives the relative traffic loading ratios among the M paths; in a real system, α * still needs to be mapped to a packet sending pattern. Due to lack of space, we omit the specifics of this "quantization" process as described in [7] . 10 Corresponding best path results are given in Tables 1 and 2 . 11 for application sending rates of 120 and 360 pkts/s, respectively. 12 This is illustrated for 2-and 3-paths streaming and under different traffic splitting methods, e.g., "Loss 2p" refers to using 2-paths with load distribution computed using the loss rate based optimization method, "RR 3p" refers to using 3-paths with the round-robin approach, "Best SP" refers to using the best single path, etc.
In both experiments we observe that loss rate-based optimization can significantly reduce the packet loss rate, but it has a higher lag-1 autocorrelation than the lag-1 autocorrelation-based optimization method. Also, the lost packet burst length probability mass function under the lag-1 autocorrelationbased optimization method as well as under the round-robin approach is more skewed toward single packet losses-this should improve the visual quality of CM. When we move from a 2-paths system to a 3-paths system, in most cases, we observe that there is an improvement in terms of loss rate, lag-1 autocorrelation, and lost packet burst length probability mass function, when one uses the loss ratebased optimization method. Overall, we observe that both optimization methods result in better system performance (under several metrics) than best-path streaming or the round-robin approach.
Type B experiments: streaming with an erasure code
We consider the effects of an erasure code on the various performance measures. Since numerous erasure coding schemes exist we first give a brief explanation of the erasure code used here. We divide a Fig. 9 . Lost packet burst length probability mass functions (120 pkts/s).
video file into groups of data packets such that each group consists of k data packets. Given each group of k data packets, we generate n > k packets. We refer to these n packets as an erasure code (EC) group. The encoding scheme is such that, if the number of lost packets within an EC group is less than or equal to (n − k), then we can reconstruct the original k data packets within that EC group. In the following experiment, we consider an EC with parameters k = 64 and n = 72, i.e., the bandwidth requirements of the streaming application are increased by 12.5%. Note that this overhead is the same for single path and multi-path streaming. Optimal load distributions are obtained using the analysis in Section 3 but with an increased packet sending rate (due to the overhead).
Similarly to type A experiments, we first consider two heterogeneous paths wherein mance metrics, such as the optimal splitting vector α * , the achieved information loss rate, the achieved lag-1 autocorrelation, as well as the system's performance when we stream the data under the best single path or using the round-robin approach. Information loss refers to packet loss after the reconstruction process.
Again, we consider the improvements in various performance measures when we employ an erasure code and an additional path wherein Table 6 illustrates the relevant performance metrics, 13 and Figs. 11 and 12 illustrate the corresponding conditional lost packet burst length probability mass function, conditioned on there being a loss, for application sending rates of 120 and 360 pkts/s, respectively.
14 This is illustrated for 2-and 3-paths streaming and under different traffic splitting methods, e.g., "Loss 2p" refers to using 2-paths with load distribution computed using the loss rate based optimization method, "RR 3p" refers to using 3-paths with the round-robin approach, etc.
From above experiments, we observe that when one adopts an erasure code, in most cases, it can reduce the information loss rate but not the lag-1 autocorrelation. However, when the packet sending rate is high, employing an erasure code may have an adverse effect of increasing the loss rate (i.e., degrading the loss characteristics of paths, e.g., 2-paths streaming with 360 pkts/s and traffic splitting optimized based on loss rate). When an additional path is available, the workload (including the overhead) can be spread among more paths; this results in better information loss rate. We can also observe that our optimization methods result in significantly better system performance (under several metrics) than best path streaming or the round-robin approach. Moreover, we observe that optimization based on the loss rate may produce a lower information loss rate than the other optimization methods.
As mentioned in Section 3, one might want to minimize the mean information lost rate (MILR), which is the loss rate of the media data after the lost packet reconstruction process. Here we obtain an optimal load distribution based on the MILR metric by an essentially brute force search on the simulation results as an analytical derivation of this metric is quite complex. We do this only to illustrate the utility of the loss rate based optimization; we, of course, do not suggest the use of this brute force technique in real systems. For simplicity of presentation, we consider a 2-paths system. Path 1 corresponds to F 1 (b) = 0.2333 × b and functions as the third path we used in the above 3-paths system. It has loss characteristics in-between the best path and the worst path. Figs. 13 and 14 show an optimal MILR-based load on path 1 when we vary the quality of path 2 for application sending rates of 120 and 360 pkts/s, respectively. The results of optimal load on path 1 when one optimizes the loss rate are also shown; they indicate that optimization based on loss rate produces a load distribution close to an MILR-based optimum. This suggests that (under erasure code use), packet loss rate based optimization (with an appropriately adjusted sending rate) is a reasonable approximation to minimizing MILR.
Prototype experiments
We implemented a multi-path streaming prototype [2] , used here to study the performance metrics given in Section 2 as well as the resulting visual quality. Although the packet losses are still emulated using the FGM, the MPEG streams and their processing are real; hence we are able to illustrate the resulting visual quality in addition to the performance metrics. We stream a 150 s MPEG1 file requiring a 174.5 Kbps playback rate (≈170 pkts/s with a packet size of 1024 bytes); with k = 64 and n = 72, the packet sending rate is increased to ≈192 pkts/s. Two heterogeneous paths are used, with packet losses occurring according to their respective FGMs. FGM parameters for path 1 (with better loss characteristics), are: single path with worse loss characteristics (using path 2), (Case 3) dual path using even traffic splitting, and (Case 4) dual path using optimal traffic splitting vector α * . Packet loss statistics are measured at the receiver throughout the streaming process. Video frames are transcoded to JPEG files to allow visual quality inspection. Table 7 gives the corresponding average statistics measured. Each column in Fig. 15 depicts a sequence of frames extracted from a particular test case; frames in the same row originate from the same original video frame prior to transmission. From these results, we make the following observations:
(1) Information loss rate significantly affects visual quality: When we relate the information loss rate in Table 7 with the frame sequences' quality indication in Fig. 15 , we find that higher information loss rate corresponds to poorer video quality. When the information loss rate is extremely high, for example 35.642% in Case 2, all the frames in the video sequence are damaged. When the loss rate is improved to 1.688% as in Case 1, some damaged frames can be found in some video segments. If some important data is lost (e.g., an I frame in the MPEG1 standard), scene mixing may also occur, as shown in the captured video output of Case 1. When the information loss rate is further improved to 1% in Case 3, video distortion happens less frequently and most of the distortion is in the form of "blocking effects". When the loss rate is very low, e.g. 0.09% in Case 4, distortion is very rare and mostly unnoticeable to the human eye. (2) Introducing EC may cause adverse effects: Improper adding of EC may not improve the resulting information loss rate, e.g., in Case 2, the loss rate before the EC operation is less than the information loss rate. Adding an EC increases the loading along a congested path which may degrade the resulting loss characteristics. (3) Use of EC is more effective under multi-path streaming: By reducing the lag-1 auto-correlation and shortening the error burst length, the multi-path technique enhances the error correction capability of an EC. For example, the loss rate before an EC for Case 1 (single best path) is 6.569% and the loss rate before an EC for for Case 3 (dual path with even split) is 6.955%. Using the best single path in Case 1 can give a lower loss rate before the EC process. However, after the error correction process, information loss rate is 1.688% for Case 1 and 1% for Case 3, i.e., the reconstruction process recovers more packet losses in the dual path case as compared to the single path case. The visual quality, which is strongly related to the information loss rate, is also better in Case 3 than in Case 1. It shows that simply using the best single path for video streaming may not be a good approach. (4) A path with worse loss characteristics can be used to improve the overall performance: Although path 2 is a worse path than path 1, it can still be used to share a fraction of the workload to improve the overall quality of the received video, i.e., the two multi-path test cases give better performance than the two single path test cases. (5) Using an optimal traffic splitting vector can result in better performance: The lowest loss rate achieved in Case 4 indicates that simply splitting the traffic evenly between paths may not result in the best use of multiple paths.
Conclusions
We considered the problem of providing QoS in streaming pre-stored CM using an application-layer multi-path streaming approach. An advantage of this approach, as compared to approaches that require support of lower layers and resource reservation schemes, is that the complexity of QoS provision can be pushed to the network edge. Hence, we can improve the scalability and deployability of a streaming application and at the same time provide a certain QoS level. Our past work evaluated the potential benefits of multi-path streaming using a conventional Gilbert model. Evidence presented here indicates that this model may not be sufficient, and hence we proposed a functional Gilbert model (FGM) which is more expressive in capturing the dependency between an application's sending rate and the loss characteristics of a path. We showed that under the FGM and with homogeneous paths, any valid traffic splitting has a packet loss rate no worse than a single path streaming approach. We then focused on optimal traffic splitting approaches. We presented results based on two optimization objectives, with and without the use of erasure codes. Moreover, no matter whether an erasure code is added or not, we observed that both optimization methods result in significantly better system performance (under several metrics) than single best path streaming or the simple round-robin approach. Finally, we have also implemented a prototype multi-path streaming system which we used to illustrate the significant merits of the the multi-path streaming approach in improving the visual quality of CM delivery.
