Abstract. Let (X, µ) and (Y, ν) be standard measure spaces. A function ϕ ∈ L ∞ (X × Y, µ × ν) is called a (measurable) Schur multiplier if the map Sϕ, defined on the space of Hilbert-Schmidt operators from L2(X, µ) to L2(Y, ν) by multiplying their integral kernels by ϕ, is bounded in the operator norm.
Introduction
Let (X, µ) and (Y, ν) be standard measure spaces, H 1 = L 2 (X, µ), H 2 = L 2 (Y, ν), and let B(H 1 , H 2 ) be the space of all bounded linear operators from H 1 into H 2 . There is a method, due mainly to Birman and Solomyak [2, 3, 4, 5] , to associate to certain bounded measurable functions ϕ on X ×Y , linear transformations S ϕ on B(H 1 , H 2 ); these transformations are called Schur multipliers or, in the more general setting of spectral measures in the place of µ and ν, double operator integrals. Namely, one first defines the map S ϕ on the space of all Hilbert-Schmidt operators by multiplying their integral kernels by ϕ; if S ϕ is bounded in the operator norm, one extends it to the space K(H 1 , H 2 ) of all compact operators by continuity. The map S ϕ is defined on B(H 1 , H 2 ) by taking the second dual of the constructed map on K(H 1 , H 2 ).
The function ϕ is thus called a Schur multiplier if the multiplication map S ϕ , initially defined on the space of Hilbert-Schmidt operators, is bounded in the operator norm. Equivalently, ϕ is a Schur multiplier if ϕ(x, y)k(x, y) is the integral kernel of a nuclear operator provided k(x, y) is such. The set of all Schur multipliers will be denoted by S(X, Y ). Many years ago, Professor Solomyak informed the first author that at the early stages of the development of the theory of double operator integrals, there existed an idea to define S ϕ for a more general class of functions ϕ (perhaps for all measurable ones) as the closure of a densely defined linear operator in the operator norm, or in the weak operator, topology. However, this approach was not pursued because no information on the closability of the multiplication maps S ϕ was obtained at that time.
The aim of this paper is to study the classes of functions ϕ for which S ϕ is closable in the norm topology, or in the weak* topology, of B(H 1 , H 2 ). By weak* topology we mean the topology σ(B(H 1 , H 2 ), C 1 (H 2 , H 1 )) induced on B(H 1 , H 2 ) by its duality with the space C 1 (H 2 , H 1 ) of nuclear operators from H 2 into H 1 . We denote these classes of functions by S cl (X, Y ) and S w * (X, Y ), respectively.
We obtain a satisfactory characterisation of the class S w * (X, Y ). In order to describe it, let us denote by S loc (X, Y ) the class of functions ϕ with the following property: for each ε > 0 there exist subsets X ε ⊆ X and Y ε ⊆ Y of measure not exceeding ε, such that the restriction of ϕ to (X \X ε )×(Y \Y ε ) is a Schur multiplier. We prove in Theorem 3.6 that the elements of S loc (X, Y ) (which we call local Schur multipliers) can be characterised in terms similar to those of Peller's characterisation of Schur multipliers [26] . Namely, they are precisely the functions of the form (a(x), b(y)), where a(·) (resp. b(·)) is a measurable function from X (resp. Y ) into a separable Hilbert space. Then we show in Theorem 4.4 that the w*-closable multipliers (that is, the elements of S w * (X, Y )) are precisely the functions of the form t(x, y)/s(x, y) where t and s are local Schur multipliers and s(x, y) = 0 for marginally almost all (x, y). In particular, S w * (X, Y ) is an algebra of (equivalent classes of) functions.
For any measurable function ϕ on X × Y , there exists a maximal (in a sense that we make precise in Section 4) countable family of rectangles on each of which ϕ is w*-closable; the complement of their union is denoted by κ w * ϕ . The "size" of κ w * ϕ can be considered as a measure of the extent to which ϕ fails to be a w*-closable multiplier.
The information we obtain about S cl (X, Y ) is less precise. Roughly speaking, we show that, in order to verify whether ϕ belongs to S cl (X, Y ), one needs to check whether the set κ w * ϕ supports a non-zero compact operator. More precisely: if κ w * ϕ does not support a non-zero compact operator then ϕ ∈ S cl (X, Y ) while if there exists a non-zero compact operator in the smallest masa-bimodule with support κ w * ϕ then ϕ / ∈ S cl (X, Y ). The difference between the smallest masa-bimodule with support κ w * ϕ and the largest one (the set of all operators supported on κ w * ϕ ) is subtle; it is the subject of the theory of operator synthesis [1, 27] , an operator analogue of the theory of spectral synthesis [15, 20] . We prove that S cl (X, Y ) is an algebra and present various examples of multipliers which are not norm-closable and of norm-closable multipliers which are not w*-closable.
The product of two measure spaces possesses natural "pseudo-topological structures", namely the ω-topology and the τ -topology, which are related to the problem of closability of multipliers. A set is called τ -open (resp. ω-open) if it is a countable union of measurable rectangles and a null set (resp. a set contained in (X 0 ×Y )∪(X ×Y 0 ), where X 0 and Y 0 are null sets). Denoting by C τ (X × Y ) (resp. C ω (X × Y )) the space of all τ -continuous (resp. ω-continuous) complex valued functions on X × Y , we prove that
(if one identifies functions equivalent with respect to the product measure). Both inclusions are shown to be strict.
We present examples which show that in the chain
the first and the third inclusions are strict. The question of whether the second inclusion is strict is left open. The paper is organised as follows. In Section 2 we state some basic definitions and results about subsets of, and functions on, product measure spaces, bimodules over maximal abelian selfadjoint algebras, Schur multipliers and closable operators. In Section 3 we examine local Schur multipliers, while Sections 4 and 5 are devoted to the study of w*-closable and norm-closable multipliers, respectively.
In Sections 6 and 7 we study multipliers of special types. Given a complex function f defined on a subinterval of the real line, one may consider its divided difference, in other words, the functionf on two variables given byf (x, y) = (f (x) − f (y))/(x − y). The corresponding class of multipliers plays an important role in Perturbation Theory and Spectral Theory (see, for example, [26] and the references therein). We show that such multipliers are always norm-closable; in Theorem 6.3 and Corollary 6.4 we formulate necessary and sufficient conditions forf to be a local Schur multiplier.
Toeplitz multipliers are (Schur, local, norm-closable or w*-closable) multipliers ϕ of the form ϕ(x, y) = f (x − y), where f is a complex function defined on a locally compact abelian group G (equipped with Haar measure µ). Theorem 7.8 asserts that a function f (x − y) is a w*-closable multiplier if and only if it is a local Schur multiplier, and that this occurs precisely when f is equivalent to a function which belongs locally to the Fourier algebra of G. The closability of Toeplitz multipliers is shown to be related to some questions about sets of multiplicity in harmonic analysis. We describe also those functions of the form f (x − y) which are ((µ × µ)-equivalent to) ω-continuous or τ -continuous functions. En route, we obtain an example of a continuous (hence ω-continuous) function on G × G which is not a norm-closable multiplier.
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Preliminary results

2.1.
Pseudo-topologies on the product of measure spaces. In what follows, we write B(Z) = B(Z, γ) for the algebra, with respect to the pointwise product, of all measurable complex valued functions defined on a measure space (Z, γ). Let (X, µ) and (Y, ν) be standard σ-finite measure spaces, which will be fixed throughout the paper. We will often write B(X × Y ) in the place of B(X × Y, µ × ν).
A subset of X × Y is said to be a measurable rectangle (or simply a rectangle) if it is of the form α × β, where α ⊆ X and β ⊆ Y are measurable
, where µ(X 0 ) = ν(Y 0 ) = 0. We call two subsets E, F ⊆ X × Y marginally equivalent (and write E ≃ F ) if the symmetric difference of E and F is marginally null. We say that E marginally contains F (or F is marginally contained in E) if F \ E is marginally null; E and F are said to be marginally disjoint if E ∩ F is marginally null.
A subset E of X × Y is called ω-open if it is marginally equivalent to the union of a countable set of rectangles. The complements of ω-open sets are called ω-closed. It is clear that the class of all ω-open (resp. ω-closed) sets is closed under countable unions (resp. intersections) and finite intersections (resp. unions); in other words, the ω-open sets form a pseudo-topology.
The following lemma shows that in some cases one can form a certain kind of a union of a given, possibly uncountable, family of ω-open subsets.
Lemma 2.1. Let E be a family of ω-open subsets of X × Y . Let E σ be the set of all countable unions of elements of E. Then there exists a (unique up to marginal equivalence) set E ∈ E σ which marginally contains every set in E.
Proof. First assume that the measures µ and ν are finite. On the set Π of all measurable rectangles we introduce a metric ρ, setting, for
. Then Π is a separable metric space whence the set F of all rectangles that are contained in elements of E is also separable. Let {R n : n ≥ 1} be a dense sequence in F and E = ∪ ∞ n=1 R n . Then it is clear that E marginally contains all R ∈ F and therefore all E ∈ E.
In the general case, let
E ∈ E}, let E n,m be the ω-union of E n,m , and set E = ∪ ∞ n,m=1 E n,m . The uniqueness is obvious.
The set whose existence is guaranteed by Lemma 2.1 will be called the ω-union of E.
We will say that two functions ϕ, ψ ∈ B(X × Y ) are equivalent, and write ϕ ∼ ψ, if the set D = {(x, y) ∈ X ×Y : ϕ(x, y) = ψ(x, y)} is null with respect to the product measure. If D is marginally null then we say that ϕ and ψ coincide marginally everywhere, or that they are marginally equivalent, and write ϕ ≃ ψ. By L ∞ (X ×Y ) we denote as usual the subalgebra of B(X ×Y ) of all (equivalence classes of) essentially bounded functions.
Let [10, Corollary 3.2] one can see that the set C ω (E) of all ω-continuous functions on E is a subalgebra of B(E). For an arbitrary set M ⊆ C ω (X ×Y ) ⊆ B(X ×Y ), we let its null set null(M) be the complement of the ω-union of the family E = {h −1 (C \ {0}) : h ∈ M}.
We will need the following simple result from [21] (see the remark after [21, Proposition 8.1]).
Thus if two ω-continuous functions are equivalent then they are marginally equivalent, and if a function is equivalent to an ω-continuous function then the latter is defined uniquely up to marginal equivalence.
We will also need another pseudo-topology on X × Y . Two subsets E 1 , E 2 of X × Y will be called µ × ν-equivalent if their symmetric difference is a µ × ν-null set. We will say that a subset E ⊆ X × Y is τ -open if it is µ × ν-equivalent to a countable union of rectangles. It is clear that the pseudo-topology τ is stronger than ω.
2.2.
Bimodules. If H 1 and H 2 are Hilbert spaces, we denote by B(H 1 , H 2 ) the space of all bounded linear operators from H 1 into H 2 , and by K(H 1 , H 2 ) (resp. C 1 (H 1 , H 2 ), C 2 (H 1 , H 2 )) the space of compact (resp. nuclear, Hilbert-Schmidt) operators in B(H 1 , H 2 ). Let T op denote the operator norm of T ∈ B(H 1 , H 2 ). As usual, we write B(H) = B(H, H). The space C 1 (H 2 , H 1 ) (resp. B(H 1 , H 2 )) can be naturally identified with the Banach space dual of K(H 1 , H 2 ) (resp. C 1 (H 2 , H 1 )), the duality being given by the map (T, S) → T, S def = tr(T S). Here tr A denotes the trace of a nuclear operator A. For a subset W ⊆ C 1 (H 2 , H 1 ), let W ⊥ = {T ∈ B(H 1 , H 2 ) : T, S = 0, for each S ∈ W}.
For the rest of the paper we let
In a similar fashion, C 1 (H 2 , H 1 ) will be identified with the space Γ(X, Y ) of all functions F : X × Y → C which admit a representation
where
Equivalently, Γ(X, Y ) can be defined as the projective tensor product L 2 (X, µ)⊗L 2 (Y, ν). It was shown in [10, Theorem 6.5 ] that Γ(X, Y ) consists of ω-continuous functions. For brevity, we often identify a function h ∈ Γ(X, Y ) with the corresponding integral operator I h ∈ C 1 (H 2 , H 1 ). It will be convenient to write Γ(X × Y ) in the place of Γ(X, Y ) (this allows for example to write Γ(κ), where κ is a rectangle).
If f ∈ L ∞ (X, µ), let M f ∈ B(H 1 ) denote the operator of multiplication by f . We will often identify the collection {M f : f ∈ L ∞ (X, µ)} of all such operators with the function space L ∞ (X, µ). If α ⊆ X is measurable, we write P (α) = M χα for the multiplication by the characteristic function of the set α. Similar definitions and identifications are made for
We say that an ω-closed subset κ ⊆ X × Y supports an operator T ∈ B(H 1 , H 2 ) (or that T is supported on κ) if P (β)T P (α) = 0 whenever α × β is marginally disjoint from κ. For any subset M ⊆ B(H 1 , H 2 ), there exists a smallest (up to marginal equivalence) ω-closed set supp M which supports every operator T ∈ M [10] . By [27] , for any ω-closed set κ there exists a smallest (resp. largest) w*-closed bimodule M min (κ) (resp. M max (κ)) with support κ in the sense that if M ⊆ B(H 1 , H 2 ) is a w*-closed bimodule with
. In particular, W is norm dense in C 1 (H 2 , H 1 ) if and only if there exists a sequence {h n } ∞ n=1 ⊆ Γ(X, Y ) such that I hn ∈ W for every n ∈ N and the set ∩ ∞ n=1 h −1 n (0) is marginally null. Proof. We start by showing the second statement. Since the Hilbert spaces H 1 and H 2 are separable, the space C 1 (H 2 , H 1 ) is separable and hence there exists a sequence {K n } ∞ n=1 dense in W. Suppose that K n = I hn , where h n ∈ Γ(X, Y ) and let E = ∩ n h −1 n (0). If E is not marginally null then, by [27, Corollary 4.1], M min (E) contains a non-zero operator T . By [27, Theorem 4.4] , T, K n = 0 for all n ∈ N, and hence W is not dense.
Conversely, suppose that W is not dense, let h n ∈ Γ, n ∈ N, be such that
is a non-zero w*-closed bimodule. By [27] , the support F of M is not marginally null, and if an operator I h belongs to its preannihilator then h vanishes marginally almost everywhere on F . It follows that F is marginally contained in E and hence E is not marginally null. Now we prove the general statement. It was shown in [27] (see the proof of [27, Theorem 2.1]) that null(W) = supp(W ⊥ ) where W is the norm closure of W in C 1 (H 2 , H 1 ). Hence, up to marginally null sets, supp(W ⊥ ) ⊆ null(W) ⊆ ∩ ∞ n=1 f −1 n (0) and it suffices to show that
. Let κ be a rectangle disjoint from supp(W ⊥ ). By the definition of support, the restriction to κ of the functions corresponding to operators in W form a set dense in Γ(κ). By the first part of the proof, the intersection of the null sets of the restrictions of f n , n ∈ N, to κ is marginally null. Hence κ is marginally disjoint from ∩ ∞ n=1 f −1 n (0). Since the complement of supp(W ⊥ ) is ω-closed, this implies the last remaining inclusion.
Schur multipliers and Peller
be the mapping given by S ϕ k = ϕk. We identify S ϕ with a (densely defined linear) map on K(H 1 , H 2 ) acting by the rule S ϕ (I k ) = I ϕk . Note that S ϕ depends only on the equivalence class of ϕ. Taking this into account, we will sometimes say that a function ϕ belongs to a certain class of functions, if it is equivalent to a function from this class. When we need to make the distinction, we will write h ∈ σ F, if h is equivalent to a function from the class F with respect to the measure σ.
Recall that a function ϕ ∈ L ∞ (X × Y ) is called a Schur multiplier if the map S ϕ is bounded in the operator norm, that is, if there exists a constant
If ϕ is a Schur multiplier then the mapping S ϕ has a unique weak* continuous extension to B(H 1 , H 2 ) which will still be denoted by S ϕ .
Let S(X, Y ) (or S(X × Y )) be the set of all Schur multipliers; clearly, S(X, Y ) is a subalgebra of B(X, Y ). The following facts follow easily from the definition of a Schur multiplier:
where all κ p are rectangles and ϕ| κp ∈ S(κ p ) then ϕ ∈ S(X, Y ).
Schur multipliers were first introduced by Schur in the early 20th century in case of discrete measures µ and ν. A characterisation of this particular class of Schur multipliers was obtained by Grothendieck in [16] . The following generalisation for the class defined above is due to Peller [26] .
The following conditions are equivalent:
(i) ϕ is a Schur multiplier; (ii) there exist measurable functions a : X → l 2 and b : Y → l 2 such that
It follows from Peller's Theorem (and can easily be seen directly) that if the measures µ and ν are finite then S(X, Y ) ⊆ Γ(X, Y ).
Using modern terminology, one can say that Theorem 2.5 identifies the algebra S(X, Y ) with the weak* Haagerup tensor product [6] where this tensor product was introduced).
2.4.
General facts on closable operators. Let X be a Banach space. We denote by X * the dual of X . If S ⊆ X (resp. T ⊆ X * ), we write S ⊥ ⊆ X * (resp. T ⊥ ⊆ X ) for the annihilator (resp. preannihilator) of S (resp. T ).
Let Y be another Banach space. By an operator from X into Y we mean a linear transformation T :
be the graph of T . For a subset S ⊆ Y ⊕ X we set S ′ = {(x, y) : (y, x) ∈ S} and let Gr ′ T = (Gr T ) ′ . We recall the definition of the adjoint T * of an operator T :
The domain of T * is the subspace
For g ∈ D(T * ), one lets T * g equal to f where f ∈ X * is the functional appearing in the definition of D(T * ). Note that g ∈ D(T * ) if and only if the linear map x → g(T x) from D(T ) into C is continuous. By the definition of the operator T * , we have that Gr ′ (−T * ) = (Gr T ) ⊥ .
Recall that an operator T is called closable if the norm closed hull Gr T of its graph is the graph of an operator. Clearly, T is closable if and only if the conditions (x n ) ∞ n=1 ⊆ X , y ∈ Y, x n → 0 and T x n − y → 0 imply that y = 0. We call T w*-closable if the w*-closed hull Gr T w * ⊆ X * * ⊕ Y * * of its graph is the graph of an operator from X * * into Y * * . Here, we identify X and Y with their canonical images in their second duals. We have that T is w*-closable if and only if the conditions (x α ) α ⊆ X , G ∈ Y * * , w-lim α x α = 0 and w*-lim T x α = G imply that G = 0. The weak* limit is taken with respect to the weak* topology of Y * * .
In the following proposition the equivalence (iii)⇔(iv) is well-known (see, for example, [19, Chapter III, Section 5]); the other implications can be proved in a similar way. (i) T is w*-closable;
Local Schur multipliers
We start this section by introducing a class of functions that will play a central role in the paper. For brevity, let us say that a countable family of rectangles covers X × Y , or that it is a covering family, if its union is marginally equivalent to X × Y . 
The set of all local Schur multipliers on X × Y will be denoted by S loc (X, Y ).
Proof. Let ϕ ∈ S loc (X, Y ). By the σ-finiteness of the measure spaces (X, µ) and (Y, ν), there exists a covering family {κ m } ∞ m=1 such that ϕ| κm ∈ S(κ m ), and
is ω-open, and hence ϕ is ω-continuous.
It is easy to see that for two functions ϕ, ψ in S loc (X, Y ), one can find a common covering family {κ m } ∞ m=1 of rectangles on which both ϕ and ψ are Schur multipliers. Since S(κ m ) is an algebra, ϕ + ψ and ϕψ belong to S loc (X, Y ).
Let V(X, Y ) be the space of all functions ϕ ∈ B(X × Y ) for which there exist families
for almost all x ∈ X and y ∈ Y , and
Using a coordinate free language we may say that ϕ ∈ V(X, Y ) if and only if there exists a separable Hilbert space H and measurable functions a :
. Indeed, these function spaces correspond to the cases where the functions a(·) , b(·) are, respectively, square integrable and essentially bounded.
of pairwise disjoint subsets of X and Y , respectively, such that ϕ|
We may moreover assume that µ(X i ) < ∞ and
Proof. Let a : X → ℓ 2 and b : Y → ℓ 2 be measurable functions such that
by Theorem 2.5. Partitioning X i and Y j into subsets of finite measure, we obtain the required decompositions.
and {Y j } ∞ j=1 of pairwise disjoint measurable subsets of X and Y , respectively, such that
Y j have full measure, and (ii) each rectangle X i × Y j is contained in a finite union of sets from {κ m } ∞ m=1 . Proof. Let us say that a subset E ⊆ X × Y is mild if it is contained in a finite union of sets from the family {κ m } ∞ m=1 . It suffices to show that there are increasing sequences {A n } ∞ n=1 and {B n } ∞ n=1 of measurable subsets of X and Y , respectively, such that ∪ ∞ n=1 A n and ∪ ∞ n=1 B n have full measure and all rectangles of the form A n × B n are mild. Indeed, the statement would then follow by setting
Since the measure spaces (X, µ), (Y, ν) are standard we may assume that X and Y are equipped with σ-compact topologies with respect to which µ and ν are regular Borel measures. By considering increasing sequences {U n } ∞ n=1 and {V n } ∞ n=1 of compact subsets of X and Y , respectively, we reduce the problem to the case where X and Y are compact and µ and ν are finite.
We may clearly assume that each κ m is a rectangle. By [10, Lemma 3.4], for any ǫ > 0 there exists
The following result may be viewed as an analogue of Lemma 2.4 for local multipliers.
and {Y j } ∞ j=1 be families of pairwise disjoint subsets of X and Y , respectively, such that
Proof. Let ϕ i,j (x, y) = ϕ| X i ×Y j . By our assumption, ϕ i,j ∈ S(X i , Y j ) and hence, by Theorem 2.5, there exist measurable functions a i,j : X → ℓ 2 and
We may clearly assume that sup
Then for each i and x ∈ X i we have
and therefore
The next step is to see that there exist families
is the standard basis of ℓ 2 . Observe that since
The following theorem is the main result of the present section.
Theorem 3.6. Let ϕ ∈ B(X × Y ). The following are equivalent:
be a covering family of rectangles from the definition of a local Schur multiplier. By Lemma 3.4, there exist families
and {Y j } ∞ j=1 of pairwise disjoint measurable sets of X and Y , respectively, whose unions have full measure and each rectangle X i × Y j is contained in a finite union of sets of the form κ m .
Since ϕ| κm ∈ S(κ m ) for all m ∈ N, it follows from Lemma 2.4 that
. An application of Lemma 3.5 implies (ii).
(ii)⇒(i) follows from Lemma 3.3.
Let E be the class of all rectangles α × β such that ϕ| α×β is a Schur multiplier. Let κ ϕ be the complement of the ω-union of E. Then κ ϕ is the smallest ω-closed set with the property that ϕ is a local Schur multiplier on each rectangle disjoint from it. We call κ ϕ the set of LM-singularity of ϕ (LM is for "local multiplier"). It may be considered as a measure of how far ϕ is from being a Schur multiplier. In particular, we say that ϕ is extremely non-Schur multiplier if κ ϕ = X × Y . In Section 7 we will give an example of an ω-continuous function which is extremely non-Schur multiplier.
w*-closable multipliers
We now introduce two classes of functions which, along with local Schur multipliers introduced in the previous section, are the main objects of study in the paper. We recall that (X, µ) and (Y, ν) are fixed standard measure spaces,
Definition 4.1. A function ϕ ∈ B(X ×Y ) is called a w*-closable (resp. closable) multiplier if the map S ϕ is w*-closable (resp. closable), when viewed as a densely defined linear operator on K(H 1 , H 2 ).
For the sake of brevity, we will sometimes call a function w*-closable (resp. closable) if it is a w*-closable (resp. closable) multiplier. We recall that we denote by S w * (X, Y ) (resp. S cl (X, Y )) the set of all w*-closable (resp. closable) multipliers.
The operator S * ϕ acting on C 1 (H 2 , H 1 ) can be easily described. Recall that the map k → I k establishes an identification of Γ(X, Y ) with
It follows that a function h ∈ B(X × Y ) is equivalent to a function in Γ(X, Y ) if and only if there exists C > 0 such that
We now have
The following are equivalent: (i) ϕ is a w*-closable multiplier; (ii) there exists a covering family {κ m } m∈N of rectangles and functions
Proof. (i)⇒(ii) If ϕ is a w*-closable multiplier then, by Proposition 2.6, the subspace
are ω-open whence we may assume that they are countable unions of rectangles. We conclude that X × Y is marginally equivalent to a countable union of rectangles κ m , m ∈ N, such that for every m ∈ N there exists a function s m ∈ U with s m (x, y) = 0 on κ m . By Lemma 4.2, there exists a function
The following characterisation of w*-closable multipliers is the main result of this section. By Lemma 3.4, there exist families {X k } ∞ k=1 and {Y l } ∞ l=1 of pairwise disjoint measurable subsets of X and Y , respectively, such that
is contained in a finite union of rectangles of the form κ m . We show that on each rectangle X k × Y l the function ϕ can be written in the form ϕ(x, y) =
Indeed, X k × Y l is the union of a finite number of pairwise disjoint rectangles Z × W each of which is the intersections of some rectangles of the form κ m and
By their definition and Theorem 3.6, s and t belong to V(X, Y ).
Conversely, suppose that ϕ ∼ t/s for some functions t, s ∈ V(X, Y ) with s(x, y) = 0 for every (x, y) ∈ X × Y . By Lemma 3.3, X × Y can be decomposed into a countable union of rectangles on each of which t is a Schur multiplier. Applying the same lemma to each of these rectangles, we decompose X × Y into the union of rectangles κ m on each of which both t and s are Schur multipliers. By the σ-finiteness of the measure spaces, we may moreover assume that (µ × ν)(κ m ) < ∞ for each m ∈ N. It follows that s| κm and t| κm are equivalent to functions from Γ(κ m ). An application of Lemma 4.3 now implies that ϕ is a w*-closable multiplier. Let κ w * ϕ ⊆ X × Y be the complement of the ω-union of the family of all rectangles α × β such that ϕ| α×β ∈ S w * (α, β). The next proposition will be useful for us in the subsequent sections. , we obtain that α × β has a marginally null intersection with null D(S * ϕ ) if and only if ϕ| α×β is a w*-closable multiplier. This implies our statement.
It follows from Corollary 4.5 that κ w * ϕ ⊆ κ ϕ . It is natural to call the functions ϕ ∈ B(X × Y ) for which κ w * ϕ ≃ X × Y extremely non-w * -closable multipliers. We have that every extremely non-w*-closable multiplier is an extremely non-Schur multiplier.
Closable multipliers
In this section we study the class S cl (X, Y ) of closable multipliers. Let ϕ ∈ B(X × Y ). Recall that the transformation S ϕ is defined on the linear manifold H 2 ) , is considered as a densely defined operator on the space Let D ⊆ Γ(X, Y ) be any bimodule. Then, for all measurable sets α ⊆ X, β ⊆ Y and all h ∈ D, the function χ α (x)χ β (y)h(x, y) belongs to D. One can choose the sets α and β in such a way that this function is a Schur multiplier. Indeed, if h(x, y) = (a(x), b(y)) for some square integrable Hilbert space valued functions a and b, then it suffices to set α = {x : a(x) ≤ N } and β = {y : b(y) ≤ N }, for some N > 0. Letting N tend to infinity, we moreover see that D ∩ S(X, Y ) is norm dense in D.
We will need the following proposition.
Proof. We identify the predual of Γ(X, Y ) with
Thus, K, θ 1 θ 2 = 0 and therefore
Proof. Let ϕ 1 and ϕ 2 be closable multipliers. By Theorem 2.5 and Lemma 4.2 (i), the bimodules D * (ϕ 1 ) and
The product of a Schur multiplier and a closable multiplier is closable
Following the analogy with harmonic analysis initiated in [1] and later pursued in [12] , let us call an ω-closed set E ⊆ X × Y an operator M -set (respectively, operator M 1 -set) if E supports a non-zero compact operator (resp. M min (E) contains a non-zero compact operator). Clearly, every operator M 1 -set is an operator M -set. We shall show in Section 7 that there exist operator M -sets which are not operator M 1 -sets. We will shortly see that the property of being or not being an operator M -(resp. M 1 -) set is important for deciding whether a given function is a closable multiplier. We hence include a consequence of Proposition 5.1 concerning sets which are not operator M -or M 1 -sets. Proposition 5.3. Let E 1 , E 2 ⊆ X × Y be ω-closed sets. Suppose that E 1 and E 2 are not operator M -sets (resp. not operator M 1 -sets). Then E 1 ∪ E 2 is not an operator M -set (resp. not an operator M 1 -set).
Proof. Suppose that E 1 and E 2 are not operator M 1 -sets. Setting D i = M min (E i ) ⊥ , we have that D i is a weak* dense sub-bimodule of Γ(X, Y ), i = 1, 2. Note that, by [27] , D i = {ψ ∈ Γ(X, Y ) : ψχ E i = 0 m.a.e.}, i = 1, 2. It follows that D i is invariant under S(X, Y ), i = 1, 2, and that
By [27] H 2 ) = {0} and hence E 1 ∪ E 2 is not an operator M 1 -set. Now suppose that E 1 and E 2 are not operator M -sets. Let 
In the next theorem, we relate the notions of operator M -and operator M 1 -sets to closability of multipliers.
Theorem 5.4. Let ϕ ∈ B(X × Y ).
(i) If κ w * ϕ is not an operator M -set then ϕ is a closable multiplier. (ii) If κ w * ϕ is an operator M 1 -set then ϕ is not a closable multiplier. [27] and Proposition 4.6 we have
Proof. It follows from Proposition 2.6 that ϕ is closable if and only if D(S
ϕ ) which clearly implies the statement.
Corollary 5.5. (i) If E is not an operator M -set and if, for every marginally disjoint from E rectangle α × β, the restriction ϕ| α×β is a w*-closable multiplier, then ϕ is a closable multiplier.
(ii) If (µ × ν)(κ w * ϕ ) = 0 then ϕ is not a closable multiplier.
Proof. (i) By the definition of κ w * ϕ , we have that κ w * ϕ ⊆ E, whence κ w * ϕ is not an operator M -set. The claim now follows from Theorem 5.4 (i).
(ii) Note that any set E of non-zero measure is an operator M 1 -set, because it supports a non-trivial Hilbert-Schmidt operator, and all such operators belong to M min (E) [1] . So it suffices to apply Theorem 5.4 (ii).
Remark 5.6. (i)
If the set κ w * ϕ is synthetic then ϕ is a closable multiplier if and only if M max (κ w * ϕ ) does not contain a non-zero compact operator. (ii) Since κ w * ϕ ⊆ κ ϕ , we obtain that for the closability of ϕ it suffices to show that κ ϕ does not support non-zero compact operators. (iii) In Section 7 we shall construct a non-closable multiplier ϕ such that κ w * ϕ is an operator M -set but not an operator M 1 -set.
Example 5.7. Let E ⊆ X × Y be ω-closed and let ∂E be its ω-boundary (that is, ∂E = E \ E 0 , where E 0 is the largest, up to marginal equivalence, ω-open set contained in E [10] ). If ϕ = χ E then for each rectangle α × β marginally contained either in E or in E c , we have that ϕ| α×β is a Schur multiplier and hence κ w * ϕ is marginally contained in ∂E. If ∂E is not an operator M -set then, by Theorem 5.4, χ E is a closable multiplier.
We now present our first example of a non-closable multiplier, using a result on spectral (non)-synthesis.
Example 5.8. Let U be the bilateral shift acting on the space ℓ 2 (Z), that is, the operator given by U e n = e n+1 , n ∈ N, where {e n } n∈Z is the standard basis of ℓ 2 (Z). Fix p > 2. By [28, Proposition 9.9], there exist sequences {a n } n∈Z , {b n } n∈Z ∈ ℓ 2 (Z) with |a n | = |b n |, and an operator X ∈ C p (ℓ 2 (Z)) such that n∈Z (a n U n )X(b n U −n ) = 0 and
be the inverse Fourier transform. Then W U W * is the operator of multiplication by e it and T = W XW * is an operator in
where M fn and M gn are the multiplication operators by the functions f n and g n given by f n (t) = a n e int and g n (t) = b n e −int , respectively. Set d n = a n b n and note that {d n } ∈ ℓ 1 (Z). Let ψ(t, s) = n∈Z f n (t)g n (s) = n∈Z d n e in(t−s) . As n∈Z |f n (t)| 2 = n∈Z |g n (s)| 2 = n∈Z |d n | < ∞ for all s, t ∈ T, Theorem 2.5 shows that the function ψ is a Schur multiplier on T × T (equipped with the product Lebesgue measure). Let
We claim that ϕ is not closable. To see this, assume that {T n } ∞ n=1 ⊆ C 2 (L 2 (T)) is a sequence with T n → T in the operator norm. Then
However,
Example 5.8 will be considerably strengthened later: in Proposition 7.12, we will construct an ω-continuous function which is a non-closable multiplier. On the other hand, the above example has the advantage that it exhibits a multiplier which is not closable in C p , for each p > 2.
Let [0, 1] be the unit interval equipped with the Lebesgue measure, let ∆ = {(x, y) ∈ [0, 1] × [0, 1] : x < y} and ϕ = χ ∆ be the characteristic function of ∆. The multiplier S ϕ is usually called the transformer of triangular truncation (see for example [14] ). The following result extends the well-known fact that S ϕ is not a Schur multiplier.
Proposition 5.9. The transformer of triangular truncation is closable but not w*-closable.
Proof. We first show that ϕ is closable. Let Λ = {(x, x) : x ∈ [0, 1]} be the diagonal of the unit square. The set Λ only supports operators of multiplication by functions in L ∞ (0, 1); in particular, it is not an operator M -set. Since the function ϕ is constant on each rectangle marginally disjoint from Λ, the claim follows from Corollary 5.5 (i).
To show that ϕ is not w*-closable, it suffices, by Corollary 4.5, to show that ϕ is not equivalent to an ω-continuous function. Assume, towards a contradiction, that there exists an ω-continuous function f such that f = ϕ almost everywhere. By Lemma 2.2, f = 0 m.a.e. on ∆ ′ and f = 1 m.a.e. on ∆.
Note that if a rectangle is marginally disjoint from ∆ or ∆ ′ then it is marginally disjoint from Λ. It follows that the same is true for any ω-open set. Since f −1 (C \ {1}) is marginally disjoint from ∆, we obtain that f = 1 m.a.e on Λ. Similarly f = 0 m.a.e. on Λ. This is a contradiction because Λ is not marginally null.
Remark The proof of Proposition 5.9 implies the following more general statement: Let ∆ 1 and ∆ 2 be disjoint ω-open sets and Λ = (∆ 1 ∪ ∆ 2 ) c be such that (a) Λ does not support a non-zero compact operator, and (b) for every rectangle κ, κ ∩ Λ ≃ ∅ implies that κ ∩ ∆ i ≃ ∅, i = 1, 2. Then χ ∆ 1 is closable but not w*-closable.
where ∂E is the ω-boundary of E, and let ϕ = χ E . Then k w * ϕ = null D(S * ϕ ) = ∂E.
In fact, if a rectangle κ is such that κ ∩ ∂E ≃ ∅ then, by the proof of Proposition 5.9, ϕ| κ is not ω-continuous and hence not a w*-closable multiplier, giving that κ is not marginally disjoint from κ w * ϕ . As ∂E marginally contains κ w * ϕ (see Example 5.7), we obtain κ w * ϕ ≃ ∂E. Proposition 5.9 shows that there exist closable multipliers which are not ω-continuous. But they are continuous in the stronger pseudo-topology, τ , introduced in Section 2.1.
Proposition 5.11. Any closable multiplier is τ -continuous.
Since κ w * ϕ is ω-closed, (κ w * ϕ ) c is marginally equivalent to a countable union ∪ ∞ i=1 α i × β i of rectangles. Moreover, for each i, f | α i ×β i is w*-closable and hence ω-continuous. This implies that f −1 (U ) ∩ (α i × β i ) is marginally equivalent to a countable union of rectangles and hence the same is true for f −1 (U ) ∩ (κ w * ϕ ) c . It remains to note that (µ × ν)((f −1 (U ) ∩ κ w * ϕ ) = 0 because, by Corollary 5.5, (µ × ν)(κ w * ϕ ) = 0. Remark 5.12. We note that the class of τ -continuous functions is strictly larger than that of closable multipliers; see Proposition 7.12.
Divided differences
Let f be a continuous function on a finite or infinite open subinterval J ⊆ R. The divided difference of f is the functioň
x − y defined on J × J \ Λ, where Λ = {(x, x) : x ∈ R}. Let µ be a regular measure on R whose support contains J. In what follows we will assume that µ is non-atomic and hence f is defined almost everywhere on J × J.
The property off being a Schur multiplier is closely related to a kind of "operator smoothness" of f . Recall that f is called operator Lipschitz (OL) on a compact subset K ⊆ J if there exists a constant D > 0 such that
for all selfadjoint operators A, B with spectra in K. The smallest constant D with this property will be denoted by |f | OL .
Let O(f ) be the union of all open subintervals I ⊆ J on which f is OL. It is an open subset of J. Its complement will be denoted by E(f ). Proof. Iff is a Schur multiplier then, for h 1 (x, y) = (x − y)h(x, y), we have
and hence
where A is the operator of multiplication by x on L 2 (I, µ) and X = I h . By [22, Remark 2.1, Corollary 3.6] and [23, Theorem 3.4] , f is OL. Conversely, if f is OL, then (2) holds for each X ∈ B(L 2 (I, µ)) by [22, Corollary 3.6] . This implies (1) for L 2 -functions of the form h 1 (x, y) = (x − y)h(x, y), where h ∈ L 2 (I × I, µ × µ). Since functions of this form are dense in L 2 (I × I, µ × µ), and since the L 2 -norm majorizes the operator norm, inequality (1) holds for all h 1 ∈ L 2 (I × I, µ × µ). This means thatf is a Schur multiplier. Lemma 6.2. If I 1 , I 2 are compact intervals and
Proof. Since f (x) − f (y) ∈ S(I 1 , I 2 ), it suffices to show that 
≤ a n b n+1 , the series converges in S(I 1 , I 2 ) in norm.
The following theorem gives a precise description of the set of LM-singularity for a divided difference. 
For each n, J n × J n is the union of rectangles I k × I k , where I k are compact subintervals of J n . Since, by Lemma 6.1,f | I k ×I k ∈ S(I k , I k ), it follows thatf | Jn×Jn ∈ S loc (J n , J n ). Thus (J n ×J n )∩κf ≃ ∅. Furthermore, κf ⊆ Λ by Lemma 6.2. It follows that, up to a marginally null set, we have
To prove the converse inclusion, it suffices to show by the regularity of µ that if I 1 and I 2 are compact subsets of J such thatf
Let I = I 1 ∩ I 2 . By Lemma 2.4 (i),f | I×I ∈ S(I, I), and Lemma 6.1 implies that f is OL on I; therefore I ⊆ O(f ) and hence I ∩ E(f ) = ∅.
Corollary 6.4.f is a local Schur multiplier if and only if µ(E(f )) = 0.
It is known [21] that the class of all continuous Schur multipliers on X ×Y , where X, Y are compact Hausdorff spaces, very weakly depends on the choice of Borel measures on X and Y : it depends only on the support of a measure. The above corollary shows that the class of continuous local Schur multipliers essentially depends on the choice of a measure. Indeed, a change of the measure does not change the set E(f ) while the condition µ(E(f )) = 0 need not be preserved.
Corollary 6.5. For each f , the functionf is a closable Schur multiplier.
Proof. By Theorem 6.3, κf ⊆ {(x, x) : x ∈ J}. Since the diagonal {(x, x) : x ∈ J} does not support a compact operator, it follows from Theorem 5.4 thatf is not closable. Proof. Let M be a Cantor-like set of non-zero Lebesgue measure (see [18] ) and let g be a continuously differentiable function which is equal to zero on M and positive otherwise. Let f be its primitive function: f ′ = g. Then f ∈ C 2 ([0, 1]) and hence it is operator Lipschitz [9] ; by Lemma 6.1,f is a Schur multiplier. Since f is strictly monotone,f = 0 almost everywhere.
The function 1/f which, since f is strictly monotone, is defined almost everywhere, is not a local Schur multiplier. In fact, assuming the converse, given ǫ > 0, we can find subsets 1 (x, y) is arbitrary large for (x, y) close to (x, x), x ∈ M and since m(M ) > 0, the set {(x, y) ∈ X ǫ × Y ǫ : |(f (x, y)) −1 | > C} has positive measure for all C > 0 and sufficiently small ǫ > 0.
The divided differencef can be extended to a continuous function on J × J if and only if f is continuously differentiable. Our next aim is to construct a continuously differentiable function f such thatf is not a Schur multiplier on each rectangle with non marginally null intersection with Λ. For this we need an extension of the well-known result of Farforovskaya [11] (see also Peller [26] ) which states that a continuously differentiable function on a compact interval need not be OL. Proof. By [11] , there exists f ∈ C 1 ([0, 1]) which is not operator Lipschitz on [0, 1]. Such function f can be chosen so that
To see this it suffices to choose a continuously differentiable non OL function g on a subinterval I ⊆ (0, 1) and extend it to a continuously differentiable function f on [0, 1] satisfying (3). Let us denote by
It is well-known that all functions in C ∞ are OL (in fact, it suffices for f to have a continuous second derivative). We claim that for each C > 0, there exists g ∈ C s , such that g C 1 = 1 and |g| OL > C.
Indeed suppose that this is not true. Since C s is dense in C 1 0 , each function f ∈ C 1 0 is the sum of a series ∞ n=1 g n , where g n ∈ C s and ∞ n=1 g n C 1 < ∞. Our assumption gives ∞ n=1 |g n | OL < ∞ which easily implies that |f | OL < ∞, and so f ∈ OL. This is a contradiction because, as we know from [11] , C 1 0 is not contained in the set of all Operator Lipschitz functions. Now, by [22] , we may state that there exist operators A = A * and X such that
Moreover, by [22] , A and X can be chosen to have finite rank. Clearly, the interval [0, 1] can be replaced by an arbitrary closed interval.
Let {I n } be a sequence of subintervals of [0, 1] such that each subinterval J ⊆ [0, 1] contains at least one (and hence infinitely many) I n .
We claim that given operators of finite rank X 1 , . . . , X n−1 , A 1 , . . . , A n−1 , where A * i = A i , i = 1, . . . , n − 1, and a number C > 0, there exist finite rank operators A = A * and X, and a smooth function g such that supp g ⊆ I n ,
Indeed, since the spectra of all A j are finite, one can find a subinterval J of I n having empty intersection with ∪ n−1 j=1 σ(A j ). Now by the second paragraph, there exists a smooth function g with support in J, such that g OL > C and g C 1 = 1. By the previous arguments this will imply the existence of operators A and X with the required properties.
This allows us to construct sequences of operators {X n }, {A n }, of smooth functions {g n } and of positive constants {C n } such that
(1) g n C 1 ≤ 1; (2) supp g n ⊆ I n ; (3) each X n , A n are of finite rank and A n = A * n ; (4) g n (A j ) = 0 for j < n; 
On the other hand,
From condition (6) on the constant C n we get 2 n (n + n−1 j=1 2 −j g j OL ) ≤ 2 n (C + n−1 j=1 2 −j g j OL ) and hence n ≤ C for every n ∈ N, a contradiction.
Proof. Let f be the function constructed in Theorem 6.7. Then O(f ) = ∅ and E(f ) = [0, 1]. The statement now follows from Theorem 6.3.
Multipliers of Toeplitz type
Let G be a locally compact second countable abelian group and therefore metrisable by [17, 8.3] . Let µ = ds be the left invariant Haar measure on G. We write L p (G) for L p (G, µ), p = 1, 2, and denote by C c (G) the space of all continuous functions on G with compact support. LetĜ be the dual group of G and A(G) (resp. B(G)) be the Fourier (resp. the Fourier-Stieltjes) algebra of G. We recall that A(G) is the image of L 1 (Ĝ) under Fourier transform. It is well-known that A(G) coincides with the family of functions
The algebra B(G) is the image under Fourier transform of the convolution algebra M (G) of all bounded Radon measures on G. One has A(G) ⊆ B(G); equality holds if and only if G is compact. It is moreover known that B(G) coincides with the space of all multipliers A(G) (see [30] ).
For a subset J ⊆ A(G), its null set is defined by
Conversely, for a closed subset E of G we denote by I(E) (resp. J(E)) the space of all f ∈ A(G) vanishing on E (resp. the closed hull of the space of all f ∈ A(G) vanishing on a neighborhood of E); we have that I(E) is the largest (resp. the smallest) closed ideal of A(G) whose null set is equal to E (see [30] ). Let N be the map sending a measurable function f : G → C to the function N f : G × G → C given by N f (s, t) = f (s − t). The functions of the form N f will be called functions of Toeplitz type. It is well-known (see, for example, [7] ) that if f ∈ L ∞ (G) then N f is a Schur multiplier with respect to Haar measure if and only if f ∈ µ B(G). In this section we show that the algebra of w*-closable multipliers of Toeplitz type coincides with that of local Schur multipliers of Toeplitz type; if G is compact then both spaces coincide with the algebra of Schur multipliers of Toeplitz type, that is, with N A(G).
We shall start with a result relating the continuity of a function f on G to the ω-continuity of N f .
The following lemma is certainly known but, since we were not able to find a precise reference, we include its proof for completeness. Let O(X) denote the set of all open subset of a topological space X. Lemma 7.1. Let X be a topological space and ξ : O(C) → O(X) be a union preserving map such that ξ(∅) = ∅, ξ(C) = X and ξ(U ∩ V ) = ∅ whenever U, V ∈ O(C) and U ∩ V = ∅. Then there exists a continuous function g : X → C such that ξ(U ) = g −1 (U ) for all U ∈ O(C).
Proof. For t ∈ X, let O(t) denote the union of all U ∈ O(C) with t / ∈ ξ(U ). Since ξ(C) = X, we have that C \ O(t) is non-empty. If it contains at least two points, say λ 1 and λ 2 , then taking disjoint open sets U i with λ i ∈ U i , i = 1, 2, we obtain that t ∈ ξ(U 1 ) ∩ ξ(U 2 ). This contradicts the fact that ξ(U 1 ) ∩ ξ(U 2 ) is empty.
We proved that C \ O(t) = {λ}, for some λ ∈ C. Setting g(t) = λ, we obtain a function g : X → C. It follows from its definition that g −1 (U ) = ξ(U ), for every U ∈ O(C). Hence, g is continuous.
For t ∈ G, we denote by Λ t the t-shifted diagonal:
We say that a subset E of Λ t is non-null in Λ t , if m({x : (x, x− t) ∈ E}) > 0.
For
Proof. Let s ∈ π(W ). It follows that there exists a rectangle α × β ⊆ W with non-null (in Λ s ) intersection with Λ s . By the σ-finiteness of the measure spaces, we may moreover assume that α and β have finite measure. We now have m(α∩(β +s)) > 0. Since the function x → m(α∩(β +x)) is continuous (being the convolution of the L 2 -functions χ α and χ β ), m(α ∩ (β + x)) > 0 for all x in a neighborhood V of s. Hence V ⊆ π(W ). 
follow from the corresponding properties of π. We have to show that ξ sends disjoint sets to disjoint sets.
Note that if t is good and t ∈ ξ(U ) then f (t) ∈ U . Indeed, ψ(x, x − t) ∈ U for all x belonging to a certain non-null set, by the definition of ξ(U ). Since t is good, for almost all x ∈ G, the pair (x, x − t) does not belong to Z hence there exists x ∈ G such that ψ(
is an open set must contain a good point t ∈ G. But then f (t) ∈ U i , 1 = 1, 2, a contradiction.
Applying Lemma 7.1 we obtain a continuous function g : G → C with ξ(U ) = g −1 (U ), for all U ∈ O(C). By the above argument, g(t) = f (t) for all good t (indeed for each U containing g(t) we have that t ∈ g −1 (U ) = ξ(U ) whence f (t) ∈ U ). Thus f coincides almost everywhere with the continuous function g.
If N f is ω-continuous then all points are good and f (t) = g(t), for all t ∈ G.
Let us say that a measurable function f : G → C belongs (resp. almost belongs) to A(G) at a point t ∈ G if there exist a neighborhood U of t and a function g ∈ A(G) such that f (s) = g(s) everywhere (resp. almost everywhere with respect to Haar measure µ) on U . If f belongs to A(G) at each t ∈ G then we say that f locally belongs to A(G) and write f ∈ A(G) loc . It is obvious that A(G) loc ⊆ C(G) and, using the regularity of A(G), it is easy to show that if G is compact then A(G) loc = A(G). In general we have the inclusions
If f almost belongs to A(G) at each point t ∈ G, it is not difficult to see that f is equivalent to a function in A(G) loc . We recall that in this case we write f ∈ µ A(G) loc .
For a measurable function f : G → C, let
Proof. Let E be the set in the right hand side of (4). If t ∈ E c , then f almost belong to A(G) at t and therefore there exists a neighborhood V of t such that f g is equivalent to a function in A(G) for any g ∈ A(G) with V c ⊆ null {g}. Now if g ∈ A(G) takes the value 1 at t and 0 on V c then g ∈ J f and t / ∈ null g. Thus, t ∈ E f and hence E f ⊆ E. To see the reverse inclusion, let t ∈ E and assume that there exists g ∈ A(G) such that f g ∼ h, h ∈ A(G) and g(t) = 0. Then there exists a neighborhood U of t such that |g(s)| > δ > 0 for all s ∈ U . By the regularity of A(G), we can find q ∈ A(G) such that q(s)g(s) = 1 for all s ∈ U ; therefore f (s) = f (s)q(s)g(s) for all s ∈ U . Since f gq ∼ hq on U and hq ∈ A(G), the function f almost belongs to A(G) at t. We obtain a contradiction giving
For notational simplicity we let Γ(G) = Γ(G, G). We shall frequently use the map P : Γ(G) → A(G) given by P (f ⊗ g)(t) = (λ(t)g,f ). Clearly, P is a surjective contraction.
For a subset E ⊆ G, let E * = {(x, y) ∈ G × G : x − y ∈ E}.
Theorem 7.5. Assume that G is a subgroup of R n or T n , n ∈ N. Let f : G → C be a measurable function, ϕ = N f and U, V ⊆ G be measurable sets. The following are equivalent:
We claim that f ψ ∈ µ A(G) for every ψ ∈ A(G) ∩ C c (G) with supp ψ ⊆ E c . Indeed, by Lemma 7.4, for each t ∈ E c there exists a neighborhood V t of t and a function g t ∈ A(G) such that f ∼ g t on V t . Since suppψ is compact there exists a finite set F ⊆ G such that suppψ ⊂ ∪ t∈F V t . It follows from the regularity of A(G) that there exist h t ∈ A(G), t ∈ F , such that t∈F h t (x) = 1 if x ∈ suppψ and h s (x) = 0 if x / ∈ V s for each s ∈ F (see the proof of [17, Theorem 39.21] ). Then for every x ∈ G we have
and hence f ψ ∼ t∈F g t ψh t , giving f ψ ∈ µ A(G).
(
we may choose increasing sequences {K n } ∞ n=1 and {L n } ∞ n=1 of compact sets such that, up to a null set, ∪ ∞ n=1 K n = U and ∪ ∞ n=1 L n = V , and a compact set M n such that K n − L n ⊆ M n ⊆ E c . Choose, for each n ∈ N, a function ψ n ∈ A(G) ∩ C c (G) supported in E c and taking value 1 on M n . By the previous paragraph, f ψ n ∈ µ A(G) and therefore N (f ψ n ) is a Schur multiplier. Thus, for each ξ ∈ Γ(G), we have
It follows that ϕ| Kn×Ln is a Schur multiplier and hence ϕ ∈ S loc (U, V ).
(ii)⇒(iii) follows from Corollary 4.5. (iii)⇒(i) We will identify Γ(U, V ) with a subset of Γ(G) in a natural way.
, and hence
This implies that
Let U ′ , V ′ be the sets of density points of U and V , respectively. Then, by the Lebesgue density theorem (see [25] ), µ(U \U ′ ) = µ(V \V ′ ) = 0. To prove the statement, it suffices to show that
is the closed ball with centre 0 and radius ǫ, we then have
for each ǫ > 0. Applying the Lebesgue density theorem we obtain
Remark 7.6. (i) The condition that G be a subgroup of R n or T n is only used to prove the implication (iii)⇒(i), where we appeal to the Lebesgue density theorem. The statement remains true for more general groups (in particular, for Lie groups), for which there is an analog of the Lebesgue theorem (see [8, 24] ).
(ii) Taking U = V = G, we see that ϕ ∈ S w * (G, G) implies E f = ∅ for any group G, since in this case the arguments in the proof of Theorem 7.5 give
We note some consequences of Theorem 7.5. In the next corollary, which gives a precise description of the sets κ ϕ and κ w * ϕ , we assume that G satisfies the conditions of Theorem 7.5 (see also Remark 7.6 (i)).
Corollary 7.7. Let f : G → C be a measurable function and ϕ = N f . Then κ ϕ ≃ κ w * ϕ ≃ (E f ) * . The following theorem shows that the set of local Schur multipliers and that of w*-closable multipliers coincide in the class of Toeplitz functions. Theorem 7.8. Let G be an arbitrary second countable locally compact abelian group. Let f : G → C be a measurable function and ϕ = N f . The following are equivalent:
(ii) ϕ is a local Schur multiplier; (iii) ϕ is a w*-closable multiplier. If G is compact then the above statements are equivalent to (iv) ϕ is a Schur multiplier.
Proof. We note that f ∈ µ A(G) loc if and only if E f = ∅. The equivalence (i)⇔(ii)⇔(iii) follows from Theorem 7.5 and Remark 7.6 (ii) . Assume that G is compact. Then (i)⇔(iv) follows from the equality A(G) = A(G) loc and the fact that N f is a Schur multiplier if and only if f ∈ m A(G).
Our next result shows that the class of ω-continuous functions is strictly larger than the class of w*-closable multipliers.
Corollary 7.9. Let G be a compact abelian group, f ∈ C(G) \ A(G) and ϕ = N f . Then ϕ is ω-continuous but not w*-closable.
Proof. Since ϕ is the composition of the continuous function g, given by g(s, t) = s − t, and the continuous function f , it is ω-continuous. By Theorem 7.8, ϕ is not a w*-closable multiplier.
is not a w*-closable multiplier, since χ (−∞,0] does not almost belong to A(R) at x = 0.
Remark 7.11. It is known that there exists a function f ∈ B(R) such that f > 0 on R, but 1/f / ∈ B(R) ( [13, §32] ). Since a function of Toeplitz type w(s, t) = f (s − t), s, t ∈ R, f ∈ C(R), is a Schur multiplier if and only if f ∈ B(R), we obtain a positive Schur multiplier w such that 1/w is not a Schur multiplier. However, 1/w is a local Schur multiplier, since 1/f ∈ A(R) loc . To see this, we note that f belongs locally to A(R) and hence for each s ∈ R there exists a neighbourhood V s and g ∈ A(R) such that f = g on V s . Since g(s) = 0 on V s , using the regularity of A(R) one can find h ∈ A(R) such that hg = 1 on V s . As h = 1/f on V s and s is arbitrary, we have 1/f ∈ A(G) loc .
Note that, by Proposition 6.6, there exists a Schur multiplier w such that w(s, t) = 0 almost everywhere and 1/w is not a local Schur multiplier. Proposition 7.12. There exists an ω-continuous non-closable extremelynon-Schur multiplier.
Proof. Since each continuous function on G×G is ω-continuous with respect to the Haar measure, it suffices to exhibit a continuous function f such that N f is non-closable and κ f = G × G. Let G = T. By [20, Chapter II, Theorem 3.4], for any set S ⊆ T of Lebesgue measure zero there exists a function h ∈ C(T) whose Fourier series diverges at every point of S. We can choose S so that its closure is T and take the corresponding f ∈ C(T). Let ϕ = N f . By the Riemann Localisation Lemma, any function which belongs to A(T) at x ∈ T has a convergent Fourier series at x. Thus, T ⊆ E f and hence E f = T.
By Corollary 7.7, we have κ ϕ ≃ κ w * ϕ ≃ T 2 and therefore ϕ is extremellynon-Schur multiplier. Moreover, applying now Proposition 4.6, we obtain null D(S * ϕ ) = T 2 and hence D(S * ϕ ) = {0}, showing that ϕ is non-closable. Now assume G is compact, so thatĜ is discrete. Then A(G) = { χ∈Γ c χ χ : χ∈Γ |c χ | < ∞}. The space of pseudomeasures P M (G) = A(G) * can be identified with ℓ ∞ (Ĝ) via Fourier transform: F → {F (χ)} χ∈Γ . A pseudomeasure F ∈ P M (G) is called a pseudofunction ifF vanishes at infinity. We recall that P M (G) is an A(G)-module with respect to the operation f F (g) = F (f g), for F ∈ P M (G), f, g ∈ A(G), and that the support supp F of a pseudomeasure F is the set {x ∈ G : f F = 0 whenever f (x) = 0, f ∈ A(G)}.
If E is a closed subset of G we let P M (E) (resp. N (E)) denote the space of all pesudomeasures supported in E (resp. the weak* closed hull of the space of all measures µ ∈ M (G) supported in E). Here, by the weak* topology we mean the σ(P M (G), A(G))-topology. Clearly, N (E) ⊆ P M (E). Moreover, P M (E) (resp. N (E)) is the largest (resp. smallest) weak* closed subspace the support of whose every element is in E. Moreover, N (E) = I(E) ⊥ and P M (E) = J(E) ⊥ .
Recall that a closed set E ⊆ G is called an M -set (resp. an M 1 -set) if P M (E) (resp. N (E)) contains a non-zero pseudofunction. It is known that there exists an M -set which is not an M 1 -set, see [15, Section 4.6] . In what follows we shall give some sufficient conditions for a function of Toeplitz type to be a closable or a non-closable multiplier, based on the above notions.
In [12] , Froelich studied the question of when a given closed set supports a non-zero compact operator and a non-zero pseudo-integral compact operators. The next result uses ideas from [12] . We will use the fact that the restriction of the map N (given by N f (x, y) = f (x − y)) to A(G) takes values in the Varopoulos algebra V (G) def = C(G)⊗C(G) ⊆ Γ(G). We will need a modification of the module action of L 1 (G) on V (G) described on p. 365 of [29] . For ψ ∈ Γ(G) and r ∈ G, write r · ψ for the function given by r · ψ(s, t) = ψ(s + r, t + r). If f ∈ C(G), let f · ψ = G (r · ψ)f (r)dr, where the integral is understood in the Bochner sense. Following the arguments in [29] , one can show that the action on C(G) on Γ(G) extends to an action of L 1 (G) on Γ(G) and that if {f α } α is a bounded approximate identity for L 1 (G) then f α · ψ → ψ for every ψ ∈ Γ(G).
The following lemma establishes that E is an M 1 -set if and only if E * is an operator M 1 -set. This justifies the terminology introduced in Section 5.
Lemma 7.13. Let E ⊆ G be a closed set. The space M min (E * ) contains a non-zero compact operator if and only if E is an M 1 -set.
Proof. Let K be a non-zero compact operator supported on E * . Then there exist γ, δ ∈Ĝ such that c δ,γ def = (Kγ, δ) = 0. Let F be the pseudomeasure given byF (χ) = c γ−δ+χ,χ , χ ∈Ĝ.
Since K is compact,F is a pseudo-function. For each v = χ∈Ĝ a χ χ ∈ I(E) (the sum being absolutely convergent), we have
where ·, · is the duality between B(L 2 (G)) and Γ(G) andṽ is the function given byṽ(s, t) = N v(s, t)(γ − δ)(t). Since N v vanishes on E * and K ∈ M min (E * ), we have that F (v) = 0, showing that F is a pseudofunction in N (E). Thus E is an M 1 -set.
Conversely, assume that E is an M 1 -set and let F be a non-zero pseudofunction in N (E). We let K be the operator on L 2 (G) defined by Kχ = F (χ)χ on the orthonormal basisĜ of L 2 (G). Then for v ∈ I(E), we have K, N v = F (v) = 0.
Suppose that ψ ∈ Γ(G) vanishes marginally almost everywhere on E * . For χ ∈Ĝ, define the functions ψ χ andψ χ by ψ χ (s, t) = χ · ψ(s, t) andψ χ (s, t) = χ(s)ψ χ (s, t).
We have that ψ χ ,ψ χ ∈ Γ(G), andψ χ (s+r, t+r) =ψ χ (s, t) marginally almost everywhere, for each r ∈ G (see [ Finally, we let {u α } be a bounded approximate identity for L 1 (G) chosen from span{χ : χ ∈Ĝ}. For each α, we have that u α · ψ ∈ span{ψ χ : χ ∈Ĝ} and hence K, u α · ψ = 0 giving K, ψ = 0. Since ψ is an arbitrary element of Γ(G) vanishing on E * , we conclude that K ∈ M min (E * ). (ii) follows from Theorem 5.4 (ii), Corollary 7.7 and Lemma 7.13.
Remark 7.15. We note that if E f satisfies spectral synthesis then ϕ is closable if and only if E f is an M -set.
We say that a subset E ⊆ G is Proof. Since f almost belongs to A(G) at each point t ∈ E c f , it is equivalent to a continuous function h on E c f . In fact, for each t ∈ E c f there exists a neighborhood U t and h t ∈ A(G) such that f = h t almost everywhere on U t . Since G is second countable there exists a countable number of neighborhoods U t i such that E c f = ∪ ∞ i=1 U t i . Now set h(t) = h t i (t) for t ∈ U t i . Clearly, h is continuous on E c f and f = h a.e. on E c f . Thus, given an open subset U ⊆ G, the set f −1 (U ) ∩ E c f is equivalent to an open set in G. Since
it is enough to show that µ(E f ) = 0. Assume, by way of contradiction, that µ(E f ) > 0. Since G is a compact group, χ E f ∈ L 1 (G),χ E f vanishes at infinity and hence χ E f is a non-zero pseudo-function supported in E f . But since, by Proposition 7.14, E f is not an M 1 -set, we arrive at a contradiction.
We will finish this section by constructing an example of a non-closable multiplier ϕ for which κ w * ϕ is an operator M -set but not an operator M 1 -set. The existence of a closable multiplier for which κ w * ϕ is an operator M -set but not an operator M 1 -set remains an open problem.
Example 7.17. Let E ⊆ T be s an M -set which is not an M 1 -set. Then ∂E = E. We have that M min (E * ) does not contain a non-zero compact operator, while M max (E * ) contains such an operator, say K.
As M max (E * ) = M min (E * ), we can find Ψ ∈ Γ(T) which vanishes on E * such that K, Ψ = 0.
Let Ψ 1 = n 1 2 n χ αn ⊗ χ βn , where {α n × β n } is a disjoint family of rectangles such that (E * ) c ≃ ∪ n α n × β n . Then Ψ 1 is the limit of elements of Γ(T) which vanish on an ω-open subset of T × T containing E * , and hence K, Ψ 1 = 0 [27] . We note that, moreover, nullΨ 1 = E * . Now let ϕ(x, y) = Ψ(x,y) Ψ 1 (x,y) (x, y) ∈ (E * ) c , 0, (x, y) ∈ E * .
As Ψ 1 ∈ Γ(T), one can find measurable subsets K n , n ∈ N, with K n ⊆ K n+1 , n ∈ N, such that m(K c n ) → n→∞ 0 and Ψ 1 χ Kn×Kn , Ψχ Kn×Kn ∈ S(K n , K n ), n ∈ N. Then there exists N such that K, Ψχ K N ×K N = 0. On the other hand, we have S Ψ 1 χ K N ×K N (K) = 0. Let T n ∈ C 2 (L 2 (T)),
Thus ϕ is not closable and hence κ w * ϕ is an operator M -set. As κ w * ϕ ⊆ E * , we have M min (κ w * ϕ ) ⊆ M min (E * ) and hence κ w * ϕ is not an operator M 1 -set.
