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A necessary condition for a (non-autonomous) ordinary differential equation to be exactly
solved by a one-step, finite difference method is that the principal term of its local
truncation error be null. A procedure to determine some ordinary differential equations
exactly solved by a given numerical scheme is developed. Examples of differential
equations exactly solved by the explicit Euler, implicit Euler, trapezoidal rule, second-order
Taylor, third-order Taylor, van Niekerk’s second-order rational, and van Niekerk’s third-
order rational methods are presented.
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1. Introduction
A finite difference scheme is exact for a given ordinary differential equation (ODE) if its local truncation error (LTE) is
exactly zero [1,2]. This condition may apply to either the general solution of the ODE, or only a particular solution (see, for
example, Ref. [3]).
This paper presents an algorithm to answer the following question: given either a nonstandard or a standard numerical
scheme for initial value problems, for which ordinary differential equations is it exact? Rita Meyer-Spasche [4–6] has solved
this problem for autonomous differential equations by means of solving the differential equation defined by the principal
term of the LTE, i.e. the first non-zero term of the Taylor series expansion of the LTE. The solution of such equation is a
necessary, but not always sufficient, condition for exactness, as shown in Ref. [5], hence, the resulting ODE, which is only a
candidate to be exactly solved, must be manually checked in all the cases. In this paper, a variant of her approach is extended
to non-autonomous problems, resulting also in a necessary condition.
The knowledge of the differential equation exactly solved by a numerical scheme is useful in the context of non-standard
schemes for nonlinear evolution equations. For example, Sakai-Zhang [7] and Kojouharov-Chen [8] schemes for transport
equations, or Le Roux schemes for parabolic equations with blow-up solutions [9,10]. More examples can be found in
Refs. [5,6,11] and references therein. In such a context, the discovery of new exact finite difference schemes for ordinary
differential equations is of great interest with the possibility of a large number of applications.
The contents of this paper are as follows. The next section presents our conditions for an ordinary differential equation
to be exactly solved by a given one-step, finite difference method and a procedure in order to obtain some solutions for
such conditions. Section 3 presents examples of the application of our method to first-, second-, and third-order one-step
methods. Finally, in Section 4 we summarize our main conclusions and suggest several topics for further research.
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2. Formulation of the problem
Let us consider a general one-step method for the initial-value problem (IVP)
y′(t) = f (t, y(t)), y(0) = y0, (1)
given by
yn+1 = yn + hΦf (h; y′n, y′n+1, y′′n, y′′n+1, . . . , y(k)n , y(k)n+1), y0 = y(0), (2)
where tn = nh, h is the (fixed) step size, and
y′n = f (tn, yn), y′′n =
df
dt
(tn, yn), y
(k)
n =
dk−1f
dtk−1
(tn, yn).
The consistency of Method (2) requires that
Φf (h; y′n, y′n, y′′n, y′′n, . . . , y(k)n , y(k)n ) = y′n = f (tn, yn).
Method (2) is of qth order of consistency if its local truncation error, given by
LTE = y(tn + h)− y(tn)− hΦf (h; y′(tn), y′(tn + h), y′′(tn), y′′(tn + h), . . . , y(k)(tn), y(k)(tn + h)), (3)
when expanded by Taylor series about tn is of (q+ 1)th order in the step size, i.e.
LTE = L(y)hq+1 + R(y; h)hq+2,
where L(y) is the principal term of local truncation error, being dependent only on y and its derivatives.
By definition, Method (2) is exact for the IVP (1) if and only if the LTE (3) is exactly zero when substituting a solution of the
IVP. The solution of the equation LTE = 0 may be obtained by two methods. On the one hand, after writing LTE as a function
of f (t, y), by means of solving an infinite-order, nonlinear, partial differential equation for f . The analytical solution of such
equation is extremely difficult in general [12]. On the other hand, after writing LTE as a function of y(t), by means of solving
an infinite-order, nonlinear, ordinary differential equation for y, and subsequently solving the nonlinear algebraic equation
f (t, y(t)) = y′(t) for f . The analytical solution of infinite-order, nonlinear, ordinary differential equations is also a very difficult
task [13]. A mathematical proof of the equivalence of both methods is outside the mathematical skills of this author.
A necessary condition for an IVP to be exactly solved by a numerical method is that its solution substituted into the
principal term of the LTE of this method yields exactly zero, i.e. its solution solves the (q+ 1)th order, ordinary, differential
equation L(y(t)) = 0. Obviously, if a solution of L(y(t)) = 0 is also a solution of R(y(t); h) = 0, then it is also a solution of
LTE = 0. It is possible that there exists solutions of LTE = 0, but not of L(y(t)) = 0, corresponding to differential equations
which explicitly depend on h. However, for differential equations independent of h, the linear independence of the powers
of h assures that a solution of LTE = 0 must be a solution of L(y(t)) = 0 and R(y(t); h) = 0, independently.
The problem of finding the IVPs exactly solved by a numerical method can be solved by finding the analytical solutions
of the differential equation L(y(t)) = 0. The following procedure is the main contribution of this paper. Let us assume that
the general solution of L(y(t)) = 0 is given by
yL(t) ≡ yL(t; C1, C2, . . . , Cr+1), (4)
where Cj are arbitrary integration constants and usually r = q, but not necessarily. The most general nonlinearity f (t, y(t))
for the IVP to be exactly solved by Method (2) is the solution of the algebraic equation
f (t, yL(t)) = dyLdt (t). (5)
Although the solution of Eq. (5) is very difficult to obtain in practice, up to r + 2 solutions of Eq. (5) may be obtained by the
following procedure. By solving Eq. (4) for each Cj, 1 ≤ j ≤ r + 1, when analytically possible, yields
C¯j ≡ Cj(t; yL; C1, . . . , Cj−1, Cj+1, . . . , Cr+1),
which may be introduced into Eq. (5) resulting in
f (t, yL) = ∂yL
∂t
(t; C1, . . . , Cj−1, C¯j, Cj+1, . . . , Cr+1)
= fj(t; yL; C1, . . . , Cj−1, Cj+1, . . . , Cr+1), 1 ≤ j ≤ r + 1. (6)
These r + 1 functions fj(t, y) correspond to, in general, non-autonomous differential equations. Finally, by solving for t in
Eq. (4), when analytically possible, results in
t¯ ≡ tr+2(yL; C1, C2, . . . , Cr+1),
which may be introduced into Eq. (5) giving
f (t, yL) = ∂yL
∂t
(t¯; C1, C2, . . . , Cr+1) = fr+2(yL; C1, C2, . . . , Cj−1),
which corresponds to an autonomous differential equation.
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By construction, if a scalar ordinary differential equation is exactly solved by Method (2), its nonlinearity is among the
r + 2 nonlinearities fj(t, y) found by the above procedure (when an analytical expression has been obtained). However, by
nullifying the principal term of the LTE we have only proved that the qth order accurate Method (2) is, at least, of (q+ 1)th
order for such equations.
The (possible) exactness of Method (2) for any of the fj(t, y) requires a proof (or verification) on a case by case basis.
Any of the methods for autonomous problems presented in Ref. [5] may be also used for such task when dealing with non-
autonomous problems. The simplest one, applicable if the differential equation y′ = fj(t, y) can be analytically solved, is to
apply Method (2) to such differential equation, simplify the resulting expression, solve it for yn+1, and check if the result
belongs to the solution space of y′ = fj(t, y), i.e., if yn+1 ≡ yn+1(tn, yn; h) is equal to a function yˆ(tn) such that yˆ′ = f (t, yˆ),
yˆ(tn) = yn. This method is enough for the purposes of this paper.
3. Presentation of results
Let us present several examples of the application of the procedure introduced in the previous section in order to
determine the scalar differential equations exactly solved by a given numerical method. First-, second-, and third-order
methods, standard and non-standard, have been selected in order to illustrate the generality and wide applicability of the
procedure.
3.1. First-order, explicit and implicit Euler methods
Let us consider the Euler forward method
yn+1 = yn + hf(tn, yn) ≡ yn + hy′n, (7)
whose LTE is given by
LTE = y(tn + h)− y(tn)− hy′(tn) = h
2
2
y′′(tn)+ O
(
h3
)
.
The necessary condition for exactness is y′′(t) = 0, i.e.
y(t) = C1 + C2t, (8)
where C1 and C2 are arbitrary integration constants. Hence, the most general nonlinearity f is the solution of the algebraic
equation
f (t, C1 + C2t) = C2. (9)
The procedure introduced in this paper yield only two solutions. The first one, by solving for C1 in Eq. (8) and substituting
into Eq. (9) yielding f1(t, y(t)) = C2, i.e. the equation y′(t) = C2; the same solution is obtained by solving for t in Eq. (8),
i.e. f3(t, y(t)) = C2, using the notation of the previous section; the exactness of the Euler forward method for autonomous,
scalar, ordinary differential equations with constant nonlinearity has been previously shown in Ref. [5]. The second one, by
solving for C2 in Eq. (8) and substituting into Eq. (9) results in f2(t, y(t)) = (y(t)− C1)/t, i.e. the problem
C1 − y(t)+ ty′(t) = 0, (10)
where C1 is an arbitrary constant. To this author’s knowledge, the exactness of the Euler forward method for the Eq. (10) has
not been reported in the past. The proof of its exactness is very simple. Let us apply Method Eq. (7) to Eq. (10) and solve for
yn+1, yielding
yn+1 = (tn + h)yn − C1h
tn
,
which exactly coincides with the exact solution of Eq. (10) with y(tn) = yn evaluated at y(tn + h).
Let us now consider the Euler backward method
yn+1 = yn + hf(tn+1, yn+1) ≡ yn + hy′n+1, (11)
whose LTE is given by
LTE = −h
2
2
y′′(tn)+ O
(
h3
)
.
The necessary condition for exactness is exactly the same as for Euler forward method, i.e. both methods are exact for the
same problems. The proof for f (t, y(t)) = C2 can be found in Ref. [5], and for f (t, y(t)) = (y(t)− C1)/t, is trivial and omitted
here for brevity.
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3.2. Second-order trapezoidal rule
Let us consider the (implicit) trapezoidal rule
yn+1 = yn + h2 (f (tn, yn)+ f (tn+1, yn+1)) ≡ yn +
h
2
(y′n + y′n+1), (12)
whose LTE is given by
LTE = y(tn + h)− y(tn)− h2
(
y′(tn)+ y′(tn + h)) = − h312y′′′(tn)+ O
(
h4
)
.
The necessary condition for exactness is y′′′(t) = 0, i.e.
y(t) = C1 + C2t + C3t2, (13)
where C1, C2, and C3 are arbitrary integration constants. Hence, the most general nonlinearity which may be exact is the
solution f of the algebraic equation
f (t, C1 + C2t + C3t2) = C2 + 2C3t. (14)
Four solutions of this problem may be easily obtained as follows. By solving for C1, C2, and C3 in Eq. (13) and substituting
into Eq. (14) yield, respectively, f1(t, y(t)) = C2 + C3t, i.e.
C˜2 + C˜3t + y′(t) = 0, (15)
with C˜2 = −C2 and C˜3 = −C3, f2(t, y(t)) = (C3t2 − C1 + y(t))/t, i.e.
C1 + C˜3t2 − y(t)+ ty′(t) = 0, (16)
with C˜3 = −C3, and f3(t, y(t)) = (2y(t)− C2t − C1)/t, i.e.
C1 + C2t − 2y(t)+ ty′(t) = 0, (17)
where Cj and C˜j in Eqs. (15)–(17) are free constants. Finally, by solving for t in Eq. (13) and substituting into f (t, y) =
C2 + 2C3t(y), yields
f (t, y(t)) = −
√
C22 − 4C1C3 + 4C3y(t),
resulting in the autonomous problem√
C˜3y(t)+ C˜2 + y′(t) = 0 (18)
with C˜3 = 4C3, and C˜2 = C22 − 4C1C3, since only two arbitrary constants of integration, cf. C˜2 and C˜3, are required due to the
fact that C1, C2 and C3 are free constants.
The exactness of Eq. (18) has been shown in Ref. [5]. The proof of the exactness of Method (12) for Eqs. (15)–(17) is
straightforward due to its easy analytical solution. For example, applying Method (12) to Eq. (17) and solving for yn+1,
yields
yn+1 = −2C2htn(tn + h)+ C1h(2tn + h)2t2n
+ (tn + h)
2
t2n
yn = y(tn + h),
where y(t) is the exact solution of Eq. (17) with y(tn) = yn.
3.3. Second- and third-order Taylor series methods
Let us consider the second-order Taylor series method
yn+1 = yn + hy′n +
h2
2
y′′n, (19)
whose LTE is given by
LTE = h
3
6
y′′′(tn)+ O
(
h4
)
.
The necessary condition for exactness is y′′′(t) = 0, which is exactly the same as for the trapezoidal rule in Section 3.2,
being Method (19) exact for the same problems, cf. Eqs. (15)–(18). The proof is straightforward, omitted here for the sake of
brevity.
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Let us consider the third-order Taylor series method
yn+1 = yn + hy′n +
h2
2
y′′n +
h3
3! y
′′′
n , (20)
whose LTE is given by
LTE = h
4
24
y′′′′(tn)+ O
(
h5
)
.
The necessary condition for exactness is y′′′′(t) = 0, i.e.
y(t) = C1 + C2t + C3t2 + C4t3, (21)
where C1, C2, C3, and C4 are arbitrary integration constants. Hence, the most general scalar nonlinear function f is the solution
of the algebraic equation
f (t, C1 + C2t + C3t2 + C4t3) = C2 + 2C3t + 3C4t2. (22)
Four solutions of this problem may be easily obtained as follows. By solving for C1, C2, C3, and C4 in Eq. (21) and substituting
into Eq. (22) yield, respectively, f1(t, y(t)) = C2 + 2C3t + 3C4t2, i.e.
C˜2 + C˜3t + C˜4t2 + y′(t) = 0, (23)
with C˜2 = −C2, C˜3 = −2C3, and C˜4 = −3C4, f2(t, y(t)) = (C3t2 + 2C4t3 − C1 + y(t))/t, i.e.
C1 + C˜3t2 + C˜4t3 − y(t)+ ty′(t) = 0, (24)
with C˜3 = −C3, and C˜4 = −2C4, f3(t, y(t)) = (C4t3 − C2t − 2C1 + 2y(t))/t, i.e.
C˜1 + C2t + C˜4t3 − 2y(t)+ ty′(t) = 0, (25)
with C˜1 = 2C1, and C˜4 = −C4, and, finally, f4(t, y(t)) = (3y(t)− C3t2 − 2C2t − 3C1)/t, i.e.
C˜1 + C˜2t + C3t2 − 3y(t)+ ty′(t) = 0, (26)
with C˜1 = 3C1, and C˜2 = 2C2. The solution for t in Eq. (21) is cumbersome, so the analytical expression for f5 is very difficult
to be obtained (note that Ref. [5] has found the same difficulties in this case).
The proof of the exactness of Method (20) for Eqs. (23)–(26) is straightforward, as has been verified by the author, but
omitted here for the sake of brevity.
3.4. Second-order rational van Niekerk method
Let us consider the second-order, non-standard, rational method introduced by van Niekerk [14], given by
yn+1 = yn + h 2(y
′
n)
2
2y′n − hy′′n
, (27)
whose LTE is
LTE = h
3
6
y′′′(tn)− h
3
4
y′′(tn)2
y′(tn)
+ O
(
h4
)
. (28)
The necessary condition for exactness is that the O
(
h3
)
term be null, which is a differential equation having as solution
y(t) = C3 − C2
C1 + t , (29)
where C1, C2, and C3 are arbitrary integration constants. Hence, the most general scalar nonlinearity f is the solution of the
algebraic equation
f (t, C1 + C2t + C3t2) = C2
(C1 + t)2 . (30)
Three solutions of this problem may be easily obtained as follows. By solving for C1, C2, and C3 in Eq. (29) and substituting
into Eq. (30) yield, respectively, f1(t, y(t)) = (C3 − y(t))2/C2, i.e.
C˜2(C3 − y(t))2 + y′(t) = 0, (31)
with C˜2 = 1/C2, for C2 6= 0, f2(t, y(t)) = (C3 − y(t))/(C1 + t), i.e.
C˜3 + y(t)+ (C1 + t)y′(t) = 0, (32)
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with C˜3 = −C3, and f3(t, y(t)) = C2/((C1 + t)2), i.e.
C˜2 + (C1 + t)2y′(t) = 0, (33)
where C˜2 = −C2. Finally, let us note that f4(t, y(t)), obtained by solving for t in Eq. (29), is exactly the same as f1(t, y(t)).
Eqs. (31) and (32) (with C˜3 = 0), and (33), as exact ones for Method (27), have been presented, without proof, as Eqs. (e)–(f)
in Section 3 of Ref. [15]. The proof of this fact is simple and straightforward. However, note that Eqs. (a)–(d) in Section 3 of
Ref. [15] are improperly presented as exactly solved by Method (27). For completeness, let us recall that his Eq. (a) is given by
2y′y′′′ = 3(y′′)2, (34)
which corresponds to L(y) = 0 for Eq. (28), being a third-order differential equation, and that Eqs. (b)–(d) in Ref. [15], being
of second-order, have apparently been obtained by simple algebraic manipulation of the integration of Eq. (34).
Method (27) can only be applied to high-order, scalar, differential equations by rewriting them as a system of first-order,
ordinary differential equations and using a componentwise implementation [16, p. 218], such as that used in Section 5.3 of
Ref. [15] for a stiff system. Let us explain this procedure in detail. Let y, f (x, y) ∈ Rm, and write y′k = fk(x, y), for k = 1, . . . ,m,
then a componentwise implementation of Method (27) yields
yk,n+1 = yk,n + 2h(fk(xn, yn))
2
2fk(xn, yn)− h
(
∂fk
∂x
(xn, yn)+
m∑
j=1
∂fk
∂yj
(xn, yn)fj(xn, yn)
) ,
yk,0 = yk(0), k = 1, . . . ,m. (35)
Writing Eq. (34) as the first-order system
y′ = z, z′ = w, w′ = 3
2
w2
z
, (36)
with the corresponding initial conditions, Method (35) is easily applied yielding
yn+1 = yn + hzn,
zn+1 = zn + hwn,
wn+1 = wn + 3h(wn)
2
2zn − 2hwn ,
where the substitution of the exact solution of Eq. (36), i.e. Eq. (29), results in
z(t) = C2
(C1 + t)(C1 + t + h) ,
w(t) = −2C2
(C1 + t)(C1 + t + h)(C1 + t + 2h) ,
and
LTE = w(t + h)− w(t)− 3hw
2(t)
2z(t)− 2hw(t)
= 6C2h
2
(C1 + t)(C1 + t + h)(C1 + t + 2h)(C1 + t + 3h)(C1 + t + 4h) ,
which is non-null for C2 6= 0, showing the non-exactness of Method (35) for Eq. (34). Similarly, proofs of non-exactness of
Method (27) for Eqs. (b)–(d) in Section 3 of Ref. [15] can be easily obtained.
3.5. Third-order rational van Niekerk method
Let us consider the third-order, nonstandard, rational method introduced by van Niekerk [14], given by
yn+1 = yn + h6y
′
ny
′′
n + 3h(y′′n)2 − 2hy′ny′′′n
2(3y′′n − hy′′′n )
, (37)
whose LTE is
LTE = h
4
24
y′′′′(tn)− h
4
18
y′′′(tn)2
y′′(tn)
+ O
(
h5
)
.
The necessary condition for exactness is that the O
(
h4
)
term be null, i.e.
y(t) = C3 + C4t + C2
C1 + t , (38)
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where C1, C2, C3, and C4 are arbitrary integration constants. Hence, the most general nonlinearity f is the solution of the
algebraic equation
f
(
t, C3 + C4t + C2
C1 + t
)
= C4 − C2
(C1 + t)2 . (39)
Five solutions of this problem may be easily obtained as follows. By solving for C1, C2, C3, and C4 in Eq. (38) and substituting
into Eq. (39) yield, respectively, f1(t, y(t)) = C4 − (C3 + C4t − y(t))2/C2, i.e.
C˜4 + C˜2(C3 − C˜4t − y(t))2 + y′(t) = 0, (40)
with C˜2 = 1/C2, for C2 6= 0, and C˜4 = −C4, f2(t, y(t)) = (C3 + C4(C1 + 2t)− y(t))/(C1 + t), i.e.
C˜3 + C˜4(C1 + 2t)+ y(t)+ (C1 + t)y′(t) = 0, (41)
with C˜3 = −C3, and C˜4 = −C4, f3(t, y(t)) = C4 − C2/(C1 + t)2,
C2 + C˜4(C1 + t)2 + (C1 + t)2y′(t) = 0, (42)
with C˜4 = −C4, and, finally, f4(t, y(t)) = (y(t)− C3)/t − (C2(C1 + 2t))/(t(C1 + t)2), i.e.
C1C˜2 + 2C˜2t + C3t2 − (C1 + t)2y(t)+ t(C1 + t)2y′(t) = 0, (43)
with C˜2 = C2 + C1C3. Finally, by solving for t in Eq. (38) and substituting into Eq. (39), yields two autonomous problems,
depending on the sign of the square root, given by
y′(t) = C4 + 4C
2
4C2(
C3 − C1C4 − y(t)±
√
s(y(t))
)2 , (44)
where
s(y(t)) = (C3 + C1C4 − y(t))2 − 4C4(C1(C3 − y(t))+ C2).
The proof of the exactness of Method (37) for Eqs. (40)–(44) is straightforward, since their analytical solutions can be easily
obtained by means of using Mathematica’s DSolve command [17]; these proofs are omitted here for the sake of brevity.
4. Conclusions
A necessary condition for a one-step method to be exact for a (non-autonomous) ordinary differential equation is
determined. A new procedure for its solution is outlined, but only applicable when the condition is analytically solvable.
Using this procedure, differential equations exactly solved by several first-, second-, and third-order methods has been
obtained.
The extension of the procedure developed in this paper to other classes of one-step methods – like Runge–Kutta methods,
or to linear multistep methods – is an interesting open problem for further research. Moreover, the application of the
new exact methods developed in this paper to highly oscillatory ordinary differential systems or for quasilinear evolution
equations, with and without blow-up solutions, is a vast field also awaiting exploration.
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