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ON THE CONFORMAL DIMENSION OF PRODUCT MEASURES
DAVID BATE AND TUOMAS ORPONEN
ABSTRACT. Given a compact set E ⊂ Rd−1, d ≥ 1, write KE := [0, 1] × E ⊂ Rd. A the-
orem of C. Bishop and J. Tyson states that any set of the form KE is minimal for conformal
dimension: if (X, d) is a metric space and f : KE → (X, d) is a quasisymmetric homeomor-
phism, then
dimH f(KE) ≥ dimHKE .
We prove that the measure-theoretic analogue of the result is not true. For any d ≥ 2 and
0 ≤ s < d − 1, there exist compact sets E ⊂ Rd−1 with 0 < Hs(E) < ∞ such that the
conformal dimension of ν, the restriction of the (1 + s)-dimensional Hausdorff measure
on KE , is zero. More precisely, for any  > 0, there exists a quasisymmetric embedding
F : KE → Rd such that dimH F]ν < .
1. INTRODUCTION
We start by recalling the notions of quasisymmetric maps and conformal dimension.
Definition 1.1 (Quasisymmetric maps). A map f : (X, d) → (Y, d′) between two metric
spaces (X, d), (Y, d′) is called quasisymmetric, if there is a homeomorphism η : [0,∞) →
[0,∞) such that the inequality
d′(f(x), f(a))
d′(f(x), f(b))
≤ η
(
d(x, a)
d(x, b)
)
holds for all triples x, a, b ∈ X with x 6= b.
Definition 1.2 (Conformal dimension). The conformal dimension of a metric space (X, d)
is
dimCX = inf
f
dimH f(X),
where dimH stands for Hausdorff dimension, and the inf is taken over all quasisymmetric
homeomorphisms f between (X, d) and any metric space (Y, d′). The space (X, d) is
called minimal for conformal dimension, if dimCX = dimHX .
The notion of conformal dimension was first introduced by Pansu [14] in 1989. For an
extensive introduction to the subject, and plenty of additional references, see the mono-
graph [11] of Mackay and Tyson. A lower bound for dimCX is the topological dimension
of X , namely the inf of the dimensions of metric spaces homeomorphic to X . Thus, for
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example, dimC[0, 1] = 1. A well-known heuristic suggests that an improvement over the
trivial bound can be expected, if X contains a sufficiently rich family of connected sub-
sets. As far as we know, the principle first appeared in Pansu’s work, [14, Proposition
2.9], and is, today, supported by a large body of specific results, see [11, 4.6 Notes]. For
the motivation of this paper, the following result is most relevant. It appeared implicitly
in the 2001 paper [2] of Bishop and Tyson, and is stated explicitly as [11, Proposition
4.1.11]:
Theorem 1.3. If E ⊂ Rd−1 is compact, d ≥ 1, then [0, 1] × E ⊂ Rd is minimal for conformal
dimension.
For the most general and recent results in this vein, see Section 4 in the paper [1] of
Bishop, Hakobyan and Williams.
A natural counterpart for the conformal dimension of a metric space is the conformal
dimension of a measure:
Definition 1.4 (Conformal dimension of measures). Let (X,µ, d) be a metric measure
space, where µ is a locally finite Borel measure. The conformal dimension of µ is the number
dimC µ := inf
f
dimH f]µ,
where the inf ranges over all quasisymmetric homeomorphisms between (sptµ, d) and
any metric space (Y, d′). Here dimH µ := inf{dimHA : µ(Ac) = 0}, and f]µ is the push-
forward of µ under f , defined by (f]µ)(A) = µ(f−1(A)) for Borel sets A. A measure µ is
minimal for conformal dimension, if dimC µ = dimH µ.
As discussed above, the conformal dimension of metric space (X, d) is intricately re-
lated to the topology and connectivity ofX . In this light, even considering the conformal
dimension of a measure µ on X may seem unnatural: in order to prove that dimC µ is
small, it suffices to find a set A of full µ-measure, and a quasisymmetric homeomor-
phism f : sptµ → (Y, d′) such that dimH f(A) is small. From a topological viewpoint,
the set A may easily be far smaller than sptµ. So, it is not at all clear to begin with, if
the structure of sptµ – topological or metric – plays any role in the problem. In fact, an
example of Tukia [16] from 1989 seems to suggest that it does not:
Example 1.5 (Tukia). For any  > 0, there is a Borel subset B ⊂ [0, 1] of Lebesgue measure
unity, and a quasisymmetric homeomorphism f : [0, 1] → [0, 1] such that dimH f(B) < . In
particular, the conformal dimension of Lebesgue measure on [0, 1] equals zero.
We remark that the sets B ⊂ [0, 1] in Example 1.5 are far from arbitrary. In fact, under
suitable uniform "fatness" assumptions on a (compact, totally disconnected) setB ⊂ [0, 1]
of positive measure, no quasisymmetric homeomorphism can map B to a null set, let
alone lower its dimension. For more information, see Staples and Ward [15], and Buckley,
Hanson, and MacManus [4].
Analogous problems become much harder for measures in [0, 1]d, for d ≥ 2. Question
16 on the list of Heinonen and Semmes [9] asks the following: if X is a metric space and
f : X → Rd is a quasisymmetric homeomorphism, d ≥ 2, then does f map sets of null
Hd measure to sets of null Hd measure? Question 15 on the list asks the same, assuming
a priori X to have locally finite Hd measure. The questions are open even if d = 2 and
X ⊂ R3.
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These problems can be (very nearly) re-phrased in terms of the conformal dimension of
the Lebesgue measure Ld on Rd, d ≥ 2. Namely, if dimC Ld < d, then, by definition, there
exists a metric space X and a quasisymmetric homeomorphism f : Rd → X such that
dimH f(A) < n for some set A ⊂ Rd of positive (or even full) measure. This would imply
that the quasisymmetric homeomorphism f−1 : X → Rd sends theHd null set f(A) ⊂ X
to a set of positive d-dimensional measure, answering Question 16 in the negative.
The purpose of the current paper is to investigate the situation in-between Tukia’s
example, and the Heinonen-Semmes problems. What if f is a quasisymmetric homeo-
morphism defined on a set of the form [0, 1]×E, whereE has many more points than one
(Tukia’s example), but not quite Lebesgue positively many of them (Heinonen-Semmes
problems)? Recalling the result of Bishop and Tyson, Theorem 1.3, this seems like a very
natural intermediate question.
Here is the main result of the paper:
Theorem 1.6. For any d ≥ 2 and 0 ≤ t < d − 1, there exist compact sets E ⊂ Rd−1 with
0 < Ht(E) <∞ such that the conformal dimension of the (1+t)-dimensional Hausdorff measure
ν on [0, 1]×E is zero: for any  > 0, there exists a quasisymmetric embedding F : [0, 1]×E → Rd
such that dimH F]ν < .
In fact, our proof gives something slightly stronger. For brevity, we denote the restric-
tion of one-dimensional Lebesgue measure to [0, 1] by L.
Theorem 1.7. For d ≥ 2, there exists a dense set of values s ∈ (0, d − 1), and compact sets
E ⊂ Rd−1 with 0 < Hs(E) < ∞, and with the following property. If ν is any Radon measure
supported on E, then the conformal dimension of L× ν is zero. In fact, for any  > 0, there exists
a quasisymmetric embedding F : [0, 1]×E → Rd such that dimH F](L× ν) <  simultaneously
for all Radon measures ν supported on E.
Theorem 1.7 easily implies Theorem 1.6: if 0 ≤ t < d− 1 is as in Theorem 1.6, one can
pick t < s < d − 1 and E as in Theorem 1.7, with 0 < Hs(E) < ∞. Then, one can find a
subset E′ ⊂ E with 0 < Ht(E′) < ∞ (see for instance Theorem 8.13 in [12]), and apply
Theorem 1.7 to L × ν with ν := Ht|E′ . Of course, one still needs to check that L × ν is
equivalent to the (1 + t)-dimensional Hausdorff measure on [0, 1]×E′; this follows from
the work of Howroyd [10], for instance, but we also include the details in Appendix A.
To emphasise how extremely poorly the notion of conformal dimension of measures
is understood, we conclude the introduction with two questions:
Question 1. Do there exist measures with positive and finite conformal dimension?
For measures supported on R, the answer is negative, see [13]. The set E constructed
in Theorem 1.6 is certainly not s-Ahlfors-David regular, and there is a clear obstruction,
why our construction could not work in that situation. So, the following particular case
of the previous question seems particularly compelling:
Question 2. Let C ⊂ R be the middle-thirds Cantor set of dimension s = log 2/ log 3, and
let µ be the (1 + s)-dimensional Hausdorff measure on [0, 1] × C. Is µ minimal for conformal
dimension?
Question 2 was proposed to us by A. Käenmäki and T. Sahlsten, and it served as an
initial motivation for this paper.
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Finally, we remark that the dimension dimH µ is sometimes referred to as the upper
Hausdorff dimension of µ, whereas the lower Hausdorff dimension is inf{dimHA : µ(A) > 0},
which is bounded above by the upper Hausdorff dimension. The main result of the paper
remains valid, and the questions stated above remain reasonable, if the reader prefers the
latter definition for dimH µ. For more information on various dimensions of measures,
see Section 10 in Falconer’s book [6].
1.1. Notation. For x ∈ Rd and r > 0, the notation B(x, r) stands for a closed Euclidean
ball centred at x, with radius r > 0. The symbol Ht stands for t-dimensional Hausdorff
measure in Rd, where the dimension "d" of the ambient space should always be clear
from the context. Lebesgue measure on Rd is denoted by Ld; the restriction of L1 to [0, 1]
is further abbreviated to L. If A,B ≥ 0, the notation A .p B means that A ≤ CB for
a constant C ≥ 1, which only depends on the parameter p; if no such parameter p is
specified, then the constant C is absolute (unless otherwise stated). The notation A ∼p B
is shorthand for A .p B .p A, and A &p B means the same as B .p A.
1.2. Outline of the proof in the case d = 2. The easiest part of the construction is finding
a suitable compact set E ⊂ [−12 , 12 ] ⊂ Rd−1 with 0 < Hs(E) < ∞. As we pointed out
above, an s-Ahlfors-David regular choice of E would not work for the other other parts
of the construction, but there are virtually no other restrictions: a very generic Cantor-
type construction works, as long as the "branching" is sufficiently rapid.
Assume that E has been constructed, as above, and write K := [0, 1] × E ⊂ R2. To
prove Theorem 1.7, it suffices to pick  > 0 and construct a quasisymmetric embedding
F : K → R2 such that dimH F](L × ν) <  for all Radon measures ν supported on E. The
mapping F will have the form
F (x, y) = (f(x), g(x, y)),
where f is quasisymmetric homeomorphism [0, 1] → [0, 1] with f]L < . An instance
of such a map is given Tukia’s example, but we have to be significantly more careful
with the construction. The main challenge of the proof is finding a "conjugate" map
g : K → R, which makes F quasisymmetric on K. Products of quasisymmetric maps
are usually far from quasisymmetric, and taking g(x, y) = y fails spectacularly. In fact,
this choice would also be inadequate in the sense that dimH F](L× ν) ≥ dimH ν, whereas
Theorem 1.7 requires dimH F](L × ν) to be arbitrarily close to zero, independently of ν.
It turns out that if E is sufficiently far from s-Ahlfors-David regular, then g can be de-
fined so that F , as above, is a quasisymmetric embedding of K, and moreover g satisfies
the inequality
|g(x, y)− g(x′, y)| . |f(x)− f(x′)|, (x, y), (x′, y) ∈ K. (1.8)
This implies, rather easily, that F distorts the dimension of L × ν by about as much as f
distorts the dimension of L. This will complete the proof of Theorem 1.7.
If E were s-Ahlfors-David regular, achieving (1.8) seems very difficult, unless f is
absolutely continuous with f ′ ∈ A∞, see Remark 2.14. But then f would not lower the
dimension of L, and F would not lower the dimension of L × ν. So, if the answer to
Question 2 is negative, then the counter-example most likely has to look quite different
from the one in this paper.
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2. CONSTRUCTIONS
2.1. Construction of the set. In this section, we review an entirely standard construction
of a (non Ahlfors-David-regular) Cantor-type set E ⊂ [−12 , 12 ]. The letter "E" will always
be reserved for this subset of R, and the set "E ⊂ Rd−1" appearing in Theorems 1.6 and
1.7 will, in fact, be the (d− 1)-fold product E × . . .× E = Ed−1.
Definition 2.1 (The set E). For any dyadic number s = ps/2ms ∈ (0, 1), with 0 < ps <
2ms , a set E = Es ⊂ [−12 , 12 ] will next be constructed via an iterative procedure, so that
eventually 0 < Hs(E) < ∞. The representation s = ps/2ms is not unique, and it will
sometimes be convenient to assume that ps,ms are large integers.
Let I0 = {[−12 , 12 ]}, and assume that a collection In of closed sub-intervals of [−12 , 12 ]
has already been defined. Write r0 := 1, and assume that, for n ≥ 1, all the intervals in
In have equal length
|In| = rn := 3−2n+ms ∈ 3−N.
Everything that follows would work equally well for any sequence (rn)n∈N of numbers in
3−N with sufficiently rapid decay. Next, define the integer sequence (mn)n∈N by requiring
that
mn+1(rn+1)
s = rsn. (2.2)
This is possible, because, recalling that s = ps/2ms ,
rsn
(rn+1)s
=
3−s·2ms+n
3−s·2ms+n+1
= 3(ps/2
ms )·2ms+n = 3ps·2
n ∈ N.
Then, define In+1 by placing mn+1 equally spaced closed intervals of length rn+1 inside
every interval of I ∈ In, so that this spacing is as large as possible. The spacing of
consecutive intervals in In+1 will be denoted by
sn+1 := min{dist(I1, I2) : I1, I2 ∈ In+1 are distinct}, n ≥ 0.
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Then, by (2.2),
sn+1 ∼ rn
mn+1
= rn · (rn+1)
s
rsn
= rn · 3−ps·2n , (2.3)
so sn+1 < rn/10, if ps ≥ 3. On the other hand, since the sequence (rn)n∈N decays rapidly,
and s < 1, the spacing sn+1 is significantly larger than the length rn+1:
rn+1
sn+1
∼ mn+1 rn+1
rn
=
(
rn+1
rn
)1−s
= 3−(1−s)·2
ms+n
.
With this in mind, we choosems so large that the ratios rn+1/sn+1 are uniformly bounded
by 3−(n+1). In summary,
3n+1rn+1 < sn+1 < rn/10, n ≥ 0. (2.4)
Once all the collections In have been constructed in this way, write
En :=
⋃
I∈In
I,
and E :=
⋂
En. This completes the construction of E. Based on (2.2), it is standard
to check (or see Theorem 1.15 in Falconer’s book [5]) that the E has positive and finite
s-dimensional Hausdorff measure, and the (d − 1)-fold product Ed−1 has positive and
finite s(d − 1)-dimensional Hausdorff measure. So, by varying s = ps/2ms ∈ (0, 1), the
Hausdorff dimension of Ed−1 attains values arbitrarily close to d − 1, as required by
Theorem 1.7.
We conclude the section by introducing some additional notation:
Definition 2.5 (Parents in Yn). Recall the collection of intervals In from the construction
above, and let Yn be the set of all midpoints of intervals in In. For y ∈ E and n ∈ N, there
exists a unique interval I ∈ In containing y. The level n parent of y is the midpoint of I
and is denoted by yn := yn(y) ∈ Yn. Since yn and y both belong to I , one has
|y − yn| ≤ |I| = rn.
2.2. Construction of the measure. In this section, we construct a special doubling mea-
sure µ on the real line. This measure is associated to the quasisymmetric homeomor-
phism "f" from Section 1.2.
For the rest of the paper, we now fix a small number  > 0, and write K := KdE :=
[0, 1] × Ed−1. To prove Theorem 1.7, we need to construct a quasisymmetric embedding
F = F : K → Rd such that
dimH F](L × ν) < 
for all Radon measures ν supported on E. Note that F depends on , while K does not.
We start by constructing a suitable doubling measure µ = µ on the real line. Let D be
the collection of all ternary intervals of R, with length at most one:
D =
⋃
k∈N
Dk,
whereD0 = {[j, j+1) : j ∈ Z}, and the intervals inDk+1 are obtained by partitioning each
interval in Dk into three half-open intervals of equal length. Then, for n ∈ N, including
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n = 0, let Sn be the ternary intervals of length rn, where rn ∈ 3−N was defined in the
previous section. So, formally,
Sn := D− log3 rn . (2.6)
We also write S := ⋃n≥0 Sn. Now, following the paper [7] of Garnett, Killip and Schul,
we define the function h : R→ {−1, 2} by
h(x) :=
{
2, if x ∈ [13 , 23) + Z,
−1, otherwise.
Note that h is constant on elements of D1, and this is the only reason why ternary inter-
vals are considered in this paper, instead of dyadic ones. The measure µ will be defined
as a weak limit of the partial "Riesz products"
µn =
∏
j∈J
j<n
(1 + α · h(3jx)) dx, n ≥ 1, (2.7)
where α = α,s ∈ [0, 1) is a suitable constant, and J = J ⊂ {0, . . . , n} is a non-empty
collection of indices (both α and J will be specified later; α will be chosen quite late in
(4.13), whereas J is specified in this section). Regardless of J , the choice α = 0 gives
Lebesgue measure; also note that, for a fixed n ∈ N, the measure µn is just a function,
which is constant on the ternary intervals in Dn. The value of this constant is given by
the common value of
x 7→
∏
j∈J
j<n
(1 + α · h(3jx))
on the interval I , which will be denoted by pi(I) = piα,J (I). Then
Θ(I) :=
µ(I)
|I| = pi(I). (2.8)
The proof in [7] shows that
µ = lim
n→∞µn :=
∏
j∈J
(1 + α · h(3jx)) dx (2.9)
exists, and is a doubling measure, with doubling constant depending only on how close
α is to 1 (and not on the choice of J ). The details are given below for the convenience of
the reader.
Lemma 2.10. The measure µ is doubling with a constant D = Dα ≥ 1, which is independent
on the choice of J .
Proof. It clearly suffices to prove that
µ(I1)
µ(I2)
≤ 1 + 2α
1− α (2.11)
for every pair of adjacent ternary intervals I1, I2. For ternary intervals of unit length, this
is clear, because µ([j, j + 1)) = 1 for j ∈ Z. Next, fix n ≥ 1. Every ternary interval I =
[x, x+ 3−n) ∈ Dn has a unique representation (x0(I), x1(I), . . . , xn(I)), where x0(I) = [x]
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is the integer part of x and 0.x1(I)x2(I) . . . xn(I) is the base 3 representation of x − [x].
For I ∈ Dn, write
1(I) := card{1 ≤ j ≤ n : xj(I) = 1}.
Now, if I1, I2 ∈ Dn are adjacent, we claim that |1(I1) − 1(I2)| ≤ 1. Indeed, if j0 ≥ 1 is
the first index such that xj0(I1) = 1 and xj0(I2) = 0, say, then the adjacency of I1 and I2
forces
xj(I1) = 0 and xj(I2) = 2
for j0 < j ≤ n. This proves the claim. Next, let
Jn := J ∩ {1, . . . , n},
and for I ∈ Dn, write 1J (I) := card{1 ≤ j ≤ n : j ∈ J and xj(I) = 1}. Then also
|1J (I1)− 1J (I2)| ≤ 1 for adjacent I1, I2 ∈ Dn by the previous argument, and
Θ(I) = (1 + 2α)1J (I)(1− α)|Jn|−1J (I), I ∈ Dn, n ≥ 1.
The inequality (2.11) follows. 
The doubling constant of µ will be denoted by D = Dα = D,s ≥ 1:
µ(I1) ≤ Dµ(I2),
whenever I1, I2 ⊂ R are adjacent intervals of the same length. If  is small, the constant
α needs to be chosen close to one, which increases the doubling constant D. We also
note that there exists a constant τ = τα < 1 with the following property: If I is a ternary
interval and J ⊂ I is one of the ternary children of J , then µ(J) ≤ τ · µ(I). Inductively,
we obtain the following: If J ⊂ I are ternary intervals of length 3−j and 3−i respectively
then
µ(J) ≤ τ (j−i)µ(I). (2.12)
For the eventual construction of F to work, we require three fairly abstract properties
from µ, listed below as (G0)-(G2). In the remainder of the section, we will verify that the
properties are satisfied, if the index set J is chosen appropriately.
(G0) The measure µ resembles Lebesgue measure for all large scales, where the def-
inition of "large" depends on α (which in turn only depends on  and s). More
precisely, for a suitable integer nα ∈ N to be determined later, the following holds:
if I ⊂ R is any interval of length |I| ≥ rnα , then |I|/3 ≤ µ(I) ≤ 2|I|. Moreover, if
I is, in addition, a ternary interval, then µ(I) = |I|.
(G1) If I ∈ Sn−1, n ≥ 1, and J ⊂ 3I is any interval of length sn ≤ |J | ≤ rn−1, then
Θ(J) ∼D Θ(I),
where Θ(P ) = µ(P )/`(P ). Moreover, we have Θ(J) = Θ(I) if, in addition, J ⊂ I
is a ternary interval.
(G2) For a ternary interval I ∈ Dn, let Ir be the right neighbour of I : that is, Ir ∈ Dn is
the interval immediately to the right from I . Define the coefficient
aI :=
µ(Ir)− µ(I)
µ(I)
.
ON THE CONFORMAL DIMENSION OF PRODUCT MEASURES 9
The numbers (aI)I∈S form an S-Carleson sequence. This means that∑
I∈S
I⊂J
|aI |µ(I) =
∑
I∈S
I⊂J
|µ(Ir)− µ(I)| ≤ C∞µ(J), J ∈ S, (2.13)
where C∞ ≥ 1 is a constant depending only on D. Note that, by the doubling
condition, we immediately have |aI | ≤ D.
Heuristically, condition (G1) requires that, for scales r with sn ≤ r ≤ rn−1, the µ-
density of intervals of length r is approximately determined by the density of a "parent"
of length rn−1 (the densities among the parents can differ significantly, however). Note
that this places no restrictions on how the density of µ varies on scales r with rn < r < sn.
Since rn is significantly smaller than sn by the rapid decay of the sequence (rn), and the
assumption s < 1, this leaves plenty of freedom to make µ into a highly singular measure.
Remark 2.14. Condition (G2) is the main reason, why our construction does not work
for Ahlfors-David regular sets E. We need the Carleson condition (2.13) for all scales S
appearing in the construction of E. So, if E were Ahlfors-David regular, then S would
essentially have to contain all the scales smaller than one. However, according to a result
of Buckley, Theorem 2.2(iii) in [3], if µ is doubling, then having the Carleson condition
(2.13) for all scales implies µ ∈ A∞. We need µ to be highly singular for the purposes of
dimension-distortion, so a measure µ ∈ A∞ cannot work for us.
We start describing the requirements on the indices J . Initially, let J := N. We will
next delete three subsets of J . The first deletion is simple: we remove from J all the
indices
j ∈ {0, . . . , 2nα+ms},
where nα ∈ N is the number from (G0). Recall that rnα = 3−2nα+ms . Now, if I is any
ternary interval of length at least rnα/3, then
µ(I) = piα,J (I)|I| = |I|,
since the product in the definition of piα,J (I) is empty. It follows that if I is an arbitrary
interval of length |I| ≥ rnα , then |I|/3 ≤ µ(I) ≤ 2|I|. This gives (G0).
The second deletion is specified by the following requirement:
n ≥ 1 and sn < 3−j ≤ rn−1 =⇒ j /∈ J . (2.15)
Lemma 2.16. If µ has the form (2.9), and the collection J satisfies the requirement (2.15), then
µ has property (G1).
Proof. Since µ is D-doubling, and the implicit constants in (G1) are allowed to depend
on D, it suffices to verify the "moreover" statement: if I ∈ Sn−1, n ≥ 1, and J ⊂ I is a
ternary subinterval with sn ≤ |J | ≤ rn−1, then Θ(J) = Θ(I). This follows immediately
from the density formula (2.8), observing (via (2.15)) that the products defining pi(I) and
pi(J) contain precisely the same indices of J . 
We turn to the final property (G2), and delete a third subset from J :
n ≥ 1 and rn < 3−j ≤ 3n−1rn =⇒ j /∈ J . (2.17)
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There will be no further deletions from J , so the definition of J is now complete. The
indices remaining in J can expressed as follows:
j ∈ J ⇐⇒ j > 2nα+ms and 3n−1rn < 3−j ≤ sn (2.18)
for some n ≥ 1. These ranges are always non-empty by (2.4).
The usefulness of the deletion (2.17) is explained by the following lemma:
Lemma 2.19. Assume that J ∈ Sn, and j /∈ J for rn+1 < 3−j ≤ 3Arn+1, where A ∈ N.
Assume also that 3Arn+1 ≤ rn. Then∑
I∈Sn+1
I⊂J
|µ(Ir)− µ(I)| =
∑
I∈Sn+1
I⊂J
|aI |µ(I) ≤
(
2
3A
+ (D + 1)τA
)
· µ(J).
Proof. Consider I ∈ Sn+1 with I ⊂ J . Regardless of the choice of J , the expression
Θn+1n (x) :=
∏
j∈J
rn+1<3−j≤rn
(1 + α · h(3jx))
is always constant on ternary intervals of length rn+1. So, we may write Θn+1n (x) :=
Θn+1n (I) for I ∈ Sn. Then
µ(I) = Θn+1n (I)
|I|
|J | · µ(J), for I ∈ Sn+1 and I ⊂ J. (2.20)
Now, if j /∈ J for rn+1 < 3−j ≤ 3Arn+1, then in fact Θn+1n (x) is constant on ternary
intervals of length 3Arn+1. For I ∈ Sn+1, let Iˆ be the unique ternary interval of length
3Arn+1 containing I ; as before, we will write Θn+1n (Iˆ) for the value of Θn+1n (x) for x ∈ Iˆ .
There are two kinds of intervals in I ∈ Sn+1 with I ⊂ J : those with Iˆ = Îr, and those
with Iˆ 6= Îr. For I of the first kind, (2.20) shows that
aIµ(I) = µ(I
r)− µ(I) = 0,
and consequently ∑
I∈Sn+1
Iˆ=Îr⊂J
|aI |µ(I) = 0. (2.21)
For the intervals of the second kind, there are still two different possibilities: either Îr ⊂
J , or Îr 6⊂ J . There is exactly one interval I ∈ Sn+1 with I ⊂ J of the latter kind, and we
deal with it later. For now, assume that Iˆ , Îr ⊂ J . Then
µ(Iˆ) = Θn+1n (Iˆ)
|Iˆ|
|J | · µ(J) and µ(Î
r) = Θn+1n (Î
r)
|Îr|
|J | · µ(J),
so that
|aI |µ(I) = |µ(Ir)− µ(I)| =
∣∣∣∣∣Θn+1n (Iˆ) |Iˆ|3A|J | · µ(J)−Θn+1n (Îr) |Îr|3A|J | · µ(J)
∣∣∣∣∣
=
|µ(Iˆ)− µ(Îr)|
3A
≤ [µ(Iˆ) + µ(Î
r)]
3A
.
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It follows that ∑
I∈Sn+1
Iˆ 6=Îr⊂J
|aI |µ(I) ≤ 2 · µ(J)
3A
, (2.22)
noting that every Iˆ (and Îr) in the sum above corresponds to exactly one interval I ∈
Sn+1 (namely the rightmost subinterval of Iˆ). So, viewing (2.21) and (2.22), the only
remaining task is to treat the term |aI |µ(I) for the rightmost interval I ⊂ J with |I| = rn+1
(that is, the unique interval I with Îr 6⊂ J). Since 3Arn+1 ≤ rn = |J |, we have
µ(I) ≤ τAµ(J) and µ(Ir) ≤ Dµ(I) ≤ DτAµ(J).
Consequently |aI |µ(I) ≤ τA(D + 1)µ(J), which proves the lemma. 
Now, we can easily verify the property (G2):
Lemma 2.23. If (2.17) is satisfied, then µ satisfies the S-Carleson condition∑
I∈S
I⊂J
|aI |µ(I) .α µ(J), J ∈ S.
Proof. Let δk := (2/3k + (D + 1)τk) be the constant (with A = k ≥ 1) from the previous
lemma. Consider an interval J ∈ Sn. We verify by induction on m ≥ 1 that∑
I∈S
I⊂J
|I|≥rn+m
|aI |µ(I) ≤
(
D +
m∑
k=1
δn+k−1
)
µ(J).
This is a direct consequence of the previous lemma. First, for m = 1, note that∑
I∈S
I⊂J
|I|≥rn+1
|aI |µ(I) = |aJ |µ(J) +
∑
I∈Sn+1
I⊂J
|aI |µ(I) ≤ (D + δn)µ(J).
Next, if the claim has already been verified for some m ≥ 1, the case m + 1 is proven as
follows: ∑
I∈S
I⊂J
|I|≥rn+m+1
|aI |µ(I) =
∑
I∈S
I⊂J
|I|≥rn+m
|aI |µ(I) +
∑
I∈Sn+m
I⊂J
∑
I′∈Sn+m+1
I′⊂I
|aI′ |µ(I ′)
≤
(
D +
m∑
k=1
δn+k−1
)
µ(J) +
∑
I∈Sn+m
I⊂J
δn+m · µ(I)
=
(
D +
m+1∑
k=1
δn+k−1
)
µ(J).
The lemma follows by letting m→∞, noting that the geometric series converges. 
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We have now shown that the Riesz product µ associated to the index set J , defined in
(2.18), satisfies the good properties (G0)-(G2), with implicit constants depending only on
α (and hence  and s).
2.3. Construction of the map. Recalling the construction of the measure µ from the pre-
vious section, and in particular observing that µ is a doubling measure with µ([0, 1]) = 1,
we set
f(t) := µ([0, t]).
It is well-known that this defines a quasisymmetric homeomorphism f : [0, 1] → [0, 1],
and it turns out that dimH f]L < , if the parameter α was chosen close enough to 1 in
the previous section, depending on  and s. In this section, we construct another map
g : [0, 1]×E → R, which is "conjugate" to f , in the sense that the map F (x1, x2, . . . , xd) =
(f(x1), g(x1, x2), . . . , g(x1, xd)) is a quasisymmetric embedding of [0, 1] × Ed−1 to Rd. A
key property of g will be the following: for any x, x′ ∈ [0, 1] and y ∈ E,
|g(x, y)− g(x′, y)| ≤ C∞|f(x)− f(x′)|, (2.24)
where C∞ is the constant from the Carleson condition in (G2). This allows us to transfer
the dimension distortion of f rather effortlessly to that of F .
To construct g, we now need to take a somewhat abstract detour.
2.3.1. Carleson series. Let S ⊂ D be a levelled collection of ternary intervals, all contained
in [0, 1) (in this section, "ternary" plays no particular role, but we stick to this terminology
for consistency’s sake). By levelled, we mean that
S =
⋃
k≥0
Sk,
where S0 = {[0, 1)}, the families Sk are pairwise disjoint, and each interval I ∈ Sk is
partitioned by finitely many intervals of Sk+1; the theory will eventually be applied to
the intervals Sn introduced in (2.6). If I ∈ Sk, then k is the generation of I , denoted by
k = gen(I). Given a levelled collection of dyadic intervals and a probability measure µ
on [0, 1), a sequence of complex numbers (aI)I∈S is called an (S, µ)-Carleson sequence, or
simply S-Carleson sequence, if there exists a constant C ≥ 1 such that∑
I∈S
I⊂J
|aI |µ(I) ≤ Cµ(J), J ∈ S. (2.25)
This is precisely an abstract version of condition (G2).
Proposition 2.26 (Carleson series). Let µ be a Borel probability measure with µ([0, 1)) = 1,
and let (aI)I∈S be an S-Carleson sequence with constant C ≥ 1, where S ⊂ D is levelled. Then,
there exist functions ∆k ∈ L∞(µ) with the following properties:
(I) For I ∈ S, ∫
I
∆gen(I) dµ = aIµ(I).
(II) The function ∆gen(I) has the same sign (or "direction") as aI on I ∈ S. In other words,
aI = 0 implies ∆gen(I) ≡ 0 on I , and
a¯I∆I(t) ≥ 0 for µ a.e. t ∈ I.
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(III) The series
∑
∆k converges absolutely µ almost everywhere, and moreover
∞∑
k=0
|∆k| ≤ C µ almost everywhere.
The sequence (∆k)k≥0 will be called the Carleson series associated with the sequence (aI)I∈S .
Remark 2.27. The terminology comes from the fact that sums of the functions ∆k corre-
spond to Carleson sums of the sequence (aI)I∈S . Namely, if J ∈ S, then
∫
J
 ∞∑
k=gen(J)
∆k
 dµ = ∑
I⊂J
I∈S
aIµ(I), (2.28)
which follows immediately from (I). From (II), it follows that∫
I
|∆gen(I)| dµ =
a¯I
|aI |
∫
I
∆gen(I) dµ =
a¯I
|aI | · aIµ(I) = |aI |µ(I). (2.29)
Proof of Proposition 2.26. We start by constructing the finite Carleson series
(∆Nk )0≤k≤N = (∆k)0≤k≤N
associated with (aI)I∈SN , where SN is the following truncation of S :
SN =
N⋃
k=0
Sk.
The existence of the full series will eventually follow by an application of the Banach-
Alaoglu theorem.
The construction starts at the largest level k = N and proceeds by induction towards
the level k = 0. So, fix I ∈ SN , and define
∆NN := ∆N (t) = aI , t ∈ I.
It follows from the Carleson assumption (2.25) that |∆N | ≤ C. Since the intervals in SN
partition [0, 1), the formula above defines ∆N for all t ∈ [0, 1). It is clear that (I)-(II) hold.
Next, assume that ∆N , . . . ,∆k+1 have already been constructed for some 0 ≤ k < N
such that (I)-(II) hold for all I ∈ Sj with k + 1 ≤ j ≤ N , and
N∑
j=k+1
|∆j(t)| ≤ C, t ∈ [0, 1). (2.30)
Fix J ∈ Sk: the current plan is to define ∆k on J . If aJ = 0, define ∆k ≡ 0 on J . So,
assume that aJ 6= 0 in the sequel. Let I1, . . . , In ∈ Sk+1 be a partition of I . Then, by (2.28),
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and (2.29) applied to |∆k| instead of ∆k, one has
|aJ |µ(J) +
∫
J
 N∑
j=k+1
|∆j |
 dµ = |aJ |µ(J) + n∑
i=1
∫
Ii
 N∑
j=k+1
|∆j |
 dµ
= |aJ |µ(J) +
n∑
i=1
∑
I∈SN
I⊂Ii
|aI |µ(I)
=
∑
I∈SN
I⊂J
|aI |µ(I) ≤ Cµ(J).
Consequently, ∫
J
C − N∑
j=k+1
|∆j |
 dµ ≥ |aJ |µ(J),
and one may pick a constant τJ ∈ (0, 1] such that∫
J
τJ
C − N∑
j=k+1
|∆j |
 dµ = |aJ |µ(J). (2.31)
Note that the integrand in (2.31) is non-negative by (2.30). Now, set
∆k(t) :=
aJτJ
|aJ |
C − N∑
j=k+1
|∆j(t)|
 , t ∈ J.
Then ∆k has the same sign as aJ on J in the sense of (II), and (I) holds by (2.31). Finally,
also (2.30) holds with "k + 1" replaced by "k":
N∑
j=k
|∆j(t)| =
N∑
j=k+1
|∆j(t)|+ τJ
C − N∑
j=k+1
|∆j(t)|

=
 N∑
j=k+1
|∆j(t)|
 (1− τJ) + τJ · C ≤ C · (1− τJ) + τJ · C = C.
This completes the definition of ∆k on J . Since the intervals J ∈ Sk partition [0, 1), this
also completes the inductive definition of ∆k.
It remains to define the full Carleson series (∆k)k≥0 associated with the sequence
(aI)I∈S . To this end, define the partial Carleson series (∆Nk )0≤k≤N , as above, for each
N ≥ 0. Since the sequence (∆N0 )N≥0 is uniformly bounded (by C) in L∞(µ), which
is the dual of L1(µ), the Banach-Alaoglu theorem implies that there is a subsequence
{0(j)}j∈N ⊂ N such that (∆N0(j)0 )j≥0 converges in the weak*-topology of L∞(µ) to a func-
tion ∆0 ∈ L∞(µ): ∫
∆
N0(j)
0 · g dµ→
∫
∆0 · g dµ, g ∈ L1(µ).
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Next, by the same argument, the sequence {0(j)}j≥0 has a further subsequence {1(j)}j≥0
such that (∆
N1(j)
1 )j≥0 converges to a function ∆1 ∈ L∞(µ) in the weak*-topology of
L∞(µ). When repeated ad infinitumn, the process produces a sequence of functions
(∆k)k≥0, contained in the C-ball of L∞(µ). We claim that (∆k)k≥0 is the Carleson se-
ries associated with (aI)I∈S .
Condition (I) is clear from the definition of weak* convergence: if I ∈ Sk, then∫
I
∆k dµ =
∫
∆kχI dµ = lim
j→∞
∫
∆
Nk(j)
k χI dµ = aIµ(I).
Condition (II) can be proven similarly: the sign of ∆k cannot differ from the (common)
signs of the approximating functions ∆
Nk(j)
k on I (unless aI = 0, in which case ∆k, and
all the approximating functions, vanish on I).
To prove (III), it suffices to show that∫ ( M∑
k=0
|∆k|
)
· g dµ ≤ C,
for all non-negative g ∈ L1(µ) with ‖g‖L1(µ) ≤ 1, and for any M ≥ 0. First, observe that∫
|∆k| · g dµ = lim
j→∞
∫
|∆Nk(j)k | · g dµ = limj→∞
∫
|∆NM(j)k | · g dµ, 0 ≤ k ≤M,
where the first equation is just the convergence of the sequence ∆
Nk(j)
k to ∆k, and the
second follows from the fact that {M(j)}j≥0 is a subsequence of {k(j)}j≥0 for every 0 ≤
k ≤M . Thus∫ ( M∑
k=0
|∆k|
)
·g dµ = lim
j→∞
∫ ( M∑
k=0
|∆NM(j)k |
)
·g dµ ≤ lim
j→∞
∫ NM(j)∑
k=0
|∆NM(j)k |
·g dµ ≤ C,
where the last inequality follows from (2.30) with "k + 1" replaced by "0". The proof of
Proposition 2.26 is complete. 
Now, we return to the "real world" and construct the map g : [0, 1]×E → R. Recall the
collections (Sn)n≥0 of ternary intervals with lengths (rn)n≥0 introduced in (2.6), and the
coefficients aI = [µ(Ir) − µ(I)]/µ(I) from condition (G2). As mentioned above Propo-
sition 2.26, condition (G2) stipulates that the numbers (aI)I∈S form an (S, µ)-Carleson
sequence with respect to the probability measure µ|[0,1). So, by Proposition 2.26, there
exists an associated Carleson series (∆k)k≥0, with
∞∑
k=0
|∆k(t)| ≤ C∞
at µ almost every t ∈ [0, 1). Recall the definition of the level k parents of y ∈ E, yk(y) ∈ Yk
from Definition 2.5.
Definition 2.32 (The map g). For (x, y) ∈ [0, 1]× E define
g(0, y) :=
∞∑
k=0
Θ([0, rk])(yk+1(y)− yk(y))
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and
g(x, y) := g(0, y) +
∫ x
0
∞∑
k=0
yk+1(y)− yk(y)
rk
∆k(t) dµ(t).
We conclude with some basic properties of g, in particular the the key inequality (2.24):
Lemma 2.33. The function g : [0, 1]×E → R is well defined and continuous. Moreover, for any
0 ≤ x ≤ x′ ≤ 1 and y ∈ E,
|g(x, y)− g(x′, y)| ≤ C∞µ([x, x′]) = C∞(f(x′)− f(x)). (2.34)
Proof. Let (x, y) ∈ [0, 1] × E. First note that µ([0, rk]) decays geometrically when k → ∞
(by (2.12) and because the rk decay at least geometrically), and
|yk+1(y)− yk(y)| ≤ |Ik| = rk, (2.35)
where Ik ∈ Ik is the unique interval containing both yk+1(y) and yk(y). Thus, the first
series appearing in the definition of g converges.
For the second series, by property (III) of the Carleson series and (2.35), the integrand
is bounded in absolute value by
∞∑
k=0
|∆k(t)| ≤ C∞ for µ a.e. t ∈ [0, 1]. (2.36)
Thus g is well defined.
To prove (2.34), let x′ ∈ [0, 1] with x′ ≥ x and note that from the definition of g, (2.35)
and (2.36),
|g(x, y)− g(x′, y)| =
∣∣∣∣∣
∫ x′
x
∞∑
k=0
yk+1(y)− yk(y)
rk
∆k(t) dµ(t)
∣∣∣∣∣ ≤ C∞µ([x, x′]). (2.37)
Also, observe that the equation µ([x, x′]) = f(x′)− f(x) is immediate from the definition
f(t) = µ([0, t]). The claim follows.
Finally, to see that g is continuous, let y′ ∈ E. Then by (2.37), (2.36) and the triangle
inequality,
|g(x, y)− g(x′, y′)| ≤ |g(0, y)− g(0, y′)|+ C∞µ([x, x′])
≤D,C∞ µ([0, rn]) + µ([x, x′])
for n ∈ N maximal with yn(y) = yn(y′) (if y = y′ then the first term vanishes). In
particular, if (x, y′) → (x′, y) then n → ∞ and so µ([0, rn]), µ([x, x′]) → 0. The continuity
of g follows. 
3. THE RELATIONSHIP BETWEEN g AND µ
In this section, we find upper and lower bounds for |g(x) − g(b)| in terms of the mea-
sure µ([x1, x1 + |x − b|)), for x, b ∈ [0, 1] × E. This will allow us to show that F is a
quasisymmetry and that it reduces the dimension of measures of the form L×ν by about
as much as f reduces the dimension of L.
Notation 3.1. For this section, we fix x = (x1, x2), b = (b1, b2) ∈ [0, 1) × E, with x2 6= b2.
For each k ∈ N let
Ik := [dk, dk + rk) ∈ Sk
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be the unique interval containing x1. Finally, let n ≥ 0 be the greatest integer for which
yn(x2) = yn(b2), which exists because x2 6= b2. In other words, x2, b2 share a common
interval in In, but lie in different intervals of In+1. This implies that
sn+1 ≤ |x2 − b2| ≤ rn. (3.2)
In order to prove estimates for |g(x)− g(b)|, we start by observing that
g(x)− g(b) = [g(x)− g(x1, b2)] + [g(x1, b2)− g(b)].
In this subsection, we seek upper and lower bounds for the first term, g(x) − g(x1, b2).
Note that
g(x)− g(x1, b2) =
∞∑
k=n
δk
rk
(
µ([0, rk)) +
∫ x1
0
∆k(t) dµ(t)
)
,
where δk = (yk+1(x2) − yk(x2)) − (yk+1(b2) − yk(b2)). The terms for k < n simply can-
cel, recalling the definition of g from Definition 2.32, by the definition of n. As for the
remaining terms, the term with k = n is the "main term", and the terms with k > n are
"errors", which are further divided into two categories: those with n < k ≤ nα (possibly
none) and those given by k > max{n, nα}. For the first category, we typically get – and
need – better estimates.
In our first lemma, we significantly use properties (I)–(II) of the Carleson series.
Lemma 3.3. For any k ∈ N,
min{µ(Ik), µ(Irk)} ≤
∣∣∣∣µ([0, rk)) + ∫ x1
0
∆k(t) dµ(t)
∣∣∣∣ ≤
{
µ(Ik) k ≤ nα
2Dµ(Ik) otherwise.
Proof. For any k ∈ N, the definition of ∆k, namely (I), gives∫
I
∆k(t) dµ(t) = aIµ(I) := µ(I
r)− µ(I) I ∈ Sk = Drk ,
and so one finds that
µ([0, rk)) +
∫ d
0
∆k(t) dµ(t) = µ([d, d+ rk)) (3.4)
whenever d ∈ [0, 1) is the left endpoint of an interval in Sk.
For the first inequality, we use (3.4) with d = dk, the left endpoint of Ik 3 x1, to get∣∣∣∣µ([0, rk)) + ∫ x1
0
∆k(t) dµ(t)
∣∣∣∣ = ∣∣∣∣µ(Ik) + ∫ x1
d
∆k(t) dµ(t)
∣∣∣∣ .
If aIk ≥ 0 then ∆k(t) ≥ 0 for µ a.e. t ∈ Ik by property (II) and so the right hand side
is bounded below by µ(Ik). On the other hand, if aIk < 0, then by the same reasoning
∆k(t) ≤ 0 on Ik, so the right hand side is smallest when x1 = dk+rk, and is consequently
bounded below by µ(Ik) + aIkµ(Ik) = µ(I
r
k) (using also (I)). In either case,∣∣∣∣µ([0, rk)) + ∫ x1
0
∆k(t) dµ(t)
∣∣∣∣ ≥ min{µ(Ik), µ(Irk)},
as required.
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For the second inequality, we again use (3.4) with dk to get∣∣∣∣µ([0, rk)) + ∫ x1
0
∆k(t) dµ(t)
∣∣∣∣
≤
∣∣∣∣µ([0, rk)) + ∫ dk
0
∆k(t) dµ(t)
∣∣∣∣+ ∫
Ik
|∆k(t)| dµ(t)
= µ(Ik) + |aIk |µ(Ik).
If k ≤ nα, then aIkµ(Ik) = µ(Irk)− µ(Ik) = |Irk | − |Irk | = 0 by (G0). Therefore∣∣∣∣µ([0, rk)) + ∫ x1
0
∆k(t) dµ(t)
∣∣∣∣ ≤
{
µ(Ik) k ≤ nα
2Dµ(Ik) otherwise,
establishing the second inequality. 
The next lemma gives a further estimate for the numbers appearing on the right hand
side of the bound in the previous lemma. This is the first place where the choice of nα be-
comes significant: it needs to be so large that the errors corresponding to k > max{n, nα}
admit an upper bound depending only on n, not D, as in the first estimate below:
Lemma 3.5. For any D ≥ 1, if nα is sufficiently large then∑
nα≥k>n
2µ(Ik) +
∑
k>nα
4Dµ(Ik) ≤ 3
4
sn+1
whenever 0 ≤ n < nα. Moreover, there exists a D′ depending only upon D such that∑
k>n
µ(Ik) ≤ D′µ(In+1)
for any n ∈ N.
Proof. We prove the statements in reverse order. Recall the definition of τ < 1 (which
depends only upon D) from (2.12) to obtain
µ(Ik+1) ≤ τ log3(rk/rk+1)µ(Ik) =
(
rk+1
rk
)D′
µ(Ik) ≤ 3−kD′µ(Ik),
for some D′ > 0 depending only upon D. For the final inequality, we used (2.4). Notice
that the first inequality implies that the µ(Ik) decay at least at a geometric rate, and so
we already obtain the final statement of the lemma. Moreover,∑
k>n
µ(Ik) ≤ D′µ(In+1) ≤ D′3−nD′µ(In). (3.6)
To obtain the first statement, suppose nα is sufficiently large so that DD′3−D
′nα <
1/29. Then, for any n < nα, by property (G0) and (3.6),∑
nα≥k>n
2µ(Ik) +
∑
k>nα
4Dµ(Ik) ≤
∑
nα≥k>n
2rk + 4DD
′3−D
′nαµ(Inα)
≤ 60rn+1/29 +DD′3−D′nαrn+1
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since the rk+1 < rk/30 and hence decay at least at a geometric rate. By the choice of nα,
this final expression is bounded above by 61rn+1/29. Recalling (2.4) completes the proof
since
61rn+1/29 ≤ 61 · 3−(n+1)sn+1/29 ≤ 3sn+1/4.

We are now in a position to estimate the difference |g(x)− g(x1, b2)|:
Lemma 3.7. The following inequality is true:
|g(x)− g(x1, b2)| .D |yn+1(x2)− yn+1(b2)|Θ(In) + µ(In+1). (3.8)
Further, provided nα is so large that the conclusion of Lemma 3.5 holds, then
|g(x)− g(x1, b2)| ≥ |yn+1(x2)− yn+1(b2)|min{Θ(In),Θ(Irn)} − E(n+ 1), (3.9)
for
E(n+ 1) =
{
3
4sn+1 n < nα
D′′µ(In+1) n ≥ nα
and D′′ a constant depending only upon D.
Proof. Recall that
g(x)− g(x1, b2) =
∞∑
k=n
δk
rk
(
µ([0, rk)) +
∫ x1
0
∆k(t) dµ(t)
)
, (3.10)
where δk = (yk+1(x2) − yk(x2)) − (yk+1(b2) − yk(b2)). To prove (3.8), we first use the
second inequality of Lemma 3.3 to obtain
|g(x)− g(x1, b2)| .D |δn|Θ(In) +
∑
k>n
|δk|
rk
µ(Ik).
Since δn = yn+1(x2)− yn+1(b2), the first term is of the required form. Further, notice that
|δk|
rk
≤ |yk+1(x2)− yk(x2)|
rk
+
|yk+1(b2)− yk(b2)|
rk
≤ 2, k ≥ n.
Thus, an application of the second inequality from Lemma 3.5 gives (3.8).
The proof of (3.9) is very similar, with the only difference that we bound the k = n
term of (3.10) from below using the first inequality of Lemma 3.3 and are more careful
in treating the error terms. Indeed, by applying Lemma 3.3 to (3.10), using the triangle
inequality and the fact that |δk|/rk ≤ 2, we get
|g(x)− g(x1, b2)| ≥ |δn| ·min{Θ(In),Θ(Irn)} −
∑
nα≥k>n
2µ(Ik)−
∑
k>max{n,nα}
4Dµ(Ik).
There are now two cases to consider. If n < nα then we apply the first inequality of
Lemma 3.5 to deduce that the sum of the terms with a negative sign is less than 3sn+1/4,
as required. If n ≥ nα then the second term of the right hand side equals 0 and we apply
the second inequality of Lemma 3.5 to deduce (3.9). 
The previous results easily give an upper bound of |g(x)− g(x2, b2)|:
Lemma 3.11. We have
|g(x)− g(x1, b2)| .D µ([x1, x1 + |x− b|)).
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Proof. Note that since n ≥ 0 is maximal with yn(x2) = yn(b2), the construction of E
implies that sn+1 ≤ |x2 − b2| ≤ rn, and |x2 − b2| ∼ |yn+1(x2) − yn+1(b2)|. We apply
Lemma 3.7 to obtain
|g(x)− g(x1, b2)| .D |yn+1(x2)− yn+1(b2)|Θ(In) + µ(In+1)
.D |x2 − b2|Θ(In) + µ([x1, x1 + rn+1)),
by the doubling property of µ.
Since |x2−b2| ≥ sn+1 ≥ rn+1, the second term is bounded above by µ([x1, x1+|x2−b2|).
Since sn+1 ≤ |x2 − b2| ≤ rn, recalling (3.2), we apply (G1) to get Θ(In) ∼D Θ([x1, x1 +
|x2 − b2|)). Therefore,
|g(x)− g(x1, b2)| .D |x2 − b2|Θ([x1, x1 + |x2 − b2|)) + µ([x1, x1 + |x2 − b2|))
≤ 2µ([x1, x1 + |x− b|)),
as required. 
The previous lemma has the following corollary for the difference |g(x)− g(b)|:
Lemma 3.12. The following estimate holds:
|g(x)− g(b)| .D,C∞ µ([x1, x1 + |x− b|)).
Proof. We apply Lemmas 3.11 and 2.33:
|g(x)− g(b)| ≤ |g(x)− g(x1, b2)|+ |g(x1, b2)− g(b)| (3.13)
.D,C∞ µ([x1, x1 + |x− b|)) + µ([x1, x1 + |x1 − b1|)),
≤ 2µ([x1, x1 + |x− b|)).

Remark 3.14. Note that the estimate above remains valid for x, b ∈ [0, 1]× E, by continu-
ity (µ is clearly non-atomic), even though our standing assumption is x, b ∈ [0, 1) × E.
Also, the estimate remains valid, if x2 = b2; then the first term on the right hand side
of (3.13) simply vanishes, and the estimate follows from Lemma 2.33. The same remark
also applies without change to the next lemma.
Finally, we prove a lower bound, which matches the upper bound from the previous
lemma. This is only true, if |x1 − b1|  |x − b|. Here, we again need nα to be large:
otherwise we could only prove the estimate for |x − b| sufficiently small, depending
on the doubling constant D and C∞, and this would be fatal for eventually proving
quasisymmetry on "large scales".
Lemma 3.15. Let ρD ∈ (0, 12) be sufficiently small (depending only on D,C∞) and nα suffi-
ciently large (depending only upon D). If |x1 − b1| ≤ ρD|x− b|, then
|g(x)− g(b)| &D µ([x1, x1 + |x− b|)).
Proof. The definition of n implies (recall (3.2)) that
sn+1 ≤ |yn+1(x2)− yn+1(b2)| ≤ rn and |yn+1(x2)− yn+1(b2)| ∼ |x2 − b2|, (3.16)
where the second estimate also uses the fact that sn+1 is larger than rn+1. From Lemma
3.7, we see that
|g(x)− g(x1, b2)| ≥ Θ(In)|yn+1(x2)− yn+1(b2)| − E(n+ 1). (3.17)
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There are two cases to consider. First, if n < nα then Θ(In) = 1 by (G0), so by the
definition of E ,
|g(x)− g(x1, b2)| ≥ |yn+1(x2)− yn+1(b2)| − 3sn+1/4.
Since |yn+1(x2)− yn+1(b2)| ≥ sn+1 ≥ rnα , we further have
|g(x)− g(x1, b2)| ≥ |yn+1(x2)− yn+1(b2)|/4 ∼ µ([x1, x1 + |x2 − b2|)), (3.18)
using (G0) and (3.16).
For the second case, suppose that n ≥ nα so that (3.17) becomes
|g(x)− g(x1, b2)| ≥ Θ(In)|yn+1(x2)− yn+1(b2)| −D′′µ(In+1). (3.19)
Observe that since rn ≥ |x2 − b2| ≥ sn+1, the condition (G1) implies
Θ(In) ∼D Θ([x1, x1 + |x2 − b2|)).
Therefore, by (3.16),
Θ(In)|yn+1(x2)− yn+1(b2)| ∼D µ([x1, x1 + |x2 − b2|)). (3.20)
Since In+1 is an interval of length rn+1 ≤ 3−nsn+1 ≤ 3−n|x2 − b2|, the quantity in (3.20)
(including the constant depending on D) is much larger than D′′µ(In+1) provided n is
sufficiently large. Since n ≥ nα, we can ensure this by choosing nα sufficiently large.
Therefore, we combine (3.19) and (3.20) to see that
|g(x)− g(x1, b2)| &D µ([x1, x1 + |x2 − b2|)) (3.21)
provided nα is sufficiently large (depending only upon D).
Finally, we use the main assumption that |x1− b1| ≤ ρD|x− b|. By Lemma 2.33 and the
definition of τ (which depends only upon D) given in (2.12),
|g(x1, b2)− g(b)| ≤D,C∞ µ([x1, x1 + |x1 − b1|)) .D τ− log ρDµ([x1, x1 + |x− b|)).
Since ρD ≤ 1/2, we have |x− b| ≤ 2|x2 − b2| and so
|g(x1, b2)− g(b)| .D τ− log ρDµ([x1, x1 + |x2 − b2|)).
Therefore, provided ρD is sufficiently small (depending only uponD,C∞), we may com-
bine the previous equation with (3.18) or (3.21) depending on the case and use the trian-
gle inequality to obtain
|g(x)− g(b)| ≥ |g(x)− g(x1, b2)| − |g(x1, b2)− g(b)|
&D µ([x1, x1 + |x2 − b2|))− µ([x1, x1 + |x2 − b2|))/2
= µ([x1, x1 + |x2 − b2|))/2,
as required. 
4. QUASISYMMETRY AND DIMENSION DISTORTION
In this section, we prove the main result, Theorem 1.7. Recall the maps f : [0, 1]→ [0, 1]
and g : [0, 1] × E → R constructed in Section 2. For d ≥ 2, we define the map F : K :=
[0, 1]× Ed−1 → Rd by setting
F (x1, . . . , xd) = (f(x1), g(x1, x2), g(x1, x3), . . . , g(x1, xd)).
The following tasks remain:
• Verify that F is a quasisymmetric embedding of K to Rd.
22 DAVID BATE AND TUOMAS ORPONEN
• Find a subsetK ⊂ K, which has simultaneously full measure with respect to any
measure of the form L × ν, where ν is Radon and supported on Ed−1, and which
has the property that dimH F (K) < .
We quickly remind the reader, how the various parameters in the construction depend
on each other. The numbers s,  > 0 are "given", and determine how non-doubling the
measure µ needs to be: in other words, α needs to be chosen close to one, which increases
the doubling constant D. To prove that F is quasisymmetric with this D, we need the
results from the previous section. In particular, the number nα ∈ N has to be chosen large
enough, and the number ρD > 0 needs to be chosen small enough.
4.1. Quasisymmetry. We now prove that F is a quasisymmetric embedding on K. We
treat the ambient dimension "d" as an absolute constant: .d is shortened to .. Assume
that ρD < 1 and nα ∈ N are chosen so that we can apply Lemma 3.15. We start by proving
that F is a weak quasisymmetry:
a, b, x ∈ K and |a− x| ≤ |b− x| =⇒ |F (a)− F (x)| .µ |F (b)− F (x)|. (4.1)
The notation .µ is shorthand for .D,C∞ , where C∞ is the constant from (G2). There are
two essentially different cases: either |b − x| is comparable to |b1 − x1|, or |b1 − x1| is
significantly smaller than |x− b|.
Fix the three points x, a, b ∈ K, and assume for convenience that a1 ≤ x1 ≤ b1 (this
only influences, should we write [a1, x1] or [x1, a1]). First, suppose that
|b1 − x1| ≥
(ρD
2d
)
|b− x| &µ |a− x| ≥ |a1 − x1|.
Since µ is doubling, this implies that
|f(x1)− f(a1)| = µ([a1, x1]) .µ µ([x1, b1]).
Therefore, recalling the definition of F , and using Lemma 3.12 for all (x1, xk), (a1, ak) ∈
[0, 1]× E, 2 ≤ k ≤ d, yields
|F (a)− F (x)| ≤ |f(x1)− f(a1)|+
d∑
k=2
|g(a1, ak)− g(x1, xk)|
.µ µ([x1, b1]) + d · µ([x1, x1 + |x− a|]) (4.2)
.µ µ([x1, b1]) = |f(b1)− f(x1)| ≤ |F (b)− F (x)|,
as claimed.
Second, suppose that |b1−x1| < (ρD/2d)|b−x| < |b−x|/2 and so there exists 2 ≤ k ≤ d
such that
ρD|(b1, bk)− (x1, xk)| ≥
(ρD
2d
)
|x− b| > |x1 − b1|.
Lemma 3.15 is, hence, applicable to x′ = (x1, xk) ∈ [0, 1]×E and b′ = (b1, bk) ∈ [0, 1]×E,
and the conclusion is that
|g(x′)− g(b′)| &µ µ([x1, x1 + |b′ − x′|]) &µ µ([x1, x1 + |x− b|]),
where the last inequality follows from doubling. Then, by using Lemma 3.12 again as on
line (4.2), we obtain,
|F (x)− F (a)| .µ µ([x1, x1 + |x− a|]) ≤ µ([x1, x1 + |x− b|))
.µ |g(x′)− g(b′)| ≤ |F (x)− F (b)|.
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This concludes the proof of F being weakly quasisymmetric.
Finally, to see that F is injective and "properly" quasisymmetric, we fix a, b, x ∈ K with
x 6= b. Consider the line segment
Lx := [0, 1]× {(x2, . . . , xd)} ⊂ K,
which contains x. Pick a point b′ ∈ Lx with the property that |x− b′| is as close to |x− b|
as possible. If |x − b| < 1/2, then one can choose |x − b′| = |x − b|, and in general
|x − b′| ≤ |x − b| ≤ √d|x − b′|. Note that 0 < |x − b′| = |x1 − b′1|. Then, by the weak
quasisymmetry, established above,
|F (b)− F (x)| &µ |F (b′)− F (x)| ≥ |f(b′1)− f(x1)| > 0, (4.3)
which proves that F is injective.
To prove quasisymmetry, pick similarly a point a′ ∈ Lx with |a′ − x| as close to |a− x|
as possible, so that also |a′ − x| ≤ |a− x| ≤ √d|a′ − x|. We claim that
|F (a)− F (x)| ∼µ |F (a′)− F (x)| and |F (b)− F (x)| ∼µ |F (b′)− F (x)|. (4.4)
By symmetry, it suffices to consider just x, b, b′. If |x− b| < 1/2, then |x− b′| = |x− b|, and
the claim follows from two applications of the weak quasisymmetry implication (4.1).
Otherwise, if |x − b| > 1/2, then |x1 − b′1| ≥
√
d/100, and it follows from (4.3), plus the
quasisymmetry of f , that
1 &µ |F (b)− F (x)| &µ |F (b′)− F (x)| ≥ |f(b′1)− f(x1)| ∼µ 1.
This proves (4.4).
Finally, note that the weak quasisymmetry of F on the line Lx implies "proper" qua-
sisymmetry on Lx, since Lx is connected, see Heinonen’s book [8, Theorem 10.19]. Thus
|F (a)− F (x)|
|F (b)− F (x)| ∼µ
|F (a′)− F (x)|
|F (b′)− F (x)| ≤ ηx
( |a′ − x|
|b′ − x|
)
for some homeomorphism ηx : [0,∞) → [0,∞). Moreover, the weak quasisymmetry
constants of F on a fixed line Lx do not depend on the choice of x, so also ηx can be
chosen independently of x. Since |a′ − x|/|b′ − x| ∼ |a − x|/|b − x|, this proves that F is
quasisymmetric.
4.2. Dimension distortion. We now proceed with the task of showing that dimH F (K) <
 for a certain subsetK ⊂ K, which has simultaneously full (L×ν)-measure for all Radon
measures ν supported on Ed−1. Unsurprisingly, the set K has the form G×Ed−1, where
G = G ⊂ [0, 1] is a set of full Lebesgue measure on [0, 1].
Fix M = Md,,s ∈ N large, and for each n ∈ N let
SMn := {I ∈ Sn : |f(I)| ≤ r1+Mn }.
Write also and Gn := GMn := ∪{I : I ∈ SMn }.
Lemma 4.5. Let
G := GM := lim inf
n→∞ Gn =
∞⋃
k=0
∞⋂
n=k
Gn
and B := [0, 1) \ G. Then, if the parameter α from the construction of µ is chosen close enough
to one, depending only on s and M (hence ), then the set B satisfies L(B) = 0.
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Proof. During the proof of the lemma, the reader should view L as a probability measure,
and to emphasise this, we write P := L. Let I = [a, b) ∈ Sn, and note that
|f(I)| = f(b)− f(a) =
∫ b
a
dµ = µ(I) = Θn(I)|I|, (4.6)
where Θn(I) is the (common) value of
Θn(x) =
∏
j∈Jn
(1 + α · h(3jx))
on the interval I , and
Jn := {j ∈ J : 3−j > rn}.
For j ∈ Jn, let Aj ⊂ [0, 1) be the event
Aj := {x ∈ [0, 1) : h(3jx) = −1} = {x ∈ [0, 1) : 1 + α · h(3jx) = 1− α},
and write
Sn(x) :=
∑
j∈Jn
χAj .
The events Aj are clearly independent (whether or not x ∈ Aj depends only on the jth
decimal in the ternary expansion of x = 0.x0x1, . . .), and have probability P{Aj} = 2/3.
So Sn is a sum of |Jn| independent random variables with expectation
E[Sn] =
2|Jn|
3
.
Moreover, the value of Sn is constant on intervals I ∈ Sn (we will denote this constant
by by Sn(I)) and the value of Θn(I) is determined by
Θn(I) = (1− α)Sn(I)(1 + 2α)|Jn|−Sn(I). (4.7)
Write σ := (1− s)/4 (recall that dimHE = s < 1), and consider the event
Bn := {Sn < (23 − σ)|Jn|},
which is a union of certain intervals in Sn, denoted by Bn. By Chernoff’s inequality,
P{Bn} ≤ exp(−2σ2|Jn|). (4.8)
If I ∈ Gn := Sn \ Bn, then
Sn(I) ≥ (23 − σ)|Jn| and |Jn| − Sn(I) ≤ (13 + σ)|Jn|,
The first inequality is just the definition of I ∈ Gn, and if second failed, then
|Jn| = Sn(I) + |Jn| − Sn(I) > [(23 − σ) + (13 + σ)]|Jn| = |Jn|,
which is absurd. So, if I ∈ Gn, the density formula (4.7) implies that
Θn(I) ≤ (1− α)(
2
3−σ)|Jn|(1 + 2α)(
1
3+σ)|Jn| = [(1− α)23−σ(1 + 2α)13+σ]|Jn|. (4.9)
We claim that if α is chosen close enough to one, then the right hand side is bounded by
rMn for I ∈ Gn, and all n ∈ N large enough. Recall the restrictions on J given in (2.18).
Then the index family Jn contains all the indices j ∈ N such that j > 2nα+ms and
3n−1rn < 3−j < sn ∼ rsn−1rsn, (4.10)
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where the right hand side is part of (2.3) and follows from the requirement dimHE = s.
For large enough n, the condition (4.10) is already more restrictive than j > 2nα+ms , so
the latter condition can be simply disregarded. Now, recalling that rn = 3−2
ms+n , it is
easy to check, using the right hand side of (4.10), that the following inequalities hold for
all sufficiently large n:
3n−1rn < r1−σn and sn > r
s+σ
n .
Then, for such n, the number of indices in Jn is at least
|Jn| ≥ log3
1
r1−σn
− log3
1
rs+σn
= log3 r
s−1+2σ
n = log3 r
(s−1)/2
n . (4.11)
Now, let N = N(M, s) ∈ N be the smallest integer satisfying N(1− s)/2 ≥M , so that
3−N |Jn| ≤ 3−N log3 r(s−1)/2n ≤ rMn (4.12)
for all n so large that (4.11) holds. Finally, choose α = α(s,M) ∈ (0, 1) to be a number
satisfying
(1− α)23−σ(1 + 2α)13+σ = 3−N . (4.13)
It then follows from (4.6), (4.9), and (4.12) that if I ∈ Gn ⊂ Sn, and n is sufficiently large,
then
|f(I)| = Θn(I)|I| ≤ r1+Mn .
In particular, Gn ⊂ SMn and so Gcn ⊂ Bn. Thus,
B = [0, 1) \G = lim sup
n→∞
Gcn ⊂ lim sup
n→∞
Bn,
and, it suffices to verify that the Lebesgue measure of the set on the right hand side is
zero. But this is a straightforward combination of the Borel-Cantelli lemma, the Chernoff
bound (4.8). The proof of the lemma is complete. 
Now, we may prove the main result:
Proof of Theorem 1.7. Recall the notationK := [0, 1]×Ed−1, and letG = GM ⊂ [0, 1] be the
set constructed in the previous lemma (for M to be chosen very soon), and assume that
α is so close to one that L([0, 1] \ G) = 0. Then G × Ed−1 has full measure with respect
to L × ν, for any Radon measure ν on Ed−1. It remains to show that if M = Md,,s ∈ N
is chosen large enough, then dimH F (G × Ed−1) ≤ . Recalling the definition of G, the
estimate dimH F (G× Ed−1) ≤  follows, if we manage to show that
dimF
( ∞⋂
n=k
Gn × Ed−1
)
≤ , k ∈ N. (4.14)
To this end, fix δ > 0, n ≥ k, and Q = I × J2 × · · · × Jd with I ∈ SMn ⊂ Sn and Jj ∈ In,
for 2 ≤ j ≤ d. Fix any x, y ∈ K ∩Q so that x1 is the left endpoint of I and y1 is the right
endpoint of I . Then, fix an arbitrary point z ∈ K ∩ Q; it follows that x1 ≤ z1 ≤ y1, and
either z1 − x1 ∼ diam(Q) ≥ |z − x| or y1 − z1 ∼ diam(Q) ≥ |z − y|. Assume, for instance,
that the former holds. Then, by Lemma 3.12, and the doubling of µ, we infer that
|F (z)− F (x)| .µ µ([x1, x1 + |z − x|)) .µ µ([x1, z1)) ≤ µ(I) ≤ r1+Mn ,
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using also the definition of "I ∈ SMn " in the last inequality. The same estimate also holds
for x, y in place of x, z, and consequently diamF (Q) ≤ Cµr1+Mn for some constant Cµ ≥ 1
depending on µ. Finally, by choosing n = nδ ≥ k such that Cµr1+Mn < δ, we have
Hδ
[
F
( ∞⋂
n=k
Gn × Ed−1
)]
≤ Hδ(F (Gn × Ed−1)) ≤ |Sn||In|d−1 · (Cµr1+Mn )
.µ r−(1+(d−1)s)+(1+M)n .
Picking M = Md,,s ∈ N so large that (1 + M) − (1 + (d − 1)s) > 0, the right hand side
tends to zero as n→∞. This proves (4.14), and the theorem. 
APPENDIX A. A LEMMA ON HAUSDORFF MEASURES AND PRODUCTS
The next lemma implies, in particular, that if 0 ≤ s ≤ d − 1, and E ⊂ Rd−1 is a Borel
set with 0 < Hs(E) < ∞, then the product measure L1|[0,1] × Hs|E is equivalent to the
restriction of (1 + s)-dimensional Hausdorff measure on [0, 1]× E. This was required to
deduce Theorem 1.6 from Theorem 1.7.
Lemma A.1. Assume that A1 ⊂ Rd1 and A2 ⊂ Rd2 are Borel sets, and s1 ∈ (0, d1], s2 ∈ (0, d2]
are numbers such that 0 < Hs1(A1) <∞ and 0 < Hs2(A2) <∞. Assume, moreover, that A1 is
s1-Ahlfors-David regular. Then the measures Hs1 |A1 ×Hs2 |A2 and Hs1+s2 |A1×A2 are mutually
absolutely continuous.
Proof. The absolute continuityHs1 |A1×Hs2 |A2  Hs1+s2 |A1×A2 does not require regular-
ity from A1 and follows, for instance, from Corollary 5.9 in Falconer’s book [5].
To prove the converse direction of absolute continuity, fix a cube Q = Q1 × Q2 ⊂
Rd1+d2 , where Q1 ⊂ Rd1 and Q2 ⊂ Rd2 are cubes of the same side-length, centred at A1
and A2, respectively, with diam(Qj) ≤ diam(Aj). Then, we claim that
Hs1+s2 |A1×A2(Q)
[Hs1 |A1 ×Hs2 |A2 ](Q)
.A1 1, (A.2)
where the implicit constants only depend on the ambient dimensions d1, d2 (which we
treat as absolute constants in the notation), and the regularity constants of A1. This will
imply, according to Theorem 2.12(3) in [12], thatHs1+s2 |A1×A2  Hs1 |A1 ×Hs2 |A2 .
Fix δ > 0 and cover A2 ∩Q2 by balls {Bj}j∈J so that
rj := diam(Bj) ≤ δ ≤ diam(A1 ∩Q1)
(note that diam(A1 ∩ Q1) > 0, because Q1 is centred at A1, and A1 is s1-Ahlfors-David
regular with s1 > 0), and ∑
j∈J
rs2j . Hs2(A2 ∩Q2).
Then, for every index j ∈ J , cover A1 ∩ Q1 by . Hs2(A1 ∩ Q1)r−s1j balls of diameter
rj ; this is possible by the Ahlfors-David regularity of A1, and we denote these balls by
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{Bji }i∈Ij . Now, the sets Bj ×Bji , with j ∈ J and i ∈ Ij , cover [A1 ×A2] ∩Q, and∑
j∈J
∑
i∈Ij
diam(Bj ×Bji )s1+s2 ∼
∑
j∈J
rs1+s2j card(Ij)
. Hs1(A1 ∩Q1)
∑
j∈J
rs2j
. Hs1(A1 ∩Q1)Hs2(A2 ∩Q2)
= [Hs1 |A1 ×Hs2 |A2 ](Q).
This proves (A.2), and the lemma. 
REFERENCES
[1] C. J. BISHOP, H. HAKOBYAN, M. WILLIAMS: Quasisymmetric dimension distortion of Ahlfors regular
subsets of a metric space, Geom. Funct. Anal. 26 (2) (2016), 379–421
[2] C. BISHOP AND J. T. TYSON: Locally minimal sets for conformal dimension, Ann. Acad. Sci. Fenn. Ser. A
I Math. 26 (2001), 361–373
[3] S. BUCKLEY: Summation conditions on weights, Michigan Math. J. 40 (1993) 153–170
[4] S. BUCKLEY, B. HANSON, AND P. MACMANUS: Doubling for general sets, Math. Scand. 88 (2001),
229-245
[5] K. J. FALCONER: The Geometry of Fractal Sets, Cambridge Tracts in Mathematics 85, Cambridge Uni-
versity Press 1985
[6] K. J. FALCONER: Techniques in Fractal Geometry, John Wiley & Sons, Ltd., Chichester, 1997
[7] J. GARNETT, R. KILLIP, AND R. SCHUL: A doubling measure on Rd can charge a rectifiable curve, Proc.
Amer. Math. Soc. 138 (5) (2010), 1673–1679
[8] J. HEINONEN: Lectures on analysis on metric spaces, Universitext. Springer-Verlag, New York, 2001.
[9] J. HEINONEN AND S. SEMMES: Thirty-three yes or no questions about mappings, measures, and metrics,
Conform. Geom. Dyn. 1 (1997), 1–12
[10] J. D. HOWROYD: On Hausdorff and packing dimension of product spaces, Math. Proc. Cambridge Phil.
Soc. 119 (1996), 715–727
[11] J. M. MACKAY AND J. T. TYSON: Conformal Dimension: Theory and Application, University Lecture
Series 54 (2010), American Mathematical Society, Providence, Rhode Island
[12] P. MATTILA: Geometry of Sets and Measures on Euclidean Spaces: Fractals and Rectifiability, Cambridge
University Press (1995)
[13] T. ORPONEN: Every locally finite Borel measure on R has conformal dimension zero, preprint (2017),
arXiv:1705.04961
[14] P. PANSU: Dimension conforme et sphère à l’infini des variétés à courbure négative, Ann. Acad. Sci. Fenn.
Ser. A I Math. 14 (1989), 177–212
[15] S. STAPLES AND L. WARD: Quasisymmetrically thick sets, Ann. Acad. Sci. Fenn. Math. 23 (1998), 151-
168
[16] P. TUKIA: Hausdorff dimension and quasisymmetric mappings, Math. Scan. 65 (1989), 152–160
UNIVERSITY OF HELSINKI, DEPARTMENT OF MATHEMATICS AND STATISTICS
E-mail address: david.bate@helsinki.fi, tuomas.orponen@helsinki.fi
