We introduce LPMLE3, a new 1-D approach to quantify vertical water flow components at streambeds using temperature data collected in different depths. LPMLE3 solves the partial differential equation for coupled water flow and heat transport in the frequency domain. Unlike other 1-D approaches it does not assume a semi-infinite halfspace with the location of the lower boundary condition approaching infinity. Instead, it uses local upper and lower boundary conditions. As such, the streambed can be divided into finite subdomains bound at the top and bottom by a temperature-time series. Information from a third temperature sensor within each subdomain is then used for parameter estimation. LPMLE3 applies a low order local polynomial to separate periodic and transient parts (including the noise contributions) of a temperature-time series and calculates the frequency response of each subdomain to a known temperature input at the streambed top. A maximum-likelihood estimator is used to estimate the vertical component of water flow, thermal diffusivity, and their uncertainties for each streambed subdomain and provides information regarding model quality. We tested the method on synthetic temperature data generated with the numerical model STRIVE and demonstrate how the vertical flow component can be quantified for field data collected in a Belgian stream. We show that by using the results in additional analyses, nonvertical flow components could be identified and by making certain assumptions they could be quantified for each subdomain. LPMLE3 performed well on both simulated and field data and can be considered a valuable addition to the existing 1-D methods.
Introduction
The quantification of water fluxes across streambeds has become an important aspect in the study of coupled groundwater-surface water systems. Quantitative information regarding these fluxes is essential in the study of the transport and fate of contaminants [Conant, 2004; Dujardin et al., 2014] and nutrients [Krause et al., 2009; Bardini et al., 2013; Bartsch et al., 2014] in the hyporheic zone (HZ), i.e., the transition zone between groundwater and surface water. Streambed fluxes also play an important role in river management and restoration [Bukaveckas, 2007; Daniluk et al., 2013; K€ aser et al., 2013] . Magnitude and direction of streambed fluxes depend on a combination of (i) the pressure gradient between the stream and the connected aquifer; (ii) streambed morphology and sediment properties; and (iii) sediment load and deposition patterns. These issues have been reviewed by Buss et al. [2009] and Boano et al. [2014] , and have been discussed in detail in many of the references therein. is heat. Temperature information has, for example, been used to map zones of groundwater-surface water interaction [Alexander and Caissie, 2003] , to quantify exchange fluxes for a variety of stream environments [Bianchin et al., 2010; N€ utzmann et al., 2014; Schmadel et al., 2014] or during extreme hydrologic events [Barlow and Coupe, 2009; Karan et al., 2014] , and to investigate the influence of in-stream structures on hyporheic heat transport [Hester et al., 2009; Menichino and Hester, 2014] .
Temperature measurements conducted both at the top of a streambed and at some depth are often used to quantify vertical streambed fluxes by numerically or analytically solving for coupled water flow and heat transport as summarized by Anderson [2005] and Rau et al. [2014] . Several analytical 1-D models have been developed that allow for the determination of purely vertical fluxes from temperature-time series [Hatch et al., 2006; Keery et al., 2007; McCallum et al., 2012; Luce et al., 2013] . These models have now been integrated into software packages such as VFLUX Irvine et al., 2015a] . Common to all these analytical 1-D models is their use of information on amplitude attenuation and phase lag, which a temperature signal at a certain frequency experiences as it propagates through the streambed. In most cases, streambed thermal parameters, such as thermal diffusivity are known or estimated with low uncertainty. However, the works of Luce et al. [2013] and McCallum et al. [2012] have also demonstrated the theoretical possibility to estimate vertical fluxes without prior accurate knowledge of those streambed thermal parameters if both amplitude attenuation and phase lag can be determined with sufficient accuracy.
In contrast to these analytical solutions, W€ orman et al. [2012] demonstrated how vertical flux and thermal diffusivity can be quantified in the frequency domain by applying spectral scaling factors. They also showed that with such frequency domain approaches one can easily use temperature-information at multiple frequencies (a frequency spectrum) simultaneously for flux calculations (this could be, e.g., the diel and annual cycles, periodic temperature changes caused by anthropogenic influences, etc.), as compared to the approaches implemented in VFLUX that use only information from one frequency at a time. With LPML, Vandersteen et al. [2015] introduced another frequency domain method that can be used to quantify vertical flux and thermal diffusivity. In addition, this LPML method is able to automatically separate a temperature signal into periodic, nonperiodic (transient), and noise parts, to calculate uncertainties on the parameter estimates and to provide information regarding model quality. As such, these frequency domain approaches seem to be more powerful and versatile and researchers have started to use them in combination with other time series data, e.g., on water quality in catchments [Riml and W€ orman, 2015] .
All these approaches determine flux and thermal diffusivity using pairs or arrays of vertically distributed temperature sensors. As such, the temperature signal of the top sensor is considered the upper boundary while the lower sensor(s) show(s) the response of the streambed in terms of temperature. The location of the lower boundary condition is approaching infinity. This is based on the assumption that the subsurface is a semi-infinite halfspace (see, e.g., equation (6a) in Luce et al. [2013] ). In this way, the vertical flow component and thermal parameters are assumed constant in space over the entire halfspace [see, e.g., also Keery et al., 2007] . However, with the introduction of multisensor devices (i.e., containing more than two vertically distributed temperature sensors at one measurement device) such as the one presented in Schmidt et al. [2014] or FO-DTS, i.e., fiber-optic distributed temperature sensors) [Selker et al., 2006; Vogt et al., 2010] , researchers are now capable of collecting streambed temperature data with high vertical and temporal resolution. First attempts have been made to use such data and the aforementioned analytical solutions implemented in the VFLUX software to calculate vertical profiles of streambed fluxes varying with depth [Briggs et al., , 2013 . For that, the upper boundary was shifted gradually downward. Although this approach can provide reasonable flux estimates, using a solution based on a semi-infinite halfspace also introduces additional errors [van Berkel et al., 2014b] .
In reality, the temperature at a certain point within the streambed is determined by streambed forming processes as well as the characteristics of water flow. Streambed-forming processes, such as erosion, colmation, or sedimentation vary in time and space and many streambeds typically have a heterogeneous sediment structure. Thus, magnitude and direction of water flux may vary considerably [e.g., Schornberg et al., 2010; Vogt et al., 2010; Boano et al., 2014] . Water flow through the streambed is induced mostly by differences in hydrostatic (due to a difference in elevation of the overlying water column) or hydrodynamic (bedforminduced, flow around in-stream features) pressure heads. Other drivers of water flow could be turbulence in the overlying water column, wave, or tidal effects (mostly in coastal streams or estuaries) or biological activities including plant growth, microbial activity, or the activity of benthic organisms (see the recent review Water Resources Research 10.1002/2015WR017453 paper of Boano et al. [2014 and references therein] ). These processes define the mixing behavior of surface water and groundwater in the HZ and as such the nature of the flow field. Additionally, water could be stored in the streambed in a way similar to aquifer storage. However, due to the small volume streambeds or hyporheic zones typically encompass, storage may not play a significant role in most stream environments.
With this in mind the question can be raised regarding the validity or representativeness of vertical flux estimates in a three-dimensional flow field that can change its characteristics much faster in the HZ than in aquifers. Several studies discuss nonvertical flow components and their impact. For example, Shanafield et al. [2010] state that fully vertical flow can often only be encountered beneath the stream center, while closer to stream banks and with increasing distance from the streambed top, nonvertical flow components increase. Lautz [2010] , Roshan et al. [2012] , and Cranswick et al. [2014] used numerical models to study the performance of 1-D approaches in comparison with 2-D approaches where vertical and nonvertical flow components are present and found that assuming purely vertical flow can lead to considerable errors in flux estimates. In general, more work seems necessary to improve our understanding regarding nonvertical flow in the HZ and their impact on the validity of vertical flux estimates.
Here we introduce the LPMLE3 method (Figure 1 ) that puts forward the idea of quantifying the vertical flow component and thermal diffusivity in the frequency domain using local boundary conditions. As such, the use of the semi-infinite halfspace concept, which is prone to errors, can be avoided. Vertical flow components can be quantified for finite streambed subdomains (or layers), which is more representative than assuming the streambed as homogeneous. Results were used in additional analyses to delineate nonvertical flow components. First, we present the mathematical theory behind the LPMLE3 method. Then, we test its applicability on a synthetic data set. Afterward, we quantify vertical flow components for finite streambed subdomains under field conditions using temperature data obtained from the Slootbeek, a small Belgian lowland stream and delineate horizontal flow components. Finally, we show a possibility how the magnitude of these nonvertical flow components can be quantified when certain assumptions are made.
The LPMLE3 method uses a local polynomial (LP) model to separate periodic, nonperiodic (transient) and noise components contained in a temperature signal and to determine the system response in the frequency domain. The LP part [Pintelon et al., 2010a] is combined with a maximum-likelihood estimator (MLE) to quantify the vertical flow component or thermal diffusivity and their uncertainties for finite streambed subdomains considering for each subdomain information from three (3) temperature sensors. Each subdomain has temperature boundary conditions (in form of temperature-time series) at its top and bottom, while the vertical flow component is estimated from a third sensor located within this domain. By using finite domains, vertical flow component and thermal parameters are considered locally constant over the entire subdomain.
The LP method is used here to determine transfer functions describing the system behavior. As such, it is similar to the one put forward in Vandersteen et al. [2015] . However, while Vandersteen et al. [2015] use the transfer functions without transients, for LPMLE3 these transients are separated from the temperature measurements and their variances are utilized. Other researchers have used a local polynomial method to directly determine the Fourier transform of time series information [see Li et al., 2011, for a review] . An MLE3 without the LP part, which can only handle periodic input signals was introduced by van Berkel et al. [2014a] . Moreover, van Berkel et al. [2014a] and this work distinguish themselves also from Vandersteen et al. [2015] in that they consider noise on both the input and output temperature signals instead of only the output, making noise calculations more elaborate.
2. The LPMLE3 Method 2.1. The Analytical Solution Coupled vertical (1-D) water flow and heat transport in a streambed can be defined after Stallman [1965] as:
with (1) is the effective thermal diffusivity that is calculated here as:
with j [ML T 23 H 21 ] as the effective thermal conductivity of the saturated medium. While the second term of the right-hand side of equation (1) that includes the Darcy flux represents heat transport by convection (the movement of water), the first term represents heat transport by conduction in water and through the solid matrix. Several studies [see Rau et al., 2014 , for an extensive review] discuss the inclusion of an additional thermal dispersivity function in equation (2) that describes thermal dispersion due to the spatially variable water flow through the pores. However, this function will not be considered here as its impact on D seems often negligible in advection dominated systems [Bons et al., 2013; Rau et al., 2014] , especially for fluxes smaller than around 10 m d 21 [Rau et al., 2015] .
The analytical solution to equation (1) for a semi-infinite halfspace is then given as:
Tðz; tÞ5T 0 ðz; tÞ1Ae 2az cos ðxt2bzÞ (3) with A as the magnitude of the temperature amplitude at the upper boundary, x as the angular frequency, and T 0 (z, t) [H] as the temperature without influence from a sinusoidal input signal. Parameters a and b are based on thermal characteristics of the streambed and the vertical flow component (see supporting information). Equation (3) has been applied in some form or other by many researchers [e.g., Stallman, 1965; Goto et al., 2005; Hatch et al., 2006; Keery et al., 2007; Luce et al., 2013] and assumes an upper boundary condition Tðz 1 ; tÞ5T 0 ðz; tÞ1Acos ðxtÞ while the location of the lower boundary condition lim z!1 Tðz 2 ; tÞ5T 0 ðz; tÞ is approaching infinity. As such, calculated vertical flow components or thermal parameters would be constant over the entire semi-infinite halfspace.
Solving equation (1) analytically to obtain vertical flow components or thermal parameters that vary with depth and are only constant between two temperature sensors is difficult. One possibility is to change the lower boundary condition to the second sensor, which means that equation (3) 
now becomes
Tðz; tÞ5T 0 ðz; tÞ1Ae 2az cos ðxt2bzÞ1Ae az cos ðxt1bzÞ
In this case two eigenfunctions need to be solved, and in order to obtain q z and/or thermal parameters, information from a third temperature sensor is needed with z 1 < z < z 2 , where z 1 and z 2 are the depths of the boundary sensors.
A second possibility is to solve equation (1) in the frequency domain by applying the Fourier transform F to obtain the (complex-valued) ordinary differential equation:
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with H 5 F {T}, and i5 ffiffiffiffiffiffi ffi 21 p , while a and c contain information on q z and thermal parameters as shown in the supporting information. In case of periodic signals and without considering additional noise the analytical solution to equation (5) 
C 1 and C 2 in equation (6) are determined using measured temperatures H(z 5 z 1 ) and H(z 5 z 2 ) from the boundary sensors (see supporting information for further explanation).
The LP Part
To obtain h one can relate the predicted output H(z, x, h) from equation (6) to actual temperature measurements H meas (z, x) by, e.g., using a MLE. However, as measured temperature signals often contain periodic and nonperiodic parts (due to slow temperature fluctuations or instrument drift) and are perturbed with noise, methods are needed that separate these parts from the measured input spectra before parameter estimation can be performed (see supporting information).
One of these methods is the LP method [Pintelon et al., 2010a [Pintelon et al., , 2010b Vandersteen et al., 2015] , which uses the concept of transfer functions or frequency response functions (FRFs). These FRFs describe the system for every frequency and depth. The LP method assumes that between sensors thermal transport is linear, which follows directly from equation (1). Also, a noiseless reference temperature is assumed to exist, e.g., obtained from a temperature sensor at the streambed top. Between this reference temperature and any temperature at a certain depth z a (nonparametric) transfer function can then be estimated.
Transients and other low-frequent disturbances result in smooth decaying functions in the (complex-plane) frequency domain, unlike the temperature fluctuations such as the diel cycle and noise. As the smoothness and order of these functions is unknown, they are locally approximated using only a number of discrete spectral lines and a low order (local) polynomial. The order of the polynomial is determined by analyzing the residuals (least square errors) resulting from fitting the polynomial function to the spectral lines used. If the residuals become larger, the quality of the approximation decreases. In most cases, such as the examples discussed later on, a second order polynomial is sufficient.
The MLE3 Part
In the next step, the LPMLE3 method uses the obtained FRFs and the noise information on these FRFs as input to a MLE to estimate the parameter vectorĥ5½âĉ (indicated by the accent above the symbols). The general idea behind the MLE is to maximize a known likelihood function, in our case the probability density function with respect to the measurements.ĥ is then determined by minimizing a log-likelihood cost function V ML (h, x k ) by means of nonlinear least squares optimization techniques as outlined in van Berkel et al. [2014a] viaĥ
where x k are those frequencies determined by the LP method with a significant signal-to-noise ratio (see supporting information) and
where F is the number of spectral lines used in the estimation. The estimation error e ML (h,x k ) is calculated as:
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To minimize the cost function, we used an analytical Jacobian matrix as put forward in van Berkel et al. [2014a] . This Jacobian matrix can also be used to determine the covariance matrix COVðĥÞ ofĥ5½âĉ. The MLE concept can then be applied to quantifyq z andD according tô
The uncertainties onq z andD can be calculated with the covariance matrix COVðq z ;DÞ via
where J h!h 0 is the Jacobian matrix 
and J h h!h 0 its Hermitian transpose. The estimated parametersq z andD are only valid results for the respective streambed subdomain, for which temperature data has been used. Aspects regarding the optimal distance between sensors are discussed by van Berkel et al. [2014a] . They point out that parameter estimates improve with increasing distance between upper and lower boundary, as the attenuation of the temperature signal is more pronounced (the signals still need to be significantly large to have a significant signal-tonoise ratio). On the other hand, as the subdomain size increases, the assumption of constant flux and thermal parameters may become increasingly problematic.
A helpful tool to detect model structure errors (i.e., to see whether the assumption of 1-D vertical water flow and heat transport is adequate) is a cost function analysis. Such analysis describes the goodness of fit between the actual model used and a theoretical one. In our case, a theoretical expected value V E of the cost function based on the degrees of freedom can be compared to the actual value V ML obtained from equation (9). The expected cost function value, i.e., the degrees of freedom can be obtained as [van Berkel et al., 2014a ]
where n is the number of (unknown) free parameters (e.g.,q z andD) and F again the number of spectral lines, which fixes two degrees of freedom (real and complex or amplitude and phase). van Berkel et al. [2014a] suggest that a model is acceptable if V ML falls within a 95% confidence interval around V E . When V ML falls outside this range it might be useful to decrease the distance between upper and lower boundary. However, smaller subdomains increase the uncertainty on the parameter estimates and hence a compromise needs to be made.
Method Application and Verification
We implemented the LPMLE3 method in MATLAB 2011bV R (The MathWorks, Inc., Natick, MA, USA) and tested its applicability using two data sets. First, we show by using a synthetic data set created with the numerical model STRIVE that the LPMLE3 method is able to extract known vertical flow components and thermal diffusivities with little error. Afterwards, we calculate vertical flow components for a temperature-time series obtained from the Slootbeek, a small stream in Belgium and show how this information could be used to delineate nonvertical flow components.
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Verification Using Simulated Data
The LP and MLE3 parts were extensively tested by Pintelon et al. [2010a Pintelon et al. [ , 2010b and van Berkel et al. [2014a] , respectively; Monte-Carlo analyses conducted by them showed that the uncertainties can be well predicted.
To investigate the performance of LPMLE3, we used a temperature distribution (i.e., a set of many time series) with depth created with the 1-D finite difference model STRIVE [Anibas et al., 2009; Vandersteen et al., 2015] . This model uses the numerical approach put forward by Lapham [1989] In general, the frequency range used in the LPMLE3 method can be chosen freely by the user, whose choice will depend on the length and information content of the data set, as well as the purpose of the investigation. The frequency range used can affect the outcome of the parameter estimation as has been shown by Vandersteen et al. [2015] in section 3.5 and Figure 7 .
For case (i), q z obtained with the LPMLE3 method deviated between 0.15% and 1.32% from the STRIVE value of 286.40 mm d 21 (Figure 2 , supporting information Table S1 ), while estimated diffusivities differed between 0.25% and 1.98% (supporting information Table S1 ). Although deviations are small, they increase with depth and both parameters are slightly overestimated. This is a result from the attenuation of the daily temperature signal with depth. Although this daily signal is by far the most pronounced one in the upper streambed, lower frequencies increase their influence on q z estimates with increasing depth. For case (ii), an increased parameter variation with depth could not be observed. Vertical flow components deviated between 0.00% and 0.10% while estimated D deviated between 0.00% and 0.05% (supporting information  Table S2 ). Standard deviations on the parameter estimates increased with depth but for case (ii) they were 2-3 orders of magnitude smaller compared to case (i). The small differences of q z and D for case (ii) as compared to the values obtained from the simulations with STRIVE can be a result from truncation of the temperature data (after the third digit) during extraction from the STRIVE model. Additionally, numerical errors produced by STRIVE when approximating the partial differential equation for heat transport on a grid could have had an influence.
When performing a cost function analysis for case (ii), the expected value of the cost function was found to be 779 (i.e., 520 days multiplied with the highest frequency used, which is 1.5 d 21 in this case. The result is subtracted by 1, i.e., the number of free parameters divided by two, see equation (15)). The actual model cost (CostBest) values were between 22% and 438% higher than the expected cost value. For a field data set one could assume that these differences are due to the influence of horizontal flow components that would make the assumption of 1-D vertical flow increasingly less valid. However, for the synthetic data set the temperature-time series output created with STRIVE is noiseless and the actual model cost is dominated by numerical errors and not the noise contained in the temperature signal. By increasing the noise, actual and expected cost values would differ less.
As a comparison, Figure 2 also shows estimates of q z obtained with the semi-infinite amplitude method of Hatch et al. [2006] as implemented in VFLUX version 1.2.3 . From the deviations it can be seen that using the amplitude method to calculate depth-dependent q z can lead to noticeable errors. In our case q z estimates from VFLUX deviated between 1.15% and 11.27% (supporting information . ML6 was located about 120 m upstream of the confluence with the Aa River and equipped with a temperature probe [Schmidt et al., 2014] containing a data logger from UIT, Dresden, Germany (Figure 4) . The temperature probe is composed of a solid rod of polyoxymethylene. It has a total length of 0.66 m (Figure 4) , an outer diameter of 0.02 m and holds eight TSIC-506 temperature sensors with variable sensor spacing. The sensors are semiconducting resistors embedded in an integrated circuit. The accuracy of the temperature sensors is 0.078C for a temperature range of 5-458C and their resolution is 0.048C. Thin stainless steel flat blanks of 9 mm diameter are inserted into the plastic rod at the sensor locations to ensure optimal thermal contact with the surrounding material. The temperature probe was calibrated in a water bath to allow for corrections of sensor inaccuracies. The temperature probe simultaneously measured temperatures at the VFLUX results were obtained using a frequency of 1 d
21
. As VFLUX produces one estimate per day, vertical flow components were averaged for each depth. were much less pronounced than afterwards. For calculations of the vertical flow components the thermal diffusivity was fixed to 4.375 3 10 27 m 2 s 21 , a value accounting for the organic matter content at ML6 [Anibas et al., 2016] . This was done as independent field measurements of thermal parameters were not available.
For the temperature probe shown in Figure 4 and assuming sensor 2 (at the streambed top) as the noiseless reference sensor, vertical flow components can be estimated for 10 streambed subdomains (SD1 to SD10, Table 1 ) using sensor triplets either with consecutive (e.g., 3-4-5) or nonconsecutive numbering (e.g., 3-4-6). For each triplet the first and third sensors represent the upper, respectively lower boundary of the subdomain while the second sensor shows the system response. For these 10 subdomains, the vertical flow component varied between 245 mm d 21 for SD10 (sensors 5-6-8) and 2372 mm d 21 for SD2, always indicating upwelling conditions. For subdomains with estimates based on more than one possible sensor combination (e.g., SD7), estimates significantly decreased in most cases (except for SD5 and SD10) with increasing depth of the sensor showing the system response. In those cases, it might be appropriate to use average vertical flow estimates for further analysis.
Percent standard deviations ranged from 1.6% for SD6 (sensors 3-5-7) to 16.6% for SD3. They were higher for subdomains starting at or below sensor five. This is probably a result of the attenuation of the temperature signal with depth, which makes estimates of the vertical flow component in general more uncertain using these heat tracing methods. In comparison, estimates obtained with the LPML method as described by Vandersteen et al. [2015] , who assume the entire subsurface to be a homogeneous semi-infinite halfspace amount to 2312 mm d 21 with an uncertainty on the estimate of 1.2 mm d 21 or 0.4%. This value would be most comparable to estimates for SD1, SD2, and SD5. Figure 4 shows the temperature probe and estimates of the vertical flow components for subsequent subdomains SD1 and SD3 as well as SD2 and SD4. Whereas SD1 and SD2 show estimates for q z of 2315 and 2372 mm d 21 , respectively, estimates for SD3 and SD4 are much smaller with 247 and 249 mm d
, respectively. Such a decrease in the vertical flow component with increasing distance from the streambed top has already been described in previous studies [e.g., Roshan et al., 2012; Irvine et al., 2015b] . The estimates of vertical flow can be used in further analyses (not contained in the LPMLE3 code) to delineate nonvertical flow components. Table  1 show considerable variation for the different streambed subdomains. However, their expected magnitudes should be equal for all subdomains if flow in the system was considered purely vertical and if conservation of mass is to be ensured. We thus hypothesize that these variations between subdomains are mainly due to the existence of nonvertical flow components. Such nonvertical flow components have been found to increase with increasing distance from the streambed top [Roshan et al., 2012; Cranswick et al., 2014] as well as increasing streambed heterogeneity [Irvine et al., 2015b] . Lautz [2010] , Roshan et al. [2012] , and Cranswick et al. (Table 1) . We thus assumed that at depth z 5 0 only vertical flow occurs and used linear regression on the q z estimates listed in Table 1 as shown in Figure 6 . Values were assigned to the center depth of each subdomain. With a Pearson correlation coefficient of r 5 0.84 the assumption of a linear behavior seems adequate. However, a linear decrease of the vertical flow component with depth should by no means be understood as generally valid and should be checked carefully. At distances farther away from the streambed top or when the vertical flow vector frequently changes direction, linear regression will most probably not prove useful.
For ML6, at z 5 0, the vertical flow estimate would then be 2 528 mm d 21 and nonvertical flow would be 0.
To allow for mass conservation, the overall flow must be constant and is then the sum of the vertical and nonvertical flow components. As such we could deduce the magnitudes of the nonvertical flow component q nv over each subdomain ( -6-8) . By including the uncertainty on the q z estimates as 63 3 r qz (see Table 1 ), linear regression on the lowest and highest q z estimates could be performed (supporting information Figures S1 and S2 ) and for each subdomain, ranges of q nv could be deduced (Table 1 ). The smallest range was encountered for subdomain SD1, while the largest range was encountered for SD7 (sensors 3-7-8).
The CostBest values shown in Table 1 as a measure for model performance differ between 70% and 523% from the expected value of 134 and no trend is visible if compared to the magnitudes of the nonvertical flow component.
Other Factors Influencing Vertical Flow Estimates
Aside from the existence of nonvertical flow components or a nonuniform flow field, errors in vertical flow estimates could arise from the quality of the temperature data. On the one hand, this quality is influenced by sensor accuracy [Shanafield et al., 2011] and resolution [Soto-Lopez et al., 2011]. In our study, we reduced Figure 6 . To determine nonvertical flow components for subdomains of ML6, we assumed that (i) the decrease of the vertical flow component with depth close to the streambed top could be approximated linearly and (ii) that at depth z 5 0 only vertical flow occurs. All q z estimates listed in Table 1 were used in linear regression. They were assigned to the center depth of each subdomain. With a Pearson correlation coefficient of r 5 0.84 the assumption of a linear behavior seems adequate. To study the temporal variability of vertical flow components, the LPMLE3 method was used on parts of the temperature-time series from location ML6 by applying a moving window and the Short Time Fourier Transform. In general, the window length can be selected freely depending on the used frequency information; however the same limitations apply as to the LPML method [Pintelon et al., 2010a; Vandersteen et al., 2015] . The shorter the window, the better the temporal resolution but also the noisier the output signal will be. At least two complete periods of data (in our case 2 days) are needed to estimate the FRFs and the transient parts. When a frequency range is used, the longer the window the smoother the vertical flow curves will appear as more small frequencies (i.e., longer periods) can be included in the analysis. For illustration purposes, we applied a 30 day rectangular moving window on subdomain SD4 (Figure 7 ) using frequencies of up to 1.5 d 21 and assumed a constant thermal diffusivity of 4.375 3 10 27 m 2 s 21 . The window was always moved by one day.
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For SD4 (0.25-0.55 m depth), vertical flow components varied between 22 and 2157 mm d 21 , with stronger fluctuations occurring during the first part of the time series. Percent standard deviations (r) ranged from 6% to 2430%, with the highest uncertainties occurring near zero vertical flow. They are also larger at the beginning of the q z -time series than after Mid-March. This coincides with a different temperature pattern ( Figure 5 ) showing less variation, which seemingly makes parameter estimation for the model more challenging. Figure 7 also shows a time series of the nonvertical flow components assuming again that the decrease of the vertical flow component with depth can be approximated linearly and regression analysis can be performed. In fact, the Pearson correlation coefficient varied between 0.04 and 0.89, indicating that not for all cases correlation can be assumed linear. The graph in Figure 7 shows thus only those q nv estimates where the Pearson correlation coefficient was above 0.6 (84% of the cases). These nonvertical flow components ranged from 346 to 559 mm d 21 .
Conclusions
The LPMLE3 method is a new approach to quantify vertical flow components in streambeds using temperature-time series collected in streambed sediments. The LPMLE3 method solves the vertical 1-D partial differential heat transport equation after Stallman [1965] in the frequency domain. Unlike other methods [e.g., Hatch et al., 2006; Keery et al., 2007; Luce et al., 2013; Vandersteen et al., 2015] that are based on the assumption of a semi-infinite domain with the location of the lower boundary approaching infinity, the LPMLE3 method uses a local lower boundary condition. As such, the streambed can be divided into finite subdomains, that are bound above and below by temperature-time series, while temperature information from a third sensor within the subdomain is used for parameter estimation. The advantage of this approach is that resulting vertical flow estimates and thermal parameters are only considered constant in the subdomain and not over the entire semi-infinite halfspace. The LPMLE3 method combines a local polynomial systems model and a MLE. The local polynomial model separates a temperature signal into periodic, nonperiodic (transient), and noise parts and their variances. The MLE is used for parameter estimation and via a covariance analysis uncertainties on the parameter estimates can be determined quickly. The presented results show that the LPMLE3 method can serve as a tool to estimate vertical flow components in streambed subdomains when temperatures are measured at many depths simultaneously with a multilevel temperature measurement device.
LPMLE3 provides information regarding the vertical water flow component within a certain finite subdomain. Differences in this vertical flow component between nonoverlapping subdomains might indicate a larger or smaller contribution of nonvertical flow and identify zones where nonvertical flow dominates vertical flow (e.g., SD4). A direct quantification of the nonvertical flow component of each subdomain, however, is not trivial as the decrease of the vertical flow component with depth is not known. By conducting additional analyses and by making certain assumptions (linear decrease of the vertical flow component with distance from the streambed top, mass conservation) we could quantify the nonvertical flow components for our field data. These assumptions will likely not hold true for all stream environments, e.g., where the temperature probe cuts through more than one flow path as discussed by Briggs et al. [2012] . If one would be interested in more robust estimates of these nonvertical flow components it might be worthwhile considering the use of 2-D or 3-D models or active heat sensors such as the one shown by Lewandowski et al. [2011] and Angermann et al. [2012] or heated FO-DTS systems [Striegl and Loheide, 2012] .
With this in mind, future studies could further elaborate on the importance of nonvertical flow components in the hyporheic zone and their effect on flow and transport processes as well as groundwater-surface water interaction. The general suitability of 1-D heat methods to quantify representative exchange fluxes might also need further clarification. From a methodological point of view, the LPMLE3 method could be applied on temperature data with variable spatial density to study limitations regarding subdomain size. For practitioners interested in the temporal variability of vertical flow components, future studies could also investigate the interplay between the size of the subdomain, temperature data quality and the windowing technique applied. The use of the LPMLE3 method with temperature data from different environments could further strengthen its potential applicability.
