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Résumé
L’objectif de ce travail est d’étudier le comportement en temps long d’un modèle de particules avec
une interaction de type branchement. Plus précisément, les particules se déplacent indépendamment
suivant une dynamique markovienne jusqu’au temps de branchement, où elles donnent naissance à de
nouvelles particules dont la position dépend de celle de leur mère et de son nombre d’enfants. Dans
la première partie de ce mémoire nous omettons le branchement et nous étudions le comportement
d’une seule lignée. Celle-ci est modélisée via un processus de Markov qui peut admettre des sauts, des
parties diffusives ou déterministes par morceaux. Nous quantifions la convergence de ce processus
hybride à l’aide de la courbure de Wasserstein, aussi nommée courbure grossière de Ricci. Cette
notion de courbure, introduite récemment par Joulin, Ollivier, et Sammer correspond mieux à l’étude
des processus avec sauts. Nous établissons une expression du gradient du semigroupe des processus de
Markov stochastiquement monotone, qui nous permet d’expliciter facilement leur courbure. D’autres
bornes fines de convergence en distance de Wasserstein et en variation totale sont aussi établies. Dans
le même contexte, nous démontrons qu’un processus de Markov, qui change de dynamique suivant
un processus discret, converge rapidement vers un équilibre, lorsque la moyenne des courbures des
dynamiques sous-jacentes est strictement positive. Dans la deuxième partie de ce mémoire, nous
étudions le comportement de toute la population de particules. Celui-ci se déduit du comportement
d’une seule lignée grâce à une formule many-to-one, c’est-à-dire un changement de mesure de type
Girsanov. Via cette transformation, nous démontrons une loi des grands nombres et établissons une
limite macroscopique, pour comparer nos résultats aux résultats déjà connus en théorie des équations
aux dérivées partielles. Nos résultats sont appliqués sur divers modèles ayant des applications en
biologie et en informatique. Parmi ces modèles, nous étudierons le comportement en temps long de
la plus grande particule dans un modèle simple de population structurée en taille.
Mots clés : distance et courbure deWasserstein - ergodicité geometrique - Processus à valeurs mesures
- h−transformée de Doob
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Abstract
The aim of this work is to study the long time behavior of a branching particle model. More
precisely, the particles move independently from each other following a Markov dynamics until the
branching event. When one of these events occurs, the particle produces some random number of
individuals whose position depends on the position of its mother and her number of offspring. In the
first part of this thesis, we only study one particle line and we ignore the branching mechanism. So we
are interested by the study of a Markov process which can jump, diffuse or be piecewise deterministic.
The long time behavior of these hybrid processes is described with the notion of Wasserstein or
coarse Ricci curvature. This notion of curvature, introduced by Joulin, Ollivier and Sammer, is more
appropriate for the study of processes with jumps. We establish an expression of the gradient of the
Markov semigroup of stochastically monotone processes which gives the curvature of these processes.
Others sharp bounds of convergence, in Wasserstein distance and total variation distance, are also
established. In the same way, we prove that if a Markov process evolves according to one of finitely
many underlying Markovian dynamics, with a choice of dynamics that changes at the jump times of
a second Markov process, then it is exponentially ergodic, under the assumption that the mean of the
curvature of the underlying dynamics is positive. In the second part of the work, we study all the
population. Its behaviour can be deduced to the study of the first part using a Girsavov-type transform
which is called a many-to-one formula. Using this relation, we establish a law of large numbers and
a macroscopic limit, in order to compare our results to the well know results on deterministic setting.
Several examples, based on biology and computer science problems, illustrate our results, including
the study of the largest individual in a size-structured population model.
Keywords : Wasserstein distance - Wasserstein curvature - exponential convergence - measure-valued
processes - Doob h−transfom
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Chapitre 0
Introduction générale
Cette thèse est composée de deux parties. L’objectif de la première partie est d’étudier certains
processus de sauts tandis que la deuxième repose sur l’analyse de mesures aléatoires branchantes.
Chaque partie comprend un chapitre introductif en français et deux chapitres en anglais reprenant nos
travaux. Les résultats de ces deux parties ne sont pas indépendants et ont été motivés par la com-
préhension du comportement en temps long d’un système de particules. Dans le modèle qui nous a
intéressés, les particules suivent une dynamique markovienne et donnent naissance à une ou plusieurs
particules. Les nouvelles particules suivent la même dynamique que leur mère, indépendamment les
unes des autres. Ce modèle est semblable aux modèles de fragmentation étudiés dans [Ber04, Ber06]
ou aux modèles de diffusions branchantes étudiés dans [ABBS11, EHK10]. Cependant, les dyna-
miques qui nous intéressent peuvent comporter des sauts, des parties diffusives ou déterministes par
morceaux. Cela rend leur étude différente de ces modèles. Si dans un premier temps on omet le bran-
chement, le comportement d’une lignée de particules peut être décrit par un processus de Markov
(Xt)t≥0. Un exemple type qui nous a intéressé est le processus « TCP window size ». Ce proces-
sus modélise le célèbre « Transmission Control Protocol »utilisé pour la transmission de données sur
Internet. Ses trajectoires sont déterministes et linéaires par morceaux et tout l’aléatoire est contenu
dans le mécanisme de saut. La figure 1 représente une de ses trajectoires. Ce type de processus est
hybride, dans le sens où il comporte des sauts et est non-constant entre ses temps de sauts. Ces pro-
cessus sont liés à des équations aux dérivées partielles intégro-différentielles. Bien qu’ils soient très
étudiés récemment, il reste beaucoup de questions autour de l’étude de ces processus. La première
partie traite de la géométrie et de la stabilité de ces processus hybrides, la deuxième prend en compte
le comportement de toute la population ; c’est-à-dire que, dans la deuxième partie, nous nous inté-
1
Introduction générale
Figure 1 – Une trajectoire du processus TCP
ressons au comportement de la mesure empirique dans un modèle de de type branchement. La suite
de cette introduction est aussi divisée en deux sections. La première donne les résultats principaux
de la première partie et des chapitres 2 et 3 tandis que la deuxième établit les résultats principaux de
la deuxième partie et des chapitres 5 et 6. Comme nous donnerons plus de détails dans les chapitres
introductifs 1 et 4, nous présenterons nos résultats de la manière la plus concise possible.
0.1 Sur l’ergodicité géométrique des processus de Markov
Dans cette partie, nous étudions la convergence géométrique de quelques processus hybrides. En
général, pour ce problème, on utilise des techniques de type Lyapunov [BCG08, MT93, HM11]. Ces
méthodes fournissent l’existence d’une probabilité invariante et la convergence vers elle. Néanmoins
les taux de convergence ne sont pas explicites ou optimaux. Dans ce travail, nous avons donc suivit
une approche différente, semblable à celle de Bakry et Émery [BÉ85]. Rappelons que le critère de
courbure de Bakry-Émery donne des conditions pour qu’un processus satisfasse une inégalité de
Poincaré ou une inégalité logarithmique de Sobolev. Bien que leurs méthodes soient générales et
très satisfaisantes pour les processus de diffusions, il est, en général, très difficile de les appliquer
aux processus avec sauts. On pourra néanmoins consulter [CDPP09]. Récemment, Joulin, Ollivier
et Sammer ont introduit une nouvelle notion de courbure, basée sur la distance de Wasserstein. Le
chapitre 1 rappelle sa définition et ses principales propriétés. Nous avons suivit cette approche pour
décrire l’ergodicité des processus qui nous ont intéressés.
0.1.1 Courbure de Wasserstein de processus stochastiquement monotone
Soit (Xt)t≥0 un processus de Markov sur une partie E de R. Si ce processus est assez régulier,
c’est-à-dire qu’il vérifie la propriété de Feller, alors le générateur L de son semigroupe (Pt)t≥0 est de
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la forme suivante :
Lf(x) = σ(x)f ′′(x) + b(x)f ′(x) +
∫
E
(f(x+ y)− f(x))η(dy), (1)
pour toute fonction suffisamment régulière f et tout point x ∈ E, où σ et b sont deux fonctions
régulières, σ est positive et η(dy) est une mesure qui intègre 1 ∧ y2 . On pourra consulter [Kol11]
par exemple. Nous allons supposer que ce processus est stochastiquement monotone, c’est-à-dire que
pour tout x, y ∈ E vérifiant x ≥ y, il existe un couple (Xt, Yt)t≥0, dont chaque distribution marginale
est générée par L, vérifiant X0 = x, Y0 = y et pour tout t ≥ 0,
Xt ≥ Yt p.s.
Sous cette hypothèse, nous avons établit la formule suivante :
∇Ptf(x) = E
[
∇f(Yt)e−
∫ t
0
V (Ys)ds | Y0 = x
]
, (2)
pour toute fonction régulière f , t ≥ 0 et point x ∈ E. Ici (Yt)t≥0 est un processus auxiliaire et V une
fonction explicite. On en déduit immédiatement la courbure de Wasserstein de ce semigroupe. Plus
précisément, rappelons que la distance de Wasserstein associée à une distance d est donnée par
Wd(µ1, µ2) = inf
ν∈Marg(µ1,µ2)
∫∫
E×E
d(x, y) ν(dx, dy),
pour toutes probabilités µ1 et µ2. Ici, Marg(µ1, µ2) représente l’ensemble des lois ν, sur E × E, de
lois marginales µ1 et µ2. L’estimation précédente du gradient de notre semigroupe donne le théorème
suivant :
Théorème 0.1.1 (Courbure de Wasserstein de processus stochastiquement monotone). Soit un semi-
groupe de Markov (Pt)t≥0 généré par (1). La quantité ρ, définie par
ρ = inf
x∈E
−g(x)−
∫
E
yη′(x, dy),
est la plus grande constante vérifiant
∀t ≥ 0, Wd(µ1Pt, µ2Pt) ≤ e−ρtWd(µ1, µ2),
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pour toutes mesures de probabilité µ1,µ2. En particulier, il existe une unique mesure invariante π et
∀t ≥ 0, Wd(µ1Pt, π) ≤ e−ρtWd(µ1, π).
Dans le théorème précédent, η′ désigne la dérivée faible de η. La constante ρ est appelée courbure
de Wasserstein. D’autres conséquences liées à la formule (2) sont développées dans le chapitre 2, tel
que des bornes fines de convergence en distance de Wasserstein et en variation totale pour des cas
particuliers.
0.1.2 Processus de Markov modulé (switching Markov process)
Considérons une dynamique différente de celle étudiée dans la sous-section précédente. Pour
construire notre nouveau processus, on a besoin des ingrédients suivants :
– une chaîne de Markov à temps continu (It)t≥0, sur un espace fini F = {1, ..., N}, possédant
une mesure invariante ν ;
– une famille de N processus de Markov, sur un même espace polonais (E, d), représentés par
leurs semigroupes (P (i)t )t≥0 et leurs générateurs L(i), i ∈ F .
On note ρ(i) ∈ R la courbure de Wasserstein du processus généré par L(i) ; c’est-à-dire que
∀t ≥ 0, Wd(µ1P (i)t , µ2P (i)t ) ≤ e−ρ(i)tWd(µ1, µ2),
pour toutes mesures de probabilité µ1, µ2. On considère le processus X qui se déplace de la manière
suivante : tant que I ne saute pas, X se comporte comme un processus de Markov généré par L(I),
lorsque I saute, X ne saute pas mais suit cependant une nouvelle dynamique. Le processus X n’est
pas un processus de Markov au contraire du couple (X, I). Ce type de processus peut avoir des
comportements assez surprenants comme le montre l’exemple développé dans [BLMZ12a]. Dans
cet article, le processus X tend vers l’infini, alors que chaque dynamique sous-jacente le ramène
rapidement vers 0. En collaboration avec Martin Hairer, nous avons montré le résultat suivant
Théorème 0.1.2 (Convergence exponentielle des processus modulés). Si
∑
i∈F
ρ(i)ν(i) > 0,
alors le processus (Xt, It)t≥0 admet une unique mesure invariante et converge exponentiellement vite
vers elle en une distance de Wasserstein modifiée.
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Ce résultat est optimal comme on le verra dans le chapitre 3. Ce résultat se démontre de la même
manière que [BLMZ12c, Theorem 1.10]. Néanmoins, nous étudions aussi le cas où les sauts de I
dépendent de la position de X . Dans ce cas, le processus discret I n’est plus une chaîne de Markov
et l’existence d’un équilibre n’est plus garantie. L’énoncé et la démonstration de ce nouveau résultat
sont plus complexes. La démonstration dépend d’une généralisation des méthodes à la Meyn-Tweedie
développée par Hairer, Mattingly, et Scheutzow [HMS11].
0.2 Comportement asymptotique de populations structurées
Dans la seconde partie de ce travail, nous nous intéressons à un modèle de type branchement. Nous
étudions, de façon probabiliste, l’évolution temporelle d’un trait, dans une population de particules,
et faisons un lien avec la théorie des équations aux dérivées partielles. Plus précisément, on considère
le modèle qui suit.
– On commence avec un individu qui possède un certain trait X0 appartenant à une partie E de
R
d, d ∈ N∗.
– Durant la vie de cet individu, son trait X = (Xt)t≥0 évolue de manière aléatoire selon une
dynamique markovienne induite par le générateur :
∀x ∈ E, Gf = b · ∇f + σ∆f,
où b est une fonction régulière de Rd dans Rd et σ une constante positive. Notons que l’on pour-
rait considérer des dynamiques plus complexes avec les même techniques. Cependant, comme
ce générateur capturait les exemples qui nous intéressaient, nous nous sommes restreints à cette
dynamique par souci de clarté.
– Cet individu meurt à taux r ; c’est-à-dire à un temps τ vérifiant
∀t ≥ 0, P (τ > t | Ft) = exp
(
−
∫ t
0
r(Xs)
)
,
où Ft = σ{Xs, | s ≤ t}. Au temps τ , l’individu meurt et donne naissance à un nombre aléatoire
d’enfants. Les traits des enfants peuvent être différents de celui de leur parent. Les nouveaux
traits sont donnés de façon aléatoire suivant un noyau markovien et le trait du parent au moment
de sa mort.
– Les traits des nouveaux individus évoluent ensuite, comme celui du premier individu, indépen-
damment les uns des autres.
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Lorsque r est constant, le processus (Nt)t≥0, représentant le nombre d’individus, ne dépend pas
des traits. C’est un processus de branchement de Galton-Watson à temps continu [AN04, Har02].
Lorsque r n’est pas constant, on ne peut pas étudier le nombre d’individus sans étudier les traits. Une
première approche pour comprendre ce modèle est de passer à la limite macroscopique. C’est-à-dire
de faire tendre le nombre initial d’individus vers l’infini et de renormaliser convenablement, en temps
et en espace, la mesure empirique pour faire apparaitre un nouveau processus. Plus précisément, soit
Zt la mesure empirique au temps t ≥ 0 ; c’est-à-dire que
Zt =
∑
u∈Vt
δXut ,
où Vt est l’ensemble aléatoire des individus en vie au temps t et Xut le trait de l’individu u. Soit
(Z
(n)
0 )n≥0 une suite de mesures qui représentent des positions initiales possibles. Soit (Z
(n))n≥1 la
suite de processus, à valeurs mesures, distribués comme Z qui commencent en (Z(n)0 )n≥0. On consi-
dère le processus renormalisé X(n) = 1
n
Z(n). Soit T > 0, on a le théorème suivant
Théorème 0.2.1 (Approximation macroscopique de la distribution empirique). Si les hypothèses sui-
vantes sont satisfaites :
– l’espace E est compact,
– le nombre de nouveaux enfants est majoré par un nombre déterministe,
– la suite de conditions initiales X(n)0 converge en distribution vers une mesure X0, et
sup
n≥0
E
[
X
(n)
0 (E)
]
< +∞,
alors X(n) converge dans l’espace des processus càd-làg sur [0, T ], à valeurs mesures, muni de la
distance de Skohorod vers un processus X commençant en X0.
Le processus X dans le théorème précédent vérifie une équation aux dérivées partielles décrite
dans le chapitre 5. En particulier, si la condition initiale limite X0 est déterministe alors les trajectoire
t 7→ Xt le sont aussi. Ce résultat n’est pas surprenant. En effet, la propriété de branchement entraîne
que les mesures X(n) sont de la forme
X
(n)
t
d
=
1
n
Z
(n)
0 (E)∑
k=1
µt,k,n,
où les mesures (µt,k,n)k sont des mesures aléatoires indépendantes deux à deux. La loi des grands
nombres classique s’applique donc ponctuellement. L’hypothèse de compacité peut être omise dans
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certain cas. Décrivons un exemple d’E.D.P. qui peut apparaître dans cette limite :
∀t ≥ 0,∀x ≥ 0, ∂tn(t, x) + ∂xn(t, x) = 4n(t, 2x)− n(t, x),
avec X(dx) = n(t, x)dx. Récemment, ce type d’équation a beaucoup été étudié d’un point de vue
déterministe [BCnG12, DG09, LP09, Per07, PZ07]. Leur comportement en temps long dépend de
l’étude spectrale de certains opérateurs. Nous avons donc suivit une approche similaire, avec un point
de vue probabiliste, pour comprendre le comportement en temps long de notre système de particules.
0.2.1 Comportement en temps long de la mesure empirique
Sous la condition d’existence d’éléments propres (λ, V ) d’un certain opérateur, nous avons montré
la formule many-to-one suivante :
∀t ≥ 0, 1
E [
∑
u∈Vt V (X
u
t )]
E
∑
u∈Vt
f(Xut )V (X
u
t )
 = E [f(Yt)] , (3)
pour toute fonction positive f , où Vt etXut ont été définis précédemment. Dans la formule précédente
(Yt)t≥0 est un processus dont le générateur s’exprime explicitement à l’aide de tous les paramètres
précédents. Divers commentaires sur cette formule sont donnés dans le chapitre introductif 4. Si le
processus Y est ergodique, avec une mesure invariante π alors on a
lim
t→+∞
1
E [
∑
u∈Vt V (X
u
t )]
E
∑
u∈Vt
f(Xut )V (X
u
t )
 = ∫ fdπ,
pour toute fonction continue et bornée f . Nous avons démontré que la mesure empirique convergeait
en distribution, en probabilité. En particulier lorsque r est constant, les fonctions constantes sont des
vecteurs propres et notre théorème de convergence est donné par le théorème suivant :
Théorème 0.2.2 (Loi des grands nombres). Si le processus auxiliaire (Yt)t≥0 est ergodique, avec π
comme mesure invariante, alors, pour toute fonction continue et bornée f sur E, on a
lim
t→+∞
1{Nt>0}
Nt
∑
u∈Vt
f(Xut ) = 1{Nt>0,∀t>0}
∫
E
fdπ en probabilité.
Lorsque r est constant, ce résultat avait déjà été démontré dans [BDMT11]. Nous généralisons ce
théorème lorsque r n’est pas constant dans le chapitre 5.
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0.2.2 Un modèle plus simple
Considérons l’exemple simple suivant :
– le processus se déplace suivant la diffusion suivante entre les divisions
dXt = (µ+ σ
2)Xtdt+
√
2σXtdBt,
– lorsqu’un individu meurt, il donne naissance à deux enfants, dont les traits sont donnés par la
moitié de celui de cet individu ;
– le taux de division r est constant.
Ce modèle est très simple et est caractérisé par les paramètres µ ∈ R, σ ≥ 0 et r > 0. Il a l’avantage
de se comparer très facilement aux modèles de marche aléatoire branchante [Shi11, Zei12] et leurs
équivalents continus [ABBS11, Ber06]. Ce cas particulier nous a intéressés de par sa ressemblance
avec l’exemple principal du chapitre 5 et le modèle de Bansaye-Tran [BT11]. Le théorème 0.2.2
ne s’applique pas ici mais on peut montrer qu’il n’y a que deux possibilités : les traits explosent
ou s’éteignent. Cela est établit avec le théorème 6.1.1. Notre principale motivation était d’étudier le
comportement du plus gros trait X , définit par
∀t ≥ 0, X t = max
u∈Vt
Xut .
Nous avons montré le théorème suivant :
Théorème 0.2.3 (Estimée asymptotique de la particule extrémale). Quelque soit la position initiale,
on a
lim
t→+∞
1
t
lnX t = inf
α≥0
µ+ σ2α+ r
2e−α ln(2) − 1
α
.
La démonstration découle de la formule 3, appliquée avec différents vecteurs propres.
0.3 Organisation de l’ouvrage
La première partie décrit les résultats que nous avons obtenus sur l’ergodicité des processus de
Markov. Dans cette partie, l’espace d’état des processus de Markov, qui nous intéressent, est essen-
tiellement fini-dimensionnel. Cette partie comprend les chapitres 1, 2 et 3. Dans le chapitre 1, nous
introduisons la courbure de Wasserstein et quelques-unes de ces propriétés. En particulier, nous met-
tons en évidence le lien entre cette notion, la courbure de Ricci et la courbure de Bakry-Émery. Le
chapitre qui suit est basé sur l’article [Clo12]. Dans celui-ci, nous explicitons la courbure des proces-
sus de Markov stochastiquement monotones, ainsi que diverses conséquences basées sur l’estimation
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du gradient du semigroupe. Dans le chapitre 3, nous donnons quelques critères de convergence pour
des processus de Markov modulés. Ce chapitre est basé sur l’article [CH], en collaboration avec Mar-
tin Hairer.
La deuxième partie traite du comportement en temps long d’une population structurée. Plus préci-
sément, nous étudions un système de particules avec une interaction de type branchement ; c’est-à-dire
que l’interaction n’intervient qu’à la naissance des particules. Cette partie est aussi composée de trois
chapitres : les chapitres 4, 5 et 6. Le premier chapitre de cette partie rappelle rapidement ce qu’est une
h−transformée et met en évidence son utilisation dans les divers chapitres. Le chapitre 5 est consti-
tué de l’article [Clo11]. Nous y établissons des théorèmes limites, en grande population et en temps
long, pour la mesure empirique qui décrit le système de particules. Finalement, le dernier chapitre est
consacré à l’étude de la plus grande particule dans le cadre introduit dans la section 0.2.2.
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Première partie
Sur l’ergodicité géométrique des processus de
Markov
11

Chapitre 1
Sur la géométrie des processus de Markov
1.1 Introduction
Ce chapitre a pour but d’introduire brièvement la courbure de Wasserstein des semigroupes de
Markov. Cette notion, commune aux deux prochains chapitres, a été introduite par Joulin, en temps
continu, et par Ollivier, en temps discret. Notons que Sammer l’a aussi introduite dans sa thèse.
Cette courbure apparaît comme le paramètre optimal de contraction d’un semigroupe de Markov,
par rapport à la distance de Wasserstein. D’une certaine manière, elle généralise les courbures de
Bakry-Émery et de Ricci pour des processus non-diffusifs et les espaces discrets. De plus, elle est
naturellement reliée à la condition d’unicité de Dobrushin, à l’exposant de Chen ou au trou spectral
de Wasserstein. Par la suite, nous commençons par rappeler le critère de Bakry-Émery et son lien avec
la géométrie. Nous rappelons ensuite les principales propriétés de la distance de Wasserstein. Après
ces rappels, nous introduisons la distance de Wasserstein et donnons quelques propriétés, incluant
quelques inégalités de concentration. Nous donnons ensuite les principaux exemples. Nous évoquons
quelques résultats du chapitre 2. Comme application, dans la dernière section, nous décrierons rapi-
dement les théorèmes du chapitre 3 sur la convergence des processus de Markov modulé.
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1.2 Sur la géométrie de Bakry-Émery
1.2.1 Courbure de Bakry-Émery d’un processus de Markov
SoitE un espace polonais et (Xt)t≥0 un processus de Markov surE. Pour tout t ≥ 0, on considère
l’opérateur Pt qui à toute fonction f : E → R mesurable et bornée associe la fonction mesurable et
bornée définie, pour tout x ∈ E, par
Ptf(x) = E [f(Xt) | X0 = x] =
∫
E
f(y)Pt(x, dy).
L’opérateur P0 = Id est la fonction identité et la propriété de Markov entraîne que (Pt)t≥0 est un
semi-groupe :
∀s, t ≥ 0, Pt+s = Ps+t = Pt ◦ Ps = Ps ◦ Pt.
Si X0 a pour loi de départ µ alors, pour tout t ≥ 0, la loi de Xt est décrite par
E [f(Xt)] = µPtf =
∫
E
∫
E
f(y)Pt(x, dy)µ(dy)
pour toute fonction continue et bornée f . En particulier, une mesure de probabilité π est dite inva-
riante, ou stationnaire, si
∀t ≥ 0, πPt = Pt.
Si Xt converge en loi, lorsque t tend vers l’infini, vers une distribution π alors π est nécessairement
invariante. Cette mesure est naturellement connectée au générateur. On dit qu’une fonction mesurable
et bornée f : E → R appartient au domaine du générateur L du processus lorsque la limite suivante
existe pour tout x ∈ E :
Lf(x) = lim
t→0+
Ptf(x)− f(x)
t
= ∂tPtf t=0(x).
L’opérateur L ainsi défini est appelé générateur infinitésimal du processus (Xt)t≥0 ou du semi-groupe
(Pt)t≥0. La propriété de semi-groupe donne les équations de Chapman-Kolmogorov forward et back-
ward :
∀t ≥ 0, ∂tPt(f) = Pt(Lf) = L(Ptf).
Comme première application, on voit qu’une mesure π est invariante si
π (Lf) =
∫
E
Lf(x)π(dx) = 0,
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pour toute fonction f appartenant au domaine de L. Tout se passe comme si « Pt = etL ». En ef-
fet, la précédente expression peut être interprétée en terme d’éléments propres : la mesure π est un
vecteur propre de L∗ associé à la valeur propre 0. Notons que la fonction constante égale à 1 est un
vecteur propre de L pour la même valeur propre. Comme pour les matrices, si ce vecteur propre est
unique alors le semi-groupe converge vers elle, à une vitesse décrite par la seconde valeur propre.
Plus précisément, on dit qu’une mesure π est réversible, ou symétrique, si
∫
E
f(x)Ptg(x)π(dx) =
∫
E
g(x)Ptf(x)π(dx),
ou de manière équivalente
∫
E
f(x)Lg(x)π(dx) =
∫
E
g(x)Lf(x)π(dx),
pour toutes fonctions f, g suffisamment régulières. C’est-à-dire que L et Pt sont auto-adjoints (ou
symétriques) dans L2(E, π). On dit qu’un semigroupe symétrique, par rapport à sa mesure invariante,
satisfait une inégalité de trou spectral, si le spectre de −L est inclus dans {0} ∪ [λ0,∞), pour un
certain λ0 > 0. Via un argument de théorie spectrale, on montre facilement que dans ce cas, on a
∀t ≥ 0, Varπ(Ptf) ≤ e−λ0tVarπ(f), (1.1)
pour toute fonction f suffisamment régulière. Ici, on a utilisé la notation
Varπ(f) =
∥∥∥∥f − ∫
E
fdπ
∥∥∥∥
L2(E,π)
=
∫
E
(
f(x)−
∫
E
f(y)π(dy)
)2
π(dx).
Malheureusement, la plupart des processus que l’on étudie, dans cette thèse, ne sont pas symétriques.
Dans le cas de processus non-réversibles, on peut néanmoins démontrer une inégalité de Poincaré :
Lemme 1.2.1 (Inégalité de Poincaré). Supposons que le domaine de L est dense dans L2(E, π), où π
est la mesure invariante de (Pt)t≥0. L’inégalité du trou spectral (1.1) est équivalente à l’inégalité de
Poincaré : pour toute fonction f dans L2(E, π), on a
Varπ(f) ≤ − 1
λ0
∫
E
f(x)Lf(x)π(dx). (1.2)
Ce lemme donne l’équivalence entre une information locale, c’est-à-dire infinitésimale, et une
information globale, c’est-à-dire de convergence lorsque t tend vers l’infini. L’inégalité de Poincaré
est un cas particulier de diverses inégalités fonctionnelles liées à la convexité [ABC+00, Cha04].
Notons que l’inégalité (1.1) est toujours satisfaite avec λ0 = 0. En effet, l’inégalité de Jensen assure
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que l’application t → Varπ(Ptf) est décroissante. La quantité de droite dans l’inégalité de Poincaré
fait intervenir l’énergie du processus ; c’est-à-dire la quantité
E(f) = −
∫
E
f(x)Lf(x)π(dx) =
∫
E
Γ(f, f)(x)π(dx),
où l’opérateur Γ, nommé carré du champ, est défini par
Γ(f, g) =
1
2
[L(fg)− gLf − fLg] .
On peut aussi définir une famille d’opérateur (Γn)n≥0 de la manière suivante :
Γn+1(f, g) =
1
2
[LΓn(f, g)− Γn(Lf, g)− Γn(f,Lg)] ,
avec Γ0(f, g) = f × g. En particulier Γ1 = Γ. On note aussi Γnf = Γn(f, f). Ces divers opérateurs
interviennent dans diverses inégalités fonctionnelles. Citons par exemple le critère de Bakry-Émery
[ABC+00, Proposition 5.4.1] qui donne une information sur la stabilité du processus :
Théorème 1.2.2 (Critère de courbure de Bakry-Émery). Soit ρ ∈ R. Sous les hypothèses du lemme
précédent, les assertions suivantes sont équivalentes :
– pour toute fonction f dans le domaine de L, on a
Γ2f ≥ ρΓf, (1.3)
– Pour toute fonction f dans le domaine de L et t ≥ 0, on a
ΓPtf ≤ e−2ρtPtΓf, (1.4)
– L’inégalité de Poincaré locale est satisfaite : pour toute fonction f dans le domaine de L et
t ≥ 0, on a
Pt(f
2)− (Ptf)2 ≤ 1− e
−2ρt
ρ
PtΓf. (1.5)
En particulier, si ρ > 0 alors l’inégalité du trou spectral (1.1) est satisfaite avec λ0 = ρ.
Le paramètre optimal ρ (i.e. le plus grand), dans le lemme précédent, est appelé courbure de
Bakry-Émery car il est lié à la géométrie de l’espace comme on peut le voir avec les processus de
diffusion. Notons que lorsque la mesure invariante π est réversible alors il existe aussi le « critère Γ2
intégré » [ABC+00, Proposition 5.5.4] qui donne une condition plus faible pour que π satisfasse une
inégalité du trou spectral.
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1.2.2 Les processus de diffusion
Un processus de diffusion sur un espace polonais E est un processus X dont le générateur in-
finitésimal L satisfait la propriété de dérivation en chaîne suivante : pour toute famille finie f =
(f1, . . . , fn) de fonctions appartenant au domaine de L, et toute fonction φ : Rn → R régulière, on a
Lφ(f) =
n∑
i=1
∂xiφ(f)Lfi +
∑
i,j
∂xi∂xjφ(f)Γ(fi, fj).
Cette propriété est liée aux propriétés de régularité des trajectoires du processus. En effet, si (Pt)t≥0
est un semigroupe de diffusion, alors les trajectoires t→ f(Xt) sont continues, pour toute fonction f
dans le domaine de L. Sur Rn, les processus de diffusions sont les solutions d’équations stochastiques
dirigées par un mouvement brownien. Plus précisément,
∀t ≥ 0, dXt = b(Xs)ds+ σ(Xs)dBs,
où (Bt)t≥0 est un mouvement brownien sur Rn, σ : Rn → Rn × Rn est une application mesurable
tel que, pour tout x ∈ Rn, σ(x) est une matrice symétrique et positive, et b : Rn → Rn est une
application mesurable. Le générateur est alors donné par la relation
Lf(x) =
n∑
i=1
bi(x)∂xif(x) +
n∑
i,j=1
1
2
(σ(x) · σ(x)t)i,j ∂xi∂xjf(x).
L’exemple fondamental est le processus dit de Kolmogorov-Langevin :
∀t ≥ 0, dXt = −∇V (Xs)ds+
√
2dBs, (1.6)
où V est un potentiel régulier vérifiant
∫
Rn
e−V (x)dx = 1. Ce processus possède une unique mesure
réversible et stationnaire, π(dx) = e−V (x)dx, nommée mesure de Blotzmann-Gibbs. Dans ce cas,
Lf = ∆f −∇V · ∇f, Γ(f, g) = 〈∇f,∇g〉,
et Γf = Γ(f, f) = ‖∇f‖2, d’où la dénomination carré du champ (de gradient). Enfin, l’opérateur Γ2
est donné par
Γ2f = ‖Hessf‖2 + (∇f)⊤ · HessV · ∇f.
On peut donc maintenant utiliser le critère de Bakry-Émery pour avoir le résultat suivant :
Corollaire 1.2.3 (Courbure de Bakry-Émery des processus de Kolmogorov-Langevin). Si X est so-
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Figure 1.1 – Trajectoire de deux processus de Kolmogorov
lution de (1.6) et ρ minore le spectre de la matrice hessienne de V , alors les assertions du Théorème
1.2.2 sont satisfaites avec λ0 = ρ.
Exemple 1.2.4 (Processus d’Ornstein-Uhlenbeck). Le processus d’Ornstein-Uhlenbeck est le proces-
sus de Kolmogorov-Langevin associé au potentiel V (x) = µ‖x‖2/2, pour µ > 0. La courbure de
ce processus vaut µ et les inégalités (1.1), (1.2), (1.3) et (1.4) sont des égalités. On parle parfois de
courbure exacte. Le membre de gauche de la figure 1.1 représente une de ces trajectoires. On peut
remarquer que le processus se stabilise très rapidement vers un équilibre concentré en zéro. Pour
comparer, le membre de droite représente une diffusion de Kolmogorov associée au potentiel non-
convexe V (x) = x4/4−x2/2. La courbure de ce second processus est négative. Cela vient du fait que
sa distribution invariante est bimodale et le processus n’atteint son équilibre qu’après avoir visité les
deux « bosses »de sa probabilité stationnaire.
Remarque 1.2.5 (Un lien avec la géométrie). Soit M une variété compacte de dimension n munie
d’une métrique riemannienne g. Il existe un opérateur∆ surM , dit de Laplace-Beltrami, qui généra-
lise le laplacien sur Rn. Cet opérateur génère un processus de diffusion qui admet une unique mesure
invariante et réversible, qui est la mesure de volume normalisée associée à (M, g). On peut montrer
dans ce cas, que la courbure ρ de Bakry-Émery vérifie, pour tout k ∈ R,
∀x ∈M, ∀v ∈ TxM, Ricx(v, v) ≥ k‖v‖2 ⇒ ρ ≥ k.
Ici, Ric représente le tenseur de Ricci et TxM le plan tangent à M en x. Par exemple, dans le cas
où M est une sphère de dimension 2, ρ = 1. Cette définition de la courbure permet donc d’unifier
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l’analyse et la géométrie dans le cadre de l’étude des processus de diffusions sur des variétés. Notons
aussi que lorsque l’on considère un opérateur de la forme L = ∆ + X , où X est un champ de
vecteur, alors, comme dans le corollaire 1.2.3, la courbure de Bakry-Émery s’écrit comme la somme
d’un terme lié à la courbure de Ricci et d’un terme minorant le spectre de la matrice Hessienne de
X . La courbure de Bakry-Émery prend donc en compte à la fois la courbure de l’espace ambiant et
la dérive du processus.
On vient de voir que la courbure de Bakry-Émery se calcule aisément dans le cadre des processus
de diffusion, et que dans ce cas elle caractérise la courbure de l’espace ambiant. La situation est
différente lorsque le processus admet des sauts car la règle de dérivation en chaîne ne s’applique pas
et il est difficile d’expliciter l’opérateur Γ2 , ou lorsque l’espace est discret car il n’existe pas de notion
universelle équivalente à la courbure de Ricci. Ces problèmes nous poussent à étudier une autre notion
de courbure.
1.3 Courbure de Wasserstein
Dans les sections précédentes, on a remarqué que les méthodes liées aux inégalités fonctionnelles
ou à la théorie spectrale fonctionnaient très bien pour certains processus mais pas pour d’autres. On
va donc introduire ici une autre façon d’estimer la vitesse de convergence. Précédemment, la loi au
temps t était caractérisée par la fonction x 7→ Ptf(x) et la vitesse était estimée à partir d’une distance
sur les fonctions (norme L2). Maintenant, on va caractériser la loi par la mesure δxPt et estimer la
vitesse de convergence à l’aide d’une distance sur les mesures.
1.3.1 Distance de couplage
Nous munissons l’ensemble des mesures de probabilité sur (E, d) de la distance suivante :
Définition 1.3.1 (Distance de Wasserstein). La distance de Wasserstein est définie par
Wd(µ, ν) = inf
η∈Marg(µ,ν)
∫
E×
d(x, y)η(dx, dy) = inf
X∼µ,Y∼ν
E [d(X, Y )] . (1.7)
Où Marg est l’ensemble des lois η sur E × E tel que η(·, E) = µ et η(E, ·) = ν.
On sait par [Vil09, Theorem 1.3] que l’infimum est atteint. Cette distance est aussi connue sous
les autres noms suivants : distance de transport (optimal), de couplage, de Fréchet, de Kantorovich,
de Mallows (en statistique), de Monge, distance L1 généralisée, EMD (earth mover’s distance, en
informatique)... Diverses propriétés de cette distance sont développées dans les livres [Che04, Rac91,
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Vil09]. Retenons qu’une suite de mesures de probabilités (µn)n≥0 converge en Wasserstein vers µ si
elle converge en loi et
lim
n→+∞
∫
E
d(x, x0)µn(dx) =
∫
E
d(x, x0)µ(dx),
pour un certain x0 ∈ E, ou de manière équivalente, pour tout x0 ∈ E. On en déduit donc facilement
que l’espace des mesures de probabilités, admettant un premier moment fini, muni de la distance de
Wasserstein, est complet. De plus, si d est bornée surE, la convergence enWasserstein est équivalente
à la convergence en loi.
Remarque 1.3.2 (Simulation et formule d’appariement :matching formula). Soit µ et µ˜ deux mesures
définies par
µ =
1
n
n∑
k=1
xk et µ˜ =
1
n
n∑
k=1
yk,
où x1, . . . , xn, y1, . . . , yn ∈ E. On peut démontrer la formule d’appariement [Vil09, Example p.5] :
Wd(µ, ν) = inf
σ∈Sn
1
n
n∑
k=1
d(xk, yσ(k)),
où Sn désigne le groupe des permutations d’ordre n. La démonstration est un problème de minimisa-
tion convexe. Ici, l’ensemble Marg est en bijection avec l’ensemble (convexe) des matrices bistochas-
tiques. L’infimum est donc atteint sur l’un des points extrémaux. Or il est connu, par un théorème
de Birkhoff et von Neumann que les points extrémaux correspondent aux matrices de permutations.
Ceci termine la démonstration de cette formule. Comme application, on trouve un moyen simple et
probabiliste de simuler la distance entre deux mesures de probabilité ν et ν˜ sur (R, | · |), possédant
un premier moment. En effet, Soit (Xi)i∈N∗ et (X˜i)i∈N∗ deux suites de variables i.i.d. de lois ν et ν˜. La
loi des grands nombres donne
lim
n→∞Wd
(
1
n
n∑
k=1
δXk , ν
)
= 0 et lim
n→∞Wd
(
1
n
n∑
k=1
δ
X˜k
, ν˜
)
= 0.
En utilisant ces convergences et la formule d’appariement on a
Wd(ν, ν˜) ≈ inf
σ∈Sn
1
n
n∑
k=1
d(Xk, X˜σ(k)).
L’infimum précédent se calcule de la manière suivante : on réarrange les deux suites de façon à les
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rendre croissantes i.e. X(1) ≤ X(2)... et X˜(1) ≤ X˜(2)... Et on trouve
Wd(ν, ν˜) ≈ 1
n
n∑
k=1
d(X(k), X˜(k)).
L’équation (1.7) admet la formulation équivalente suivante :
Théorème 1.3.3 (Dualité de Kantorovich-Rubinstein). Pour toutes mesures µ et ν, on a
Wd(µ, ν) = sup
‖f‖Lip≤1
∫
fdµ−
∫
fdν,
où
‖f‖Lip = sup
x 6=y
|f(x)− f(y)|
d(x, y)
. (1.8)
En particulier, si E = R et d(x, y) = |x− y| alors
Wd(µ, ν) = ‖Fµ − Fν‖L1 = ‖F−1µ − F−1ν ‖L1 ,
où Fµ, Fν désignent les fonctions de répartition de µ et ν et F−1µ , F
−1
ν leurs inverses généralisés. On
noteraW plutôt queWd pour ce choix de distance. Un autre cas intéressant est lorsque d(x, y) = 1x 6=y.
Dans ce cas,Wd = dVT est la distance en variation totale. Si µ et ν ont des densités fµ, fν par rapport
à la même mesure η, on a alors
dVT(µ, ν) = ‖fµ − fν‖L1(η).
Généralement, si d est bornée alors la convergence en dVT implique la convergence enW. Si
inf
x 6=y
d(x, y) > 0,
alors la convergence enW implique la convergence en dVT. Notons aussi que sur R, lorsque
∀x, y ∈ R, d(x, y) = min {|x− y|, 1} ,
alors Wd est nommée la distance de Fortet-Mourier et engendre la topologie de la convergence en
loi, tout comme la distance de Lévy-Prokhorov. Finissons cette section en évoquant la distance de
Wasserstein d’ordre p. De même que (1.7), on peut de définir une nouvelle distance en minimisant la
norme Lp pour p ≥ 1 :
W
(p)
d (µ, ν) =
(
inf
η∈Marg(µ,ν)
∫
E×E
d(x, y)pη(dx, dy)
)1/p
.
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Dans ce cas, une version du théorème de Kantorovich-Rubinstein donne que
W
(p)
d (µ, ν)
p = sup
f,g
∫
fdµ−
∫
gdν,
où le supremum est pris sur les fonctions f et g vérifiant
f(x)− g(y) ≤ d(x, y)p.
Cependant il n’existe pas d’analogue direct connu du Théorème 1.3.3. On pourra cependant consulter
[Rio98] pour une comparaison entreW(p)d et les distances de Zolotarev.
1.3.2 Définition et propriétés de la courbure de Wasserstein
On a vu dans la section précédente que les méthodes de type Bakry-Émery fonctionnaient bien
avec les diffusions mais mal pour des processus avec sauts. Récemment, Aldéric Joulin, Yann Ollivier
et Marcus Sammer ont introduit, indépendamment, une nouvelle notion de courbure. Celle-ci est basée
sur la notion de couplage et la distance de Wasserstein.
Définition 1.3.4 (Courbure de Wasserstein). La courbure de Wasserstein, d’un semigroupe (Pt)t≥0
est la plus grande constante ρ ∈ R tel que, pour tout x, y ∈ E et t ≥ 0, on ait
Wd (δxPt, δyPt) ≤ e−ρtWd (δx, δy) .
Cette définition dépend de la distance choisie. On peut montrer que pour un mouvement brownien
se déplaçant sur une variété riemannienne, les courbures de Wasserstein et de Bakry-Émery coïn-
cident, voir [vRS05]. Pour les espaces discrets, il existe d’autres notions de courbure basées sur le
déplacement de l’entropie [EM12, OV10, GRST12]. L’inégalité précédente avait déjà été introduite
par Dobrushin en 1970. Demander que ρ soit strictement positive est connu comme la Dobrushin
uniqueness condition en mécanique statistique. Sous cette condition on a l’existence d’une mesure
invariante :
Théorème 1.3.5 (Existence et unicité d’une mesure invariante). Si la courbure de Wasserstein ρ d’un
semigroupe (Pt)t≥0 est strictement positive alors il existe une unique mesure invariante π. De plus,
pour tout x ∈ E et t ≥ 0, on a
Wd (δxPt, π) ≤ e−ρtWd (δx, π) .
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On peut trouver une démonstration de ce résultat dans [Che04]. Nous en donnons une différente
dans l’annexe du chapitre 2. Si la mesure π est réversible alors la courbure de Wasserstein minore
le trou spectral. Voir le théorème 2.4.13 pour plus de détails. D’une manière générale, une mesure
de probabilité, satisfaisant une inégalité de Poincaré, satisfait aussi une inégalité de concentration ex-
ponentielle. Divers inégalités de concentration similaires ont été développées par différents auteurs
lorsque la courbure est positive. Évoquons seulement le critère suivant, qui généralise [Jou07, Theo-
rem 3.1] et [Jou09, Theorem 2.6]. Rappelons que la norme Lipschtizienne d’une fonction f est donnée
en (1.8). Ajoutons aussi la notation Px pour P(· | X0 = x) et Ex pour E[· | X0 = x]. On a
Théorème 1.3.6 (Concentration de type Poisson pour la mesure invariante). Si toutes les hypothèses
suivantes sont satisfaites :
1. la courbure de Wasserstein ρ est strictement positive,
2. il existe A > 0, tel que supt≥0 d(Xt−, Xt) ≤ A presque sûrement,
3. il existe B > 0, tel que pour toute fonction f , on a Γ(f, f) ≤ B‖f‖2Lip,
alors, pour tous y > 0, x ∈ E et toute fonction f tel que ‖f‖Lip = 1 , on a
∀y > 0, Px (f(Xt)− Ex[f(Xt)] ≥ y) ≤ e−g(y,t),
où
g(y, t) =
y
2A
log
(
1 +
2Aρy
(1− e−2ρt)B
)
,
et
Px
(
1
t
∫ t
0
f(Xs)ds−
∫
fdπ ≥ y + (1− e
−ρt)
ρt
∫
d(x, y)π(dy)
)
≤ exp
(
−Bt
A2
h
(
Aρy
B(1− e−ρt)
))
,
où
h(y) = (1 + y) log(1 + y)− y.
La fonction y 7→ h(y) se comporte comme y2 lorsque y est proche de 0 et comme y log(y) lorsque
y tend vers l’infini.
Idée de la démonstration. La preuve est basée sur l’étude de la martingale (Zs)0≤s≤t, donnée par
Zs = Pt−sf(Xs)− Ptf(X0), pour s ∈ [0, t]. Par définition de A et B, on a
sup
s∈[0,t]
|Zs − Zs−| ≤ A‖f‖Lip,
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et
〈Z,Z〉s =
∫ s
0
Γ(Pt−sf, Pt−sf)(Xs)ds
≤ B‖f‖
2
Lip
4ρ
,
où
‖f‖Lip = sup
x 6=y
|f(x)− f(y)|
d(x, y)
.
Puis, comme dans [Jou07, Jou09], on construit une supermartingale à l’aide du [Kal02, Lemma
23.19]. Le reste de la démonstration suit point par point celle des théorèmes cités.
Dans [HSV11], le trou spectral de Wasserstein d’un semigroupe de Markov est défini comme la
plus grande constante λ > 0 tel qu’il existe C > 0 tel que, pour tous x, y ∈ E et t ≥ 0, on ait
Wd(δxPt, δyPt) ≤ Ce−λtd(x, y).
Si un semigroupe vérifie les hypothèses du théorème précédent avec un trou spectral de Wasserstein
strictement positive, à la place d’une courbure de Wasserstein strictement positive alors la première
inégalité de concentration reste valide avec d’autres constantes, mais pas la seconde.
1.3.3 Quelques exemples de courbure
Ici, nous donnons quelques exemples de courbure de Wasserstein.
1.3.3.1 Chaînes de Markov à temps continu
Supposons que E est fini et, sans perte de généralités, que E = {1, ..., N}, pour un certain N ∈
N
∗. L’opérateur L opère alors sur toutes les fonctions numériques f , définies sur E, à travers la
relation
∀i ∈ E, Lf(i) =
N∑
j=1
Li,jf(j),
où (Li,j)i,j∈E2 est une matrice, dont les éléments non-diagonaux sont positifs, et tel que la somme des
éléments d’une même colonne est nulle. L’opérateur Pt se représente de même par une matrice et la
relation Pt = etL est l’exponentielle usuelle d’une matrice. Le carré du champ s’écrit alors,
Γ(f, g)(i) =
1
2
N∑
j=1
Li,j(f(j)− f(i))(g(j)− g(i)).
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Dans ce cas le théorème de Perron-Frobenius nous donne, sous la condition d’irréductibilité, et donc
de récurrence positive, l’existence d’un trou spectral. La valeur propre peut être calculée directement
sur certains exemples ou numériquement si N est assez petit. Cependant, il peut être difficile de
calculer explicitement cette valeur propre ou d’obtenir une borne satisfaisante. De plus, il est difficile
de calculer explicitement la courbure de Bakry-Émery. Utilisant des méthodes de couplage, on montre
le lemme suivant :
Lemme 1.3.7 (Convergence pour des chaînes discrètes sur un espace fini). Supposons que (Pt)t≥0 est
le semigroupe d’une chaîne de Markov irréductible sur un espace fini E. Il existe κ > 0 tel que pour
toutes lois µ et ν, on ait
∀t ≥ 0, dVT(µPt, νPt) ≤ Ce−κtdVT(µ, ν).
De plus, si Li,j > 0 pour tout i, j ∈ E alors on a C = 1.
En particulier, lorsque C = 1, la courbure de Wasserstein, associée à la distance triviale d :
(x, y) 7→ 1x 6=y, est strictement positive. La preuve est basée sur le couplage de Doeblin, introduit
par lui-même en 1938, dans un article intitulé Exposé de la théorie des chaînes simple constantes de
Markov à un nombre fini d’états.
Démonstration du Lemme 1.3.7 . On considère deux processus indépendants X et X˜ , générés par
L, jusqu’au temps aléatoire T où ils coalescent, puis on les considère égaux. La propriété de Markov
donne que chaque coordonnée suit la bonne dynamique et la propriété de récurrence du couple (X, X˜)
donne que le temps de coalescence vérifie
P (T > t) ≤ Ce−κt,
pour un certain κ > 0.
Lorsque l’espace d’état est dénombrable mais pas fini, la situation est différente. On pourra no-
tamment lire [CJ10] qui décrit la courbure deWasserstein, associée à diverses distances, des processus
de naissance et mort. Leurs démonstrations sont basées sur une relation de commutation qui a inspiré
les résultat du chapitre 2.
1.3.3.2 Processus de diffusion de Kolmogorov-Langevin
Soit (Pt)t≥0 le semigroupe d’un processus de diffusion de Kolmogorov-Langevin (Xt)t≥0, solu-
tion de l’E.D.S. suivante
dXt =
√
2dBt −∇V (Xt)dt.
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Rappelons que Γf = |∇f |2. Soit κ un nombre réel et d la distance usuelle. Les assertions suivantes
sont équivalentes :
1. pour toute fonction régulière f , on a Γ2f ≥ κΓf ,
2. pour toute fonction régulière f et t ≥ 0, on a ΓPtf ≤ e−2κtPtΓf ,
3. pour toute fonction régulière f et t ≥ 0, on a √ΓPtf ≤ e−κtPt
√
Γf ,
4. le semigroupe (Pt)t≥0 satisfait l’inégalité de Poincaré locale (1.5) avec λ0 = κ,
5. la constante κ minore le spectre de la hessienne de V ,
6. pour tout x, y ∈ E et t ≥ 0, on aWd(δxPt, δyPt) ≤ e−κtd(x, y).
L’équivalence 1 ⇔ 2 ⇔ 4 vient du théorème 1.2.2 de Bakry-Émery. Via les expressions de Γ et Γ2,
on voit facilement que 1⇔ 5. L’inégalité de Jensen donne 3⇒ 2. L’inégalité des accroissement fini
donne 3 ⇔ 6. Remarquons aussi que l’on peut déduire 5 ⇒ 6 en couplant deux processus avec le
même mouvement brownien.
Ces équivalences donnent en particulier que la courbure de Wasserstein et de Bakry-Émery coïn-
cident pour les processus de diffusion de Kolmogorov-Langevin. C’est l’un des points qui a motivé
cette définition. Finissons cet exemple en évoquant un résultat récent du à Andreas Eberle [Ebe11] :
s’il existe une constante strictement positive qui minore le spectre de la Hessienne de V en dehors
d’un ensemble compact, alors il existe une distance df tel que la courbure de Wasserstein, associée à
df , est strictement positive. La preuve est basée sur un couplage différent que celui décrit pour 5⇒
7, nommé couplage par réflexion.
Remarque 1.3.8 (Processus d’Ornstein-Uhlenbeck et de Kolmogorov-Langevin à double puits). Si
on reprend les deux exemples de la figure 1.1, on peut se faire une idée de leurs courbures à l’aide de
l’algorithme indiqué dans la remarque 1.3.2. En effet, la figure 1.2 donne une approximation de
t 7→Wd (δ−1Pt, δ1Pt) ,
où d est la distance en valeur absolue et (Pt)t≥0 désigne, sur la figure de gauche, le semigroupe
d’un processus d’Ornstein-Uhlenbeck, et, sur la figure de droite, celui du processus avec le potentiel
non-convexe introduit dans l’exemple (1.2.4).
Remarque 1.3.9 (Sur l’équivalence 2⇔ 7 et la distance intrinsèque). Soit (Pt)t≥0 un semigroupe de
Markov quelconque sur un espace polonais E. Si Γ désigne son opérateur carré du champ alors on
peut définir la distance intrinsèque dΓ sur E de ce semigroupe par
∀x, y ∈ E, dΓ(x, y) = sup
f
{|f(x)− f(y)| | ‖Γf‖∞ ≤ 1} .
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Figure 1.2 – Convergence vers l’équilibre de deux processus de Kolmogorov
L’inégalité (1.3) du théorème 1.2.2 entraine donc que la courbure de Bakry-Émery coïncide avec la
courbure de Wasserstein associée à la distance intrinsèque pour tout processus de Markov. Dans le
cas particulier des processus de diffusion, la distance intrinsèque correspond à la distance usuelle.
1.3.3.3 Processus stochastiquement monotone
Dans le chapitre 2, nous allons décrire la courbure de Wasserstein des processus unidimension-
nelles et stochastiquement monotones. Plus précisément, on considérera un processus de Markov
(Xt)t≥0, défini sur une partie E de R, qui vérifiera : pour tout x, y ∈ E, x ≥ y, et t ≥ 0, il existe
deux copies de X , Xx et Xy, tel que Xx0 = x, X
y
0 = y et X
x
t ≥ Xyt . Pour ce type de processus, nous
montrerons que nous avons
∂xEx [f(Xt)] = Ex
[
f ′(Yt)e
−
∫ t
0
V (Ys)ds
]
,
pour toute fonction régulière f , x ∈ E et t ≥ 0. Ici (Yt)t≥0 est un certain processus auxiliaire et V
une fonction explicite. La démonstration est basée sur une relation de commutation entre le gradient
et le générateur. Avec cette formule, on voit facilement que la courbure est donnée par
ρ = inf
x∈E
V (x).
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D’autres applications de cette formule seront donnés dans ce chapitre. Par exemple, en utilisant le fait
que
Ex
[
e−
∫ t
0
V (Ys)ds
]
≈ e−λt,
où λ est la première valeur propre, de l’opérateur de type Schrödinger associé à cette formule de type
Feynman-Kac, on montrera que la vitesse de convergence, en distance de Wasserstein, d’un processus
de Kolmogorov-Langevin, vers son équilibre, est décrite par ce λ qui correspond aussi au trou spectral.
1.4 Application pour les Processus de Markov modulé
Ici on s’intéresse au comportement en temps long des processus deMarkov modulés. Un processus
de Markov modulé est construit à partir des ingrédients suivants :
– un espace polonais E et un espace fini F ,
– une famille de processus de Markov (Z(i))i∈F ,
– une famille de fonction positive a(·, i, j)i,j∈F 2 .
On considère le processus Xt = (Xt, It) généré par
Lf(x, i) = L(i)f(x, i) +
∑
j∈F
a(x, i, j)(f(x, j)− f(x, i))
pour toute fonction régulière f et pour tout (x, i) ∈ E × F . Ici, L(i) représente le générateur de
Z(i). Le processus X n’est pas markovien au contraire du couple (X, I). Le processus I l’est si et
seulement si a ne dépend pas de sa première composante.
1.4.1 Quelques exemples au comportement particulier
Avant de décrire nos résultats principaux, nous allons développer quelques exemples pour exposer
les difficultés liées à ce type de modèle.
1.4.1.1 Explosion alors que chaque dynamique sous-jacente converge
L’exemple présenté ici vient de [BLMZ12c]. On considère le processus X, sur R2 × {−1, 1},
généré par
Lf(x, i) = Ai∂xf(x, i) + a (f(x,−i)− f(x, i)) ,
où a > 0 et
A−1 =
 −1 3
−1/3 −1
 and A1 =
−1 −1/3
3 −1
 .
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Avec les notations précédentes, on a L(i) = Ai∇x. Il est facile de voir que Z(−1) et Z(1) sont détermi-
nistes et convergent, exponentiellement vite, vers zero. Pourtant si a est suffisamment grand alors on
a
lim
t→+∞Xt = +∞.
1.4.1.2 Convergence mais pas en variation totale
Ici, on suppose que (It)t≥0 est une chaîne de Markov irréductible, à temps continu, sur un espace
fini, avec mesure invariante ν. On suppose que X est continue sur R et est, entre les sauts de I ,
solution de
∂tXt = −a(It)Xt,
Dans l’expression précédente (a(i))i∈F désigne une suite quelconque sur R. On montre facilement
que
Xt = e
−
∫ t
0
a(Is)dsX0.
Le théorème ergodique donne donc
lim
t→+∞Xt =

0 si
∑
i∈F
a(i)ν(i) > 0
+∞ si ∑
i∈F
a(i)ν(i) < 0
(1.9)
Ce qui signifie que si, en moyenne, le processus se rapproche de l’origine, alors il converge, alors que
si, en moyenne, il s’éloigne, alors il diverge. Nos théorèmes principaux vont généraliser le premier
point. Notons que pour cet exemple, nous avons que si X0 6= 0 alors le processus ne touche jamais
zéro. On en déduit que la distance en variation totale entre la loi de X au temps t et son équilibre δ0
est toujours égale à 1. Les techniques de type Lyapunov, ne fonctionnent donc pas ici.
Exemple 1.4.1 (Cas limite). Si l’espace d’état de I est {−1, 1}, si son état change à taux constant
égal à 1 et si l’application a est l’identité, c’est-à-dire que a : i 7→ i, alors la figure 1.3 représente
une de ces trajectoires.
1.4.2 Résultat principal
Supposons dans un premier temps que a ne dépend pas de sa première composante. C’est-à-dire
que a(·, i, j) = a(i, j) pour tout i, j ∈ F . Dans ce cas I est une chaîne de Markov à temps continu.
Si le couple (X, I) est ergodique alors I l’est aussi. Nous allons donc supposer que I est une chaîne
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Figure 1.3 – Une trajectoire d’un processus de Markov modulé
ergodique, ou de manière équivalente qu’elle est irréductible. Notons ρ(i) la courbure de Wasserstein
du processus généré par L(i), pour chaque i ∈ F . On a
Théorème 1.4.2 (Convergence exponentielle). Si a ne dépend pas de sa première composante, la
chaîne I est irréductible, avec ν comme mesure invariante, et
∑
i∈F
ρ(i)ν(i) > 0,
alors le processus (X, I) converge, exponentiellement vite, en une distance de Wasserstein, vers une
unique probabilité invariante.
Ce théorème nous dit que si en moyenne, on a tendance à converger, alors on converge. Ce théo-
rème n’est pas notre résultat principal sur les processus modulés. En effet, nous établissons dans le
chapitre 3, un théorème dans le cas où a dépend de sa première composante. Le théorème ci-dessus
peut se démontrer, directement, avec l’approche de [BLMZ12c]. Cependant, cette approche échoue
lorsque a n’est pas constant en sa première composante. Nous avons donc suivit une autre approche,
utilisant une version faible des théorèmes de type Meyn-Tweedie [HMS11], qui a déjà eu diverses
applications, comme par exemple l’étude de l’équation de Navier-Stockes bruité. Dans le chapitre
3, nous démontrerons le théorème 1.4.2 avec l’approche de [BLMZ12c] qui est plus simple et plus
concise. Dans la sous-section qui suit, nous donnons une preuve similaire à celle de notre théorème
plus compliqué dans le cadre plus simple du théorème 1.4.2.
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1.4.3 Démonstration didactique du théorème 1.4.2
Nous allons démontrer le théorème 1.4.2 à l’aide d’une version plus faible du théorème d’Harris
classique [HMS11]. Avant de détailler ce que l’on doit démontrer, ajoutons quelques notations. Soit
E = E × F et P le semigroupe du couple X = (X, I). Pour démontrer le théorème 1.4.2, il nous
suffit de montrer les trois points qui suivent.
i) L’existence d’une fonction positive V , et de constantes C,K, λ > 0, tel que
∀t ≥ 0, E [V (Xt)] ≤ Ce−λtE [V (X0)] +K,
ii) L’existence d’une distance d˜ : E ×E → [0, 1] tel que pour tout A > 0 il existe εA > 0 et tA > 0
vérifiant, pour tout t ≥ tA,
∀x,y ∈ {V ≤ A}, W
d˜
(δxPt, δyPt) ≤ 1− εA
iii) L’existence d’une constante α ∈ (0, 1), tel que pour tous x,y ∈ E,
d˜ (x,y) < 1 ⇒ ∀t ≥ 0,W
d˜
(δxPt, δyPt) ≤ αd˜ (x,y) .
Comme dans [BLMZ12c], la preuve de ces trois points découle du lemme suivant
Lemme 1.4.3 (Exponentielle des fonctionnelles additives des processus de Markov ergodiques). Si
(It)t≥0 est une chaîne de Markov, à temps continu, irréductible, sur un espace d’état fini F , avec
comme mesure invariante ν, et α est une fonction tel que
∑
i∈F
ν(i)α(i) > 0,
alors il existe p ∈ (0, 1] et C, c, η > 0 tel que pour tout t ≥ 0, on ait
ce−ηt ≤ E
[
e−
∫ t
0
pα(Is)ds
]
≤ Ce−ηt.
Nous allons supposer par la suite que la fonction x 7→ d(x, x0) appartient au domaine de chaque
générateur. cette hypothèse ne sera pas nécessaire dans les démonstrations du chapitre 3.
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1.4.3.1 Démonstration du point i)
Pour tout x0 ∈ E, on pose Vx0 : x 7→ d(x, x0). Soit i ∈ F et P (i) les semigroupes de Z(i). Pour
tout t ≥ 0, on a
P
(i)
t Vx0(x0) = Wd
(
δx0P
(i)
t , δx0
)
≤ 1
n
n−1∑
k=0
Wd
(
δx0P
(i)
(k+1)t/n, δx0P
(i)
kt/n
)
≤ e
−ρ(i)t − 1
e−ρ(i)t/n−1 − 1P
(i)
k/nVx0(x0).
Passant à la limite n→ +∞ et en utilisant l’inégalité triangulaire, on trouve, pour tout x ∈ E,
P
(i)
t Vx0(x) ≤ e−ρ(i)tVx0(x) +
e−ρ(i)t − 1
−ρ L
(i)Vx0(x0).
Ici L(i) est le générateur de P (i)t . En dérivant, on obtient
L(i)Vx0(x) ≤ −ρ(i)Vx0(x) +K,
où K = maxi∈F L(i)Vx0(x0). Le lemme de Gronwall donne ensuite
PtVx0(x) ≤ K
∫ t
0
E
[
e−
∫ t
s
α(Iu)du
]
ds+ Vx0(x)E
[
e−
∫ t
0
α(Is)ds
]
.
Finalement, en utilisant le lemme 1.4.3, l’inégalité de Jensen et la concavité de x 7→ xp, on prouve
qu’il existe p ∈ (0, 1] tel que V = V px0 est une fonction de Lyapunov, c’est-à-dire que le point i) est
vérifié avec V .
1.4.3.2 Démonstration du point ii)
On choisit la distance d˜, définie pour tout (x, i), (y, j) ∈ E, par
d˜((x, i), (y, j)) = 1i6=j + 1i=jd(x, y)p ∧ 1.
On fixe x = (x, i) et y = (y, j) et on va construire un couplage entre deux processus (X, I) et (Y, J)
commençant en ces points et généré par L. Premièrement, on considère que I et J sont indépendant
pour tout temps. Puis, on fixe un temps t0 > 0 et i0 ∈ F tel que ρ(i0) > 0. La probabilité que
I = J = i0 sur [t0, t] est non nul et conditionné à cette événement, on peut coupler X et Y pour que
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la distance d(X, Y )p décroit en moyenne. Cela vient de l’inégalité de Jensen et du fait que p ≤ 1.On
en déduit que l’inégalité voulue est satisfaite pour ce choix de x et y. Il suffit de passer à l’infimum
sur l’ensemble borné {V ≤ A} pour conclure.
1.4.3.3 Démonstration du point iii)
Si d˜((x, i), (y, j)) < 1 alors i = j et on peut donc coupler les composantes discrètes de tel façon
à qu’elles restent égales pour tout temps. En utilisant ce couplage pour la composante discrète et le
couplage optimal pour les autres composantes, on trouve
∀t ≥ 0,E
[
d˜((x, i), (y, j))
]
≤ E
[
e−
∫ t
0
pα(Is)ds
]
d˜((x, i), (y, j)).
Le lemme 1.4.3 finit donc la démonstration de ce point.
1.4.3.4 Conclusion
En utilisant le [HSV11, Theorem 1.7], voir aussi le théorème 3.3.6, on trouve que, pour tout
x,y ∈ E et t ≥ t0, on a
Wd (δxPt, δyPt) ≤ Ce−λtd(x,y),
pour certaines constances t0, C, λ > 0, et, où d est définie, avec les notations précédentes, par
d(x,y) =
√
(1i6=j + 1i=jd(x, y)p ∧ 1)(1 + d(x, x0)p + d(y, x0)p),
pour un certain x0 ∈ E.
Remark 1.4.4 (Sur les généralisations du théorème de Harris). Les théorèmes de type Harris reposent
essentiellement sur deux hypothèses. La première est une fonction de Lyapunov, qui prouve que le pro-
cessus passe la plupart de son temps dans un compact, et la deuxième hypothèse de type récurrence
consiste, en général, à prouver que les compacts sont « small », c’est-à-dire que les lois au temps
t ≥ 0 ont toutes une partie à densité par rapport à la même mesure. Plusieurs travaux ont affaibli
ces hypothèses. Pour l’hypothèse d’existence d’une fonction de Lyapunov, on pourra par exemple lire
[DFG09], qui montre que si l’on peut trouver une fonction positive V , dont les ensembles de niveau
sont compacts, qui vérifie
LV ≤ −Φ(V ) +K,
où L est le générateur du processus dont on veut montrer la convergence, Φ une application concave
etK > 0 une constante, alors, sous condition que les compacts sont « small », le processus converge
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en variation totale à une vitesse sous-exponentielle. La deuxième hypothèse peut être affaiblie en uti-
lisant la notion d’ensemble « d−small »qui prend plus en compte la topologie de l’espace [HMS11].
L’article [But12] synthétise ces deux approches.
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Chapter 2
Gradient estimate and quantitative bounds for
stochastically monotone jump-diffusions
2.1 Introduction
We are interested by a process which moves continuously for some random time and then jumps.
It can represent some natural phenomena that can be observed at a great variety of scales. To give
just few examples, let us simply mention the modeling of the Transmission Control Protocol (TCP)
used for data transmission over the Internet [BCG+11, CMP10, GK10, GRZ04, LvL08, vLLO09],
parasite evolution or size of cell in biology [BDMT11, BT11, Clo11, LP09], reliability and queuing
[CD08, Dav93, Las04, RT00]. More precisely, this processX = (Xt)t≥0 has an open interval E ⊂ R
as state space and its infinitesimal generator is given, for any C2 function f : E 7→ R with compact
support and x ∈ E by
Lf(x) = σ(x)f ′′(x) + g(x)f ′(x) (2.1)
+
∫
E
(f(x+ y)− f(x))η(x, dy),
where σ, g are two smooth functions and η is a, non-necessarily finite, positive measure. We assume
that L generates a unique and non-explosive Feller process. Conditions are given in [Bec07, Dav93,
Kol11] with full details on the domain of L. The associated semigroup (Pt)t≥0 is defined, for any
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bounded function, by
Ptf(x) = E[f(Xt)|X0 = x] =
∫
E
f(y)Pt(x, dy).
By the Itô-Dynkin Theorem, it satisfies
Ptf(x) = f(x) +
∫ t
0
PsLf(x)ds = f(x) +
∫ t
0
LPsf(x)ds, (2.2)
for all f in the domain of L. If η is finite then we can write η = rK, where r is a non-negative
function and K is a Markov kernel. In this case, X will not run through an infinite number of jumps
in finite time and the dynamics is as follows. Between the jumps, this process evolves like a diffusion
which satisfies the following stochastic differential equation:
dXt = g(Xt)dt+
√
2σ(Xt)dBt,
where (Bt)t≥0 is a standard Brownian motion. At a random and inhomogeneous time T satisfying
P (T > t | Xs, s ≤ t) = exp
(
−
∫ t
0
r(Xs)ds
)
,
it jumps. Conditionally toXT−,XT is a random variable of lawK(XT−, ·). Then, this process repeats
these steps again. This class of processes is called hybrid processes in [Bec07]. When η = 0, it is a
diffusion and when σ = 0, it is a piecewise deterministic Markov process (PDMP) [Dav93]. When η
is not finite, this class of processes include all one-dimensional Lévy processes.
Several properties of this process were established in the literature. Our aim in this paper is to
get quantitative estimates for the convergence to equilibrium of X . Using Lyapunov techniques,
[CD08, Las04, RT00] give some conditions to have a geometric convergence. Nevertheless, this
process is, in general, irreversible and it has infinite support. This makes Lyapunov techniques less
efficient for the derivation of quantitative exponential ergodicity. Furthermore, another main diffi-
culty is that entropy methods fails. In general, the invariant measure of the process does not satisfy
a Poincaré or log-Sobolev inequality (see remark 2.4.5 and [Wu10]). In this work, we establish an
intertwining relation of the form∇Pt = St∇, where S is a Feynman-Kac semigroup. As application,
we obtain some explicit rates of convergence.
Overview of the main results. Before expressing our main results, let us introduce the assumptions
holding in all the article. We assume that (Xt)t≥0 is a Feller process and is stochastically monotone.
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The second assumption means that for any x(1), x(2) ∈ E, if x(1) ≥ x(2) then there exists a coupling
(X
(1)
t , X
(2)
t )t≥0, starting from (x(1), x(2)), whose each component is generated by L, such thatX
(1)
t ≥
X
(2)
t almost surely for all t ≥ 0. Actually it is equivalent to
x 7→
∫ ∞
a
η(x, dy)
is non-decreasing and
x 7→
∫ a
−∞
η(x, dy)
is non-increasing. With this assumption and some regularity assumptions, we are able to prove that
for any C2 function f and x ≥ 0, we have
(Ptf)
′(x) = E
[
f ′(Yt)e
−
∫ t
0
V (Ys)ds | Y0 = x
]
, (2.3)
Where (Yt)t≥0 is an auxiliary Markov process and V is a potential. The generator A of (Yt)t≥0 will
be introduced in the next section by the formula (2.7). In all the paper, we consider the following
regularity assumptions:
– the functions g and σ belong to C∞(E);
– we have η(x, {y ∈ E | x+ y ∈ E}) = 1 and η is weak differentiable on E; that means that, for
every x ∈ E, there exists a measure η′(x, ·) verifying
∫
E
f(y)η′(x, dy) = ∂x
∫
E
f(y)η(x, dy),
for a sufficiently large class of function f .
– the set C2b is included in the domains of L and A and is invariant over the semigoups generated
by these two operators.
– there exists a unique solution to the martingale problem for L (resp. A) on the set C2c (E) of C
2
functions.
Sufficient conditions can be found in [Kol11, Theorem 5.9.4] and [Str03, Corollary 4.2.6]. We
give some examples which easily verify theses assumptions in section 2.4. The proof of the formula
(2.3) is based on a remarkable and simple intertwining relation betweenL,∇ andA. It is a continuous
time generalisation of [CJ10, Theorem 2.1]. Various functional inequalities are provided in this paper.
Here, we provide others applications based on the long time behaviour of (Xt)t≥0, including some
quantitative bounds in Wasserstein distance. Let us recall that the Wasserstein distance between two
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probability measures µ1, µ2 is defined by
W(µ1, µ2) = inf
ν∈Marg(µ1,µ2)
∫∫
E×E
|x− y| ν(dx, dy),
where Marg(µ1, µ2) is the set of probability measures on E2 with marginal distributions are µ1 and
µ2, respectively. This infimum is attained [Vil09, Theorem 1.3]. The Kantorovich-Rubinstein duality
[Vil09, Theorem 5.10] gives the following representation:
W(µ1, µ2) = sup
g∈Lip1
∫
E
g dµ1 −
∫
E
g dµ2, (2.4)
where Lip1 is the set of Lipschitz function g satisfying |g(x)− g(y)| ≤ |x− y| for any x, y ∈ E. Our
first result is
Theorem 2.1.1 (Wasserstein convergence for stochastically monotone jump-diffusion). If
ρ = inf
x∈E
(
−g′(x)−
∫
E
y η′(x, dy)
)
≥ 0, (2.5)
then ρ is the largest constant which satisfies
∀t ≥ 0, W (µPt, νPt) ≤ e−ρtW (µ, ν) , (2.6)
for all probability measures µ, ν. In particular, if ρ > 0 thenX admits a unique invariant probability
measure π and
W (µPt, π) ≤ e−ρtW (µ, π) .
The optimal constant in (2.6) is called the Wasserstein curvature in [Jou07]. We give several
properties of this curvature in an appendix, including the proof of a Poincaré inequality under a
reversibility assumption. With a totally different approach, [Wu10, Theorem 2.2] gives a different
bound for a similar class of processes. With our approach, we obtain the optimality of the constant
ρ in the inequality (2.6). We give others bounds in the next sections when ρ ≤ 0. In particular, we
obtain the following bound in the special case of Kolmogorov-Langevin processes:
Theorem 2.1.2 (Wasserstein exponential ergodicity for Kolmogorov-Langevin processes). Assume
that η = 0, σ is constant and
lim
|x|→+∞
g′(x) = −∞,
then there exist a unique invariant probability measure π and λ > 0, such that for all x ∈ R there
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exists Cx > 0 such that
∀t ≥ 0,W (π, δxPt) ≤ Cxe−λt.
The proof of this bound depends to the precedent expression of the gradient and a spectral analysis.
Contrary to the usual proof, based on a Lyapunov-type argument, λ is explicit in term of eigenvalue;
it correspond to the first non-null eigenvalue to L This theorem is a direct consequence of theorem
2.3.8 below. Finally, using theorem 2.1.1, we deduce a convergence in total variation in the special
case of PDMP. Let us recall that, for any probability measure µ1, µ2, the total variation distance is
defined by
dTV (µ1, µ2) = inf P(X1 6= X2),
where the infimun is taken over all couple (X1, X2) such that X1, X2 are respectively distributed
according to µ1, µ2.
Theorem 2.1.3 (Total variation convergence for stochastically PDMP). If the following assumptions
hold:
i) the constant ρ, introduced in (2.5), satisfies ρ ≥ κ > 0, for some κ,
ii) there exist a non-negative function r and a Markov kernelK satisfying η = rK, σ = 0,
iii) we have infx∈E r(x) > 0 ∧ supy∈E g′(y),
iv) there exists C > 0 such that
∀x, y ∈ E, dTV (K(x, ·), K(y, ·)) ≤ C|x− y|,
then there exists a constant θ > 0 and a constant Cµ,ν , which only depends to µ and ν, such that
dTV (µPt, νPt) ≤ Cµ,νe−θt.
In particular, there exists a probability measure π which satisfies
dTV (µPt, π) ≤ Cµ,πe−θt.
All constants of this theorem are explicit as can be seen in section 2.3.3. Note that, if X have
a diffuse part then its density is regular and it is easier to obtain a bound in total variation. To our
knowledge, these theorems and their proofs are new, nevertheless there are some related results in the
literature.
Outline. In Section 2.2, we explicit our gradient estimate, which will be an important and simple
ingredient to prove our main theorems. The rest of paper is organised as follow. In Section 2.3,
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we give the proofs and the applications of our main results. In section 2.4.1, we give some direct
applications. Finally, at the end of the paper, we give an appendix on the Wasserstein curvature. This
appendix completes the article [Jou07] and gives some others applications of our main results.
2.2 Gradient estimate via a Feynman-Kac semigroup
We begin by associating an auxiliary process Y to the Markov process X . This auxiliary process
is a Markov process with generator A given by
Af(x) = σ(x)f ′′(x) + (σ′(x) + g(x)) f ′(x) (2.7)
+
∫
E
(f(x+ y)− f(x))η(x, dy)
+
∫
E
∫ y
0
(f(x+ u)− f(x))du η′(x, dy),
for every f ∈ C2c (E). The processes X and Y are connected via the following commutation relation:
∇L = (A− V )∇, (2.8)
where
V (x) = −g′(x)−
∫
E
yη(x, dy).
The intertwining relation (2.8) is the infinitesimal version at time t = 0 of the formula (2.3). Let us
state our first lemma which will be fundamental in the proof of our main results.
Lemma 2.2.1 (Intertwining relation and gradient estimate). If there exists c ∈ R such that
∀x ∈ E, V (x) ≥ c,
then we have
∀x ≥ 0, (Ptf)′(x) = E
[
f ′(Yt)e
−
∫ t
0
V (Ys)ds | Y0 = x
]
, (2.9)
for every f ∈ C2c (E).
The proof of this lemma, which follows, is remarkably simple but it seems to be new in this
general context.
Proof. Let (St)t≥0 be the semigroup defined, for all t ≥ 0, x ∈ E and g ∈ C2c , by
Stg(x) = E
[
g(Yt)e
−
∫ t
0
V (Ys)ds
]
.
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Is is known that
Stg(x) = g(x) +
∫ t
0
(A− V )Ssg(x)ds. (2.10)
Now let x0 ∈ E and Ix0 be the operator defined by
Ix0g(x) =
∫ x
x0
g(y)dy.
The relation (2.8) is equivalent to the following one:
LIx0g(x)− LIx0g(x0) = Ix0(A− V )g(x0),
for every x ∈ E and g ∈ C2c . Now using (2.10) and the previous expression, we have
Ix0Stg(x) = Ix0g(x) +
∫ t
0
LIx0(Ssg)(x)ds−
∫ t
0
LIx0(Ssg)(x0)ds.
Now we set
ϕg(t) =
∫ t
0
LIx0(Ssg)(x0)ds,
and we introduce the semigroup (Tt)≥0 defined, for every f ∈ C2c , by
Ttf(x) = Ix0Stf
′(x) + f(x0) + ϕ(t).
We see that T0f = f and for every t ≥ 0,
Ttf = T0f +
∫ t
0
LTsfds.
And thus, by uniqueness T = P . Finally S is continuous and then P = IS + ϕ is derivable and we
have the announced result.
Remark 2.2.2 (Propagation of monotonicity). Let Q be a Markov semigroup of a real Markov pro-
cess. If, similarly to (2.9), its gradient is equal to a Feynman-Kac semigroup then it satisfies
f ′ ≥ 0⇒ Qtf ′ ≥ 0,
for every f ∈ C2c (E). It is known to be equivalent to the stochastic monotonicity of Q. We deduce
that our commutation and intertwining relation is equivalent to the stochastically monotonicity.
Remark 2.2.3 (Others gradients). Lemma 2.2.1 possesses a natural analogue for others gradients.
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Indeed, for any smooth and increasing function a, we have
∇aL = (Aa − Va)∇a,
where, for every f ∈ C2c (E) and x ∈ E, the previous operators are defined by∇af = af ′,
Aaf(x) = σ(x)f
′′(x) + gaf ′(x) +
∫
E
(f(x+ y)− f(x))ηa(x, dy),
ga(x) = σ
′(x) + g(x)− 2σ(x)a
′(x)
a(x)
,
∫
E
f(y) ηa(x, dy) =
∫
E
f(y)
a(x+ y)
η(x, dy) +
∫
E
∫ u
0
f(y)
a(x+ y)
dy η′(x, du)
and
Va(x) = σ(x)
a′′(x)
a(x)
− g′ + a
′
a
ga −
∫
E
yη(x, dy) +
1
a(x)
∫
E
(a(x+ y)− a(x))ηa(x, dy).
Thus we have
(Ptf)
′(x) =
1
a(x)
E
[
a(Y
(a)
t )f
′(Y (a)t )e
−
∫ t
0
Va(Y
(a)
s )ds | Y (a)0 = x
]
,
where (Y (a)t )t≥0 is a Markov process generated by Aa.
2.3 Proof of the main results
In this section, we prove and complete the results announced in the introduction.
2.3.1 Wasserstein convergence
We begin to prove Theorem 2.1.1 and then we give some corollaries.
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2.3.1.1 Proof of Theorem 2.1.1
Let us fix f ∈ Lip1 ∩ C2c (E) and x, y ≥ 0. By Lemma 2.2.1, we have
|Ptf(x)− Ptf(y)| ≤ sup
z≥0
|(Ptf)′(z)||x− y|
≤ sup
z≥0
E
[
|f ′(Yt)|e−
∫ t
0
V (Ys)ds|Y0 = z
]
|x− y|
≤ sup
z≥0
E
[
e−
∫ t
0
V (Ys)ds|Y0 = z
]
|x− y|.
So that dividing by |x− y| and taking suprema entail the following inequality
sup
x,y∈E
x6=y
|Ptf(x)− Ptf(y)|
|x− y| ≤ supz≥0 E
[
exp
(
−
∫ t
0
V (Ys) ds
)
| Y0 = z
]
.
Now, taking f(x) = x, we show that
sup
x 6=y
W(δxPt, δyPt)
|x− y| = supz≥0 E
[
e−
∫ t
0
V (Ys)ds|Y0 = z
]
.
Let ρ be the optimal constant verifying (2.6). Using the last expression, we have ρ ≥ infz∈E V (z).
On the other hand, it also gives that, for every z ∈ E,
ρ ≤ −1
t
lnE
[
e−
∫ t
0
V (Ys)ds|Y0 = z
]
.
Taking the limit t→ 0 and the supremum over z ∈ E, it achieves the proof.
Remark 2.3.1 (h−transform and first eigenvalue). Assume that A − V has a first eigenvalue λ > 0
such that its eigenvector ψ is positive. Using an h−transform with the space-time harmonic function
h = e−λtψ, we get for any function f ∈ Lip1 ∩ C2c (E),
E
[
f ′(Yt)e
−
∫ t
0
V (Ys)ds
]
= e−λtψ(x)E
[
f ′(Zt)
ψ(Zt)
]
≤ e−λtE
[
ψ(Z0)
ψ(Zt)
]
,
where (Zt)t≥0 is another Markov process. Then, if ψ is smooth enough, the Wasserstein decay is in
order to e−λt. Section 2.3.2 gives an application for Kolmogorov-Langevin processes with non convex
potential.
Remark 2.3.2 (A proof by coupling). By stochastically monotonicity, for any x < y, there exists a
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coupling (Xx, Xy), with marginals generated by L, which start from (x, y), and
∀t ≥ 0, Xxt ≤ Xyt a.s.
Using this coupling (Xx, Xy), we have
W(δxPt, δyPt) ≤ E[|Xxt −Xyt |]
≤ E[Xyt ]− E[Xxt ]
≤ Pt(id)(y)− Pt(id)(x)
≤ sup
z∈E
(Pt(id))
′ (z)|x− y|.
The bound for supz∈E (Pt(id))
′ (z) can be found using the generator. Nevertheless, this proof did not
give any information about the optimality. Our approach confirms the optimality of this coupling. As
remarked in [CMP10], this one favours the simultaneous jumps.
Remark 2.3.3 (Another bound when Y is ergodic). Assume that Y is ergodic with invariant proba-
bility measure πA. The previous calculation gives
W(δxPt, δyPt) ≤ sup
z∈E
E
[
e−
∫ t
0
V (Ys)ds | Y0 = z
]
|x− y|.
Using Jensen’s inequality, we have
E
[
e−
∫ t
0
V (Ys)ds
]
≥ exp
(
−t× E
[
1
t
∫ t
0
V (Ys)ds
])
,
and the ergodic theorem gives
E
[
1
t
∫ t
0
V (Ys)ds
]
≈
∫
E
V dπA.
We deduce that the rate of convergence is, at most,
∫
E V dπA.
Remark 2.3.4 (Kolmogorov distance and duality process). In [Kol11], some theorems, like [Kol11,
Theorem 5.9.1], give the existence of a dual process. More precisely, they prove that if (Xt)t≥0 is
stochastically monotone then there exists a process (X˜t)t≥0 satisfying
P
(
X˜t ≤ x | X˜0 = x˜
)
= P (Xt ≥ x˜ | X0 = x) ,
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for every, x, x˜ ∈ E and t ≥ 0. This give a bound for the Kolmogorov distance. Indeed, we have
dKol(δxPt, δyPt) = sup
x˜∈E
|P (Xt ≥ x˜ | X0 = x)− P (Xt ≥ x˜ | X0 = x)|
= sup
x˜∈E
P
(
X˜t ∈ (y, x] | X˜0 = x˜
)
,
for any x ≥ y.
2.3.1.2 Wasserstein convergence when ρ = 0
Let us state a criterion for an exponential convergence when ρ = 0.
Theorem 2.3.5 (Exponential decay when the curvature is null). If V ≥ 0, Y is irreducible, there exist
a compact set K = [a, b] and a constant ε > 0 such that
∀x /∈ K,V (x) ≥ ε,
then there exist t˜ ≥ 0 and κ > 0 such that
∀t ≥ t˜, W(µPt, νPt) ≤ e−κt W(µ, ν),
for any probability measure µ, ν.
Notice that, if there exist x ∈ E such that V (x) = 0 then the Wasserstein curvature is null.
Proof. The proof is adapted to [MT06, Section 5.1]. Let
D(t, x) = Ex
[
exp
(
−
∫ t
0
V (Ys)ds
)
| Y0 = x
]
,
and D¯(t) = supx∈E D(t, x). It is easy to see that for all x ∈ E, D(·, x) and D¯ are non increasing.
Furthermore, if D(t, x) = 1 and Y0 = x then V (Ys) = 0 almost surely, for all s ≤ t. Then, there
exists t0 > 0 such that we have
∀x ∈ E, ∀t > t0, D(t, x) < 1. (2.11)
Now, we begin to prove the existence of t1 ≥ 0 such that
∀t ≥ t1, D¯(t) < 1.
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If x /∈ K then we set τ = inf{t ≥ 0 | Yt ∈ K}. We have,
D(t, x) = Ex
[
1τ<t exp
(
−
∫ t
0
V (Ys)ds
)]
+ Ex
[
1τ≥t exp
(
−
∫ t
0
V (Ys)ds
)]
≤ Ex
[
1τ<t exp
(
−
∫ t
0
V (Ys)ds
)]
+ e−εt.
And
Ex
[
1τ<t exp
(
−
∫ t
0
V (Ys)ds
)]
≤ Ex
[
1τ<te
−ετ
Ex
[
exp
(
−
∫ t
τ
V (Ys)ds
)
| Fτ
]]
≤ Ex
[
1τ<te
−ετ max
c∈{a,b}
D(t− τ, c)
]
≤ Ex
[
1τ<t/2e
−ετ max
c∈{a,b}
D(t− τ, c)
]
+ Ex
[
1t/2≤τ<te−ετ max
c∈{a,b}
D(t− τ, c)
]
≤ max
c∈{a,b}
D(t/2, c) + e−εt/2,
where F = (Ft)t≥0 is the natural filtration associated to Y . Thus,
sup
x/∈K
D(t, x) ≤ max
c∈{a,b}
D(t/2, c) + e−εt + e−εt/2.
We deduce that lim supt→+∞ supx/∈K D(t, x) < 1 and the existence of t1 such that for all t ≥ t1,
sup
x/∈K
D(t, x) < 1.
The Feynman-Kac semigroup is continuous on K. So, we deduce that D¯(t) < 1 for all t ≥ t˜ =
max(t0, t1). Lemma 2.4.12, in the appendix, ends the proof.
Remark 2.3.6 (A link with the quasi-stationary distributions (QSD) ). If V ≥ 0 then we have another
representation of the gradient of (Pt)t≥0. Indeed, we have
∂xPtf(x) = E[f
′(Yt)1{t<τ} | Y0 = x],
where Y is a Markov process generated by A and τ is a random variable satisfying
P(τ > t | Ys, s ≤ t) = exp
(
−
∫ t
0
V (Ys)ds
)
.
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If Y admits a Yaglom limit, that is, there exists µ such that
lim
t→+∞E[f
′(Yt) | Y0 = x, t < τ ] =
∫
fdµ,
then we have P(τ > t) ∼ e−θt, for some θ > 0. And thus, if π is the invariant distribution of X then
∣∣∣∣Ptf(x)− ∫
E
fdπ
∣∣∣∣ =
∣∣∣∣∣
∫
E
∫
[x,y]
E[f ′(Yt) | Y0 = u]du dπ(y)
∣∣∣∣∣
≤ Ce−θt.
Remark 2.3.7 (On the usage of another gradient). Another way to prove an exponential decay in the
case of non positive curvature is to change the distance. Let A be a smooth, positive and increasing
function, the following mapping defines a distance:
∀x, y ∈ E, dA(x, y) = |A(x)− A(y)| =
∫ x∨y
x∧y
A′(u)du.
Our proofs are generalisable for this distance. Indeed, if x ≥ y and f is smooth enough then we have
|Ptf(x)− Ptf(y)| ≤
∫ x
y
A′(u)∇1/A′Ptf(u)du.
This method was efficient for theM/M/1 in [CJ10] and it can improve the rate of convergence. Nev-
ertheless, it does not generalise the field of concerned processes; that are the stochastically monotone
processes. Another way to interpret this method is to consider (A(Xt))t≥0, instead of (Xt)t≥0. Indeed,
as A is an increasing bijection, (A(Xt))t≥0 is also a stochastically monotone Markov process.
2.3.2 The special case of Kolmogorov-Langevin diffusions
In this subsection, we consider, in detail, the simple case of Kolmogorov-Langevin diffusions.
More precisely, here, we consider the process belonging to E = R and satisfying
∀t ≥ 0, dXt =
√
2dBt − q′(Xs)ds,
where q is C∞ and (Bt)t≥0 is a standard Brownian motion. We have changed the notation to be closer
to the usual notations. It is already known that, under suitable assumptions, this process converges to
the Boltzmann-Gibbs measure π(du) = e−q(u)du/Z, where Z is a renormalizing constant. Theorem
47
Gradient estimate for jump-diffusions
2.1.1 shows thatX converges exponentially with rate ρ = infz∈R q′′(z). The special case where ρ = 0
was studied in [MT06, Section 5]. when ρ < 0, we have
Theorem 2.3.8 (Wasserstein exponential ergodicity). Assume that
lim
|x|→+∞
q′′(x) = +∞,
then there exists λ > 0 such that
∀x, y ∈ R, ∃Cx,y > 0, ∀t ≥ 0, W (δxPt, δyPt) ≤ Cx,ye−λt.
Furthermore for all x ∈ R there exists Cx such that
∀t ≥ 0,W (π, δxPt) ≤ Cxe−λt.
Notice that λ is "explicit": it is the first, non-null, eigenvalue to the operator
f 7→ −f ′′ + f(q′′/2 + q′2/4).
Or equivalently it is also the first, non-null, eigenvalue to Lf 7→: f ′′ − q′f ′.
Proof. By Lemma 2.2.1, we have, for all f ∈ C2c (R),
∂xPtf = Stf
′,
where (St)t≥0 is the Feynman-Kac semigroup generated by A− V ; recall that
(A− V )f = f ′′ − q′(x)f ′ − q′′f.
As said in Remark 2.3.1, we will do an h−transform. Let H be the closure on L2(π) of the
operator defined by
Hf = −f ′′ + f
(
q′′
2
+
q′2
4
)
,
for every f ∈ C2c (R). There exist a unique positive function ϕ ∈ L2 ∩ C∞ and a real number λ > 0
such that Hϕ = λϕ. See [BS83, Theorem 3.1 p. 57] and [BS83, chapter 2] for further details. Now,
let (Qt)t≥0 be defined for all continuous and bounded function f by
Qt(f) =
eλt
ϕ
e−q/2St(fϕeq/2). (2.12)
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for every f ∈ C2c (R), we have
∂tQt(f) = λ
eλt
ϕ
e−q/2St(fϕeq/2) +
eλt
ϕ
e−q/2St(LS(fϕeq/2))
=
eλt
ϕ
e−q/2St(feq/2Hϕ) +
eλt
ϕ
e−q/2St(−eq/2H(fϕ))
=
eλt
ϕ
e−q/2St(eq/2ϕGf)
= Qt(Gf),
where
Gf = f ′′ + 2
ϕ′
ϕ
f ′.
The relation (2.12) gives
∂xPtf(x) = e
−λteq(x)/2ϕ(x)E
[
f ′(Yt)
ϕ(Yt)
e−q(Yt)/2 | Y0 = x
]
,
for every f ∈ C2c (R), where Y is a Kolmogorov-Langevin process generated by G. Thus, if f ∈
Lip1 ∩ C2c (R) then,
|∂xPtf(x)| ≤ e− infz∈R q(z)/2e−λteq(x)/2ϕ(x)Qt
(
1
ϕ
)
(x).
But
G
1
ϕ
=
−ϕ′′
ϕ2
=
1
ϕ
(
λ− q
′′
2
− q
′2
4
)
≤ C −B 1
ϕ
,
for some B,C > 0. We deduce that Qt(1/ϕ) is bounded. Hence, the first inequality of the theorem
holds with
C(x, y) = D × sup
z∈[x,y]
eq(z)/2 (1 + ϕ(z)) |x− y|,
for some D > 0. Furthermore the Cauchy-Schwarz inequality gives that for all x ∈ R, we have∫
R
C(x, y)π(dy) < +∞.
Remark 2.3.9 (h−transform and Schödinger equation). The transformation (2.12) is usual in the
study of schrödinger equation [Pin95]. It has many applications in the study of processes with killing
[MV11] and branching measures [Clo11].
Remark 2.3.10 (Ornstein-Uhlenbeck process). If q(x) = µx2/2 then the assumptions of the theorem
do not hold. But we can follow the proof step by step. The mapping ϕ : x 7→ e−µx/2 is an eigenvector
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of H with respect to the eigenvalue µ. So, we find that G = L and
W (δxPt, δyPt) ≤ e−µt|x− y|.
In this case, L is the generator of the Ornstein-Uhlenbeck process and the previous expression is an
equality. This example points the sharpness of our method.
2.3.3 Total variation convergence for PDMP
Let X be a piecewise deterministic Markov process (PDMP) on E ⊂ R. More precisely, we
consider that X is generated by
Lf(x) = g(x)f ′(x) + r(x)
∫
E
(f(y)− f(x))K(x, dy),
whereK is a Markov kernel and g, r are two smooth functions such that r is non-negative. We assume
again that X is stochastically monotone. Theorem 2.1.1 gives a convergence with rate ρ given by
ρ = inf
x∈E
(
−g′(x) + r(x)∂x
∫
E
(x− y)K(x, dy) + r′(x)
∫
E
(y − x)K(y, dx)
)
.
If ρ is positive and K "contracts in total variation" then we are able to prove an exponential decay in
total variation distance. Hereafter, we will use the following notations:
g¯′ = sup
z∈E
g′(z) and r = inf
z∈E
r(z).
Theorem 2.3.11 (Total variation convergence for monotone PDMP). If the following assumptions
hold:
i) there exists κ > 0 such that ρ ≥ κ,
ii) r > 0 ∧ g¯′,
iii) there exists C > 0 such that
∀x, y ∈ E, dTV (K(x, ·), K(y, ·)) ≤ C|x− y|,
then
dTV (µPt, νPt) ≤ Kµ,νe−θt,
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where θ = κr
κ+r
and
Kµ,ν =
(
κ
(
C +
r¯′
r
)
r
r − g¯′W (µ, ν)
) r
r+κ
+ κ
κ
r+κ
((
C +
r¯′
r
)
r
r − g¯′W (µ, ν)
) r+2κ
r+κ
.
Remark 2.3.12 (Optimality). Let (Xt)t≥0 be the Markov process, on E = R∗+, generated by L, be
defined for every f ∈ C2c and x ∈ E by
Lf(x) = −gxf ′(x) + r(x)
∫
R+
(f(x+ u)− f(x))λe−λudu.
Here g, λ > 0, r > 0. It is a simple model of storage: the current stock decreases exponentially, and
increases at inhomogeneous random times by a random amount (distributed following an exponential
variable). We deduce directly, from our main theorem, that if r is increasing then for any x, y ≥ 0,
∀t ≥ 0,W (δxPt, δyPt) ≤ e−(g+ 1λ infx≥0 r′(x))t|x− y|.
On this example, the constants of the previous theorem are
Kµ,ν =
(
ρ
(
1
λ
+
r¯′
r(0)
)
r(0)
r(0)− gW (µ, ν)
) r(0)
r(0)+ρ
+ ρ
ρ
r(0)+ρ
((
1
λ
+
r¯′
r(0)
)
r(0)
r(0)− gW (µ, ν)
) r(0)+2ρ
r(0)+ρ
.
and
θ =
ρr(0)
ρ+ r(0)
.
In particular, if r is constant then we have
dTV (µPt, νPt) ≤ e−t
gr
g+rKµ,ν .
This rate is not optimal [BCG+11]. Our approach is similar to [BCG+11], we build a coupling
such that the components are closer on [0, s] and we change the coupling to stick the components on
[t − s, t]. In [BCG+11], the time s is random while in our proof, it is deterministic. Here, s is not
random because when r is not constant the countable process associated to the jumps is not a Poisson
process.
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The proof is based on the following lemma, proved via coupling argument, whose proof postponed
at the end of proof of Theorem 2.3.11
Lemma 2.3.13 (Local total variation estimate). Let x > y and t ≥ 0, under the same assumptions of
Theorem 2.3.11, we have
dTV (δxPt, δyPt) ≤ e−tr + |x− y|
(
C +
r¯′
r
)
r
r − g¯′ .
Here r¯′ = supz∈E r
′(z).
Proof of Theorem 2.3.11. The previous expression is equivalent to
dTV (µPt, νPt) ≤ e−tr +
(
C +
r¯′
r
)
r
r − g¯′ W(µ, ν),
for any µ and ν which have a first moment. As ρ > 0, we deduce that, for all s ≤ t,
dTV (µPt, νPt) = dTV ((µPs)Pt−s, (νPs)Pt−s)
≤ e−(t−s)r + e−ρs
(
C +
r¯′
r
)
r
r − g¯′W (µ, ν) .
And thus, dTV (µPt, νPt) ≤ Kµ,νe−θt
Proof of Lemma 2.3.13. Let us consider the coupling (X, Y ), starting from (x, y), and generated by
G, be defined for every f ∈ C2c (R∗+ × R∗+) and (x, y) ∈ R∗+ × R∗+ by
Gf(x, y) = g(x)∂xf(x, y) + g(y)∂yf(x, y)
+ (r(x) ∧ r(y))
∫
E×E
(f(u, v)− f(x, y))K((x, y), d(u, v))
+ (r(x)− r(y))+
∫
E
(f(u, y)− f(x, y))K(x, du)
+ (r(y)− r(x))+
∫
E
(f(x, u)− f(x, y))K(y, du).
In the last expression, K is the Markov kernel, on E × E, which satisfies
∫
E×E
1u 6=vK((x, y), d(u, v)) = dTV (K(x, ·), K(y, ·)) .
The dynamics of this coupling is as follows.
– It start from (X0, Y0) = (x, y) and for all t < T , X ′t = g(Xt) and Y
′
t = g(Yt).
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– The law of the time T is defined by
P(T > t) = exp
(
−
∫ t
0
r(xs) ∨ r(ys)ds
)
,
where x0 = x, y0 = y and x′t = g(xt), y
′
t = g(yt).
– At time T , we toss a coin B such that
P(B = 0 | T ) = r(xT ) ∧ r(yT )
r(xT ) ∨ r(yT ) and P(B = 1 | T ) =
|r(xT )− r(yT )|
r(xT ) ∨ r(yT ) .
If B = 0 then the two trajectories jump simultaneously and if B = 1 only one component
jumps.
– If the two trajectories jump in the same time then we stick them.
– We repeat these steps starting from (XT , YT ).
Since to stick them before is impossible, we would like to stick the trajectories at the first jump, and
so maximise the quantity P (Xt = Yt). More precisely, we have
P (Xt = Yt) ≥ P (XT = YT , t ≥ T,B = 0) .
And as we have
|xt − yt| = xt − yt ≤ eT supz∈E g′(z)|x− y|,
we deduce,
P (XT = YT , t ≥ T,B = 0) ≥E [1t≥T,B=0P (XT = YT | (T,B))]
≥E
[
1t≥T,B=0
(
1− C|x− y|eT g¯′
)]
≥E
[
1t≥T
(
1− C|x− y|eT g¯′
)
P (B = 0 | T )
]
≥E
[
1t≥T
(
1− C|x− y|eT g¯′
)(
1− r¯
′
r
|x− y|eT g¯′
)]
.
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Finally, as we can upper bounded T by an exponential variable E with parameter r, we conclude that
dTV (δxPt, δyPt) ≤ P(Xt 6= Yt)
≤ E
[
1t<T + 1t≥T |x− y|eT g¯′
(
C +
r¯′
r
)]
≤ P(t < E) + |x− y|
(
C +
r¯′
r
)
E
[
1t≥T eT g¯
′
]
≤ e−tr + |x− y|
(
C +
r¯′
r
)
r
r − g¯′ .
We have a similar result when the curvature is null:
Corollary 2.3.14 (Total variation convergence for PDMP with weaker assumptions). Assume that ii)
and iii) hold, ρ = 0 and there exist [a, b] ⊂ E and ε > 0 such that for all x /∈ [a, b]
(
−g′(x) + r(x)∂x
∫
E
(x− y)K(x, dy)) + r′(x)
∫
E
(y − x)K(y, dx)
)
≥ ε.
Then there existM > 0 and θ > 0 such that
dTV (µPt, νPt) ≤M(1 +W(µ, ν))e−θt.
For any starting distribution µ, ν.
Proof. It is a direct application of Theorem 2.3.5.
Remark 2.3.15 (Total variation decay of diffusion processes with jumps). We can prove a similar
result if the process have a diffusive part. Nevertheless, if X diffuses then the convergence will be
faster.
Remark 2.3.16 (General Markov kernel). The main assumption of this theorem is a contraction of
the kernel in total variation (point iii)). This assumption is natural but it does not capture others
examples such that the TCP process [BCG+11].
2.4 Examples and applications
In this section we develop several examples. In Subsection 2.4.1, our main results are applied to
some models with biological applications. In the subsection that follows, we give several remarks for
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the example of the TCP process. We finish by studying the long time behaviour of the integral of a
Lévy process driven by a Brownian motion.
2.4.1 Stochastic models for population dynamics
2.4.1.1 Feller diffusion with multiplicative jumps: the Bansaye-Tran process
Let us consider the process studied in [BT11]. It belongs to E = R+ and evolves according to a
Feller diffusion; namely
∀t ≥ 0, dXt = gXtdt+
√
2sXtdBt,
where g and s are two positive numbers. When it jumps from x, this new state is Hx, where
the random variable H is distributed according to a probability measure H on [0, 1]. We assume that
H
d
= 1 − H . This process models the rate of parasite in a cell population. The number of parasite
grows in each cell and the cells divide. These two phenomena do not unwind in the same time scale.
The parasites born and die faster than the cells divide. Thus, the rate of parasite is modelled by a
Feller diffusion. This one can be understood as the limit of birth and death process. The jumps model
the cell division. In this setting, we have
Corollary 2.4.1 (Exponentially decreasing to 0 when r is decreasing). If r is decreasing and
ρ = E[H]
(
inf
x≥0
r(x)− xr¯′
)
− g > 0,
where r¯′ = supx≥0 r
′(x), then for any t ≥ 0,
E[|Xt|] ≤ e−tρE[|X0|].
Proof. Using the invariance of δ0 and Theorem 2.1.1, we have
W(δxPt, δ0) ≤ e−ρtW(δx, δ0)
Furthermore, we haveW(δxPt, δ0) = PtId(x) = E[Xt | X0 = x].
Remark 2.4.2 (On the open set assumption). Notice that this process does not satisfy exactly our
main assumptions but it is easy to see the conclusion is also true.
In [BT11], it is proved that if r is monotone then X convergences, almost surely, to zero. They
do not give an explicit bound for the convergence. Our corollary gives a new bound for the L1-
convergence. To compare, [BT11, Proposition 3.1] says
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Theorem 2.4.3 (Extinction criterion when r is constant). We have the following duality.
(i) If g ≤ −r ∫ 10 log(h)H(dh), then P(∃t > 0, Yt = 0) = 1.
Moreover if g < −r ∫ 10 log(h)H(dh),
∃α > 0, ∀x0 ≥ 0, ∃c > 0,∀t ≥ 0, P(Xt > 0 | X0 = x0) ≤ ce−αt. (2.13)
(ii) If g > −r ∫ 10 log(h)H(dh), then P(∀t ≥ 0, Xt > 0) > 0.
Furthermore, for every 0 ≤ α < g + r ∫ log(h)H(dh),
P
(
lim
t→+∞ e
−αtYt =∞
)
= {∀t, Xt > 0} a.s.
The point (2.13) can be written as
dTV (δx0Pt, δ0) ≤ ce−αt.
And the second point (ii) implies that
limt→+∞dTV (δx0Pt, δ0) > 0.
But when r is constant and the curvature ρ is positive, we have g < −r ∫ 10 log(h)H(dh). Thus X
converges almost surely to 0, and
E[|Xt|] ≤ e−ρtE[|X0|].
More precisely, a rapidly calculation gives
E[Xt] = e
−ρt
E[X0].
So, if ∫ 1
0
− log(h)H(dh) > g
r
> κ = 1−
∫ 1
0
hH(dh),
then
lim
t→+∞Xt = 0 a.s. but limt→+∞E[Xt] = +∞.
2.4.1.2 Rate of convergence for branching measure-valued processes
Let us consider a model of structured population. We observe a Markov process indexed by a
supercritical continuous time Galton Watson tree. Along the branches of the tree, the process evolves
as a diffusion. The branching event is nonlocal; namely the positions of the offspring are described
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by a random vector (Fj,K(x,Θ))j≤K . They depend on the position x of the mother just before the
branching event and on the numberK of offspring. The randomness of these positions is modelled via
a uniform variable Θ on [0, 1]. This process can be described with the following empirical measure:
Zt =
∑
u∈Vt
δXut ,
where Xut belongs to the branch u at time t and Vt is the set of branches at time t. It was proved in
[BDMT11] and [Clo11] that, for every continuous and bounded function f ,
1
E[Zt(E)]
E
[∫
E
f(x)Zt(ds)
]
=
1
E[card(Vt)]
E
∑
u∈Vt
f(Xut )
 = E [f(Yt)] ,
where Y is generated by (2.1), with biased parameter. With this formula, we can deduce the long time
behavior and the contraction properties of the mean measure. A similar formula holds when r is not
constant [Clo11]. It will be interesting to capture the speed of convergence to Z instead of E[Z]. A
first approach is given with [Clo11, Theorem 1.2].
2.4.2 TCP window size process
2.4.2.1 The continuous time process
Now, we consider a process which represents the TCP congestion. This Markov process is gener-
ated, for any f ∈ C2c (R∗+ and x > 0, by
Lf(x) = f ′(x) + r(x)
∫ 1
0
(f(hx)− f(x))H(dh). (2.14)
Firstly, our main result gives:
Corollary 2.4.4 (Wasserstein curvature). Assume that r is non increasing and C1. If
ρ =
∫ 1
0
(1− h)H(dh) inf
x≥0
(r(x)− xr′(x)) > 0, (2.15)
then the semigroup (Pt)t≥0 generated by L admits a unique probability invariant π and
∀t ≥ 0, W(µPt, π) ≤ e−ρtW(µPt, π),
for every probability measure µ.
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By [CMP10], there is also an exponential convergence when r(x) = x + a with ρ = a
2
. A
recent work [BCG+11] prove that, nevertheless the curvature is null when r(x) = x, this process
converges exponentially to its invariant distribution in Wasserstein and total variation distance. If r is
non-increasing and ρ = 0, Theorem 2.3.5 gives an exponential convergence in Wasserstein distance.
Remark 2.4.5 (Poincaré or log-Sobolev inequality and the Bakry-Emery criterion). Our approach
is based on a commutation formula as well as the Bakry-Emery calculus [BÉ85]. Nevertheless, in
general, our processes do not satisfy a Poincaré or a log-Sobolev inequality. That is, for the first one,
λVarπf ≤
∫
Γfdπ,
for a sufficiently large class of function f , where Γf = 1
2
L(f 2)− fLf and λ > 0. Indeed, in the case
of the TCP window size, we have
Γf(x) = r(x)
∫ 1
0
(f(hx)− f(x))2H(dh).
And if H = δ1/2, we easily construct a lot of functions f such that Γf = 0 (see [LP09]). Thus, we
have an example where the process has a positive Wasserstein curvature and which does not satisfy a
Poincaré inequality.
2.4.2.2 The embedded chain
Let (Xˆn)n≥0 be the embedded chain of the TCP process. That is defined by
Xˆn = XTn where Tn = inf{t > Tn−1 | Xt+ 6= Xt−} for n ≥ 1 and T0 = 0. (2.16)
This Markov chain is often easier to study than the continuous time process. For instance, if r(x) =
axα, it is easy to see that
R(XˆTn+1) = R(Hn(R
−1(En +R(XˆTn)))) = H
α+1
n (En +R(XˆTn)),
where R is the antiderivative of r and Hn = XTn/XTn−. This autoregressive relation gives the
ergodicity. Furthermore, the limiting random variable Xˆ∞ satisfies
R(XˆT∞)
d
= Hα+11 (E1 +R(Xˆ∞)).
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Now, using [GRZ04, Proposition 5], we deduce that Xˆ∞ have a density given by
x 7→ 1∏
n≥1(1− h(α+1)n)
∑
n≥0
n∏
k=1
h−(α+1)(n+1)
1− h−(α+1)k ax
αe−h
−(α+1)(n+1)a(α+1)−1x(α+1) .
Now, applying [Dav93, Theorem 34.31], we can deduce the invariant law of the continuous time
process. This result generalises [GRZ04], but it is already known via others techniques [vLLO09].
For this Markov chain, we arrive to bound all Wasserstein distance. Recall that for every p ≥ 1, the
W(p) Wasserstein distance, between two laws µ1 and µ2 on E with finite pth moment, is defined by
W(p)(µ1, µ2) = inf{X∼µ1,Y∼µ2}
(E [|X − Y |p])1/p ,
where the infimum runs over all coupling of µ1 and µ2. We have
Theorem 2.4.6 (Wasserstein exponential ergodicity for the embedded chain). Assume thatL(X0) and
L(Y0) have finite pth moment for some real p ≥ 1 and r belongs to C1(R∗+) and is increasing. Let Xˆ
and Yˆ be the embedded chains of X and Y . Then, for any n ≥ 0, with a random variable H ∼ H,
W(p)(L(Xˆn),L(Yˆn)) ≤ E(Hp)n/pWp(L(X0),L(Y0)).
In particular, if πˆ is the invariant law of Xˆ then
W(p)(L(Xˆn), πˆ) ≤ E(Hp)n/pWp(L(X0), πˆ).
This result generalises [CMP10, Theorem 2.1] but the proof is exactly the same and we give it for
sake of completeness.
Proof. It is sufficient to provide a good coupling. Let x ≥ 0 and y ≥ 0 be two non-negative real
numbers, and let (En)n≥1 and (Hn)n≥1 be two independent sequences of i.i.d. random variables with
respective laws the exponential law of unit mean and the law H. Let Xˆ and Yˆ be the discrete time
Markov chains on [0,∞) defined by
Xˆ0 = x and Xˆn+1 = Hn+1R
−1(R(Xˆn) + En+1) for any n ≥ 0
Yˆ0 = y and Yˆn+1 = Hn+1R
−1(R(Yˆn) + En+1) for any n ≥ 0.
The law of Xˆ (respectively Yˆ ) is the law of the embedded chain of a process generated by L and
starting from x (respectively y). Now, let a be a non-negative number, if ϕa : x 7→ R−1(a + R(x))
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then
ϕ′a(x) =
r(x)
r (R−1(a+R(x)))
≤ 1⇒ |ϕa(x)− ϕa(y)| ≤ |x− y|. (2.17)
And we get
∀p ≥ 1, E[|Xˆn+1 − Yˆn+1|p] = E[Hpn+1|ϕEn+1(Xˆn)− ϕEn+1(Yˆn)|p]
≤ E[Hpn+1|Xˆn − Yˆn|p] = E[Hpn+1]E[|Xˆn − Yˆn|p].
A straightforward recurrence leads to
E[|Xˆn − Yˆn|p] ≤ E[Hp1 ]n|x− y|p.
It gives the desired inequality when the initial laws are Dirac masses. The general case follows by
integrating this inequality with respect to couplings of the initial laws.
This theorem gives a bound of the coarse Ricci curvature [Oll10], which is the discrete time
equivalent of the Wasserstein curvature. We can compare the curvature of this Markov chain and its
continuous time equivalent.
2.4.3 Integral of Lévy processes with respect to a Brownian motion
Let us consider a fragmentation process i.e.
∫ 1
0 f(x + y)dη =
∫
f(hx)H(dh), for every contin-
uous and bounded function, where H is a probability measure on [0, 1]. The evolution of X can be
described in term of stochastic differential equation. Let (Bs)s≥0 be a standard Brownian motion, and
let Q(ds, du, dθ) be a Poisson point process on R+ × R+ × [0, 1], of intensity ds du dθ, independent
from the Brownian motion. Here ds, du, dθ are the Lebesgue measures on R+,R+ and [0, 1]. We
have,
Xt = X0 +
∫ t
0
g(Xs)ds+
∫ t
0
σ(Xs)dBs
−
∫ t
0
∫
E ×[0,1]
1{u≤r}θXs−Q(ds, du, dθ).
The jump times (Tk)k≥1 of X are distributed following a Poisson process (Nt)t≥0. Between these
times, the process evolves like a diffusion. At these times, we have XTj = HjXTj−, where (Hj) is a
i.i.d. sequence of law H. we assume that H1 ∈ (0, 1) almost surely. If you take the logarithm of X
then the multiplicative jumps become additive jumps. Then, as the jump times are Poissonian, we can
obtain a continuous process by renormalising our process with a Lévy process. Formally, let (Lt)t≥0
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be the Lévy process defined by
∀t ≥ 0, Lt = −
∫
R+ ×[0,1]
1{u≤r} ln(h)Q(ds, du, dh) = − ln
 Nt∏
j=1
Hj
 ,
and let (X¯t)t≥0 be the continuous process defined by X¯t = XteLt . We have
Lemma 2.4.7 (Stochastic differential equation for X¯ and X). For any t ≥ 0,
X¯t = X0 +
∫ t
0
eLsg(Xs)ds+
∫ t
0
eLsσ(Xs)dBs
and,
Xt = X0e
−Lt +
∫ t
0
e−Lsg(Xt−s)ds+
∫ t
0
e−Lsσ(Xt−s)dBs.
Proof. All the stochastic integrals that we write are well defined as local martingales. Using Itô’s
formula with jumps [IW89, Theorem 5.1, p.67] (see also [JS03, Theorem 4.57, p.57]) and since X¯ is
continuous, we get
X¯t = X0 +
∫ t
0
eLs (g(Xs)ds+ σ(Xs)dBs)
+
∫ t
0
Xs−eLs− −XseLs1{u≤r}Q(ds, du, dh)
= X0 +
∫ t
0
eLs (g(Xs)ds+ σ(Xs)dBs) .
Then, we deduce,
Xt = X0e
−Lt +
∫ t
0
eLs−Lt (g(Xs)ds+ σ(Xs)dBs)
= X0e
−Lt +
∫ t
0
e−Lt−s (g(Xs)ds+ σ(Xs)dBs)
= X0e
−Lt +
∫ t
0
e−Lsg(Xt−s)ds+
∫ t
0
e−Lsσ(Xt−s)dBs.
This lemma is a generalisation of the relation of [BT11, Lemma 3.2] and [LvL08, Section 6]. In
[BT11], it is a preliminary for the proof of Theorem 2.4.3. In [LvL08], they deduce that when g is
constant, and σ = 0, we have
lim
t→+∞Xt = g
∫ +∞
0
e−Lsds.
The behaviour of the right hand side was studied in [BY05] and [CPY01] for general Lévy processes.
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We give another application. Let Y be defined, for all t ≥ 0, by
Yt =
∫ t
0
e−LsdBs,
where Lt =
∑Nt
k=1 ln(Hj) is independent from the Brownian motion B, and (Hj)j≥0 are i.i.d. and
distributed according toH. Let us define for all n ∈ N, κn = 1− ∫ 10 hH(dh), we have
Theorem 2.4.8 (Long time behaviour of integral of compound Poisson process with respect to an
independent Brownian motion). The process (Yt)t≥0 converges in law to a measure π satisfying
∫
xnπ(dx) =
n!
rn/2
∏n/2
k=1 κ2k
for all n ∈ 2Z, and ∫
xnπ(dx) =
n!
r(n+1)/2
∏(n+1)/2
k=1 κ2k−1
otherwise. Furthermore all its moments converges and for all t ≥ 0,
W (L(Yt), π) ≤ e−κ1tW(δ0, π).
Proof. By the previous lemma, we know that Y is generated by (2.1), where, g = 0, σ = 1, r is
constant and Y0 = 0. This process is positively curved thus it admits a unique invariant probability
measure and converges exponentially to it. Furthermore, applying the generator on the functions
αn : x 7→ xn gives the moments of π and we can use the Carleman criterion to prove that Y converges
also to a measure with this moment.
Appendix: properties of the Wasserstein curvature
Here, we present briefly some definitions and properties about Lipschitz contraction of general
Markov semigroups. Let (E, d) be a Polish space and (Pt)t≥0 be any Markov semigroup. We denote
by (Xt)t≥0 the Markov process with semigroup (Pt)t≥0.
Definition 2.4.9 (Wasserstein curvature). The Wasserstein curvature of (Pt)t≥0 is the optimal (largest)
constant ρ in the following contraction inequality:
sup
x,y∈E
x6=y
|Ptg(x)− Ptg(y)|
d(x, y)
≤ e−ρt, (2.18)
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for all g ∈ Lip1(d) and t ≥ 0.
It is actually equivalent to be optimal in the following expression:
W(µ1Pt, µ2Pt) ≤ e−ρtW(µ1, µ2),
for any probability measures µ1, µ2 and t ≥ 0. Here µ1Pt stands for the law of (Xt)t≥0 starting from
a random variable distributed according to µ1. That is,
µ1Ptf(x) =
∫
E
Ptf(x)µ1(dx).
And W is the Wasserstein distance associated to d. This notion of curvature was introduced by
Joulin [Jou07] and Ollivier [Oll10]. It is naturally connected to the notion of Ricci curvature on
Riemannian manifolds [vRS05], the Dobrushin’s uniqueness criterion, the Chen exponent [Che96] or
the Wasserstein spectral gap [HSV11]. A first simple result is its calculation by random scaling time:
Lemma 2.4.10 (Markov processes indexed by a subordinator). Let (Xt)t≥0 be a Markov process with
curvature ρ and let (τ(t))t≥0 be a subordinator independent of X . If (Qt)t≥0 is the semigroup be
defined, for every continuous and bounded function f , t ≥ 0 and x ∈ E by
Qtf(x) = E[f(Xτ(t)) | X0 = x],
then its Wasserstein curvature ρQ satisfies
ρQ = bρ+
∫ ∞
0
(1− e−ρz)ν(dz) = ψ(ρ),
where ψ is the Laplace exponent of τ , b its drift term and ν its Lévy measure.
The proof is straightforward. A more important result is
Theorem 2.4.11 (Exponential convergence). If ρ > 0 then there exists a unique invariant probability
measure π. furthermore
∀t ≥ 0, W(µPt, π) ≤ e−ρtW(µ, π),
for every probability measure µ.
This result is a direct consequence of [Che04, Theorem 5.23] but we will give another proof (with
an additional assumption). In general, (Xt)t≥0 is not ergodic when ρ ≤ 0 as can be easily checked
with Brownian motion.
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Proof. Let us assume the existence of x0 ∈ E such that the mapping fd : x 7→ d(x, x0) is in the
domain of the generator of P . Then we have
Ptfd(x0) = W(δx0Pt, δx0)
≤
n∑
k=1
W(δx0Pkt/n, δx0P(k−1)t/n)
≤
n∑
k=1
e−ρt(k−1)/nPt/nfd(x0).
Taking the limit n→ +∞, we obtain that
Ptfd(x0) ≤ ρ−1(1− e−ρt)Lfd(x0).
We deduce that if f ∈Lip1 then Ptf is bounded by a constant C which does not depend to f . Let µ
be a probability measure, for every s, t ≥ 0, we have
W(µPt+s, µPt) ≤ Ce−ρt.
Finally, the sequence (µPt)t≥0 is a Cauchy sequence, in a complete space [Che04], thus it converges
to a probability measure π which is trivially the unique invariant measure.
Note that (Pt)t≥0 can be geometrically ergodic even if its curvature is not positive:
Lemma 2.4.12 (Exponential decay when ρ = 0). If ρ = 0 and there exists t0 > 0 such that
Kt0 = sup
x0,y0∈E
W(δx0Pt0 , δy0Pt0)
d(x0, y0)
< 1,
then there exists κ > 0 such that, for all x0, y0 ∈ E, we have
∀t ≥ t0,W(δx0Pt, δy0Pt) ≤ e−tκ|x0 − y0|.
Furthermore we can choose
κ = − ln(Kt0)
t0
.
Lemma 2.4.12 implies the existence of an invariant distribution and the convergence to it. Theo-
rem 2.3.5 and its corollaries give some applications of this lemma. The conditions of Lemma 2.4.12
are not always satisfied. For instance, if (Lt)t≥0 is a Lévy process on R, then its semigroup (Pt)t≥0
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satisfies
∀t ≥ 0, W(δxPt, δyPt) = |x− y|.
Now, let ω and ω¯ be defined, for every x 6= y and t ≥ 0, by
ω(t, x, y) =
W (δxPt, δyPt)
d(x, y)
,
and
ω¯(t) = sup
x,y∈E
ω(t, x, y).
The proof of the previous lemma is based on the fact that ln(ω¯) is sub-additive.
Proof of Lemma 2.4.12. First, we have
W(µPt, νPt) ≤ ω¯(t)W(µ, ν).
Then, for any x, y ∈ E and t ≥ 0, the Markov property gives
W(δxPt+s, δyPt+s) = W((δxPt)Ps, (δyPt)Ps)
≤ ω¯(t)W(δxPs, δyPs).
We deduce that
ω(t+ s, x, y) ≤ ω¯(t)ω(s, x, y) ⇒ ω¯(t+ s) ≤ ω¯(t)ω¯(s).
Now, the curvature is non-negative, thus
∀t > 0, ω¯(t) ≤ 1.
So ω¯ is decreasing. But, as there exists t0 > 0 such that ω¯(t0) < 1, we have
∀t ≥ t0, ω¯(t) < 1.
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Finally, for all t ≥ t0, there exists n ∈ N such that t ≥ nt0, and then
W(δxPt, δyPt) ≤ ω¯(t)W(δx, δy) ≤ ω¯(nt0)W(δx, δy)
≤ ω¯(t0)n W(δx, δy) ≤ exp
(
t
ln(ω¯(t0))
t0
)
W(δx, δy).
The Wasserstein curvature is a local characteristic. It depends to the behavior on all the space and
at any time. It corresponds to the worst possible decay. This notion of curvature is connected with the
notion of L2−spectral gap:
Theorem 2.4.13 (Wasserstein contraction implies L2−spectral gap for reversible semigroup). Let
(Pt)t≥0 be the semigroup of a Markov process with invariant distribution π. If the following assump-
tions hold
– the Wasserstein curvature ρ is positive;
– the semigroup is reversible;
– limt→0 ‖Ptf − f‖L2(π) = 0 for all f ∈ L2(π);
– Lip1 ∩ L∞(π) ∩ L2(π) is dense in L2(π);
then
Varπ(Ptf) ≤ e−2ρtVarπ(f),
where Varπ(f) =
∫
E(f −
∫
E fdπ)
2dπ = ‖f − ∫ fdπ‖L2(π).
The proof relies crucially on reversibility. Nevertheless, for most of our examples, this condition
is never satisfied (while in contrast all one dimensional diffusions are reversible). This theorem is just
the continuous time adaptation of [HSV11, Proposition 2.8] and is close to [Che04, Theorem 5.23],
[Wan03, Theorem 2.1 (2)], [Vey12, Theorem 2], and [Oll10, Proposition 30].
Proof. Let f ∈ Lip1 be a non-negative and bounded function such that
∫
E fdπ = 1. Using the
reversibility and the invariance of π, we have,
Varπ(Ptf) =
∫
E
fP2tfdπ −
(∫
E
fdπ
)2
≤W (P2tfdπ, π) .
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The measure P2tfdπ satisfies, for every continuous and bounded function ϕ, the following expression∫
E
ϕP2tfdπ =
∫
E
∫
E
ϕ(x)f(y)P2t(x, dy)π(dx)
=
∫
E
∫
E
ϕ(x)f(y)P2t(y, dx)π(dy).
Thus,
Varπ(Ptf) ≤W ((fπ)P2t, π)
≤ Cfe−2ρt, (2.19)
for some constant Cf > 0 which depend to f . By translation and dilatation, the last inequality holds
for all bounded function f which belongs to Lip1. Now, let f ∈ L2(π) be a Lipschitz and bounded
function such that, ∫
E
f(x)π(dx) = 0 and
∫
E
f(x)2π(dx) = 1.
Applying spectral Theorem, Jensen inequality and (2.19), we find
Varπ(Ptf) =
∫
Ptf
2dπ =
∫
E
∫ ∞
0
e−λtdEλ(f)dπ
≤
(∫
E
∫ ∞
0
e−λ(t+s)dEλ(f)dπ
) t
t+s
≤ C
t
t+s
f e
−2ρt.
Taking the limit s→ +∞, we conclude the proof.
This result can not be generalised in the non reversible case as can be viewed in the remark 2.4.5.
Remark 2.4.14 (Another approach). We can give an alternative proof, using Inequality (2.19) and
[CGZ10, Lemma 2.12]. This lemma is based on the convexity of the mapping t 7→ ln ‖Ptf‖L2(π)
which is also a consequence of the reversibility.
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Chapter 3
Exponential ergodicity for Markov processes
with random switching ∗
3.1 Introduction
Markov processes with switching are intensively used for modelling purposes in applied sub-
jects like biology [CMMS12, CDMR11, FGM10], storage modelling [BKKP05], neuronal activity
[PTW12, GT11]. This class of Markov processes is reminiscent of the so-called iterated random
functions [DF99] or branching processes in random environment [Smi68] in the discrete time set-
ting. Several recent works [BH12, BGM10, BLMZ12b, BLMZ12c, CD08, dSY05, GIY04, GG96]
deal with their long time behaviour (existence of an invariant probability measure, Harris recurrence,
exponential ergodicity, hypoellipticity...). In particular, in [BH12, BLMZ12b], the authors provide
a kind of hypoellipticity criterion with Hörmander-like bracket conditions. Under these conditions,
they deduce the uniqueness and absolute continuity of the invariant measure, provided that a suitable
tightness condition is satisfied. They also obtain geometric convergence in the total variation distance.
Nevertheless, there are many simple processes with switching which do not verify any hypoellipticity
condition. To illustrate this fact, let us consider the simple example of [BLMZ12c]. Let (X, I) be the
Markov process on R2 × {−1, 1} generated by
Af(x, i) = −(x− (i, 0)) · ∇xf(x, i) + (f(x,−i)− f(x, i)) . (3.1)
∗. In collaboration with Martin Hairer
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This process is ergodic and the first marginal π of its invariant measure is supported onR×{0}. Thus,
in general, it does not converge in the total variation distance. However, it is proved in [BLMZ12c]
that it converges in a certain Wasserstein distance. Let us recall that the pth Wasserstein distanceW(p),
with p ≥ 1, on a Polish space (E, d) is defined by
W
(p)
d (µ1, µ2) = inf
X1,X2
E [d(X1, X2)
p]1/p ,
for every probability measure µ1, µ2 on E, where the infimum is taken over all pairs of random
variables X1, X2 with respective laws µ1, µ2. When p = 1, we set Wd = W
(1)
d . The Kantorovich-
Rubinstein duality [Vil09, Theorem 5.10] shows that one also has
Wd (µ1, µ2) = sup
f∈Lip1
∫
E
fdµ1 −
∫
E
fdµ2,
where f : E 7→ R is in Lip1 if and only if it is a 1-Lipschitz function, namely
∀x, y ∈ E, |f(x)− f(y)| ≤ d(x, y).
The total variation distance dTV can be viewed as the Wasserstein distance associated to the trivial
distance function, namely
dTV(µ1, µ2) = inf
X1,X2
P (X1 6= X2) = 1
2
sup
‖f‖∞≤1
∫
E
fdµ1 −
∫
E
fdµ2,
where the infimum is again taken over all random variables X1, X2 with respective distributions µ1,
µ2. In the present article, we will give convergence criteria for a general class of switching Markov
processes. These processes are built from the following ingredients:
– a Polish space (E, d) and a finite set F ;
– a family (Z(n))n∈F of E-valued strong Markov processes represented by their semigroups
(P (n))n∈F , or equivalently by their generators (L(n))n∈F with domains (D(n))n∈F ;
– a family (a(·, i, j))i,j∈F of non-negative functions on E.
We are interested by the process (Xt)t≥0 = (Xt, It)t≥0, defined on E = E × F , which jumps
between these dynamics. Roughly speaking, Xt behaves like Z
(It)
t as long as I does not jump. The
process I is discrete and jumps at a rate given by a. More precisely, the dynamics of (Xt)t≥0 is as
follows:
– Given a starting point (x, i) ∈ E×F , we take for Z(i) an instance as above with initial condition
Z
(i)
0 = x. The initial conditions for Z
(j) with j 6= i are irrelevant.
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– The discrete component I is constant and equal to i until the time T = minj∈F Tj , where
(Tj)j≥0 is a family of random variables that are conditionally independent given Z(i) and that
verify
∀j ∈ F, P (Tj > t | Ft) = exp
(
−
∫ t
0
a
(
Z(i)s , i, j
)
ds
)
,
where Ft = σ{Z(i)s | s ≤ t}.
– For all t ∈ [0, T ), we then set Xt = Z(i)t and It = i.
– At time T , there exists a unique j ∈ F such that T = Tj and we set IT = j and XT = XT−.
– We take (XT , IT ) as a new starting point at time T .
Let us make a few remarks about this construction. First, this algorithm guarantees the existence of
our process under the condition that there is no explosion in the switching rate. In other words, our
construction is global as long as I only switches value finitely many time in any finite time interval.
Assumption 3.1.1 below will be sufficient to guarantee this non-explosion. Also note that, in general,
X and I are not Markov processes by themselves, contrary to X. Nevertheless, we have that I is a
Markov process if a does not depend on its first component. The construction given above shows that,
provided that there is no explosion, the infinitesimal generator of X is given by
Lf(x, i) = L(i)f(x, i) +
∑
j∈F
a(x, i, j) (f(x, j)− f(x, i)) , (3.2)
for any bounded function f such that f(·, i) belongs toD(i) for every i ∈ F . We will denote by (Pt)t≥0
the semigroup of X. To guarantee the existence of our process, we will consider the following natural
assumption:
Assumption 3.1.1 (Regularity of the jumps rates). The following boundedness condition is verified:
a¯ = sup
x∈E
sup
i∈F
∑
j∈F
a(x, i, j) < +∞,
and the following Lipschitz condition is also verified:
sup
i∈F
∑
j∈F
|a(x, i, j)− a(x, i, j)| ≤ κd(x, y),
for some κ > 0.
We will also assume the following hypothesis to guarantee the recurrence of I:
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Assumption 3.1.2 (Recurrence assumption). The matrix (a(i, j))i,j∈F defined by
a(i, j) = inf
x∈E
a(x, i, j),
yields the transition rates of an irreducible and positive recurrent Markov chain.
With these two assumptions, we are able to get exponential stability in two situations. The first
situation is one where each underlying dynamics does on average yield a contraction in some Wasser-
stein distance, but no regularising assumption is made. The second situation is the opposite, where
we replace the contraction by a suitable regularising property.
3.1.1 Two criteria without hypoellipticity assumption
In this section, we assume that we have some information on the Lipschitz contraction (or expan-
sion) of our underlying processes:
Assumption 3.1.3 (Lipschitz contraction). For each i ∈ F , there exists ρ(i) ∈ R such that
∀t ≥ 0,Wd
(
µP
(i)
t , νP
(i)
t
)
≤ e−ρ(i)tWd (µ, ν) , (3.3)
for any two probability measures µ, ν. Furthermore there exist x0 ∈ E and tx0 > 0 such that if
Vx0 : x 7→ d(x, x0) then
sup
t∈[0,tx0 ]
PtVx0(x0) < +∞.
In the previous assumption, given a semigroup (Pt)t≥0, we used the notation µPt to denote the
measure defined by
(µPt)f =
∫
Ptfdµ.
if µ = δx, for some x, then in this work, we also use the notation δxPt(dy) = Pt(x, dy).
To verify equation (3.3) is not much of a restriction because we do not assume that ρ(i) > 0. The
best constant in this inequality is called the Wasserstein curvature in [Jou07, Jou09] and the coarse
Ricci curvature in [Oll09, Oll10], since it is heavily related to the geometry of the underlying space
as illustrated in [? , Theorem 2]. If ρ(i) > 0, then we can deduce some properties like geometric
ergodicity, a Poincaré inequality or some concentration inequalities [Clo12, Jou07, Jou09, HSV11,
Oll10]. A trivial bound on ρ(i) is given in the special case of diffusion processes in Section 3.4.1.
The bound (3.3) is quite stringent since, if ρ(i) > 0, it implies that there is some Wasserstein
contraction for every t > 0 and not just for sufficiently long times. This is essentially equivalent to
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the existence of a Markovian coupling between two instances Xt and Yt of the Markov process with
generator L(i) such that Ed(Xt, Yt) ≤ e−ρtd(X0, Y0).
In principle, this condition could be slightly relaxed by the addition of a proportionality constant
Ci, provided that one assumes that the switching rate of the process is sufficiently slow. This ensures
that, most of the time, it spends a sufficiently long time in any one state for this proportionality
constant not to play a large role.
One could also imagine allowing for jumps of the component in E at the switching times, and this
would lead to a similar difficulty.
In the same way, the distance d appearing in Assumption 3.1.3 is the same for every i and that
it does not allow for a constant prefactor in the right hand side of (3.3). This may seem like a very
strong assumption since usual convergence theorems, like Harris’ theorem, do not give this kind of
bound. We will see however in Section 3.5 an example which illustrates that there is no obvious way
in general to weaken this condition. The intuitive reason why this is so is that if the process switches
rapidly, then it is crucial to have some local information (small times) and not only global information
(large times) on the behaviour of each underlying dynamics.
We now have presented all the assumptions that are necessary to state our main results. The first
one describes the simplest situation, that is when a does not depend on its first component:
Theorem 3.1.4 (Wasserstein exponential ergodicity in the constant case). Under assumptions 3.1.1,
3.1.2 and 3.1.3, if a(x, i, j) does not depend on x and the Markov process I has an invariant proba-
bility measure ν verifying ∑
i∈F
ν(i)ρ(i) > 0,
then there exist a probability measure pi, some constants C, λ > 0 and q ∈ (0, 1] such that
∀t ≥ 0, Wd (δy0Pt,pi) ≤ Ce−λt
(
1 +
∑
i∈F
∫
E
d(y0, x)
qpi(dx, i)
)
,
for every y0 = (y0, j0) ∈ E, where the distance d, on E, is defined by
d(x,y) = 1i6=j + 1i=j(1 ∧ dq(x, y)), (3.4)
for every x = (x, i), y = (y, j) belonging to E.
This statement is not surprising: it states that if the process contracts in mean, then it converges
exponentially to an invariant distribution. The conditions are rather sharp as will be illustrated in
Section 3.5. In particular, we recover [BLMZ12c, Theorem 1.10] and this (slight) generalisation
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could be deduced from the argument given there. Using Hölder’s inequality, we can also deduce
convergence in the pth Wasserstein distance W(p)d with p ≥ 1 provided that X satisfies a moment
condition. We give the previous theorem and its proof for sake of completeness and for a better
understanding of the more complicated case, where a is allowed to depend on its first argument. That
is
Theorem 3.1.5 (Wasserstein exponential ergodicity with an on-off type criterion). Let us suppose
that Assumptions 3.1.1, 3.1.2, and 3.1.3 hold. We set
F0 = {i ∈ F | ρ(i) > 0} and F1 = {i ∈ F | ρ(i) ≤ 0},
ρ0 = min
i∈F0
ρ(i) > 0 and ρ1 = min
i∈F1
ρ(i) ≤ 0,
a0 = max
i∈F0
sup
x∈E
∑
j∈F1
a(x, i, j) and a1 = min
i∈F1
inf
x∈E
∑
j∈F0
a(x, i, j).
If
ρ0a1 + ρ1a0 > 0,
then there exist a probability measure pi, some constants C, λ > 0 and q ∈ (0, 1] such that
∀t ≥ 0, Wd (δy0Pt,pi) ≤ Ce−λt
(
1 +
∑
i∈F
∫
E
d(y0, x)
qpi(dx, i)
)
,
for every y0 = (y0, j0) ∈ E, where the distance d, on E, is defined by
d(x,y) = 1i6=j + 1i=j(1 ∧ dq(x, y)),
for every x = (x, i), y = (y, j) belonging to E.
With this result, we not only recover [BLMZ12c, Theorem 1.15], but we extend it significantly.
In our case, the underlying dynamics are not necessarily deterministic and do not need to be strictly
contracting in a Wasserstein distance. One drawback is that the constants λ and C are much less
explicit. This theorem is a direct consequence of the more general Theorem 3.3.2 below. These
two theorems are our main result and, contrary to the previous theorem, it seems that they cannot be
deduced directly from the approach of [BLMZ12c].
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3.1.2 Two criteria with hypoellipticity assumption
In the previous subsection, we have supposed that some of the underlying dynamics contract at
sufficiently high rate in aWasserstein distance. This is of course not a necessary condition for geomet-
ric ergodicity in general. Using some arguments of the proof of Theorem 3.1.4 and Theorem 3.1.5,
we can deduce a different criterion which uses instead a Lyapunov-type argument to prove that X
converges. We begin by stating an assumption similar to Assumption 3.1.3:
Assumption 3.1.6 (Existence of a Lyapunov function). There existK ≥ 0, a function V ≥ 0, and for
every i ∈ F there exists λ(i) ∈ R such that
∀t ≥ 0,∀x ∈ E, P (i)t V (x) ≤ e−λ(i)tV (x) +K. (3.5)
Note again that we have not supposed that λ(i) > 0. One way to prove this kind of bound is to
use the classical drift condition on the generator (see (3.7) below). With this assumption we are able
to prove
Theorem 3.1.7 (Exponential ergodicity in the constant case). Suppose that assumptions 3.1.1, 3.1.2
and 3.1.6 hold, that a(x, i, j) does not depend on x and that I has an invariant probability measure ν
verifying ∑
i∈F
ν(i)λ(i) > 0 .
If there exists i0 ∈ F and t0 ≥ 0 such that the sublevel sets {x ∈ E | V (x) ≤ K} are small for P (i0)t
for every K > 0 and t ≥ t0, then there exist a probability measure pi and two constants C, λ > 0
such that
∀t ≥ 0, dTV (δxPt,pi) ≤ Ce−λt(1 + V (x)),
for every x = (x, i) ∈ E.
The definition of a small set is recalled in Definition 3.2.9. We give also the analogous of Theo-
rem 3.1.5:
Theorem 3.1.8 (Exponential ergodicity with an on-off type criterion). Let us suppose that Assump-
tions 3.1.1, 3.1.2, 3.1.3 hold. We set
F0 = {i ∈ F | λ(i) > 0} and F1 = {i ∈ F | λ(i) ≤ 0},
λ0 = min
i∈F0
λ(i) > 0 and λ1 = min
i∈F1
λ(i) ≤ 0,
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a0 = max
i∈F0
sup
x∈E
∑
j∈F1
a(x, i, j) and a1 = min
i∈F1
inf
x∈E
∑
j∈F0
a(x, i, j).
If
λ0a1 + λ1a0 > 0,
and there exists i0 ∈ F and t0 ≥ 0 such that the sublevel sets {x ∈ E | V (x) ≤ K} are small for P (i0)t
for every K > 0 and t ≥ t0, then there exist a probability measure pi and two constants C, λ > 0
such that
∀t ≥ 0, dTV (δxPt,pi) ≤ Ce−λt(1 + V (x)),
for every x = (x, i) ∈ E.
Note that in general it is not necessary to assume that sublevel sets of V are small for any single
one of the underlying dynamics. For example, using the results of [BH12, BLMZ12b], Section 3.4.2
gives results analogous to the two previous theorems, in the special case of piecewise deterministic
Markov processes where the only small sets for the underlying dynamics consist of single points.
The remainder of the paper is organised as follows. The proofs of our four main theorems are
split over two sections: Section 3.2 deals with the proof of Theorem 3.1.4 and Theorem 3.1.7. In Sec-
tion 3.3, we begin by giving a more general assumption in the non-constant case than our on-off cri-
terion. Then, we introduce a weak form of Harris’ Theorem that we will use to prove Theorem 3.1.5.
The proof of this theorem is then decomposed in such a way to verify each point of the weak Harris’
Theorem. Section 3.4.1 gives sufficient conditions to verify our main assumption in the special case
of diffusion processes. The section which follows deals with the special case of switching dynamical
system. We conclude with Section 3.5, where we give some very simple examples illustrating the
sharpness of our conditions.
3.2 Constant jump rates
In this section, we begin by proving that under Assumptions 3.1.3 or 3.1.6, the process X cannot
wander off to infinity, i.e. its semigroup possesses a Lyapunov function. We then prove Theorems
3.1.4 and 3.1.7 using a similar argument to [BLMZ12c] for the first one and Harris’ Theorem for the
second one.
3.2.1 Construction of a Lyapunov function
We begin by recalling the definition of a Lyapunov function
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Definition 3.2.1 (Lyapunov function). A Lyapunov function for a Markov semigroup (Pt)t≥0 over a
Polish space (X, dX) is a function V : X 7→ [0,∞] such that V is integrable with respect to Pt(x, ·)
for every x ∈ X and t > 0 and such that there exist constants CV , γ,KV > 0 verifying
PtV (x) =
∫
X
V (y)Pt(x, dy) ≤ CV e−γtV (x) +KV , (3.6)
for every x ∈ X and t ≥ 0.
A well know sufficient condition for finding a Lyapunov function is the following drift condition:
LV ≤ −γV + C, (3.7)
where L is the generator of the semigroup (Pt)t≥0. The condition (3.7) implies a bound like (3.5) and
is clearly stronger than (3.6). In general, our switching Markov process X may not verify the drift
condition (3.7) but, in Lemmas 3.2.7 and 3.3.8, we give a sharp condition under which it verifies (3.6).
In this section, we first prove that a Wasserstein contraction as in Assumption 3.1.3 implies the exis-
tence of a Lyapunov-type function as in Assumption 3.1.6. Then, we will prove that Assumption 3.1.6
implies the existence of a Lyapunov function for X.
Lemma 3.2.2 (Wasserstein contraction implies the existence of a Lyapunov-type function). Let (Pt)t≥0
be the semigroup of a Markov process, on a Polish space (X, dX), such that there exists λ ∈ R∗ veri-
fying
WdX (δxPt, δyPt) ≤ e−λtdX(x, y), (3.8)
for every x, y ∈ X and t ≥ 0. If there exist x0 ∈ X and tx0 > 0 such that the function Vx0 : x 7→
d(x, x0) verifies
sup
t∈[0,tx0 ]
PtVx0(x0) < +∞, (3.9)
then there exist C1, C2 > 0 such that
PtVx0(x) ≤ e−λt(Vx0(x) + C1) + C2, (3.10)
for every x ∈ X and t ≥ 0.
Proof. Firstly note that Inequality (3.8) is equivalent to
∀t ≥ 0, WdX (µPt, νPt) ≤ e−λtWdX (µ, ν),
for every probability measure µ and ν.
77
Markov processes with random switching
For any t ≥ tx0 and n ≥ 0, it follows that
PtVx0(x0) = WdX (δx0Pt, δx0) ≤
n−1∑
k=0
WdX (δx0P(k+1) tn , δx0Pk
t
n
)
≤
n−1∑
k=0
WdX ((δx0P tn )Pk
t
n
, δx0Pk t
n
) ≤ e
−λt − 1
e−λt/n − 1Pt/nVx0(x0).
Taking n = ⌊t/tx0⌋+ 1, where ⌊t/tx0⌋ is the integer part of t/tx0 , we conclude that
PtVx0(x0) ≤ (e−λt + 1)C ′, C ′ = sup
u∈[tx0/2,tx0 ]
PuVx0(x0)
|e−λu − 1| ,
which is finite by (3.9). Finally, for every x ∈ X and t ≥ 0, we have
PtVx0(x) = WdX (δxPt, δx0) ≤WdX (δxPt, δx0Pt) +WdX (δx0Pt, δx0)
≤ e−λtVx0(x) + (e−λt + 1)C ′ ,
thus concluding the proof.
We deduce that Assumption 3.1.3 implies Assumption 3.1.6 with V = Vx0 and λ = ρ.
Remark 3.2.3. The point of this lemma is to also allow for negative values of λ. When λ > 0, then it
is immediate that Pt admits a unique invariant measure and exhibits geometric ergodicity.
Remark 3.2.4. If Vx0 is in the domain of the generator L of (Pt)t≥0 then we have
∀t ≥ 0, PtVx0(x0) ≤
e−λt − 1
e−λt/n − 1Pt/nVx0(x0),
for some n ≥ 1. Now, taking the limit n→ +∞, we deduce the following bound:
WdX (δx0Pt, δx0) ≤
e−λt − 1
−λ LV (x0).
Finally, for every x ∈ X , we have
PtV (x) = WdX (δxPt, δx0) ≤WdX (δxPt, δx0Pt) +WdX (δx0Pt, δx0)
≤ e−λtV (x) + e
−λt − 1
−λ LV (x0).
However, Vx0 does not belong to the domain of the generator in general, as can be seen already in the
example of simple Brownian motion.
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Remark 3.2.5 (The special case λ = 0). In the previous lemma, we have supposed that λ 6= 0, and
this assumption is necessary for our conclusion to hold. Indeed, if (Bt)t≥0 is a Brownian motion then
lim
t→+∞E [|Bt|] = +∞,
and inequality (3.10) does not hold. Indeed note that if λ = 0 in the previous lemma then we have
PtVx0(x) ≤ Vx0(x) +Kt,
for some constant K > 0 and every x ∈ E and t ≥ 0. In what follows, we shall say that, by the
previous lemma, Assumption 3.1.3 implies Assumption 3.1.6 with ρ(i) = λ(i), for every i ∈ F . But it
is false when ρ(i) = 0, however if ρ(i) = 0 then we have that
Wd(µPt, νPt) ≤ e−ρ˜(i)tWd(µ, ν),
for every probability measure µ, ν and t ≥ 0, for any ρ˜(i) < 0 as closed to zero as we want, and so
we can choose it in order to preserve the positivity of the means in our main theorems.
We now show that if Assumption 3.1.6 holds and the mean of (λ(i))i∈F is positive, then X admits
a Lyapunov function. As in [BLMZ12c], this result comes from the following lemma:
Lemma 3.2.6. Let (Kt) be a continuous time Markov chain on a finite set S, and assume that it is
irreducible and positive recurrent with invariant measure νK . If α : S → R is a function verifying
∑
n∈S
νK(n)α(n) > 0,
then there exist C, c, η > 0 and p ∈ (0, 1] such that
ce−ηt ≤ E
[
e−
∫ t
0
pα(Ks)ds
]
≤ Ce−ηt,
for any initial conditionK0 and every t ≥ 0.
Proof. It is a consequence of Perron-Frobenius Theorem and the study of eigenvalues. See [BGM10,
Proposition 4.1] and [BGM10, Proposition 4.2] for further details.
Now we are able to prove that P possesses a Lyapunov function in the case where the switching
rates do not depend on the location of the process.
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Lemma 3.2.7. Under Assumption 3.1.1, 3.1.2 and 3.1.6, if a(x, i, j) does not depend on x and I has
an invariant measure ν satisfying ∑
i∈F
λ(i)ν(i) > 0,
then there exist CV , KV , λV > 0 and q ∈ (0, 1] such that
∀t ≥ 0,∀x ∈ E, PtV q(x, i) ≤ CV e−λV tV q(x) +KV .
In the previous lemma, we used a slight abuse of notation. Indeed, if f is a function defined on E,
we also denote by f the mapping (x, i) 7→ f(x) on E.
Proof. First, Jensen’s inequality gives this weaker form of (3.5):
P
(i)
t (V
q)(x) ≤ e−qλ(i)tV q(x) +Kq,
for every q ∈ (0, 1]. Now, for all t ≥ 0 and (x, i) ∈ E, a straightforward recurrence gives
PtV
q(x, i) = E
[
P
(ITNt
)
t−TNt ◦ P
(ITNt−1
)
TNt−TNt−1 ◦ · · · ◦ P
(I0)
T1−T0(V
q)(x)
]
≤ E
[
e−
∫ t
0
qλ(Is)ds
]
V q(x) +Kq
∑
n≥0
E
[
e−q
∫ Tn
0
λ(Is)ds
]
,
where (Tk)k≥0 is the sequence of jump times of I , with T0 = 0, and Nt the number of jumps before t.
By Lemma 3.2.6, there exist C > 0, η > 0 and q ∈ (0, 1] such that
E
[
e−
∫ t
0
qλ(Is)ds
]
≤ Ce−ηt.
Furthermore, one can show that Tn is of order n and that
KV = K
q
∑
n≥0
E
[
e−q
∫ Tn
0
λ(Is)ds
]
. Kq
∑
n≥0
e−εn < +∞,
for some ε > 0. We do not detail this argument now, but we will prove it in the slightly more difficult
context of non-constant rate a in Lemma 3.3.8. This concludes the proof.
Remark 3.2.8 (On the assumption that F is finite). It is natural to extend our results to the case where
F is countably infinite. Obviously, we then have to add the assumption that I is positive recurrent, but
this is not enough. Indeed, if for each i ∈ F , C1(i) and C2(i) denote the constants C1, C2, appearing
80
Markov processes with random switching
in Lemma 3.2.2 applied on Z(i), then we should furthermore assume that
sup
i∈F
(C1(i) + C2(i)) < +∞ ,
for the argument to go through.
3.2.2 Proof of Theorem 3.1.4
This section is split into two parts. We begin by introducing our coupling construction, and
we then proceed to prove Theorem 3.1.4. In both parts, we make the standing assumption that the
hypotheses of Theorem 3.1.4 hold. In particular, I is an ergodic Markov chain.
3.2.2.1 Our coupling
Let x = (x, i) and y = (y, j) be two points of E, we will build a coupling (X,Y), starting from
(x,y), such that each component is an instance of the Markov process generated by L, and d(Xt,Yt)
is small.
Remark that it is well-known that if I and J are two independent processes with transition rate a then
there exist Cc, θc > 0 such that
∀t ≥ 0, P (Tc > t) ≤ Cce−θct, (3.11)
for any initial conditions I0, J0, where Tc = inf{t ≥ 0 | It = Jt} is their first meeting time. From
now on, we fix the starting points of our coupling x = (x, i), y = (y, j) and the time t ≥ 0. The
processes (Xt)t≥0 = (Xt, It)t≥0 and (Yt)t≥0 = (Yt, Jt)t≥0 are then coupled as follow:
– if i 6= j then we consider that X and Y evolve independently of each other until the first meeting
time Tc.
– for all s ≥ Tc, we set Is = Js and we couple X and Y in such a way that
∀k ≥ 0, E
[
d(XSk , YSk) | FSk−1
]
≤ e−ρ(ISk−1 )(Sk−Sk−1)d(XSk−1 , YSk−1),
where (Tk)k≥0 is the sequence of jumps times of I , Sk = Tk ∧ t and (Fs)s≥0 is the natural
filtration associated to (X,Y).
Note that if i = j then Tc = 0. Note also that we can build our coupling since the Assumption 3.1.3
is satisfied and that there exists an optimal map in the definition of the Wasserstein distance.
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3.2.2.2 Estimation of the distance
Proof of Theorem 3.1.4. If i = j, then by Jensen’s inequality and iteration, we have similarly to
before
E [d(Xt, Yt)
q] ≤ E
[
e−q
∫ t
0
ρ(Is)ds
]
d(x, y)q,
where q ∈ (0, 1]. By Lemma 3.2.6, there exist C, η > 0 and q ∈ (0, 1] such that
E [d(Xt, Yt)
q] ≤ Ce−ηtd(x, y)q.
Now, for general i and j, we have
E [d(Xt,Yt)] ≤ E
[√
1Tc≥t/2 (1 + V q(Xt) + V q(Yt))
]
+ E
[√
1Tc≤t/2 d(Xt, Yt)q(1 + V q(Xt) + V q(Yt))
]
,
where V (x) = d(x, x0). Now, Cauchy-Schwarz inequality, Equation (3.11), Lemma 3.2.2 and
Lemma 3.2.7 give
E
[√
1Tc≥t/2(1 + V q(Xt) + V q(Yt))
]
≤ P (Tc ≥ t/2)1/2 E [1 + V q(Xt) + V q(Yt)]1/2
≤ Cce−θct/4
(
1 + CV e
−λV t(V q(x) + V q(y)) + 2KV
)1/2
.
In the other hand, one has the bound
E
[√
1Tc≤t/2d(Xt, Yt)q(1 + V q(Xt) + V q(Yt))
]
≤ E
[
1Tc≤t/2d(Xt, Yt)
q
]1/2
E [1 + V q(Xt) + V
q(Yt)]
1/2 . (3.12)
As a consequence of Lemmas 3.2.2 and 3.2.7, we also have the bound
E
[
1Tc≤t/2d(Xt, Yt)
q
]1/2 ≤ Ce−ηt/2E [d(XTc , YTc)q1Tc≤t/2]1/2
≤ Ce−ηt/2E
[(
V (XTc)
q + V (YTc)
q
)
1Tc≤t/2
]1/2
≤ Ce−ηt/2 [CV V q(x0) + CV V q(y0) + 2KV ]1/2 .
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Assembling these inequalities and using again Lemma 3.2.7 to bound the second factor in (3.12), we
find the existence of C > 0 and λ > 0 verifying
E[d(Xt,Yt)] ≤ Ce−λt(1 + V (x) + V (y)),
for every t ≥ 0 and x, y ∈ E such that X0 = x and Y0 = y. From the previous inequality, we deduce
that
Wd (µPt,νPt) ≤ Ce−λt
(
1 +
∑
i∈F
∫
E
(V (x)ν(dx, i) + V (x)µ(dx, i))
)
, (3.13)
for every probability measure µ and ν. Now, mimicking the proof of [HM11, Corollary 4.10], we
can prove the existence of an invariant measure. More precisely, let us fix a probability measure
µ, using the previous inequality, we can prove that (µPn)n≥0 is a measure-valued Cauchy sequence
(with respect to theWd distance). We deduce that it converges to a measure µ∞ verifying
µ∞P1 = µ∞.
Finally we can see that pi =
∫ 1
0 µ∞Pudu is invariant. The inequality of Theorem 3.1.4 comes from
equation (3.13). Indeed, with the notation of the statement of Theorem 3.1.4, this equation gives
Wd (δy0Pt,pi) ≤ Ce−αt
(
1 +
∑
i∈F
∫
E
d(x, x0)pi(dx, i) +
∫
E
d(x0, y0)
)
.
Integrating with respect to pi(dx0) and changing the constants end the proof.
3.2.3 Proof of Theorem 3.1.7
We divide again the proof in two parts. First, we recall some tools on Harris’ Theorem. Second,
we give the proof of Theorem 3.1.7.
3.2.3.1 Classical Harris’ Theorem
Here, we recall a version of Harris’ Theorem (also called Foster, Lyapunov, Meyn-Tweedie, Doe-
blin) that is suitable for our needs. This theorem yields exponential convergence to stationarity for a
process which does not “escape to infinity” and verifies furthermore a Doeblin-type condition. More
precisely, we use the following notion of a small set:
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Definition 3.2.9. A set A ⊂ X is small for the semigroup (Pt)t≥0 over a Polish space (X, dX), if
there exists a time t > 0 and a constant ε > 0 such that
dTV(δxPt, δyPt) ≤ 1− ε
for every x, y ∈ A.
The classical Harris theorem [HM11, MT93] then states that
Theorem 3.2.10 (Harris). Let (Pt)t≥0 be a Markov semigroup over a Polish space (X, dX) such
that there exists a Lyapunov function V with the additional property that the sublevel sets {x ∈
X | V (x) ≤ C} are small for every C > 0. Then (Pt)t≥0 has a unique invariant measure π and
dTV(δxPt, π) ≤ Ce−γ∗t(1 + V (x)).
for some positive constants C and γ∗.
Note that one does not really need that all sublevel sets are small and one can have a slightly
stronger conclusion by using a total variation distance weighted by V [HM11, Theorem 1.3].
Proof of Theorem 3.1.7. By Lemma 3.2.7, P admits V as Lyapunov function so, by Harris’ Theorem,
it only remains to show that {V ≤ C} is small for P, for every C > 0. Since V is a Lyapunov
function, there exists t(1)∗ > 0 and K > KV (with KV as in Lemma 3.2.7) such that
∀t ≥ t(1)∗ , E [V (Xt)] ≤ K,
uniformly over all x ∈ E such that V (x) ≤ C. Therefore, if X is a process generated by L, it follows
from Markov’s inequality that
P (V (Xt) ≤ 2K) ≥ 1
2
,
uniformly over t ≥ t(1)∗ .
Let now i0 ∈ F be as in the statement. Since A = {V ≤ 2K} is small for P (i0), we obtain some
t0 > 0 and ε > 0, such that for all x, y ∈ A there exists a coupling (Zi0,xt , Zi0,yt ) verifying
P
(
Zi0,xt = Z
i0,y
t
)
≥ ε , t ≥ t0 , (3.14)
and Zi0,xt , Z
i0,y
t have respective law δxP
(i0)
t , δyP
(i0)
t .
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By the irreducibility of the process I , one can find t∗ > t
(1)
∗ and δ > 0 such that P(Is = i0,∀s ∈
[t∗, t∗ + t0]) > δ, uniformly over the starting distributions. Let now (Xt,Yt) be the following cou-
pling:
– the Markov chains I and J are independent over t ∈ [0, t∗ + t0];
– the processes X and Y are independent over t ∈ [0, t∗];
– conditionally on the set
B = {V (Xt∗) ≤ 2K,V (Yt∗) ≤ 2K, Is = Js = i0,∀s ∈ [t∗, t∗ + t0]},
the processes X and Y are coupled in such a way to verify (3.14), over t ∈ [t∗, t∗ + t0];
– conditionally on Bc, they are coupled independently from each other.
The Markov property gives
P(V (Xt∗) ≤ 2K, Is = i0,∀s ∈ [t∗, t∗ + t0]) ≥
δ
2
,
and so P(B) ≥ δ2/4. Combining this inequality with (3.14), we conclude that P(Xt∗+t0 = Yt∗+t0) ≥
δ2ε/4, uniformly over all initial conditions x and y with V (x) ≤ C and V (y) ≤ C, as required.
3.3 Non-constant jump rates
In all of this section, we now assume that a depends non-trivially on its first component, so that
I by itself is not a Markov process anymore. We want to use again Lemma 3.2.6 to show that X
converges, but this time we cannot use it directly on I . The idea is to consider an auxiliary process
which does not depend to X and which will bound (ρ(It))t≥0 or (λ(It))t≥0. More precisely, we will
assume
Assumption 3.3.1 (Birth-death type criterion in the non constant case). There exist n¯ ∈ N and a
partition (Fn)0≤n≤n¯ of F such that
∀n ≤ n¯, ∀i ∈ Fn, ∀j /∈ Fn−1 ∪ Fn ∪ Fn+1, ∀x ∈ E, a(x, i, j) = 0,
where we set F−1 = Fn¯+1 = ∅. Let (Lt)t≥0 be the continuous time Markov chain with generator
Gf(n) = b(n) (f(n+ 1)− f(n)) + d(n) (f(n− 1)− f(n)) , (3.15)
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for every n ≤ n¯, where
b(n) = inf
x∈E
inf
i∈Fn
∑
j∈Fn+1
a(x, i, j) > 0,
and
d(n) = sup
x∈E
sup
i∈Fn
∑
j∈Fn−1
a(x, i, j) > 0,
if n /∈ {0, n¯}, d(0) = 0 and b(n¯) = 0. This process is irreducible, non-explosive and positive
recurrent with invariant measure ν.
If this assumption holds then, for every i ∈ F , we denote by ni the only n ≤ n¯ verifying i ∈ Fn.
Let us recall that ν is defined, for every n ≤ n¯, by
ν(n) = ν(0)
n∏
k=1
b(k − 1)
d(k)
and ν(0) = (1 + Ξ)−1 ,
where
Ξ =
n¯∑
n=1
b(0) . . . b(n− 1)
d(1) . . . d(n)
.
Now we can state two slight generalisations of Theorem 3.1.5 and 3.1.8. The first one is
Theorem 3.3.2 (Wasserstein exponential ergodicity). Let us suppose that Assumptions 3.1.1, 3.1.2,
3.1.3 and 3.3.1 hold. If
n¯∑
n=0
ν(n)α(n) > 0,
where (α(n))n≥0 is an increasing sequence verifying α(n) ≤ infi∈Fn ρ(i), then there exist a probabil-
ity measure pi and some constants C, λ, t0 > 0 and q ∈ (0, 1] such that
∀t ≥ t0, Wd (δy0Pt,pi) ≤ Ce−λt
(
1 +
∑
i∈F
∫
E
d(y0, x)
qpi(dx, i)
)
,
for every y0 = (y0, j0) ∈ E, where the distance d, on E, is defined in (3.4).
If Assumption 3.3.1 holds with n¯ = 0 then all contraction parameters are positive and we recover
[BLMZ12c, Theorem 1.15]. If it holds with n¯ = 1, then we have the on-off criterion which was given
in introduction. We can also state the analogous result in the setting of Theorem 3.1.8:
Theorem 3.3.3 (Exponential ergodicity). Let us suppose that Assumptions 3.1.1, 3.1.2, 3.1.3 and
3.3.1 hold and there exists i0 ∈ F and t0 ≥ 0 such that the sublevel sets of V are small for P (i0)t , for
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every t ≥ t0. If
n¯∑
n=0
ν(n)α(n) > 0,
where (α(n))n≥0 is an increasing sequence verifying α(n) ≤ infi∈Fn λ(i), then there exist a proba-
bility measure pi and two constants C, λ > 0 such that
∀t ≥ 0, dTV (δxPt,pi) ≤ Ce−λt(1 + V (x))
for every x = (x, i) ∈ E.
We do not give the proofs of Theorem 3.1.8 and Theorem 3.3.3, as their proofs are very simi-
lar to the proof of Theorem 3.1.7, combined with the argument of Lemma 3.3.8 below. To prove
Theorem 3.3.2 however, we cannot use classical Harris’ Theorem. Its proof follows the same idea
as the proof of Theorem 3.1.4, but there is no direct equivalent to the meeting time. Instead, we
use a weak version of Harris’ Theorem which yields geometric ergodicity under the existence of a
Lyapunov function and a modified “small set” condition. This theorem was previously applied to
the stochastic Navier-Stokes equation [HM08], stochastic delay differential equations [HMS11], and
linear response theory [HM10]. It is an extension of the classic Harris’ Theorem which allows to deal
with some degenerate examples like the one given in (3.1).
3.3.1 Weak form of Harris’ Theorem
As already mentioned earlier, there are situations in which we cannot expect convergence in total
variation. The problem here is that bounded sets may not be small sets. We will therefore replace the
notion of small set by the following notion of “closedness” between transition probabilities introduced
in [HMS11], which takes into account the topology of the underlying space X .
Definition 3.3.4 (d-small set). Let P be a Markov operator over a Polish space X endowed with a
distance dX : X × X 7→ [0, 1]. A set A ⊂ X is said to be dX-small if there exists a constant ε such
that
WdX (δxP, δyP ) ≤ 1− ε,
for every x, y ∈ A.
This notion is a generalisation of the notion of small set, since small sets are d-small for the trivial
distance. This definition can also be extended to situations when d is not a distance [HMS11]. As
remarked in that paper, having a Lyapunov function V with d-small sublevel sets cannot be sufficient
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to imply the ergodicity of a Markov semigroup. To obtain some convergence result, we further impose
that d is contracting for our semigroup:
Definition 3.3.5 (d-contracting operator). Let P be a Markov operator over a Polish space X en-
dowed with a distance dX : X ×X 7→ [0, 1]. The distance dX is said to be contracting for P if there
exists α < 1 such that the bound
WdX (δxP, δyP ) ≤ αdX(x, y)
holds for every x, y ∈ X verifying d(x, y) < 1.
Note that this condition alone is not sufficient to guarantee the convergence of transition prob-
abilities toward a unique invariant measure since we only impose a contraction when d(x, y) < 1.
In typical situations, “most” pairs (x, y) may satisfy d(x, y) = 1, as would be the case for the total
variation distance. However, when combined with the existence of a Lyapunov function V that has
d-small sublevel sets, it gives geometrical ergodicity [HMS11, Theorem 4.7]:
Theorem 3.3.6 (Weak form of Harris’ Theorem). Let (Pt)t≥0 be a Markov semigroup over a Polish
spaceX admitting a continuous Lyapunov function V . Assume furthermore that there exist t∗ > t∗ >
0 and a distance dX : X × X 7→ [0, 1] which is contracting for Pt and such that the sublevel set
{x ∈ X | V (x) ≤ 4KV } is dX-small for Pt, for every t ∈ [t∗, t∗]. Here KV is as in definition 3.2.1.
Then, (Pt)t≥0 has an invariant probability measure π. Furthermore, defining
δX(x, y) =
√
dX(x, y)(1 + V (x) + V (y)),
there exist r > 0 and t0 > 0 such that
∀t ≥ t0, WδX (µPt, νPt) ≤ e−rtWδX (µ, ν),
for all of probability measures µ, ν on X .
Remark 3.3.7 (On the contracting distances). The main difficulty when applying the previous theorem
is to find a contracting distance. The construction of this distance represents the main part of our
paper. In [HM10], there is a general way to build a contracting distance of a Markov operator P
over a Banach space (B, ‖ · ‖), based on a gradient estimate for P and the existence of a super-
Lyapunov function. This technique was efficient in [HM10, HM08].
88
Markov processes with random switching
3.3.2 Construction of a Lyapunov function
As in the constant case, we first show that if each underlying Markov process verifies a weaker
form of the drift condition (3.7) then X possesses a Lyapunov function:
Lemma 3.3.8 (Construction of a Lyapunov function). Let us suppose that Assumptions 3.1.1, 3.1.2,
3.1.6 and 3.3.1 hold, if ∑
n≥0
ν(n)α(n) > 0,
where (α(n))n≥0 is an increasing sequence verifying α(n) ≤ infi∈Fn λ(i), then there existCV , KV , λV >
0 and q ∈ (0, 1) such that
∀t ≥ 0,∀(x, i) ∈ E, PtV q(x, i) ≤ CV e−λV tV q(x) +KV .
Proof. Recall again that Jensen’s inequality gives this weaker form of (3.5):
P
(i)
t (V
q)(x) ≤ e−qα(i)tV q(x) +Kq,
for every x ∈ E and q ∈ (0, 1]. Now, we will describe a construction of X which will permit to have
a better control of the jump mechanism. Let r ≥ 2a¯ and (Nt)t≥0 be a Poisson process of intensity r;
namely
Nt =
∑
n≥0
1{τn≤t},
where τn =
∑n
k=1Ek and (Ek)k≥0 is a family of i.i.d. exponentially distributed random variables
with mean 1/r. We set τ0 = 0. At this stage, we do not fix the value of r, but we allow ourselves
the freedom to tune it at the end of the proof. We will couple X = (X, I) with a process L that has
generator (3.15). Let us fix n ∈ N, on [τn, τn+1], the process (X, L) is built as follow:
– conditionally on Xτn , (Ls)s≥0, (τk)k≥0, the process (Xs)s∈[τn,τn+1] moves as
(Z
(Iτn )
t−τn )t∈[τn,τn+1] starting from Xτn; more precisely,
E
[
f(Xt)1t∈[τn,τn+1] | Gn
]
= P
(Iτn )
t−τn f(Xτn),
where f is a continuous and bounded function and Gn = σ{Xτn , (Ls)s≥0, (τk)k≥0}; recall that
for every i ∈ F , (Z(i)t )t≥0 is a Markov process generated by L(i);
– on [τn, τn+1), the discrete processes I and L remain constant;
– at time τn+1, we consider a Bernoulli random variable B with parameter 1/2 independent of
the previous variables and we have two situations:
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– if nIτn 6= Lτn then
– if B = 0 then I does not jump but L can jump,
– if B = 1 then L does not jump but I can jump;
– if nIτn = Lτn then
– if B = 0 then neither I nor L can jump,
– if B = 1 then we have the following possibilities:
– Lτn+1 = Lτn + 1 and Iτn+1 ∈ FnIτn+1,
– Lτn+1 = Lτn and Iτn+1 ∈ FnIτn ∪ FnIτn+1,
– Lτn+1 = Lτn − 1 and Iτn+1 ∈ FnIτn ∪ FnIτn−1.
Here, the respective probabilities of those jumps that are admissible are chosen in such a way that X
and L takes separately are indeed Markov processes with respective generators L and G. Note that
we used again the notation F−1 = Fn¯+1 = ∅.
In words, if L 6= nI , L and X move independently from each other until the time where nI and L
agree. After that time, it is guaranteed that one always has nI ≥ L. We have not detailed precisely
where I jumps exactly to be concise. But, if we ignore N , the couple (X, L) is just the Markov
process generated by
Gf(x, i, l) = L(i)f(x, i, l)
+ r
(
1
2
Af(x, i, l) +
1
2
Bf(x, i, l)− f(x, i, l)
)
if l 6= ni, where
Arf(x, i, l) =
2
r
∑
j∈F
a(x, i, j)f(x, j, l) +
1− 2
r
∑
j∈F
a(x, i, j)
 f(x, i, l),
and
Brf(x, i, l) =
2
r
b(l)f(x, i, l + 1) +
2
r
d(l)f(x, i, l − 1) +
(
1− 2
r
b(l)− 2
r
d(l)
)
f(x, i, l).
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Otherwise,
Gf(x, i, ni) = L
(i)f(x, i, ni)
+ r
(
1
2
f(x, i, ni) +
1
2
Crf(x, i, ni)− f(x, i, ni)
)
,
where
Crf(x, i, ni) =
2
r
∑
j∈Fni−1
a(x, i, j)f(x, j, ni − 1)
+
2
r
(
d(ni)−
∑
j∈Fni−1
a(x, i, j)
)
f(x, i, ni − 1)
+
2
r
∑
j∈Fni
a(x, i, j) (f(x, j, ni)− f(x, i, ni))
+
2
r
b(ni)∑
k∈Fni+1 a(x, i, k)
∑
j∈Fni+1
a(x, i, j)f(x, j, ni + 1)
+
2
r
∑
k∈Fni+1 a(x, i, k)− b(ni)∑
k∈Fni+1 a(x, i, k)
∑
j∈Fni+1
a(x, i, j)f(x, j, ni)
+
2
r
1− d(ni)− ∑
j∈Fni∪Fni+1
a(x, i, j)
 f(x, i, ni).
This construction ensures that
∀t ≥ 0, α(It) ≥ α(Lt).
Now, for all t ≥ 0 and x ∈ E, we have
PtV
q(x) = E
[
P
(IτNt
)
t−τNt V
q(XτNt )
]
≤ E
[
e−α(IτNt )(t−τNt )V q(XτNt ) +K
q
]
≤ E
[
e−α(LτNt )(t−τNt )V q(XτNt )
]
+Kq
= E
[
e−α(LτNt )(t−τNt )P
(IτNt−1
)
τNt−τNt−1V
q(XτNt−1)
]
+Kq
≤ . . . ≤ E
[
e−
∫ t
0
qα(Ls)ds
]
V (x) +Kq
∑
n≥0
E
[
e−q
∫ τn
0
α(Ls)ds
]
. (3.16)
Now, using Lemma 3.2.6, there exist C, η > 0 and q ∈ (0, 1] such that
E
[
e−
∫ t
0
qα(Ls)ds
]
≤ Ce−ηt, (3.17)
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Hence, it only remains to prove that
∑
n≥0
E
[
e−q
∫ τn
0
α(Ls)ds
]
< +∞.
We cannot deduce this directly from equation (3.17) but, heuristically, if r and n are large enough
then the law of large number gives that τn ≈ n/r and thus
E
[
e−
∫ τn
0
qα(Ls)ds
]
≈ E
[
e−
∫ n/r
0
qα(Ls)ds
]
≤ Ce−ηn/r,
and the previous sum is finite. Now, we estimate the left hand side of the previous equation following
that τn is lower than n/r, close to n/r or higher than n/r. Note that we have not
e−
∫ τn
0
qα(Ls)ds ≤ 1,
because α can be negative. Let ǫ > 0 and denote by ̺ the worst case of decay:
̺ = −min{ qα(k) | k ∈ F}. (3.18)
If τn is close to n/r then we have from (3.17) the bound
E
[
e−
∫ τn
0
qα(Ls)ds1{τn∈[nr−1(1−ǫ),nr−1(1+ǫ)]}
]
≤ e2ρεn/rE
[
e−
∫ nr−1(1−ǫ)
0
qα(Ls)ds1{τn∈[nr−1(1−ǫ),nr−1(1+ǫ)]}
]
≤ e2ρεn/rE
[
e−
∫ nr−1(1−ǫ)
0
qα(Ls)ds
]
≤ Ce−nr−1(η−ǫ(2̺+η)).
Thereafter, we therefore fix ǫ < η(2̺ + η)−1. Now, if τn is lower than n/r then, using Markov’s
inequality, we have
E
[
e−
∫ τn
0
qα(Ls)ds1{τn<nr−1(1−ǫ)}
]
≤ e̺nr−1(1−ǫ)P
(
τn < nr
−1(1− ǫ)
)
≤ e̺nr−1(1−ǫ)eθnr−1(1−ǫ)E
[
e−θτn
]
≤ exp
(
−n
(
ln
(
1 +
θ
r
)
− (1− ǫ)r−1(̺+ θ)
))
,
for every θ ≥ 0. And finally, if τn is higher than n/r then, using the Cauchy-Schwarz and Markov
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inequalities, we have
E
[
e−
∫ τn
0
qα(Ls)ds1{τn>nr−1(1+ǫ)}
]
≤ E
[
e2̺τn
]1/2
P
(
τn > nr
−1(1 + ǫ)
)1/2
≤ E
[
e2̺τn
]1/2 (
e−θ
′nr−1(1+ǫ)
E
[
eθ
′τn
])1/2
≤ exp
(
−n
2
(
ln
(
1− 2̺
r
)
+ ln
(
1− θ
′
r
)
+
θ′(1 + ǫ)
r
))
,
where θ′ ≥ 0. Note that in the previous inequality, we have supposed that r > 2̺. Let γ ∈ (0, 1), we
set θ = θ′ = γr. We can find a large r and a small γ verifying
ln (1 + γ)− (1− ǫ)γ − (1− ǫ)r−1̺ > 0,
and
ln
(
1− 2̺
r
)
+ ln (1− γ) + γ(1 + ǫ) > 0.
and thus there exist C ′ > 0 and ε > 0 such that
∑
n≥1
E
[
e−
∫ τn
0
qα(Is)ds
]
≤ ∑
n≥1
C ′e−εn < +∞ ,
thus concluding the proof by combining this with (3.16) and (3.17).
Remark 3.3.9. If all Markov processes contract, then the proof simplifies considerably. Indeed, if for
all i ∈ F , one has α(i) ≥ ζ > 0, then one has
∑
n≥1
E
[
e−
∫ τn
0
qα(Ls)ds
]
≤ ∑
n≥1
E
[
e−ζτn
]
≤ ∑
n≥1
(
r
r + ζ
)n
=
r
ζ
<∞ .
3.3.3 The contracting distance
This section is divided in three parts. We introduce the distance d˜ that we will use in Theo-
rem 3.3.6, we build our coupling in such a way that d˜ will be contracting for it, and we finally prove
that it is indeed contracting.
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3.3.3.1 Definition of d˜
Here, we build a distance d˜ : (E×F )×(E×F )→ [0, 1] such that there exist t∗ > 0 and α ∈ (0, 1)
verifying
d˜(x,y) < 1 ⇒ ∀t ≥ t∗, Wd˜(δxPt, δyPt) ≤ αd˜(x,y). (3.19)
where x = (x, i) and y = (y, j) belong to E × F . Since we can say nothing when i 6= j, we will
take d˜(x,y) constant equal to 1 in this case. When i = j we want to use Assumption 3.1.3 to prove a
decay. But it is more useful to “decrease the contraction” of the underlying Markov semigroup. More
precisely, by Jensen inequality, Assumption 3.1.3 gives
Wdq(µP
(i)
t , νP
(i)
t ) ≤ e−qρ(i)tWdq(µ, ν),
for all t ≥ 0, q ∈ (0, 1] and every probability measures µ, ν. Finally, we define d˜ by
d˜(x,y) = 1i6=j + 1i=j
(
δ−1dq(x, y) ∧ 1
)
,
where δ > 0 will be determined later. Now, if a coupling (Xt,Yt)t≥0 = ((Xt, It), (Yt, Jt))t≥0 starting
from (x,y), verifies d˜(x,y) < 1, then I0 = J0 = i = j. So, we will try to build our coupling in such
a way that I and J remain equal for as long as possible. More precisely, if we set
T = inf{s ≥ 0 | Is 6= Js}, (3.20)
then we will prove that there existsK > 0 and a choice of coupling such that
P(T <∞) ≤ Kd(x, y).
3.3.3.2 Construction of our coupling
Here, we fix x = (x, i), y = (y, j) in E and we let t > 0. Let r ≥ 0 and (Nt)t≥0 be a Poisson
process of intensity r with Nt =
∑
n≥0 1{τn≤t} and τn =
∑n
k=1Ek for a family (Ek)k≥0 of i.i.d.
exponential variables as before and τ0 = 0. We assume that r ≥ 2a¯, i.e. that is r is bigger than the
jump rates of I or J . As in the proof of Lemma 3.3.8 and Theorem 3.1.4, we give the construction of
our coupling (X,Y) at the jump times ofN . Let n ∈ {0, .., Nt}, we consider the following dynamics:
– If Iτn 6= Jτn then Xs and Ys evolve independently for every s ∈ [τn, τn+1 ∧ t).
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– If Iτn = Jτn then by Assumption 3.1.3, we can couple X and Y in such a way that
E
[
d(Xτn+1∧t, Yτn+1∧t) | Gτn
]
≤ e−ρ(Iτn )(τn+1∧t−τn)d(Xτn , Yτn),
where Gn = σ{(Xτn ,Yτn), (τk)k≥0}.
At the jump times of N the situation is different since I or J may jump. We will optimise the chance
that I and J jump simultaneously. For each n ∈ N∗, we cut [0, 1] in four parts In0 , In1 , In2 , In3 in such a
way that
λ(In0 ) =
1
r
∑
j∈F
(a(Xτn−, Iτn , j)− a(Yτn−, Iτn , j))+ ,
λ(In1 ) =
1
r
∑
j∈F
(a(Yτn−, Iτn , j)− a(Xτn−, Iτn , j))+ ,
λ(In2 ) =
1
r
∑
j∈F
a(Xτn−, Iτn , j) ∧ a(Yτn−, Iτn , j),
λ(In3 ) = 1−
1
r
∑
j∈F
a(Xτn−, Iτn , j) ∨
∑
j∈F
a(Yτn−, Iτn , j),
where λ is the Lebesgue measure and (x)+ = max(x, 0). Let (Un)n≥0 be a sequence of i.i.d. random
variables uniformly distributed on [0, 1], we couple I and J at the jump times as follows:
– For Un ∈ In0 , I jumps, but J does not jump.
– For Un ∈ In1 , J jumps, but I does not jump.
– For Un ∈ In2 , I and J both jump simultaneously to the same location.
– For Un ∈ In3 , I and J both stay in place.
The second components, X and Y , do not jump. Finally, we also couple X and Y with a continuous
Markov chain L which only depend to U and N and which verifies
∀t ≥ 0, ρ(It) ≥ α(Lt).
This Markov chain L is constructed as in the proof of Lemma 3.3.8.
Remark 3.3.10. This coupling is not quite Markovian since, between times τn and τn+1, it already
uses information about the pair (Xt, Yt) at time τn+1. However, in many situations to which our
results apply there exists a Markovian coupling with generator L(i) which minimises the Wasserstein
distance for each of the underlying processes. In this case, we can make our coupling Markovian with
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generator
Lf(x,y, n) = L(i)f(x,y, n) +
∑
k∈F
(a(x, i, k)− a(y, j, k))+ f((x, k),y, n+ 1)
+
∑
k∈F
(a(y, j, k)− a(x, i, k))+ f(x, (y, k), n+ 1)
+
∑
k∈F
a(x, i, k) ∧ a(y, j, k)f((x, k), (y, k), n+ 1)
+
(
r −∑
k∈F
a(x, i, k) ∨ a(y, j, k)
)
f(x,y, n+ 1)− rf(x,y, n).
3.3.3.3 The distance d˜ is contracting for P
In this subsection, we show that the distance d˜ defined above is indeed contracting for the coupling
constructed in the previous subsection. This is formulated in the following result.
Lemma 3.3.11. Let (Xt,Yt)t≥0 be the coupling of the previous section. Under the assumptions of
Theorem 3.3.2, we can choose r and δ in such a way that
∀t ≥ t∗, E
[
d˜(Xt,Yt)
]
≤ γd˜(x,y),
for some γ ∈ (0, 1) and t∗ > 0, and all x,y ∈ E × F verifying d˜(x,y) < 1.
Proof. Recall that since d˜(x,y) < 1 one has I0 = J0 and that T , defined in (3.20), denotes the first
time of separation of I and J . Using Lemma 3.2.6, there exist q ∈ (0, 1] and C, η > 0 such that
E
[
d˜(Xt,Yt)
]
≤ E
[
1{T=∞}
1
δ
dq(Xt, Yt) + 1{T<+∞}
]
≤ 1
δ
E
[
e−
∫ t
0
qα(Ls)ds
]
E[dq(x, y)] + P (T < +∞) .
≤ Ce−ηtd˜(x,y) + P (T < +∞) .
Here, we have used the fact that
E
[
1{T=∞}dq(Xt, Yt)
]
≤ E
[
1{T≥τNt}e
−qα(LτNt )(t−τNt )dq(XτNt , YτNt )
]
≤ E
[
1{T≥τNt}e
−qα(LτNt )(t−τNt )E
[
dq(XτNt , YτNt ) | Gn
]]
≤ E
[
1{T≥τNt−1}e
−
∫ t
τNt−1
qα(Ls)ds
dq(XτNt−1 , YτNt−1)
]
≤ E
[
e−
∫ t
0
qα(Ls)ds
]
E[dq(x, y)] .
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It remains to obtain a bound on P (T < +∞). Since I and J can only jump when N jumps, T can be
finite only if it is one of the jump times of N . So, we set
An = {T = τn} = {T ≥ τn and Iτn 6= Jτn}.
By Assumption 3.1.1, we have
P (An) = P ({Un ∈ In0 ∪ In1 ∪ In3 } ∩ {T ≥ τn})
≤ E
[
21{T≥τn}
∑
j∈F |a(Xτn−, Iτn−, j)− a(Yτn−, Iτn−, j)|
r
]
≤ E
[(
21{T≥τn}
∑
j∈F |a(Xτn−, Iτn−, j)− a(Yτn−, Iτn−, j)|
r
)q]
≤ 2
qκq
rq
E [d(Xτn−, Yτn−)
q] ≤ 2
qκq
rq
E
[
e−q
∫ τn
0
α(Ls)ds
]
d(x, y)q.
Hence
P (T <∞) = ∑
n≥1
P (An) ≤ 2
qκq
rq
d(x, y)q
∑
n≥1
E
[
e−q
∫ τn
0
α(Ls)ds
]
.
Now, similarly to the proof of Lemma 3.3.8, if r is large enough then there exist C ′ > 0 and ε > 0
verifying ∑
n≥1
E
[
e−q
∫ τn
0
α(Ls)ds
]
≤ ∑
n≥1
C ′e−εn =: C˜ < +∞.
Combining these bounds, we obtain the estimate
E
[
d˜(Xt,Yt)
]
≤
(
Ce−ηt +
(2κ)qC˜
rq
δ
)
d˜(x,y).
First making δ sufficiently small and then taking t large enough, we thus obtain the announced result.
3.3.4 Bounded sets are d˜-small
Here, we prove that if a set is bounded then it is d˜-small.
Lemma 3.3.12. Under the assumptions of Theorem 3.3.2, if S ⊂ E × F is of bounded diameter in
the sense that
R = sup{d(x, y) | x,y ∈ S} < +∞,
then there exist t∗, t∗ > 0 such that S is d˜-small for Pt, for all t ∈ [t∗, t∗].
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Proof. Let x = (x, i) and y = (y, j) be two different points of S. By the assumptions of Theo-
rem 3.3.2, there exists i0 ∈ F such that ρ(i0) > 0. Let (Xt)t≥0 and (Yt)t≥0 be two independent
processes generated by (3.2) and starting respectively from x and y. Let us denote
τin = inf {t ≥ 0 | It = Jt = i0} and τout = inf {t ≥ τin | It 6= i0 or Jt 6= i0} .
For every b, c > 0 such that b > c, we define
pc,b(x,y) = P (τin < c, τout > b) .
By Assumptions 3.1.1 and 3.1.2, we have pc,b(x,y) > 0. Using the fact that a is bounded, a coupling
argument shows that pc,b is lower bounded by a positive quantity which only depends on i and j. We
then obtain the bound
E
[
d˜(Xt,Yt)
]
≤ E
[
1{τin<c,τout>b}d˜(Xt,Yt)
]
+ 1− pc,b(x,y)
≤ 1− pc,b(x,y)
(
1− δ−1e̺ce−ρ(i0)td(x, y)
)
≤ 1− pc,b(x,y)
(
1− δ−1e̺ce−ρ(i0)tR
)
,
where ̺ was defined in (3.18). There exist c > 0 and t∗ > c such that 1 − δ−1e̺ce−ρ(i0)t∗R > 0.
Since F is finite, we can furthermore bound pc,b from below by the minimum over all i, j ∈ F , and
the result follows for any b > t∗ and t∗ ∈ (t∗, b).
Remark 3.3.13. One can see from this proof that it is not necessary that the jump rates are lower
bounded, as in Assumption 3.1.2. Indeed, we need that, for each i, j ∈ F , the jump times of I are
stochastically smaller than a variable which does not depend of the dynamics of X .
3.3.5 Proofs of Theorem 3.1.5 and Theorem 3.3.2
Lemma 3.2.2 and Lemma 3.3.8 give the existence of a Lyapunov function V = Vx0 , for some
x0 ∈ E, Lemma 3.3.11 shows that d˜ is contracting for P, and Lemma 3.3.12 proves that sublevel sets
of V are d˜-small. So we can use Theorem 3.3.6 to deduce that there exist a probability measure pi
and some constants C, λ, t0 > 0 such that
∀t ≥ t0, Wd˜ (µPt,pi) ≤ Ce−λtWd˜ (µ,pi) ,
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for every probability measure µ on E. In this expression, d˜ is defined by
d˜(x,y) =
√
(1i6=j + 1i=j(1 ∧ dq(x, y)))(1 + dq(x, x0) + dq(y, x0)),
where x = (x, i), y = (y, j) belong to E, x0 is as in Assumption 3.1.3 and q ∈ (0, 1]. Noting that
d ≤ d˜ we find
∀t ≥ t0, Wd (δy0Pt,pi) ≤ Ce−λt
(
1 +
∑
i∈F
∫
E
d(y0, x)
qpi(dx, i)
)
,
and as
∀t ≤ t0, Wd (δy0Pt,pi) ≤ 1,
This ends the proof.
3.4 Two special cases
Here, we give some sufficient conditions allowing to verify our main assumptions in situations
where the underlying processes are deterministic or diffusive. Note that we can find sufficient con-
ditions in [Clo12] for stochastically monotone processes, in [? ] for birth-death processes and in
[Ebe11] for diffusion processes.
3.4.1 The case of diffusion processes
Let us recall that a diffusion process on Rd, d ∈ N∗, is a process generated by
∀x ∈ Rd, Lf(x) =
d∑
i=1
bi(x)∂if(x) +
d∑
i,j=1
(σ(x)σ(x)t)i,j∂i,jf(x), (3.21)
where f is a smooth enough function and b, σ are regular enough, say
∀x, y ∈ Rd, ‖σ(x)− σ(y)‖+ ‖b(x)− b(y)‖ ≤ K‖x− y‖. (3.22)
for someK > 0. In the previous expression, ‖·‖ denotes both the Euclidean norm and the subordinate
norm.
Lemma 3.4.1. Let (Pt)t≥0 be the Markov semigroup generated by (3.21). If (3.22) holds and
∀x, y ∈ Rd, 〈b(x)− b(y), x− y〉 ≤ −α‖x− y‖2,
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for some α ∈ R, then
∀t ≥ 0, W‖·‖(µPt, νPt) ≤ e−αtW‖·‖(µ, ν),
for any probability measures µ and ν.
Proof. Let p > 1. Considering the same Brownian motion for two different solutions (Xt)t≥0 and
(Yt)t≥0 of the SDE starting with different initial measures, we can show that if
p− 1
2
(σ(x)− σ(y))(σ(x)− σ(y))t + 〈b(x)− b(y), x− y〉 ≤ −αp‖x− y‖2 (3.23)
then
∀t ≥ 0, E [‖Xt − Yt‖p] ≤ e−pαptE [‖X0 − Y0‖p] . (3.24)
Now, if u ∈ Rd verifies ‖u‖ = 1 then by (3.22) we have
u(σ(x)− σ(y))(σ(x)− σ(y))tu ≤ ‖u(σ(x)− σ(y))‖‖(σ(x)− σ(y))tu‖
≤ ‖σ(x)− σ(y)‖2
≤ K2‖x− y‖2.
Hence, under our assumptions, the inequality (3.23) is satisfied with
αp = α− p− 1
2
K2.
Taking the limit p→ 1 in (3.24) and the infimum over the starting distribution ends the proof.
Assumptions of Theorem 3.1.7 or Theorem 3.1.8 are satisfied if one of the underlying diffusions
verifies Hörmander’s hypoellipticity assumption. See for instance [Hai11] for an introduction on this
subject.
Remark 3.4.2 (Exponential convergence for an infinite dimensional process). The previous result
gives also the convergence for switching Fokker-Planck processes. Indeed, we can consider that
each underlying Markov process (Z(i)t )t≥0 is deterministic, belongs to the space of smooth density
functions, and verifies
∂tZ
(i)
t (x) =
d∑
k=1
−∂k(bkZ(i)t )(x) +
d∑
k,l=1
∂k,l(σk,lZ
(i)
t )(x)
for all x ∈ Rd, and t ≥ 0. The previous lemma gives a contraction as in Assumption 3.1.3, for each
underlying process, where d is the Wasserstein metric.
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3.4.2 Case of piecewise deterministic Markov processes
Let us assume that each one of the underlying Markov processes is actually deterministic. More
precisely, we consider that E is an open of Rd, d ∈ N∗ and L(i)f = G(i) · ∇f , for every i ∈ F ,
where (G(i))i∈F is a family of vector fields such that the ordinary differential equations x′ = G(i)(x)
have a unique and global solution for any initial condition, for every i ∈ F . Lemma 3.4.1 gives
the assumption in order to apply Theorem 3.1.4 and Theorem 3.1.5. In general, we can not apply
Theorem 3.1.7 or Theorem 3.3.3 but [BH12, BLMZ12b] give a sufficient condition ensuring that X
generates densities:
Assumption 3.4.3 (Hörmander-type bracket conditions). Let G0 = {G(i) − G(j), i 6= j} and for all
k ≥ 0,
Gk+1 = {[G(i), G] | i ∈ F, G ∈ Gk},
where [, ] designs the Lie bracket. We have Gk(x) = {G(x) | G ∈ Gk} = Rd, for every x ∈ E.
In this case our main theorem gives
Theorem 3.4.4. Let us suppose that Assumptions 3.1.1, 3.1.2 and 3.4.3 hold. If one of the two fol-
lowing assumptions is satisfied:
– a(x, i, j) does not depend to x and I is ergodic with an invariant measure ν satisfying
∑
i∈F
ν(i)λ(i) > 0;
– Assumption 3.3.1 holds and ∑
i∈F
ν(i)α(i) > 0,
for some increasing sequence α satisfying α(n) ≤ mini∈Fn λ(i), for all n ≤ n¯.
then there exist a probability measure pi and three constants C, λ, t0 > 0 such that
∀t ≥ t0, dTV (δxPt,pi) ≤ Ce−λt(1 + V (x)),
for every x = (x, i) ∈ E.
Proof. Using [BLMZ12b, Theorem 6.6], we see that compact sets are small forX. Using Lemma 3.2.7
in the first case and Lemma 3.3.8 in the second case, we see that we can apply Theorem 3.2.10.
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3.5 Examples
Here, we give three simple examples to illustrate our results.
3.5.1 The most elementary example
Let us consider the example where X belongs to R and verifies
∀t ≥ 0, ∂tXt = ItXt,
where (It)t≥0 is the continuous time Markov chain, on {−1, 1}, which jumps from 1 to −1 with rate
a1 > 0 and from −1 to 1 with rate a−1 > 0. If a1 > a−1 then Theorems 3.1.4 and 3.1.5 give the
exponential ergodicity of X in the Wasserstein distance. Here, the invariant law is
δ0 ⊗ 1
a−1 + a1
(a1δ−1 + a−1δ1),
and there is clearly no convergence in total variation. Thus, classical Harris’ Theorem does not work
here. Furthermore, the classical law of large number gives
lim
t→+∞Xt =
 0 a.s. , if a1 > a−1,+∞ a.s. , if a1 < a−1.
In particular, there is no convergence when a1 < a−1.
Remark 3.5.1. In our main theorems, we use a Wasserstein distance associated to a distance com-
parable to dq rather than d. We choose this distance because, in general, moments of X can explode
even though X converges in law. For instance, in the above example, one has limt→∞ EXt = ∞ as
soon as a1 < 1. See also [BGM10] for comments on the optimal choice of the parameter q.
3.5.2 Wasserstein contraction of some switching dynamical systems
Let us consider a slight generalisation of the previous example; that isX belongs to R and verifies
∀t ≥ 0, ∂tXt = −a(It)Xt, (3.25)
where (It)t≥0 is a recurrent continuous timeMarkov chain on a finite state space F and a a function
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from F to R. Theorem 3.1.4 gives the exponential-Wasserstein ergodicity under the condition that
∑
i∈F
a(i)ν(i) > 0, (3.26)
where ν is a invariant measure of I . This simple example satisfies a bound like in Assumption 3.1.3.
Indeed we have
Lemma 3.5.2. If (3.25) and (3.26) are satisfied then there is a distance δ on E such that the Wasser-
stein curvature of the semigroup of X is positive, i.e. there exists λ > 0 such that
∀t ≥ 0, Wδ (δxPt, δyPt) ≤ e−λtδ(x,y),
for all x,y ∈ E.
Proof. Firstly, let us give a complement on the conclusion of Lemma 3.2.6. The Markov chain I
satisfies its assumptions and using the results of [BGM10], there exist a function ψ on F , ρ > 0 and
p ∈ (0, 1) verifying
∀t ≥ 0, E
[
ψ(It)e
−
∫ t
0
pa(Is)ds
]
= e−ρtE [ψ(I0)] .
Now let δ be the distance, on E, defined by
∀x,y ∈ E, δ(x,y) = 1{i=j}ψ(i)|x− y|p + 1{i6=j}ψ
ψ
(ψ(i)|x|p + ψ(j)|y|p + 1),
where
ψ = max
k∈F
ψ(k) and ψ = min
k∈F
ψ(k).
Now, using the fact that
∀t ≥ 0, Xt = X0e−
∫ t
0
a(Is)ds,
the proof is straightforward.
3.5.3 Surprising blow-up under exponential ergodicity assumptions
Here we give some comments on [BLMZ12a, Example 1.4], which also illustrate the sharpness
of our criteria. Let us consider E = R2, F = {0, 1}, L(i)f = Ai · ∇f where
A0 =
 −1 3
−1/3 −1
 and A1 =
−1 −1/3
3 −1
 ,
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a(x, 0, 0) = a(x, 1, 1) = 0, and a(x, 1, 0) = a(x, 0, 1) = a > 0, for all x ∈ R2. In short, X is
generated, for all x ∈ R2 and i ∈ {0, 1}, by
Lf(x, i) = Ai · ∇f(x, i) + a (f(x, 1− i)− f(x, i)) . (3.27)
Since a does not depend on its first component, I is a Markov process and it converges exponentially
to
ν =
1
2
δ0 +
1
2
δ1.
For each i ∈ {0, 1}, we have ∂tZ(i)t = AiZ(i)t and thus we easily prove that∥∥∥Z(i)t ∥∥∥
i
≤ e−t
∥∥∥Z(i)0 ∥∥∥i and ∥∥∥Z(i)t ∥∥∥1−i ≤ 3e−t ∥∥∥Z(i)0 ∥∥∥1−i , (3.28)
for every t ≥ 0, where the norms ‖ · ‖0 and ‖ · ‖1 are defined by
∀u = (u1, u2) ∈ R2, ‖u‖0 =
√
(u1/3)2 + u22 and ‖u‖1 =
√
u21 + (u2/3)
2.
Thus each flow i ∈ {0, 1} contracts, with the norm ‖ · ‖i, and converges geometrically, with the norm
‖ · ‖1−i, to the same limit. Nevertheless, if a is large enough then [BLMZ12a, Example 1.4] shows
that
lim
t→+∞ ‖Xt‖ = +∞.
In particular, the conclusion of Theorem 3.1.4 is not satisfied. This illustrates the fact that assuming
that each underlying dynamics converges geometrically is not sufficient in general to guarantee the
convergence ofX . Moreover, this shows that it is essential in Theorem 3.1.4 to measure the constants
ρ(i) with respect to the same distance for every i. Note that the Wasserstein curvature of Z(i), with
respect to ‖ · ‖1−i, is negative and given by −37/3.
3.5.4 Non-convergence when I is recurrent but not positive recurrent
A last example is the following: the process X verifies
∀t ≥ 0, dXt = −(Xt − aIt)dt,
where (an)n≥0 is a bounded real sequence and I is an irreducible and recurrent continuous time
Markov chain which is not positive recurrent. It is easy to see that the sequence of laws of (Xt)t≥0 is
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tight and we can hope that there exists a probability measure π verifying
lim
t→+∞E [f(Xt)] =
∫
fdπ,
for every continuous and bounded function f and any starting distribution. But in general, this is
false. To illustrate it, let us consider the case when I is the classical continuous-time random walk on
N reflected at 0. Namely, I is generated by
Jf(i) =
1
2
f(i+ 1) +
1
2
f(i− 1)− f(i).
if i 6= 0 and
Jf(0) = f(1)− f(0).
The sequence a on the other hand is defined recursively by:
an+1 =
 an if n /∈ {2
k | k ∈ N},
−an if n ∈ {2k | k ∈ N}.
In this case, the central limit theorem gives that It ≈
√
t and so, for very large times, I and a do not
switch on the same time scale. As a matter of fact, the process aIt stays constant during longer and
longer stretches of time. It is then possible to find two sequences of deterministic times (tn)n≥0 and
(sn)n≥0, both converging to infinity, and such that
lim
n→+∞E [f(Xtn)] = f(0) and limn→+∞E [f(Xsn)] = f(1).
Thus this process exhibits ageing and is not exponentially stable, even though there exists C > 0,
such that for any two starting points x = (x, i) and y = (y, j), we have
∀t ≥ 0, Wd0(δxPt, δyPt) ≤
C√
t
|i− j|,
where d0(x,y) = 1i=j‖x− y‖ ∧ 1 + 1i6=j .
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Deuxième partie
Comportement asymptotique de populations
structurées
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Chapitre 4
De l’équation de Schrödinger aux formules
many-to-one
4.1 Introduction
Avant de présenter nos résultats sur des processus avec branchement, il nous a paru intéressant
de mettre en avant une technique récurrente dans nos articles : la h−transformée de Doob. Elle a
été introduite pour la première fois par celui-ci en 1957 dans [Doo57]. Cette transformation, de type
Girsanov, permet d’interpréter un semigroupe de type Feynman-Kac en un semigroupe de Markov,
sous condition de connaître une fonction harmonique h. Elle intervient dans beaucoup de domaines
d’applications des probabilités. Nous nous en servons dans trois différents contextes dans les chapitres
2, 3 et la partie II. Le but de ce chapitre introductif est de mettre en relief où elle intervient dans nos
différents résultats et d’introduire les formules many-to-one. Ces formules, liées aux processus avec
branchement, nous disent que le comportement moyen d’une population de particules ne se résume
qu’à l’étude d’une seule particule au comportement biaisé. Cette formule est une généralisation de la
formule de Wald, dans le cas où les variables ont une dépendance de type branchement. Rappelons
que ce résultat élémentaire nous dit que si (Xn)n≥0 est une suite de variables aléatoires i.i.d. et N un
nombre aléatoire sur N∗ indépendant de cette suite alors
1
E [N ]
E
[
N∑
n=1
f(Xn)
]
= E [f(X1)] ,
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pour toute fonction positive f . L’utilisation des h−transformée pour l’étude des processus de branche-
ment date approximativement de la fin des années 80, mais ces formules sont actuellement à la mode
dans l’étude des processus branchants [BDMT11, EHK10] et des superprocessus [EW06, Eng09].
Dans le chapitre 5, nous commençons par généraliser ces formules dans le contexte qui nous intéresse
puis nous démontrons des théorèmes de convergence à l’aide de celles-ci. Dans le chapitre 6, nous
étudions un cas particulier du modèle introduit dans le chapitre 5. Dans la section qui suit, nous intro-
duisons plus précisément cette transformation et explicitons exactement là ou elle intervient dans les
différents chapitres. Ensuite, dans la section 4.3, nous introduisons deux exemples simples de modèle
de croissance-fragmentation. Ces modèles nous permettront d’introduire simplement les résultats des
chapitres 5 et 6.
4.2 Formule de Feynman-Kac et h−transformée
Soit (Pt)t≥0 un semigroupe de Markov, sur un espace polonais E, généré par un opérateur L ;
c’est-à-dire que
∀t ≥ 0, ∂tPt = LPt = PtL.
S’il existe une fonction harmonique h, c’est-à-dire que
Lh = 0,
qui est strictement positive, alors il est facile de voir que (Pth)t≥0 est une application constante et la
famille d’opérateurs (P ht )t≥0, définie par
∀t ≥ 0, P ht f =
Pt(fh)
Pth
,
pour toute fonction positive f , est un semigroupe de Markov. La fonction h est appelée état fonda-
mental, ou ground state, et le nouveau semigroupe est appelée h−transformée de P . Remarquons
que la propriété de Markov nous donne que si (Xt)t≥0 est un processus de Markov, généré par L,
alors (h(Xt))t≥0 est une martingale. Illustrons maintenant un peu plus précisément le lien entre cette
transformation et l’équation de Schrödinger. Soit V une application régulière et (St)t≥0 la famille
d’opérateurs, définie pour toute fonction positive f et t ≥ 0 par
Stf(x) = E
[
f(Xt)e
∫ t
0
V (Xs)ds | X0 = x
]
.
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Si V est non nul alors (St)t≥0 n’est pas un semigroupe de Markov. On dit parfois que c’est un semi-
groupe de Feynman-Kac. Lorsque V ≤ 0, on parle aussi de semigroupe sous-markovien. En utilisant
la formule d’Itô-Dynkin, on montre facilement que, pour toute fonction f suffisamment régulière, on
a
∀t ≥ 0, ∂tStf = (L+ V )Stf = St(L+ V )f.
C’est-à-dire que S est solution d’une équation de type Schrödinger. Supposons qu’il existe une fonc-
tion ψ > 0 suffisamment régulière et un nombre réel λ tel que
(L+ V )ψ = λψ. (4.1)
Sous cette condition, la fonction h : (x, t) 7→ e−λtψ(x) est harmonique pour l’opérateur L+ V + ∂t,
défini sur E × R+, et il existe un semigroupe de Markov (Qt)t≥0 tel que
Stf = e
λtψ ×Qt
(
f
ψ
)
. (4.2)
Ce semigroupe est généré par Aψ, défini pour toute fonction régulière f par
Aψf =
L(fψ)− fLψ
ψ
.
Dans la suite de cette section, nous décrivons comment nous nous servons de cette transformation
dans cette thèse.
4.2.1 Processus de diffusion de Kolmogorov-Langevin
Soit (Xt)t≥0 le processus, sur R, solution de
∀t ≥ 0, dXt =
√
2dBt − q′(Xs)ds,
où (Bt)t≥0 est un mouvement brownien standard et q une application régulière vérifiant∫
R
e−q(x)dx < +∞.
Dans le chapitre 2, on a montré que, si (Pt)t≥0 désigne le semigroupe de X , alors on a
∇Ptf(x) = E
[
f ′(Xt)e
−
∫ t
0
q′′(Xs)ds | X0 = x
]
,
111
De l’équation de Schrödinger aux formules many-to-one
pour toute fonction positive f et x ∈ R. Si on suppose que
lim
t→+∞ q
′′(x) = +∞,
alors il est connu qu’il existe une fonction suffisamment régulière et strictement positive ψ et λ > 0
tel que
ψ′′ − q′ψ′ − q′′ψ = −λψ. (4.3)
Voir [BS83, HS96, RS78, Pin95] par exemple. Utilisant une h−transformée, on peut donc montrer
que
∇Ptf = e−λtψQt
(
f
ψ
)
,
et que donc, δxPt converge vers son équilibre, en distance de Wasserstein, exponentiellement vite
à taux λ. Maintenant, un calcul rapide montre que si ψ vérifie (4.3) alors x 7→ eq(x)ψ(−x) est un
vecteur propre du générateur de X . On en déduit donc que la convergence en Wasserstein se déroule
à la même vitesse que celle donnée par le trou spectral. Les détails sont donnés dans le chapitre 2
4.2.2 Processus de Markov modulé
Les preuves du chapitre 3 reposent essentiellement sur le lemme suivant
Lemme 4.2.1 (Exponentielle des fonctionnelles additives des processus de Markov ergodiques). Sup-
posons que I est une chaîne de Markov récurrente, sur un espace fini F , avec comme mesure inva-
riante ν, et α une fonction sur F vérifiant
∑
i∈F
α(i)ν(i) > 0,
alors il existe q ∈ (0, 1], C, λ > 0 tel que
∀t ≥ 0, E
[
e−
∫ t
0
qα(Is)ds
]
≤ Ce−λt
La démonstration de ce lemme repose sur une h−transformée. En effet, l’espace d’état de I étant
fini, et I étant irréductible, le théorème de Perron-Frobenius nous donne, pour tout q > 0, l’existence
d’un couple d’éléments propres (λq, ψq), tel que ψq est strictement positive, associé au problème
(Q− qα)ψq = −λqψq,
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où Q est le générateur de I . En particulier, on a λ0 = 0 et ψ0 = 1. En intégrant, on trouve
−q∑
i∈F
α(i)ψq(i)ν(i) = −λq
∑
i∈F
ψq(i)ν(i),
puis en dérivant par rapport à q,
∑
i∈F
(α(i)ψq(i) + qα(i)∂qψq(i))ν(i) =
∑
i∈F
(∂qλqψq(i) + λq∂qψq(i))ν(i).
Maintenant, on prend q = 0 pour trouver que
∂qλq =
∑
i∈F
α(i)ν(i) > 0.
En particulier, q 7→ λq est croissante prés de l’origine et si q est proche de 0 alors λq > 0. Finalement,
pour tout t ≥ 0, on a
minψq
maxψq
e−λqt ≤ E
[
e−
∫ t
0
qα(Is)ds
]
≤ maxψq
minψq
e−λqt.
4.2.3 Formule many-to-one
Beaucoup d’auteurs ont utilisé des h−transformée dans l’étude des processus de branchement.
Beaucoup de références sont données dans l’introduction de l’article [BDMT11] par exemple. Dans
mes recherches, j’ai étudié des processus en temps continu indexés par un arbre discret comme dans
[Ber06, EHK10]. Dans ce contexte, cette transformation est appelée fragment marqué, décompo-
sition en épine ou formule many-to-one. Montrons plus précisément comment cette transformation
intervient dans notre modèle. Supposons que
– les particules se déplacent suivant un générateur de Markov G, sur un espace d’état E ;
– les particules se divisent à taux r, en un nombre aléatoire distribué suivant une loi (pk)k∈N ;
– conditionnellement à avoir k enfants, les nouvelles particules sont données par (F (k)j (x,Θ))1≤j≤k,
où x est la position de la particule mère, Θ est une variable aléatoire de loi uniforme sur [0, 1],
et (F (k)j )j,k une famille de fonctions mesurables.
Dans ce cas, on peut montrer que la mesure empirique (Zt)t≥0, représentant la population, vérifie
∂tZt(f) = ∂t
∫
E
f(x)Zt(dx) =
∫
E
Gf(x)Zt(dx) = Zt(Gf),
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pour toute fonction suffisamment régulière f , où G est un opérateur décrit par
Gf(x) = Gf(x) + r(x)
∑
k≥0
pk
k∑
j=1
∫ 1
0
f(F
(k)
j (x, θ))dθ − r(x)f(x),
pour toute fonction dans le domaine de G. Par exemple, dans le cas particulier d’un mouvement
brownien, se divisant à taux r, en 2 particules, se situant à la même place que leur mère, cet opérateur
se réduit à ∆ + r. De manière général, il est facile de voir que cet opérateur s’écrit sous la forme
d’un opérateur de type Feynman-Kac. Pour pouvoir utiliser une h−transformée, il faut donc avoir
l’existence d’un vecteur propre positif. Pour l’exemple des processus de fragmentation [Ber06], on
voit que les monômes sont des fonctions propres. Pour le cas des diffusions branchantes, on utilise
les résultats classiques sur l’équation de Schrödinger [HS96, Pin95, RS78]. Dans le cas général, G est
un opérateur intégro-différentiel et il est difficile de trouver des résultats sur l’existence d’éléments
propres. Notons tout de même que lorsque r est constant, on a
G1 = r
∑
k≥0
pk(k − 1),
et donc x 7→ 1 est un vecteur propre. On retrouve en particulier que
E [Nt] = e
tr
∑
k≥0
pk(k−1),
où Nt est le nombre de particules au temps t ≥ 0. Ce résultat est bien connu car N est un processus
de branchement [AN04]. Dans notre cadre, nous avons utilisé des résultats récents de [Per07, DG09,
BCnG12] pour l’existence d’éléments propres.
4.3 Deux exemples simples de population structurée en taille
Dans cette section, nous décrivons deux exemples simples pour mettre en avant les techniques
utilisées dans cette partie. Nous allons supposer que la croissance entre les divisions est déterministe :
la taille X de chaque particule est solution de
Xt = g(Xt)dt,
où g sera la fonction donnée par g : x 7→ µx, µ ∈ R, ou g : x 7→ 1 est constante. On supposera que le
taux de division est constant et que la division est dyadique. Nous supposerons aussi que la taille des
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enfants vaut la moitié de la position du parent. Dans ce cas, G est donné par
Gf(x) = g(x)f ′(x) + r
(
2f
(
x
2
)
− f(x)
)
.
Avant de rentrer dans les détails, remarquons que le nombre d’individus Nt, au temps t ≥ 0, ne
dépend pas de la dynamique induite par g. Ce processus est appelée processus de Yule. En utilisant
les propriétés élémentaires des lois exponentielles, on peut montrer que Nt suit une loi géométrique
de paramètre e−rt et que Nte−rt converge, presque sûrement et dans L2, lorsque t → +∞, vers une
variable aléatoireW de loi exponentielle de paramètre 1.
4.3.1 Notations
Ici on rappelle rapidement les notations standards que nous allons utiliser. Pour tenir compte de la
généalogie, chaque individu sera étiqueté par un élément
u ∈ T = ⋃
n≥0
{0, 1}n,
avec {0, 1}0 = {∅}. Le label ∅ est attribué au premier individu, et pour un individu u = (u1, ..., un) ∈
T, ses enfants sont labellisés par u1 = (u1, ..., un, 1) et u2 = (u1, ..., un, 2). La position de la cellule
u est donnée par Xu, sa date de naissance par b(u) et sa date de mort par d(u). La variable aléatoire
d(u)− b(u) est distribuée selon une variable aléatoire de loi exponentielle de paramètre r. On note Vt
l’ensemble des cellules en vie au temps t :
Vt = {u ∈ T | b(u) ≤ t < d(u)}.
4.3.2 Croissance linéaire : g = 1
Commençons par le cas ou g est constante égale à 1. Cet exemple simple va nous permettre de
comprendre les résultats du chapitre 5. En utilisant le fait que G est un opérateur de type Schrödinger
et que les fonctions constantes sont vecteurs propres, on montre facilement le lemme suivant
Lemme 4.3.1 (formule many-to-one). Pour toute fonction positive f , on a
∀t ≥ 0, 1
E [Nt]
E
∑
u∈Vt
f(Xut )
 = E [f(Yt)] ,
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où Y est un processus de Markov généré par
Af(x) = f ′(x) + 2r
(
f
(
x
2
)
− f(x)
)
.
On voit apparaître un phénomène de biais contre-intuitif. Le taux de saut de Y est deux fois
plus grand que le taux de division. Ce biais par la taille peut s’expliquer de la manière suivante :
le processus Y représente une cellule choisie uniformément au hasard, mais les individus les plus
présents dans la population sont ceux issus d’une famille nombreuse, c’est-à-dire pour lesquelles les
parents se sont divisés assez vite, donc Y a plus de chance d’être issu de parents qui se sont beaucoup
divisés. Dans [BDMT11], la preuve de ce lemme est différente de la notre. Donnons la rapidement.
Preuve du lemme 4.3.1 via la méthode de [BDMT11] . Pour u = (u1, .., un) ∈ T, on note |u| = n.
On a
E
∑
u∈Vt
f(Xut )
 = ∑
u∈T
∑
q≥0
1|u|=qE
[
1{b(u)≤t<d(u)}f(Xut )
]
.
Maintenant, si |u| = n alorsXut est une fonction déterministe des temps de division ; c’est-à-dire que
Xut = Φ(t, τ1, ..., τn),
où τ1 = b(u1)− b(∅), ..., τn = b(un)− b(un−1), pour une certaine fonction Φ. On peut donc calculer
la somme de façon explicite ; plus précisément,
E
∑
u∈Vt
f(Xut )
 =∑
u∈T
∑
q≥0
1|u|=qE
[
1{b(u)≤t<d(u)}f(Φ(t, τ1, ..., τq))
]
=
∑
u∈T
∑
q≥0
1|u|=q
∫
R
q+1
+
rq+1e−r
∑q+1
1
ti
1{
∑q
1
ti≤t<
∑q+1
1
ti}f(Φ(t, t1, ..., tq))dt1...dtq+1
=
∑
q≥0
∑
u∈T
1|u|=q
∫
R
q
+
rqe−rt1{
∑q
1
ti≤t}f(Φ(t, t1, ..., tq))dt1...dtq
=
∑
q≥0
∫
R
q
+
(2r)qe−rt1{
∑q
1
ti≤t}f(Φ(t, t1, ..., tq))dt1...dtq
=ert
∑
q≥0
∫
R
q
+
(2r)qe−2rt1{
∑q
1
ti≤t}f(Φ(t, t1, ..., tq))dt1...dtq
=ertE [f(Yt)] .
On conclut la preuve en utilisant le fait que E[Nt] = ert.
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Lorsque r n’est pas constant, cette démonstration ne marche pas au contraire de la démonstration
utilisant une h−transformée. Par exemple si r(x) = x alors ψ : x 7→ x + 1 est vecteur propre et on
peut démontrer la formule many-to-one à poids suivante
1
E [
∑
u∈Vt(1 +X
u
t )]
E
∑
u∈Vt
f(Xut )(1 +X
u
t )
 = E [f(Yt)] ,
où Y est généré par
Af(x) = f ′(x) +
x(x+ 2)
(x+ 1)
(
f
(
x
2
)
− f(x)
)
.
On remarque que le biais est différent. Lorsque r n’est pas constant le biais n’est pas seulement
présent dans le taux de saut. Le mouvement entre les sauts peut aussi être biaisé. Lorsque r varie, on
va montrer, dans le prochain chapitre, le théorème suivant :
Théorème 4.3.2 (Loi des grands nombres). Si r est continu, 0 < r < r¯ et r = r¯ hors d’un compact
alors il existe une mesure π tel que
lim
t→+∞
1
Nt
∑
u∈Vt
g(Xut ) =
∫
gdπ,
en probabilité, pour toute fonction continue et bornée g.
Notons que lorsque r est constant, la mesure π est explicite. La démonstration est basée sur le
lemme précédent et une sorte de propagation du chaos. C’est-à-dire que si le nombre de particules est
grand alors elles sont presque indépendantes.
Remarque 4.3.3 (Unicité des vecteurs propres). Notons que sous les hypothèses du théorème précé-
dent, l’opérateur G admet un unique vecteur propre positif, à multiplication par une constante prés.
4.3.3 Croissance exponentielle : g(x) = µx
Lorsque g(x) = µx, le générateur G admet une infinité de vecteurs propres positifs. En effet,
comme les processus de fragmentation, cet opérateur admet les monômes x 7→ xα, α ≥ 0, comme
vecteurs propres. Cependant les valeurs propres ne suivent pas le même comportement que dans le
cas des processus de fragmentation. En utilisant cette famille de vecteurs propres, on a une famille de
martingales. Puis en utilisant des inégalités du type
max
u∈Vt
(Xut )
α ≤ ∑
u∈Vt
(Xut )
α
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ou
max
u∈Vt
(Xut )
α ≥
∑
u∈Vt(X
u
t )
β∑
u∈Vt , (X
u
t )β−α
pour tout β ≥ α ≥ 0, on trouve le comportement de la taille de la plus grande cellule dans le chapitre
6.
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Chapter 5
Limit theorems for some branching
measure-valued processes
5.1 Introduction
In this work, we study the evolution of a Markov process indexed by a tree in continuous time.
The tree can represent a population of cells, polymers or particles. On this population, we consider
the evolution of an individual characteristic. This characteristic can represent the size, the age or the
rate of a nutriment. During the life of an individual, its characteristic evolves according to an under-
lying Markov process. At non-homogeneous time, the individuals die and divide. When one divides,
the characteristics of the offspring depend on those and their number. This model was studied in
[ABBS11, BDMT11, BT11, Ber06, EHK10, HW96]. Here, we study the asymptotic behaviour of the
empirical measure which describes the population. Following [BDMT11], we begin to prove a many-
to-one formula (or spinal decomposition, tagged fragment ...) and then deduce its long time behaviour.
This formula looks like the Wald formula and reduces the problem to the study of a "typical" indi-
vidual. Closely related, we can find a limit theorem in discrete time in [DM10], in continuous time
with a continuous population in [EW06] and for a space-structured population model in [EHK10].
Our approach is closer to [BDMT11] and extends their law of large number to a variable rate of divi-
sion. This extension is essential in application [BT11]. In our model, the population is discrete. It is
the microscopic version of some deterministic equations studied in [LP09, Per07, PR05]. Following
[FM04, Tra06], we scale our empirical measure and prove that these P.D.E. are macroscopic versions
of our model. Before expressing our main results, we begin by giving some notations. If we start with
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one individual then we will use the Ulam-Harris-Neveu notation [BDMT11]:
– the first individual is labelled by ∅;
– when the individual u divides, then his K descendants are labelled by u1, ..., uK;
– we denote by T the random set of individuals which are dead, alive or will be alive;
– it is a subset of U = ∪m≥0 (N∗)m, where N = {0, 1, ...} and (N∗)0 = {∅};
– we denote by Vt the set of individuals which are alive at time t;
– for each u ∈ T, α(u) and β(u) denote respectively the birth and the death date of the individual
u;
– we denote by Nt the number of individuals alive at time t;
– for each u ∈ T and t ∈ [α(u), β(u)), the characteristic of the individual u is denoted by Xut .
The dynamics of our model is then as follows.
– The characteristic of the first individual, (X∅t )t∈[0,β(∅)) is distributed according to an underlying
càdlàg strongMarkov process (Xt)t≥0. For sake of simplicity, we will assume thatX = (Xt)t≥0
is a Feller process, takes values in an open subset E of Rd and is generated by
Gf(x) = b(x) · ∇f(x) + σ∆f(x), (5.1)
for every f ∈ C2c (E), where d ∈ N∗, b : Rd → Rd is a C∞ function and σ ∈ R+. Here, C2c (E)
is the set of C2 functions with compact support.
– The death time β(∅) of the first individual verifies
P
(
β(∅) > t | X∅s , s ≤ t
)
=
∫ t
0
r(X∅s )ds,
where r is a non negative, measurable and locally bounded function. Notice that α(∅) = 0.
– At time β(∅), the first individual splits into a random number of children given by an indepen-
dent random variableK of law (pk)k∈N∗ . We have α(0) = ... = α(K − 1) = β(∅).
– We assume that the mean offspring number, which is defined by m : x 7→ ∑k≥0 kpk(x), is
locally bounded on E.
– The characteristics of the new individuals are given by (F (K)j (X
∅
β(∅)−,Θ))1≤j≤K , where Θ is a
uniform variable on [0, 1]. The sequence (F (k)j )j≤k,k∈N∗ is supposed to be a family of measur-
able functions.
– Finally, the children evolve independently from each other like the first individual.
The last point is the branching property. To obtain a limit theorem, we follow the approach of
[BDMT11]. In this paper, the cell’s death rate r and the law of the number of descendants (pk)k≥1 are
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constant. A many-to-one formula is proved: for every continuous and bounded function f , we have
1
E[Nt]
E
∑
u∈Vt
f(Xut )
 = E[f(Yt)], (5.2)
where Y is generated, for any f ∈ C2c (E) and x ∈ E, by
A0f(x) = Gf(x) + rm
∑
k≥1
kpk
m
∫ 1
0
1
k
k∑
j=1
f(F
(k)
j (x, θ))− f(x)
 dθ. (5.3)
This process evolves as X , until it jumps, at an exponential time with mean 1/rm. We observe that
r is not the jump rate of the auxiliary process. There is a biased phenomenon. It is described in
[BDMT11, HW96] and their references. We can interpret it by the fact that the faster the cells divide,
the more descendants they have. That is why a uniformly chosen individual has an accelerated rate
of division. A possible generalisation of (5.2) is a Feynman-Kac formula as in [HW96]: for every
continuous and bounded function f , we have
E
∑
u∈Vt
f(Xut )
 = E [f(Yt)e∫ t0 r(Ys)(m(Ys)−1)ds] ,
where Y is an auxiliary process starting from x0 and generated by (5.3). Using a Poisson point
process, in [BT11], we get also another representation of the empirical measure to prove the extinction
of a parasite population. However, it is difficult to exploit these formulas. Inspired by [EW06, LP09,
Per07, PR05], we follow an alternative approach. In (5.2), Y can be understood as a uniformly chosen
individual. The problem is: if r is not constant then a uniformly chosen individual does not follow
Markovian dynamics. Our solution is to choose this individual with an appropriate weight. This
weight is the eigenvector V of the operator G be defined, for every f ∈ C2c (E) and x ∈ E, by
Gf(x) = Gf(x) + r(x)
∑
k≥0
k∑
j=1
∫ 1
0
f(F
(k)
j (x, θ))dθpk(x)
− f(x)
 .
It is not the generator of a Markov process on E. It is described in the next section. Under some
assumptions, we are able to prove that the following weighted many-to-one formula holds for every
continuous and bounded function f :
1
E[
∑
u∈Vt V (X
u
t )]
E
∑
u∈Vt
f(Xut )V (X
u
t )
 = E[f(Yt)], (5.4)
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where Y is an auxiliary Markov process, starting from x0. It is generated by A = M + J , where M
describes the motion between the jumps and is defined by
Mf(x) =
G(f × V )(x)− f(x)GV (x)
V (x)
= Gf(x) + 2σ
∇V (x).∇f(x)
V (x)
,
and J describes the jump dynamics and is given by
Jf(x) = Λ(x)
∑k∈N∑kj=1 ∫ 10 V
(
F
(k)
j (x, θ)
)
f
(
F
(k)
j (x, θ)
)
dθpk(x)∑
k∈N
∑k
j=1
∫ 1
0 V
(
F
(k)
j (x, θ)
)
dθpk(x)
− f(x)
 ,
where
Λ(x) =
∑
k∈N
k∑
j=1
∫ 1
0
V
(
F
(k)
j (x, θ)
)
dθ pk(x)
× r(x)
V (x)
,
for every f ∈ C2c (E) and x ∈ E. These formulas seem to be complicated but they are very simple
when applied. We also observe a biased phenomenon. But contrary to the previous formulas, the bias
is present in the motion and the branching mechanism. This bias has been already observed in another
context [EW06]. Also note that we do not assume that λ0 is the first eigenvalue. So, it is possible to
have different many-to-one formulas as can be seen in Remark 5.3.8. We can find some criteria for
existence of eigenelements in [BCnG12, DG09, Mic06, Pin95] and theirs references. If Y is ergodic
with invariant measure π then Formula (5.4) gives
lim
t→+∞
1
E [
∑
u∈Vt V (X
u
t )]
E
∑
u∈Vt
f(Xut )V (X
u
t )
 = ∫ f dπ,
for all continuous and bounded function f . We improve this result:
Theorem 5.1.1 (Long time behaviour of the empirical measure). If the following assumptions holds,
– X∅0 is deterministic;
– the system is non explosive; namely Nt < +∞ a.s. for all t ≥ 0;
– there exists (V, λ0) such that GV = λ0V , V > 0 and V is "smooth" (see Assumption 5.3.1);
– Y is a Feller process and is ergodic with invariant measure π;
then for any continuous function g such that:
– there exists C > 0, such that for all x ∈ E, |g(x)| ≤ CV (x);
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– there exists α < λ0, such that E[V 2(Yt)] ≤ Ceαt and
E
 r(Yt)V (Yt)
∫ 1
0
∑
a,b∈N∗
a6=b
∑
k≥max(a,b)
pk(Ys)V
(
F (k)a (Ys, θ)
)
V
(
F
(k)
b (Ys, θ)
)
dθ
 ≤ Ceαt;
then we have
lim
t→+∞ e
−λ0t ∑
u∈Vt
g(Xut ) = W
∫ g
V
dπ,
where W = limt→+∞ e−λ0tV (x0)−1
∑
u∈Vt V (X
u
t ) and the convergences hold in probability. If fur-
thermore V is lower bounded by a positive constant then
lim
t→+∞
1W 6=0
Nt
∑
u∈Vt
g(Xut ) = 1W 6=0
∫ g
V
dπ/
∫ 1
V
dπ in probability .
If r and (pk)k∈N are constant then V ≡ 1 is an eigenvector, and so this theorem generalises
[BDMT11, Theorem 1.1]. On the other hand, our model is microscopic and is a scaled version of
some deterministic models. More precisely, let (Zt)t≥0 be the empirical measure. It is defined, for all
t ≥ 0, by
Zt =
∑
u∈Vt
δXut .
Now, let Z(n) be distributed as Z and let us consider the following scaling X(n) = 1
n
Z(n). We have:
Theorem 5.1.2 (Law of large number for the large population). If the following assumptions hold
– T > 0;
– r is upper bounded;
– there exist k¯ ≥ 0 such that pk ≡ 0 for all k ≥ k¯;
– either E ⊂ R and F (k)j (x, θ) ≤ x for all j ≤ k and θ ∈ [0, 1] or E is compact;
– the equation (5.5) below admits almost one solution.
– The starting distribution X(n)0 converges in distribution to X0 ∈ M(E), embedded with the
weak topology;
– we have
sup
n≥0
E
[
X(n)(E)
]
< +∞.
then X(n) converges in distribution in D([0, T ],M(E)) to X which verifies
∫
E
f(x) Xt(dx) =
∫
E
f(x) X0(dx) +
∫ t
0
∫
E
Gf(x) Xs(dx)ds. (5.5)
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Here, D([0, T ],M(E)) is the space of càd-làg functions embedded with the skohorod topology
[Bil99, JM86]. We observe that if X0 is deterministic then Xt is deterministic for any time t ≥ 0.
The equation (5.5) can be written as
∂tn(t, x) +∇ (b(x)n(t, x)) + r(x)n(t, x) = σ∂xxn(t, x) +
∑
k≥1
k∑
j=1
Kkj (r × pk × n(t, ·)) .
where Xt = n(t, x)dx and Kkj is the adjoint operator of f 7→
∫ 1
0 f(F
(k)
j (x, θ)dθ. This equation was
studied in [LP09, Per07, PR05] and Theorem 5.1.1 is relatively close to their limit theorems. We will
see in the next section that it is also the Kolmogorov equation associated to Z. So, we observe that
X is equal to the mean measure of Z; that is f 7→ E[∫E f(x) Zt(dx)]. This average phenomenon
comes from the branching property. After a branching event, each cell evolves independently from
each other, there is not interaction or mutation. Another reason is the linearity of the operator G. From
the many-to-one formula, we also deduce that, in large population, the empirical measure behaves as
the auxiliary process. The proof is based on the Aldous-Rebolledo criterion [JM86, RC86] and is
inspired by [FM04, MT12, Tra06].
In the end of the paper, these two theorems are applied to some structured population models. Our
main example is a size-structured population. In this example, the size of cells grows linearly and if a
cell dies then it divides to two descendants. Thus, there is motion between the branching events and
discontinuity during division. This model is a branching version of the well known TCP windows
size process [CMP10, GRZ04, LvL08, OKM96]. For this example, we are able to give some explicit
formulas of the invariant distribution, the moments or the rate of convergence. We also prove that, in
large population, the empirical measure behaves according to the deterministic equation (5.5) plus a
Gaussian noise.
Outline. In the next section, we introduce some properties of the empirical measure. In Section
5.3, we focus our interest on the long time behaviour. We prove some many-to-one formulas and
deduce a general limit theorem which implies Theorem 5.1.1. Section 5.4 is devoted to the study of
large populations. In this one, we prove Theorem 5.1.2. Note that Section 5.3 and Section 5.4 are in-
dependent. In Section 5.5, we give our main example, which describes the cell mitosis. Moreover, we
give two theorems for the long time behaviour of our empirical measure in addition to some explicit
formulas. We also give a central limit theorem for asymmetric cell division for the macroscopic limit.
In section 5.6, we finish by two classical examples which are branching diffusions and self-similar
fragmentation.
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5.2 Preliminaries
In this section, we describe a little more the empirical measure (Zt)t≥0. We recall that
∀t ≥ 0, Zt =
∑
u∈Vt
δXut .
It belongs to the space D(R+,M(E)) of càd-làg functions with values in M(E), which is the set of
finite measures on E. Let us add the following notations:
Zt(f) =
∫
E
f(x)Zt(dx) =
∑
u∈Vt
f(Xut ),
for every continuous and bounded function f and
Zt(1 + x
p) =
∫
E
1 + xp Zt(dx) =
∑
u∈Vt
1 + (Xut )
p.
We can describe the dynamics of the population with a stochastic differential equation. LetC2,1c (E,R+)
be the set of functions f : (x, t) 7→ f(x, t) = ft(x) that are C1 in time, with bounded derivative, such
that ft ∈ C2c (E). For any function f belonging to C1,2c (E × R+), we have
Zt(ft) =Z0(f0) +
∫ t
0
∫
E
Gfs(x) + ∂tfs(x)Zs(dx)ds
+
∫ t
0
∑
u∈Vs
√
2σ∂xfs(X
u
s )dB
u
s
+
∫ t
0
∫
U×R+×N∗×[0,1]
[1{u∈Vs−,l≤r(Xus−)}
(
k∑
j=1
fs(F
(k)
j (X
u
s−, θ))− fs(Xus−))] ρ(ds, du, dl, dk, dθ),
where (Bu)u∈U is a family of independent standard Brownian motions and ρ(ds, du, dl, dk, dθ) is
Poisson point process on R+ × U× R+ × N∗ × [0, 1] of intensity
ρ¯(ds, du, dl, dk, dθ) = ds n(du) dl dpk dθ.
It is also independent from the Brownian motions. We have denoted by n(du) the counting measure
on U and ds, dl, dθ are Lebesgue measures. A necessary and sufficient condition for the existence
of our process is the non-explosion of Z:
Assumption 5.2.1 (Non explosion). For all t ≥ 0, Nt < +∞ a.s..
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For instance, we have
Lemma 5.2.2 (Sufficient condition to non explosion). If r ≤ r¯ and pk = 0 for all k ≥ k¯, where
r¯, k¯ > 0, then Assumption 5.2.1 holds. Moreover, for any T > 0, we have
∀t ≤ T, E[Nt] ≤ E[N0] e(k¯−1)r¯T .
Proof. In this case, we can boundNt by a branching process independent of the underlying dynamics.
Lemma 5.2.3 (Semi-martingale Decomposition). If Assumption 5.2.1 holds, then for all bounded
f = (ft)t≥0 ∈ C2,1c (E,R+) and t ≥ 0, we have
Zt(ft) = Z0(f0) + Mt(f) + Vt(f)
where
Vt(f) =
∫ t
0
Zs(Gfs + ∂sfs)ds,
and the bracket of Mt(f) is given by
〈M(f)〉t =
∫ t
0
G(f 2s )(x)− 2fs(x)Gfs(x)Zs(dx)
+
∫
E
r(x)
∫ 1
0
∑
k∈N∗
 k∑
j=1
fs(F
(k)
j (x, θ))− fs(x)
2 pk(x)dθZs(dx)ds
Proof. It is an application of Dynkin and Itô formulas, see for instance [JS03, Lemma 3.68 p .487]
and [IW89, Theorem 5.1, p.67].
We define the mean measure (zt)t≥0, for any continuous and bounded function f on E, by
∀t ≥ 0, zt(f) = E(Zt(f)) = E
∑
u∈Vt
f(Xut )
 .
Corollary 5.2.4 (Evolution equation for the mean measure). Under Assumption 5.2.1, if f ∈ C2c (E)
and t ≥ 0 then we have:
zt(f) = z0(f) +
∫ t
0
zs(Gf) +
∫
E
r(x)
∑
k≥1
k∑
j=1
∫ 1
0
f
(
F
(k)
j (x, θ)
)
dθ pk(x)− f(x) zs(dx)ds.
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The previous equation can be written as
∂tn(t, x) +∇ (b(x)n(t, x)) + r(x)n(t, x) = σ∂xxn(t, x) +
∑
k≥1
k∑
j=1
Kkj (r × pk × n(t, ·)) .
where zt = n(t, x)dx and Kkj is the adjoint of f 7→
∫ 1
0 f(F
(k)
j (x, θ)dθ.
5.3 Long time’s behaviour
Let us recall that
Gf(x) = Gf(x) + r(x)
∑
k≥0
k∑
j=1
∫ 1
0
f(F
(k)
j (x, θ)) dθ pk(x)− f(x)
 ,
for every f ∈ C2c (E) and x ∈ E. In the following, we will prove some formulas which characterise
the mean behaviour of our model. Then we will use them to prove our limit theorems.
5.3.1 Eigenelements and auxiliary process
As said in introduction, the existence of eigenelements is fundamental in our approach. Hence-
forth, we assume the following.
Assumption 5.3.1 (Existence of eigenelements). Assumption 5.2.1 holds, and there exist λ0 > 0 and
a measurable and positive function V such that there exists a sequence (Vn)n≥0 of functions belonging
to C2c (E) verifying, for all x ∈ E,
lim
n→∞Vn(x) = V (x)
lim
n→∞GVn(x) = λ0V (x)
and the mappings x 7→ supn≥0 Vn(x) and x 7→ supn≥0 GVn(x) are integrable with respect to zt, for
every t ≥ 0.
The integrability condition is essentially a consequence that V is an eigenfunction. This can
be proved using a suitable sequence of stopping times. Under this assumption, we introduce the
martingale (Zt(V )e−λ0t)t≥0 which plays an important role in the proof of theorem 5.1.1.
Lemma 5.3.2 (Martingale properties). If Assumption 5.3.1 holds and
z0(V ) < +∞,
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then the process (Zt(V )e−λ0t)t≥0 is a martingale. Moreover, it converges almost surely to a random
variableW .
Proof. First, by corollary 5.2.4 and dominated convergence Theorem, we have
zt(V ) = z0(V ) +
∫ t
0
zs(GV )ds
= z0(V ) + λ0
∫ t
0
zs(V )ds.
Hence for all t ≥ 0, we have zt(V ) = z0(V )eλ0t. Then if Ft = σ{Zs | s ≤ t} then the Markov
properties, applied on Z, gives
E[Zt+s(V )|Fs] = E[Z˜t(V )|Z˜0 = Zs],
where Z˜ is distributed as Z. Then E[Zt+s(V )|Fs] = Zs(V )eλ0t and thus
E[Zt+s(V )e
−λ0(t+s) | Fs] = Zs(V )eλ0s.
Since (Zt(V )e−λ0t)t≥0 is a positive martingale, it converges almost surely.
To have our many-to-one formula, we add the following natural assumption:
Assumption 5.3.3 (Auxiliary process). The generator A, be defined in the introduction, generates a
Feller process.
Lemma 5.3.4 (Weighted many-to-one formula). Under Assumptions 5.3.1 and 5.3.3, if Z0 = δx0 ,
where x0 ∈ E, then we have
1
E [
∑
u∈Vt V (X
u
t )]
E
∑
u∈Vt
V (Xut )f(X
u
t , t)
 = E[f(Yt, t) | Y0 = x0], (5.6)
for any non negative function f on E × R+ and t ≥ 0, where Y is a Markov process generated by A
starting from x0.
Proof. If γt : f 7→ zt(f × V )e−λ0tV (x0)−1 then, for all t ≥ 0 and f ∈ C2,1(E ×R+), we have
∂tγt(f) = zt(G(V f) + V ∂tf − fGV )e−λ0tV (x0)−1 = γt(Af + ∂tf).
Now, by Dynkin formula, the right hand side of (5.6) verifies the same equation. Uniqueness comes
from classical arguments; see [Kol11, Theorem 4.1.2] and [Kol11, Theorem 3.6.6].
128
Limit theorems for some branching measure-valued processes
Remark 5.3.5 (The first characteristic can be random). If Z0 = δX∅0 , where X
∅
0 is random and dis-
tributed according to a probability measure µ, then (5.6) holds, where Y starts form Y0 which is
distributed according to µ.
Remark 5.3.6 (Schrödinger operator and h−transform). The operator G is not a Markov generator.
As we have, for all f ∈ C2c (E),
Gf = Bf − r(m− 1)f,
where B is a Markov generator and G a so-called a Schrödinger operator. Its study is connected to
the Feynman-Kac formula. The key point of our weighted many-to-one formula is an h−transform
(Girsanov type transformation) of the Feynman-Kac semigroup as in [Pin95]. This transformation is
usual in the superprocesses study [EW06].
Remark 5.3.7 (Galton-Watson tree and Malthus parameter). If r and p are constant, then V ≡ 1 is
an eigenvector with respect to the eigenvalue λ0 = r(m− 1), wherem = ∑k≥0 kpk denotes the mean
offspring number. So, Zt(V ) = Nt and the population grows exponentially. This result is already
know for Nt. It is a continuous branching process [AN04, BDMT11]. Furthermore, since Thomas
Malthus (1766-1834) has introduced the following simple model to describe the population evolution:
∂tNt = birth− death = bNt − dNt = λ0Nt =⇒ Nt = eλ0t,
in biology and genetic population study, λ0 is sometimes called the Malthus parameter.
Remark 5.3.8 (Many eigenelements are possible!). In the previous lemmas, λ0 was not required to
be the first eigenvalue. So, it is possible to have different eigenelements and auxiliary processes.
Consider the example of [BT11], where some eigenelements are explicit; that is:
Gf(x) = axf ′(x) + bxf ′′(x),
for every f ∈ C2c (E) and x ∈ E = R+, where a, b are two non-negative numbers. We also consider
that p2 = 2 and for all j ∈ {1, 2},
E[f(F
(2)
j (x,Θ))] = E [f(Hx)] ,
whereH is a symmetric random variable on [0, 1] i.e. H d= 1−H . This example models cell division
with parasite infection. In this case,
Gf(x) = axf ′(x) + bxf ′′(x) + r(x) (2E[f(Hx)]− f(x)) ,
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for every continuous and bounded function f , where a is an eigenvalue of G and V (x) = x is its
eigenvector. So, we should have
E
∑
u∈Vt
Xut f(X
u
t )
 = E[f(Yt)]eatx0,
for every continuous and bounded function f , where Y is a Markov process generated by GY be
defined by
GY f(x) = (ax+ 2b) f
′(x) + bxf ′′(x) + r(x) (2E[Hf(Hx)]− f(x)) ,
for every f ∈ C2c (E) and x ∈ E. We can see a bias in the drift terms and jumps mechanism which
is not observed in [BDMT11, BT11]. When r is affine, we obtain a second formula. Indeed, if
r(x) = cx + d, with c ≥ 0 and d > a (or d > 0 and c = 0) then V1(x) = x(c/(d − a)) + 1 is an
eigenvector with respect to the eigenvalue λ1 = d (⇒ λ1 > λ0 = a). Thus, we should also write
E
∑
u∈Vt
f(Xut )
 e−dt = E [ f(Ut)
τUt + 1
]
(τx0 + 1),
for every continuous and bounded function f , where τ = c
d−a and U is generated by GU be defined,
for every f ∈ C2c (E) and x ∈ E, by
GUf(x) =
(
ax+
2bxτ
τx+ 1
)
f ′(x) + bxf ′′(x) +
r(x)(τx+ 2)
τx+ 1
(
2E[(τHx+ 1)f(Hx)]
τx+ 2
− f(x)
)
.
5.3.2 Many-to-one formulas
In order to compute our limit theorem, we need to control the second moment. As in [BDMT11],
we begin by describing the population over the whole tree. Then we give a many-to-one formula for
forks. Let T be the random set representing cells that have lived at a certain moment. It is defined by
T = {u ∈ U | ∃t > 0, u ∈ Vt}.
Lemmas 5.3.9 and 5.3.10, that follow, are respectively the generalisation of [BDMT11, proposition
3.5] and [BDMT11, proposition 3.9].
Lemma 5.3.9 (Many-to-one formula over the whole tree). Under Assumption 5.3.1, if Z0 = δx0 ,
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where x0 ∈ E, then for any non-negative measurable function f : E × R+ → R, we have
E
∑
u∈T
f
(
Xuβ(u)−, β(u)
) = ∫ +∞
0
E
[
f(Ys, s)
r(Ys)
V (Ys)
]
V (x0)e
λ0sds
Proof. First we have, for all u ∈ U,
E
[
1{u∈T}f
(
Xuβ(u)−, β(u)
)]
= E
[
1{u∈T}
∫ β(u)
α(u)
f(Xus , s)r(X
u
s )ds
]
because
E
[
1{u∈T}
∫ β(u)
α(u)
f(Xus , s)r(X
u
s )ds
]
=E
[
1{u∈T}
∫ +∞
0
∫ τ
α(u)
f(Xus , s)r(X
u
s )ds r(X
u
τ )e
−
∫ τ
α(u)
r(Xut )dt dτ
]
=E
[
1{u∈T}
∫ +∞
α(u)
∫ +∞
s
r(Xuτ )e
−
∫ τ
α(u)
r(Xut )dt dτ f(Xus , s)r(X
u
s )ds
]
=E
[
1{u∈T}
∫ +∞
α(u)
e
−
∫ s
α(u)
r(Xut )dtf(Xus , s)r(X
u
s )ds
]
=E
[
1{u∈T}f
(
Xuβ(u)−, β(u)
)]
.
Thus,
E
[
1{u∈T}f
(
Xuβ(u)−, β(u)
)]
= E
[∫ +∞
0
1{u∈Vs}f(X
u
s , s)r(X
u
s )ds
]
,
and finally,
E
∑
u∈T
f
(
Xuβ(u)−, β(u)
) = ∫ +∞
0
E
∑
u∈Vs
f(Xus , s)r(X
u
s )
 ds
=
∫ +∞
0
E
[
f(Ys, s)
r(Ys)
V (Ys)
]
V (x0)e
λ0sds.
131
Limit theorems for some branching measure-valued processes
If we set g(x, s) = f(x, s)/V (x) then we have:
E
∑
u∈T
g
(
Xuβ(u)−, β(u)
)
V
(
Xuβ(u)−
) = ∫ +∞
0
E [g(Ys, s)r(Ys)]× E[Zs(V )] ds.
This equality means that adding the contributions over all the individuals corresponds to integrating
the contribution of the auxiliary process over the average number of living individuals at time s. Let
(Pt)t≥0 be the semigroup of the auxiliary process; it is defined for any continuous and bounded f by
Ptf(x) = E[f(Yt) | Y0 = x]
Lemma 5.3.10 (Many-to-one formula for forks). Under Assumption 5.3.1, if Z0 = δx0 , where x0 ∈ E,
then for all non-negative and measurable function f, g on E, we have
E
 ∑
u,v∈Vt,u 6=v
f(Xut )V (X
u
t )g(X
v
t )V (X
v
t )

=E[Zt(V )]
2
∫ t
0
1
E[Zs(V )]
E
[
J2(V Pt−sf, V Pt−sg)(Ys)
r(Ys)
V (Ys)
]
ds
where J2 is defined by
J2(f, g)(x) =
∫ 1
0
∑
a 6=b
∑
k≥max(a,b)
pk(x)f
(
F (k)a (x, θ)
)
g
(
F
(k)
b (x, θ)
)
dθ.
The operator J2 describes the starting positions of two siblings picked at random.
Proof. Let u, v ∈ Vt be such that u 6= v, then there exists (w, u˜, v˜) ∈ U3 and a, b ∈ N∗, a 6= b
such that u = wau˜ and v = wbv˜. The cell w is sometimes called the most recent common ancestor
(MRCA). We have
E
 ∑
u,v∈Vt,u 6=v
f(Xut )V (X
u
t )g(X
v
t )V (X
v
t )

=
∑
w∈U
∑
a 6=b
∑
u˜,v˜∈U
E
[
1{u∈Vt}f(X
u
t )V (X
u
t )1{v∈Vt}g(X
v
t )V (X
v
t )
]
,
where u = wau˜ and v = wbv˜ . Let Ft = σ{Zs | s ≤ t}. By the conditional independence between
descendants, we have
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E
 ∑
u,v∈Vt,u 6=v
f(Xut )V (X
u
t )g(X
v
t )V (X
v
t )

=
∑
w∈U
∑
a 6=b
E
E
∑
u˜∈U
1{u∈Vt}f(X
u
t )V (X
u
t )|Fβ(w)
E
∑
v˜∈U
1{v∈Vt}g(X
v
t )V (X
v
t )|Fβ(w)
 .
Therefore, as β(w) is a stopping time, then using the strong Markov property and (5.6), we have
E
 ∑
u,v∈Vt,u 6=v
f(Xut )V (X
u
t )g(X
v
t )V (X
v
t )

=
∑
w∈U
∑
a 6=b
E[1{wa,wb∈T,t≥β(w)}Pt−β(w)f(Xwaβ(w))V (X
wa
β(w))
Pt−β(w)g(Xwbβ(w))V (X
wb
β(w))e
2λ0(t−β(w))]
=E
∑
w∈T
1{t≥β(w)}J2(V Pt−β(w)f, V Pt−β(w)g)(Xwβ(w)−) e
2λ0(t−β(w))

=e2λ0tV (x0)
∫ t
0
E
[
J2(V Pt−sf, V Pt−sg)(Ys)
r(Ys)
V (Ys)
]
e−λ0sds.
5.3.3 Proof of Theorem 5.1.1
In this section, we give the main limit theorem which implies Theorem 5.1.1.
Theorem 5.3.11 (General Condition for the convergence of the empirical measure). Under Assump-
tion 5.3.1, if f is a measurable function defined on E and µ a probability measure such that there
exists a probability measure π, two constants α < λ0 and C > 0, and a measurable function h such
that
1. π(|f |) < +∞ and ∀x ∈ E, limt→+∞ Ptf(x) = π(f),
2. µ(V ) < +∞ and µPt(f 2 × V ) ≤ Ceαt,
3. Pt|f | ≤ h and µPs
(
J2(V h, V h)
r
V
)
≤ Ceαt,
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and Z0 = δX∅0 , where X
∅
0 ∼ µ, then we have
lim
t→+∞
1
E[Zt(V )]
∑
u∈Vt
f(Xut )V (X
u
t ) = W × π(f),
where the convergence holds in probability. If furthermore (Zt(V )e−λ0t)t≥0 is bounded in L2 then the
convergence holds in L2.
Note that the constants and π may depend on f and µ! Also note that λ0 is not assumed to be the
largest eigenvalue.
Proof. As in [BDMT11, Theorem 4.2], we first prove the convergence for f such that π(f) = 0. We
have E[Zt(V )] = µ(V )eλ0t and so
E

 1
E[Zt(V )]
∑
u∈Vt
f(Xut )V (X
u
t )
2
 = E [Zt(f × V )2e−2λ0tµ(V )−2] = At +Bt,
where
At = e
−2λ0tµ(V )−2E
∑
u∈Vt
f 2(Xut )V
2(Xut )
 = e−λ0tµ(V )−1E [f 2(Yt)V (Yt)] ,
and
Bt = e
−2λ0tµ(V )−2E
 ∑
u,v∈Vt, u 6=v
f(Xut )V (X
u
t )f(X
v
t )V (X
v
t )

= µ(V )−1
∫ t
0
E
[
J2(V Pt−sf, V Pt−sf)(Ys)
r(Ys)
V (Ys)
]
e−λ0sds.
From (2), we get limt→+∞At = 0. Since π(f) = 0, from (1), we get limt→ Ptf = 0. Then, by (3)
and Lebesgue’s theorem, we obtain that, for all s ≥ 0 and x ∈ E,
lim
t→+∞ J2(V Pt−sf, V Pt−sf)(x) = 0.
And again by (3) and Lebesgue’s theorem, we obtain that limt→+∞Bt = 0. Now, if π(f) 6= 0 then
we have
Zt(fV )e
−λ0tµ(V )−1−Wπ(f) = Zt ((f − π(f))V ) e−λ0tµ(V )−1+π(f)
(
Zt(V )e
−λ0tµ(V )−1 −W
)
.
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Then, as a consequence of the first part of the proof, the first term of the sum, in the right hand
side, converges to 0 in L2. Moreover, the second term converges to 0 in probability thanks to lemma
5.3.2.
Proof of Theorem 5.1.1. If f = g/V then it is a continuous and bounded function. If h ≡ 1 then
all assumptions of the previous theorem hold and we get the first convergence. Now if V is lower
bounded, we can use the same argument with g = 1 and f = 1/V which is also a continuous and
bounded function.
5.4 Macroscopic approximation
To prove Theorem 5.1.2, we need to use different topologies on M(E). Let (M(E), dv) (resp.
(M(E), dw)) be the set of finite measure when it is embedded with the vague (resp. weak) topology.
These topologies are defined as follow.
lim
n→+∞ dv(Xn, X∞) = 0 ⇐⇒ ∀f ∈ C0, limn→+∞E[f(Xn)] = E[f(X∞)],
lim
n→+∞ dw(Xn, X∞) = 0 ⇐⇒ ∀f ∈ Cb, limn→+∞E[f(Xn)] = E[f(X∞)],
where (Xn)≥1 is a sequence of M(E) and X∞ ∈ M(E). Here, C0 is the set of continuous functions
which vanish at infinity, and Cb is the set of continuous and bounded functions. Let D([0, T ], E) and
C([0, T ], E) be respectively the set of càd-làg functions embedded with the Skohorod topology and
continuous functions embedded with the uniform topology [Bil99].
5.4.1 Proof of Theorem 5.1.2
Let (Z(n))n≥1 be a sequence of random measure-valued distributed as Z. In this section, we
consider the following scaling: X(n) = 1
n
Z(n), and we describe the behaviour of this scaled process
when n goes to infinity.
To understand the behaviour of our model in a large population, we can consider that it starts from
a deterministic probability measure X0, and approach it by the interesting sequence defined by
X
(n)
0 =
1
n
n∑
k=0
δYk ,
where (Yk)k≥1 is a sequence of i.i.d. random variable distributed according to X0. In other words, we
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set
Z
(n)
0 =
n∑
k=0
δYk .
The sequence X(n) converges. Indeed, by the branching property, we have Z(n) d=
∑n
k=0 Z
Yk , where
Z
Yk
t are i.i.d., distributed as Z and starting from Z
Yk
0 = δYk . Henceforth, if f is a continuous and
bounded function then the classical law of large number gives
∀t ≥ 0, lim
n→∞X
(n)
t (f) = E
[
ZY1t (f)
]
a.s.
So by corollary 5.2.4, it implies that X(n) (pointwise) converges to the solution (µt)t≥0 of the follow-
ing integro-differential equation:
µt(f) = µ0(f) +
∫ t
0
µs(Gf) (5.7)
+
∫
E
r(x)
∑
k≥0
pk(x)
∫ 1
0
k∑
j=1
f(F
(k)
j (x, θ))dθ − f(x)µs(dx)ds.
Theorem 5.1.2 gives a stronger convergence.
Lemma 5.4.1 (Semi-martingale decomposition). If Assumption 5.2.1, then for all f ∈ C2c (E) and
t ≥ 0,
X
(n)
t (f) = X
(n)
0 (f) + M
(n)
t (f) + V
(n)
t (f),
where
V
(n)
t (f) =
∫ t
0
∫
E
Gf(x) + r(x)
∫ 1
0
∑
k∈N
k∑
j=1
f(F
(k)
j (x, θ))− f(x)pkdθX(n)s (dx)ds,
and M(n)t (f) is a square-integrable and càdlàg martingale. Its bracket is defined by
〈M(n)(f)〉t = 1
n
∫ t
0
2X(n)s (Gf
2)− 2X(n)s (f ×Gf)
+
∫
E
r(x)
∫ 1
0
∑
k∈N∗
 k∑
j=1
f(F
(k)
j (x, θ))− f(x)
2 pk(x)dθ X(n)s (dx)ds.
Proof. It is a direct consequence of Lemma 5.2.3. Indeed, if L(n) is the generator of X(n) then it
verifies
L
(n)Ff (µ) = ∂tE[Ff (X
(n))|X(n)0 = µ] t=0 = ∂tE[Ff/n(Z(n))|Z(n)0 = nµ] t=0 = LFf/n(nµ),
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where Ff (µ) = F (µ(f)), F, f are two test functions and L is the generator of Z.
Remark 5.4.2 (Non explosion). Let us recall that, by Lemma 5.2.2, if the assumptions of Theorem
5.1.2 hold then Assumption 5.2.1 holds; that is there is no explosion.
Let us denote by L(U) the law of U , for any random variable U .
Lemma 5.4.3. Under the assumptions of Theorem 5.1.2 the sequence (L(X(n)))n≥1 is uniformly tight
in the space of probability measures on D([0, T ], (M(E), dv)).
Proof. We follow the approach of [FM04]. According to [RC86], it is enough to show that, for any
continuous bounded function f , the sequence of laws of X(n)(f) is tight in D([0, T ],R). To prove it,
we will use the Aldous-Rebolledo criterion. Let C∞c be the sef of functions of class C
∞ with finite
support, we set S = C∞c ∪ { 1}, where 1 is the mapping x 7→ 1. We have to prove that, for any
function f ∈ S, we have
1. ∀t ≥ 0,
(
X
(n)
t (f)
)
n≥0 is tight;
2. for all n ∈ N, and ε, η > 0, there exists δ > 0 such that for each stopping time Sn bounded by
T ,
lim sup
n→+∞
sup
0≤u≤δ
P(|V(n)Sn+u(f)−V(n)Sn (f)| ≥ η) ≤ ε.
lim sup
n→+∞
sup
0≤u≤δ
P(|〈M(n)(f)〉Sn+u − 〈M(n)(f)〉Sn| ≥ η) ≤ ε.
The first point is the tightness of the family of time-marginals (X(n)t (f))n≥1 and the second point,
called the Aldous condition, gives a "stochastic continuity". It looks like the Arzelà-Ascoli Theorem.
Using Lemma 5.2.2, there exists C > 0 such that
P(|X(n)t (f)| > k) ≤
‖f‖∞ E[X(n)t (1)]
k
≤ ‖f‖∞ C E[X
(n)
0 (1)]
k
,
which tends to 0 as k tends to infinity. This proves the first point. Let δ > 0, we get for all stopping
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times Sn ≤ Tn ≤ (Sn + δ) ≤ T , that there exist C ′, Cf > 0 such that
E[|V(n)Tn (f)−V(n)Sn (f)|] = E
[∣∣∣∣∣
∫ Tn
Sn
X(n)s (Gf)
+
∫
E
r(x)
∫ 1
0
∑
k∈N
k∑
j=1
f
(
F
(k)
j (x, θ)
)
− f(x)pk(x)dθ X(n)s (dx)ds
∣∣∣∣∣∣

≤ C ′ [‖Gf‖∞ + ‖f‖∞]× E [|Tn − Sn|]
≤ Cfδ.
In the other hand, there exists C ′f > 0 such that
E[|〈M(n)(f)〉Tn − 〈M(n)(f)〉Sn|]
=
1
n
E
[∣∣∣∣∣
∫ Tn
Sn
2X(n)s (Gf
2)− 2X(n)s (fGf)
+
∫
E
r(x)
∫ 1
0
∑
k∈N
k∑
j=1
(
f
(
F
(k)
j (x, θ)
)
− f(x)
)2
pkdθ X
(n)
s (dx)ds
∣∣∣∣∣∣

≤C
′
fδ
n.
Then, for a sufficiently small δ, the second point is verified and we conclude that (X(n))n≥1 is uni-
formly tight in D([0, T ], (M(E), dv)).
Proof of Theorem 5.1.2. Let us denote by X a limit process of (X(n))n≥1; namely there exists an in-
creasing sequence (un)n≥1, onN∗, such that (X(un))n≥1 converges to X. It is almost surely continuous
in (M(E), v) since
sup
t≥0
sup
‖f‖∞≤1
|X(n)t− (f)−X(n)t (f)| ≤
k¯
n
. (5.8)
In the case where E is compact, the vague and weak topologies coincide. By Doob’s inequality, there
exists C > 0 such that
sup
f
E
[
sup
t≤T
∣∣∣M(n)t (f)∣∣∣
]
≤ 2 sup
f
E
[
〈M(n)(f)〉T
]
≤ C
n
where the supremum is taken over all the function f ∈ C2c (E) such that ‖f‖∞ ≤ 1. Hence,
lim
n→+∞ supf
E
[
sup
t≤T
∣∣∣M(n)t (f)∣∣∣
]
= 0. (5.9)
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But as
M
(n)
t (f) = X
(n)
t (f)−X(n)0 (f)
−
∫ t
0
∫
E
Gf(x) + r(x)
∫ 1
0
∑
k∈N
k∑
j=1
f
(
F
(k)
j (x, θ)
)
− f(x) pk(x)dθ X(n)s (dx)ds,
we have
0 =Xt(f)−X0(f)−
∫ t
0
Xs(Gf)
+
∫
E
r(x)
 k∑
j=1
f(F
(K)
j (x, θ)) pk(x) dθ − f(x)
Xs(dx)ds.
Since this equation has a unique solution, it ends the proof when E is compact. This approach fails
in the non-compact case. Nevertheless, we can use the Méléard-Roelly criterion [MR93]. We have to
prove that X is in C([0, T ], (M(E), w)) and X(n)(1) converges to X(1). By (5.8), X is continuous.
To prove that X(n)(1) converges to X(1), we use the following lemmas.
Lemma 5.4.4 (Approximation of indicator functions). For each k ∈ N, there exists ψk ∈ C2(E) such
that:
∀x ∈ E, 1[k;+∞[(x) ≤ ψk(x) ≤ 1[k−1;+∞[(x) and ∃C, Gψk ≤ Cψk−1.
Proof. See [JMW12, lemma 4.2] or [MT12, lemma 3.3].
Lemma 5.4.5 (Commutation of limits). Under the assumptions of Theorem 5.1.2,
lim
k→+∞
lim sup
n→+∞
E
[
sup
t≤T
X
(n)
t (ψk)
]
= 0,
where (ψk)k≥0 are defined as in the previous lemma.
The proof is postponed after. Hence, a same computation to [MT12] gives us the convergence in
D([0, T ], (M(E), w)). Thus, each subsequence converges to the equation (5.7). The end of the proof
follow with the same argument of the compact case.
We can give another argument, which does not use the Méléard-Roelly criterion [MR93]. As
sup
t≥0
sup
‖f‖∞≤1
|X(n)t− (f)−X(n)t (f)| ≤
k¯
n
,
X is continuous from [0, T ] to (M(E), dw). Let G be a Lipschitz function on C([0, T ], (M(E), dw)),
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we get,
|E[G(X(un))]−G(X)| ≤ E
[
sup
t∈[0,T ]
dw
(
X
(un)
t ,Xt
)]
≤ E
[
sup
t∈[0,T ]
dw
(
X
(un)
t ,X
(un)
t (· × (1− ψk))
)]
+ E
[
sup
t∈[0,T ]
dw
(
X
(un)
t (· × (1− ψk)),Xt(· × (1− ψk))
)]
+ sup
t∈[0,T ]
dw (Xt(· × (1− ψk)),Xt) .
According to Lemma 5.4.5, we obtain that
lim
k→+∞
lim sup
n→+∞
E
[
sup
t∈[0,T ]
dw
(
X
(un)
t ,X
(un)
t (· × (1− ψk))
)]
= 0
and
lim
k→+∞
sup
t∈[0,T ]
dw(Xt(· × (1− ψk)),Xt) = 0.
Then, we have
dw
(
X
(un)
t (· × (1− ψk)),Xt(· × (1− ψk))
)
= dv
(
X
(un)
t (· × (1− ψk)),Xt(· × (1− ψk))
)
.
Thus,
lim
k→+∞
lim sup
n→+∞
E
[
sup
t∈[0,T ]
dw
(
X
(un)
t (· × (1− ψk)),Xt(· × (1− ψk))
)]
= 0,
by continuity of ν 7→ ν(1− ψk) in D(M(E), dv). And finally,
lim
n→+∞G
(
X(un)
)
= G(X),
which completes the proof.
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proof of Lemma 5.4.5. If µn,kt = E(X
(n)
t (ψk)) then we have
µn,kt = E[X
(n)
0 (ψk)] +
∫ t
0
E
[∫
E
Gψk(x)
+r(x)
∑
k≥1
k∑
j=1
pk(x)
∫ 1
0
ψk(F
(k)
j (x, θ))− ψk(x)
X(n)s (dx)
 ds
≤ µn,k0 + C
∫ t
0
µn,k−1s + µ
n,k
s ds.
Now, by Gronwall’s Lemma, iteration and monotonicity, we deduce that
µn,kt ≤ C1(µn,k0 +
∫ t
0
µn,k−1s ds)
≤ C1µn,k0 + C21Tµn,k−10 +
∫ t
0
∫ s
0
µn,k−2u duds
≤
k−1∑
l=0
µn,k−l0 C1
(C1T )
l
l!
+ C2 × (C1T )
k
k!
≤ µn,⌊k/2⌋0 C1eC1T + C3
∑
l>⌊k/2⌋
(C1T )
l
l!
+ C2 × (C1T )
k
k!
,
where C1, C2 and C3 are three constants. Thus,
lim
k→+∞
lim sup
n→+∞
µn,kt = 0.
And finally the following expression completes the proof,
E
[
sup
t≤T
|Xnt (ψk)|
]
≤ µn,k0 + C
∫ t
0
µn,k−1s + µ
n,k
s ds+ E
[
sup
t≤T
|M(n)t (ψk)|
]
.
5.5 Main example : a size-structured population model
Let us introduce our main example. It is a size-structured population model which represents the
cell mitosis. It is described as follows: the underlying processX is deterministic and linear and when
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a cell dies, it divides in two parts. Formally and with our notations, we have
E = (0,+∞), p2 = 1, and Gf = f ′, (5.10)
for every f ∈ C2c (E), and
∀x ∈ E, ∀θ ∈ [0, 1], F (2)1 (x, θ) = F−1(θ)x and F (2)2 (x, θ) = (1− F−1(θ))x, (5.11)
where F is the cumulative distribution function of the random variable in [0, 1]. It verifies F (x) =
1− F (1− x). In this case, one cell lineage is generated by:
∀x ≥ 0, Lf = f ′(x) + r(x) [E[f(Hx)]− f(x)] ,
for every f ∈ C2c (E), where H is distributed according to F . This process is sometimes called
the TCP (Transmission Control Protocol) process in computer science [CMP10, GRZ04, LvL08,
OKM96]. Firstly, we prove the non explosion even if r is not bounded.
Lemma 5.5.1 (Non explosion). Let p ≥ 1. If for all x ∈ R∗+, r(x) ≤ C0(1 + xp), and z0(1 + xp) <
+∞, then our process is non explosive. Moreover
E
[
sup
s∈[0,T ]
Zs(1 + x
p)
]
≤ z0(1 + xp)eCpT ,
where Cp is constant and T > 0.
Proof. Recall that for every f ∈ C2c (E), we have
Zt(f) = Z0(f) +
∫ t
0
∫
E
f ′(x) Zs(dx) ds
+
∫ t
0
∫
U×R+×[0,1]
1{u∈Vs−,l≤r(Xus−)}f(θX
u
s−) + f((1− θ)Xus−)− f(Xus−)) ρ(ds, du, dl, dθ)
Using the same argument to [FM04, Theorem 3.1], we introduce τn = inf{ t ≥ 0 | Zt(1 + xp) > n };
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and we have
sup
u∈[0,t∧τn]
Zu(1 + x
p) ≤Z0(1 + xp) +
∫ t∧τn
0
Zs(px
p−1)ds
+
∫ t∧τn
0
∫
U×R+×[0,1]
1u∈Vs−,l≤r(Xus−)
(1 + (θp + (1− θ)p − 1)(Xus−)p) ρ(ds, du, dl, dθ)
≤Z0(1 + xp) +
∫ t∧τn
0
p× sup
u∈[0,s∧τn]
Zu(1 + x
p)ds
+
∫ t
0
∫
U×R+×[0,1]
1{u∈Vs−,l≤r(Xus−)} ρ(ds, du, dl, dθ),
because (θp + (1− θ)p − 1) ≤ 0. Thus there exist C > 0 such that
E
[
sup
u∈[0,t∧τn]
Zu(1 + x
p)
]
≤ z0(1 + xp) +
∫ t
0
C E
[
sup
u∈[0,s∧τn]
Zu(1 + x
p)
]
ds.
Finally, the Gronwall Lemma implies the existence of Cp such that
E
[
sup
s∈[0,t∧τn]
Zs(1 + x
p)
]
≤ z0(1 + xp)eCpt.
We deduce that τn tends almost surely to infinity and that there is non explosion.
5.5.1 Equal mitosis : long time behaviour
In this subsection, we establish the long time behaviour of Z. We assume that
∀x ≥ 0,∀θ ∈ [0, 1], F (2)1 (x, θ) = F (2)2 (x, θ) =
x
2
.
That is, the cells divide in two equal parts. In short, we have
∀x ≥ 0, Gf(x) = f ′(x) + r(x)
(
f
(
x
2
)
− f(x)
)
,
for every f ∈ C2c (E). In order to give a many-to-one formula, we recall a theorem of [PR05]:
Theorem 5.5.2 (Sufficient condition for the existence of eigenelement). If there exist r, r¯ > 0 such
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that
r ≤ r ≤ r¯,
r is continuous and r(x) is constant equal to r∞ for x large enough, then there exist V ∈ C1(R+)
and λ0 > 0 such that
GV = λ0V
and
∀x ≥ 0, c(1 + xk) ≤ V (x) ≤ C(1 + xk),
where C, c are two constant and 2k = 2r∞
λ0+r∞
.
So, we get a many-to-one formula with an auxiliary process generated by A be defined, for every
f ∈ C2c (E) and x ∈ E, by
Af(x) = f ′(x) + r(x)
2V (x/2)
V (x)
(f(x/2)− f(x)) .
Our main result gives the two following limit theorems.
Corollary 5.5.3 (Convergence of the empirical measure for a mitosis model ). If there exist r, r¯ > 0
such that
r ≤ r ≤ r¯,
r is continuous and r(x) is constant equal to r¯ for x large enough, then there exists a probability
measure π such that, for any continuous and bounded function g, we have
lim
t→+∞
1
Nt
∑
u∈Vt
g(Xut ) =
∫
g dπ in probability.
In particular for a constant rate r, π has Lebesgue density:
x 7→ 2r∏+∞
n=1(1− 2−n)
+∞∑
n=0
(
n∏
k=1
2
1− 2k
)
e−2
n+1rx. (5.12)
This explicit formula (5.12) is not new [Per07, PR05], but here, the empirical measure conver-
gences in probability, while in the mentioned papers, the mean measure or the macroscopic process
converges (see Theorem 5.1.2).
Proof of corollary 5.5.3. By Theorem 5.5.2, the mapping x 7→ V (x/2)/V (x) is upper and lower
bounded. Thus, the auxiliary process is ergodic and admits a unique invariant law, as can be checked
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using a suitable Foster-Lyapunov function [MT93, Theorem 6.1] (for instance, we can use x 7→ 1+x).
See also [GK10]. Using Theorem 5.1.1 we have the convergence on the set {W 6= 0} where
W = lim
t→∞Zt(V )e
−λ0t a.s..
It rests to prove thatW > 0 almost surely. We begin by proving that the martingale (Zt(V )e−λ0t)t≥0
converges toW in L1. Let p > 1, by the Burkholder-Davis-Gundy’s inequality [DM80, Theorem 92
p.304], there exists C > 0 such that
E
[∣∣∣Zt(V )e−λ0t − Z0(V )∣∣∣p] ≤ CE
∑
t≥0
∣∣∣Zt+(V )e−λ0t − Zt−(V )e−λ0t∣∣∣p

≤ CE
∑
u∈T
e−λ0pβ(u)
∣∣∣∣∣2V
(
Xuβ(u)−
2
)
− V (Xuβ(u)−)
∣∣∣∣∣
p

Now by Lemma 5.3.9, we have that
E
[∣∣∣Zt(V )e−λ0t − Z0(V )∣∣∣p] ≤ ∫ ∞
0
E[Z0(V )]e
−(p−1)λ0sE
[
r(Ys)
|2V (Ys/2)− V (Ys)|p
V (Ys)
]
ds
Finally, using that r is bounded, the conclusion of Theorem 5.5.2 and that all moments of Y are
bounded, we have that the martingale (Zt(V )e−λ0t)t≥0 converges toW in L1. We deduce that E[W ] >
0 and ̺ = P(W = 0) < 1. But, conditioning to the time of the first division and taking the limit
t → +∞ gives that ̺2 = ̺. Finally ̺ = 0 and this ends the proof. Thee explicit formula is an
application of [OKM96].
We can see that the assumptions of Theorem 5.5.2 are strong, and not necessary:
Corollary 5.5.4 (Convergence of the empirical measure when r is affine). If
∀x ≥ 0, r(x) = ax+ b,
where a, b ≥ 0 and a or b is positive then there exists a measure π such that
lim
t→+∞
1
Nt
∑
u∈Vt
g(Xut ) =
∫
g dπ.
The convergence holds in probability and for any continuous function g onE such that ∀x ∈ E, |g(x)| ≤
C(1 + x).
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Proof. If r(x) = ax+b then V (x) = x
√
b2+4a−b
2
+1 is an eigenvector and 2a√
b2+4a−b is its corresponding
eigenvalue. Henceforth, this result is a direct application of Theorem 5.1.1
Remark 5.5.5 (Malthus parameter). We also deduce that
lim
t→+∞Nt e
−λ0t = W
∫
E
1
V
dπ,
where λ0 = 2a√b2+4a−b is the Malthus parameter (see Remark 5.3.7).
Remark 5.5.6 (Estimation of r for the Escherichia coli cell). We can find some estimates of the
division rate in the literature. An inverse problem was developed and applied with experimental data
in [DMZ09](see also [Kub69]). More recently, [DHRR11] gives a nonparametric estimation of the
division rate.
5.5.2 Homogeneous case: moment and rate of convergence
When r is constant, the process is easier to study since the auxiliary process has already been
studied [CMP10, LvL08, OKM96]. Here, we give the moments and a first approach to estimate the
rate of convergence.
Lemma 5.5.7 (Moments of the empirical measure). For allm ∈ N, and t ≥ 0, we have
E[Zt(x
m)] = E
∑
u∈Vt
(Xut )
m

=
∫ +∞
0
ert
 m!∏m
i=1 θi
+m!
m∑
i=1
 i∑
k=0
xk
k!
m∏
j=k,j 6=i
1
θj − θi
 e−θit
 z0(dx),
where θi = 2r (1− 2−i). In particular,
E[Zt(x)] = E
 ∑
u∈Vµt
Xut
 = ert ∫ +∞
0
1
r
−
(
1
r
− x
)
e−rt z0(dx),
146
Limit theorems for some branching measure-valued processes
and
E[Zt(x
2)] = E
∑
u∈Vt
(Xut )
2

= ert
∫ +∞
0
4
3r2
+ 2
[
e−rt
(−2
r2
+
2x
r
)
+ e−3rt/2
(
4
3r2
− 2x
3r
+
x2
2
)]
z0(dx).
Proof. Since r is constant, we have G1 = r1, where 1 is the constant mapping, which is equal to 1.
Lemma 5.3.4 gives
1
E[Nt]
E
∑
u∈Vt
f(Xut )
 = E[f(Yt)],
for every continuous and bounded function f , where Y is generated by A be defined, for every f ∈
C2c (E) and x ∈ E, by
Af(x) = f ′(x) + 2r
(
f
(
x
2
)
− f(x)
)
.
Finally, we complete the proof using [LvL08, Theorem 4].
Now, let us talk about the rate of convergence. To estimate the distance between two random
measures, we will use the Wasserstein distance [Rac91, Vil09]:
Definition 5.5.8 (Wasserstein distance). Let µ1 and µ2 two finite measures on a Polish space (F, dF ),
the Wasserstein distance between µ1 and µ2 is defined by
WdF (µ1, µ2) = inf
∫
F×F
dF (x1, x2)Π(dx1, dx2),
where the infimum runs over all the measures Π on F × F with marginals µ1 and µ2. In particular, if
µ1 and µ2 are two probability measures, we have
WdF (µ1, µ2) = inf E[dF (X1, X2)],
where the infimum runs over all two random variables X1, X2, which are distributed according to
µ1, µ2.
So, ifM1,M2 are two random measures then
Wd(L(M1),L(M2)) = inf E[d(M1,M2)],
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where the infimum is taken over all the couples of random variables (M1,M2) such thatM1 ∼ L(M1)
and M2 ∼ L(M2), and d is a distance on the measures space. Here, we consider d = W|·|. It is the
Wasserstein distance on (E, | · |). We have
Theorem 5.5.9 (Quantitative bounds). If r is constant, then we have, for all t ≥ 0,
WW|·|
(
L
(
Zxt
E[Nt]
)
,L
(
Z
y
t
E[Nt]
))
≤ |x− y|e−rt,
WW|·|
(
L
(
Zxt
Nt
)
,L
(
Z
y
t
Nt
))
≤ |x− y| rte
−rt
1− e−rt ,
where Zx,Zy are distributed as Z and start from δx and δy.
This result does not give a bound forWW|·| (L (Zt/E[Nt]) ,L (Wπ)) orWW|·| (L (Zt/Nt) ,L (π)),
where π is the limit measure of Corollary 5.5.3.
proof of Theorem 5.5.9. By homogeneity, we can see our branching measure Z as a process indexed
by a Galton-Watson tree [BDMT11]. For our coupling, we take two processes indexed by the same
tree. More precisely, as the branching time does not depend on the position, we can set the same times
to our two processes. Let T =
⋃
n∈N{1, 2}n representing cells that have lived at a certain moment.
Let (du)u∈U be a family of i.i.d. exponential variables with mean 1/r, which model the lifetimes. We
build Zx and Zy by induction. First, for all t ∈ [0, d∅), X∅t = x+ t and Y ∅t = y+ t. We set α(∅) = 0.
Then, for all u ∈ T and k ∈ {1, 2}, we set α(uk) = α(u) + du and
∀t ∈ [α(uk), α(uk) + duk), Xukt =
1
2
Xuα(uk)− + t− α(uk)
and Y ukt = Y
u
α(uk)−/2 + t− α(uk). Finally we have Vt = {u ∈ T | α(u) ≤ t < α(u) + du} and
Zxt =
∑
u∈Vt
δXut and Z
y
t =
∑
u∈Vt
δY ut .
We observe that, for any cell u, the trajectories of Xu and Y u are parallel (because they are linear).
When a branching occurs,
∑
u∈Vt |Xut − Y ut | is constant. Hence, we easily deduce that
∑
u∈Vt
|Xut − Y ut | = |x− y|.
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Finally we have, for all t ≥ 0,
W|·|(Zxt ,Z
y
t ) ≤
∑
u∈Vt
|Xut − Y ut |
≤ |x− y|.
Dividing by E[Nt] = e−rt, we obtain the first bound. For the second bound, a similar computation
gives
WW|·|
(
L
(
Zxt
Nt
)
,L
(
Z
y
t
Nt
))
≤ E
[
1
Nt
]
|x− y|.
The process (Nt)t≥0 is know to be the Yule’s process. It is geometrically distributed with parameter
e−rt, so we have
E
[
1
Nt
]
=
rte−rt
1− e−rt .
It ends the proof.
Remark 5.5.10 (Generalisation of Theorem 5.5.9). In the proof of Theorem 5.5.9, we only need that,
for all n ∈ N∗, θ ∈ [0, 1],t ≥ 0, and x, y ∈ E
n∑
j=1
|F (k)j (Xt, θ)− F (k)j (Yt, θ)| ≤ |x− y|
where X, Y are generated by G and start respectively from x, y. For instance, we can consider that
X is a continuous lévy process and the division is a sub-critical fragmentation; namely
∀x ∈ E, ∀k ∈ N∗,∀j ≤ k, F (k)j (x,Θ) = Θkjx,
where (Θkj )j,k is a family of random variable verifying
k∑
j=1
Θkj ≤ 1 and ∀j ∈ {1, . . . , k}, Θkj ∈ [0, 1].
Even if we do not find an explicit bound, we are able to prove a Wasserstein convergence.
Lemma 5.5.11 (Wasserstein convergence). Under the assumptions of Theorem 5.5.9, we have
lim
t→+∞W|·|
(
Zt
Nt
, π
)
= 0 in probability.
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Proof. As x 7→ 1 + x is a Lyapounov function for the auxiliary process, we have
lim
t→+∞
Zt
Nt
(f) = π(f) in probability,
for all function f such that |f(x)| ≤ C(1 + x). The convergence also holds in distribution. By the
Skorohod’s Theorem, in another probability space, we have,
lim
t→+∞
Zt
Nt
(f) = π(f) a.s.
for all continuous bounded function and for f(x) = x. This convergence is equivalent to the Wasser-
stein convergence. Thus, by a classical argument of discreteness (Varadarajan Theorem type), we
get,
lim
t→+∞W|·|
(
Zt
Nt
, π
)
= 0 a.s..
Hence, in our probability space we get that limt→+∞W|·| (Zt/Nt, π) = 0 in distribution. And as the
convergence is deterministic, we get the result.
5.5.3 Asymmetric mitosis : Macroscopic approximation
Now, we do not assume that the division is symmetric. We assume that F (2)1 (x, θ) = F
−1(θ)x
and F (2)2 (x, θ) = (1 − F−1(θ))x. We recall that F (x) = 1 − F (1 − x). In this case, Equation (5.5)
becomes
∂tn(t, x) + ∂xn(t, x) + r(x) n(t, x) = 2E[
1
Θ
r(x/Θ)n(t, x/Θ)],
where n(t, .) is the density of Xt. In particular, we deduce that the following P.D.E. has a weak
solution:
∂tn(t, x) + ∂xn(t, x) + r(x)n(t, x) =
∫ +∞
x
b(x, y)n(t, y)dy
where b verify the following properties:
b(x, y) ≥ 0, b(x, y) = 0 for y < x (5.13)∫ +∞
0
b(x, y)dx = 2r(y) (5.14)∫ +∞
0
xb(x, y)dx = yr(y) (5.15)
b(x, y) = b(y − x, y). (5.16)
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This equation was studied in [Per07]. Here,
b(x, y) =
2
y
r(y)g(
x
y
), (5.17)
where g is the weak density of F . We easily prove the equivalence between to verify (5.17) and (5.13
- 5.16). Our aim in this section is to describe the limit of the fluctuation process. It is defined by:
∀t ∈ [0, T ],∀n ∈ N∗, η(n)t =
√
n(X
(n)
t −Xt).
Theorem 5.5.12 (Central limit Theorem for asymmetric size-structured population). Let T > 0.
Assume that η(n)0 converges in distribution and that
E
[
sup
n≥1
∫
E
(1 + x2) X
(n)
0 (dx)
]
< +∞. (5.18)
Then the sequence (η(n))n≥1 converges in D([0, T ], C−2,0) to the unique solution of the evolution
equation: for all f ∈ C2,0,
ηt(f) = η0(f) (5.19)
+
∫ t
0
∫ +∞
0
f ′(x) + r(x)
(∫ 1
0
f(qx) + f((1− q)x)F (dq)− f(x)
)
ηs(dx)ds
+ M˜t(f),
where M˜(f) is a martingale and a Gaussian process with bracket:
〈M˜(f)〉t =
∫ t
0
∫ +∞
0
2f ′(x)f(x) + 2r(x)
∫ 1
0
(f(qx)− f(x))2F (dq) Xs(dx)ds.
And C2,0 is the set of C2 functions, such that f, f ′, f ′′ vanish to zero when x tends to infinity. C−2,0 is
its dual space.
Lemma 5.4.1 gives
∀ t ≥ 0, η(n)t = η(n)0 + V˜(n)t + M˜(n)t ,
where for any f ∈ C2c (E),
V˜
(n)
t (f) =
∫ t
0
∫ +∞
0
f ′(x) + r(x)
(∫ 1
0
f(qx) + f((1− q)x)F (dq)− f(x)
)
η(n)s (dx)ds,
151
Limit theorems for some branching measure-valued processes
and M˜(n) is a martingale with bracket:
〈M˜(n)(f)〉t =
∫ t
0
∫ +∞
0
2r(x)
∫ 1
0
(f(qx)− f(x))2F (dq) X(n)s (dx) ds. (5.20)
As the set of signed measure is not metrizable, we can not adapt the proof of Theorem 5.1.2.
Following [M9´8, Tra06], we consider η(n) as an operator in a Sobolev space, and use the Hilbertian
properties of this space to prove tightness. See for instance [Mét84] for condition to prove tightness
on Hilbert spaces. Let us explain the Sobolev space that we will use. Let p > 0 and j ∈ N. The set
W j,p is the closure of C∞c , which is the set of functions of class C
∞ from R+ into R with compact
support, embedded with the following norm:
∀f ∈ W j,p, ‖f‖2W j,p =
j∑
k=0
∫ ∞
0
(
f (k)(x)
1 + xp
)2
dx.
The set W j,p is an Hilbert space and we denote by W−j,p its dual space. Let Cj,p be the space of
function f of class Cj such that:
∀k ≤ j, lim
x→+∞
f (k)(x)
1 + xp
= 0.
We embed it with the following norm:
∀f ∈ Cj,p, ‖f‖Cj,p =
j∑
k=0
sup
x≥0
f (k)(x)
1 + xp
.
The set Cj,p is also a Banach space and we denote by C−j,p its dual space. These spaces verify the
following continuous injection [M9´8, Ada75]:
Cj,p ⊂ W j,p+1 and W 1+j,p ⊂ Cj,p. (5.21)
Or equivalently, if for every function f , we have
‖f‖W j,p+1 ≤ C‖f‖Cj,p and ‖f‖Cj,p ≤ C‖f‖W j+1,p .
The first embedding/inequality prove that the tightness in W j,p+1 implies the tighness in Cj,p. The
second is useful for some upper bounds. For instance, we have
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Lemma 5.5.13. If (ek)k≥1 is a basis ofW 2,1 then we have, for all k ≥ 0 and x ∈ E,
∑
k≥1
ek(x)
2 ≤ C(1 + x2).
Proof. δx : f 7→ f(x) is an operator onW 2,1. We have, for all f ∈ W 2,1,
|δxf | ≤ (1 + x)‖f‖C0,1 ≤ C(1 + x)‖f‖W 1,1 ≤ C(1 + x)‖f‖W 2,1
But, by Parseval’s identity we get,
‖δx‖2W−2,1 =
∑
k≥1
ek(x)
2,
which completes the proof.
We introduce the trace
(
〈〈M˜(n)〉〉t
)
t≥0 of
(
M˜
(n)
t
)
t≥0. It is defined such that(
‖M˜(n)t ‖2W−2,1 − 〈〈M˜(n)〉〉t
)
t≥0
is a local martingale. Then since
∥∥∥M˜(n)t ∥∥∥2
W−2,1
=
∑
k≥1
M˜
(n)
t (ek),
where (ek)k≥1 is a basis ofW 2,1. Then by (5.20), we get
〈〈M˜(n)〉〉t =
∑
k≥1
∫ t
0
∫ +∞
0
2r(x)
∫ 1
0
(ek(qx)− ek(x))2F (dq)X(n)s (dx)ds.
Now, we first prove the tightness of (η(n))n≥1 then Theorem 5.5.12
Lemma 5.5.14. (ηn)n≥1 is tight in D([0, T ],W−2,1)
Proof. By [JM86, Theorem 2.2.2] and [JM86, Theorem 2.3.2] (see also [M9´8, Lemma C]), it is
enough to prove
1. E
[
sups≤t ‖ηns ‖2W−2,1
]
< +∞,
2. ∀n ∈ N, ∀ε, ρ > 0, ∃δ > 0 such that for each stopping times Sn bounded by T
lim sup
n→+∞
sup
0≤u≤δ
P
(∥∥∥V˜(n)Sn+u − V˜Sn∥∥∥W−2,1 ≥ η) ≤ ε,
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lim sup
n→+∞
sup
0≤u≤δ
P
(∣∣∣∣〈〈M˜(n)〉〉Sn+u −
〈〈
M˜(n)
〉〉
Sn
∣∣∣∣ ≥ η) ≤ ε.
For the first point, using lemma 5.5.1, there exists C > 0 such that
∑
k≥1
〈
M˜
(n)
t (ek)
〉
≤
∫ t
0
2r¯
∫ 1
0
2
∑
k≥1
e2k(qx) + 2
∑
k≥1
e2k(x) F (dq)X
(n)
s (dx)ds
≤ CX(n)0 (1 + x).
Then, since ∥∥∥M˜(n)t ∥∥∥2
W−2,1
=
∑
k≥1
(
M˜
(n)
t (ek)
)2
,
Doob’s inequality and (5.18) gives
E
[
sup
t∈[0,t]
∥∥∥M˜(n)t ∥∥∥2
W−2,1
]
≤ C ′,
where C ′ > 0. Then there exits C ′′ > 0 such that
∥∥∥η(n)t ∥∥∥2
W−2,1
≤
∥∥∥η(n)0 ∥∥∥2W−2,1 + ∥∥∥V˜(n)t ∥∥∥2W−2,1 + ∥∥∥M˜(n)t ∥∥∥2W−2,1 ≤ C ′′ + ∥∥∥V˜(n)t ∥∥∥2W−2,1 .
And as ∥∥∥V˜(n)t ∥∥∥2
W−2,1
≤ C
∫ t
0
sup
w≤s
∥∥∥η(n)s ∥∥∥2W−2,1 ds,
the Gronwall Lemma gives
E
[
sup
s≤t
∥∥∥η(n)s ∥∥∥2W−2,1
]
≤ K,
for a certain constantK. Finally for the second point, we have
E
[∥∥∥V˜(n)Sn+u − V˜(n)Sn ∥∥∥W−2,1] ≤ E
[
K ′
∫ Sn+u
Sn
sup
s≤T
∥∥∥η(n)s ∥∥∥2W−2,1
]
≤ K ′′u.
Here K ′, K ′′ are two constants. Using the Markov-Chebyshev inequality, we prove the Aldous con-
dition. We similarly prove that 〈〈M˜(n)〉〉 verifies the Aldous condition. We deduce that (η(n))n≥1 is
tight.
Proof of Theorem 5.5.12. Let M˜ be a continuous Gaussian process with quadratic variation verifying,
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for every f ∈ C2,0 (⊂ W 2,1) and t ∈ [0, T ],
〈M˜(f)〉t =
∑
k≥1
∫ t
0
∫ +∞
0
2r(x)
∫ 1
0
(f(qx)− f(x))2F (dq)Xs(dx).
Since there exists Cf such that
∀f ∈ C2,0, sup
t∈[0,T ]
|M˜(n)(f)| ≤ Cf√
n
,
and 〈M˜(n)〉t converges in law to 〈M˜〉t, then by [JS03, Theorem 3.11 p.473], M˜(n)(f) converges to
M˜(f) in distribution, as n tends to∞.
By Lemma 5.5.14 and (5.21) , the sequence (η(n))n≥1 is also tight in C−2,0. Let η be an accumu-
lation point. Since its martingale part M˜ in its Doob’s decomposition is almost surely continuous,
then η is also almost surely continuous. Hence, η is a solution of (5.19). Using Gronwall’s inequality,
we obtain the uniqueness of this equation, in C([0, T ], C−2,0), up to a Gaussian white noise M˜. We
deduce the announced result.
5.6 Another two examples
5.6.1 Space-structured population model
Here, we study an example which can models the cells localisation. One cell moves following a
diffusion on E ⊂ Rd, d ≥ 1, and when it dies, its offspring is localised at the same place. Hence, in
all this section the branching is local; that is
∀k ≥ 0,∀j ≤ k,∀x ∈ E,∀θ ∈ [0, 1], F (k)j (x, θ) = x.
5.6.1.1 Branching Ornstein Uhlenbeck
In this subsection, we consider the model of [EHK10, Example 10]. Assume that E = Rd and G
is given by
Gf(x) =
1
2
σ2∆f(x)− gx.∇f(x),
for every f ∈ C2c (Rd) and x ∈ Rd, where d ∈ N∗ and σ, g > 0. Also assume that the division is
dyadic, that is p2 = 1, with rate
r(x) = bx2 + a,
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where a, b ≥ 0 and a or b is not null. Here x2 = ‖x‖2 = x.x. If g > √2b then we add the following
notations:
Γ =
g −√g2 − 2bσ2
2σ2
and α =
√
g2 − 2bσ2.
We also denote by π∞ the Gaussian measure whose density is defined by
x 7→
(
α
πσ2
)
exp
(
− α
σ2
x2
)
.
From our main theorem, we deduce
Corollary 5.6.1 (Limit theorem for an branching Ornstein-Uhlenbeck process). If g > σ
√
2b and
X∅0 = x ∈ Rd then, for any continuous and bounded f , we have
lim
t→+∞
1
Nt
∑
u∈Vt
f(Xut ) =
∫
Rd
f(y)eΓy
2
π∞(dy)∫
Rd
eΓy2π∞(dy)
,
in probability. In particular,
E[Nt] = e
λt+Γx2
(
α
πσ2
) ∫
Rd
e−Γy
2
exp
(
−α(y − xe
−αt/σ2)2
σ2(1− e−2αt/σ2)
)
dy,
where λ =
g−
√
g2−2bσ2
2
+ a is the Malthus parameter.
Proof. If V : x 7→ eλx2 then it is an eigenvector of G, which is defined for every f ∈ C2c (E) by
Gf(x) = Gf(x) + r(x)f(x).
We conclude the proof using Theorem 5.1.1 and Lemma 5.3.4.
Remark 5.6.2 (Another eigenelement). Note that if V2 : x 7→ eλ2x2 then it is an eigenvector of G,
associated to the eigenvalue
λ2 =
g +
√
g2 − 2bσ2
2
+ a.
But in this case, the auxiliary process is not ergodic and we are not able to deduce any convergence
from our main theorem.
5.6.1.2 General case
Let us assume that G is the generator of a diffusive Markov process. If the state space E is
bounded then we can find sufficient conditions to the eigenproblem in [Pin95, section 3] and [Pin95,
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Theorem 5.5]. For instance, under some assumptions, we have
λ0 = lim
t→+∞ ln
(
sup
x∈E
E
[
Nt | X∅0 = x
])
.
If E is not bounded then we can see [HS96, RS78]. This example is developed in [EHK10]. They
prove a strong law of large number, which is close to Theorem 5.1.1.
5.6.2 Self-similar fragmentation
Self-similar mass fragmentation processes are characterised by
– the index of self-similarity α ∈ R;
– a so-called dislocation measure ν on S = {s = (si)i∈N | limi→+∞ si = 0, 1 ≥ sj ≥ si ≥
0,∀j ≤ i} which satisfies
ν(1, 0, 0, ..) = 0 and
∫
S
(1− s)ν(ds) < +∞.
If ν(S) < +∞ then the dynamics is as follows:
– a block of mass x remains unchanged for exponential periods of time with parameter xαν(S);
– a block of mass x dislocates into a mass partition xs, where s ∈ S, at rate ν(ds);
– there are finitely many dislocations over any finite time horizon.
The last point is not verified when ν(S) = +∞. In this case, there is a countably infinite number of
dislocations over any finite time horizon. So, when ν(S) < +∞, our setting capture this model with
the following parameters:
G = 0, r(x) = xαν(S),
and for every continuous and bounded function f ,
∫ 1
0
∑
k≥0
pk(x)
k∑
j=1
f(F kj x, θ)dθ =
∫
S
∑
i≥0
f(six)
ν(ds)
ν(S)
.
Hence, in this case we have
Gf(x) = xαν(S)
∑
i≥0
∫
S
∑
i≥0
f(six)
ν(ds)
ν(S)
− f(x)
 ,
for every continuous and bounded f , and V : x 7→ xp is an eigenevector. See [Ber06] for further
details.
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Chapter 6
Asymptotic estimates for the largest individual
in a mitosis model
6.1 Introduction and statement of result
In this note, we consider a growth-fragmentation model, in continuous time, to represent dividing
cells. The dynamics is as follows. The size Xt of a cell, at time t, evolves according to the following
stochastic differential equation
∀t ≥ 0, dXt = (µ+ σ2)Xtdt+ σ
√
2XtdBt, (6.1)
where µ ∈ R and σ ≥ 0. If σ is equal to zero then the evolution is deterministic. At rate r > 0, each
cell splits into two offspring whose size is worth half of that of their mother. This model is entirely
determined by the parameters µ, σ and r. The parameters µ and σ depend on the ability of cells to
ingest a common nutrient. The parameter r is the division rate. We assume that is is constant. More
generally, instead of size of cell, this model can represent some biological content which grows in the
cells and is shared when the cells divide (for example proteins, nutriments, energy or parasite). The
process we study is a Markov process on Galton Watson trees and [BDMT11, Clo11] give asymptotic
results, under an ergodicity assumption, which is not fulfilled here. The article [Clo11] also shows
that the empirical process converges, when the size of the population tends to infinity, to the following
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physiologically structured equation:
∀t ≥ 0, ∀x ≥ 0, ∂tn(t, x) + (µ+ σ2)∂x(xn(t, x)) + rn(t, x) = 4rn(t, 2x) + σ2∆n(t, x).
This type of equation has been recently studied in [DHKR12, DPZ09, Per07], for instance. From a
probabilistic point of view, the behaviour of one cell is known. It is the exponential of a Lévy process
and thus, using classical results [Ber96], we deduce its long time behavior. There is a duality: either
the process explodes or it vanishes. Closely related, [BT11] studied a population of infected cell.
Between the division, the parasites grow following a Feller diffusion. The main difference between
our model and theirs is the fact that, in our model, the size of the cells can not be null even if it
tends to zero. Here, we are interested by the properties of the largest individual. This question has
been intensively studied in the special case of Branching Brownian motion [Bra78, HHK06, McK75,
Rob11] and fragmentation processes [BHK11, Ber04, Ber06]. Due to the spacial motion (exponential
growth) and the non-local branching mechanism (the offspring do not appear at the position of their
mother), the mathematical study is different. There is a competition between the exponential growth
of size, between the division, and the multiplicative decreasing, at the division. One of purpose of our
main results is to highlight this competition.
Let us give now a qualitative description of our model, which is rigorously defined in the next
section. We consider a continuous time Yule tree, which is, a tree where each branch lives during
an independent exponential time of mean 1/r and then splits into two new branches. We denote by
Nt the size of the living population set Vt, at time t ≥ 0, and by (Xut )u∈Vt the size of the individual
u ∈ Vt. We aim at determining how the maximum X evolves in the cell population:
∀t ≥ 0, X t = max
u∈Vt
Xut .
Now, we can state our main results:
Theorem 6.1.1 (Asymptotic estimates of the size of the largest individual). We have
lim
t→+∞
1
t
lnX t = inf
α≥0
µ+ σ2α+ r
2e−α ln(2) − 1
α
.
The infimum in the right hand side of the last expression is attained in a unique α ≥ 0. This
theorem gives the long time behavior of the extremal particle. To compare, we also give the mean
behavior of the population:
Theorem 6.1.2 (Mean behavior of the population). We have the following duality:
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(i) if µ < 2r ln(2) then for all ε > 0, we have
lim
t→+∞
card {u ∈ Vt | Xut ≥ ε}
Nt
= 0 a.s.
(ii) If µ > 2r ln(2) then for every 0 ≤ κ < g − 2r ln(2)
P
(
lim sup
t→∞
card{u ∈ Vt : Xut ≥ eκt}
Nt
> 0
)
= 1 (6.2)
These two theorems give sharp estimates. Nevertheless, this model is too simple and it will be
efficient to generalize the first one in one of the following generalization:
– the parameter σ is null but r is not constant as in [DHKR12];
– the growth between two divisions is linear instead of exponential as in [Clo11];
– the growth between two divisions is described by a Feller diffusion as in [BT11].
Unfortunately, even if r can be constant in the two last models, these setting are very different to ours.
Our model is relatively close to branching random walk contrary to these models.
Outline: in the next section, we give more formal definitions based on measure-valued processes
and state the asymptotic behavior for geometric Brownian motion with multiplicative jumps. This
gives the asymptotic behavior of the size in a cell line. We introduce, in Section 6.2.2, the scaling
property, and, in Section 6.2.3, some martingales. Theorem 6.1.1 is proved in Section 6.3 and The-
orem 6.1.2 in Section 6.4. In the last section, we give some comments about the link between the
fluctuation of the extremal particle and a F-KPP type equation.
6.2 Preliminaries
To describe the cell population and label its nodes, we use the Ulam-Harris-Neveu notation. Let
T =
⋃
n≥0
{1, 2}n,
be the set of labels, where {1, 2}0 = {∅}. The first cell is labelled by ∅ and when the cell u =
(u1, . . . , un) = u1 . . . un ∈ T dies, it divides in two offspring labelled by u0 = (u1, . . . , un, 0) and
u1 = (u1, . . . , un, 1). Let Vt ⊂ U be the set of cells alive at time t and Nt = card(Vt) be the number
of cells alive at this time. The process (Nt)t≥0 is well known and it is called the Yule process. We
have:
161
Asymptotic estimates for the largest individual in a mitosis model
Lemma 6.2.1 (Properties of the Yule process). For all t ≥ 0,Nt is a geometric random variable, with
parameter e−rt, and the following limit holds almost surely and in L2
lim
t→+∞
Nt
E[Nt]
= W,
whereW is exponential with mean 1
Proof. See [AN04, Har02].
For u ∈ Vt, we denote by Xut the size the cell u at time t and by Z the empirical measure which
describes the population; namely
∀t ≥ 0, Zt =
∑
u∈Vt
δXut .
It is a measure-valued Markov process. Let C2,1c (R
∗
+,R+) be the set of function f : (t, x) 7→ ft(x),
that are C1 with bounded derivative in their first component and, for all t ≥ 0, ft is C2 with compact
support. By construction, the process (Zt)t≥0 verifies the following stochastic differential equation:
Zt(ft) = Z0(f0) +
∫ t
0
∫ ∞
0
∂sfs(x) + Lfs(x)Zs(dx)ds (6.3)
+
∫ t
0
∑
u∈Vs
σ
√
2Bs∂xfs(x)dB
(u)
s (6.4)
+
∫ t
0
∫
U
1u∈Vs−
(
2fs
(
x
2
)
− fs(x)
)
N(ds, du),
for every function f ∈ C2,1c (R∗+,R+), where (B(u))u∈T is a family of independent Brownian motions,
N(ds, du) is a Poisson point measure of intensity r ds n(du) and
Lf(x) = (µ+ σ2)xf ′(x) + σ2x2f ′′(x),
for any f ∈ C2,1c (R∗+,R+) and x ∈ R+. Here, ds is the Lebesgue measure on R+ and n(du) the
counting measure on U. Since r is constant, if Z0 = δx with x ≥ 0, then there is no explosion and
there exists a unique solution defined on R+ [IW89]. In particular we have
E[Zt(ft)] = E[Z0(f0)] +
∫ t
0
E [Zs [∂sfs + Gfs]] ds, (6.5)
where
Gf(x) = Lf(x) + r
(
2f
(
x
2
)
− f(x)
)
,
for every f ∈ C2c (R∗+), where f ∈ C2c (R∗+) is the set of C2 functions with compact support.
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6.2.1 Behavior of one cell line
We are interested in the evolution of the size in a cell line. This means that at each division, we
only keep one cell and consider its size. This process (Xt)t≥0 is distributed as the exponential of a
Lévy process. More precisely, we have, for all t ≥ 0, Xt = eLt , where
Lt =
√
2σBt + µt−Nt ln(2),
(Nt)t≥0 is a Poisson process with intensity r and (Bt)t≥0 is a standard Brownian motion. With this
representation, we deduce that
E[Xt] = e
µt
E
[
1
2Nt
]
E
[
e
√
2σBt
]
= et(σ
2+µ−r/2)
So, the size of one cell turn over et(σ
2+µ−r/2). Furthermore we easily prove that
(
Xt
E[Xt]
)
t≥0 is a positive
martingale, thus it converges, almost surely, to a non-negative variable χ. Notice also that
∀t ≥ 0, E
( Xt
E[Xt]
)2 = et(2σ2+r/4),
and there is no an L2−convergence. Using classical result on Lévy processes, we have
Lemma 6.2.2 (Behavior of one cell line). If µ < r ln(2) then
lim
t→+∞Xt = 0 a.s.
If µ > r ln(2) then
lim
t→+∞Xt = +∞ a.s.
If µ = r ln(2) then X oscillates between 0 and +∞.
Proof. it is an application to [Ber96, corollary 2 p.190] applied on L.
This lemma gives that if r/2 < µ < r ln(2) then Xt → 0 and E[Xt]→ +∞. In particular, in this
case, χ = 0 a.s.
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6.2.2 Scaling property and application to the study of the size of the largest
individual
Our model is close to branching random walks, branching Brownian motion or fragmentation
processes. One of the main common features is the following scaling property:
Lemma 6.2.3 (Scaling property). We have
Law((Zt)t≥0 | Z0 = δx) = Law((Z(x)t )t≥0 | Z0 = δ1),
where for every t ≥ 0,
Z
(x)
t =
∑
u∈Vt
δx×Xut .
Proof. This comes directly from the construction, the stochastic differential equation (6.3) or the
generator (6.5).
As a consequence, most of the time, we shall assume, without less of generality, that Z0 = δ1. So,
we add the following notation: for x > 0, we define Px(A) = P(A|Z0 = δx), for all measurable set
A, and denote by Ex the corresponding expectation. As application of the previous lemma, we have
the following result, adapted from the study of branching Brownian motion [Rob09, Theorem 1.7]:
Lemma 6.2.4 (Law of 0-1 for the largest individual). For every λ ∈ R,
p = P1
(
lim inf
t→+∞
ln(X t)
t
< λ
)
∈ {0, 1}.
Proof. Let us denote by Fs = σ{(Xut )u∈Vt , t ≤ s}. For all s ≥ 0, we have
P (s) = P1
(
lim inf
ln(maxu∈Vt X
u
t )
t
< λ | Fs
)
= P1
 ⋂
u∈Vs
{
lim inf
ln(maxv∈uVt X
v
t )
t
< λ
}
| Fs

=
∏
u∈Vs
PXus
(
lim inf
ln(maxv∈Vt X
v
t )
t
< λ
)
= P1
(
lim inf
ln(maxv∈Vt X
v
t )
t
< λ
)Ns
= pNs
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where uVt = {v ∈ Vt | ∃w ∈ U, v = uw} and the passage between the third and the fourth line
comes from Lemma 6.2.3. Thus P (s) converges to 0 or 1 following that p < 1 or p = 1. However
we have E[P (s)] = p and so p ∈ {0, 1}.
Immediately, we deduce that there exists λ∗ ∈ R such that if λ > λ∗ then
lim inf
t→+∞ X te
−λt = 0,
and if λ < λ∗ then
lim
t→+∞X te
−λt = +∞.
With the same method, we prove that there exists λ∗ ∈ R such that if λ > λ∗ then
lim
t→+∞X te
−λt = 0,
and if λ < λ∗ then
lim sup
t→+∞
X te
−λt = +∞.
then we see that it is impossible that λ∗ > λ∗, and we have two possibilities: either λ∗ = λ∗ and then
X t ≈ eλt; either λ∗ < λ∗ and then, if λ < λ∗ then we have
lim
t→+∞ e
−λt = +∞
if λ > λ∗ then
lim
t→+∞ e
−λt = 0
and if λ∗ < λ < λ∗ we have
lim sup
t→+∞
e−λt = +∞ and lim inf
t→+∞ e
−λt = 0.
We shall prove, with another method and without to use this lemma, that λ∗ = λ∗.
6.2.3 Additive martingales
In all this section, we shall suppose that X∅0 = 1. We begin by remarking that
Ggα = λαgα, (6.6)
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where
λα = µα+ σ
2α2 + r(21−α − 1),
gα : x 7→ xα and G is defined in the expression (6.5). In others words, (gα, λα)α∈R is a family of
eigenelements of G. As a consequence, we have
Lemma 6.2.5 (A family of martingales). Let α ∈ R and let us define, for every α ∈ R and t ≥ 0,
M
(α)
t = e
−λαt ∑
u∈Vt
(Xut )
α = e−λαtZt(gα).
It is a positive martingale which converges to a random variableM (α)∞ .
Proof. Using (6.6), we see that the expectation of (M (α)t )t≥0 is constant. Thanks to the branching
property, this gives the martingale property. See [Clo11, Lemma 3.2], for further details. Finally, it is
positive and then converges almost surely to a random variableM (α)∞ .
The mapping α 7→ λα is similar to the function −κ introduced in [Ber06, Chapter 1] for the
fragmentation processes. In this book, it is proved that κ can explode and is always a continuous
strictly increasing function on the set where it does not explode. Due to the increasing of the size
between the divisions, our situation is different to [Ber06]. Indeed, we have the following elementary
lemma
Lemma 6.2.6 (Variation of α 7→ λα). There exists a unique α∗ ∈ R such that the function α 7→ λα is
convex on R, decreasing on (−∞, α∗) and increasing on (α∗,+∞). Furthermore,
– if µ− 2r ln(2) < 0 then α∗ > 0,
– if µ− 2r ln(2) > 0 then α∗ < 0.
In particular, thanks to Theorem 6.1.2, we have two situations:
– if µ > 2r ln(2) then the sizes of cells explode and α∗ > 0.
– if µ < 2r ln(2) then the sizes of cells vanish and α∗ < 0. Furthermore, λ is positive and
increasing on R+.
Now we give the behavior of another important function:
Lemma 6.2.7 (Variation of α 7→ pλα − λpα). There exists p∗ > 1 such that, for every p ∈ (1, p∗], the
function β(p) : α 7→ pλα − λpα is convex and decreasing on (0,+∞). Furthermore,
β(p)(0) = r(p− 1) and lim
α→+∞ β
(p)(α) = r(1− p).
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In particular, there exists α(p) > 0 such that
∀α ∈ (0, α(p)), β(p)(α) > 0.
The proofs of the two previous lemmas are straightforward, but we deduce that
Lemma 6.2.8 (Lp-converge of the additive martingales). Let p ∈ (1, p∗] and α ∈ (0, α(p)), the mar-
tingaleM (α)t converges also in L
p andM (α)∞ > 0 a.s.
Proof. In order to prove that the convergence holds in Lp, we shall use the Burkholder-Davis-Gundy
inequality [DM80, Theorem 92 p. 304]. For every continuous time martingale (Mt)t≥0, with finite
variation and which verifies M0 = 0 , and p ∈ (1, 2], there exists a universal constant Cp > 0, such
that
E
[
sup
t≥0
|Mt|p
]
≤ CpE
∑
t≥0
|Mt+ −Mt−|p
 .
Since Z is continuous between the division times, we deduce
E
[
sup
t≥0
∣∣∣M (α)t −M (α)0 ∣∣∣p
]
≤ CpE
∑
u∈T
e−λαd(u)p
∣∣∣Xud(u)∣∣∣αp ∣∣∣21−α − 1∣∣∣p
 .
Now, using the fact that the lifetime of one individual is exponentially distributed, we have
∑
u∈T
E
[
e−λαd(u)p
∣∣∣Xud(u)∣∣∣αp] = ∑
u∈T
E
[∫ d(u)
b(u)
e−λαtp(Xut )
αpdt
]
=
∫ ∞
0
E
∑
u∈Vt
e−λαtp(Xut )
αp
 dt
=
∫ ∞
0
e−t(pλα−λαp)dt
< +∞.
In the last expression, b(u) and d(u) design the birth and the death times of the individual u. Finally,
let us check that M (α)∞ > 0 almost surely. Write ̺ = P
(
M (α)∞ = 0
)
; the fact that E
[
M (α)∞
]
=
E
[
M
(α)
0
]
= 1 ensures that ̺ < 1. On the other hand, an application to the branching property and the
L1 convergence yields
M (α)∞
d
= e−λατ
(
X˜(1)τ
2
M˜ (1)∞ +
X˜(2)τ
2
M˜ (2)∞
)
,
where M˜ (1)∞ , M˜
(2)
∞ are two independent variables distributed as M
(α)
∞ , (X˜
(1)
t )t≥0, (X˜
(2)
t )t≥0 are two
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independent diffusive processes generated by (6.3) and τ is an independent random variable, expo-
nentially distributed, with mean 1/r. This gives ̺2 = ̺ and ends the proof.
Let us add the following notations:
α(1) = lim
p→1α
(p).
Trivially, we have
Corollary 6.2.9. Let α ∈ (0, α(1)), the martingaleM (α)t converges also in L1 andM (α)∞ > 0 a.s.
6.3 Asymptotic of the largest individual
In this section, we prove Theorem 6.1.1.
6.3.1 Exponential increasing for the size of the largest individual
Lemma 6.3.1 (Variation of γ : α 7→ λα/α). There exists α > 0 such that γ is decreasing on (0, α)
and increasing on (α,+∞). Furthermore,
λα
α
= λ′α.
Proof. Since α 7→ λα is convex, we deduce the variation of α 7→ αλ′α − λα, and then the variation of
γ. The equality holds because α is a local minimum.
Lemma 6.3.2 (Comparison of constants). We have
α ≤ α(1)
Proof. Firstly, for any α > 0, we have
lim
p→1 ∂pβ
(p)(α) =
λα − αλ
′
α < 0, if α < α
λα − αλ′α > 0, if α > α.
Now, for any p ∈ (1, 2], we have
β(p)(α(p)) = 0.
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Differencing in p and taking the limit as p→ 1, we deduce
∂pα
(p)∂αβ
(p)(α(p)) + ∂pβ
(p)(α(p)) = 0
Finally, as the mapping p 7→ α(p) is increasing and the mapping α 7→ βp(α) is decreasing, taking the
limit as p→ 1, we deduce the announced result.
6.3.2 Proof of Theorem 6.1.1
For every α ∈ (0, α(1)), we have
e−λαtX
α
t ≤ e−λαt
∑
u∈Vt
(Xut )
α
and the right-hand side remains bounded as t tends to infinity. Hence
lim sup
t→+∞
1
t
lnX t ≤ λα
α
.
And optimizing over α yields
lim sup
t→+∞
1
t
lnX t ≤ λα
α
.
On the other hand, for every α ∈ (0, α(1)) and ε > 0 sufficiently small, we have the lower bound
e−λαt
∑
u∈Vt
(Xut )
α ≤ Xεte−λαt
∑
u∈Vt
(Xut )
α−ε.
We know that both limits
lim
t→+∞ e
−λαt ∑
u∈Vt
(Xut )
α and e−λα−εt
∑
u∈Vt
(Xut )
α−ε
are finite and strictly positive a.s. and we deduce that
lim inf
t→+∞
1
t
lnX t ≥ λα − λα−ε
ε
.
We take the limit of the right-hand side as ε→ 0 and then taking the limit α→ α to conclude that
lim inf
t→+∞
1
t
lnX t ≥ λ′α.
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6.4 Mean behavior of the population
In this section, we prove Theorem 6.1.2.
6.4.1 Many-to-one formula and auxiliary process
Using the martingales introduced in section 6.2.3, we can use a Girsanov-type transformation and
deduce several many-to-one formula. In particular, the case α = 0 leads to:
Lemma 6.4.1 (Many-to-one formula). For every t ≥ 0 and x ≥ 0, we have
Ex
∑
u∈Vt
f(Xut )
 = E[f(Yt)],
where (Yt)t≥0 is an auxiliary Markov process, starting from Y0 = x, and generated by
Af(x) = σ2f ′′(x) + (µ+ σ2)xf ′(x) + 2r
(
f
(
x
2
)
− f(x)
)
,
for every f ∈ C2c (R∗+).
Proof. See [BDMT11, Proposition 3.3] or [Clo11, Lemma 3.3].
Note that the behavior of the auxiliary process is different to the behavior of one cell line. The
resulting jump rate 2r is equal to the original rate r times the number of offspring. This is heuristically
explained by the fact that when one chooses an individual uniformly in the population, at a certain
time, an individual belonging to a lineage with more generations or with prolific ancestors is more
likely to be chosen. Except for this difference, their behavior is similar and we can write
∀t ≥ 0, Yt = exp
(
µt−Nt ln(2) + σ
√
2Bt
)
,
where (Bt)t≥0 is a standard Brownian motion and (Nt)t≥0 is an independent Poisson process, with
intensity 2r, and we deduce the analogue of Lemma 6.2.2 :
Lemma 6.4.2 (Limit of the auxiliary process). If µ > 2r ln(2) then
lim
t→+∞Yt = +∞ a.s..
If µ < 2r ln(2) then
lim
t→+∞Yt = 0 a.s..
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and if µ = 2r ln(2) then Y oscillates
6.4.2 Proof of Theorem 6.1.2
Let us begin by proving (i) and let us define V εt = {u ∈ Vt | Xut ≥ ε} and N εt = cardV εt . By the
Lemma 6.4.2 and Lemma 6.4.1, we have
lim
t→+∞E
[
N ε
E[Nt]
]
= lim
t→+∞P (Yt ≥ ε) = 0
and asNt/E[Nt] converges a.s. to an exponential variable, see Lemma 6.2.1, we have the convergence
of N ε/E[Nt] to 0 in probability. Now, it remains to show that the convergence holds a.s. Denoting by
Vt,s(u) the set of cells alive at time t+ s and whose ancestor at time t is the cell u ∈ Vt, we have
N εt+s
Nt+s
≤
∑
u∈V εt cardVs,t(u)∑
u∈Vt cardVs,t(u)
.
Let us add the notation Υus = cardVs,t(u). Conditionally to Ft = σ{
∑
u∈Vt δXur | r ≤ t}, (Υu)u∈Vt is a
family of i.i.d. Yule process, hence
sup
s≥0
N εt+s
Nt+s
≤
∑
u∈V εt sups≥0Υ
u
se
−rs∑
u∈Vt infs≥0Υ
u
se
−rs
≤
∑
u∈V εt sups≥0Υ
u
se
−rs∑
u∈Vt infs≥0Υ
u
se
−rs
≤ N
ε
t
Nt
× 1
N εt
∑
u∈V εt
sup
s≥0
Υuse
−rs × Nt∑
u∈Vt infs≥0Υ
u
se
−rs .
By the usual law of large number, the second and third terms converges a.s., thus we deduce that
lim
t→+∞ sups≥0
N εt+s
Nt+s
= 0 in probability.
Then, we deduce the a.s. convergence of N εt /Nt using the following standard argument
{∃δ > 0,∀t ≥ 0,∃s ≥ 0, N εt+s/Nt+s ≥ 2δ} ⊂
⋃
δ>0
⋂
t≥0
{supN εt+s/Nt+s ≥ 2δ} a.s.
where the probability of the right hand side event is equal to 0. This ends the proof. Let us now prove
(ii). As g > 2r ln(2)⇒ g > r ln(2), Lemma 6.2.2 gives that the size of each cells go to infinity. Thus
there always exists a random time T such that V 1t = {u ∈ Vt | Xut ≥ 1} is not empty when t = T .
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By branching properties
P
(
lim sup
t→
cardV 1t = +∞
)
= 1.
Then, for every n ∈ N∗, the stopping time Tn, defined by
Tn = inf{t ≥ 0 | cardV 1t ≥ n},
for every n ≥ 1, is finite a.s. Denoting by Vt(j) the set of cells alive at time t which are issue to the
cell j, we have
card{i ∈ VTn+t : X iTn+t ≥ exp(κt)}
NTn+t
≥ ∑
j∈VTn
cardVt(j)
NTn+t
card{j ∈ Vt(j) : X it(j) ≥ exp(κt)}
#Vt(j)
.
Letting t→∞ in this inequality and cardVTn ≥ n gives
P
(
lim sup
t→∞
card{u ∈ Vt : Xut ≥ exp(κt)}
Nt
= 0
)
≤ P1
(
lim sup
t→∞
card{u ∈ Vt : Xut ≥ exp(κt)}
Nt
= 0
)n
.
This ensures that
P
(
lim sup
t→∞
card{u ∈ Vt : Xut ≥ exp(κt)}
Nt
= 0
)
∈ {0, 1}.
But, if there exists κ ∈ [0, g − 2r log(2)) such that:
P
(
lim sup
t→∞
card{u ∈ Vt : Xut ≥ exp(κt)}
Nt
> 0
)
= 0, (6.7)
then limt→+∞ card{u ∈ Vt : Xut ≥ exp(κt)}/Nt = 0, in probability. Since Nt/E(Nt) converges in
probability, we have
lim
t→+∞
card{i ∈ Vt : X it ≥ exp(κt)}
E(Nt)
= 0, in probability.
Moreover,
card{u ∈ Vt : Xut ≥ exp(κt)}
E(Nt)
≤ Nt
E(Nt)
,
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which is bounded in L2. Then card{u ∈ Vt : Xut ≥ exp(κt)}/E(Nt) is uniformly integrable and the
convergence in probability of (6.4.2) implies the L1 convergence. Thus,
lim
t→+∞P(Yt ≥ exp(κt)) = 0,
which is in contradiction with Lemma 6.4.2. It ends the proof.
6.5 Fluctuation of the largest individual via deterministic method
Kolmogorov et al proved that the extremal particle in a standard branching Brownian motion sits
near
√
2t at time t. Higher order corrections to this result were given by [Bra78]. Theirs proof are
based on the study of the Fisher-Kolmogorov-Petrovski-Piscounov equation:
∂tu = ∂xxu+ u
2 − u.
More precisely, they give
u(t,m(t) + x)→ w(x),
where
m(t) =
√
2t− 3
2
√
2
ln(t) +O(1).
Recently this equation was generalized in the case of fragmentation process [BHK11]. In the fol-
lowing, we shall give the analogous of the F-KPP equation in our setting. Let uM be the cumulative
function of the law of X; that is defined by
uM(t, x) = P
[
max
u∈Vt
Xut ≥ 1 | X∅0 = x
]
, (6.8)
or equivalently,
uM(t, x) = E
 ∏
u∈Vt
1(−∞,1](Xut ) | X∅0 = x
 .
The study of u is then connected with the non-linear behavior of the measure
∏
u∈Vt δXut which is
different to the linear problems associated to the measure
∑
u∈Vt δXut as in [BDMT11, Clo11].
Lemma 6.5.1. Let f ∈ C2c (R∗+), if uf is defined by
uf (t, x) = E
 ∏
u∈Vt
f(Xut ) | X∅0 = x
 ,
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for every t ≥ 0 and x ≥ 0, then uf is solution to

∂tuf (t, x) = σ
2x2∂xxuf (t, x) + (µ+ σ
2)x∂xuf (t, x) + r
(
u2f
(
t,
x
2
)
− uf (t, x)
)
uf (0, x) = f(x)
Proof. The proof is usual, we may split the expectation into two pieces, according to weither the
original particle splits at some T ≤ t or not, and obtain
uf (t, x) = Ptf(x)e
−rt +
∫ t
0
Pt−s
(
u2f
(
s,
·
2
))
(x) re−r(t−s)ds,
where Pt denote the semigroup associated to the vector field y′ = gy. Now, a differentiation produces
the system.
Remark 6.5.2 (More general setting). In the general model of [BDMT11, Clo11], this equation is
given by
∂tuf (t, x) = Guf (t, x) + r
∑
k
pk
∫ 1
0
(
k∏
i=1
uf
(
t, F
(k)
i (x, θ)
)
− uf (t, x)
)
dθ,
with the notation of chapter 5. In particular, ifA is the generator of the Brownian motion, the division
is dyadic and local then we recover the classical F-KPP equation.
Finally, note that Lemma 6.2.3 gives
Lemma 6.5.3 (Rescaling properties). For all x ≥ 0,M ≥ 0 and t ≥ 0, we have
uM(t, x) = u1
(
t,
x
M
)
It will be interesting to generalize the result of [BHK11, Bra78, Rob11] for this equation.
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