Let D = {d n } be a countable collection of ∆ 1 3 degrees. Assuming that all co-analytic games on integers are determined (or equivalently that all reals have "sharps"), we prove that either D has a ∆ 1 3 -minimal upper bound, or that for any n, and for every real r recursive in d n , games in the pointclasses ∆ 1 2 (r) are determined. This is proven using Core Model theory.
Introduction
The main theorem of [11] is the following: Theorem 1.1 (ZF C + ∀r ∈ R (r # exists) + ¬ 0 † ) Every countable set of ∆ 1 3 degrees has a minimal upper bound.
We say that for reals f, g ∈ ω ω f is ∆ 1 3 in g, or f ≤ 3 g, if there are Σ 1 3 relations Φ, Ψ expressible in second order number theory so that f (n) = m ⇔ Φ(n, m, g) ⇔ ¬Ψ(n, m, g). This is a reducibility ordering, and setting f = 3 g ⇔ f ≤ 3 g & g ≤ 3 f we have that = 3 is an equivalence on ω ω . We let f denote the equivalence class [f ] =3 .
In general, when ≤ r is a reducibility ordering (meaning ≤ r is a transitive, reflexive partial ordering, extending ≤ T , Turing reducibility, so that if x ≤ r y and z ≤ r y then x ⊕ z ≤ r y holds, where x ⊕ z is the recursive union of x with y) we shall use ≤ r to denote also the partial ordering amongst r-degrees so induced.
If D is a set of r-degrees, we say that e is an r-minimal upper bound for D if
By the expression "r # exists" we mean that there is a closed and unbounded class of indescernibles, C r , for L[r], the constructible closure of L with r, and by O † , the existence of such a class of indescernibles for L[µ]-an inner model for a measurable cardinal -if such exists. By "¬O † " we mean that such a class does not exist. For information on games see [2] . By contrast with Theorem 1.1 Kechris had earlier shown [3] : At first sight it is tempting to conjecture:
Conjecture 1 (ZF C + ∀r (r # exists)) Every countable collection of ∆ 1 3 -degrees has a minimal upper bound.
Whilst Theorem 1.2 lends weight to this assuming ∆ 1 2 -determinacy, there was a large gap between this assumption and that of Thm 1.1. It is the purpose of this note to close that gap. We prove: Theorem 1.3 Assume ZF C + ∀r (r # exists) . For every countable set D = {d n } of ∆ The inner model machinery we use is due to Steel [10] building on the fine-structure of iterations trees, due to Mitchell & Steel [7] . We assume the reader is familiar with [7] , [10] , and [11] . The basic structure of the proof of Theorem 3 is still that of [11] . This note details how [11] may be amended or "read" to show how to relax the extra assumption of [11] , and still make the proof of Theorem 1.3 go through. We shall occasionally try to avoid wholescale repetition by assuming the reader has a copy of [11] to refer to.
We first prove fairly directly the following weakening of 1.3. We indicate at the end how this assumption can be weakened to that of sharps for reals to get 1.3
2
The basic tools of Theorem 1.1 were the Σ 1 3 -correctness of the Dodd-Jensen Core Model, K DJ , together with the analysis of Σ 1 3 sets as unions of ℵ 1 -Borel sets of [12] , where the codes of the Borel sets could be taken from reals coding wellorders and mice, from K DJ . Essentially this analysis held because the class of uniform indiscernibles C for reals could be computed in K DJ as
from sharps for bounded subsets of ω
Here we shall use: Theorem 2.1 (Steel) [10] 7.9 Assume there are two measurable cardinals κ < Ω, but that there is no inner model of a Woodin cardinal. Then the core model K of [10] 
We say that a model M is Σ 1 3 -correct, if for any x ∈ M , and any non-empty Π 1 2 (x) set B of reals, then B has a member y ∈ M . It is still unknown whether u 2 < ω 2 follows from the hypothesis of Theorem 2.1, but its proof does show that computing the uniform indiscernibles for bounded subsets of the lower measurable cardinal κ, yields the same class, both in V and the Steel K.
Let D = {d n } n∈ω be a fixed countable collection of ∆ 
ω ω be a representative of each class, and let z = ⊕ d n |n < ω some recursive coding of the d n .
We assume for some n that lightface ∆ 1 2 (d n )-Determinacy fails. Clearly we may assume that n = 0, and in fact we shall take d 0 = 0 as the proof will relativize uniformly. Initially we shall work under the assumptions of Thm. 2.1, and at the end of the paper indicate that they may be removed, if we continue to assume the existence of #'s for reals. For z a set of ordinals, we let K z be the Steel core model relativized to the predicate z, and (K z ) c the associated preliminary model (see [10] § §1 -5). All references to "mice" will mean an ω-sound, ω-iterable mouse as defined in [7] 
Then τ is K f -stable. We set τ (f ) to be the least K f -stable.
Proof: Just as for δ 1 2 , the first stable ordinal and L, using the Σ
In [11] we used mainly the fact that below a measurable cardinal the constructible closure
. We see no a priori reason for this to be true for larger core models (we replace it with Lemma 2.18(iii) below). However:
Proof: By the Weak Covering Lemma for K y (see [6] ) for a cub class D ⊆ Ω of cardinals, we shall have
Similarily building K inside K y , (note that enough of the measure on Ω survives into K y for the construction to take place), we appeal to the Weak Covering Lemma for K inside K y to get the same conclusion on a cub set
Consider the comparison of K with K with resultant trees T , U. (Again we follow [7] §7 in our definition of comparison, excepting that we shall always consider comparisons of mice as terminating in a common model). If K is not universal then, by a standard argument,( [10] ), §8 there is a cub
and this has cofinality (κ
Consequently on neither side of the coiteration is there any truncation on the main branch. This can only mean K λ = K λ for any λ less than the first measurable of K and of K.
We shall use a relativized form of the above argument:
by the same argument, noting that x ∈ K y and that δ Q.E.D.
. By the same argument as Lemma 2.5 |K
The following replaces the notion of "λ-K-degree" from [11] . Definition 2.10 Let λ be a p.r. closed ordinal, M mouse with λ, On ∩ M . A λ-M -degree is an equivalence class of reals under the relation "f ∈ L λ [M, g]" which we write as f ≤ λ,M g.
is the usual constructible closure of M with g). Clearly ≤ λ,M is a reducibility ordering.
It is not hard to see that ≤ ∆ is also a reducibility ordering (for transitivity one needs to observe only that if x ≤ ∆ y ∧ y ≤ ∆ z as witnessed by mice M, N ∈ ∆ 1 3 (f ) (resp. ∆ The proof of [11] used a forcing argument derived from Friedman [1] using perfect trees with various notions of pointedness. For any of the above reducibility notions:
Here as elsewhere we shall write f ∈ T to mean that f codes the characteristic function of a set of sequence numbers coding a branch through T . Throughout this note T and T * will refer to perfect trees of sequence numbers. The following is an entirely general fact about pointedness: Lemma 2.13 (Sacks [9] 2.3) a) If T is r-pointed and T * ⊆ T, T * perfect, and T * ≤ r T , then T * = r T , and T * is r-pointed. b) If T is r-pointed, and T ≤ r f , then there is a perfect T * ⊆ T , r-pointed, and such that T * = r f . Lemma 2.14 a) (cf.
a mouse with On ∩ M < λ, and suppose g : λ
closed under the sharp operation.
Let S ⊆ ω × ω ω be a universal Σ 1 3 set; and further require that for any h ∈ ω ω, S h = {e|S(e, h)} is a complete Σ 1 3 (h) subset of ω.
Suppose S(e, h) ←→ ∃gP (e, h, g) where P is Π 
we get the desired conclusion.
(i) above fulfills the role of F (e, h) of [11] . Here ≤ * is the natural mouse ordering: M < * N if the comparison process, via ω-maximal iteration trees T , U to a common model M 
∈ F (e, h), this is because there is M < * N with ∃gS M,e λM (h, g) is illfounded. Let (M, N ) be compared with resulting trees U, T . Then using Remark (2) above, we
) is illfounded, we may map up the branch, sequence by sequence, to one in S P,e γ using the iteration map i 
Lemma 2.18 (i) If
Proof: (i) follows from the last sentence of Lemma 2.17 since e ∈ S h ←→ ∃αK
Suppose for (ii) the given set is not ≤ * -cofinal but there is
Claim "e ∈ S h " is a ∆ 1 3 (h) relation (contradicting the assumption on S h that it is a complete Σ Q
.E.D.(2)
By Shoenfield absoluteness, we have that the following is true:
Hence "e ∈ S h " is computable in L[M 0 , h], and we may write e ∈ S h ←→ n 0 (e) ∈ (M 0 , h) # for some recursive n 0 ∈ ω ω. But the latter sharp is in
, where S R λ is a version of the MS tree for the relation R defined inN. Let N ≥ * N with N ∈ F (e, h) for some e ∈ ω. But now argue as at (2) in part (ii) above that
For the last sentence of (iii) just note that what we did for M we could have done for any Y ∈ |K
For (iv) note that we made no intrinsic use of "N ∈ F (e, h)" in (3): any N ′ ≥ * N would do. Since N ′ ∈ ∆ 1 3 (h) we can bound the "∃β" computation, as there, by δ
We define a reducibility ordering to replace that of "∆ 1 3 (T )" from [11] :
Again there are corresponding notions of ∆ Lemma 2.20 (cf. [11] Lemma 9) Let T be a perfect tree, f ∈ T and let F (e, f ) = N for some e ∈ ω, but f / ∈ K T . Then there are a perfect T * ⊆ T, T * ≤ 3 T , and
This is Σ 1 3 (T ) (noting that there is a set of codesh of countable premice satisfying the last conjunct which is a recursive in h,
, and such an f as in (1) 
Consequently, settingδ = δ 1 3 (T ), for some finite sequence of mice
As g ∈ T * → g ∈ T and T is ∆ 1 3 -pointed, T ≤ 3 g, and then
But the latter is contained in |K g δ 1 3 (g) |, by the above. Hence T * ≤ 3 g and so is ∆ Proof:
The following lemmas are used to control the growth of ∆ 
Q.E.D.
For the next lemma as we have ∆
where λ is a p.r. closed ordinal > On ∩ M m . So let λ m | m < ω be an ascending sequence of p.r. closed ordinals with λ m > On ∩ M m , so that λ m witnesses this, and with sup m λ m = δ. By thinning out the d n | n < ω sequence, we may assume that for any n λ n < δ
, and using the argument of (2) of Lemma 2.23). We show that f is ∆-minimal, and then the result follows by 2.23. So suppose e) ∀n(d n < ∆ h) and
That is, f ≤ ∆ h. Hence f is ∆-minimal as required.
We now have set up all the machinery, to run the main argument of [11] Lemma 13, keeping roughly to the same notations.
We state this as follows:
Lemma 2.25 Let D, {d n }, δ, z, λ n , M n be as above. There is a perfect set
Proof: We only sketch the construction which takes place in K z , defining a binary system of ∆ 1 3 -pointed trees T s |s ∈ 2 <ω . Let e i be an enumeration of ω in which every integer ocurs infinitely often. Let T Ø = 2 <ω . Assume T s has been defined ∀s ∈ 2 The perfect tree T 0 of the lemma is that arising from the fusion of the T s |s ∈ 2 <ω , and so [T 0 ] = {f | g∈2 ω N ∈ω f ∈ [T g↾n }. The argument that T 0 is properly defined follows that of [11] -pointedness of T s where f ∈ T s ∧ lh(s) = n), we have requirement b) of 2.24 (and a) of the current lemma). Now if f ∈ T 0 ∧ f / ∈ n K dn , by Lemma 2.20, if F (e i , f ) = Ø then ∀M ∈ F (e i , f ) M ≤ * N for some N ∈ ∆ 1 3 (D)). We have that f, D satisfy 2.23 c) and the result follows by that lemma.
The following theorem analogous to [11] Thm 14 is proven similarly mutatis mutandis.
Theorem 2.26 (i) For every f ∈ T 0 , f is an upper bound for {d n } n∈ω ; if additionally f ∈ T 0 \ i∈ω K di then f is a minimal upper bound for {d n } n∈ω .
(ii) There exists a minimal upper bound of {d n } n∈ω .
(iii) There is a least upper bound of {d n } n∈ω iff ∃i 0 ∈ ω(R ⊆ K di 0 ).
We remark now on how to remove the assumption that there are two measurable cardinals κ < Ω. The essential ingredient of Lemma 2.25 is to have a ZF C − model M , containing z which is Σ
