ABSTRACT. A set of computer procedures for probabilistic calibration of 14C dates was developed at the Gliwice Radiocarbon Laboratory for the IBM PC compatible microcomputer. The program comprises three main options: 1) calibration of a single 14C date, 2) calibration of a set of arbitrary dates, 3) calibration of a set of related dates. Results of calibration are presented in the form of graphs and numeric data, including tables of selected quantiles and interquantile ranges of resulting probability distribution of cal age. In this paper, we present the aims of the program, with a short description of its structure, show examples of working with output data in terms of expected archaeological application, and consider the possibility of standardization of calibration procedures.
INTRODUCTION
A set of computer procedures for probabilistic calibration of single 14C dates and sets of arbitrary or related dates was developed for the IBM PC/ XT microcomputer with the Hercules graphic card. The theory of probabilistic calibration was presented during the Symposium "Archaeology and 14C" in Groningen, 1987 (Michczynska, Pazdur & Walanus, in press). The calibration procedure consists in transforming the initial Gaussian probability distribution on the calendric time scale to the appropriate part of the calibration curve. Several changes were made in the program after discussions during the Groningen meeting and with archaeologists.
AIMS OF THE PROGRAM
Any set of computer procedures for calibration of 14C dates should be designed following several important requirements, which may be listed as follows:
1) the algorithm of calibration should be mathematically correct and complete, 2) the program should be user-oriented as much as possible, 3) the presentation of output data should not impose any limitations on further interpretations (within obvious limits of statistical validity), 4) for archaeological applications, the program should take into account the most specific tasks, which include calibration of a single 14C date, calibration of a set of arbitrary dates to show their distribution on the calendric time scale, calibration of a set of repeated dates, representing the same level, event, or sample, estimation of the duration of a specific phase or culture, comparisons between different cultures/phases, testing their contemporaneity or estimating probable time lags, ordered in the calendric scale according to certain criteria. The first requirements seem to be obvious, while others may be disputable.
Before going into the details of the calibration procedure, we must clarify our terminology. We must distinguish clearly between the terms "calibration," "standardization" and "interpretation of calibration output." Calibration itself means transforming the initial conventional 14C date (= its probability distribution) onto the calendric time scale. The calibration procedure should provide an adequate representation of transformed probability distribution in terms of graphs and point and/or interval estimates. The decision on graphic presentation of calibration results presents no problems as only two plots are in common use, ie, the probability density function and cumulative probability. The choice between point and interval estimates is more complicated, and because of the great variability of shapes of resulting probability distributions of the calibrated age, it seems that both forms of presentation should be incorporated in a standard version of the calibration procedure. There is some question on combining them in a reasonable way to obtain the most universal starting point for further interpretation of the data. Stuiver and Pearson (1986) and Pearson and Stuiver (1986) for calibrating 14C dates younger than 2500 BC. It seems reasonable to use the curve of Pearson et al (1986) as a natural extension of the two former curves. Standardization of methods used for treatment of calibration data is more difficult to achieve, as different methods of smoothing and including the errors of the cal curve may be introduced at this stage.
Our decision for taking the calibration curves as they were published, ie, in the form of piece-line functions, ignoring their errors, is supported by two arguments. First, for medium-accuracy 14C dates (a ? 50 yr), the effect of smoothing and the contribution of error on the calibration curve seem to be negligible; even a small offset equal to several years may lead to seous misinterpretations of high-accuracy dates or mean values of series of repeated datings.
PROCEDURES
The first option of the program, to calibrate a single 14C date, remains unchanged. The output contains graphic information (plots of probability density and cumulative probability functions) and numeric data (locations of maxima of probability, range/ranges of cal age, selected values of quantiles and selected interquantile ranges).
In option 2, calibrating a set of arbitrary dates, a simple bar plot is displayed on the screen, showing intervals of cal age which are cut from the calibration curve by a band of width equal to [D 
where D and a denote the conventional 14C date and its standard deviation, and MN may be equal to 1, 2, 3 or 4. In the second version of this option, we can obtain a "two-dimensional" plot showing location of the median, as well as interquartile ranges and 95% confidence intervals of the calibrated age of all dates included in the calibration. The list of all dates with appropriate data is available on the printer.
In option 3, calibrating a set of related dates, the output contains plots of cumulative probability and probability density functions with tables of selected quantiles and interquantile ranges. If applicable or desired, the weighted mean of all conventional dates is calculated and is next calibrated as for a single date. In all three options, both graphs and numeric data may be displayed in either BP or AD/BC notation. For options 2 and 3, the number of dates included in the calibration is not limited by the program. Data sets containing 50 dates can be analyzed in a reasonable time.
EXAMPLES
To illustrate how the requirements listed above are achieved by the program and to discuss some general problems of interpretation of calibration output, we will consider two examples taken from a data set prepared for the project on the comparison of calibration procedures (cf Aitchison et al, 1989 ). Figures 1 and 2 . The first screen of cal output (Fig 1) contains relevant introductory information about input and output data and shows the appropriate section of the calibration curve. More detailed results are shown on the second screen (Fig 2) . The shape of the resulting probability density function of cal age may be regarded as approximately rectangular (uniform) in the range of cal ages from ca 2480 to 2720 cal BP. In such a case, the median (equal to 2576 cal BP 2580 cal BP) should be taken as the midpoint value of cal age. The choice of appropriate interval of cal age which may be used to characterize the uncertainty of the calibrated date is not obvious, and because such a choice should be, in principle, based on specific tasks and the decision of the user, the output data do not impose any limitations.
Three ranges of cal age, corresponding to confidence levels 0.50 (interquartile range), 0.95 ("2o" interval), and 0.98 ("3o" interval) are given explicitly; others may be easily derived either from a listed table of quantiles or from a plot of cumulative probability. The "1a" confidence interval, eg ranges from 2490 This presentation is useful for a rough evaluation of calibrated age values, but it seems too complicated for long data series. A more useful picture is obtained using the second version of option 2, in the form of a plot (Fig 4) . This shows all relevant information resulting from the calibration of each date in a data set in a simplified graphic form (including median, interquartile ranges and 95% confidence intervals). Each plot may be complemented with a table containing laboratory numbers, conventional 14C dates and appropriate ranges of cal ages. Table 2 shows the calibration results in this version of the procedure. An estimate of duration of cultures can be obtained using option 3. Figure 5 shows an example of the calibration output for Michelsberg II. The resulting probability density function of cal age can be characterized as two approximately uniform parts; the first, ca 5700-5970 cal BP, the second, 5970-6270 cal BP, with a long tail extended towards older ages. This form of composite probability distribution of cal ages of 10 samples from the Michelsberg II culture may be, in fact, expected from bar plots shown in The duration of cultures can be estimated in either 50% (interquartiles) or 95% confidence intervals. The results are summarized in Table 3 . We concluded that both cultures overlap and decline at approximately the same time, although Michelsberg II originates 150 yr earlier than Michelsberg III. Exactly the same conclusions concerning the relationship between these cultures are drawn from 50% and 95% interval estimates, despite significant differences in the duration of the intervals. The results of joint treatment of dates belonging to both cultures, shown also in Table 3 , yield exactly the same 95% estimates as those obtained for the Michelsberg II culture.
CONCLUSIONS
Because of the specific wiggle shape of recent high-precision calibration curves, the procedures for calibrating 14C dates should be based on the transformation of probability distributions of conventional ages into a calendric time scale. The resulting probability distribution in most cases significantly differs from the initial Gaussian distribution and general rules for simple presentations of calibration output cannot be formulated. Moreover, because of the same reason, the concepts that are widely used and familiar to non-experts in statistics and probability (eg, mean value, median, to confidence interval) begin to lose their seemingly unshakable credibility. The probability distributions derived from our computer programs graphically present and describe both point and interval estimates. Based on the shape of the probability density function, the user can choose the most appropriate set of parameters to characterize the calibration result.
Finally, most archaeological applications involve series of 14C dates. We have taken this into account by including various possibilities for the treatment of groups of dates; a 2-or 3-stage procedure is recommended. At the first introductory stage, the group of dates should use option 2 to obtain a bar plot ("1Q" intervals or "two-dimensional" distribution of calendric ages) showing the relationship between calibrated ages of individual dates. At the second stage, the composite probability distribution of calendric ages, of all the dates in the group can be obtained using option 3. At the third stage, calibration of the mean value can be performed in the same way as for a single 14C date.
