Graded components of Local cohomology modules II by Puthenpurakal, Tony J. & Roy, Sudeshna
ar
X
iv
:1
70
8.
01
39
6v
1 
 [m
ath
.A
C]
  4
 A
ug
 20
17
GRADED COMPONENTS OF LOCAL COHOMOLOGY
MODULES II
TONY J. PUTHENPURAKAL AND SUDESHNA ROY
Abstract. Let A be a commutative Noetherian ring containing a field K of
characteristic zero and let R = A[X1, . . . , Xm]. Consider R as standard graded
with degA = 0 and degXi = 1 for all i. We present a few results about the
behavior of the graded components of local cohomology modules Hi
I
(R) where
I is an arbitrary homogeneous ideal in R. We mostly restrict our attention to
the Vanishing, Tameness and Rigidity problems.
1. introduction
1.1. Standard assumption: Throughout this paper A is a commutative Noetherian
ring containing a field K of characteristic zero. Let R = A[X1, . . . , Xm] be standard
graded with degA = 0 and degXi = 1 for all i. We also assume m ≥ 1. Let I be
a homogeneous ideal in R and M = HiI(R). It is well-known that M is a graded
R-module. Set M =
⊕
n∈ZMn.
In paper [4], the first author studied graded components of local cohomology
modules when A is a regular ring containing a field K of characteristic zero and
he proved that they satisfy many good properties. In this paper we show that few
of the results proved in [4] (in particular Theorems 1.2, 1.3 and 1.6) hold true in
considerably general setting.
In this paper we show that under assumptions as in 1.1 the following results hold
true.
We first show
Theorem 1.2. (with hypotheses as in 1.1). If Mn = 0 for all |n| ≫ 0 then M = 0.
In view of Theorem 1.2, it follows that if M = HiI(R) =
⊕
n∈ZMn is non-zero
then either Mn 6= 0 for infinitely many n ≪ 0, OR, Mn 6= 0 for infinitely many
n≫ 0. We show that M is tame. More precisely
Theorem 1.3. (with hypotheses as in 1.1). Then we have
(a) The following assertions are equivalent:
(i) Mn 6= 0 for infinitely many n≪ 0.
(ii) Mn 6= 0 for all n ≤ −m.
(b) The following assertions are equivalent:
(i) Mn 6= 0 for infinitely many n≫ 0.
(ii) Mn 6= 0 for all n ≥ 0.
Surprisingly non-vanishing of a single graded component of M = HiI(R) is very
strong. We prove the following rigidity result:
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Theorem 1.4. (with hypotheses as in 1.1). The we have
(a) The following assertions are equivalent:
(i) Mr 6= 0 for some r ≤ −m.
(ii) Mn 6= 0 for all n ≤ −m.
(b) The following assertions are equivalent:
(i) Ms 6= 0 for some s ≥ 0.
(ii) Mn 6= 0 for all n ≥ 0.
(c) (When m ≥ 2.) The following assertions are equivalent:
(i) Mt 6= 0 for some t with −m < t < 0.
(ii) Mn 6= 0 for all n ∈ Z.
We also give examples to show that Theorems 1.7, 1.8, 1.9, 1.13, 1.14 from [4]
are false if we don’t assume that A is regular.
Techniques used to prove our results: The main idea in [4] is that if A =
K[[Y1, . . . , Yd]] then graded local cohomology modules over R = A[X1, . . . , Xm]
become holonomic over an appropriate ring of differential operators, see [4, The-
orem 4.2]. Furthermore local cohomology modules are “generalized Eulerian” see
[4, Theorem 3.6] (we will discuss this property later). One of the observation we
first made was that in Theorems 1.2, 1.3 and 1.6 in [4] the generalized Eulerian
property of local cohomology modules was used more crucially. Furthermore in [4]
the generalized Eulerian property of local cohomology modules was proved very
generally.
We now discuss the techniques used to prove our results:
Let A be a Noetherian ring containing a field of characteristic zero. Let R =
A[X1, . . . , Xm], graded with degA = 0 and degXi = 1 for all i. Let Am(A) be the
mth Weyl-algebra on A. We consider it a graded ring with degA = 0, degXi = 1
and deg ∂i = −1. We note that R is a graded subring of Am(A). If E is a graded
Am(A)-module and e is a homogeneous element of E then set |e| = deg e.
Consider the Eulerian operator E =
∑m
i=1Xi∂i. If f ∈ R is homogeneous then
it is easy to check that Ef = |f |f . We say a graded Am(A)-module W is Eulerain
if Ew = |w|w for each homogeneous element w of W . Notice R is an Eulerian
Am(A)-module. We sayW is generalized Eulerian if for each homogeneous w of W
there exists a depending on w such that (E − |w|)aw = 0.
The notion of Eulerian modules was introduced in the case A is a field K by Ma
and Zhang [9] (they also defined the notion of Eulerian D-modules in characteristic
p > 0, whereD is the ring ofK-linear differential operators on R = K[X1, . . . , Xm]).
Unfortunately however the class of Eulerian D-modules is not closed under exten-
sions (see 3.5(1) in [9]). To rectify this, the first author introduced the notion
generalized Eulerian D-modules (in characteristic zero), see [6].
The next technique that we use is the technique of de Rham cohomology, Koszul
homology of generalized Eulerian modules. We generalize several properties which
were proved when A = K, a field and the relevant module was holonomic over
Am(K).
The final technique we use to prove vanishing and tameness property of local
cohomology modules is that local cohomology modules is countably generated over
R = A[X1, . . . , Xm]. We can exploit this fact if A contains an uncountable field.
This was observed first in [7]. By base change one can always assume that A
contains an uncountable field, see 6.1.
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Remark 1.5. Note that practically all the proofs in this paper use techniques which
were first developed by several researches (including the first author) for holonomic
modules over some appropriate ring of differential operators. In the generality we
consider, we do not have the notion of holonomic modules. However we have the
notion of generalized Eulerian modules. After carefully rewriting several proofs we
were able to deduce our results.
The paper is organized as follows. In Section 2, we discuss a few preliminary re-
sults that we need. In Section 3, we define generalized Eulerian modules on Am(A),
the mth-Weyl algebra over A and talk about some basic properties of these mod-
ules. In Section 4, some properties of Am(A)-modules are discussed. In Section 5,
we show that HiI(M) has some nice properties due to its countable generation as an
R = A[X1, . . . , Xm]-module. In Section 6 and Section 7 we prove our main results
regarding vanishing, tameness and rigidity of graded local cohomology modules. In
the last Section we give examples to show that Theorems 1.7, 1.8, 1.9, 1.13, 1.14
from [4] are false if we don’t assume that A is regular.
Convention: Throughout modules considered are left modules over some ring
(commutative or not). Usually A,B,R, S will denote commutative rings. The only
non-commutative ring we will consider will be Am(A), the m
th Weyl algebra over
a commutative ring A.
2. Preliminaries
In this section we define Lyubeznik functor T and discuss a few preliminary
results that we need.
2.1. Lyubeznik functors
Let B be a commutative Noetherian ring and let X = Spec(B). Let Y be a
closed subset of X . If M is a B-module and if Y is a locally closed subscheme of
Spec(B), we denote by HiI(M) the i
th local cohomology module of M supported in
Y . Suppose Y = Y2 − Y1 where Y1 ⊂ Y2 are two closed subsets of X , then we have
an exact sequence of functors
(2.1.1) · · · → HiY1(−)→ H
i
Y2(−)→ H
i
Y (−)→ H
i+1
Y1
(−)→ · · · .
A Lyubeznik functor T is any functor of the form T = T1 ◦ T2 ◦ · · · ◦ Tm where each
Ti is either H
i
Y (−) for some locally closed subset Y of X or the kernel, image or
cokernel of some arrow appearing in (2.1.1) for closed subsets Y1, Y2 of X such that
Y1 ⊂ Y2.
We need the following result from [10, Lemma 3.1] regarding the behavior of
Lyubeznik functor under flat maps.
Proposition 2.2. Let φ : B → C be a flat homomorphism of Noetherian rings. Let
M be any B-module and T be a Lyubeznik functor on Mod(B). Then there exists
a Lyubeznik functor T̂ on Mod(C) and isomorphisms T̂ (M ⊗B C) ∼= T (M) ⊗B C
which is functorial in M .
2.3. Graded Lyubeznik functors
Let B be a commutative Noetherian ring and let R = B[X1, . . . , Xm] be standard
graded. We say Y is homogeneous closed subset of Spec(R) if Y = V (f1, . . . , fs),
where fi’s are homogeneous polynomials in R. We say Y is homogeneous locally
closed subset of Spec(R) if Y = Y ′′ − Y ′ where Y ′ ⊂ Y ′′ are homogeneous closed
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subsets of Spec(R). Let ∗Mod(R) be the category of graded R-modules. Then we
have an exact sequence of functors on ∗Mod(R),
(2.3.2) · · · → HiY ′(−)→ H
i
Y ′′(−)→ H
i
Y (−)→ H
i+1
Y ′ (−)→ · · · .
Definition 2.4. A graded Lyubeznik functor T is a composite functor of the form
T = T1 ◦ T2 ◦ · · · ◦ Tm where each Tj is either H
i
Yj
(−) for some homogeneous locally
closed subset Yj of Spec(R) or the kernel, image or cokernel of any arrow appearing
in (2.3.2) with Y = Yj , Y
′ = Y ′j and Y
′′ = Y ′′j such that Yj = Y
′′
j −Y
′
j and Y
′
j ⊂ Y
′′
j
are homogeneous closed subsets of Spec(R).
2.5. Graded Lyubexnik functor under flat maps:
Let φ : B → C be a flat homomorphism of Noetherian rings and let R =
B[X1, . . . , Xm] be standard graded. Set S = R ⊗B C = C[X1, . . . , Xm]. Clearly
φ induces a map φ′ : R → S. Let T be a graded Lyubeznik functor on ∗Mod(R).
If Y is a homogeneous closed subset of Spec(R), say Y = V (f1, . . . , fs). Set Y
′ =
V (f ′1, . . . , f
′
s) where f
′
i = φ
′(fi). We note that Y
′ is a homogeneous closed subset
of Spec(S). Furthermore it is clear that we have a homogeneous isomorphism
HiY (−) ⊗B C = H
i
Y ′(−). If Y is a homogeneous locally closed subset of Spec(R),
say Y = Y2 − Y1. Set Y
′ = Y ′2 − Y
′
1 . Then clearly Y
′ is a homogeneous locally
closed subset of Spec(S). Furthermore applying the functor (−) ⊗B C to (2.3.2)
yields an exact sequence
· · · → HiY ′
1
(−)→ HiY ′
2
(−)→ HiY ′(−)→ H
i+1
Y ′
1
(−)→ · · · .
More generally if T is a graded Lyubeznik functor on ∗Mod(R) then T ⊗B C is a
graded Lyubeznik functor on ∗Mod(S).
3. Generalized Eulerian modules
Let A be a commutative Noetherian ring containing a field K of characteristic
zero. Let Am(A) be the m
th-Weyl algebra over A. Notice Am(A) = A⊗KAm(K) =
A〈X1, . . . , Xm, ∂1, . . . , ∂m〉. We can consider Am(A) graded, by giving degA =
0, degXi = 1, deg ∂i = −1.
The Euler operator on Am(A), denoted by Em, is defined as
Em :=
m∑
i=1
Xi∂i.
Note that deg Em = 0. Let E be a graded Am(A)-module. For any homogeneous
element e ∈ E, set |e| = deg e.
Definition 3.1. A graded Am(A)-module M is said to be generalized Eulerian if
for each homogeneous element e of E there exists a positive integer a (depending
on e) such that
(Em − |e|)
a · e = 0.
The following result from [4, Theorem 3.6] is extremely useful to us.
Theorem 3.2. Let T (R) be a graded Lyubeznik functor on ∗Mod(R). Then T (R)
is a generalized Eulerian Am(A)-module.
The following result is well-known.
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Lemma 3.3. If Γ is left (resp. right) Noetherian (not necessarily commutative)
ring then for all m ≥ 1, the Weyl Algebra Am(Γ) is also left (resp. right) Noetherian
for all m.
The following property of generalized Eulerian modules is proved in [4].
Lemma 3.4. [4, Proposition 3.11] Let 0→M1 →M2 →M3 → 0 be a short exact
sequence of Am(A)-modules. Then M2 is generalized Eulerian if and only if M1
and M3 are generalized Eulerian.
First we develop some basic properties.
Proposition 3.5. Let M be a generalized Eulerian Am(A)-module. Then for i =
0, 1, the Am−1(A)-module Hi(∂m;M)(−1) is generalized Eulerian.
Proof. From the short exact sequence
0→ H1(∂m;M)→M(1)
∂m−→M → H0(∂m;M)→ 0
we get H1(∂m;M) = ker∂m = {a ∈ M | ∂ma = 0} and H0(∂m;M) = M/∂mM .
Note Am−1(A) is a sub-ring of Am(A). Further as ∂m commutes with all elements
in Am−1(A) we get the map M(1)
∂m−→ M is Am−1(A)-linear. So H0(∂m;M) and
H1(∂m;M) are Am−1(A)-modules. Note that H1(∂m;M)(−1) ⊆ M . Let ξ ∈
H1(∂m;M)(−1) be homogeneous. As M is generalized Eulerian so we have
(Em − |ξ|)
aξ = 0 for some a ≥ 1.
Now by definition Em = Em−1 +Xm∂m. Since Xm∂m commutes with Em−1 so we
have
0 = (Em−1 − |ξ|+Xm∂m)
aξ = ((Em−1 − |ξ|)
a + (∗)Xm∂m)ξ.
Here ∗ denotes the irrelevant terms. As ∂mξ = 0 we get that (Em−1 − |ξ|)
aξ = 0.
Thus H1(∂m;M)(−1) is a generalized Eulerian Am−1(A)-module.
Let ξ′ ∈ H0(∂m;M)(−1) be homogeneous of degree r. Since H0(∂m;M)(−1) =
(M/∂mM)(−1) so ξ
′ = α + ∂mM where α ∈ Mr−1. As M is generalized Eulerian
we get
0 = (Em − r + 1)
bα = 0 for some b ≥ 1.
Now Em = Em−1 +Xm∂m = Em−1 + ∂mXm − 1. Therefore Em − r + 1 = Em−1 −
r + ∂mXm. Moreover, ∂mXm commutes with Em−1. Thus
0 = (Em−1 − r + ∂mXm)
bα = (Em−1 − r)
bα+ ∂m · (∗)α.
Going mod ∂mM we get
(Em−1 − r)
bξ′ = 0.
Hence H0(∂m;M)(−1) is a generalized Eulerian Am−1(A)-module. 
Proposition 3.6. Let M be a generalized Eulerian Am(A)-module. Then for i =
0, 1, the Am−1(A)-module Hi(Xm;M) is generalized Eulerian.
Proof. From the short exact sequence
0→ H1(Xm;M)→M(−1)
Xm−→M → H0(Xm;M)→ 0
we get H1(Xm;M) = kerXm = {a ∈M | Xma = 0} and H0(Xm;M) =M/XmM .
Note Am−1(A) is a sub-ring of Am(A). Further as Xm commutes with all elements
in Am−1(A) we get the map M(−1)
Xm−→M is Am−1(A)-linear. So H0(Xm;M) and
H1(Xm;M) are Am−1(A)-modules.
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Let η ∈ H1(Xm;M) be homogeneous. Note that η ∈ H1(Xm;M)r ⊆M(−1)r =
Mr−1. As M is generalized Eulerian so we have
(Em − (r − 1))
bη = 0 for some b ≥ 1.
Now ∂mXm − Xm∂m = 1 and by definition Em = Em−1 + Xm∂m. Therefore
Em = Em−1 + ∂mXm − 1. Thus
(Em−1 − r + ∂mXm)
bη = 0.
Since ∂mXm commutes with Em−1 so we have
0 = (Em−1 − r + ∂mXm)
bη = (Em−1 − r)
bη + (∗)∂mXmη.
As Xmη = 0 we get that (Em−1 − r)
bη = 0 for some b ≥ 1. Thus H1(Xm;M) is a
generalized Eulerian Am−1(A)-module.
Let η′ ∈ H0(Xm;M) be homogeneous of degree r. SinceH0(Xm;M) =M/XmM
so η′ = β +XmM where β ∈Mr. As M is generalized Eulerian we get
0 = (Em − r)
aβ = 0 for some a ≥ 1.
Now Em = Em−1 +Xm∂m. Also Xm∂m commutes with Em−1. Thus
0 = (Em−1 − r +Xm∂m)
aβ = (Em−1 − r)
aβ +Xm · (∗)β.
Going mod XmM we get
(Em−1 − r)
aη′ = 0.
Hence H0(Xm;M) is a generalized Eulerian Am−1(A)-module. 
The following two results are crucial.
Proposition 3.7. Let M be a generalized Eulerian A1(A)-module. Then for l =
0, 1, the module Hl(∂1;M) is concentrated in degree −1 (i.e., Hl(∂1;M)j = 0 for
j 6= −1).
Proof. The mapM(1)
∂1−→M is A-linear. So Hl(∂1;M) is an A-module for l = 0, 1.
Thus we have an exact sequence of A-modules
0→ H1(∂1;M)→M(1)
∂1−→M → H0(∂1;M)→ 0.
Let ξ ∈ H1(∂1;M)(−1) be homogeneous and non-zero. Notice H1(∂1;M)(−1) ⊆
M . Since M is generalized Eulerian so we have
(X1∂1 − |ξ|)
aξ = 0 for some a ≥ 1.
Now (X1∂1 − |ξ|)
a = (∗)∂1 + (−1)
a|ξ|a. As ∂1ξ = 0 we get (−1)
a|ξ|aξ = 0. Since
ξ 6= 0 so we get |ξ| = 0, i.e., ξ ∈ H1(∂1;M)(−1)0 = H1(∂1;M)−1. Hence H1(∂1;M)
is concentrated at −1.
Let ξ′ ∈ H0(∂1;M) be non-zero and homogeneous of degree r. Therefore ξ
′ ∈
(M/∂1M)r and hence ξ
′ = α + ∂1M for some α ∈ Mr. Since M is generalized
Eulerian so we have
(X1∂1 − r)
bα = 0 for some b ≥ 1.
Since ∂1X1 −X1∂1 = 1, we can write
0 = (∂1X1 − (r + 1))
bα = (∂1 · (∗) + (−1)
b(r + 1)b)α.
Now going mod ∂1M we get (−1)
b(r + 1)bξ′ = 0. As ξ′ 6= 0 so r = −1, i.e.,
ξ′ ∈ H0(∂1;M)−1. Hence H0(∂1;M) is concentrated at −1. 
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Proposition 3.8. Let M be a generalized Eulerian A1(A)-module. Then for l =
0, 1, the module Hl(X1;M) is concentrated in degree 0 (i.e., Hl(X1;M)j = 0 for
j 6= 0).
Proof. The map M(−1)
X1−→ M is A-linear. So Hl(X1;M) is an A-module for
l = 0, 1. Thus we have an exact sequence of A-modules
0→ H1(X1;M)→M(−1)
X1−→M → H0(X1;M)→ 0.
Let η ∈ H1(X1;M)(1) ⊆M be homogeneous and non-zero. Since M is generalized
Eulerian so we have
(X1∂1 − |η|)
bη = 0 for some b ≥ 1.
Since ∂1X1 −X1∂1 = 1, we can write
0 = (∂1X1 − (|η|+ 1))
bη = (∗)X1η + (−1)
b(|η|+ 1)bη.
As X1η = 0 and η 6= 0, we get |η| = −1, i.e., η ∈ H1(X1;M)(1)−1 = H1(X1;M)0.
Hence H1(X1;M) is concentrated at 0.
Let η′ ∈ H0(X1;M) be non-zero and homogeneous of degree r. Therefore η
′ ∈
(M/X1M)r and hence η
′ = β + X1M for some β ∈ Mr. Since M is generalized
Eulerian so we have
(X1∂1 − r)
aβ = 0 for some a ≥ 1.
Notice (X1∂1 − r)
a = X1 · (∗) + (−1)
ara. Thus
X1 · (∗)β + (−1)
araβ = 0.
InM/X1M , we have (−1)
araη′ = 0. As η′ 6= 0, we get r = 0, i.e., η′ ∈ H0(X1;M)0.
Hence H0(X1;M) is concentrated at 0. 
4. Some properties of modules over the Weyl algebra of a
Noetherian ring containing a field of characteristic zero
We prove that some properties of Am(K)-modules can be extended to Am(A)-
modules. The following result is similar to [2, Theorem 6.2]. Note that in [2,
Theorem 6.2], M is assumed to be holonomic.
Lemma 4.1. Let M be an Am(A)-module. Set N1 = {a ∈ M | ∂
t
ma = 0 for some
t ≥ 1} and N2 = {a ∈M | X
t
ma = 0 for some t ≥ 1}. Then
(1) N1 is a Am(A)-submodule of M .
(2) N1 = ∂mN1.
(3) N2 is a Am(A)-submodule of M .
(4) N2 = XmN2.
Proof. (1) Let b ∈ N1. Then ∂
s
mb = 0 for some s ≥ 1. Now ∂i∂j = ∂j∂i for all i, j
and Xi∂j = ∂jXi for all i 6= j in Am(A). Thus ∂
s
m∂ib = ∂i∂
s
mb = 0 for all i and
∂smXib = Xi∂
s
mb = 0 for all i 6= m. Therefore ∂ib ∈ N1 for all i and Xib ∈ N1 for
all i 6= m. Moreover, for any α ≥ 1 we have ∂αmXm = Xm∂
α
m + α∂
α−1
m . Therefore
∂s+1m Xmb = Xm∂
s+1
m b+ (s+1)∂
s
mb = 0 and hence Xmb ∈ N1. It follows that N1 is
a Am(A)-submodule of M .
(2) Clearly ∂mN1 ⊆ N1. Let b ∈ N1. Then ∂
s
mb = 0 for some s ≥ 1. We will use
induction on s to prove N1 ⊆ ∂mN1. If s = 1, then ∂m(Xmb) = Xm(∂mb) + b = b.
Since XmN1 ⊆ N1 so we get b ∈ ∂mN1. We now assume that s ≥ 2 and the result
is true for s− 1. If ∂smb = 0 then we get ∂
s
mXmb = Xm∂
s
mb + s∂
s−1
m b = s∂
s−1
m b. It
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follows that ∂smXmb − s∂
s−1
m b = ∂
s−1
m (∂mXmb − sb) = 0. Thus ∂mXmb − sb ∈ N1
and hence by induction hypothesis ∂mXmb− sb ∈ ∂mN1. Since ∂mXmb ∈ ∂mN1 so
we get that sb ∈ ∂mN1. Therefore b ∈ ∂mN1 and the result follows.
(3) Let b ∈ N2. Then X
s
mb = 0 for some s ≥ 1. Now XiXj = XjXi for all i, j
and Xi∂j = ∂jXi for all i 6= j in Am(A). Thus X
s
mXib = XiX
s
mb = 0 for all i and
Xsm∂ib = ∂iX
s
mb = 0 for all i 6= m. Therefore Xib ∈ N2 for all i and ∂ib ∈ N2 for
all i 6= m. Moreover, for any α ≥ 1 we have Xαm∂m = ∂mX
α
m − αX
α−1
m . Therefore
Xs+1m ∂mb = ∂mX
s+1
m b− (s+1)X
s
mb = 0 and hence ∂mb ∈ N2. It follows that N2 is
a Am(A)-submodule of M .
(4)Clearly XmN2 ⊆ N2. Let b ∈ N2. Then X
s
mb = 0 for some s ≥ 1. We will use
induction on s to prove N2 ⊆ XmN2. If s = 1, then Xm(∂mb) = ∂m(Xmb)−b = −b.
Since ∂mN2 ⊆ N2 so we get b ∈ XmN2. We now assume that s ≥ 2 and the result is
true for s− 1. If Xsmb = 0 then we get X
s
m∂mb = ∂mX
s
mb− sX
s−1
m b = −sX
s−1
m b. It
follows that Xsm∂mb+ sX
s−1
m b = X
s−1
m (Xm∂mb+ sb) = 0. Thus Xm∂mb+ sb ∈ N2
and hence by induction hypothesis Xm∂mb + sb ∈ XmN2. Since Xm∂mb ∈ XmN2
so we get that sb ∈ XmN2. Therefore b ∈ XmN2 and the result follows. 
4.2. Fourier transform: Let F : Am(A)→ Am(A) be an automorphism of Am(A)
defined by F(∂i) = −Xi and F(Xi) = ∂i for all i. Clearly F(X∂) = F(X)F(∂).
Notice F(1) = F(∂iXi −Xi∂i) = F(∂i)F(Xi)−F(Xi)F(∂i) = −Xi∂i + ∂iXi = 1.
Also note that F : R = A[X1, . . . , Xm] → A[∂1, . . . , ∂m] = S (restriction map) is
an isomorphism. Let MF denote a new module such that MF =M as an abelian
group and the action of R on MF is defined by r ·m = F(r)m where r ∈ R and
m ∈ MF . The new module MF is called the Fourier transform of M . Similarly
we define s ∗ n = F−1(s)n where s ∈ S and n ∈ MF
−1
. Now for any s ∈ S
and m ∈ (MF)F
−1
we have s ∗ m = F−1(s) · m = F(F−1(s))m = sm. Hence
(MF)F
−1
=M .
Let R be a commutative Noetherian ring and I be an ideal in R. Let M be an
R-module. Set ΓI(M) =
⋃
i≥1n∈N(0 :M I
n), the submodule of M consisting of all
elements of M which are annihilated by some power of I.
Lemma 4.3. Let M be an Am(A)-module. Set R = A[X1, . . . , Xm] and S =
A[∂1, . . . , ∂m]. Let I and J be homogeneous ideals in R and S respectively. Then
ΓI(M) and ΓJ(M) are also Am(A)-modules.
Proof. ClearlyR is a commutative ring contained in the left Noetherian ringAm(A).
Let I be a homogeneous ideal in R.
Claim: I l+1∂iu ⊆ I
lu for all 1 ≤ i ≤ m; l ≥ 0 and for any u ∈M .
Proof. We know that I l+1 = 〈g1 · · · gl+1 | gi ∈ I〉. Moreover, ∂ig1 · · · gl+1 =
g1 · · · gl+1∂i + ∂i(g1 · · · gl+1). Thus g1 · · · gl+1∂iu = ∂ig1 · · · gl+1u− ∂i(g1 · · · gl+1)u.
By chain rule we get ∂i(g1 · · · gl+1) =
∑l+1
i=1 g1 · · · ∂i(gi) · · · gl+1. It follows that
g1 · · · gl+1∂iu ∈ I
lu.
Let u ∈ ΓI(M). Then I
su = 0 for some s ≥ 0. Now Is+1∂iu ⊆ ∂iI
su =
0. Therefore ∂iu ∈ ΓI(M) and hence ∂iΓI(M) ⊆ ΓI(M) for all i. Moreover,
XiΓI(M) ⊆ ΓI(M) and AΓI(M) ⊆ ΓI(M). It follows that ΓI(M) is a Am(A)-
submodule of M .
Now ΓF(I)(M
F ) = {m ∈ MF | F(I)sm = 0 for some s ≥ 0}. Since F is a ring
homomorphism so we get F(I)sm = F(Is)m = Is · m for any s ≥ 0. Therefore
ΓI(M)
F = ΓF(I)(M
F). Let J be a homogeneous ideal in S. Set I = F−1(J).
Clearly I is a homogeneous ideal in R and F(I) = F(F−1(J)) = J . Now we have
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ΓI(M
F) ⊆Am(A) M
F , i.e., ΓF(J)(M
F) ⊆Am(A) M
F . Taking F−1 both side we get
ΓJ(M) ⊆Am(A) M . 
Remark 4.4. Since (X1, . . . , Xm) and (∂1, . . . , ∂m) are homogeneous ideals in R
and S respectively so by the above lemma it follows that Γ(X)(M) and Γ(∂)(M) are
Am(A)-modules.
Proposition 4.5. Let M be a generalized Eulerian Am(A)-module. Then
(1) Γ(X1,...,Xm)(M)j = 0 for all j ≥ −m+ 1.
(2) Γ(∂1,...,∂m)(M)j = 0 for all j ≤ −m.
Proof. (1) Use induction on m. Let m = 1. By Lemma 4.1 we have Γ(X1)(M) =
X1Γ(X1)(M), i.e., the map Γ(X1)(M)(−1)
X1−→ Γ(X1)(M) is surjective. Thus we get
a short exact sequence
(4.5.3) 0→ L→ Γ(X1)(M)(−1)
X1−→ Γ(X1)(M)→ 0.
SinceM is generalized Eulerian we get by Lemma 3.4 and Remark 4.4 that Γ(X1)(M)
is a generalized Eulerian A1(A)-module. Therefore L = H1(X1; Γ(X1)(M)) and is
concentrated at degree 0 by Proposition 3.8. Thus by the exact sequence (4.5.3)
we have 0→ Γ(X1)(M)j−1
X1−→ Γ(X1)(M)j for all j 6= 0. Therefore
Γ(X1)(M)0
X1
→֒ Γ(X1)(M)1
X1
→֒ Γ(X1)(M)2
X1
→֒ Γ(X1)(M)3
X1
→֒ · · · .
Let u ∈ Γ(X1)(M)i for some i ≥ 0. Then X
l
1u = 0 for some l ≥ 1. Since
Γ(X1)(M)i →֒ Γ(X1)(M)i+l so we get u = 0 and hence Γ(X1)(M)i = 0 for all
i ≥ 0.
We now assume the result is true for m− 1. Notice Γ(X)(M) ⊆M is generalized
Eulerian Am(A)-module. Set N = {a ∈ Γ(X)(M) | X
t
ma = 0 for some t ≥ 1}.
Since (Xm) ⊆ (X) we have N = Γ(X)(M). By Lemma 4.1, N = XmN , i.e.,
Γ(X)(M)(−1)
Xm−→ Γ(X)(M) is a surjective map. Thus we get a short exact sequence
(4.5.4) 0→ V → Γ(X)(M)(−1)
Xm−→ Γ(X)(M)→ 0.
By Proposition 3.6, V = H1(Xm; Γ(X)(M)) is a generalized Eulerian Am−1(A)-
module. Notice V = Γ(X1,··· ,Xm−1)(V ). So by induction hypothesis we have Vj = 0
for all j ≥ −(m− 1) + 1 = −m+ 2. Now from exact sequence (4.5.4) we have
Γ(X)(M)−m+1
Xm
→֒ Γ(X)(M)−m+2
Xm
→֒ Γ(X)(M)−m+3
Xm
→֒ · · · .
Let u ∈ Γ(Xm)(M)−m+j for some j ≥ 1. Then X
l
mu = 0 for some l ≥ 1. Since
Γ(X)(M)−m+j →֒ Γ(X)(M)−m+j+l so we get u = 0 and hence Γ(X)(M)i = 0 for all
i ≥ −m+ 1.
(2) Similarly like above we will use induction on m. Let m = 1. By Lemma 4.1,
Γ(∂1)(M) = ∂1Γ(∂1)(M), i.e., the map Γ(∂1)(M)(1)
∂1−→ Γ(∂1)(M) is surjective. Thus
we get a short exact sequence
(4.5.5) 0→ L→ Γ(∂1)(M)(1)
∂1−→ Γ(∂1)(M)→ 0.
Since M is generalized Eulerian so we get by Lemma 3.4 and Remark 4.4 that
Γ(∂1)(M) ⊆ M is a graded generalized Eulerian A1(A)-module. Therefore L =
H1(∂1; Γ(∂1)(M)) and is concentrated at degree −1 by Proposition 3.7. Thus by
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the exact sequence (4.5.5) we have 0→ Γ(∂1)(M)j+1
∂1−→ Γ(∂1)(M)j for all j 6= −1.
Therefore
Γ(∂1)(M)−1
∂1
→֒ Γ(∂1)(M)−2
∂1
→֒ Γ(∂1)(M)−3
∂1
→֒ Γ(∂1)(M)−4
∂1
→֒ · · · .
Let u ∈ Γ(∂1)(M)i for some i ≤ −1. Then ∂
l
1u = 0 for some l ≥ 1. Since
Γ(∂1)(M)i →֒ Γ(∂1)(M)i−l so we get u = 0 and hence Γ(∂1)(M)i = 0 for all i ≥ 0.
We now assume the result is true for m− 1. Notice Γ(∂)(M) ⊆M is generalized
Eulerian Am(A)-module. Set N = {a ∈ Γ(∂)(M) | ∂
t
ma = 0 for some t ≥ 1}. Since
(∂m) ⊆ (∂) we have N = Γ(∂)(M). By Lemma 4.1, N = ∂mN , i.e., Γ(∂)(M)(1)
∂m−→
Γ(∂)(M) is a surjective map. Thus we get a short exact sequence
(4.5.6) 0→ V → Γ(∂)(M)(1)
∂m−→ Γ(∂)(M)→ 0.
By Proposition 3.6, V = H1(∂m; Γ(∂)(M)) is a generalized Eulerian Am−1(A)-
module. Notice V = Γ(∂1,··· ,∂m−1)(V ). So by induction hypothesis we have Vj = 0
for all j ≤ −(m− 1) = −m+ 1. From exact sequence (4.5.6) we have
Γ(∂)(M)−m
∂m
→֒ Γ(∂)(M)−m−1
∂m
→֒ Γ(∂)(M)−m−2
∂m
→֒ · · · .
Let u ∈ Γ(∂m)(M)−m−j for some j ≥ 0. Then ∂
l
mu = 0 for some l ≥ 1. Since
Γ(∂)(M)−m−j →֒ Γ(∂)(M)−m−j−l so we get u = 0 and hence Γ(∂)(M)j = 0 for all
j ≤ −m. 
5. Countable generation
Throughout this section B is a commutative Noetherian ring.
We say a B-module M is countably generated if there exists a countable set of
generators of M as a B-module.
The following result is well-known. We give a proof for the convenience of the
reader.
Lemma 5.1. Let 0 → X1
f
−→ X2
g
−→ X3 → 0 be a short exact sequence of B-
modules. Then X2 is countably generated if and only if X1 and X3 are countably
generated.
Proof. We may assume that f is inclusion and g is the quotient map. Let X2 be
countably generated. So we have X2 =
⋃
i∈NDi where Di’s are finitely generated
B-modules and D0 ⊆ D1 ⊆ D2 · · · . Now f(X1) = X1 is a submodule of X2. Thus
X1 = X2∩X1 =
⋃
i∈N(Di∩X1). Moreover, B is a Noetherian ring and Di∩X1 is a
submodule of Di. ThereforeDi∩X1 is finitely generated and hence X1 is countably
generated. Since X3 ∼= X2/X1 as B-modules so we get X3 is countably generated
with same generating set as of X2.
Conversely, let X1 and X3 are generated by {αn}n≥1 and {γn}n≥1 respectively.
Let βi ∈ X2 be such that g(βi) = βi = γi.
Claim: X2 is generated by {α1, . . . , β1, . . .}.
Proof. Let x ∈ X2. Then g(x) =
∑
biγi where bi = 0 for all but finitely many i. Set
x∗ =
∑
biβi. Then g(x) = g(x
∗) and hence x−x∗ ∈ ker g = X1. So x−x
∗ =
∑
aiαi
where ai = 0 for all but finitely many i. Thus x =
∑
biβi +
∑
aiαi.
The result follows. 
The following result is definitely known. We give a proof for the convenience of
the reader.
GRADED COMPONENTS OF LOCAL COHOMOLOGY MODULES 11
Lemma 5.2. Let X : 0 → X0
d0
−→ X1
d1
−→ X2
d2
−→ · · · be a co-chain complex of
countably generated B-modules. Then Hi(X) is countably generated for all i.
Proof. Notice kerdi is a submodule of X i. Since X i is countably generated so by
Lemma 5.1 we get ker di is countably generated. Thus, it follows from Lemma 5.1
that Hi(X) = ker di/ imagedi−1 is countably generated. 
Lemma 5.3. Let I be an ideal in B. Let M be a countably generated B-module.
Then HiI(M) is countably generated.
Proof. Let I = (f1, . . . , fs). Consider the Cˇech complex
C : 0→M →
s⊕
i=1
Mfi → · · · →Mf1···fs → 0.
Claim: If N is a countably generated B-module then Nf is countably generated for
any f ∈ B.
Proof. Clearly Nf =
⋃
i≥1N1/fi . Choose a countable generating set C of N . Then
C1/fi = {c/f
i | c ∈ C} is a generating set of N1/fi as a B-module and hence⋃
i≥1 C1/fi is a generating set of Nf . Since C is a countable set so is C1/fi . Thus⋃
i≥1 C1/fi is a countable set. It follows that Nf is countably generated.
Since M is countably generated so we get C is a complex of countably generated
B-modules. Thus by Lemma 5.2 it follows that HiI(M) = H
i(C) is countably
generated. 
Lemma 5.4. Let T be a Lyubeznik functor on Mod(B). Then T (M) is a countably
generated B-module for any countably generated B-module M .
Proof. Let Y be any locally closed subset of Spec(B) with Y = Y ′′ − Y ′ where
Y ′, Y ′′ are closed subsets of Spec(B). Then for any countably generated B-module
N we have exact sequence
HiY ′′(N)→ H
i
Y (N)→ H
i+1
Y ′ (N).
Now by Lemma 5.3 we get HiY ′′(N) and H
i+1
Y ′ (N) are countably generated. More-
over, B is Noetherian. So by Lemma 5.1 it follows that HiY (N) is countably gener-
ated. Thus kernel and cokernel of any arrow appearing in the long exact sequence
· · · → HiY ′(N)→ H
i
Y ′′(N) → H
i
Y (N)→ H
i+1
Y ′ (N) → · · · are countably generated.
Set T = T1 ◦ T2 ◦ · · · ◦ Tm. Then by the above argument we get that Tj(N) is
countably generated for any countably generated B-module N and for all j. Notice
T (M) = (T1 ◦ T2 ◦ · · · ◦ Tm)(M) = T1(· · · (Tm(M))). Hence T (M) is countably
generated for any countably generated B-module M . 
Now we have the following result from [7, Lemma 2.3].
Lemma 5.5. Let E be a countably generated B-module. Then AssB(E) is a count-
able set. In particular, AssB T (B) is a countable set for any Lyubeznik functor T
on Mod(B).
Proof. The result follows from Lemma 5.3 and Lemma 5.5. 
5.6. Let A be a commutative Noetherian ring containing a field K of characteristic
zero. Let R = A[X1, . . . , Xm] and S = A[∂1, . . . , ∂m]. We consider R and S are
graded rings with degA = 0, degXi = 1 and deg ∂i = −1.
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Lemma 5.7. Let M be an Am(A)-module. The following are equivalent:
(1) M is a countably generated Am(A)-module.
(2) M is a countably generated R-module.
(3) M is a countably generated S-module.
Proof. Notice R and S are sub-rings of Am(A). So clearly (2) =⇒ (1) and
(3) =⇒ (1). Set Am(A) = D.
We now prove (1) =⇒ (3).
LetM be a countably generatedD-module. ThereforeM =
⋃
i∈NMi whereMi’s
are finitely generated D-modules and M0 ⊆ M1 ⊆ M2 · · · . Since Mi is a finitely
generated D-module so there exists a surjective map Dli → Mi → 0 for some
li ≥ 0. Moreover, as a S-module we have D =
⋃
i∈NDi, where Di is a left (resp.
right) S-module generated by all monomials in X1, . . . , Xm of degree less than or
equal to i. Clearly Di’s are finitely generated left (resp. right) S-modules and
D0 ⊆ D1 ⊆ D2 · · · . Thus D is a countably generated left (resp. right) S-module
and so is Dli . Furthermore by Lemma 5.1 we get Mi is countably generated S-
module for all i. It follows that M is a countably generated S-module.
To prove (1) =⇒ (2) we just have to replace S by R and Xi by ∂i for all i in
the proof of (1) =⇒ (3).
This completes the proof. 
We need the following result from [4, Proposition 12.1] to prove the result next
to it.
Proposition 5.8. Let f : U → V be a homomorphism of commutative Noetherian
rings. Let M be a B-module. Then
AssU M = {P ∩ U | P ∈ AssV M}.
We now prove the following nice result.
Proposition 5.9. Let M =
⊕
i∈ZMi be a countably generated R-module and is a
generalized Eulerian Am(A)-module. Let K be uncountable of characteristic zero.
Then there exists some homogeneous element η ∈ K[X1, . . . , Xm] of degree 1 such
that Mi
·η
→ Mi+1 is an injective map for all i ≥ −m + 1 and some homogeneous
element ξ ∈ K[∂1, . . . , ∂m] of degree −1 such that Mi
·ξ
→ Mi−1 is an injective map
for all i ≤ −m.
Proof. By Proposition 4.5 we have Γ(X)(M)j = 0 for all j ≥ −m+1. Now we have
a short exact sequence 0 → Γ(X)(M) → M → M/Γ(X)(M) → 0. Therefore Mj =(
M/Γ(X)(M)
)
j
for all j ≥ −m+ 1. Again R is Noetherian and I = (X1, . . . , Xm)
is an ideal in R. So by [5, Lemma 6.2],
AssR
M
Γ(X)(M)
= {P ∈ AssRM | P + (X)}.
Set M = M/Γ(X)(M). Note if P ∈ AssRM then P is homogeneous. Now by
Lemma 5.1 we get M is countably generated R-module and hence by Lemma 5.5
it follows that AssRM is a countable set. Notice C = K[X1, . . . , Xm] ⊂ R is a
sub-ring. So by Proposition 5.8 we have AssC M = AssRM ∩ C. Thus for any
Q ∈ AssC M then there exists some P ∈ AssRM such that Q = P ∩ C and
hence Q is homogeneous. Also as AssRM is a countable set so is AssC M . Now
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for any P ∈ AssRM we have P ∩ C1 ( C1. Denote H =
⋃
P∈AssR M
P ∩ C1.
Since K is uncountable so H ( C1. Thus there exists some η ∈ C1 − H . Now
η = b1X1 + · · · + bmXm ∈ K[X1, · · · , Xn] is a non-zero divisor on M . Thus
Mj
·η
→Mj+1 is an injective map for all j ≥ −m+ 1.
By Proposition 4.5 we have Γ(∂)(M)j = 0 for all j ≤ −m. Now we have a
short exact sequence 0 → Γ(∂)(M) → M → M/Γ(∂)(M) → 0. Therefore Mj =(
M/Γ(∂)(M)
)
j
for all j ≤ −m. Again S is Noetherian and I = (∂1, . . . , ∂m) is an
ideal in S. So by [5, Lemma 6.2],
AssS
M
Γ(∂)(M)
= {P ∈ AssSM | P + (∂)}.
Set M = M/Γ(∂)(M). Note if P ∈ AssSM then P is homogeneous. Since M
is a countably generated R-module so by Lemma 5.7 we have M is a countably
generated S-module. Then by Lemma 5.1 we get M is a countably generated
S-module. So by Lemma 5.5 it follows that AssSM is a countable set. Notice
T = K[∂1, . . . , ∂m] ⊂ S is a sub-ring. So by Proposition 5.8 we have AssT M =
AssSM ∩ T . Thus for any Q ∈ AssT M then there exists some P ∈ AssSM such
that Q = P ∩ T and hence Q is homogeneous. Also as AssSM is a countable
set so is AssT M . Now for any P ∈ AssSM we have P ∩ T−1 ( T−1. Denote
H =
⋃
P∈AssS M
P ∩T−1. As K is uncountable so H ( T−1. Thus there exists some
ξ ∈ T−1 −H . Now ξ = a1∂1 + · · ·+ am∂m ∈ K[∂1, . . . , ∂m] is a non-zero divisor on
M . Thus Mj
·ξ
→Mj−1 is an injective map for all j ≤ −m. 
As a consequence of Proposition 5.9 we get the following results.
Corollary 5.10. Let K be uncountable. Let T be a graded Lyubeznik functor on
∗Mod(R) and set M = T (R) =
⊕
n∈ZMn. Then there exists some homogeneous
element η ∈ K[X1, . . . , Xm] of degree 1 such that Mi
·η
→ Mi+1 is an injective map
for all i ≥ −m+ 1 and some homogeneous element ξ ∈ K[∂1, . . . , ∂m] of degree −1
such that Mi
·ξ
→Mi−1 is an injective map for all i ≤ −m.
Proof. By Lemma 5.4 we have M is a countably generated R-module. Moreover,
by Theorem 3.2 we have M is a generalized Eulerian Am(A)-module. So the result
follows from Proposition 5.9. 
Corollary 5.11. Let K be uncountable. Let M =
⊕
i∈ZMi be a countably gener-
ated R-module and a generalized Eulerian Am(A)-module. If M 6= 0 then Mj 6= 0
for infinitely many j ≫ 0 OR Mj 6= 0 for infinitely many j ≪ 0.
Proof. Suppose if possible there exists r ≥ −m+ 1 such that Mr 6= 0 and Mn = 0
for all n > r. But by Lemma 5.9 there exists some homogeneous element η ∈
K[X1, . . . , Xm] of degree 1 such that Mi
·η
→ Mi+1 is an injective map for all i ≥
−m+ 1. In particular, we have an injective map Mr
·η
→ Mr+1. Thus Mr+1 6= 0, a
contradiction.
Again let if possible there exists s ≤ −m such that Ms 6= 0 and Mn = 0 for all
n < s. But by Lemma 5.9 there exists some homogeneous element ξ ∈ K[∂1, . . . , ∂m]
of degree−1 such thatMi
·ξ
→Mi−1 is an injective map for all i ≤ −m. In particular,
we have an injective map Ms
·ξ
→Ms−1. Thus Ms−1 6= 0, a contradiction. 
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Corollary 5.12. Let K be uncountable. Let M =
⊕
i∈ZMi be a countably gener-
ated R-module and a generalized Eulerian Am(A)-module. Then
Mn0 6= 0 for some n0 ≥ −m+ 1 =⇒ Mn 6= 0 for all n ≥ n0,
Mn0 6= 0 for some n0 ≤ −m =⇒ Mn 6= 0 for all n ≤ n0.
Proof. By Corollary 5.10 there exists some degree 1 homogeneous element η ∈
K[X1, . . . , Xm] such that Mi
η
→ Mi+1 is an injective map for all i ≥ −m + 1. In
particular, for n0 ≥ −m + 1 we have an injective map Mn0
·η
→ Mn0+1 and hence
Mn0+1 6= 0. Proceeding similarly we get Mn 6= 0 for all n ≥ n0.
Furthermore by Corollary 5.10 there exists some homogeneous element ξ ∈
K[∂1, . . . , ∂m] of degree −1 such that Mj
·ξ
→ Mj−1 is an injective map for all
j ≤ −m. In particular, for n0 ≤ −m we have an injective map Mn0
·ξ
→Mn0−1 and
hence Mn0−1 6= 0. Proceeding similarly we get Mn 6= 0 for all n ≤ n0. 
6. Vanishing and Tameness
6.1. Key fact: Let A be a commutative Noetherian ring containing a field K of
characteristic zero. Let R = A[X1, . . . , Xm] be standard graded with degA = 0
and degXi = 1 for all i. Let T be a graded Lyubeznik functor on
∗Mod(R) and set
M = T (R) =
⊕
n∈ZMn. For convenience we have to assume K is uncountable. If
this is not the case, then consider the flat extension A→ A[[Y ]]Y . Set B = A[[Y ]]Y .
Then by [7, Remark 3.1, Proposition 3.2] we have B contains a uncountable field
K[[Y ]]Y and B is a faithfully flat extension of A. Set S = B[X1, . . . , Xm] and
N =M⊗RS. Now by Lemma 5.4 we haveM is a countably generatedR-module. So
N is a countably generated S-module. Furthermore the flat extension A→ A[[Y ]]Y
induces a flat homomorphism R→ S. By Sub-section 2.5 we get T ⊗RS is a graded
Lyubeznik functor on ∗Mod(S). Set T̂ = T ⊗R S. Notice N = T̂ (S) =M ⊗R S =
M ⊗AB =
⊕
n∈Z(Mn⊗AB). Since B is a faithfully flat extension of A so we have
M = 0 if and only if N = 0 and Mn = 0 if and only if Mn ⊗A B = 0.
Vanishing of the components plays a crucial role in the study of the graded local
cohomology. We first prove the following result.
Theorem 6.2. Let A be a commutative Noetherian ring containing a field K of
characteristic zero. Let R = A[X1, . . . , Xm] be a standard graded with degA = 0
and degXi = 1 for all i. Let T be a graded Lyubeznik functor on
∗Mod(R) and set
M = T (R) =
⊕
n∈ZMn. If Mn = 0 for all |n| ≫ 0 then M = 0.
Proof. By the above discussion it is enough to prove the result considering K is
uncountable. Moreover by Theorem 3.2 we haveM is a generalized EulerianAm(A)-
module. Therefore if M 6= 0 then by Corollary 5.11 we have Mj 6= 0 for infinitely
many j ≫ 0 OR Mj 6= 0 for infinitely many j ≪ 0, a contradiction. 
The following result shows that T (R) is tame.
Theorem 6.3. Let A be a commutative Noetherian ring containing a field K of
characteristic zero. Let R = A[X1, . . . , Xm] be a standard graded with degA = 0
and degXi = 1 for all i. Let T be a graded Lyubeznik functor on
∗Mod(R) and set
M = T (R) =
⊕
n∈ZMn. Then
Mn0 6= 0 for some n0 ≥ −m+ 1 =⇒ Mn 6= 0 for all n ≥ n0,
Mn0 6= 0 for some n0 ≤ −m =⇒ Mn 6= 0 for all n ≤ n0.
GRADED COMPONENTS OF LOCAL COHOMOLOGY MODULES 15
Proof. Similarly as Theorem 6.2 it is enough to prove the result considering K is
uncountable. Furthermore, by Theorem 3.2 we have M is a generalized Eulerian
Am(A)-module. So by Corollary 5.12 we get
Mn0 6= 0 for some n0 ≥ −m+ 1 =⇒ Mn 6= 0 for all n ≥ n0,
Mn0 6= 0 for some n0 ≤ −m =⇒ Mn 6= 0 for all n ≤ n0.
The result follows. 
7. Rigidity
We first show the following result.
Theorem 7.1. Let M =
⊕
n∈ZMn be a generalized Eulerian Am(A)-module. Then
(I) The following conditions are equivalent:
(a) Mn 6= 0 for infinitely many n < 0.
(b) There exists r such that Mn 6= 0 for all n ≤ r.
(c) Mn 6= 0 for all n ≤ −m.
(d) Ms 6= 0 for some s ≤ −m.
(II) The following conditions are equivalent:
(a) Mn 6= 0 for infinitely many n ≥ 0.
(b) There exists s such that Mn 6= 0 for all n ≥ s.
(c) Mn 6= 0 for all n ≥ 0.
(d) Mt 6= 0 for some t ≥ 0.
Proof. (I) Clearly (c) =⇒ (b) =⇒ (a) =⇒ (d). We only have to prove
(d) =⇒ (c). We will do this by induction on m.
We first assume m = 1. Consider the exact sequence
(7.1.7) 0→ H1(∂1;M)j →Mj+1
∂1−→Mj → H0(∂1;M)j → 0.
SinceM is a generalized Eulerian Am(A)-module so by Proposition 3.7, we get that
Hl(∂1;M) is concentrated in degree −1 for l = 0, 1. Thus by exact sequence (7.1.7)
it follows that
Mj ∼=M−1 for all j ≤ −2.
Hence Mj ∼=Ms 6= 0 for all j ≤ −1.
We now assume that m ≥ 2 and the result is proved for m − 1. Consider the
exact sequence
(7.1.8) 0→ H1(∂m;M)j →Mj+1
∂m−→Mj → H0(∂m;M)j → 0.
By Proposition 3.5 we get Hl(∂m;M)(−1) is a generalized Eulerian Am−1(A)-
module for l = 0, 1. We consider the following three cases:
Case 1: H0(∂m;M)(−1)j 6= 0 for some j ≤ −m+ 1.
By induction hypothesis it follows that H0(∂m;M)(−1)j 6= 0 for all j ≤ −m + 1.
Hence H0(∂m;M)j 6= 0 for all j ≤ −m. So by exact sequence (7.1.8) we get that
Mj 6= 0 for all j ≤ −m.
Case 2: H1(∂m;M)(−1)j 6= 0 for some j ≤ −m+ 1.
By induction hypothesis it follows that H1(∂m;M)(−1)j 6= 0 for all j ≤ −m + 1.
Hence H1(∂m;M)j 6= 0 for all j ≤ −m. So by exact sequence (7.1.8) it follows that
Mj+1 6= 0 for all j ≤ −m which implies Mj 6= 0 for all j ≤ −m+ 1. Thus Mj 6= 0
for all j ≤ −m.
Case 3: Hl(∂m;M)(−1)j = 0 for l = 0, 1 and for ALL j ≤ −m+ 1.
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By exact sequence (7.1.8) it follows thatMj ∼=M−m+1 for all j ≤ −m+1. Hence
Mj ∼=Ms 6= 0 for all j ≤ −m.
(II) Clearly (c) =⇒ (b) =⇒ (a) =⇒ (d). We only have to prove (d) =⇒ (c).
To do this we use induction on m.
We first assume m = 1. Consider the exact sequence
(7.1.9) 0→ H1(X1;M)j →Mj+1
X1−→Mj → H0(X1;M)j → 0.
SinceM is a generalized Eulerian Am(A)-module so by Proposition 3.8, we get that
Hl(X1,M) is concentrated in degree 0 for l = 0, 1. Thus by the exact sequence
(7.1.9) it follows that
Mj ∼=M0 for all j ≥ 0.
Hence Mj ∼=Mt 6= 0 for all j ≥ 0.
We now assume that m ≥ 2 and the result is proved for m − 1. Consider the
exact sequence
(7.1.10) 0→ H1(Xm;M)j →Mj−1
Xm−→Mj → H0(Xm;M)j → 0.
By Proposition 3.6 we have Hl(Xm;M) is a generalized Eulerian Am−1(A)-module.
We consider the following three cases:
Case 1: H0(Xm;M)j 6= 0 for some j ≥ 0.
By induction hypothesis we getH0(Xm;M)j 6= 0 for all j ≥ 0. So by exact sequence
(7.1.10) it follows that Mj 6= 0 for all j ≥ 0.
Case 2: H1(Xm;M)j 6= 0 for some j ≥ 0.
By induction hypothesis We get H1(Xm;M)j 6= 0 for all j ≥ 0. So by exact
sequence (7.1.10) it follows that Mj−1 6= 0 for all j ≥ 0, and hence Mj 6= 0 for all
j ≥ −1. Thus the result follows.
Case 3: Hl(Xm;M)j = 0 for l = 0, 1 and for ALL j ≥ 0.
By exact sequence (7.1.10) we get Mj ∼= M−1 for all j ≥ 0. Hence Mj ∼= Mt 6= 0
for all j ≥ 0. 
Corollary 7.2. Let A be a commutative Noetherian ring containing a field of char-
acteristic zero. Let R = A[X1, . . . , Xm] be standard graded with degA = 0 and
degXi = 1 for all i. Let T be a graded Lyubeznik functor on
∗Mod(R) and set
M = T (R) =
⊕
n∈ZMn. Then
(I) The following conditions are equivalent:
(a) Mn 6= 0 for infinitely many n < 0.
(b) There exists r such that Mn 6= 0 for all n ≤ r.
(c) Mn 6= 0 for all n ≤ −m.
(d) Ms 6= 0 for some s ≤ −m.
(II) The following conditions are equivalent:
(a) Mn 6= 0 for infinitely many n ≥ 0.
(b) There exists s such that Mn 6= 0 for all n ≥ s.
(c) Mn 6= 0 for all n ≥ 0.
(d) Mt 6= 0 for some t ≥ 0.
Proof. By [4, 3.2(2)] and [4, Theorem 3.6] we have T (R) is a graded generalized
Eulerian Am(A)-module. Therefore by Theorem 7.1, T (R) satisfies properties (I)
and (II). 
We now prove the following crucial result.
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Theorem 7.3. Let M =
⊕
n∈ZMn be a generalized Eulerian Am(A)-module. If
m ≥ 2, then the following assertions are equivalent:
(i) Mn 6= 0 for all n ∈ Z.
(ii) There exists r with −m < r < 0 such that Mr 6= 0.
Proof. (i) =⇒ (ii) is clear. We only have to prove (ii) =⇒ (i). We use induction
on m.
Let m = 2. Then we have M−1 6= 0.
Claim 1: Mi 6= 0 for infinitely many i ≤ 0.
Proof. Suppose if possible Claim 1 is false. Then by Theorem 7.1 we get Mi = 0
for all i ≤ −2. Now we have exact sequence
(7.3.11) 0→ H1(∂2;M)i →Mi+1
∂2−→Mi → H0(∂2;M)i → 0.
Therefore Hl(∂2;M)i = 0 for all i ≤ −3 and l = 0, 1. Moreover, by Proposition
3.5 we have Hl(∂2;M)(−1) is a generalized Eulerian A1(A)-module. Therefore
by Theorem 7.1 it follows that Hl(∂2;M)(−1)i = 0 for all i ≤ −1 and hence
Hl(∂2;M)i = 0 for i ≤ −2. From the exact sequence (7.3.11) for i = −2, we get
M−1 ∼=M−2 = 0 which contradicts our hypothesis. So Claim 1 is correct.
Thus by Theorem 7.1, Mi 6= 0 for i ≤ −2.
Claim 2: Mi 6= 0 for infinitely many i ≥ 0.
Proof. Suppose if possible Claim 2 is false. Then by Theorem 7.1 we get Mi = 0
for all i ≥ 0. Consider the exact sequence
(7.3.12) 0→ H1(X2,M)i →Mi−1
X2−→Mi → H0(X2,M)i → 0.
So H1(X2,M)i = 0 = H0(X2,M) for all i ≥ 1. Moreover, by Proposition 3.6 we
have Hl(X2,M) is generalized Eulerian for l = 0, 1. Thus by Theorem 7.1 it follows
that Hl(X2,M) = 0 for all i ≥ 0. From the exact sequence (7.3.12) for j = 0, we
get
M−1 ∼=M0 = 0.
This contradicts our hypothesis. So Claim 2 is true.
Thus by Theorem 7.1 it follows that Mi 6= 0 for all i ≥ 0.
Hence the result is true when m = 2.
We now assume m ≥ 3 and the result is known for m− 1.
We have Mr 6= 0 for some r with −m < r < 0. We want to show Mi 6= 0 for all
i ∈ Z.
Claim 3: Mi 6= 0 for infinitely many i ≤ 0.
Proof. Suppose if possible Claim 3 is false. Then by Theorem 7.1 we get Mi = 0
for all i ≤ −m. Consider the exact sequence
(7.3.13) 0→ H1(∂m;M)i →Mi+1
∂m−→Mi → H0(∂m;M)i → 0.
Therefore Hl(∂m;M)i = 0 for all i ≤ −m − 1 and for l = 0, 1. Moreover, by
Proposition 3.5 we haveHl(∂m;M)(−1) is a generalized Eulerian Am−1(A)-module.
Thus for l = 0, 1; by Theorem 7.1 it follows that Hl(∂m;M)(−1)i = 0 for all
i ≤ −m + 1 and by induction hypothesis we get that Hl(∂m;M)(−1)i = 0 for
−m + 1 < i ≤ −1. Hence Hl(∂m;M)i = 0 for i ≤ −2. Now by exact sequence
(7.3.13) we get
M−1 ∼=M−2 ∼= · · · ∼=M−m+1 ∼=M−m.
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This implies M−m ∼= Mr 6= 0, a contradiction to our assumption. So Claim 3 is
correct. Thus by Theorem 7.1 it follows that Mi 6= 0 for i ≤ −m.
Claim 4: Mi 6= 0 for infinitely many i ≥ 0.
Proof. Suppose if possible Claim 4 is false. Then by Theorem 7.1 it follows that
Mi = 0 for all i ≥ 0. Consider the exact sequence
(7.3.14) 0→ H1(Xm;M)i →Mi−1
Xm−→Mi → H0(Xm;M)i → 0
So H1(Xm;M)i = 0 = H0(Xm;M)i for all i ≥ 1. Moreover, by Proposition 3.6 we
have Hl(Xm;M) is generalized Eulerian for l = 0, 1. So for l = 0, 1 by Theorem 7.1
it follows that Hl(Xm;M)i = 0 for all i ≥ 0 and by induction hypothesis we get
Hl(Xm;M)i = 0 for −m+ 1 < i < 0. Thus Hl(Xm;M)i = 0 for i ≥ −m+ 2. Now
by exact sequence (7.3.14) we get
M−m+1 ∼=M−m+2 ∼= · · · ∼=M−1 ∼=M0.
This impliesMr ∼=M0 = 0, a contradiction to our hypothesis. So Claim 4 is correct.
Thus by Theorem 7.1 it follows that Mi 6= 0 for i ≥ 0.
As m ≥ 3 we also have to prove that if c 6= r and −m < c < r then Mc 6= 0.
Suppose if possible Mc = 0. We will consider the following two cases:
Case 1: c < r.
By Proposition 3.6 we have H1(Xm;M) is a generalized Eulerian Am−1(A)-module.
Moreover, by exact sequence (7.3.14) we get H1(Xm;M)c+1 = 0. Notice −m+1 <
c + 1 ≤ r < 0 (as −m < c < r). So by induction hypothesis H1(Xm;M)i = 0 for
−m+ 1 < i < 0.
Again by exact sequence (7.3.14) we also get H0(Xm;M)c = 0. Moreover, by
Proposition 3.6 we have H0(Xm;M) is a generalized Eulerian Am−1(A)-module.
We will consider two sub-cases.
Sub-case 1.1: −m+ 1 < c < r < 0.
By induction hypothesis we have H0(Xm;M)i = 0 for −m + 1 < i < 0. Thus by
exact sequence (7.3.14) we get,
M−1 ∼=M−2 ∼= · · · ∼=M−m+2 ∼=M−m+1.
Hence Mr ∼=Mc = 0, a contradiction to our hypothesis.
Sub-case 1.2: c = −m+ 1.
We have H0(Xm;M)−m+1 = 0. Therefore by induction hypothesis we have
H0(Xm;M)i = 0 for−m+ 1 < i < 0.
So by an argument similar to Sub-case 1.1, we get Mr ∼= Mc = 0, a contradiction
to our hypothesis.
Thus our assumption is false. Hence Mc 6= 0 for −m+ 1 < c < r.
Case 2: c > r.
By Proposition 3.5 we have H1(∂m;M)(−1) is a generalized Eulerian Am−1(A)-
module. Moreover, by exact sequence (7.3.13) we get that H1(∂m;M)(−1)c =
H1(∂m;M)c−1 = 0. Notice −m+1 ≤ r < c < 0 (as −m < r < 0 and −m < c < 0).
So by induction hypothesis H1(∂m;M)(−1)i = 0 for −m + 1 < i < 0. Thus
H1(∂m;M) = 0 for −m < i < −1.
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Again by exact sequence (7.3.13) we also get H0(∂m;M)c = 0. Moreover, by
Proposition 3.5 we haveH0(∂m;M)(−1) is a generalized EulerianAm−1(A)-module.
We will consider two sub-cases:
Sub-case 2.1: c 6= −1.
We have −m + 2 < c + 1 < 0 and H0(∂m;M)(−1)c+1 = 0. So by induction
hypothesis we get H0(∂m;M)(−1)i = 0 for −m+1 < i < 0. Thus H0(∂m;M)i = 0
for −m < i < −1. Therefore by exact sequence (7.3.13) we get
M−1 ∼=M−2 ∼= · · · ∼=M−m+2 ∼=M−m+1.
Hence Mr ∼=Mc = 0, a contradiction to our hypothesis.
Sub-case 2.2: c = −1.
Then we haveH0(∂m;M)(−1)0 = 0. So by induction hypothesisH0(∂m;M)(−1)i =
0 for −m+ 1 < i < 0 and hence H0(∂m;M)i = 0 for −m < i < −1. Therefore by
an argument similar to Sub-case 2.1, we get Mr ∼= Mc = 0, a contradiction to our
hypothesis.
Thus our assumption is false. Hence Mc 6= 0 for r < c < 0. The result follows.

An important consequence of the Theorem 7.3 is the following.
Corollary 7.4. Let A be a commutative Noetherian ring containing a field of char-
acteristic zero. Let R = A[X1, . . . , Xm] be standard graded with degA = 0 and
degXi = 1 for all i. Let T be a graded Lyubeznik functor on
∗Mod(R) and set
M = T (R) =
⊕
n∈ZMn. If m ≥ 2, then the following assertions are equivalent:
(i) Mn 6= 0 for all n ∈ Z.
(ii) There exists r with −m < r < 0 such that Mr 6= 0.
Proof. By [4, 3.2(2)] and [4, Theorem 3.6] we have T (R) is a graded generalized
Eulerian Am(A)-module. Therefore by Theorem 7.3, T (R) satisfies the equivalent
conditions. 
The above result shows that non-vanishing of a single graded component of
M = T (R) will assure non-vanishing of its infinitely many graded components.
8. Some examples
Let A be a Noetherian ring containing a field K of characteristic zero. Let
R = A[X1, . . . , Xm] be standard graded with m ≥ 1 and I be a homogeneous ideal
in R. Set M = HiI(R) =
⊕
n∈ZMn.
In this section we give some examples which show that some results of [4] are
false if A is not regular.
8.1. In [4, Theorem 1.7] it is shown that if A is a regular domain and Mn 6= 0 then
Mn is NOT finitely generated as an A-module. This is not true in general.
Example. Let (A,m) be a local domain with dimension d such that Hi
m
(A) is finitely
generated and non-zero for some i < d. Take I = mR. Then HiI(R)0 = H
i
m
(A) is
non-zero and finitely generated as an A-module.
8.2. In [4, Theorem 1.8] it is shown that if A is a regular ring and P is a prime
ideal in A then
either µj(P,Mn) =∞ for all n ∈ Z
or µj(P,Mn) <∞ for all n ∈ Z.
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This does not hold in general.
Example. There exists example of Noetherian local ring (A,m) with HiJ(A) having
infinite zeroth Bass number over m for some ideal J in A, see [11] (also see [3,
Chapter 20, Section 5]). Now M = HiJR(R) = H
i
J(A) ⊗A R =
⊕
n∈NMn. So in
this case µ0(m,Mn) = 0 for n < 0 (as Mn = 0) and µ0(m,Mn) is infinite for n ≥ 0.
8.3. Assume m = 1. In [4, Theorem 1.9] it is shown that if A is a regular ring and
P is a prime ideal in A then µj(P,Mn) <∞ for all n ∈ Z. This is not true if A is
not regular.
Example. In Example 8.2, take m = 1.
8.4. In [4, Theorem 1.13] it is shown that if A is regular local or a smooth affine
K-algebra then
⋃
n∈ZAssAMn is a finite set. This is false in general.
Example. There exists affine or local ring A such that Ass(H2I (A)) is an infinite
set. For example, take K be an arbitrary field and consider the hypersurface
A = K[s, t, u, v, x, y]/(sv2x2 − (s+ t)vxuy + tu2y2).
Then H2(x,y)(A) has infinitely many associated primes, see [3, Example 22.17]. Lo-
calization of A at the homogeneous maximal ideal (s, t, u, v, x, y) gives a local ex-
ample. Take I = (x, y)R. Since M = H2I (R) = H
2
(x,y)(A) ⊗A R =
⊕
n∈NMn so in
both cases AssAM0 is infinite.
8.5. In [4, Theorem 1.14] it is shown that if A is regular then
injdimMn ≤ dimMn for all n ∈ Z.
The following example shows that this is not true in general.
Example. Let (A,m) be a Noetherian local ring containing a field with dimA > 0
and depthA = 0. Now M = H0
mR(R) = H
0
m
(A) ⊗A R. Thus M0 = H
0
m
(A) and
hence M0 is a finitely generated A-module. If injdimM0 <∞ then by [2, Corollary
9.6.2] we get A is Cohen-Macaulay, a contradiction. So injdimM0 is infinite.
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