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Abstract
We investigate the decay rates of correlations for nonuniformly hyperbolic systems with
or without singularities, on piecewise Ho¨lder observables. By constructing a new scheme
of coupling methods using the probability renewal theory, we obtain the optimal bounds for
decay rates of correlations for a large class of such observables. Our results apply to rather
general hyperbolic systems, including Bunimovich Stadia, Bunimovich billiards, semidis-
persing billiards on a rectangle and billiards with cusps, and to a wide class of nonuniformly
hyperbolic maps.
AMS classification numbers: 37D50, 37A25
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1 Introduction
1.1 Motivation and relevant works
The studies of the statistical properties of 2-dimensional hyperbolic systems with singularities
are motivated in large part by mathematical billiards with chaotic behavior, introduced by Sinai
in [64] and since then studied extensively by many authors [12, 13, 71, 72, 26].
Statistical properties of chaotic dynamical systems are described by the decay of correlations
and by various limiting theorems. Let (M,F,µ) be a dynamical system, i.e., a measurable trans-
formation F : M→M preserving a probability measure µ on the Borel sigma algebra ofM. For
any real-valued functions f and g on M (often called observables) the correlations are defined
by
Cn( f ,g,F) =
∫
M
( f ◦Fn)gdµ −
∫
M
f dµ
∫
M
gdµ (1)
2
Note that (1) is well defined for all f ,g ∈ L2µ(M). It is a standard fact that (F,µ) is mixing if and
only if
lim
n→∞Cn( f ,g,F) = 0, ∀ f ,g ∈ L
2
µ(M) (2)
The statistical properties of the system (M,F,µ) are characterized by the rate of decay of cor-
relations, i.e., by the speed of convergence in (2) for “good enough” functions f and g. If M is
a manifold and F is a smooth (or piecewise smooth) map, then “good enough” usually means
bounded and (piecewise) Ho¨lder continuous.
Generally, mixing dynamical systems (even very strongly mixing ones, such as Bernoulli
systems) may exhibit quite different statistical properties, depending on the rate of the decay of
correlations. If correlations decay exponentially fast (i.e., |Cn| = O(e−an) with a > 0), usually
the classical Central Limit Theorem (CLT) holds, as well as many other probabilistic limit laws,
such as Weak Invariance Principle (convergence to Brownian motion), which play a crucial role
in applications to statistical mechanics; we refer the reader to the surveys in [16, 20, 34, 40, 71]
and [26, Chapter 7]. Such strongly chaotic dynamical systems behave very much like sequences
of i.i.d. (independent identically distributed) random variables in probability theory.
However, some other mixing and Bernoulli systems have slow rates of the decay of corre-
lations, such as |Cn| = O(n−a). Their statistical properties are usually weak, they exhibit inter-
mittent behavior [59]: intervals of chaotic motion are followed by long periods of regular oscil-
lations, etc. Such systems can help to understand the transition from regular to chaotic motion,
and for that they have long attracted considerable interest in physics community [42, 54, 69]. We
note that if1 |Cn| ∼ n−a with a ≤ 1, then even the classical CLT usually fails. In that case the
system can be approximated by an unconventional Brownian motion in which the mean squared
displacement grows faster than linearly in time. This may help to explain certain unusual physi-
cal phenomena, such as superconductivity and superdiffusion. In particular, for a = 1 the mean
squared displacement acquires an extra logarithmic factor [7, 22, 66].
An challenging question to ask is “What are the main reasons that have slowed down the
decay rates of correlations for nonuniformly hyperbolic systems”? It has been a mathematically
challenging problem to estimate the rates of the decay of correlations for hyperbolic systems
with singularities, including chaotic billiards. The main difficulty is caused by singularities and
the resulting fragmentation of phase space during the dynamics, which slows down the global
expansion of unstable manifolds. Moreover, the differential of the billiard map is unbounded and
has unbounded distortion near the singularities, which aggravates the analysis of correlations: one
has to subdivide the vicinity of singularities into countably many “shells” in which distortions can
be effectively controlled.
Even for strongly chaotic billiards, exponential upper bounds on correlations were proven
only in 1998 when Young [71] introduced her tower construction as a universal tool for the
description of nonuniformly hyperbolic maps; see also [17]. Young also sharpened her esti-
mates on correlations by combining her tower construction with a coupling technique borrowed
from probability [72]. The coupling method was further developed by Bressaud and Liverani
1We say An ∼ Bn if there exist 0< c1 < c2 such that c1Bn ≤ An ≤ c2Bn for all n≥ 1.
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in [15] and then reformulated in pure dynamical terms (without explicit tower construction) by
Dolgopyat [20, 39] using standard pairs; see also [26, Chapter 7]. Dolgopyat’s technique was
proven to be efficient in handling various types of strongly chaotic systems with singularities
[20, 21, 22, 26, 32, 39, 41].
For weakly chaotic billiards, the first rigorous upper bounds on correlations (based on Young’s
tower) were obtained in the mid-2000s [55, 28]. The results upper bounds were not optimal, as
they included an extra logarithmic factor, which was later removed in [31] by a finer analysis of
return time statistics. Besides billiards, the same general scheme for bounding correlations has
been applied to linked-twist maps [67] and generalized baker’s transformations [10], intermittent
symplectic maps [52], and solenoids [2].
Surprisingly little progress has been made in obtaining lower bounds on correlations for hy-
perbolic systems, including billiards. Among rare results in this direction are those for Buni-
movich stadia [7] and billiards with cusps [5], where a lower bound was a byproduct of a non-
classical CLT that forces correlations to be at least of order O(n−1). For one dimensional non-
uniformly expanding maps and for Markov maps, lower bounds on correlations have been derived
via the renewal methods by Sarig [63], later improved by Goue¨zel [44]. The renewal techniques
were then extended to more general non-uniformly expanding maps and certain nonuniformly
hyperbolic systems; see [46, 48, 56, 53] and references therein. The main scheme of the renewal
methods relies on the construction of an induced map, for which the corresponding transfer op-
erator has a spectral gap on a certain functional space. Actually the main reason why it is so
difficult to apply operator technique to billiards and related hyperbolic systems with singulari-
ties, is the lack of a suitable functional space on which the transfer operator for the induced map
would have a spectral gap (and would be aperiodic).
For chaotic billiards and their perturbations, a suitable Banach space of functions was con-
structed in [36, 37], and the spectral gap for transfer operators was proven to exist. But it is still
difficult to apply the renewal operator methods on these systems because in order to take care
of the unbounded differential of the billiard map, the norms defined in [36, 37] cannot directly
produce the necessary estimates needed for the renewal technique [63]. We should however
stress that similar difficulties are also encountered in the studies of non-uniformly expanding
(non-invertible) maps, as it is pointed out in [48]. Recently, some progress has been made in this
direction for some hyperbolic maps, see [53, 56].
In this paper we are able to identify the main factors that affect the decay rates of correla-
tions for rather general nonuniformly hyperbolic systems, in terms of the tail distribution of the
return time function (used in the inducing scheme). Since the singularities of the systems make
it difficult to apply all existing methods, we revisit Dolgopyat’s coupling method and the ideas
of standard pairs [20, 39] for systems with exponential decay rates of correlations, see also [72],
and develop a new coupling scheme for nonuniformly hyperbolic systems. Combining with the
elegant Probability Renewal Theory, originated from Kolmogorov [51], we are able to obtain an
optimal bound for the decay rates of correlations for general 2-dimensional hyperbolic systems.
Our formulas give a precise asymptotic, rather than upper or lower bounds. To our knowledge,
this is the first result of that type in the context of nonuniformly hyperbolic billiards. And the
results have greatly improved all existing results on decay rates of correlations for hyperbolic
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systems with slow decay rates of correlations. Moreover, our new method is more flexible, com-
paring to all other existing methods in this direction, as it can be applied to dynamical systems
under small deterministic or random perturbations. In Section 10, we will describe several classes
of billiards to which our results can be applied. Moreover we also obtain the optimal bound for
an example of nonuniform link-twist map. Other nonuniform hyperbolic maps, some of which
exhibiting attractors, have been investigated in another paper [68].
We conclude this Introduction by quoting forthcoming contributions and by addressing new
questions. One of the main difficulty of the inducing approach is to control the rate of expansion
and contraction along the invariant manifolds for the original map, being those rates exponential
for the first return map. We deal with that issue in the present paper by a careful control of the
set Cn,b, see equation (7), whose tails produces very often the (optimal) rate of decay for the
lower bound of the correlation function (see our Theorem 2). It turns out that there are a few
class of attractors for which the original map exhibit polynomial contraction/expansion along the
invariant manifold in the induced region. We will present in a future article an application of our
coupling technique to those systems: the advantage with respect the examples presented in this
paper, is that the condition (H2), involving the set Cn,b is now automatically satisfied, and this
allows us to get easily lower bound for the correlation decay and even to improve previous results
on upper bounds. Another extension of our theory will be to consider higher dimensional systems,
and this needs a corresponding generalization of the standard pair technique. We finally quote the
problem of lifting a few probabilistic limit theorems from the induced system to the original one;
it is well known that problems arise for the induced observable which are not anymore essentially
bounded and this requires the use of suitable functional spaces. It is worth mentioning that this
not happens for the central limit theorem in our paper since we have a sufficient upper bound for
the observables defined on the whole space. We describe the structure of our work in more details
below.
1.2 Plan of exposition
We first prove an upper bound on correlations under rather general assumptions (compared to
those in [28, 31]), and then we obtain optimal estimates for the decay of correlations for certain
hyperbolic systems, including semi-dispersing billiards, billiards with cusps, Bunimovich stadia,
etc. The key ingredient of the coupling scheme is the construction of a Markov tower, which we
will call generalized Young tower together with a new version of the coupling lemma for nonuni-
formly hyperbolic systems. Our general scheme consists of three major steps:
(a) We first need to choose a subsetM ⊂M on which the induced (first return) map F : M→
M is uniformly hyperbolic (with an exponential decay of correlations). We note that F preserves
the measure µ conditioned on M, which we denote by µM; it will be an SRB measure. For the
definition of SRB measure, see Section 2.1.
(b) Then we check that standard pairs and standard families (which were introduced in
[20, 39, 26]), for the induced system (F,M,µM) satisfy the specific conditions of our earlier work
5
[32]. These would imply a Coupling Lemma for the induced system, as well as an exponential
decay of correlations. Based on the Coupling Lemma for the induced system [32], a generalized
Young tower for the induced system is constructed.
(c) In order to prove a Coupling Lemma for the original system (M,F,µ), a generalized
Markov tower is carefully constructed based on that for the induced map. We decompose the
original measure according to a stopping time function and perform coupling only at those stop-
ping times. On the one hand, this procedure allows us to “match” images of our measures ef-
ficiently when they both properly return to a reference set. On the other hand, the probability
renewal theory enables us to keep track of points that have properly returned to the base of the
tower sufficiently many times, but failed to couple for various reasons. Our procedure can be
applied to 2D (nonuniformly) hyperbolic systems with or without singularities.
The quantitative part of our scheme involves the following estimates. For the set M ⊂M
selected in part (a), let R : M→ N be the first hitting time toM under iterations of F; see precise
definition in (23). The Poincare´ recurrence theorem implies that R< ∞ almost everywhere onM.
We obtain the following upper bound on the decay of correlations in Theorem 1 for any piecewise
Ho¨lder observables f ,g onM, any n> 1:
|Cn( f ,g,F)| ≤C f ,g µ(R> n), (3)
where C f ,g > 0 is a constant depending only on f and g. Moreover the following formula is
derived in Theorem 2 for a large class of systems:∫
M
( f ◦Fn)gdµ−
∫
M
f dµ
∫
M
gdµ = µ(R> n)µ( f )µ(g)+o(µ(R> n)), (4)
under the condition that supp( f )⊂M and supp(g)⊂M. This is a novel result for billiard systems.
Our asymptotic formula (4) implies that the tail bound for the return time function µ(R > n)
is indeed an optimal estimate for the decay of correlations. Note that if one chooses certain
observables satisfying conditions in Theorem 2 as well as µ( f )µ(g) = 0, then we get a faster
decay rate of correlations:
|Cn( f ,g,F)|= o(µ(R> n)), (5)
as it is proved in Theorem 2.
2 Assumptions and main results
2.1 Assumptions
LetM be a 2-dimensional compact Riemannian manifold, possibly with boundary. Let Ω⊂M be
an open subset and let F : Ω →M be aC1+γ0 diffeomorphism of Ω onto F(Ω) (here γ0 ∈ (0,1]).
We assume that S1 =M \Ω is a finite or countable union of smooth compact curves. Similarly,
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S−1 = M \F(Ω) is a finite or countable union of smooth compact curves. If M has boundary
∂M, it must be a subset of both S1 and S−1. We call S1 and S−1 the singularity sets for the maps
F and F−1, respectively. We denote by Ωi, i≥ 1, the connected components of Ω; then F(Ωi) are
the connected components of F(Ω). We assume that F|Ω is time-reversible, and the restriction
of the map F to any component Ωi can be extended by continuity to its boundary ∂ Ω¯i, though
the extensions to ∂ Ω¯i∩∂ Ω¯ j for i 6= j need not agree. Similarly, for each i the restriction of F−1
to any connected component F(Ωi) can be extended by continuity to its boundary ∂F(Ω¯i).
Next we assume that the map F is (nonuniformly) hyperbolic, as defined by Katok and Strel-
cyn [50]. This means that F preserves a probability measure µ such that µ-a.e. point x ∈M has
two non-zero Lyapunov exponents: one positive and one negative. Also, the first and second
derivatives of the maps F and F−1 do not grow too rapidly near their singularity sets S1 and S−1,
respectively; and the ε-neighborhood of the singularity set has measure O(εq0) for some q0 > 0.
This is to ensure the existence and absolute continuity of stable and unstable manifolds at µ-a.e.
point. Let
Wu = ∩n≥0Fn(M\S1).
Obviously, Wu is (mod 0) the union of all unstable manifolds, and we assume that the partition
Wu of M into unstable manifolds is measurable, so that µ induces conditional distributions on
µ-almost all unstable manifolds (see the definition and basic properties of conditional measures
in [26, Appendix A]). Most importantly, we assume that µ is an Sinai-Ruelle-Bowen (SRB)
measure; i.e. the conditional distributions of µ on unstable manifolds W ⊂Wu are absolutely
continuous with respect to the Lebesgue measure on W . SRB measures are known to be the
only physically observable measures, in the sense that their basins of attraction have positive
Lebesgue volume; see [73] and [45, Sect. 5.9]. We also assume that our SRB measure µ is
ergodic and mixing. Our work is devoted to statistical properties of µ , so it is natural for us to
take its ergodicity and mixing for granted.
In chaotic billiards, all the above assumptions are satisfied and are usually easy to check. In
particular, the invariant measure µ for billiards is smooth and has a positive density on all of Ω.
In physics terms, this invariant measure µ is an equilibrium state. Another important class of
systems consists of small perturbations of chaotic billiards (usually induced by external forces
or special boundary conditions) [18, 19]. Those systems model electrical current [22, 23], heat
conduction and viscous flows [14, 25], the motion under gravitation on the Galton board [21], etc.
For perturbed billiards all the above assumptions are satisfied, too, but the measure µ is no longer
absolutely continuous: it is singular with respect to the Lebesgue measure on M (though every
open subset U ⊂M still has a positive µ-measure). In physics, such a measure µ (for billiards
under small perturbations) is called a nonequilibrium steady state (NESS).
Even with the assumptions made thus far, the decay of correlations may be arbitrarily slow
[28, 29]. In order to ensure a specific rate for the decay of correlations we introduce the inducing
scheme that were used by Markarian [55] for Bunimovich Stadia, Chernov and Zhang [28] for
general hyperbolic systems with slow decay of correlations.
We first construct a subsetM⊂M, with µ(M)> 0, and assume that ∂M ⊂ S1. Let R :M→N
be the first hitting time ofM. By the Poincare Recurrence Theory, there exists Mˆ⊂M, such that
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µ(Mˆ) = 1 and for any x ∈ Mˆ, R(x) < ∞. For any x ∈ M ∩ Mˆ, we define Fx = FR(x). Then
F preserves a probability measure µM := µ|M/µ(M). For precise construction of the induced
system, see Subsection 3.1. We next make more specific assumptions on the induced system
(M,F,µM).
(H1) Distribution of the first hitting time R. We assume that there exist C > 0, α0 > 1, such
that the distribution of R satisfies:
µ(Mn)≤ C
n1+α0
(6)
where Mn is the closure of the level set of R restricted on M which is {x ∈ M : R(x) = n}.
Moreover, we assume that there exists N0 ≥ 1 such that every level set Mn contains at most N0
connected components.
Remark.
(i) Note that (6) implies that there exist C1 > 0, such that
µ(R> n) = µ(M) ∑
k≥n
µM(R> k)≤ C1
nα0−1
(ii) In assumption (H1), we can replace (6) by the following limit:
µ(Mn)≤ C
L(n)n1+α0
,
where L(n) is a slowly vary function at infinity. Our results on decay rates of correlations
still hold by simply adjusting the order of the tail bound µ(R> n) by a slowly vary function
in all estimations.
For a large b (whose precise value will be given in (95)), we denote ψ(n) := (b lnn)2, and
define the set
Cn,b = {x ∈M |#1≤i≤n{Fi(x) ∈M} ∈ (1,ψ(n)]} (7)
Clearly,Cn,b contains those points in (R< n) whose forward trajectory only returns toM at most
ψ(n) times within n collisions.
(H2)Measure ofCn,b. We assume that
µ(Cn,b)≤Cn1−α0; µ(Cn,b∩M)≤Cn−α0.
Note that by the time-reversibility, the second condition implies that
µ(Cn,b∩F−nM)≤Cn−α0,
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i.e. inM, there are much less points inCn,b.
Next we introduce sufficient conditions for exponential decay rates of correlations, as well
as for the coupling lemma, for the induced map. These assumptions are quite standard and have
been made in many references [17, 20, 26, 32].
(H3) Sufficient conditions for exponential decay of correlations of the induced map.
(h1) Hyperbolicity2 of F . There exist two families of conesCux (unstable) andC
s
x (stable) in the
tangent spaces TxM, for all x∈M \S1, and there exists a constant Λ > 1, with the following
properties:
(1) DxF(C
u
x )⊂CuFx and DxF(Csx)⊃CsFx, wherever DxF exists.
(2) ‖DxF(v)‖ ≥ Λ‖v‖,∀v ∈Cux ; and ‖DxF−1(v)‖ ≥ Λ‖v‖,∀v ∈Csx.
(3) These families of cones are continuous on M and the angle between Cux and C
s
x is
uniformly bounded away from zero.
We say that a smooth curve W ⊂ M is an unstable (stable) curve if at every point x ∈W
the tangent line TxW belongs in the unstable (stable) cone C
u
x (C
s
x). Furthermore, a curve
W ⊂M is an unstable (stable)manifold if F−n(W ) is an unstable (stable) curve for all n≥ 0
(resp. ≤ 0).
(h2) Singularities. The boundary ∂M is transversal to both stable and unstable cones. Every
other smooth curveW ⊂ S1 \∂M (resp. W ⊂ S−1 \∂M ) is a stable (resp. unstable) curve.
Every curve in S1 terminates either inside another curve of S1 or on the boundary ∂M. A
similar assumption is made for S−1. Moreover, there exist q0,s0 ∈ (0,1] and C > 0 such
that for any x ∈M \S1
‖DxF‖ ≤Cdist(x,S1)−s0, (8)
and for any ε > 0,
µ
(
x ∈M : dist(x,S1)< ε
)
<Cεq0 . (9)
Note that (9) implies that for µ-a.e. x ∈ M, there exists a stable manifold W s(x) and an
unstable manifoldW u(x), such that FnW s(x) and F−nW u(x) never hit S1, for any n≥ 0.
Definition 1. For every x,y ∈ M, define s+(x,y), the forward separation time of x,y, to
be the smallest integer n ≥ 0 such that x and y belong to distinct elements of M \ Sn. Fix
β ∈ (0,1), then d(x,y) = β s+(x,y) defines a metric on M. Similarly we define the backward
separation time s−(x,y).
(h3) Regularity of stable/unstable manifolds. We assume that the following families of sta-
ble/unstable curves, denoted by W
s,u
F are invariant under F
−1 (resp.F) and include all sta-
ble/unstable manifolds:
2We have already assumed that Lyapunov exponents are not zero a.e., but our methods also use stable and unstable
cones for the map F .
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(1) Bounded curvature. There exist B > 0 and cM > 0, such that the curvature of any
W ∈Ws,uF is uniformly bounded from above by B, and the length of the curve |W | <
cM .
(2) Distortion bounds. There exist γ0 ∈ (0,1) and Cr > 1 such that for any unstable
curveW ∈WuF and any x,y ∈W ,∣∣lnJW (F−1x)− lnJW (F−1y)∣∣≤Cr d(x,y)γ0, (10)
where
JW (F
−1x) = dmF−1W (F
−1x)/dmW (x),
denotes the Jacobian of F−1 at x ∈W with respect to the Lebesgue measure mW on
the unstable curveW .
(3) Absolute continuity. Let W1,W2 ∈WuF be two unstable curves close to each other.
Denote
W ′i = {x ∈Wi : W s(x)∩W3−i 6= /0}, i= 1,2.
Themap h : W ′1→W ′2 defined by sliding along stable manifolds is called the holonomy
map. We assume h∗mW ′1 is absolutely continuous with respect to mW ′2 , i.e. h∗mW ′1 ≺
mW ′2 ; and furthermore, there exist uniform constantsCr > 0 and ϑ0 ∈ (0,1), such that
the Jacobian of h satisfies
| lnJh(y)− lnJh(x)| ≤Crdist(W ′1,W ′2)γ0 ϑ s+(x,y)0 , ∀x,y ∈W ′1 (11)
where dist(W ′1,W
′
2) := supx∈W ′1,y∈W ′2 d(x,y). Similarly, for any n≥ 1 we can define the
holonomy map
hn = F
n ◦h◦F−n : FnW1 → FnW2,
and then (11) and the uniform hyperbolicity (h1) imply
lnJhn(F
nx)≤Crdist(W ′1,W ′2)γ0 ϑn0 . (12)
(h4) One-step expansion. We have
liminf
δ→0
sup
W : |W |<δ
∑
n:Vn∈FW\S1
( |W |
|Vn|
)q0
· |F
−1Vn|
|W | < 1, (13)
where the supreme is taken over regular unstable curvesW ⊂M, |W | denotes the length of
W .
Note that the boundary ∂M is a part of the singular set S1, hence every stable manifold for F
is also a stable manifold for F. Since we denote by WsF the collection of all stable manifolds for
F , then the collectionWs of stable manifolds for F can be constructed by
Ws∗ = ∪∞m=1∪m−1k=0 Fk{W s ∈WsF : W s ⊂Mm}. (14)
10
On the other hand, every unstable manifoldW uF for F is a (part of) an unstable manifoldW
u for
F, more precisely,W uF =W
u∩Ωi for some Ωi ⊂M. Since we denote byWuF the collection of all
unstable manifolds for F , then it can be extended to the whole spaceM in a similar way:
W
u
∗ = ∪∞m=1∪m−1k=0 F−k{W u ∈WuF : W u ⊂ FMm}. (15)
Notice that this will not be exactly the collection Wu of unstable manifolds for F, instead
the latter would be obtained by concatenation of some curves from Wu∗. Since the collection of
curves in Wu/s \Wu/s∗ is a null set, we will not make distinction between these two sets below.
More precisely, we will identifyWσ =Wσ∗ , for σ ∈ {u,s}.
2.2 Statement of the main results
For any γ ∈ (0,1), we consider those bounded, real-valued functions f ∈ L∞(M,µ) such that,
there exists a measurable foliation Wsf of M into stable curves, with the property that for any x
and y lying on one stable curveW ∈Wsf ,
| f (x)− f (y)| ≤ ‖ f‖−γ ,Wsf d(x,y)
γ , (16)
with
‖ f‖−γ ,Wsf : = supW∈Wsf ,
sup
x,y∈W
| f (x)− f (y)|
d(x,y)γ
< ∞.
Note that there may exist several measurable partitions Wsf ,α of M into stable curves, such that
(16) holds, for α belongs to an index set A f . We denote these partitions as
W−f := {Wsf ,α ,α ∈A f }.
We also require that the stable foliationWs ofM belongsW−f . Now we define
‖ f‖−γ : = sup
α∈A f
‖ f‖−γ ,Wsf ,α
Let H−(γ) be the collection of all such observables f , such that ‖ f‖−γ < ∞. Then for any
f ∈H−(γ), any stable curveW ∈W−f , we have
| f (x)− f (y)| ≤ ‖ f‖−γ d(x,y)γ . (17)
Similarly, we define H+(γ) as the set of all bounded, real-valued functions g ∈ L∞(M,µ)
such that for any g ∈H+(γ), any unstable curveW ∈W+g , we have
|g(x)−g(y)| ≤ ‖g‖+γ d(x,y)γ . (18)
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Here W+g = {Wug,α , α ∈ Ag} is the collection of measurable partitions Wug,α of M into unstable
curves Wug, such that the unstable foliation W
u of M belongs W+g . Moreover, for any x and y
lying on one unstable curveW ∈Wug,α ,
|g(x)−g(y)| ≤ ‖g‖+γ ,Wug,αd(x,y)
γ , (19)
where
‖g‖+γ ,Wug,α : = sup
W∈Wug,α
sup
x,y∈W
|g(x)−g(y)|
d(x,y)γ
< ∞.
Thus we have that
‖g‖+γ : = sup
α∈Ag
‖g‖+γ ,Wug,α < ∞.
For every f ∈H±(γ) we define
‖ f‖±Cγ : = ‖ f‖∞ +‖ f‖±γ (20)
In particular, if f is Ho¨lder continuous on every component of M \Sk, for some integer k ∈ Z,
with Ho¨lder exponent γ , then one can check that f ∈H±(γ).
By using the coupling methods, we obtain the following upper bounds for the rate of decay
of correlations.
Theorem 1. For systems satisfy (H1)-(H3), for any observables f ∈H−(γ f ) and g ∈H+(γg) on
M, with γ f ,γg > 0,
|µ( f ◦Fn ·g)−µ( f )µ(g)| ≤C‖g‖+
C
γg
‖ f‖−
C
γ f
(µ(Cn/2,b∩ supp(g)∩ supp( f ◦Fn/2))+µ(R> n))
≤C‖g‖+
C
γg
‖ f‖−
C
γ f
n1−α0 ,
for n≥N, with α0 > 1 was given in (H1), N =N(g1,g2)≥ 1, andC=C(γ f ,γg)> 0 is a constant.
Theorem 1 implies that the upper bound for the decay rates is determined by both the measure
of (R > n) and that of Cn,b ∩ supp(g)∩ supp( f ◦Fn). Note that by assumption, µ(Cn,b ∩M) ≤
Cn−α0 . This also gives us a hint that by choosing observables f ,g that only supported onM, one
may make the measure of the second set to be of much smaller order than that of (R> n). Next
we indeed show that µ(R> n) characterizes the optimal bound for the decay rates of correlations
for observables onM.
Theorem 2. Under conditions of Theorem 1, if we further assume both f and g are supported in
M (note M is the nice subset in M), then correlations decay as:
µ( f ◦Fn ·g)−µ( f )µ(g) = µ(R> n)µ( f )µ(g)+E( f ,g,n), (21)
for any n≥ N, with
|E( f ,g,n)| ≤C‖ f‖−
C
γ f ‖g‖+Cγgn−β0 = o(µ(R> n)),
and β0 =min{α0,2α0−2}, C =C(γ f ,γg)> 0 is a constant.
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For the case where µ( f )µ(g) = 0 we also have a better bound o(µ(R > n)) specified in the
above Theorem 2. For example, for semi-dispersing billiards on a rectangle and Bunimovich
Stadia, we have α0 = 2, so for general observables, the correlations decay as O(n
−1); see also
[55, 28]. But for observables supported on M and such that µ( f )µ(g) = 0, the above theorem
impliesCn( f ,g,F) = O(n
−2), which also implies the classical central limit theorem.
Next we will prove that for dynamical systems with slow decay rates of correlations, the class
of Ho¨lder observables f with support on M will satisfy the classical Central Limit Theorem.
Theorem 3. Assume β0 > 1 in Theorem 2. Let f ∈H−(γ)∩H+(γ) with γ > 0, supp( f ) ⊂ M
and µ( f ) = 0. Assume f is not a coboundary, i.e. there is no function h such that f = h−h◦F.
Then the following sequence converges:
f + · · ·+ f ◦Fn
σ
√
n
d−→ Z, (22)
in distribution, as n→ ∞. Here
σ2 = µ( f 2)+2
∞
∑
n=0
µ( f ◦Fn · f )< ∞,
and Z is a standard normal variable.
According to Theorem 3, for Bunimovich Stadia and billiards with cusps, even though the
correlation for general variables usually decay at order O(n−1), if we pick a Ho¨lder continuous
function f supported onM, with f ∈ H+(γ0)∩H−(γ0) and µ( f ) = 0, then we still be able to get
a classical Central limit theorem, instead of the abnormal Central limit theorem.
Another related observable we would like to discuss is fˆ := f −µ( f ), the centralized version
of f , with supp( f ) ⊂ M. Note that we can express µ( f ) = µ( f )IM. Thus fˆ = f − µ( f )IM is
not supported on M any more, so our Theorem 2 does not apply to it. Moreover, to study the
Central limit theorem for fˆ ◦Fn, we need to define f˜ := ( f −µ( f )R) · IM, which is the induced
observable by fˆ . Thus the partial sums
S˜n := fˆ + fˆ ◦F+ · · ·+ fˆ ◦Fn,
and
Sn = f˜ + f˜ ◦F+ · · ·+ f˜ ◦F,
should have similar asymptotic behavior if we scale them by the reciprocal of their standard
deviation. However, by the definition of f˜ , we know that the variance of f˜ is dominated from
below by that of R, which is unbounded for the case when µ(R> n) ∼ n−1. This means that the
classical Central limit fails, as well as the Green-Kubo formula, as
∞
∑
n=1
µ(R> n)∼
∞
∑
n=1
n−1 = ∞.
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For the Central Limit Theorem of these general classes of observable for Bunimovich Stadia and
billiards with cusps, see [6, 5].
Throughout the paper we will use the following conventions: Positive and finite global con-
stants whose value is unimportant, will be denoted by c,c1,c2, · · · or C,C1,C2, · · · . These letters
may denote different values in different equations throughout the paper. In Appendix, we also
list some notations that we use throughout the paper.
3 Standard families and the induced map
In this paper, we will use the couplingmethod to prove our main theorems, which depends heavily
on the concept of standard pairs proposed firstly by Dolgopyat in [39], as well as the Z function
by Chernov and Dolgopyat in [20, 26].
3.1 Construction of an induced system (F,M,µM).
In this section, we carefully construct the induced system, and take care of the definition of
singularity set for both systems.
Let M be a 2-dimensional compact Riemannian manifold, and Ω ⊂M be an open subset.
S1 =M \Ω and S−1 =M \F(Ω) are the singularity sets for the maps F and F−1, respectively.
Let Ωi, i ≥ 1, be the connected components of Ω; then F(Ωi) are the connected components of
F(Ω).
Let D = ∪i∈IΩi (card I < ∞) be a finite union of some connected components of Ω. For any
x ∈M, let
R(x) =min{n≥ 1: Fn(x) ∈D, Fm(x) /∈ S1, m= 1, . . . ,n−1}, (23)
be the first entrance time to the set D. When restricted on D, we also call R the first return time.
We denote by N1 ⊂D the set of points that never return to D under forward iterations of F; it
consists of points of two types:
(i) Fn(x) ∈ S1 for some n≥ 1 and Fm(x) /∈D for m= 1, . . . ,n−1 (the orbit of x hits a singu-
larity before it comes back to D);
(ii) Fn(x) ∈Ω\D for all n≥ 1 (i.e., x is a wandering point).
For each n≥ 1, the “level” set
Dn := {x ∈D : R(x) = n} ⊂D
is open, and if Dn 6= /0 then Fn is a diffeomorphism of Dn onto Fn(Dn) ⊂D. We denote by F
the first return map, i.e.,
F(x) = Fn(x) ∀x ∈Dn, n≥ 1.
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It is easy to see that F is a diffeomorphism of the open set D+ = ∪n≥1Dn onto the open set
D− = ∪n≥1Fn(Dn). The inverse map F−1 is defined on D− ⊂D and takes it back to D+. Let
M =D denote the closure of D, and for each n≥ 1 let Mn =Dn. We put
S1 =M \D+ =N1∩∂D
and
S−1 =M \D− =N−1∩∂D,
whereN−1⊂D denotes the set of points never coming back toD under the iterations of F−1. We
assume that both S1 and S−1 are finite or countable unions of smooth compact curves. The sets
S±1 play the role of singularities for the induced maps F±1. We assume that the map F restricted
to any level set Dn can be extended by continuity to its boundary ∂Dn, but the extensions to
∂Dn∩∂Dm for n 6= m need not agree. A similar assumption is made for F−1.
We assume that µ(D)> 0. It is easy to show [24] that the SRB measure µ cannot be concen-
trated on curves, i.e., µ(W ) = 0 for any smooth curveW ⊂M. Thus all our singularity sets S±1,
S±1, and their images under Fn, n ∈ Z, are null sets. By the ergodicity of µ we have
M=
⋃
n≥1
n−1⋃
m=0
FmDn =
⋃
m≥0
∞⋃
n=m+1
FmDn =
⋃
m≥1
(R= m) (mod 0), (24)
where
(R= m) =
∞⋃
n=m
Fn−mDn
is the m-th level set of R in M. We note that
∫
M Rdµ = 1 by the Kac theorem. The first return
map F preserves the measure µ conditioned on M; we denote it by µM . Clearly, this measure
is ergodic. We also assume that µM is mixing. Unstable manifolds W ⊂ M are the unstable
manifolds for the induced map F intersected withM, hence µM is an SRB measure.
For n≥ 1, let
Sn =
n−1⋃
i=0
F−iS1 and S−n =
n−1⋃
i=0
F iS−1,
for each n≥ 1. Then the map Fn : M \Sn →M \S−n is aC1+γ0 diffeomorphism.
3.2 Standard families
For any unstable manifoldW ∈Wu, let µW be the probability measure onW determined by the
unique probability density ρW (with respect to the Lebesgue measure mW ) satisfying
ρW (y)
ρW (x)
= lim
n→∞
JW (F
−ny)
JW (F−nx)
. (25)
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Here ρW = dµW/dmW is called the u-SRB density onW , and the corresponding probability mea-
sure µW onW is called the u-SRB measure of F . The formula (25) is standard in ergodic theory,
see [26] page 105. (25) implies that for any m≥ 1, and x,y ∈W ,
ρW (y)
ρW (x)
=
ρF−mW (F
−my)JW (F−my)
ρF−mW (F
−mx)JW (F−mx)
,
which is equivalent to
ρW (y)
ρF−mW (F
−my)JW (F−my)
=
ρW (x)
ρF−mW (F
−mx)JW (F−mx)
= c−1(m,W,F),
for some constant c= c(m,W,F)> 0. This implies that for any x ∈W ,
ρF−mW (F
−mx)JW (F−mx) = c(m,W,F)ρW (x). (26)
To determine c(m,W,F), we use the fact that both ρW and ρF−mW are probability densities.
c(m,W,F) = c(m,W,F)
∫
W
ρW (y)dmW (y)
=
∫
W
ρF−mW (F
−my)JW (F−my)dmW (y)
=
∫
F−mW
ρF−mW (x)JW (x)
dmW (F
mx)
dmF−mW (x)
dmF−mW (x)
=
∫
F−mW
ρF−mW (x)dmF−mW (x) = 1,
which implies that c(m,W,F) = 1.
Similarly, we have that for any x ∈W ,
ρF−mW (F
−mx)JW (F−mx) = ρW (x), ρF−mW (F−mx)JW (F−mx) = ρW (x). (27)
Furthermore, it follows from the distortion bound (10) that ρW ∼ |W |−1 onW . More precisely,
we have
1
|W |e
−Cr|W |γ0 ≤ ρW (x)≤ 1|W |e
Cr|W |γ0 . (28)
Definition 2 (Standard pair). A probability measure ν supported on an unstable manifold W is
called regular, if ν is absolutely continuous with respect to the u-SRB measure µW onW, and the
probability density function g= dν/dµW ∈H+(γ0) satisfies
| lng(x)− lng(y)| ≤CFd(x,y)γ0, (29)
where CF is a fixed constant. In this case (W,ν) is called a standard pair. Moreover, if the
probability density g= dν/dµW satisfies
| lng(x)− lng(y)| ≤ Λγ0CFd(x,y)γ0, (30)
we call (W,ν) a pseudo-standard pair.
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Here we also need the concept of pseudo-standard pair, as in the proof of the Coupling
Lemma, one needs to subtract a smooth function from the density of a standard pair. But the
resulting conditional measure will only induce a pseudo-standard pair, as we will show in lemma
9.
Definition 3. Let G = {(Wα ,να),α ∈A} be a family of (pseudo-) standard pairs equipped with
a factor measure λ on the index set A. We call G a (pseudo-) standard family onM, if it satisfies
the following conditions:
(i) {Wα ,α ∈A} is a measurable partition of a measurable subsetW⊂M into unstable man-
ifolds;
(ii) There is a Borel measure ν satisfying:
ν(B) =
∫
α∈A
να(B∩Wα)λ (dα), (31)
for any measurable set B⊂M.
For simplicity, we denote such a family by
G= (W,ν) = {(Wα ,να),α ∈A,λ}.
For any γ ∈ (0,1), any f ∈H−(γ), we define
G( f ) :=
∫
α∈A
∫
Wα
f (x)dνα λ (dα). (32)
Then one can check that any standard family G is a bounded linear functional (or generalized
function) on the space of test functions ∪0<γ<1H−(γ). To understand the distribution of short
unstable manifolds in any standard family, we define a characteristic function Z on these standard
families, such that for any standard family G= (W,ν),
Z(G) =
1
ν(M)
∫
A
|Wα |−q0 λ (dα), (33)
where q0 ∈ (0,1] was defined in (8). We denote F(M) (F(M)) as the collection of all standard
families G on M (resp. M), such that Z(G) < ∞. One can check that both sets are closed under
positive scalar multiplications. We fix a large number Cq > 100CF , whose value will be chosen
in (41). Given a standard family G, if Z(G)<Cq we say G is a proper (standard) family.
Moreover, since a standard family can be viewed as a weighted sum of standard pairs, then for
any sequence of nonnegative numbers {ai, i≥ 1} collection of standard families Gi = (Wi,νi) ∈
F(M), i≥ 1, the following sum is well-defined, ∑∞i=1Gi := (W,ν), with
W=
∞⋃
i=1
Wi, and ν =
∞
∑
i=1
aiνi. (34)
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It is also a standard family in F(M), as long as {W1, · · · ,Wn, · · ·} are mutually disjoint, and
∑∞i=1aiνi(M)< ∞.
In this paper, we always take the u-SRB measure µα := µWα to be the reference measure on
indexed unstable curve Wα , sometimes we also denote it as µW for general unstable curve W .
Next we will show that the set F(M) is invariant under F, and F(M) is invariant under F .
Proposition 4. For any G ∈ F(M), then FG is a standard family. Similarly, for any G ∈ F(M),
then FG is a standard family. Moreover, (Wu,µ)∈ F(M), and (WuF ,µM)∈ F(M) are both proper
families.
To prove this proposition, we first need the following lemma.
Lemma 5. Let (W,ν) be a standard pair. Then both Fk(W,ν) and Fk(W,ν) are standard fami-
lies, for any k ≥ 1.
Proof. Let (W,ν) be any standard pair, any k ≥ 1. We first consider the iterations under F.
Assume FkW = {(Vα ,να),α ∈A,λ}. We denoteWα = F−kVα , for any index α ∈A. Using (27)
we know that for any α ∈A, any x ∈Vα ,
dFk∗µWα (x)
dµVα (x)
= 1. (35)
We denote g= dν/dµW , then for any k ≥ 1, the density function gk of Fk∗ν can be written as
gk(x) =
dFk∗νWα (x)
dµVα (x)
=
dνWα (F
−kx)
dµWα (F
−kx)
· dµWα (F
−kx)
dµVα (x)
=
dνWα (F
−kx)
dµWα (F
−kx)
· dF
k∗µWα (x)
dµVα (x)
=
dνWα (F
−kx)
dµWα (F
−kx)
· dµVα (x)
dµVα (x)
=
dνW (F
−kx)
dµW (F−kx)
· ν(Wα)
µW (Wα)
= g(F−k(x)) · ν(Wα)
µW (Wα)
, (36)
for all x ∈Vα , here νWα is the conditional measure of ν restricted onWα .
Thus for any x,y belong to one smooth component of Fk(W ), k ≥ 1,
| lngk(x)− lngk(y)|= | lng(F−kx)− lng(F−ky)|
≤CFd(F−kx,F−ky)γ0 ≤CFd(x,y)γ0.
Thus we can see that (FkW,Fk∗ν) is a standard family. Similarly, one can show that F(W,ν) is a
standard family.
Next we return to the proof of Proposition 4. For any standard family G = (W,ν), since
the F (resp. F) image of every standard pair in G is a standard family, thus FG (resp. FG) is
a standard family. Moreover, the set WuF can be viewed as the measurable partition of M into
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unstable manifolds. It was proved in [32] Lemma 12 that (WuF ,µM) is indeed a proper standard
family. Let AuM be the index set of unstable manifolds in W
u
F , such that
WuF = {Wα : α ∈AuM}.
Then µM induces a factor measure λ
u
M on the sigma algebra (induced by the Borel sigma algebra
on M) of the index set AuM, such that
(WuF ,µM) = {(Wα ,µα),α ∈AuM,λ uM}. (37)
Now it follows from the invariance of µM under F , that (W
u
F ,µM) ∈ F(M). Similarly, (Wu,µ) ∈
F(M). The fact that (Wu,µ) is a proper family follows from the fact that the singular set of F is
a subset of that of F , thus (9) implies that
µ
(
x ∈M : dist(x,S1)< ε
)
<Cεq0. (38)
It was shown above that F(M) is invariant underF. More precisely, if G=(W,ν) is a standard
family with a factor measure λ , such that (31) holds, then Fn∗ν induces a standard family with
FnG= Fn(W,ν) := (FnW,Fn∗ν). Here, we denote
F
n(W,ν) = {(Vα ,να) , α ∈An,λn} (39)
as the standard family with factor measure λn on the index set A
n of unstable manifolds in FnW.
We define
ϑ1 =max{ϑ0,Λ−γ0} (40)
where ϑ0 and Λ was defined as in (h3).
Lemma 6. There exists δ0 > 0, such that for any standard pair (W,νW ), with |W | ≤ 20δ0, and
g(x) = dνW/dµW , then the density g satisfies:
|g(x)−1| ≤ εd
where εd < 10
−5, whose value will be chosen in (78).
Proof. We chooseCq large enough, εd < 10
−5 and δ0 small enough to satisfy
1
Cq
< δ
q0
0 , and
1
Cq
< (20δ0)
γ0 <
εd
CF
. (41)
Combining with (29), if one makes a standard pair (W,νW ) with density function g ∈ H+(γ0)
with respect to the u-SRB measure µW onW , then (41) implies that for any x,y ∈W ,
| lng(x)− lng(y)| ≤CF(20δ0)γ0 < εd. (42)
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Note that µW is a probabilitymeasure, with Ho¨lder continuous probability density ρW = dµW/dmW .
Thus there exists x0 ∈W , such that ρW (x0) = |W |−1, which is the average value of ρW . Since
g(x) = dνW/dµW is also a probability density, there exists x0 ∈W , such that g(x0) = 1. This
implies that for any x ∈W ,
|g(x)−1| ≤ εd. (43)
Thus for any standard pair with length |W |< 20δ0, the density function g is bounded by
1− εd ≤ g(x)≤ 1+ εd.
For any n ≥ 1, any x ∈ M, such that W u(x) exists, we define rn(x) as the minimal distance
between Fnx and the two end points ofW u(Fnx). In particular, the following facts were proved
in [32].
Lemma 7. The following statements hold:
(1) There exists a uniform constant χ > 0, such that for any standard pair (W,ν), Fn(W,ν) is a
proper family for any n> χ ln |W |;
(2) Let G= (W,ν) be a standard family, with Z(G) < ∞, then there exists N > 1, such that FNG
is a proper family;
(3) For any x ∈ M, let rs/u(x) be the minimal distance of x to the boundary points of W s/u(x)
measured along W s/u(x). Then any standard pair (W,ν) with length |W | > δ0 is proper; and
there exists C > 0 such that for any stable/unstable manifold W s/u with length |W s/u| > δ0, we
have
mW s(r
u(x)< ε)<Cεq0, mW u(r
s(x)< ε)<Cεq0; (44)
(4) There exists C > 0, such that for any standard family G= ((Wα ,α ∈A),ν), any ε ∈ (0,1),
ν(x ∈Wα : ru(x)< ε,α ∈A)<CZ(G)εq0, ν(x ∈Wα : rn(x)< ε,α ∈A)<CZ(FnG)εq0 .
(45)
(5) There exist constants c > 0, Cz > 0, and ϑ3 ∈ (0,1), such that for any standard family G =
(W,ν) supported in M, if Z(G)< ∞, then for any n≥ 1,
Z(FnG)≤ cϑn3Z(G)+Cz; (46)
Fn∗ ν(r
u/s < ε)≤ cϑn3 ν(ru/s < ε)+Czεq0. (47)
Remark. Note that the first equation in (44) is the time-reversal version of the second equation,
which follows from our assumption (h2) on dynamics near singularities.
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4 Coupling Lemma for the induced map
It was proved in [17, 32] that Assumptions (h1)-(h4) imply exponential decay of correlation for
the induced system (M,F,µM) and any observables f ∈H−(γ1) and g∈H+(γ2), where γ1,γ2> 0,
with supp f ⊂M and suppg⊂M. More precisely, we have∣∣∣∣
∫
M
( f ◦Fn)gdµM−
∫
M
f dµM
∫
M
gdµM
∣∣∣∣≤C‖ f‖−Cγ1‖g‖+Cγ2 ϑn, (48)
for some uniform constants ϑ = ϑ(γ1,γ2) ∈ (0,1) and C > 0.
We will review in this section the coupling method developed in [39, 20, 26, 72] for the
induced system, but we have to construct a special hyperbolic set.
4.1 Construction of a hyperbolic set R∗
We first construct a hyperbolic set R∗ ⊂ M with positive measure, which will be used as the
reference set for the coupling procedure.
Definition 4. Let Γs be a family of stable manifolds, and Γu a family of unstable manifolds with
length ∈ (10δ0,20δ0). We say that R∗ = Γu∩Γs is a hyperbolic set with product structure, if it
satisfies the following four conditions:
(i) There exist a family of stable manifolds Γˆs, a family of unstable manifolds Γˆu, and a region U∗
bounded by two stable manifoldsW si ∈ Γˆs and two unstable manifoldsW ui ∈ Γˆu, for i= 1,2;
(ii) Any stable manifoldW s ∈ Γˆs and any unstable manifoldW u ∈ Γˆu only intersect at exactly one
point;
(iii) The two defining families Γs/u are obtained by intersecting Γˆs/u with U∗, such that
Γs/u := Γˆu/s∩U∗
(iv) Let νu = µ|Γu be obtained by restricting the SRB measure on Γu, then (Γu,νu) defines a
standard family, and νu(Γs)> 0.
We say a stable or unstable curve W properly across U∗, if the two end points of the closure
of W ∩U∗ are contained in the boundary ∂U∗. We say a set A⊂ R∗ is a u-subset, if there exists
a measurable collection of unstable manifolds ΓuA ⊂ Γu, such that A = ΓuA ∩Γs. Similarly a set
A⊂ R∗ is called a s-subset, if there exists a subset ΓsA ⊂ Γs, such that A= ΓsA∩Γu.
It follows from condition (iv) that we can define a factor measure λ on the sigma algebra
(induced by the Borel σ -algebra of M) of the index set of Γu = {Wα ,α ∈ A}, such that for any
Borel set A⊂ U∗,
νu(A) =
∫
α∈A
µα(Wα ∩A)λ (dα).
Hyperbolic product sets were constructed in several references, see for example [39, 20, 26, 71,
32]. The next proposition is devoted for such a construction. The construction of such hyperbolic
set with property (i) - (iii) was done in details in [26, 32], so we will not repeat it here.
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Proposition 8. There exist δˆ1, a hyperbolic set with product structure R
∗ = Γs ∩ Γu and the
rectangle U∗ containing R∗ bounded by two stable manifolds and two unstable manifolds with
length approximately 10δ0, such that the following properties hold:
(i) µ(R∗)> δˆ1 and for any unstableW that fully crosses U∗, µW (R∗∩W )> δˆ1;
(ii) There exists n0 ≥ 1, such that for any n≥ n0,
µ(FnR∗∩R∗)> 0.
For any n≥ 1,
µ(FnR∗∩R∗)> δˆ1.
(iii) Moreover, if a point x ∈ R∗ return to R∗ under Fn, for some n≥ 1, thenW u(Fnx) ⊂ Γu.
From now on, according to the construction in Proposition 8, we will fix the hyperbolic set
R∗, as well as its defining families Γs and Γu, with
R∗ = Γu∩Γs. (49)
In the coupling scheme that will be described below, we will consider a standard pair (W,ν)
by subtracting from its density a smooth function. Next lemma explains that after a few more
iterations under F , the resulting measure also induces a standard pair.
Lemma 9. Let (W,ν) be a standard pair properly crosses R∗, with h = dν/dµW . Assume g ∈
H(γ0) is a function onW, with ‖g‖γ0 ≤ 1, such that (1−a)h/2< g< (1−a)h, with a=Λ−γ0(1+
1
CF
). We denote η as the measure with density h0 = h− g. Then F(W,η/η(M)) is a standard
pair, and F(W,η) is a standard family.
Proof. By the definition of standard pair, we know that the positive density function h= dν/dµW
satisfies (29):
|h(x)−h(y)| ≤CFd(x,y)γ0, (50)
where γ0 ∈ (0,1) was given in (10), and CF >Cr is a fixed large constant. Now for g ∈H(γ0),
with ‖g‖γ0 ≤ 1 and (1−a)h/2< g< h(1−a), we denote
h0 = h−g
as the density of η . Note that
|g(x)−g(y)| ≤ d(x,y)γ0
Then one can check that the new probability density h′ := h0/η(M) satisfies
| lnh′(x)− lnh′(y)| ≤ (CF +1)
a
d(x,y)γ0 ≤ Λγ0CFd(x,y)γ0
which implies that (W,η/η(M)) is a psudo-standard pair.
We define FnW = {Vα ,α ∈An}, where An is a countable index set.
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Note that by (25) and (26), for any x ∈Vα , the u-SRB density ρVα = dµVα/dmVα satisfies
ρF−nVα (F
−nx)JVα (F
−nx) = ρVα (x).
We denote for any n≥ 1, the density function hn of Fn∗ η as
hn(x) =
dFn∗ η(x)
dµVα (x)
=
dη(F−nx)
dµF−nVα (F
−nx)
· dµF−nVα (F
−nx)
dmF−nVα (F
−nx)
· dmF−nVα (F
−nx)
dmVα (x)
· dmVα (x)
dµVα (x)
= h0(F
−n(x))JVα (F−n(x)) ·
ρF−nVα (F
−nx)
ρVα (x)
= h0(F
−n(x)),
for all x ∈Vα ⊂ FnW .
According to above analysis, and use the notation µα = µVα , one can check that for any
measurable set A,
Fn∗ η(A) =
∫
W
χA(F
nx)h0(x)dµW (x)
= ∑
α∈An
∫
Vα
χA(y)h0(F
−ny)dµα (y)
= ∑
α∈An
∫
Vα
χA(y)h0(F
−ny)
µα(h0 ◦F−n) dµα (y) ·µα(h0 ◦F
−n)
= ∑
α∈An
∫
Vα
χA(x)dνα ·λn(α),
where
dνα = hα dµα
and
λn(α) =
∫
Vα
h0(F
−ny)dµα(y) (51)
is the factor measure on index set An. Here hα is the probability density function defined only on
Vα such that for any x ∈Vα ,
hα(x) =
h0(F
−nx)∫
Vα
h0(F−ny)dµα (y)
.
Note that using the fact that h/3≤ g≤ h/2, we have for any x,y ∈Vα ∈ FnW ,
| lnhα(x)− lnhα(y)|= | lnh0(F−nx)− lnh0(F−ny)| ≤ Λγ0CFd(F−nx,F−ny)γ0 ≤ Λγ0CFΛ−nγ0d(x,y)γ0.
Thus we know that F(W,η) is already a standard family. If we define η ′ = η/η(M), then one
can check that F(W,η ′) is indeed a standard pair.
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Lemma 10. There exist δˆ0 ∈ (0,µ(Γs)), N0 > 1, such that for any proper family G= (W,ν) with
ν(M) = 1, then Fn∗ ν has at least δˆ0 portion of measure properly returned to R∗, for any n≥ N0.
Proof. Let δˆ1 > 0 be defined as in Proposition 8, such that µ(R
∗) > δˆ1. By the uniform mixing
property of the induced map (F,M,µM), and the fact that G is a proper family, (48) implies that
for n> 1,
|Fn∗ ν(R∗)−µM(R∗)| ≤Cϑn.
Moreover for any standard pair (Wα ,να), since Wα only has two end points, say x1,x2, so if
FnWα intersects R
∗ at some x ∈ R∗, then it must consist of the entire unstable manifoldW u(x),
unlessW u(x) consists of one of points in {Fnx1,Fnx2}. Thus a majority of curves in FnW must
properly cross Γs.
Thus by taking a large N0 and a small number δˆ0 ∈ (0, δˆ1), we have that for any n≥ N0, Fn∗ ν
has at least δˆ0 portion of measure properly returned to R
∗. Moreover, our choice of N0 and δˆ0 are
uniform for all proper families.
Let N ≥ 1 be the integer chosen in Lemma 9. We define
n1 =max{N,N0} (52)
Note that by Lemma 9, if we subtract a “nice” function from the density of a proper standard pair
(W,ν), then after n1 iteration of F , the image F
n1(W,η) becomes a new proper family, where η
is the new conditional measure and has at least δˆ0 portion of measure properly returned to R
∗.
4.2 The Coupling Lemma for the induced map
We first introduce a new concept called the generalized standard family.
Definition 5. Let (W,ν) be a standard family, such that W ⊂ Γu is a measurable collection of
unstable manifolds in Γu. Then we define (W,ν)|R∗ := (W∩R∗,ν|R∗). For any n ≥ 0, we call
(Wn,νn) := F
−n((W,ν)|R∗) as an F− generalized standard family with index n. In addition, we
call (Wˆn, νˆn) := F
−n((W,ν)|R∗) as an F− generalized standard family with index n.
Next we restate the Coupling Lemma [20, 26] for the induced system (F,µM) using the con-
cept of generalized standard families.
Lemma 11. Under assumptions (h1)-(h4). Let Gi = (Wi,ν i), i = 1,2, be two proper standard
families on M. For any n ≥ 1, there exist two sequences of F− generalized standard families
{(Win,ν in),n≥ 0}, such that
Gi =
∞
∑
n=0
(Win,ν
i
n) :=
(
∞⋃
n=0
Win,
∞
∑
n=0
ν in
)
. (53)
And they also have the following properties, for each n≥ 0:
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(i) Proper returned to R∗ at n.
Both (W1n,ν
1
n ) and (W
2
n,ν
2
n ) are F− generalized standard families of index n;
(ii) Coupling Fn∗ ν1n and Fn∗ ν2n along stable manifolds in Γs.
For any measurable collection of stable manifolds A⊂ Γs, we have
Fn∗ ν
1
n (A) = F
n
∗ ν
2
n (A).
(iii) Exponential tail bound for uncoupled measure at n.
For any n≥ 1, we denote ν¯ in := ∑k≥n ν ik as the uncoupled measure at n-th step, then
ν¯ in(M)<Cϑ
n, (54)
where C > 0 and ϑ are uniform constants.
Note that the original Coupling Lemma was stated only for proper families, so to deal with
a standard family which is not proper, we need to iterate N times to make it proper, according
to Lemma 7. Moreover, Wim and W
i
n may not be disjoint, for m 6= n, unless during the coupling
process, one can couple the entire measure that properly returned to R∗. Here Fn∗ ν in, i = 1,2, are
the coupled components of Fn∗ ν i. In practice, a coupling procedure occurs at a sequence of times
0< t1 < t2 < · · ·< tk < ∞. In particular, ν ij = 0, when j 6= tk for all 1≤ k, which means that F j∗ ν i
remains unchanged between successive coupling times.
According to item (ii) of the above Lemma, for any bounded function f that is constant on
each stable manifold, we have Fn∗ ν1k ( f )−Fn∗ ν2k ( f ) = 0. This implies that:
|Fn∗ ν1( f )−Fn∗ ν2( f )| ≤
n
∑
k=1
|Fn−k∗ (Fk∗ ν1k ( f )−Fk∗ ν2k ( f ))|+ |ν¯1n ( f )− ν¯2n ( f )|
= |ν¯1n ( f )− ν¯2n ( f )| ≤ 2C‖ f‖∞ϑn. (55)
Similarly, the above coupling lemma implies the exponential rates for any bounded Ho¨lder
function f ∈H−(γ f ), any proper families (Wi,ν i), i= 1,2, for the induced system (F,M):∣∣∣∣
∫
f ◦Fn dν1−
∫
f ◦Fn dν2
∣∣∣∣
≤ 2‖ f‖∞ν¯1n (M)+ ∑
j≤n
‖ f‖−γ f Λ−(n− j)γ f ν1j (M)
≤ 2C‖ f‖−
C
γ f
ϑn2 , (56)
where ϑ2 =min{Λ−γ f ,ϑ}.
Next we prove a lemma which directly follows from the above Coupling Lemma 11.
Lemma 12. For any proper standard family G = (W,ν) in M, there exists a sequence of F−
generalized standard families {(Wn,νn),n≥ 0} with the following properties:
25
(i) (Wn,νn) is a F− generalized standard families of index n;
(ii) G= ∑n≥0(Wn,νn), with {Wn,n≥ 0} are disjoint sets, a.s.;
(iii) Furthermore for any n≥ 1,
∞
∑
k=n
νk(M)<Cϑ
n, (57)
where C > 0 and ϑ are the constants in (54).
Proof. For i= 1,2, we take
Gi := (W,ν)
as two copies of the standard family. Then according to the Coupling Lemma 11, we can couple
the entire measure that properly return to R∗ at each step n ≥ 0. This implies that there exists a
sequence of F− generalized standard families {(Wn,νn),n≥ 1}, such that (i)-(iii) hold (as stated
in Lemma 11). In addition, {Wn,n≥ 0} are disjoint.
Next we will show that there is a generalized Young tower on M, following the above Cou-
pling Lemma. The proof of the existence of a generalized Young tower as a consequence of the
Coupling Lemma was first derived in [32] implicitly, and also proved in [70].
Proposition 13. The induced map F defines a countable partition of R∗ into s-subsets
R∗ = ∪n≥1Rˆn
with the following properties:
(a) For any n ≥ 1, if Rˆn is nontrivial, then FnRˆn properly return to R∗ for the first time.
Moreover, there exists δˆ0 > 0 such that
µ(Rˆn1)> δˆ0
and
∞
∑
k=n
µ(Rˆk)<Cϑ
n. (58)
(b) For each n≥ 1, there exists at most countably many s-subset Rˆn,i, i≥ 1, such that
Rˆn = ∪i≥1Rˆn,i,
where FnRˆn,i properly return to R
∗ for the first time, for each i≥ 1.
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Proof. We first construct a partition of R∗ into s-subsets. In the Coupling Lemma 11, for i= 1,2,
we take
E := (Γu,µ|Γu) = {(W,µW ),W ∈ Γu,λ u},
as the proper family induced by the SRB measure µ restricted on the family of all unstable
manifolds Γu, with factor measure λ u. Then Lemma 12 implies that there exists a sequence of
F− generalized standard families {(Wn,νn),n≥ 1}, such that E=∑n≥1(Wn,νn), with properties
given by (i)-(iii); and Wn,n≥ 1 are disjoint sets.
Because our singular set S±nn1 contains at most countably many smooth curves, it is pos-
sible that for an unstable manifold W ∈ Γu, its image FnW contains countably many smooth
components that properly returned to U∗. This implies that for each n ≥ 1, there exists at most
countably many solid minimal rectangles {Un,k,k≥ 1}, such that for each k≥ 1,Un,k is the small-
est rectangle, such that Fn(Un,k∩Wn)∩R∗ is a u-subset of R∗. We define Vn ⊂Wn, such that
Vn = ∪∞k=1Un,k∩Wn∩R∗. Then {Vn,n≥ 1} are disjoint sets, and ∪n≥1Vn =R∗.
We define
Γˆsn,k = {W s(x) ∈ Γs : x ∈Un,k∩Wn∩R∗}.
i.e. Γˆsn,k is the collection of stable manifolds inUn,k∩Γs. We denote Γˆsn =∪k≥1Γˆsn,k. Then we can
check that
Γs = ∪∞n=1Γˆsn (mod0),
with the following properties:
(1) FnΓˆsn properly return to R
∗ for the first time under F , and {Γˆsn,n ≥ 1} are almost surely
disjoint s-subsets of U∗ in the following sense:
µ(Γˆsm∩ Γˆsn) = 0,
for any m 6= n;
(2) Furthermore
∞
∑
k=n
µ(Γˆsk)<Cϑ
n, (59)
whereC > 0 and ϑ is the constant in (54).
The fact that a nonempty set Fn(Γˆsn) properly return to R
∗ is guaranteed by Proposition 8. By
taking n1 large enough, Lemma 10 implies the existence of δ
′ ∈ (0, δˆ0) such that
µ(Γˆsn1)> δ
′.
We define
Rˆk =R
∗∩ Γˆsk,
and thus
R
∗ = ∪n≥1Rˆk,
with property (a) and (b).
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Note that the partition R∗ = ∪n≥1Rˆn induces a first proper return time τ : R∗→ N, such that
each level set (τ = n) = Rˆsn. We also define a first proper return map T = F
τ : R∗ → R∗, such
that for any n≥ 0, for µ-almost every x ∈ Rˆn, we put
Tx := Fnx. (60)
This stopping time τ is crucial in our coupling scheme. In addition according to our definition
of T , we know that T only sees proper returns to R∗. This is important in proving the Coupling
Lemma 20.
Note that one can easily build up the generalized Young Tower based on the partition R∗ =
∪n≥1Rˆn in the spirit of [71, 72]. In addition, we have a partition of the phase space M:
M =
⋃
n≥1
n−1⋃
k=0
FkRˆn ( mod 0). (61)
One improvement here is that according to statement (b) in the above lemma, we allow the min-
imal s-rectangle containing Γˆsn to consist of countably many minimal s-rectangles Un,i. This
property is due to the fact that we allow the singular set of the system to contain countably many
singular curves, since one unstable manifold may be cut into infinitely many small pieces, many
of which may returned to the rectangle U∗ simultaneously. To model general systems with count-
able singularities, a generalized Young tower with property (b) is indeed required.
Next we investigate the relation between the set Cn,b defined in (7) and the reference set R
∗.
According to the definition ofCn,b, we know that for any x∈Cn,b, its stable manifoldW s(x)∈Cn,b.
Indeed by Assumption (H2), we know that
µ(M∩Cn,b) = O(n−α0).
We would like to see similar property for standard pairs that properly cross R∗.
Lemma 14. There exists c0 > 0, such that for any standard pair (W,ν) properly cross R
∗, with
dν/dµW = g ∈H+(γ0), then for any n≥ 1,
ν(Cn,b∩W ∩R∗)≤ c0n−α0. (62)
Proof. Since Lemma 8 implies that µ(Γs)> δˆ1, by Assumption (H2), for any n≥ 1,
µ(Γs∩Cn,b)≤ µ(Cn,b∩M)≤Cn−α0,
for some constant C > 0. One can check that for x ∈Cn,b, then its stable manifoldW s(x) ∈Cn,b,
and
µ(W s ∈Cn,b∩Γs) = µ(Γs∩Cn,b)≤Cn−α0.
Now we disintegrate the measure µ restricted on U∗ along unstable leaves in Γu = {Wα ,α ∈
A}, and let λ be the factor measure on the index set A, such that λ (A) = µ(Γs), and for any
measurable set A,
µ(Γs∩A) =
∫
α
µα(Wα ∩A∩Γs)λ (dα).
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Picking a curveWα1 ∈ Γu, by the absolute continuity of the stable holonomy map (h3), there exist
0< c1 < c2, such that for any α ∈A, any measurable set A⊂M satisfies
c1µα1(Wα1 ∩A∩Γs)≤ µα (Wα ∩A∩Γs)≤ c2µα1(Wα1 ∩A∩Γs).
This implies that
µα0(Wα1 ∩A∩Γs)λ (A)≤ c−11 µ(Γs∩A).
Now we take any unstable manifoldW ∈ Γu, and A=Cn,b, then we have proved that
µW (W ∩Cn,b∩Γs)≤Cc−11 δˆ−11 n−α0.
Since unstable manifolds in Γs has length > 10δ0, Lemma 7 implies that a standard pair (W,ν)
is proper wheneverW cross Γs. So (W,ν) and (W,µW ) are equivalent:
ν(W ∩Cn,b∩Γs)≤C1Cc−11 δ−11 ‖g‖∞n−α0 ≤C1Cc−11 δ−11 eεdn−α0,
for some constantC1 depending onCF in (29), where we used Lemma 6 in the last step estimation.
Now we take
c0 =C1Cc
−1
1 δ
−1
1 e
εd,
then (62) has been proved.
5 Markov tower for the original map
5.1 Construction of the generalized Young tower for the original map
In this subsection, we will construct a countable Markov partition of Γs for the nonuniformly
hyperbolic map and then use the return time to U∗ to define a stopping time for our coupling
scheme. To investigate the map (F,M,µ) based on the induced system (F,M,µM), we know that
F and F share the same stable/unstable manifolds on M almost surely. This allows us to use the
same reference set R∗ and U∗, as well as the stable/unstable manifolds Γs/u that defines R∗. First
we extend the partition according to the original map by the following construction.
Proposition 15. (i) For any n≥ 1, the set
Rˆn =
⋃
m≥n
Rn,m
has a decomposition into s-subsets Rn,m, such that for any nontrivial Rn,m, the set F
mRn,m
properly returns to R∗ for the first time under F;
(ii) R∗ has a partition into s-subsets R∗ = ∪n≥1Rn, such that for any nontrivial set Rn, the set
FnRn properly return to R
∗ for the first time under iterations of F;
(iii) There exist δˆ1 ∈ (0, δˆ0), n2 ≥ n1, such that µ(Rn2)> δˆ1.
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(iv) For any n≥ 1, µM(∪m≥nRm)≤Cn−α0.
Proof. By Proposition 13, the set Γs has a countable partition into s-subsets
Γs = ∪n≥1Γˆsn.
Inductively for any n ≥ 1, and m ≥ n, we can define Γn,m, which is the maximal s-subset of
Γs, such that FmΓn,m is a u-subset of U
∗. Moreover Γn,m will also properly return to U∗ under the
induced map Fn. Then it follows that
Γˆsn =
⋃
m≥n
Γn,m
is a disjoint decomposition of Γˆsn, for any n≥ 1. Next we rearrange {Γn,m} according to the index
m. Note that
Γs =
⋃
n≥1
Γˆsn =
⋃
n≥1
⋃
m≥n
Γn,m =
∞⋃
m=1
(
m⋃
n=1
Γn,m
)
=
∞⋃
m=1
Γsm,
where
Γsm = ∪mn=1Γn,m.
Then by the definition of Γn,m, we know that F
mΓsm returns properly to R
∗, and is nonempty.
Moreover,
µ(Γˆn1)> δˆ0
implies that there exists n2 ≥ n1, such that
µ(Γsn2)> δˆ1,
for some δˆ1 ∈ (0, δˆ0).
Now we define Rm = Γ
s
m∩R∗, and Rm,n = Γsm,n∩R∗. Therefore, the above analysis verifies
items (i)-(iii).
Note that
µM(∪∞m=nΓsm)≤ µM(∪∞m=nΓsm,Cn,b)+µM(∪∞m=nΓsm,Ccn,b)
≤Cn−α0 +µM(∪∞m=nΓsm,Ccn,b).
We denote
En := ∪∞m=nΓsm∩Ccn,b,
which contains points that have returned to M at least (b lnn)2 times within n iterations under F.
We claim that
µM(En) = O(n
−1−α0). (63)
This implies that
µM(∪m≥nRm)≤ µM(∪∞m=nΓsm)≤C1n−α0
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as desired.
We prove claim (63) by considering En, and we divide the proof into two cases.
(a). Let In be all points x ∈ En, such that the forward orbit of x hits R∗ at most b lnn times
within n iterations. Then there exists k ∈ [1,n−b lnn], such that Fkx ∈M and the forward orbit
of Fkx return to M \R∗ at least b lnn consecutive times under F, but not hits R∗.
According to Lemma 12, we know that the standard family (WuM,µM) has a decomposition
into {(Wn,µn),n ≥ 1}, and by (57), ∑∞m=n µm(M) ≤ Cϑn. Thus Fkx belongs to the support of
∑m≥b lnn µm, which satisfies:
µM(En∩ In)≤
∞
∑
m=b lnn
µm(M)≤Cϑb lnn = O(n−1−α0),
where we have used (95) in the last step, by choosing b large.
(b). Now we consider points in En \ In. Then we claim that for any x ∈ (En \ In), iterations
of x hit R∗ at least b lnn times within the (b lnn)2 returns to M. This is true because otherwise
there must be an interval of length b lnn in these at least (b lnn)2 returns to M such that iterates
of x never hit R∗, and this contradicts the assumption that (a) does not hold. Thus there exists
k ∈ [1,n−b lnn], such that Fkx ∈ R∗ and the forward trajectory of Fkx return to R∗ at least b lnn
times. Note that En⊂∪∞m=nΓs, which implies that the forward trajectory of Fkx never return toR∗
properly within the next n− k iterations. Thus again Fkx belongs to the support of ⋃m≥b lnn µm.
Similar to case (a), we know that
µM(En \ In)≤Cn−1−α0.
This finished the proof of our claim (63).
Let An be the set of all points in R
∗ that returned to R∗ under Fn. Then
An = {x ∈ R∗ : τ0(x)+ · · ·+ τ0(Lk−1x) = n, for some k = 1, · · · ,n},
as all points in R∗ that will return to R∗ after n-iterations.
On the other hand,
An = (τ0 = n)∪
(
F−1(τ0 = n−1)∩A1
)∪· · ·∪(F−(n−1)(τ0 = 1)∩An−1) . (64)
Thus for any standard family (W,ν), we have for any n≥ 1,
ν(An) =
n−1
∑
k=0
ν(F−k(τ0 = n− k)∩Ak)
=
n−1
∑
k=0
F
k
∗ν((τ0 = n− k)∩FkAk)
=
n−1
∑
k=0
Fk∗ν(R
s
n−k|FkAk)ν(Ak). (65)
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Proposition 16. Let (W,ν) be a standard family, assume there exist c> 0 and N ≥ 1, such that
ν(AN) ≥ c. Then ν(An) ≥ c, for any n ≥ N. In particular, if (W,ν) is a generalized standard
family of index zero, then ν(An)≥ δˆ1ν(R∗) for any n≥ 1.
Proof. We use induction on n= N,N+1, · · · . Clearly, by assumption, for n= N, ν(AN)≥ c. We
assume ν(Ak)≥ c, for k = N, · · · ,N+n−1, then by (65), we have
ν(AN+n) =
N+n−1
∑
k=0
Fk∗ν(R
s
N+n−k|FkAk)ν(Ak)≥ c
N+n−1
∑
k=N
Fk∗ν(R
s
N+n−k|FkAk)≥ c.
This proves the first statement. Note that A1 = R1. If (W,ν) is a generalized standard family of
index zero, then ν(A1) ≥ δˆ1ν(R∗), according to Proposition 15. Thus by statement 1, we know
that ν(An)≥ δˆ1ν(R∗) for any n≥ 1.
5.2 Proper returns to the base of the tower
In the next sections, we will also consider the images of a standard family (W,ν) under iterations
of the map F. Indeed one can also show that Fn(W,ν) essentially becomes a proper family as
long as n is large.
Lemma 17. Fix any δ ∈ (0,µ(R∗)/3). Let G= (W,ν) be any standard family. Then there exists
N1 = N1(ν) ≥ 1, such that FnG has at least δ portion of the measure that fully returned to R∗,
for any n≥ N1.
Proof. Since by the mixing property, we know that Fn∗ν → µ weakly. Moreover, as (Wu,µ) is a
proper family, one can check that there exists N1 ≥ 1, such that FnG is also proper, as n≥ 1. The
second statement also follows from the mixing property and the fact that µ(R∗)> 0.
Remark 1. By Proposition 15, we have µ(Γsn2)> δˆ1; and by Proposition 13, we have µM(Γˆ
s
n1
)>
δˆ0.
Similar to (61), we can decomposeM as:
M=
⋃
n≥1
n−1⋃
k=0
FkRn ( mod 0). (66)
Now we define for any n≥ 1, the set
W
u
n :=
∞⋃
m=n
F
m−n
Rm. (67)
Then one can check that each set Wun has the property that F
nWun return to R
∗ properly for the
first time. This also enable us to extend τ0 from R
∗ to the full phase spaceM, almost surely, such
thatWun is the n-th level set of τ0, i.e. (τ0 = n) =W
u
n.
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Lemma 18. Let G= (W,ν) be a standard family. Then there exists a sequence of F− generalized
standard families {(Wn,νn),n≥ 0}, such that G= ∑∞n=0(Wn,νn); moreover, for any measurable
collection of stable manifolds A, we have
ν(A) = ∑
n≥0
νn(A).
In addition,
νn(M)≤C‖g‖∞n−α0 ,
for some constant C > 0.
Proof. We first extend the first return time function τ0 from R
∗ to M, as in (66). For any n ≥ 0,
let Wun = (τ0 = n) be its n-th level set, as in (67). We define E = (W
u,µ) as the proper family
generated by the invariant SRB measure µ on unstable manifoldsWu. For any n≥ 0, let
W
u
n = (τ0 = n), µn = µ|(τ0=n).
Then one can check that (Wun,µn) is a F− generalized standard family of index n, and
(Wu,µ) = ∑
n≥0
(Wun,µn).
In addition, Item (iv) of Proposition 15 implies that there exists a constantC > 0 such that
µn(M)≤Cn−α0.
Next, we consider G= (W,ν), which is a standard family, such thatW⊂Wu is a measurable
partition of a Borel set B⊂M into unstable manifolds, and µ(B)>, g= dν/dµ ∈H+(γ0). Then
we defineWn :=W
u
n∩W, and νn = ν|Wn . Then (Wn,νn) is a F− generalized standard family of
index n. Note that νn(M)≤ ‖g‖∞µn(M). Using Proposition 15, we know that
νn(M)≤C‖g‖∞n−α0 .
This verifies the two statements as claimed.
To make comparison, we need to construct a generalized standard family of index zero on
R∗. Let µ∗ = µ|R∗/µ(R∗) be the conditional measure of µ on R∗. Then (R∗,µ∗) can be viewed
as a generalized standard family of index zero. Moreover, (R∗,µ∗) can be decomposed into a
sequence of F− generalized standard families, i.e. (R∗,µ∗) = ∑∞n=1(Rn,µ∗n ) with µ∗n = µ∗|Rn ,
and (Rn,µ
∗
n ) is a generalized standard family of index n.
Lemma 19. Let Gi = (Wi,ν i) = ((Wα ,να),α ∈Ai,λ i) , i = 1,2, be two generalized families of
index 0, such thatWi =Wi∩R∗ properly cross R∗. Assume that ν1(R∗) = ν2(R∗).
(i) For any m≥ n≥ 1 we have
|ν1(Γn,m)−ν2(Γn,m)| ≤ εdν2(Γn,m). (68)
Here Γn,m ⊂ Γs, such that FnΓn,m = FmΓn,m is a u-subset of R∗.
(ii) For any n≥ 1, we have
|ν1(Rn)−ν2(Rn)| ≤ εdν2(Rn).
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Proof. Note that (i) implies (ii) according to Proposition 15, as ν i(Rn) = ∑
n
k=1 ν
i(Γk,n), for i =
1,2. Thus
|ν1(Rn)−ν2(Rn)| ≤ εd
n
∑
k=1
ν2(Γk,n)≤ εdν2(Rn).
Now it suffices to prove statement (i) . Let Gi = (Wi,ν i) = ((Wα ,να),α ∈ Ai,λ i), i = 1,2,
be two pseudo generalized families of index 0. For any α ∈ Ai, letW uα be the (unique) unstable
manifold in Γu that containsWα ; and ν
u
α a regular measure onW
u
α , with ν
u
α |Γs = να . Then we can
start from the standard family
Gˆi := ((Wuα ,ν
u
α),α ∈Ai,λ i).
Nowwe can use the assumption (11) on distortion bounds for the Jacobian of the stable holonomy
map defined by Γs. More precisely, for any α ∈A1, β ∈A2, we define
hα,β :Wα →Wβ
as the stable holonomy map, with
hα,β (x) = dν
u
α/dν
u
β ,
for any x ∈Wα ∩Γs. Then by the absolute continuity property of the holonomy map, especially
(11), as well as the fact that dist(Wα ,Wβ )≤ 20δ0, for anyWα ,Wβ ∈ Γu; thus we have
| lnhα,β | ≤Crdist(Wα ,Wβ )γ0 ≤CF(20δ0)γ0 < εd,
by the choice of δ0 as in Lemma 6, as well as the definition of ϑ1 in (40). Thus for any measurable
collection of stable manifolds A⊂ Γn,m, any standard pair (W uα ,νuα) and ((W uβ ,νuβ )), we have
|νuα(A∩W uα)−νuβ (A∩W uβ )| ≤ εdνuβ (A∩W uβ ). (69)
Since νuα |Γs = να and νuβ |Γs = νβ , we indeed have
|να(A∩W uα)−νβ (A∩W uβ )| ≤ εdνβ (A∩W uβ ). (70)
Since (70) is true for all α ∈A1 and all β ∈A2, using the fact that λ i(Ai) = 1, we have,
|ν1(Γn,m)−ν2(Γn,m)| ≤ εdν1(Γn,m).
6 Coupling Lemma for the original system
In this section, we will prove the Coupling Lemma for the original nonuniformly hyperbolic
map, which is new to our knowledge, as the construction is significantly different from that for
systems with uniformly hyperbolicity. This will enable us to define the coupling decompositions
of probability measures on M, which will be used to investigate the rate of decay of correlations
of iterations of those measures.
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6.1 Statement of the Coupling Lemma
We now state the coupling lemma for the original nonuniformly hyperbolic system (F,µ).
Lemma 20. Let Gi := (Wi,ν i) be two standard families, with Wi ⊂Wu being a measurable
partition of a Borel set Bi ⊂M in to unstable manifolds, and µ(Bi)> 0, and dν i = gidµ , i= 1,2,
where gi ∈H+(γ0) are probability density functions.
(C1) There exist N = N(ν1,ν2)≥ 1, and some uniform constant C0 > 0, such that for any n≥ 1,
there is a decomposition
FNGi =
n
∑
k=1
(Wˆik,η
i
k)+(W¯
i
n, ν¯
i
n),
for i= 1,2, with the following properties for any k = 1, · · · ,n:
(i) (Wˆik,η
i
k) is a generalized standard family with index k;
(ii) For any measurable function f that is constant on each W s ∈ Γs, we have Fk∗η1k ( f ) =
Fk∗η2k ( f );
(iii) For any bounded function f ∈ L∞(M), the uncoupled measure ν¯ ik satisfies |ν¯ ik( f )| ≤C0‖ f‖∞k1−α0 .
(C2) Moreover, there exists C1 = C1(γ0) > 0, such that the portion of measure coupled at k-th
step satisfies:
Fk∗η
i
k(R
∗)≤C1‖gi‖∞k−α0.
(C3) The uncoupled measure ν¯ in(M) is dominated by ν¯
i
n(Cn,b) and ν
i(R> n):
ν¯ in(M) = ν
i(R> n)+ ν¯ in((R≤ n)∩Cn,b)+O(n−1−α0)
The proof of this Coupling Lemma can be found in Subsection 6.2, after we describe in detail
the coupling procedure for measures that properly returned to R∗ in next subsection.
We begin by considering a special situation, i.e. Gi = (Wi,ν i), i = 1,2, are two generalized
standard families with index 0. We first prove a lemma describing the coupling process which
will be used in our proof of Lemma 20.
Lemma 21. Assume that for i = 1,2, Gi = (Wi,ν i) are generalized standard families with index
0, and
min{ν1(Γs),ν2(Γs)}> 0.
Then there exist a generalized standard family Ei = (Wi,η i) with index 0, and
K
i := Gi−Ei = (Wi,ξ i),
with the following properties:
(a) E1 and E2 are coupled in the following sense:
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(a1) For any bounded function f that is constant on eachW s ∈ Γs, we have η1( f ) = η2( f );
(a2) The total coupled measure satisfies
η i(Γs) = c0min{ν1(Γs),ν2(Γs)},
where c0 ∈ [(1−a)/2,1−a], a was defined in Lemma 9. And we denote di = η i(Γs)/ν i(Γs).
(b) The remaining uncoupled family Ki is a pseudo-generalized family with index 0, it has the
property that Fn(Ki|Γsn) becomes a generalized standard family of index 0, for any n≥ 1.
(c) For any measurable collection of unstable manifolds A ⊂ Γs, the remaining uncoupled mea-
sure can be calculated as:
|ν1(A)−ν2(A)|= |ξ 1(A)−ξ 2(A)| and ξ i(Γs) = (1−di)ν i(Γs).
Proof. Since for i = 1,2, Gi is a generalized standard family of index 0, by definition, it has
density function gi ∈H+(γ0). Then we denote
Gi = {(Wα ,να) : α ∈Ai,λ i},
such that for any measurable set A⊂M,
ν i(A∩Γs) =
∫
α∈Ai
∫
Wα∩A
giα dµα λ
i(dα),
where
giα = g
i/µα(g
i)
with
dν iα = g
i
α dµα ,
and
λ i(dα) = µα(g
i)λ u(dα).
Clearly,
λ i(Ai) = ν i(Γs) = µ(gi|R∗).
For any α ∈ Ai, as the standard pair (Wα ,ν iα) properly crosses Γs, by Lemma 6, we know
that the density function satisfies
giα ≥ e−εd .
Thus one should be able to match at least a positive portion of measures from both families
along stable manifolds in Γs. Now we follow the coupling scheme as described by Chernov and
Markarian in the book [26] – page 200-202, on choosing a function ρ iα ∈H(γ0) onWα , with the
following properties. More precisely, we take c0 ∈ [(1−a)/2,(1−a)], as described in [26], we
have the flexibility to choose a function ρ iα ∈H(γ0), such that its norm is bounded by 1, with
‖ρ iα‖γ0 ≤ 1, and
ρ iα ∈ (giα(1−a)/2,(1−a)giα),
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for any α ∈Ai, with a defined as in Lemma 9, such that∫
α∈Ai
µα (ρ
i
α · IR∗∩Wα )dλ i(α) = c0min{ν1(Γs),ν2(Γs)}, ∀i= 1,2. (71)
Now we are ready to define the coupled families Ei for i = 1,2. (71) implies that for any
α ∈ Ai, one can define a standard pair corresponding to the measure defined by the density
function ρ iα onWα , denoted as (Wα ,ηα). Let
Ei := (Wi,η i) = ((Wα ,ηα)|Γs,λ i)
be the corresponding generalized standard family with index zero. One could choose ρ iα and c0
carefully to make sure that for any measurable collection A of stable manifolds in Γs, we have
η1(A) = η2(A),
and
η i(Γs∩Wi) = c0min{ν1(Γs),ν2(Γs)}.
Let di = η i(Γs)/ν i(Γs). This verifies items (a1)-(a2).
Next, we define the remaining uncoupled familyKi by subtracting the density of η i from ν i.
More precisely, for any α ∈ Ai, we subtract ρ iα from the density function giα . The remaining
family in Gi is denoted as Ki, which may not have the required regularity of being a generalized
standard family. We apply Lemma 9, which states that FKi is already a standard family. It follows
that restricted on Γsn, the family F
n(Ki|Γsn) becomes a generalized standard family with index 0,
for any n ≥ 1. Note that (a2) implies that, for any measurable collection of stable manifolds
A⊂ Γs,
ν1(A)−ν2(A) = η1(A)−η2(A)+ξ 1(A)−ξ 2(A) = ξ 1(A)−ξ 2(A). (72)
Combining above facts, we get
Gi = Ei+Ki
satisfying (a)-(c), as claimed.
Next we prove another lemma that will be used in the estimations of measures that proper
return to R∗ at any step n≥ 1. Similar to [60], we denote R+(O(n−α0)) (resp. R+(o(n−α0))) as
the set of all absolutely convergence series x(z) := ∑∞n=0 xnz
n for |z| ≤ 1, such that xn = O(n−α0)
(resp. xn = o(n
−α0)); or in other words,
limn→∞|xn|/(n−α0)< ∞, (resp. lim
n→∞ |xn|/(n
−α0) = 0).
It was proved in [60] Lemma 2 that both sets are closed under addition, multiplication, and
multiplication by a constant of their generating functions. Moreover, if x(z) 6= 0 for |z| ≤ 1, then
we define x(z)−1 = λ (z) = ∑∞n=0λ (n)zn. It was shown in [60] Lemma 3 that
x(z) ∈ R+(O(n−α0))⇒ λ (z) ∈ R+(O(n−α0));
x(z) ∈ R+(o(n−α0))⇒ λ (z) ∈ R+(o(n−α0)).
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Lemma 22. Assume there exist {δn}, {an}, {pn}, such that for n≥ 1,
δn = an+α
n
∑
l=1
plδn−l, (73)
where α ∈ (0,1). For any complex number z ∈ C, with |z| ≤ 1, we define
δ (z) := δ0+
∞
∑
n=1
δnz
n, p(z) =
∞
∑
n=1
pnz
n, A(z) = a0+
∞
∑
n=1
anz
n,
where a0 = δ0. We assume that p(z) ∈R+(O(n−1−α0)), A(z) ∈R+(O(n−α0)), with p(1) = 1 and
A(1) = 1. Then there exist constants c2 > c1 > 0, such that for any n≥ 1,
c1αn
−α0 ≤ δn ≤ c2n−α0.
Proof. By assumption, for any n≥ 1, we have δn = an+α ∑nl=1 plδn−l , where α ∈ (0,1).
Moreover, we claim that p(z) = 1 for |z| ≤ 1 if and only if z= 1. Using the definition of δ (z),
p(z) and A(z), we can check that (73) implies that
δ (z)(1−α p(z)) = A(z).
Indeed if |z|< 1, then
|p(z)|= |
∞
∑
n=1
pnz
n|<
∞
∑
n=1
pn = 1.
We assume z= eiθ , for θ ∈ [0,2pi ]. Then
p(z) =
∞
∑
n=1
pn cosnθ + i
∞
∑
n=1
pn sinnθ .
Note that p(z) = 1 if and only if ∑∞n=1 pn sinnθ = 0 and ∑
∞
n=1 pn cosnθ = 1. However, the second
condition can be written as
∞
∑
n=1
pn cosnθ = 1=
∞
∑
n=1
pn, (74)
which implies that
∞
∑
n=1
pn(1− cosnθ) = 0.
Note that if z= eiθ 6= 1, then there exists k ≥ 1, such that |coskθ |< 1, this implies that
∞
∑
n=1
pn(1− cosnθ)> pk(1− coskθ).
This contradicts the second condition (74). Thus p(z) = 1 for |z| ≤ 1 if and only if z = 1, as we
have claimed.
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Thus 0< 1−α p(z) ≤ 1−α for |z| ≤ 1, since α ∈ (0,1). Moreover, p(z) ∈ R+(O(n−1−α0))
implies that 1−α p(z) ∈ R+(O(n−1−α0)). It follows from [60] Lemma 3 that
(1−α p(z))−1 ∈ R+(O(n−1−α0)).
Note that
δ (z) = (1−α p(z))−1A(z) ∈ R+(O(n−α0)).
We denote
q(z) := (1−α p(z))−1 =
∞
∑
n=0
qnz
n, (75)
where q0 = 1. We use the fact that q0 = 1 and
q(z)(1−α p(z)) = 1,
which implies that for n≥ 1,
qn = α
n−1
∑
k=0
pn−kqk.
Using the Taylor expansion
q(z)
1
1−α p(z) = 1+α p(z)+α
2p(z)2+ · · ·+αn(p(z))n+ · · ·= 1+α p(z)+O(α2p(z)2)
Thus there exists a constantC1, such that for any n≥ 1,
α pn ≤ qn ≤C1n−1−α0 .
Note that
δ (z) = (1−α p(z))−1A(z)
= (
∞
∑
k=0
qkz
k)(a0+
∞
∑
k=1
akz
k)
= a0
∞
∑
n=0
qnz
n+
∞
∑
n=1
(
n
∑
k=1
qn−kak
)
zn
= a0+
∞
∑
n=1
(
qn+
n
∑
k=1
qn−kak
)
zn
= a0+
∞
∑
n=1
(
n
∑
k=0
qn−kak
)
zn.
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This implies that for any n≥ 1,
α pn+α
n
∑
k=1
pn−kak ≤ δn = qn+
n
∑
k=1
qn−kak.
Using the fact that qn ≤ C1n−1−α0 , and an ≤ Cn−α0 , and the left hand side is an averaging of
{a1, · · · ,an}, this implies that there exist c2 > c1 > 0, such that for any n≥ 1,
c1αn
−α0 ≤ δn =
n
∑
k=0
qn−kak ≤ c2n−α0.
We consider another first proper return map L : R∗ → R∗, and a first proper return time τ0 :
R∗ → N, such that each level set (τ0 = n) = Rn is a s-subset of R∗, and Fn(τ0 = n) properly
return to R∗ for the first time. Moreover, for µ-almost every x ∈ (τ0 = n), we define Lx= Fnx.
As defined in (64), we denote A0 = R
∗, and for any n≥ 1,
An = {x ∈ R∗ : τ0(x)+ · · ·+ τ0(Lk−1x) = n, for some k = 1, · · · ,n}.
Note that An contains points in R
∗ that properly return to R∗ under Fn. In particular, it can be
decomposed as:
An =
n−1⋃
k=0
(
F−k(τ0 = n− k)∩Ak
)
.
This implies that for any standard family (W,ν),
ν(An) =
n−1
∑
k=0
Fk∗ν(τ0 = n− k|FkAk)ν(Ak).
Note that FkAk is a u subset of R
∗ that properly cross Γs. We denote
pk = µ(τ0 = k|R∗). (76)
Then by Lemma 19, we have
pn−k(1− εd)≤ Fk∗ν(τ0 = n− k|FkAk)≤ pn−k(1+ εd). (77)
This relation is crucial in the below estimations of the Coupling Lemma.
From now on, we choose εd < 10
−5, such that
εd <
c0c1(1− εd)
4c2
(78)
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6.2 Proof of the Coupling Lemma
Step 0. Decompose both families into sums of generalized standard families.
We first iterate both families for N = N(ν1,ν2) iterations, such that both families FNGi are
proper standard families, when restricting on M, and have at least δ > 0 portion of measure
properly return to R∗, with δ (1−a)/2> 10εd.
For i= 1,2, let Gi0 = (W
i
0,ν
i
0) := F
NGi. By Lemma 18, there exists a sequence of F− gener-
alized standard families {(Wi0,n,ν i0,n),n≥ 0}, such that
G
i
0 =
∞
∑
m=0
G
i
0,m =
∞
∑
m=0
(Wi0,m,ν
i
0,m),
where Gi0,m is a generalized standard family with indexm, such that F
mWi0,m properly returns R
∗.
In addition,
ν i0,n(M)≤C‖gi‖∞n−α0,
for some constantC > 0.
Note that
si0 := ν
i
0,0(Γ
s)> δ , (79)
Also for convenience, we denote ain = ν
i
0,n(M). Clearly, a
i
0 = s
i
0.
Step 1. Capture and then coupling along Γs.
Since the family Gi0,0 is a generalized standard family with index 0, we can apply Lemma 21,
to get a decomposition
Gi0,0 = E
i
0+K
i
0,
with
Ei0 = (W
i
0,0,η
i
0),
and
Ki0 = (W
i
0,0,ξ
i
0),
where Ei0 is a generalized standard family of index 0. Note that E
1
0 and E
2
0 are coupled along
stable manifolds in Γs. More precisely, for any f ∈H−(γ0) that is constant on eachW s ∈ Γs,
η10 ( f ) = η
2
0 ( f ). (80)
Moreover,
η i0(Γ
s) = c0min{s10,s20} ≥ c0δ ,
where c0 is chosen in [(1−a)/2,1−a]. Thus by (79), we have
di0 :=
η i0(Γ
s)
si0
≥ c0min{s
1
0,s
2
0}
max{s10,s20}
∈ (δ (1−a)/2,1−a).
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This implies that we can “match” at least (1−a)/2 portion of each measure from ν10,0 and ν20,0,
as they both have proper returned to R∗.
In terms of measures, note that Gi0 = ∑m≥0G
i
0,m. After the first step of coupling, we know that
the remaining family can be denoted as:
Gi1 = (W
i
1,ν
i
1) := ∑
m≥1
Gi0,m+K
i
0 = ∑
m≥1
(Wi0,m,ν
i
0,m)+(W
i
0,0,ξ
i
0),
with
ξ i0(M) = (1−di0)ν i0,0(M).
Next, we need to estimate the total amount of points (in ν i1) that properly returned to R
∗ under F.
We denote A0 = R
∗, and for any n≥ 1,
An = {x ∈ R∗ : τ0(x)+ · · ·+ τ0(Lk−1x) = n, for some k = 1, · · · ,n}.
Then one can check that A1 = (τ0 = 1). Thus the total amount of points (in ν
i
1) that properly
returned to R∗ under F satisfies
si1 := ν
i
0,1(M)+ξ
i
0(A1) = ν
i
0,1(M)+ξ
i
0(τ0 = 1|A0)ξ i0(A0)
= ν i0,1(M)+ν
i
1(τ0 = 1|A0)ξ i0(M)
= ν i0,1(M)+(1−di0)ν i1(τ0 = 1|A0)si0,
where we used the fact that si0 = ν
i
0(A0) = ν
i
0,0(M).
We put
Kˆ
i
1 = (Wˆ
i
1, νˆ
i
1) :=K
i
0|A1 +Gi0,1.
Now we have shown that the total uncoupled portion after the first step can be represented as:
Gi0−Ei0 = Kˆi1+Ki0|Ac1 + ∑
m≥2
Gi0,m. (81)
To summarize, the remaining families contain three parts:
(1a) ∑m≥2Gi0,m is the part that has not yet reached R
∗ after two steps;
(1b) Kˆi1 corresponds to the portion that has reached R
∗ at the second step;
(1c) Ki0|Ac0 corresponds to the portion inKi0 that will not return to R∗ at the second step.
Here si1 is the total amount of measure that have returned to R
∗ at the second step, for i= 1,2.
Moreover using (77), we have
si1 = ν
i
0,1(M)+(1−di0)ν i0(τ0 = 1|A0)si0 ≥ δ i1 := ν i0,1(M)+δ p1(1− εd)/2 (82)
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using the fact that δ < si0 = a
i
0. In addition, we have
si1 ≤ ai1+ p1(1+ εd)(1−d0)ai0 ≤ δˆ i1 := ai1+θ p1ai0,
where d0 := δ (1−a)/2, using the fact that εd≪ δ (1−a)/2, we can choose θ ∈ (0,1), such that
(1+ εd)(1−d0) ∈ (0,θ).
Thus
di1 :=
c0min{δ 11 ,δ 21 }
δˆ i1
(83)
Step 3. Coupling at the repeated proper returns.
Next we consider higher iterations by induction, with k ≥ 2. We assume sij is well defined,
for j = 1, · · · ,k−1, and for k ≥ 1,
Gi0=E
i
0+E
i
1+E
i
2+· · ·+Eik−1+Kˆik+Kik−1|Ack+Kik−2|Ack∪Ack−1+Ki1|∪k−1j=2Acj+K
i
0|∪k−1j=1Acj+ ∑
m≥k+1
Gi0,m.
(84)
Here for any n ≤ k− 1, Ein = (Wˆin,η in) is a generalized standard family with index n, such
that E1n and E
2
n are coupled along stable manifolds Γ
s, and satisfying
η1n (A) = η
2
n (A),
for any measurable collection A of stable manifolds in Γs. In addition, η in(M) = d
i
ns
i
n. Moreover,
Kˆik = (Wˆ
i
k, νˆ
i
k)
is a generalized standard family with index k, i.e. FkKˆik properly return to R
∗. The family
Kin = (W
i
n,ξ
i
n) is the uncoupled family in Kˆ
i
n, i.e. Kˆ
i
n = E
i
n+K
i
n.
We need to estimate the total amount of points (in ν ik) that properly returned to R
∗ under Fk.
Thus the the total amount of points that properly returned to R∗ under Fk satisfies
sik := ν
i
0,k(M)+ν
i
k(Ak)
= ν i0,k(M)+
k−1
∑
j=0
ν ik(F
− j(τ0 = k− j)∩A j)
= ν i0,k(M)+
k−1
∑
j=0
ξ ij(F
− j(τ0 = k− j)∩A j)
= ν i0,k(M)+
k−1
∑
j=0
(1−dij)F j∗ξ ij(τ0 = k− j|F jA j)ν ij(A j)
= ν i0,k(M)+
k−1
∑
j=0
(1−dij)F j∗ξ ij(τ0 = k− j|F jA j)sij.
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Next, we can estimate the lower and upper bound of sik = νˆ
i
k(M).
sik ≥ ν i0,k(M)+
k−1
∑
j=0
(1−dij)pk− j(1− εd)δ ij
≥ δ ik := aik+
1− εd
2
k−1
∑
j=0
pk− jδ ij.
We apply Lemma 22, to get that there exist c1 < c2, such that
c1(1− εd)
2
k−α0 ≤ δ ik ≤ c2k−α0 . (85)
Next we consider the upper bound. We assume, for l = 1, · · · ,k−1,
sil ≤ δˆ il := ail+θ
l−1
∑
j=0
pk− jδˆ ij, (86)
here we assume that (1+ εd)(1− dil) ∈ (0,θ), for l = 1, · · ·k− 1. According to Lemma 18, we
know that
ail ≤Cl−α0. (87)
Next, we claim that sik has similar property. We define
δˆ ik := a
i
k+θ
k−1
∑
j=0
pk− jδˆ ij. (88)
We need to estimate the upper bound of δˆ ik, as well as the lower bound of d
i
k. Note that by Lemma
22, we introduce some new auxiliary series, as the following:
∆ik =
{
δˆ il , l = 1, · · · ,k;
0, otherwise.
and aˆil =
{
ail, l = 1, · · · ,k;
0, otherwise.
Now (88) implies that
∆il := aˆ
i
l+θ
l−1
∑
j=0
pl− j∆ij, l ≥ 1 (89)
Thus by Lemma 22, there exists constant c2 > 0, such that for n≤ k,
δˆ in ≤ c2n−α0.
This implies that
c1(1− εd)
2
k−α0 ≤ sik ≤ c2k−α0 . (90)
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Note that
dik :=
c0min{s1k,s2k}
sik
≥ c0c1(1− εd)
2c2
.
Indeed the above estimation is true for any n≤ k, i.e.
din ≥ d :=
c0c1(1− εd)
2c2
. (91)
By assumption (78), we have εd <
c0c1(1−εd)
4c2
, thus we can proved inductively that (1− dik)(1−
εd)< θ , for any k ≥ 1.
This implies that at every step, we can couple dik ≥ d portion of the remaining measure that
properly return to R∗ under Fk.
Now we rearrange the above coupled and uncoupled families according to the real iteration
time under F. Then we have shown that for any n≥ 1, there is a decomposition
Gi0 = E
i
0+E
i
1+E
i
2+ · · ·+Ein+ G¯in,
for i= 1,2, where G¯in = (W¯
i
n, ν¯
i
n) is defined as the remaining uncoupled family after step n, such
that
G¯in = Kˆ
i
n+1+K
i
n|Acn+1 +Kin−1|Acn∪Acn + · · ·+Ki1|∪n+1j=2Acj +K
i
0|∪n+1j=1Acj + ∑
m≥n+1
Gi0,m.
Inductively, one can show that, by the mixing property, that Gi0 has a decomposition into
{Eik,k ≥ 0}, i.e we can also denote this decomposition as
Gi0 =
∞
∑
k=0
Eik.
Moreover, the leftover at n-th step, G¯in can be represented as
G¯in =
∞
∑
k=n+1
Eik =
∞
∑
k=n+1
(Wˆik,η
i
n).
Note that η in(M) = d
i
ns
i
n, which implies that the coupled measure at the n-th step is
dc1(1− εd)
2
n−α0 ≤ dsin ≤ η in(M) = dinsin ≤ sin ≤ c2n−α0 .
Using the estimation (90), so the remaining uncoupled measure at the n-th step is
ν¯ in(M) =
∞
∑
k=n+1
dins
i
n ≤
∞
∑
k=n+1
sin ≤Cn1−α0. (92)
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Note that for any n ≥ 0, Ein = (Wˆin,η in) is a generalized standard family with index n, such
that FnE1n and F
nE2n are coupled along stable manifolds Γ
s, and satisfying
Fn∗η
1
n (A) = F
n
∗η
2
n (A),
for any measurable collection A of stable manifolds in Γs.
Thus for any measurable function f that is constant on eachW s ∈ Γs, we have
F
nη1n ( f ) = F
nη2n ( f ).
This verifies the items (C1)(i)-(ii) in the Coupling Lemma 20
An important fact following from (91) is the exponential decay of correlations under the
induced map F . Note that (91) implies that one can couple at least d portion of the proper return
measure under each iteration F, which implies that one can also couple at least d portion of the
proper return measure under each iteration of the induced map F . Thus we obtain by the Coupling
Lemma 11, that for the two proper standard family Gi0 := F
N(Wi,ν i), for any n≥ 1, there exist
two sequences of F− generalized standard families {(Wˆin, νˆ in),n≥ 0}, such that
Gi0 =
∞
∑
n=0
(Wˆin, νˆ
i
n) :=
(
∞⋃
n=0
Wˆin,
∞
∑
n=0
νˆ in
)
. (93)
And for each n≥ 0, both (Wˆ1n, νˆ1n ) and (Wˆ2n, νˆ2n ) are F− generalized standard families of index n;
Fn∗ νˆ1n and Fn∗ νˆ2n are coupled along stable manifolds in Γs. For any n≥ 1, the uncoupled measure
satisfies
∑
k≥n
νˆ ik(M)<Cϑ
n, (94)
whereC > 0 and ϑ are uniform constants.
From now on, we choose the large constant b= b(γ0,Λ,ϑ ,α0)> 1 such that
Λ−γ0b lnn < n−1−α0 , ϑb lnn < n−1−α0 , (95)
where ϑ ∈ (0,1) is given by (54).
Note that (92) implies that for any f ∈ L∞(M), we have
|ν¯ in( f )| ≤ ‖ f‖∞ν¯ in(M)≤C‖ f‖∞n1−α0 .
Next we claim that
ν¯ in(C
c
n,b∩ (R≤ n))≤Cn−1−α0. (96)
To see this, note that points in Ccn,b ∩ (R ≤ n) will mostly visit cells with small indices and
return toM at least ψ times within n iterations. We prove this claim by considering two cases.
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(a). Let In be all points x ∈Ccn,b∩ (R≤ n), such that the iterations of x hits R∗ at most b lnn
times within n iterations. Then there exists k ∈ [1,n−b lnn], such that Fkx ∈M and the forward
trajectory of Fkx return toM \R∗ at least b lnn consecutive times under F .
According to Lemma 12, we know that the standard family (WuM,µM) has a decomposition
into {(Wn,µn),n ≥ 1}, and by (57), ∑∞m=n µm(M) ≤ Cϑn. Thus Fkx belongs to the support of
∑m≥b lnn µm, which satisfies:
µM(C
c
n,b∩ (R≤ n)∩ In)≤
∞
∑
m=b lnn
µm(M)
≤Cϑb lnn = O(n−1−α0),
where we have used (95) in the last step.
(b). Now we consider points in Ccn,b∩ (R≤ n)\ In. Then we claim that for any x ∈ (Ccn,b∩
(R≤ n) \ In), iterations of x hit R∗ at least b lnn times within the (b lnn)2 returns to M, but have
not been coupled. This is true because otherwise there must be an interval of length b lnn in
these at least (b lnn)2 returns to M such that iterates of x never hit R∗, and this contradicts the
assumption that (a) does not hold. Thus there exists k ∈ [1,n−b lnn], such that Fkx ∈R∗ and the
forward trajectory of Fkx return to R∗ at least b lnn times. Thus Fkx belongs to the support of
∑k≥b lnn νˆ ik. Using (94), we know that
∑
k≥b lnn
νˆ ik(M)<Cϑ
b lnn = O(n−1−α0).
This implies that
ν¯ in(C
c
n,b∩ (R≤ n)\ In)≤Cn−1−α0.
This claim implies the last statement (C3):
ν¯ in(M) = ν
i(R> n)+ ν¯n((R≤ n)∩Cn,b)+ ν¯ in((R≤ n)∩Ccn,b)
= ν i(R> n)+ ν¯ in((R≤ n)∩Cn,b)+O(n−1−α0).
7 Proof of Theorem 1.
Now it is time to investigate the rates of decay of correlations using the above Coupling lemma.
We first prove a lemma that will be used later.
We consider any two standard families Gi = (Wi,ν i) with probability density gi = dν i/dµ ∈
H+(γ0) for i= 1,2, andW
i is a measurable partition of Borel set Bi⊂M into unstable manifolds.
And we consider any f ∈H−(γ1), with γ1 > 0. According to the Coupling Lemma 20, for any
n≥ 1, there exists a decompositions
FN∗ ν
i =
n
∑
m=1
ν im+ ν¯
i
n,
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for n≥ 1, where N =N(ν1,ν2), Fm∗ ν1m is coupled with Fm∗ ν2m. This implies that for anym≥ 1, for
any measurable function h ∈H−(γ1) that is constant on any stable manifoldW s ∈ Γs, we have
Fm∗ ν
1
m(h) = F
m
∗ ν
2
m(h). (97)
Lemma 23. There exists C1 =C1(γ1)> 0, which does not depend on f and g
i, i= 1,2, such that
for any n≥ 1, ∣∣∣∣∣
n
∑
m=1
(ν im( f )−ν2m( f ))
∣∣∣∣∣≤C1‖ f‖−Cγ1n−α0 .
Proof. For any n≥ 1, by definition ofCcn,b and the choice of b, for f ∈H−(γ1) there existsC> 0
such that for x ∈Ccn,b and y ∈W s(x),
| f (Fn(x))− f (Fn(y))| ≤C‖ f‖−γ1Λ−γ1b lnn ≤C‖ f‖−γ1n−α0 . (98)
Now for any x ∈W s ⊂ Γs, we choose x¯ ∈W s(x), such that f (x¯) = maxy∈W s(x) f (y) be the
maximum value of f along stable manifoldW s(x). Then (98) implies that for x ∈Ccn−m,b∩Γs,
| f ◦Fn−m(x)− f ◦Fn−m(x¯)| ≤C‖ f‖−γ1(n−m)−α0.
Thus there existsC1 =C1(γ1)> 0, such that for i= 1,2,
Iin :=
n−1
∑
m=1
∫
Γs∩Cc
n−m,b
∣∣∣∣ f ◦Fn−m(x)− f ◦Fn−m(x¯)
∣∣∣∣dFm∗ ν im(x)
≤C‖ f‖−γ1
n−1
∑
m=1
F
m
∗ ν
i
m(Γ
s)(n−m)−α0
≤C‖ f‖−γ1
(
n/2
∑
m=1
Fm∗ ν
i
m(Γ
s)(n−m)−α0 +
n−1
∑
m=n/2
Fm∗ ν
i
m(Γ
s)(n−m)−α0
)
≤C1‖ f‖−γ1n−α0,
where we have used (C2) in the Coupling Lemma 20 in the last estimate, as well as the following
estimate: ∫ n−1
1
1
xl
· 1
(n− x)t dx≤C2n
−t +C3
lnn
nl+t−1
≤C1n−t , (99)
for any l ≥ t ≥ 1.
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Now we consider for i= 1,2,
IIin : =
n
∑
m=1
∣∣∣∣
∫
Γs∩Cn−m,b
f ◦Fn−m(x)dFm∗ ν im(x)
∣∣∣∣
≤C‖ f‖∞
n
∑
m=1
Fm∗ ν
i
m(C(n−m,b))
≤C‖ f‖∞
n
∑
m=1
(n−m)−α0Fm∗ ν im(M)
≤C2‖ f‖∞n−α0 ,
where we have used Lemma 14, and C2 =C2(γ1)> 0.
Combining the above estimates, we have
I1n + I
2
n + II
1
n + II
2
n ≤C‖ f‖−Cγ1n−α0,
for some constantC =C(γ1)> 0.
This implies that
n
∑
m=1
∣∣∣∣
∫
W1m
f ◦Fndν1m−
∫
W2m
f ◦Fndν2m
∣∣∣∣
≤
n
∑
m=1
∣∣∣∣
∫
FmW1m
f ◦Fn−m− f ◦Fn−m(x¯)dFm∗ ν1m−
∫
FmW2m
f ◦Fn−m− f ◦Fn−m(x¯)dFm∗ ν2m
∣∣∣∣
+
n
∑
m=1
∣∣∣∣
∫
FmW1m
f ◦Fn−m(x¯)dFm∗ ν1m−
∫
FmW2m
f ◦Fn−m(x¯)dFm∗ ν2m
∣∣∣∣
≤ (I1n + I2n + II1n + II2n)+
n
∑
m=1
∣∣∣∣
∫
FmW1m
f ◦Fn−m(x¯)dFm∗ ν1m(x)−
∫
FmW2m
f ◦Fn−m(x¯)dFm∗ ν2m(x)
∣∣∣∣
= I1n + I
2
n + II
1
n + II
2
n ≤C1‖ f‖−Cγ1n−α0 .
Using this lemma we can estimate the following decay rates of correlations.
Lemma 24. For any two standard families Gi = (Wi,ν i) with gi = dν i/dµ ∈H+(γ0) for i= 1,2,
for any f ∈H−(γ1), with γ1 > 0, ν1(M) = ν2(M) = 1, we have∣∣∣∣
∫
M
f ◦Fndν1−
∫
M
f ◦Fndν2
∣∣∣∣≤C‖ f‖−Cγ1 max{‖g1‖∞,‖g2‖∞}n1−α0,
for any n≥ N, where N = N(ν1,ν2)≥ 1, and C =C(γ1)> 0.
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Proof. By Lemma 20 for any n≥ 1, there exist N = N(ν1,ν2), and a decomposition
F
N
∗ ν
i =
n
∑
m=1
η im+ ν¯
i
n,
where Fm∗ ν1m is coupled with Fmν2m such that for any m ≥ 1, for any measurable function f ∈
H−(γ1) that is constant on any stable manifoldW s ∈ Γs,
Fm∗ ν
1
m( f ) = F
m
∗ ν
2
m( f ). (100)
Using the above Lemma, we get
n
∑
m=1
∣∣∣∣
∫
Wˆ1m
f ◦Fndη1m−
∫
Wˆ2m
f ◦Fndη2m
∣∣∣∣
≤C1‖ f‖−Cγ1n−α0,
whereC1 =C1(γ1)> 0.
Now combining the above facts together with the Coupling Lemma 20, for both i= 1,2,
∫
M
f ◦Fn+Ndν1−
∫
M
f ◦Fn+N dν2= ν¯1n ( f ◦Fn)−ν¯2n ( f ◦Fn)+
n
∑
m=1
(∫
Wˆ1m
f ◦Fndν1m−
∫
Wˆ2m
f ◦Fndν2m
)
.
(101)
Our analysis implies that the second term is of order n−α0 , thus the decay rate is essentially
dominated by ν¯1n ( f ◦Fn) for general observable f . Note that
|ν¯1n ( f ◦Fn)| ≤C2‖ f‖∞n1−α0 , (102)
for some constantC2 > 0.
Thus we have for n> 1,∣∣∣∣
∫
M
f ◦Fn+Ndν1−
∫
M
f ◦Fn+N dν2
∣∣∣∣
≤
2
∑
i=1
C1‖ f‖−Cγ1‖gi‖∞µ(F−nsupp( f )∩ supp(gi)∩Cn,b)
≤ 2‖ f‖−
Cγ1
max{‖g1‖∞,‖g2‖∞}n1−α0,
where we have used Lemma 20 for the last step, and C = C(γ1) > 0. This leads to the desired
estimate as we have claimed.
Next we consider the case when we do not have standard families, but only Ho¨lder observ-
ables.
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Lemma 25. For any piecewise Ho¨lder continuous functions f ∈H−(γ1),gi ∈H+(γ2), i = 1,2,
with µ(g1) = µ(g2), γi > 0, there exists N = N(g
1,g2)≥ 1, such that for any n≥ N,
∆( f ◦Fn,g1,g2) := |µ( f ◦Fn ·g1)−µ( f ◦Fn ·g2)|
≤C‖ f‖Cγ1
(
‖g1‖
Cγ2
(µ(supp(g1)∩Cn/2,b)+n−α0)+‖g2‖Cγ2 (µ(supp(g2)∩Cn/2,b)+n−α0)
)
,
where C =C(γ1,γ2)> 0.
Proof. We first consider the case when gi ≥ 0. Since µ can be disintegrated on the measurable
family of unstable manifoldsWu = {Wα ,α ∈Au}, as a standard family ((Wα ,µα),Au,λ u), such
that for any measurable set A⊂M,
µ(A) =
∫
α∈Au
µα(Wα ∩A)λ u(dα).
Since gi ∈H+(γ2) and F[n/2]supp(gi) ⊂M, there exists Ai ⊂Au, such that W= {Wα : α ∈
Ai} is a measurable foliation of Fn/2supp(gi) into unstable manifolds, with factor measure satis-
fies λ i(Ai) = µ(supp(gi)), and for any measurable set A ⊂M, we define a probability measure
ν i such that
ν i(A) := λ i(Ai)−1
∫
α∈Ai
∫
Wα∩A
giα dµα λ
i(dα),
with giα = g
i ◦F−n/2/g¯iα and dλ i(α) = g¯iα dλ u(α). Here
g¯iα =
∫
Wα
gi ◦F−n/2 dµα .
We know that ∫
Ai
∫
Wα∩Fn/2Cn/2,b
f ◦Fn/2 ·gi ◦F−n/2dµα λ u(dα)
≤ ‖ f‖∞‖gi‖∞µ
(
F−n/2supp( f )∩ supp(gi)∩Cn/2,b
)
. (103)
On the other hand, ifWα belongs toF
n/2Cc
n/2,b, thenF
−n/2Wα returns toM at least (b ln(n/2))2>
b lnn times. We define g¯i(x) = g¯iα , for any x ∈Wα , any α ∈A, then g¯i ∈H+(1). By the Ho¨lder
continuity of gi, we have
sup
α∈Au
sup
x∈Wα∩Fn/2Ccn/2,b
|gi ◦F−n/2− g¯iα | ≤C(γ2)‖gi‖γ2ϑ γ2(b ln
n
2 )
2
,
whereC(γ2)> 0 is a constant.
Thus
∆( f ◦Fn,g1,g2) = ∆( f ◦Fn/2, g¯1, g¯2)+µ
(
f ◦Fn/2 ·
(
(g1 ◦F−n/2− g¯1)− (g2 ◦F−n/2− g¯2)
))
≤ ∆( f ◦Fn/2, g¯1, g¯2)+C1‖ f‖
Cγ1
(‖g1‖γ2 +‖g2‖γ2)ϑ γ2(b ln
n
2 )
2
+C2‖ f‖
Cγ1
‖g1‖
Cγ2
µ(F−n/2supp( f )∩ supp(g1)∩Cn/2,b)
+C3‖ f‖
Cγ1
‖g2‖
Cγ2
µ(F−n/2supp( f )∩ supp(g2)∩Cn/2,b).
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We let G = (Wi,ν i), such that dν i = g¯i/µ(gi)dµ . Then by Lemma 24, there exists N =
N(g1,g2)≥ 1 such that for any f ∈H−(γ1), any n/2> N:∣∣∣∣ν1( f ◦Fn/2)−ν2( f ◦Fn/2)
∣∣∣∣≤C1(γ1)‖ f‖Cγ1 ‖g1‖Cγ2 µ(supp(g1)∩Cn/2,b)
+C2(γ1)‖ f‖
Cγ1
‖g2‖
Cγ2
µ(supp(g2)∩Cn/2,b∩F−n/2supp( f )),
whereC1(γ2)> 0 and C2(γ2)> 0 are constants.
Combining the above estimates, we get that for gi ≥ 0,
∆( f ◦Fn,g1,g2)≤C1‖ f‖
Cγ1
‖g1‖
Cγ2
(
µ(supp(g1)∩Cn/2,b)+n−α0
)
+C2‖ f‖
Cγ1
‖g2‖
Cγ2
(
µ(supp(g2)∩Cn/2,b)+n−α0
)
,
where C1 = C1(γ1,γ2) > 0 and C2 = C2(γ1,γ2) > 0 are constants. For the general case when
gi is not nonnegative, we decompose gi = gi+− gi− into its positive and negative parts. Since
gi± ∈H+(γ2), a similar statement can be proved.
Note that Theorem 1 directly follows from the above lemma.
8 Proof of Theorem 2 and Theorem 3.
8.1 Proof of Theorem 2
By (24), we denote
Bn =
⋃
m>n
m−n⋃
k=1
FkMm = (R> n)\M,
as the set of points in Mc that take at least n-iterations under F before they come back to M. We
first prove the following lemma that will be used to prove Theorem 2.
Lemma 26. For any large n, we define µn =
µ|Bcn
µ(Bcn)
. Then for any probability measure ν with
support contained in M, we have for any bounded function f on M,
Fn∗ν( f )−µ( f )−µ( f )µ(R > n) = Fn∗ν( f )−Fn∗µn( f )+O(n−β ), (104)
with β =min{α0,2α0−2}.
Proof. First note that
Bn =
⋃
m>n
m−n⋃
k=1
FkMm = (R> n)\ (∪m≥nMm),
which implies that
µ(Bn) = µ(R> n)+O(n
−α0). (105)
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Since the support of the initial measure ν is contained in M, we have that after n iterations the
push forward measure Fn∗ν can never reach the region FnBn. Thus we can ignore the measure µ
restricted on Bn within first n-iterations. This fact implies that for each n≥ 1 the measure µ is a
linear combination of two probability measures,
µ = µ(Bn) · µ|Bn
µ(Bn)
+µ(Bcn) ·
µ|Bcn
µ(Bcn)
.
We denote µn =
µ|Bcn
µ(Bcn)
. Note that for any bounded function f supported onM, we have
µ( f ) = µn( f )µ(Bcn) = µ
n( f )−µn( f )µ(Bn).
Notice also that (105) implies that µ(Bn) = O(n
1−α0). Thus we have
µn( f ) =
µ( f · IBcn)
µ(Bcn)
=
µ( f )
1−µ(Bn) = µ( f )(1+µ(Bn)+O(µ(Bn)
2)).
We apply Fn∗ on both sides of the equation, and using the fact that Fn∗µ = µ to get
F
n
∗µ
n( f ) = µ( f )(1+µ(Bn)+O(µ(Bn)
2)).
This also implies that
µ( f )(1+µ(R> n)) = Fn∗µ
n( f )+µ( f )O(n−β0)
where β0 = min{α0,2α0− 2}. Here we have used the fact given by (105). Combining above
facts, we have
Fn∗ν( f )−µ( f )−µ( f )µ(R > n) = Fn∗ν( f )−Fn∗µn( f )+µ( f )O(n−β0).
To prove Theorem 2, we first assume the observable g defines a probability measure on M,
with dν = gdµ . By Lemma 26, we have
Fn∗ν( f )−µ( f )−µ( f )µ(R > n) = Fn∗ν( f )−Fn∗µn( f )+O(n−β0). (106)
Our goal is to show that for systems satisfy (H2) the correlation Fn∗ν( f )−Fn∗µn( f ) = o(µ(R >
n)). We use assumption (H2), which states that
µ(Cn,b∩F−nM) = O(n−α0).
Next we start to prove Theorem 2. Let γ1 > 0. We consider any f ∈H−(γ1) supported onM,
and any proper family G = (W,ν) with g= dν/dµ ∈H+(γ0) supported on M. For any large n,
we define G1 = G and G2 = (Wu,µn), then they are both proper families. We denote ν1 = ν and
ν2 = µn.
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First note that since both measures are essentially supported on (R≤ n), thus we have
ν i(R> n) = O(n−α0).
According to Lemma 23 we know that for any k = 1, · · · ,n,∣∣∣∣
∫
M
f ◦Fkdν1−
∫
M
f ◦Fkdν2
∣∣∣∣
=
∣∣∣∣∣ν¯1k ( f ◦Fk)− ν¯2k ( f ◦Fk)+
k
∑
m=1
(∫
W1m
f ◦Fkdν1m−
∫
W2m
f ◦Fkdν2m
)∣∣∣∣∣
≤
∣∣∣ν¯1k ( f ◦Fk)− ν¯2k ( f ◦Fk)∣∣∣+C(γ1)‖ f‖γ1‖g‖∞k−α0.
According to the Coupling Lemma 20 and (102), we know that the uncoupled measure ν¯ ik(M)
is dominated byCk,b, while ν¯
i
k(C
c
k,b∩ (R≤ k)) = O(k−α0). Thus
ν¯ ik( f ◦Fk) = ν¯ ik( f ◦Fk · ICk,b)+ ν¯ ik( f ◦Fk · IR>n)+ ν¯ ik( f ◦Fk · ICck,b) = ν¯1k ( f ◦Fk · ICk,b)+O(k−α0)
≤ ‖ f‖∞‖gi‖∞
(
µ(Ck,b∩F−ksupp( f )∩ supp(gi))
)
+O(k−α0)
= ‖ f‖∞‖gi‖∞
(
µ(Ck,b∩F−kM∩M)
)
+O(k−α0) = O(k−α0),
where we have used Assumption (H2) in the last estimate. Combining above facts, we take k= n,
then
|
∫
M
f ◦Fndν1−
∫
M
f ◦Fndν2| ≤C1(γ1)‖ f‖−Cγ1‖g‖∞n−α0.
One can check that (H1) implies that µ(R > n|R > n) = 1+O(n−1). Combining this with
(106), then for any n> 1, we get
|Fn∗ν( f )−µ( f ◦Fn)−µ( f )µ(Bn)| ≤ |Fn∗ν( f )−µn( f ◦Fn)|+C1(γ1)‖ f‖−Cγ1‖g‖∞n−β0
≤C(γ1)‖ f‖−Cγ1‖g‖∞n−α0 +C1(γ1)‖ f‖−Cγ1‖g‖∞n−β0,
here β0 =min{2α0−2,α0}.
For general Ho¨lder observable g, we denote g = g+− g−. It is enough to consider the case
when µ(g±) 6= 0, then we consider g+ and g− separately as in the proof of Theorem 1, to get (21)
in Theorem 2.
8.2 Prove of Theorem 3.
One interesting application of Theorem 2 is that one gets classical Central limiting theorem for
stochastic processes generated by certain observables for dynamical systems with decay rates of
order O(1/n).
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We consider an observable f ∈H−(γ)∩H+(γ) with supp( f )⊂M supported inM, and γ > 0.
We assume f is not a coboundary. For any n ≥ 1, we consider the two partial sums S˜n( f ) :=
f + f ◦F+ · · ·+ f ◦Fn and Sn( f ) = f + f ◦F + · · ·+ f ◦Fn. We assume µ( f ) = 0. For the
induced map (F,M,µM), it follows from Theorem 7.52 in [26] and [33], that conditions (h1)-
(h4) implies that
Sn
σ
√
n
→ N(0,1), (107)
in distribution, where N(0,1) is the standard normal variable, and by the Green-Kubo formula,
σ2 = µM( f
2)+2
∞
∑
n=1
µM( f ◦Fn · f ). (108)
Note that ∫
f ◦Fn · f dµM ≤C‖ f‖Cγ ϑn,
as the induced map enjoys exponential decay of correlations.
In [5], the partial sum Sn was associated with the so-called induced observable, S˜n f (x) =
∑
R(x)−1
m=0 f (F
mx). However, since our observable f has support contained inM, thus S˜n( f )= Sn( f )
coincide with the induced observable. Next we review the relation between CLT of Sn and S˜n,
see a detailed proof in [5].
Lemma 27. For any n≥ 1, if Sn satisfies the CLT (107), then S˜n also satisfy a CLT:
S˜n
σ˜
√
n
→ N(0,1), (109)
in distribution. Here σ˜2 = σ2µ(M).
Thus (109) implies that S˜n satisfies the classical CLT with variance σ
√
µ(M). Moreover,
again by the Green-Kubo formula we get
σ2µ(M) = µ( f 2)+2
∞
∑
n=1
µ( f ◦Fn · f ).
Comparing with (108), and use the definition dµM = dµ/µ(M), we get the interesting relation
∞
∑
n=1
µ( f ◦Fn · f ) =
∞
∑
n=1
µ( f ◦Fn · f ).
This finishes the proof of Theorem 3.
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9 Sufficient conditions for (H2).
In this section, we introduce two sufficient conditions to guarantee assumption (H2).
Condition (H2)(a) . We assume there exist ζ ∈ (0,1),η0 ∈ (0,1),C,C1 > 0, N > 1, such that for
any sufficiently large n> N, there exist εn ∈ (0,1),γn ∈ (0,1), and for each m= 1, . . . ,(b lnn)2,
µ
({x ∈M : R(Fm(x))> εmn n}|Mn)<Cηm0 +C1n−ζ .
Condition (H2)(b). We assume there exist q ∈ (0,1), C > 0, p> 0, and N > 1 such that for any
sufficiently large n> N, and for each m= 1, . . . ,(b lnn)2:
µ
({x ∈M : R(Fm(x))> n1−q}|Mn)<Cn−p.
We will prove the following two lemmas.
Lemma 28. Condition (H2)(a) implies that there exists ε1 ∈ (0,1) such that (H2) holds.
Proof. For any sufficiently large n, any x ∈Cn,b, we define
k0 = k0(x) =
n−1
∑
m=0
IM(F
m(x))
as the number of returns to M within n iterations under F along the forward trajectory of x. By
the definition ofCn,b ⊂ (R< n), we know that any x ∈Cn,b must returns to M at least once, with
2≤ k0 < (b lnn)2.
Let xn ∈M be the last enter toM within n iterations of x, and we define
m1(x) := max
1≤k≤k0
{R(F−k(xn))},
to be the largest return time function value of R along n iterations of x under F. i.e. there exists
k1 = k1(x) ∈ {1, · · · ,n}, such that
x1 := F
−k1xn ∈Mm1.
Moreover we define indices:
m1(x) = R(x1),m2(x) := R(F(x1)), · · · ,mk2(x) := R(Fk2−1(x1)),
with Fk2−1(x1) = F−1xn being the second last return to M along n iterations of x. Without loss
of generality, we assume
k2
∑
k=1
mk ≥ n/2,
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i.e. the largest index m1 occurs within the first n/2 iterations of x under F. Then by assumption,
since m1(x) is the largest index within k0 returns to M along forward n iterations of x, we have
n/2≤ m1+ · · ·+mk2 ≤ n.
Since points x∈Cn,b return toM at most ψ times during the first n iterates of F, there are≤ψ
number of intervals between successive returns to M, and hence the longest interval has length
m1(x)≥ n/ψ . Let c0 < 1/2 be a constant. We splitCn,b =C′n,b∪C′′n,b into two disjoint parts.
(I) C′n,b is a ‘good part’ ofCn,b such that for any y ∈C′n,b,
mk(y)< ε
k
nm1(y), (110)
for all
c0n
m1(y)
≤ k ≤ k0 ≤ ψ(n) = (b lnn)2,
where εn ∈ (0,1)was given in (H2(a)). More precisely, for y∈C′n,b, there is a sequence of returns
toMmk’s, with index decreasing exponentially in k, within n-iterations. For ‘good’ points y∈C′n,b
we have
n
2
≤
ψ(n)
∑
k=1
mk ≤ m1 · c0n
m1
+m1
ψ(n)
∑
k=
c0n
m1
εkn ≤ c0n+m1ε
c0n
m1
n ≤ c0n+m1.
Since c0 < 1/2, we conclude m1 ≥ cn for a positive constant c := 12 − c0 > 0. This implies that
for points inC′n,b, the largest index m1 within n iterations must be approximately of order n.
Accordingly,
C′n,b∩F−nM ⊂
⋃
m1≥cn
ψ(n)⋃
k=1
F−n(FkMm1).
Note that for anym1, for any 1≤ k1< k2≤ψ(n), the setsF−n(Fk1Mm1)∩C′n,b andF−n(Fk2Mm1)∩
C′n,b are disjoint. Thus the measure of good points inCn,b is bounded by
µ(C′n,b∩M)≤ ∑
m1≥cn
µ(Mm1)≤Cn−α0 and µ(C′n,b)≤ ∑
m1≥cn
m1µ(Mm1)≤Cn1−α0.
(II) On the other handC′′n,b consists of ‘bad’ points, such that (110) fails:
mk(y)> ε
k
nm1(y), (111)
for some c0n
m1(y)
≤ k ≤ b0 lnn.
We divide C′′n,b according to the maximal index m1 of its points C
′′
n,b =
⋃
m1>
n
ψ
Cn,b,m1 such
thatCn,b,m1 contains all points inC
′′
n,b with the largest return timem1 within n iterations. The con-
tribution ofMm1 to these ‘bad’ points inC
′′
n,b will be estimated according to (H2)(a) as following:
µ(Cn,b,m1)≤ µ(Mm1)
ψ
∑
k=
c0n
m1
(ηk0 +O(m
−ζ
1 )).
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By assumption m1 ≥ n/ψ , so the total measure ofC′′n,b is
µ(C′′n,b∩M)≤
n
∑
m1=n/ψ
µ(Mm1)
ψ
∑
k=
c0n
m1
(ηk0 +O(m
−ζ
1 ))
≤
ψ
∑
k=1

ηk0 ∞∑
m1=
c0n
k
µ(Mm1)+
∞
∑
m1=
c0n
k
µ(Mm1)m
−ζ
1


≤
ψ
∑
k=1
(
k
c0n
)α0
ηk0 +C
ψα0+1−ζ
nα0+ζ
≤Cn−α0
ψ
∑
k=1
kα0 ηk0 +C
ψα0+1−ζ
nα0+ζ
≤C1n−α0, (112)
where we have used the assumption on ψ = (b lnn)2.
Combining the above estimates we get
µ(Cn,b∩M) = O(n−α0), µ(Cn,b) = O(n1−α0).
Lemma 29. Under assumption (H2)(b), (H2) holds.
Proof. For any sufficiently large n, any x ∈Cn,b, we define
k0 = k0(x) =
n−1
∑
m=0
IM(F
m(x)),
as the number of returns to M within n iterations under F along the forward trajectory of x. By
the definition of Cn,b ⊂ (R≤ n), we know that any x ∈Cn,b must return to M at least once, with
1≤ k0 < (b lnn)2. Let xn ∈M be the last entrance toM within n-iterations, and we define
m1(x) := max
1≤k≤k0−1
{R(F−k(xn))}
to be the largest return time function value of R along n iterations of x under F. i.e. there exists
k1 = k1(x) ∈ {1, · · · ,n}, such that x1 := F−k1xn ∈ Mm1 , and k1+m1 ≤ n. Moreover we define
indices:
m1(x) = R(x1),m2(x) := R(F(x1)), · · · ,mk2(x) := R(Fk2−1(x1)),
with Fk2−1(x1) = F−1xn being the second last return to M along n iterations of x. Without loss
of generality, we assume
k2
∑
k=1
mk ≥ n/2.
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i.e. the largest index m1 occurs within the first n/2 iterations of x under F. Then by assumption,
since m1(x) is the largest index within k0 returns to M along forward n iterations of x, we have
n/2≤ m1+ · · ·+mk2 ≤ n.
Since points x∈Cn,b return toM at most ψ times during the first n iterates of F, there are≤ψ
number of intervals between successive returns to M, and hence the longest interval has length
m1(x)≥ n/ψ . Let c0 < 1/2 be a constant. We splitCn,b =C′n,b∪C′′n,b into two disjoint parts.
(I) C′n,b is a ‘good part’ ofCn,b∩F−nM such that for any y ∈C′n,b,
mk(y)< m1(y)
1−q, (113)
for all
c0n
m1(y)
≤ k ≤ k0 ≤ ψ(n) = (b lnn)2.
More precisely, for y ∈C′n,b, there is a sequence of returns toMmk’s, with index decreasing expo-
nentially in k, within n-iterations. For ‘good’ points y ∈C′n,b we have
n
2
≤
ψ(n)
∑
k=1
mk ≤ m1 · c0n
m1
+
ψ(n)
∑
k=
c0n
m1
m
1−q
1 ≤ c0n+m1 ≤ c0n+m1.
Since c0 < 1/2, we conclude m1 ≥ cn for a positive constant c := 12 − c0 > 0. This implies that
for points in C′n,b, the largest index m1 within n iterations must be approximately of order n.
Accordingly, the measure of good points in Cn,b is bounded by
µ(C′n,b∩M)≤ ∑
m1≥cn
µ(Mm1)≤Cn−α0. (114)
And
µ(C′n,b)≤ m ∑
m1≥cn
µ(Mm1)≤Cn1−α0. (115)
(II) On the other handC′′n,b consists of ‘bad’ points y ∈Cn,b, such that (113) fails. i.e.,
mk(y)> m1(y)
1−q, (116)
for some
c0n
m1(y)
≤ k ≤ ψ(n).
We divide C′′n,b according to the maximal index m1 of its points C
′′
n,b =
⋃
m1>
n
ψ
Cn,b,m1 such
thatCn,b,m1 contains all points inC
′′
n,b with the largest return timem1 within n iterations. The con-
tribution ofMm1 to these ‘bad’ points inC
′′
n,b will be estimated according to (H2)(b) as following:
µ(Cn,b,m1)≤ µ(Mm1)
ψ
∑
k=
c0n
m1
m
−p
1 .
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By assumptionm1 ≥ n/ψ , so the total measure ofC′′n,b can be estimated as in (112): µ(C′′n,b∩
M)≤C1n−α0. This implies µ(Cn,b∩M) = O(n−α0).
10 Applications to hyperbolic systems
To illustrate our method, we apply it to several classes of dynamical systems. Since the induced
maps for most of these examples were studied in [32], we only remind some basic facts here.
First we recall standard definitions, see [12, 13, 17]. A 2-D flat billiard is a dynamical system
where a point moves freely at unit speed in a domain Q ⊂ R2 and bounces off its boundary ∂Q
by the laws of elastic reflection. We assume that ∂Q= ∪iΓi is a finite union of piecewise smooth
curves, such that each smooth component Γi ⊂ ∂Q is either convex inward (dispersing), or flat, or
convex outward (focusing). Following Bunimovich, see [9, 11] and [26, Chapter 8], we assume
that every focusing component Γi is an arc of a circle such that there are no points of ∂Q on that
circle or inside it, other than the arc Γi itself. Under these assumptions the billiard dynamics is
hyperbolic.
Let M = ∂Q× [−pi/2,pi/2] be the collision space, which is a standard cross-section of the
billiard flow. Canonical coordinates in M are r and ϕ , where r is the arc length parameter on
∂Q and ϕ ∈ [−pi/2,pi/2] is the angle of reflection. The collision map F : M → M takes an
inward unit vector at ∂Q to the unit vector after the next collision, and preserves smooth measure
dµˆ = c · cosϕ drdϕ onM, where c is a normalization constant. Furthermore, ∂M∪F−1(∂M) is
the singular set of F.
For billiards with focusing boundary components, the expansion and contraction (per colli-
sion) may be weak during long series of successive reflections along certain trajectories. To study
the mixing rates, one needs to find and remove the spots in the phase space where expansion (con-
traction) slows down. Such spots come in several types and are easy to identify, for example, see
[28] and [26, Chapter 8]. Traditionally, we denote
∂Q= ∂ 0Q∪∂±Q,
where ∂Q0 is the union of flat boundaries, ∂Q− contains focusing boundaries and ∂Q+ contains
dispersing boundaries. The collision space can be naturally divided into focusing, dispersing and
neutral parts:
M0 = {(r,ϕ) : r ∈ ∂ 0Q}, M± = {(r,ϕ) : r ∈ ∂±Q}.
Now we define the induced phase space:
M = {x ∈M− : pi(x) ∈ Γi, pi(F−1x) ∈ Γ j, j 6= i}∪M+. (117)
Note that M only contains all collisions on dispersing boundaries and the first collisions with
each focusing arc (the collisions with straight lines are skipped altogether). The map F preserves
the measure µ conditioned onM, which we denote by µ = [µˆ(M)]−1µˆ .
60
Furthermore, F has a larger singular set than the original map. Let S0 = ∂M, then S1 :=
S0∪F−1S0 is the singular set of F . Let R : M→ N be the first return time function, such that for
any x ∈M, FR(x)x returns to M for the first time. We define Mm = R−1{m}∩M as the level set
of the return time function.
To be more specific, we consider billiard systems that have been studied in [28, 29, 30, 31, 27],
which include semi-dispersing billiards on a rectangle, Bunimovich billiard, Bunimovich Stadia,
skewed stadia, billiards with flat points, billiards with cusps. It was proved in these references
that the induced system (F,M,µ) satisfies the condition (H1) and (H3) and enjoys exponential
decay of correlations. It is enough to check (H2). We first introduce some new conditions that
imply (H2) and which are easier to check.
10.1 Billiards with property (H2)(a).
New condition (A1). Assume for any n large, there exist Mˆn ⊂Mn, ζ1 ∈ (0,1), such that
µ(Mn \ Mˆn|Mn)<C/nζ1,
and for any x∈ Mˆn, there exist d ∈ (0,1),C> 0 and a large b> 0, such that form= 1, · · · ,(b lnn)2,
we have the following condition:
E
[
R(Fm(x))|x ∈ Mˆn
]≤ dmn+O(n−1−ζ1).
Proposition 30. Condition (A1) implies (H2)(a).
Proof. Let ψ(n) = (b lnn)2. For any n large, any k = 1, · · · ,ψ(n), consider the quotient
ξn,k(x) : = R(F
kx)/R(Fk−1x),
for any x ∈ Mˆn. Let
Sn,k = lnξn,k(x)+ · · ·+ lnξn,1(x).
Then the moment generating function of Sk at 1 satisfies:
Mk(1) := µn(e
Sn,k) = µn(
k
∏
i=1
ξn,i)≤ dk+O(n−ζ1),
where we have used assumption (A1) in the last step, and µn := µ|Mn/µ(Mn). Now by theMarkov
inequality, for any ρ > 0
µn(e
Sn,k > e−ρk)≤ eρkµn(eSn,k)≤ (deρ)k+O(n−ζ1)eρk.
We choose q ∈ (0,1) such that 0< ζ1−q< 1, and define
ρn =
q
b lnn
,
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then one can check that there exists N > 1, such that
η0 := sup
n≥N
deρn < 1,
and eρnk < nq, for any k = 1, · · · ,ψ(n). Now we have
µn(R(F
k(x))> e−ρnkn)≤ ηk0 +O(n−ζ1+q).
Let εn = e
−ρn , then above inequality is equivalent to
µn(R(F
k(x))> εknn)< η
k
0 +O(
1
nζ1−q
).
Thus (H2)(a) holds, with nεkn ≥ n1−q, for k = 1, · · · ,(b lnn)2, and ζ := ζ1−q ∈ (0,1).
The stadium billiard table, introduced by Bunimovich in [9], is comprised of two equal semi-
circles which are connected by two parallel lines. Dynamics on the stadium have been shown
to be non-uniformly hyperbolic, ergodic, and mixing; for some discussion of these facts see
[9, 11, 27]. In [55] Markarian proved that correlations in Stadia decay as O((lnn)2/n). Chernov
and Zhang later improved in [31] the decay rate to O(1/n).
It was shown in [11, 26] that if x ∈Mm, then Fx ∈Mk for k ∈ Bm = [am,bm] with am ≍ m/β ,
bm≍ βm, where β = 3. Here am≍
√
mmeans that there exist c1> c2> 0, such that c2≤ am√m ≤ c1,
for any m≥ 1. The transition probability between cells is given by
µM(Fx ∈Mk|x ∈Mm) = 3m
8k2
+O
(
1
m2
)
.
It was also shown in [26, 28, 32] that for any x ∈Mn,
η¯ := E(ln(
R(F)
R
)|R(x) = m) = ∑
k∈Bm
ln
k
m
· 3m
8k2
< 1− 5
4
ln3< 0.
In [31], condition (3.5)-(3.8) were checked for both Bunimovich Stadia and Skewed Stadia.
Moreover, the remarks before Lemma 3.3 in [31] shows that there exists Mˆn ⊂Mn, with
µ(Mn \ Mˆn|Mn)≤Cn−1/2,
and for any x ∈ Mˆn,
ln(R(Fm)/R(x))≤ η1+ · · ·+ηm,
where {η1, · · · ,ηm} are independent random variables with the same distribution as η . Here η is
a random variable supported on [− lnβ , lnβ +1], and having a negative mean value E(η) = η¯ <
0. We define d := eη¯ < 1.
Thus one can check that for any x ∈Mn, for t = 1, · · · ,(b lnn)2,
E(R(F
t)
R
|R(x) = n)≤ E(eη1+···+ηt |R(x) = n)+O(n− 12 )≤ dt +O(n− 12 ).
This implies condition (A1), with ζ1 = 1/2. Now by Proposition 30, we know that condition
(A1) implies (H2)(a).
The case for skewed stadia is very similar to above analysis, so it satisfies (H2)(a), which we
will omit here.
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10.2 Billiards with property (H2)(b).
Assume that each cellMn has dimension≍ n−a in the unstable direction, dimension≍ n−β in the
stable direction, and measure µ(Mn)≍ n−d , with d ≥ a+β > 2. We first foliateMn with unstable
curvesWα ⊂Mn (where α runs through an index set A). These curves have length |Wα | ≍ n−β .
Let νn :=
1
µ(Mn)
µ|Mn be the conditional measure of µ restricted onMn. Let W= ∪α∈AWα be the
collection of all unstable curves, which foliate the cellMn. Then we can disintegrate the measure
ν along the leavesWα . More precisely, in this way we can obtain a standard family Gn = (W,νn),
such that for any measurable set A⊂Mn,
νn(A) =
∫
A
να(Wα ∩A)dλ (α),
where (Wα ,να) is a standard pair, and λ is the probability factor measure on A. For some k ≤ n,
let Rk =
⋃
i>kMi, which contains all the cells with index greater than k. For each unstable curve
Wα ∈ W, if FnWα crosses Rk, then FmWα is cut into pieces by the boundary of cells in Rk.
Moreover, the largest length of these pieces is∼ k−β . According to the growth lemma (46), there
exists θ0 ∈ (0,1), such that we have
Fm∗ νn(Rk)≤ cϑm0 F∗νn(Rk)+Czk−βq0 . (118)
Case I. Billiards with cusps.
This class of billiards were first studied by Machta [54]. It is known that the billiard maps on
these tables are hyperbolic and ergodic. However, the hyperbolicity is non-uniform. As a result,
correlations decay with order O(n−1), see [28, 31, 27]. Moreover, it was showed that it satisfies
the One-Step Expansion (h4) with q0 = 1.
In [27] Chernov and Markarian showed that the induced map F on a subset M ⊂M has
exponential decay of correlations. Dynamics of F on billiards with cusps are remarkably different
than those on a stadium when it comes to points travelling between m-cells: if x ∈ Mm and
Fx ∈Mk, then k ∈ Bm = [am,bm], with am ≍
√
m,bm ≍ m2. And the transition probability from
the m-cell to the k-cell is
µM(Fx ∈Mk|x ∈Mm) := µ({x ∈Mm : Fx ∈Mk})
µ(Mm)
≍ m
2/3
k7/3
,
with k ∈ [√m,m2]. Each cell Mm has length approximately m−7/3 in the unstable direction and
length approximately m−2/3 in the stable direction. Its measure is µ(Mm)∼ m−3.
Moreover, it was checked in [31] at the end of section 5 that this class of billiards satisfies for
any small enough e ∈ (0,1/4):
µ(R(F(x))> n
1
2+e|R(x) = n)≤Cn− 12e ,
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for some uniform constant C > 0. Since each cell Mn has length approximately n
−7/3 in the
unstable direction, we take β = 7/3, and k = n
1
2+e. Then we have
F∗νn(R
n
1
2
+e)≤Cn−
1
2e .
Now we apply (118) to get for any i= 1, · · · ,(b lnn)2,
νn(R(F
i(x))> n
1
2+e) = F i∗νn(Rk)
≤ cϑ i0F∗νn(Rk)+Czk−β
≤Cϑ i0n−
1
2e +Czn
− 73 ( 12+e).
This verifies (H2)(b) with q= 1/2− e, p= 1
2e
.
Case II. Semi-dispersing billiards. Billiards in a square with a finite number of fixed, disjoint
circular obstacles removed are known as semi-dispersing billiards. Chernov and Zhang proved
[31] that this system has a decay of correlations bounded by const ·n−1. Here the reduced phase
space M is made up only of collisions with the circular obstacles. The induced map F :M→M
is then equivalent to the well studied Lorentz gas billiard map without horizon [28], which is
known to have exponential decay of correlations (see [27], for instance). The structure of the
m-cells Mm = {x ∈M : R(x) = m} is examined thoroughly in [12, 13, 27]. We will use some of
the facts presented in those references. Many properties of the m-cells and of the induced billiard
map in the semi-dispersing case are quite similar to those in billiards with cusps. In particular,
the measure of each m-cell is again µM(Mm)≍m−3, with u-dimension approximatelym−2. Thus
we take β = 2. Moreover it satisfies the One-Step Expansion Estimate (h4) with q0 = 1. It is also
know that for a point x ∈Mm, Fx ∈Mk where k ∈ Bm = [am,bm], with
am ≍
√
m,bm ≍ m2,
as in billiards with cusps. One major change is the transition probabilities between cells. For
semi-dispersing billiards, we have (for admissible k) that
µM(Fx ∈Mk|x ∈Mm)≍ m+ k
k3
.
Moreover, it was checked in [31] at Section 5 that this class of billiards satisfies for any small
enough e ∈ (0,1/4):
µ(R(F(x))> n
1
2+e|R(x) = n)≤Cn− 12e ,
for some uniform constantC > 0. We take k = n
1
2+e. Then we have
F∗νn(R
n
1
2
+e)≤Cn−
1
2e .
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Now we apply (118) to get for any i= 1, · · · ,(b lnn)2,
νn(R(F
i(x))> n
1
2+e) = F i∗νn(Rk)
≤ cF∗νn(Rk)+Czk−β
≤Cn− 12e +Czn−2(
1
2+e).
This verifies (H2)(b) with q= 1/2− e, p= 1
2e
.
This implies that the semi-dispersing billiards on a rectangle and dispersing billiards with
cusps have optimal bounds of decay rates of correlations given by Theorem 2.
10.3 Application to linked-twist maps
In this section, we apply our main theorem to the linked-twist map studied in [67]. We claim that
this map satisfy the new condition (A1)
We consider the two-dimensional torus T2 = [0,2)× [0,2) with coordinates (x,y) (mod 2).
On this torus we define two overlapping annuli P,Q by P= [0,2]× [0,1], Q= [0,1]× [0,2]. We
denote the union of the annuli by R= P∪Q and the intersection byM = P∩Q. The annuli P and
Q are vertical and horizontal strips in the torus. In order to define a linked twist map on the torus
we first define a twist map on each annulus. A twist map is simply a map in which the orbits
move along parallel lines, but with a uniform shear. In particular, we define F : R→ R, such that
F(x,y) =
{
(x+2y,y), if (x,y) ∈ P;
(x,y), if (x,y) ∈ R\P.
Note that F leaves points in R\P unchanged, and any horizontal line in P is invariant. We define
the map G similarly:
G(x,y) =
{
(x,y+2x), if (x,y) ∈ Q;
(x,y), if (x,y) ∈ R\Q.
Now the linked twist map H is defined by H := G ◦F, which maps from R to R. By calculating
the differential DH, one can easily check that detDH = 1, which implies that H preserves the
Lebesgue measure m on M.
We will first define a reduced map which enjoys the exponential decay of correlations. More
precisely, we define FM :M→M, to be the return map with respect to F , such that for any (x,y)∈
M, FM(x,y) = F
n(x,y), where n = RF(x,y) is the first return time of (x,y) to M under iterations
of F . Similarly, we define GM :M→M, such that GM(x,y) = Gn(x,y), where n= RG(x,y) is the
first return of (x,y) toM under iterations of G. We define the reduced map as T := GM ◦T . Then
T is the first return map obtained from H onto M. Note that as G is an Anosov diffeomorphism
restricted on M, so by the uniformly hyperbolicity of G on M, there exists N = N(G) > 1 such
that GNM ⊂M. Let mM be the conditional Lebesgure measure onM, then T preserves mM.
Let S±1 be the singular set of the reduced map H±1 : = H±1S . In [67], Figure 2 shows the
structure of S1 while Figure 5 shows the image of S−1. Using the notation of that paper, we
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label by {Σn} the connected regions near (1,0) in S1, as shown in Figure 6 of [67], on which the
return time function is n. We know from Appendix A of [67] that the cell Σn has length of order
1/n and width of order 1/n2. Similarly, we denote by {Mn} the level set (or called cells) in S−1
with backward return time n. As it was shown in Lemma 5.3 of [67], unstable manifolds have
slope 1+
√
2, thus we know that the longer boundary curves of Mn all have slope approximately
1+
√
2, and these cells converge to the fixed point (1,0) as n→∞. In addition, one can show that
Mn has length of order O(n
−1) and width of order O(n−2). In the proof of Lemma 5.4 of [67],
it was shown that when an unstable manifold W intersects Σn for some n large enough, it only
crosses those Σm with m ∈ [n,(3+ 2
√
2)n]. If we redefine n, then we can say thatW intersects
only cells Σm, with m ∈ In = [n/β + c1,βn+ c1], where β = 1+
√
2, for some constants c1,c2.
In terms of the singular set S−1, this implies that the image of ∂Mn ⊂ S−1 will only intersect
Σm, for m ∈ In, i.e. Mn ⊂ ∪m∈InΣm. Thus we take an unstable manifold W that completely
stretches across Mn, then its image HW will be cut into pieces such that each piece is stretched
completely across Mm, for m ∈ In.
Note that for large n, the region Mn ∩Σn is nearly a rectangle with dimension O(m−2)×
O(n−2). Now Lemma 5.2 in [67] implies that the expansion factor of unstable manifolds in Σm is
O(m), thus TMn∩Σm is a strip in Mm that completely stretched in the unstable direction and has
width O( 1
mn2
).
Thus one can now check that the transition probability of moving from Σn to Σm is
µ(Σm∩TMn)
µ(TMn)
=
c0
1
m2n2
1
n3
= c0
n
m2
,
where c0 = β −β−1 is the normalizing constant, such that
∑
m∈In
µ(Σm∩TMn) = µ(TMn).
More precisely, c0 solves
βn
∑
m=n/β
c0
1
m2n2
=
1
n3
.
Thus we have shown that this class of maps satisfy (A1). By Proposition 30, the map satisfies
condition (H2(a)). Thus Theorem 1-3 hold for this map.
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