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Abst ract - -We study block conjugate gradient methods in the context of continuation methods 
for bifurcation problems. By exploiting symmetry in certain semilinear elliptic differential equations, 
we can decompose the problems into small ones and reduce computational cost. On the other hand, 
the associated centered difference discretization matrices on the subdomains are nonsymmetric. We 
symmetrize them by using simple similarity transformations and discuss some basic properties con- 
cerning the discretization matrices. These properties allow the discrete pure mode solution paths 
branching from a multiple bifurcation point [0, Am,n] of the centered difference analogue of the origi- 
nal problem to be represented by the solution path branching from the first simple bifurcation point 
(0,/~I,1) of the counterpart of the reduced problem. Thus, the structure of a multiple bifurcation is 
preserved in discretization, while its treatment is reduced to those for simple bifurcation of problems 
on subdornains. In particular, we can adapt the continuation-Lanczos algorithm proposed in [1] to 
trace simple solution paths. Sample numerical results are reported. ~ 1999 Elsevier Science Ltd. 
All rights reserved. 
Keywords--Conjugate-gradient type methods, Continuation methods, Symmetry, Bifurcation 
problems, Finite difference approximations. 
1. INTRODUCTION 
We consider the semilinear elliptic differential equation 
Au + Af(u) = O, in f~ = [0, 1] x [0, 1], 
u = 0, on 0f~, (1.1) 
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where f is a smooth odd function ofu and satisfies f ' (O) . f " ' (O)  7t O. Since f(0) = 0, equation (1.1) 
has a trivial solution u --- 0. We are interested in an efficient algorithm for tracing solution curves 
which bifurcate from u - 0 at some critical value of the parameter A. Without loss of generality, 
we take a normalization of the function f (u )  so that f~(0) = 1. Thereafter, bifurcation points 
of (1.1) on the trivial solution curve are of the form (0, Am,n) with Am,n = (m2q-n2)Tr 2, m, n E N, 
as eigenvalues of the Laplacian -A .  The corresponding eigenfunctions are 
Um,n (x, y) = sin mlrx  . sin nlry, Un,m (x, y) ---- sin nlrx . sin mry.  (1.2) 
For m ~t n, the multiplicity of the bifurcation point (0, Am,n) is greater than one. At a double 
bifurcation point there are generically four nontrivial solution branches bifurcating from u -- 0 
(see [2]). Pure mode solution branches of (1.1) are those which have the same nodal line structure 
as the eigenfunctions in (1.2), respectively, while combinations of pure mode solutions are called 
mixed mode solutions, see [2,3]. 
Exploiting symmetries in differential equations are efficient techniques to reduce the com- 
putational cost in numerical solutions (cf. [2,3]). A more systematic approach which exploits 
symmetry via a group representation reduction is discussed by several authors, e.g., Allgower, 
Georg and Miranda [4], and F~sler and Stiefel [5]. For equation (1.1) Mei showed in [2] that 
a pure mode solution branch at a double bifurcation point (0, Am,n) can be represented in a 
subdomain ~1 := [0, 1/2m] x [0, 1/2n] as the solution curve of the following reduced problem: 
Au+#f(u)=O,  i n~ l= O, x O, , 
u = O, on x = 0 and y = O, 
cOu 1 1 
On O, on x ~m and y 2n 
(1.3) 
bifurcating at the simple bifurcation point (0,#1,1). Here the parameter A in (1.1) has been 
replaced by #, and/~k,~ are the eigenvalues of of the Laplacian -A  in (1.3). 
Suppose that we discretize both (1.1) and (1.3) by the centered ifference approximations. Due 
to the boundary conditions, the discretization matrix corresponding to the Laplacian in (1.3) is 
not symmetric but nearly symmetric. First, we derive some basic properties for the discretization 
matrices associated to the Laplacian in (1.1) and (1.3). Next, we show that the nearly symmetric 
matrix associated to the Laplacian in (1.3) is similar to a symmetric block tridiagonal matrix. 
Actually, it is very easy to implement the similarity transformation, since one only needs to 
change a few entries of the original matrix. Another characteristic of the coefficient matrices of 
linearized problems is that only the diagonal entries vary during the continuation of a solution 
curve. 
By incorporating the block elimination algorithm in [6] into the context of predictor-corrector 
continuation methods, we have two linear systems to solve simultaneously per Newton iteration. 
However, if the modified Newton's method is implemented in the corrector step, we need only 
solve one linear system after the first Newton iteration, see [7]. 
This paper is organized as follows. In Section 2, we briefly review a class of Conjugate Gradient 
(CG) type methods for continuation problems. Similar to the block Bi-Conjugate Gradient 
Algorithm in [8], we indicate that the Conjugate Gradient-Squared (CG-S) Algorithm [9] and the 
Bi-CGSTAB Algorithm [10] also can be implemented in a block version, which can be used to solve 
linear systems with multiple right-hand sides. The block CG-S Algorithm is described therein. 
By incorporating the techniques proposed by Brown and Walker [11], it seems that GMRES 
[12] can be used to solve linear systems as well as to detect singularities for our test problems. 
However, the theory of Brown and Walker cannot distinguish between a true singularity and 
failure of GMRES itself. Some basic properties concerning the discretization matrices associated 
to the Laplacian -A  in (1.1) and (1.3) are given in Section 3. In particular, these properties 
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show that the eigenvalue Am,n of the centered ifference analogue of (1.1) is equal to the first 
eigenvalue #1,1 of the counterpart of (1.3). From the result in [2], we know that the discrete 
pure mode solution paths of the former branching from a multiple bifurcation point (0, Am,n) can 
be represented by the discrete pure mode solution path branching from the simple bifurcation 
point (0, #1,1) of the latter. In Section 4, we show that the discretization matrix associated to 
the Laplacian -A  in (1.3) is similar to a symmetric matrix. Thus, the continuation-Lanczos 
method [1] becomes directly applicable. Our numerical results are reported in Section 5. 
2. A BR IEF  REVIEW OF THE CONTINUATION-CONJUGATE 
GRADIENT TYPE  ALGORITHMS 
We consider parameter-dependent problems of the form 
H(x,  A) = 0, (2.1) 
where H : R N x R --* R N is a smooth mapping with x E R N, A E R. We denote the Jacobian 
of H by DH = [DxH, DAH], and the solution curve c of (2.1) by 
c = {y(s) = (x(s), ;~(s)) I H(y(s)) = O, s e I}. 
Here I is any interval in R. Assume that a parameterization via arc length is available on c. 
Several well-known curve-tracking algorithms have been developed uring the past decade, e.g., 
the HOMPACK of Watson et al. [13]. Recently, Davidson [14] employed a preconditioned version 
of the recursive projection method in the context of continuation method for computing bifurca- 
tion scenario f large scale parameter-dependent problems. We will trace the solution curve c by 
predictor corrector continuation methods [7,15]. 
Let Yi = (x~, hi) E R g+l  be a point which has been accepted as an approximating point for 
the solution curve c. Suppose that the Euler predictor, i.e., 
Zi+l,1 = Yi + 5iui (2.2) 
is used to predict a new point Zi+l,1. Here/ii > 0 is the step length, and ui is the unit tangent 
vector at Yi, which is obtained by solving the linear bordered system 
[ DxH(Y i ) r~H(Y i )  ] . ui = [~ ] (2.3) 
with some constraint vector ri E R N+I. The accuracy of approximation Zi+l,1 to the solution 
curve must be improved via a corrector process. Typically, either Newton's method or modified 
Newton's method is chosen as the corrector. As mentioned frequently in the engineering literature, 
the latter is used only when very expensive function evaluations are involved. In this case, the 
following linear system 
1 u{ wj = , j = 1,2, . . .  (2.4) 
is solved, and we set zi+l,j+l = zi+l,j +wj ,  j = 1, 2 , . . . .  If Yi lies sufficiently near c, this modified 
Newton's method will converge if the step size 5i is small enough. 
For simplicity, we rewrite equations (2.3) and (2.4) as 
where p, q, f E R N, and % g E It. The effect of different choices of the constraint vector [qT ~] 
has been studied by Irani et al. [16]. We consider the following block elimination algorithm [6,15]. 
ALGORITHM 2.1. BLOCK ELIMINATION. 
Step 1. Solve Av = p and Aw = f . 
Step 2. Compute A = (g - qTw) / (~ -- qTv). 
Step 3. Compute x -- w - ;~v. 
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From (2.3) and Algorithm 2.1, it is obvious that we need only solve one linear system Ax = b to 
obtain the tangent vector u~. We treat the following two cases eparately: 
(a) the matrix A is symmetric; 
(b) A is nonsymmetric. 
In the symmetric ase, the Lanczos-Galerkin projection algorithm proposed in [17,18] can be 
used to solve linear systems as well as to detect simple and multiple bifurcation points along 
solution curves of (2.1). More precisely, we use the continuation-Lanczos algorithm [1] to solve 
the first linear system in the first Newton iteration, and save the Lanczos generated vectors. 
Then we use the Lanczos-Galerkin projection method to approximate solution of the second 
linear system. If the approximate solution obtained in this way is not accurate nough, it can be 
improved by starting a new Lanczos process from the current approximation. Saad [18] showed 
that this procedure isequivalent to the block Lanczos algorithm [19,20]. By repeating the process 
described above, we can solve subsequent linear systems after the first Newton iteration. If A is 
nonsymmetric, both the Block Conjugate Gradient-Squared (B CG-S) and the Block Bi-CGSTAB 
(B Bi-CGSTAB) Algorithms are appropriate for solving the two linear systems imultaneously 
in the first Newtion iteration. After the first iteration, we can use either the CG-S or the Bi- 
CGSTAB Algorithm to solve each single linear system. Note that the former and the latter have 
been implemented in [21] and in [21-23], respectively. We consider the following linear systems 
of equations with multiple right-hand sides: 
AX = B, (2.6) 
where the matrix A 6 R NxN is nonsingular and nonsymmetric, and B E R NxS. 
Let K be any preconditioning matrix. Similar to the preconditioned CG-S Algorithm in [9], 
we have the following preconditioned block CG-S Algorithm. 
ALGORITHM 2.2. PRECONDITIONED BLOCK CGS ALGORITHM. 
X (°) is an initial guess, R (°) = B - AX(°); 
6 R Nx8 is arbitrary such that - (/~(°)) TR(0) # O 6 R '×s, ~(o) 
e.g., /~(o) = R(0); 
p(O) = ls ,  p(O) = Q(o) = O E RNXs; 
For i = 1,2,3,. . . ,  do 
T 
p(0 = (/~(0)) R(,-I); 
= p(o 
U = R(0 + Q(~-I)/~; 
p(O = v + (Q(~-I) + P(~-~)Z) Z; 
Solve Y from KY = p(0; 
V = AY; 
a = p(0 (o) V ; 
Q(o = U.  Va; 
Solve Z from KZ = U + Q(0; 
X (0 = X (~-1) + Za; 
if X (0 is accurate nough then quit; 
R(0 = R (i-t) - AZa;  
end 
The preconditioned block B i -CGSTAB Algorithm can be derived in a similar way and will 
not be given here. However, both of the CG-S and the Bi-CGSTAB Algorithms cannot be used 
to detect bifurcation points along solution curves of (2.1). The drawback may be overcome by 
using the well-known GMRES together with the techniques proposed by Brown and Walker [11] 
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which we briefly describe as follows. For convenience we choose s = 1 in (2.6) and replace the 
right-hand side B by b. The GMRES starts with an initial approximate solution x0 and initial 
residual ro - b - Axo. The Gram-Schmidt process is then used to build an/2-orthonormal basis 
{v~,. . . ,  v~} for the k th Krylov subspace/C~ = span {r0, Aro , . . . ,  Ak-~ro}. We denote the k th 
approximate solution by xk = x0 + zk, where zk solves 
min lib - A(xo  + z)H = min [Iro - Azll. 
zEK~k z~K~, 
(2.7) 
ALGORITHM 2.3. GMRES.  
1. Start: choose initial guess x0 and compute ro = b - Axo, set v~ = ro//3, where ~ = ]lr0]]; 
2. Iterate: for j = 1, 2 , . . . ,  k , . . . ,  until satisfied do 
hij -- (Avj ,  vi), i = 1, 2 , . . . ,  j ,  
J 
¢;j+1 = Avj  - E hijvi, 
i----1 
= I1  + 11, 
v3+1 = ~j+l/h3+ld; 
3. Form the approximate solution xk = x0 + zk, where zk solves (2.7). 
Let Hk E R k×k be the upper Hessenberg matrix obtained from Step 2 of Algorithm 2.3. 
Moreover, let /~rk E R (k+l)xk be the matrix whose nonzero entries are the same as those of Hk 
except for an additional row whose only nonzero entry is hk+l,k in the (k + 1, k) position. Let 
Vk E R nxk be the matrix defined by Vk = [Vl,. • •, vk]. Note that the vectors v~ and the matrix Hk 
satisfy the following relation: 
AVk = Vk+l[-Ik. 
If we set z = Vky, the least squares problem (2.7) can be written as 
min [[r0 - Az[[ = min [[By1- AVky[[ = min [[Vk+l ( /3e l -  HkY)H = m~n N/3el - HkY[I • (2.8) 
zE/Ck Y Y 
Thus, in practice, Step 3 of Algorithm 2.3 should be replaced by the following. 
3'. Form the approximate solution: xk = Xo + Vkyk, where Yk minimizes (2.8). 
To maintain orthogonality of the vectors V l , . . . ,  vk, one can use the modified Gram-Schmidt 
process or, respectively, Householder transformations to construct an orthonormal basis for the 
Krylov subspace/Ck. As indicated in [11], sound GMRES implementations in general produce 
well-conditioned Vk. Since one of our aims is to detect singularity of the coefficient matrices A 
in curve-tracking, we have to monitor the conditioning of AVk = Vk+l[-Ik. This can be done by 
performing a QR factorization on AVk = QkRk,  where Qk E R nxk has orthonormal columns and 
Rk E R k x k is upper triangular. All we need to do is to reduce the upper Hessenberg matrix Hk 
to an upper triangular matrix Rk. That is, we use Givens rotations J1,. •., Jk to obtain 
= 
where Qk = Vk+lJ1 x . . .  Jkn-(Ik,O) T is implicitly defined. If the orthonormal basis for /Ck is 
constructed such that vkHvk = Ik, we have ~2(Rk) = n2(AVk) = n2(Ak) _< ~2(A), where 
Ak -- A [~:k. In practice, we monitor the conditioning of Rk with incremental estimates. We refer 
to [11,24] for more details. 
The linear solvers mentioned above can be incorporated in the context of continuation algo- 
rithms to trace solution curves of certain bifurcation problems. Similar discussions can be found 
in [1,16,21,23,25]. 
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3. SYMMETRY PROPERT IES  IN  D ISCRET IZAT IONS 
We recall that in [1] the simple Lanczos method is used to handle simple bifurcation points 
of certain semilinear elliptic eigenvalue problems, while the band (or block) Lanczos method is 
exploited to treat multiple bifurcations. In this section, we study some symmetry properties 
in discretization of the Laplace operator with uniform meshsize. These properties how that 
the eigenvalue Am,n of the centered difference analogue of (1.1) is equal to the first eigenvalue 
#1,1 of the counterpart of (1.3). It follows from [2] that the discrete pure mode solution path 
branching from the bifurcation point (0, Am,n) of the former can be represented by the discrete 
pure mode solution path branching from (0, #1,1) of the latter. By doing this, large amounts of 
computational cost can be saved. Furthermore, only the simple Lanczos method is required to 
treat simple bifurcations. We will exploit these properties in our numerical implementations, see 
Section 5. 
3.1. One-D imens iona l  P rob lems 
We consider the one-dimensional linear eigenvalue problem with homogeneous Dirichlet bound- 
ary conditions 
u"(x) + Au(x) = 0, x e [0, 11, 
u(0) = u(1) = 0. (3.1) 
The eigenpairs of (3.1) are 
A n ---~ ~%27r 2, 
un(x) = sinn~x, n = 1,2,3, . . . .  
Let m be any fixed positive integer. We restrict problem (3.1) in the interval [0, (1/2m)] 
w"(x) + ~w(x) = 0, x ~ 0, , 
:0  
(3.2) 
2 -1  ] 
-1  2 -1  
AN = "'. ".. ".. e R NxN, (3.5) 
-1 2 1 
-1 2 
Here the function u and the parameter A have been replaced by w and #, respectively. The 
eigenpairs of (3.2) are 
#p = (mpTr) 2, 
wp(x) = sin(mprx), p ---- 1, 3, 5 , . . . .  
d u It is obvious that the spectrum of the second-order differential operator -~-7~ in (3.2) is a subset 
of the one in (3.1), i.e., 
A {#p}~°= 1 C { n}n---1, (3.3) 
in particular, 
Am = #1. (3.4) 
d 2 We are interested in how these properties are preserved in the discretizations of -dx-'~ in (3.1) 
and (3.2) with the central difference approximations and the uniform meshsize h = 1 / (N  + 1) 
for some positive integer N. First, we consider the case m -- 1 in (3.2). The more general case 
will be treated later on. Let AN E R NxN and BK E R KxK be the discretization matrices 
d u corresponding to - ~ in (3.1) and (3.2), respectively. Then 
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and depending on whether x = 1/2 is a meshpoint or not, we have 
2 -1 ] 
-1 2 -1 
BK = "'. ".  "'. E I:t KxK, 
-1 2 1 
fo rK -  (N+I )  2 (3.6) 
or 
2 -1 ] 
-1 2 -1 
BK -- "'.  "'. "'. 
-1 2 1 
-1  1 
Here the term 1/h 2 is omitted in (3.5)-(3.7). 
E R ~×K, for K = --.N (3.7) 
2 
It is well known that the matrix AN is symmetric 
and positive definite. Moreover, the eigenpairs of AN are (see, e.g., [26, p. 440]) 
Xp=4sin 22(N+1)  =2 1 -cos  
Up = sin ~-~,  sin N +------1"'" sin ~- -~ j  , 
p = 1,2. . . ,N,  (3.8) 
p = 1,2, . . . ,N.  (3.9) 
In the following, we will replace N by 2N + 1 if x 
x = 1/2 does not belong to the set of meshpoints). 
Let 
2 /= C~[0, 11 := {u E C2[0, 
and Z := {I, S} be a two-element group generated 
-- 1/2 is a meshpoint (respectively, by 2N if 
1][ u(0) = u(1) = 0} 
by the reflection 
S: x - - - * l -x .  (3.10) 
Action of the reflection S in 2/is defined as 
s(u(x) )  := u(sx) ,  for e 2/, x e [0,1]. 
The fixed-point subspaee of ~ on 2/, denoted by 2/r., is 
X r ' :={uEC2[0,1]  ISu=u,  u (0)=u(1) - -0} .  
Let a(A) denote the spectrum of the matrix A. 
LEMMA 3.1. Let the matrices AN and BK be defined as in (3.5)-(3.7), respectively. Then 
1. a(BK) C a(AN); 
2. the minimum eigenvalue of BK is equal to the minimum eigenvalue of AN. 
PROOF. Since the even and odd parities of N lead to different matrices Bk in (3.6) and (3.7), 
we examine these two cases eparately. 
CASE I. The number of meshpoints in [0, 1] is even. 
Let G := {xl ,x2, . . .  ,X2N} be the set of interior meshpoints on [0, 1] with xi = i /(2N + 1), 
i = 1, 2, . . . ,  2N and x = 1/2 ¢ G. Let U = [U1, U2,..., U2N] T E R 2N be the vector associated 
with the eigenfunction u(x), i.e., Ui = u(xi), i = 1, 2,. . . ,  2N. By (3.10) the induced action of S 
in R 2N is 
SU = [U2N, U2N-,, . . . ,  U,] T. (3.11) 
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The fixed-point subspace of the group ~ in R 2N is a N-dimensional subspace given by 
(R2N) ~" := {U E R 2N [SU = U} 
= {v  e R ~N I u = [u,, . . . ,UN,UN,.. . ,  U~] T } 
= span {~, i = 1 , . . . ,N} ,  
where ~i :-- ei + e2N+l-i, i = 1,..., N, and ei is the standard i th unit vector in R 2N. Obviously, 
an element U in (R2N) ~" has the property 
Ui = U2N+I-i, i = 1 , . . . ,  N 
and can be identified with 0 := [U1,...,  UN] via the transformation 
Here and in the sequel, 
MN ~ 
1 
For any U E (R2N)  ~', simple calculations show 
A2NU= MNBNMN U= 
1] 
C= I~ NxN.  
where BN is defined as in (3.7). On the other hand, any element U in R 2N can be decomposed 
as  
= ½(I + s)u + ½(I- s)u, (3.12) U 
where S E ~ is the reflection in (3.11). Define 
V:=[INMN]U, W:=[In -MN]UER N, 
One can verify directly that 
(I + S)U= ~ MN 
and 
1 
Substituting these into (3.12) yields 
Let 
for all U E R. 2N . 
1 
1 [IN IN ] and Q:=v~T. 
T := ~ MN --MN 
o 
MN ] U, 
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We rewrite A2N as 
A2N = 
2 --1 
--1 2 --1 
".. *,. " ,  
",. ",o 
-1 
_ 
-"  AN J 
-1  
2 
+ 
-1  
- I  
2 
- I  
- I  
2 - I  
' .  *.. ".. 
",, ' , ,  
- I  
-1  
2 
with AN defined as in (3.5). Note that Q is orthogonal, i.e., QT = Q-1. We derive from the 
orthogonal transformation 
-42N := QTA2NQ 
1 [AN--MNeleTN -- eNe'~MN+MNANMN 
= -2 [AN+MNeleTN eNe~MN--MNANMN 
AN -- MNeleTN + eNeT1MN -- MNANMN 1 
AN + MNeleTN + eNeTI MN + MNANMN J " 
and the simple facts 
AN = MNANMN, eNeTMN = MNexeTN =eNeTN = diag(0 , . . . ,0 ,1)  
the equality 
where 
0 AN +eNe'[MN =: BN ' 
(3.13) 
iON = [ 2 -1  1 2 -1  " .  ".. " ,  
-1  2 
-1  
E R NxN 
-1 
2 
d 2 is the discretization matrix associated to -~'~x defined on [0, 1/2] with Dirichlet boundary con- 
ditions u(0) -- u(1/2) -- 0, and the special grid points x~ = (i /2N + 1), i = 1 ,2 , . . . ,  N. 
From (3.11), it follows that a(A2N) = a(BN) (J a([3N). To see that the smallest eigenvalue of 
A2N is in a(BN), we note that 
BN = BN + 2 diag (0 , . . . ,  0, 1). 
Thus, xT BN x = xT BN x + 2X2N, for all x = [Xl,... ,XN] T ~. R N. This implies that the smallest 
eigenvalue of BN is less than the counterpart of/3N, in other words, 
min a(BN) = min a(A2N). 
CASE II. The number of meshpoints in [0, 1] is odd. 
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Let G = {xl, x2, . . .  ,XN+I,... ,X2N+I}, where XN+l = 1/2. The induced action of the reflec- 
tion S in R 2N+l is 
SU = [U2N+I, U2N,..., U2, U1]. 
Similarly as before, for any U E R 2N+1 we define V E R 2n with 
Vi := Ui + U2N+2-i, VN+I+i := Ui - U2N+2-i, i = 1, 2 , . . . ,  N + 1. 
Then 
1 'o] 1 V. 
V= [ ( I+S)U+( I -S )U]= ~ LMN 0 --MNJ 
Let 
1 0 . 
T:= ~ [.MN 0 --MN 
We have U = TV. This corresponds to a change of the coordinate U to V. The inverse of T is 
F': ° 
T -1 = 2 . 
[.IN 0 --MN J 
Rewriting A2N+I as 
A2N+I = --e/~ 2 --el -r , 
0 --el AN 
we derive from the similarity transformation T-1 AT that 
A2N+I := T-1A2N+IT 
rAN + MNANMN 
= 1 [ -2  (eft +eT1MN) 
2 [AN -- MNANMN 
--eN -- MNel 
4 
--eN + MNel 
AN -- MNANMN ] 
2( -e~ + eT MN) I" 
AN + MNANMN J 
Since MNANMN = AN, e~MN = e/~, and MNel = eN, we have 
2~2N+1 = 
AN --eN [ 0 
-2e  2 I o 
+ 
0 0 [ AN 
BN+I 0 ] 
:= 0 AN ' 
where BN+I is defined as in (3.6). Now it is clear that cr(A2N+l) ----- ~r(BN+I) Ucr(AN). Since AN 
is a principal submatrix of BN+I, it follows from Cauchy's Interlace Theorem [19, p. 411] that 
the minimum eigenvalue of ,A2N+I lies in BN+I. | 
Now we consider the general case m > 1 in (3.2). This amounts to reducing the meshsize and 
increasing the order of the matrix AN in (3.5). 
THEOREM 3.2. Let m, M be two integers with M = m(N + 1) - 1. Define the matrices AM, 
AN, and BK as in (3.5), (3.6), and (3.7), respectively. Then 
1. a(BK) C a(AM); 
2. min a( B K ) = Am, i.e., the minimum eigenvalue o[ BK is equal to the mth eigenvaJue of 
AM. 
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PROOF. By (3.8), the eigenvalues of AM are 
Ap = 4 sin 2 pTr 
2(M + 1)' p = 1 , . . . ,M .  
Denote eigenvalues of the matrix AN by Aq, q = 1, . . . ,  N. Similarly, from (3.8) we have 
),q = 4 sin 2 qlr 
2(N + 1)' q = 1 , . . . ,Y .  
Obviously, 
Aq = Amq, q = 1,...,N, 
i.e., a(AN) C a(AM). Thus our conclusion follows directly from Lemma 3.2. 
3.2. Two-D imens iona l  P rob lems 
In this section, we will show that the results described above hold for two-dimensional problems 
as well. Suppose that both (1.1) and (1.3) are discretized by the centered ifference approxima- 
tions with the same uniform meshsize h = 1/(N + 1) on the x- and y-axis, respectively. Let 
= (xi, yi) l x ,=  N+I '  y j=  N~- I '  i , j= l , . . . ,N  
be the set of interior meshpoints on [0, 1] 2. There are four cases for the discretization matrix 
associated to -A  in (1.3), namely, 
1. (N ÷ 1) is divisible by 2m and 2n, say (N + 1)/2m = K, (N + 1)/2n = L; 
2. (N + 1) is neither divisible by 2m, nor by 2n; 
3. (N + 1) is divisible by 2m, but not by 2n; 
4. (N + 1) is divisible by 2n, but not by 2m. 
Without loss of generality, we consider Case (i). Let ,4 E R N2xN2 and/~ E R KLxKL be the 
discretization matrices corresponding to -A  with the boundary conditions in (1.1) and (1.3), 
respectively, where 
I .AN --IN ] 
--IN AN --IN 
= "'. "'. "'. E R N'xN2 (3.14) 
--IN AN --IN 
--IN ]IN 
with 
and 
4 -1 1 -1 4 -1 
~IN = ".. ".. ".. E R NxN 
-1  4 -1  
-1  4 
BK -IK 
"°. ".. ",, 
-IK BK -IK 
-2IK BK 
E pJ~LxKL (3.15) 
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with 
41 1 -1  4 -1  
BK = ".. ".. ".. E R KxK. 
-1  4 1 
-2  4 
Let (An,q, Up,q), 1 < p, q <_ N, and (ukj, Vkj), 1 _< k < K, 1 < l < L be the eigenpairs of 
and/}, respectively. Furthermore, denote the eigenpairs of the matrix BK in (3.6) as (vk, Vk), 
1 < k < K. The following results are shown in [27]. 
LEMMA 3.3. Let AN, BK, A, and B be the matrices defined in (3.5), (3.6), (3.12), and (3.13), 
respectively. We have 
1. A=IN®AN+AN®INand 
Ap,q = Ap + Aq, 
l <p,  q<N,  l < i ,  j<N,  
u,,,q(x,, yj) = uq(y ) . 
where Ap and Up are defined in (3.8) and (3.9); 
2. B = BL ® IK + IL ® BK and 
uk,t = ~'k + ut', 
l< i ,  k<K,  l<_j ,  I<L ,  
Yk,~(x~,u~) = y : (y j ) ,  yk(x,), 
where ( v~ , V~* ), 1 < l <_ L are the eigenpairs of B L which has the same form as B K except 
that it is of the order L. 
REMARK. If we denote a matrix of the form (3.7) by B~ (respectively, B~), then the other three 
possible xpressions for/~ are 
B'L ® IK + IL ® BK, BL ® IK + IL ® B'K, and B'L ® IK + IL ® B'K. 
THEOREM 3.4. For the matrices fi and [~ defined as in (3.12) and (3.13), we have A(B) c A(A), 
in particular, Vl,1 = Am,n. 
PROOF. From Theorem 3.2, we have 
c_ N {Ap}p=l, {"t*}~=l C_ {Ap}p=l, (3.16) 
moreover, 
v, = m~n.k = Am, v[ --- turin.l* = An, (3.17) 
where Am and An denote the mth and the n th eigenvalue in {Ap}pN__l . From Lemma 3.3 and (3.15), 
we have 
The remainder of the theorem is clear. | 
4. SYMMETRIZAT ION OF THE D ISCRET IZAT ION MATRICES 
The central difference analogue of (1.3) can be written as 
H(U, A) = .BU - Ah2f(U) -- 0, (4.1) 
where B is defined as in (3.15). The Jacobian DH --- [DuH, D:,H] of H is given via 
DuH= B - Ah2diag (f'(U1),... , f '  (UN2)), (4.2) 
and 
D~H = -h  2 [f(Vl),.. •, f (UN2)]T. 
It is evident that only the diagonal entries of DuH change as U varies. Moreover, it is the 
boundary conditions that makes the matrix/~ unsymmetric, though nearly symmetric. We will 
symmetrize/~ with a simple transformation sothat the continuation-Lanczos algorithm proposed 
in [1] can be applied to trace solution branches of (1.3). 
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LEMMA 4.1. The matr/x ]~ defined in (3.15) is similar to the symmetric block tridiagonal matrix 
= 
BK --IK 
-- Ig BK 
- IK  
[~g --V~IK 
--V~IK BK 
E R KLxKL 
with 
4 -I 
-I 4 
• " ?1 "• --1 -1  4 - E R KxK  . 
PROOF• Let D=diag(~l,...,~K, ~l,...,6g, ..., ~1,...,6K, 71,...,'yK) with 
Y 
1, for i=  l , . . . ,K -1 ,  -~-, fo r i= l , . . . ,K -1 ,  
~fi := v~ and ~i := 
-~-, for i = K, 1 
2' fo r / - -  K. 
One may readily verify that DBD -1 = [~. 
The linear systems associated to (1.3) is 
- Ah2f (U)0  u = b, (4.3) 
where J3 is defined as in (3.15), and b E R KL.  It follows from Lemma 4.1 that (4.3) is equivalent 
to 
D -1 (B  - Ah2Df ' (U)D -1)  Du = b. (4.4) 
Hence, solving 
[1 - Ah2Df ' (U)D -1)  v = Db 
via the symmetric Lanczos method and setting u = D- iv ,  we obtain the solution of (4.4). 
(4.5) 
5. NUMERICAL  EXAMPLES 
The numerical methods described above were implemented to trace solution branches of certain 
semilinear elliptic eigenvalue problems with various nonlinearities f(u). All of our computations 
were executed on an IBM RS/6000 SP2 machine with High Performance Fortran Compiler and 
with 64 bit IEEE arithmetic at National Chung Hsing University• In the following, we present 
three examples• 
EXAMPLE I. The eigenvalue problem 
Au+As inhu=0,  inft= [0,1] 2 , 
(5.1) 
u = O, on 0f/ 
describes a model for the equilibrium of a set of point vortices or a guiding-center plasma in the 
domain f/, see e.g., [28]. Equation (5.1) has been used as a test model for various continuation 
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Table 1. Sample result for Example 1, h = 0.025, e = 5 • 10 -7,  tol = 5 • 10 -9 ,  using 
the symmetr ic  Lanczos method.  
# MAXNORM NCS dim(Tj )  81 ~2 NCI 
19.68753 .90228E - 01 1 54 .62157E - 06 .12831E + 08 2 
19.68723 .94992E - 01 2 51 - .22345E - 05 .54595E + 02 2 
19.67475 .14263E + 00 10 45 - .33048E - 04 .12813E + 02 2 
19.62258 .22834E + 00 28 43 - .10868E - 03 .98936E + 01 2 
19.52968 .32352E + 00 39 39 - .22254E - 03 .56502E + 01 2 
18.93309 .66562E + 00 51 38 - .87247E - 03 .51774E + 01 3 
16.46647 .14284E + 01 77 36 - .42294E - 02 .46788E + 01 3 
Table 2. Sample result for Example 1, h = 0.025, e = 5 • l0 -7 ,  tol = 5 • 10 -9 ,  using 
the symmetr ic  Lanczos method.  
]~ MAXNORM NCS dim(Tj  ) 01 ~2 NGI 
48.99298 .14071E - 01 1 52 .13144E - 04 .60396E + 06 2 
48.99221 .14730E - 01 2 55 - .27367E - 05 .29007E + 07 2 
48.99035 .15388E +00 3 51 - .18630E - 04 .32729E + 02 2 
48.95321 .19976E + 00 10 45 - .13391E - 03 .10617E + 02 2 
48.89560 .23864E + 00 16 45 - .24280E - 03 .11222E + 02 2 
48.07456 .50173E+00 37 41 - .12798E - 02 .63475E + 01 3 
43.29698 .12049E + 01 57 36 - .75478E - 02 .46699E + 01 4 
Table 3. Sample result for Example  2, h = 0.05, s = 5 .  10 - s ,  tol = 5 .  10 -1°  , 
[[d[[c~ = 5 .10  - ° ,  A1 ~ 38.92683, us ing the symmetr ic  Lanczos method.  
# MAXNORM NCS dim(Tj  ) 81 ~¢2 NCI 
38.92546 .16188E - 01 1 30 - .10268E - 05 .76014E + 07 2 
38.92234 .30977E - 01 3 26 - .12502E - 04 .12487E +06 2 
38.84458 .13385E + 00 10 28 - .32670E - 03 .19151E + 05 3 
37.79991 .50053E + 00 22 29 - .48834E - 02 .31109E + 04 3 
34.51676 .10236E + 01 38 30 - .21939E - 01 .35481E + 03 4 
29.15678 .16177E + 01 60 31 - .53706E - 01 .14441E+03 4 
22.55311 .22853E + 01 86 32 - .10183E + 00 .75824E + 02 3 
methods  in  the  l i te ra ture  (cf. [1,21]).  To  t race  the  so lu t ion  branch  o f  (5 .1)  b i fu rcat ing  a t  (0, ~1,1),  
we  fo l low the  f i r s t  so lu t ion  curve  o f  the  fo l low ing  reduced  prob lem:  
Au+#s inu=0,  in f l l  = 0, , 
u = 0, on  x = 0 and  y = 0, 
Ou 1 1 
0-~=0'  onx=~andy= 
b i fu rcat ing  a t  (0, ]21,1 ). For  s teps ize  h = 1 /40 ,  D~H is a b lock  t r id iagona l  mat r ix  o f  o rder  
400  x 400.  A s imp le  b i fu rcat ion  po in t  is detected  numer ica l ly  a t  ~ ~ 19 .68753,  see  Tab le  1 for  
more  deta i led  numer icM resu l t s .  The  so lu t ion  curve  branch ing  fo rm (0, #1,1)  is s imi la r  to  the  one  
g iven  in  Example  2 and  is not  g iven  here .  
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Figure 1. Contour of the solution curve bifurcating at (0, ~1) ,  where  A ~ 38.92479. 
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Figure 2. Solution curves bifurcating at (0, ,~2) = (0,)~3). 
To trace the solution branch of (5.1) bifurcating at (0,)t2,1) , we  restrict the problem to the 
domain ~2 := [0, 1/4] x [0, 1/2] and impose the boundary conditions 
u -- 0, on x = 0 and y -- 0, 
Ou 1 1 
0--n=0' onx=~ andY=2.  
Thereafter, we follow the solution curve bifurcating at (0, #1,1). Here DxH is a 200 x 200 matrix. 
Our sample result is shown in Table 2. A bifurcation point is detected at/~ .~ 48.99221. The 
above numerical results show that these bifurcation points are pitchfork and subcritical. 
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Figure 3. Contours of the solution curves bifurcating at (0, A2) -- (0, A3). 
EXAMPLE 2. Consider the nonlinear eigenvalue problem 
Au + A sinh u = 0, in f/, 
~z = O, on  cgf~, 
(5.2) 
where f/is the region bounded by the two concentric squares with outer vertices (0, 0), (1,0), 
(1,1), (0, 1) and inner vertices (0.45, 0.45), (0.55, 0.45), (0.55, 0.55), (0.45, 0.55), respectively. In 
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Figure 4. Contours of the secondary solution curves branching from the pure mode 
solutions. 
other words, f~ = [0, 1] 2 \ [0.45, 0.55] 2. We discretize (5.2) by the centered ifference approx- 
imations with uniform meshsize h = 0.05 on the x- and y-axis, respectively. Note that the 
discretization matrix is symmetric. Thus, the continuation-Lanczos algorithm can be used to 
trace solution curves of (5.2). 
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Figure 5. The first two solution curves of the yon KtixmSm equations. 
Table 4. Sample result for Example 3, AI,1 = 39.397305, h = 0.05, e = 1 • 10 -4, 
Hd[Ioo = 5 .10  -7,  tol = 5 .10  -9,  using GMRES, dim/Cm -- 200. 
A MAXNORM NCS s2 NCI 
39.397305 .116760E - 01 1 .736420E + 07 2 
39.408608 .136521E + 00 2 .787772E + 07 2 
39.437236 .156273E + 00 3 .553943E + 07 2 
40.011194 .407485E + 00 16 .257412E + 05 1 
40.490651 .536155E + 00 26 .714320E + 06 2 
41.029257 .650523E + 00 35 .570467E + 06 2 
41.591400 .751745E + 00 42 .509299E + 06 1 
42.710983 .918167E + 00 51 .236803E + 06 2 
Table 5. Sample result for Example 3, A2,1 = 61.331024, h = 0.05, e = 1 • 10 -4,  
Ildlloo = 5 .10  -7,  tol = 5 .10  -9,  using GMRES, dim/Cm = 200. 
A MAXNORM NCS ~2 NCI  
61.331024 .533743E - 01 1 .485119E + 05 2 
61.340370 .730605E - 01 2 .411362E + 07 3 
61.365603 .927795E - 01 3 .638468E + 05 2 
61.500816 .169826E + 00 7 .502047E + 05 2 
61.698316 .243229E + 00 I I  .544654E + 05 3 
62.005948 .324807E + 00 18 .287112E + 06 3 
62.862790 .484609E + 00 30 .621424E + 06 2 
63.239524 .541066E + 00 37 .750700E + 05 1 
63.855407 .622135E + 00 45 .925987E + 05 2 
The first bifurcation occurs at (0, At) ~ (0, 38.92683). Table 3 shows our numerical result. 
Figure 1 portraits the contour of this solution curve at A ~ 38.92479. The second is a double 
bifurcation point which occurs at (0, A2) = (0, As) ~, (0, 52.71406), where four solution curves 
branch from there, see Figure 2. Figures 3a and 3b show the contours of two of these four 
solution curves at A ~, 52.71169 and 52.71126, respectively. The nodal set of the former consists 
of the line segments joining (0.0, 0.5), (0.45, 0.5), and (0.55, 0.5), (1.0, 0.5), while the counterpart 
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of the latter consists of the line segments joining (0.0, 1.0), (0.45, 0.55) and (0.55, 0.45), (1.0, 0.0). 
The contours of the other two solution curves may be obtained by rotating Figures 3a and 3b 
(counter) clockwise through 90 degrees. Furthermore, we observe that a secondary bifurcation 
point is detected at A ~ 22.61983 on each of the pure mode solutions (viz. Figure 3a). Figures 4a 
and 4b show the contours of each of these two secondary solution curves. 
EXAMPLE 3. We consider the von K~rm£n equations with simply supported boundary condi- 
tions [22] 
02w 
A20J -{- ~-~x 2 = If, w], 
1 (5.3) 
A2f  = -~[w,w] ,  in f~ = [0,112, 
f = A f  = 0, w = Aw = 0, on 0~.  
We discretize (5.3) by the s tandard  13 point centered difference approx imat ions with uniform 
meshsize h = 0.05 on the x- and y-axis, respectively. Tables 4 and 5 show that  the first two bifur- 
cat ion points of the von K£rm~n equations are detected at A = 39.408608 and at A = 61.340370, 
respectively. F igure 5 depicts the first two solut ion curves of the von K~rm£n equations. 
The following notat ions are used in Tables 1-5, where Tj E R j× j  is the tr id iagonal izat ion of
the coefficient matr ix  A generated by the symmetr ic  Lanczos method.  
NCS: 
g: 
81: 
t~2: 
tol: 
NCI: 
MAXNORM:  
ordering of continuation steps. 
accuracy tolerance in Newton corrector. 
minimum eigenvalue of Tj. 
the two-norm condition number of Tj (respectively, Ak). 
stopping criterion for CG type methods. 
number of corrector iterations per continuation step. 
maximum norm of the approximating solution. 
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