Introduction
We consider the following problem:
where Ω ⊂ R n is an open bounded domain with sufficiently regular boundary (n ≥ 3), ε > 0 is a real number and F ∈ C 2 (R) is a real function which satisfies the following assumptions:
(i) F is even, (ii) 0 is a local maximum for F , with F (0) = 1 and F (0) < 0, (iii) F (R) ⊂ R + and F vanishes at (and only at) 1 and −1, (iv) ∃a > 0 ∀t ≥ 1, F (t) ≥ a, (v) ∃p ∈ ]2, 2 * [ ∃b, c ≥ 0 ∀t ∈ R, |F (t)| ≤ b|t| p−2 +c (here 2 * = 2n/(n − 2)).
Let us remark that from (iii) it follows that F (1) = F (−1) = 0. Moreover, since F is even and continuous, we see from (ii) and (iii) that 
An example of a function F satisfying (i)-(v) is
where 0 < α < 2 * − 2 = 4/(n − 2).
Problems like (P ), with small ε, are used to model some phase transition problems.
We shall prove (see Property 2.5) that the solutions of (P ) correspond to critical points of the functional defined on the Sobolev space H 1 (Ω) by
Some related results are due to Modica and Mortola ( [11] , [12] ) who studied the asymptotic behaviour of minimum points of functionals of type E ε as ε → 0. Let us also mention the work of Passaseo ([14] ) who first considered the existence of critical points of such functionals which are not minimum points.
In this paper we shall prove the existence of critical points of E ε using Morse theory. Since they may a priori be degenerate, standard Morse theory cannot be applied directly and we shall use its generalization recently developed by Benci and Giannoni in [2] . Apart from giving multiplicity results, the use of Morse theory allows us to find estimates on the size of the "phase transition zone". More precisely, if u is a critical point of E ε and α ∈ ]0, β[, the "phase transition zone" of u is defined by
i.e. the part of Ω on which u assumes values near zero.
Roughly speaking, we prove that for any fixed α < β and j ∈ N, as ε → 0, all critical points u of E ε whose restricted Morse index is less than j (see Definition 2.1) tend to concentrate their values outside ]−α, α[. More precisely, we have the following result: Theorem 1.1. For fixed α ∈ ]0, β[, let ε, l be positive numbers, u a critical point of E ε having restricted Morse index m(u), and N (u, l) the greatest number of disjoint open n-dimensional hypercubes of side l which can be contained in Γ α (u). There exists a nonincreasing infinitesimal sequence (k j ) j≥1 such that, if ε < lk j , then N (u, l) ≤ m(u)/j. Moreover, for fixed j ∈ N and l > 0, there exists an ε 0 > 0 such that for all ε < ε 0 and any critical point u of E ε satisfying m(u) ≤ j, we have N (u, l) = 0. Theorem 1.1 is a restatement of Theorem 4.3 and Corollary 4.6. Its proof is given at the end of the last section.
The article is organized as follows. In Section 2 we derive some properties of the functional E ε . In Section 3 we give a short presentation of the generalized Morse theory and we show how our functional relates to it. In Section 4 we state our main results. Finally, we give the proof of these results in Section 5.
In Lemma 4.1 we will compute the large and restricted Morse index of u 0 . Remark 2.3. Since E ε is an even functional, dE ε is odd and d 2 E ε is even.
Thus if u ∈ H 1 (Ω) is a critical point of E ε different from u 0 , then also −u is a critical point and moreover
. So u and −u have the same restricted and large Morse index.
Next we shall derive some properties of the critical points of E ε . The first one follows from the maximum principle. The proof we give is closely related to the one given in [5] .
Property 2.4. If u is a critical point of E ε then |u| ≤ 1 a.e. in Ω.
where M > 0 is a real number.
and setting
we see that
Moreover, by assumption (iv) and since F (1) = 0,
In this inequality the left term is positive and the right one negative, so both terms have to vanish and in particular
This shows that u ≤ 1 a.e. in Ω, since tG(t) ≥ 0 for all t ∈ R and tG(t) = 0 ⇔ t ≤ 0.
On the other hand, by Remark 2.3, −u is also a critical point, so we have −u ≤ 1 a.e. in Ω and we finally get |u| ≤ 1 a.e. in Ω.
The second property insures the regularity of the critical points of E ε .
Proof. First note that by standard regularity theory we find, using the previous property, that
and so −ε∆u + 1 ε F (u(x)) = 0 a.e. in Ω.
Next we know that
So using regularity results as in [4, 1 .5B], we deduce that u ∈ C 2 (Ω). Finally,
and so ∂u/∂n = 0 in ∂Ω.
Property 2.6. E ε satisfies P.S.
→ 0. We need to find a subsequence of (u n ) which converges in
Clearly E ε is coercive. Thus (u n ) is bounded and there exists a subsequence (u kn ) of (u n ) which weakly converges to an element u ∈ H 1 (Ω).
Now considering the function g ∈ C 1 (R, R) given by
we know by assumption (v) that
Denoting by H −1 (Ω) the dual space of H 1 (Ω), by Φ :
Nemytskiȋ operator relative to g, i.e.
and by L :
we have dE ε = εL + Φ and so
Moreover, as (2) holds, by Carathéodory's theorem Φ is completely continuous,
Property 2.7. K Eε is a compact set.
Proof. Let us first show that K Eε is a bounded subset of
The second term is uniformly bounded with respect to u by Property 2.4 and consequently so is the first one. Still using Property 2.4, we see that also Ω |u(x)| 2 dx is uniformly bounded and so
Now since E ε satisfies P.S., this shows that K Eε is compact.
Classical and generalized Morse theory
We recall that classical Morse theory deals with functionals (a) of class C 1 and twice differentiable in a neighbourhood of their critical points, (b) whose critical points are not degenerate, (c) which satisfy P.S.
In the whole section let V be a Hilbert manifold and A an open subset of V . We will denote by M(A) the set of functionals on A which satisfy (a)-(c) and can be extended to a function of class C 1 in a neighbourhood of A.
Now let f belong to M(A) and K f be the set of critical points of f . The Morse polynomial of a subset K of K f is defined by
with the convention that λ ∞ = 0. Thus m(λ) is a polynomial k a k λ k whose coefficients a k are integers representing the number of critical points in K having Morse index k. If f ∈ M(A) is bounded from below, then from classical Morse theory we have the Morse relation
where Q λ is a formal series in λ with coefficients in N ∪ {+∞}, while P λ (A) is the Poincaré polynomial of A:
and H q (A, Z 2 ) are the absolute homology groups of A with Z 2 as field of coefficients.
In our case E ε is a C 2 (H 1 (Ω)) functional which satisfies P.S., but it could have degenerate critical points and thus could not belong to M(H 1 (Ω)), so it is not possible to apply the classical Morse theory to this functional. Recently, however, Benci and Giannoni [2] have introduced a generalized Morse theory. In the larger class it deals with, the Morse relation still holds if we replace the Morse polynomial with the Morse index (see Definition 3.2). We will see that E ε belongs to this class.
The family S. We denote by S the family of formal series in one variable λ with coefficients in N ∪ {+∞}.
For each k ∈ N and P ∈ S we denote by c k : S → N ∪ {+∞} the function which sends every polynomial P into its kth coefficient, so that
On S a relation of total order and a notion of limit are defined in the following way:
Under the topology induced by (l), S is a compact set. If A is a subset of S, let A denote the closure of A. We have
Finally, we put inf A = min A and sup A = max A. It can be proved that for any set A ⊂ S, inf A and sup A exist and are unique.
The class F(A) and the Morse index. Now we will describe a class F(A) of C 1 functionals where the generalized Morse index will be defined.
For any ε > 0 and B ⊂ V we put
The set F(A) is defined by
The set ω is called an isolating set for K.
Finally, we introduce the definition of Morse index for an isolated critical set.
Definition 3.2. Let K be an isolated critical set of f , and let ω be an isolating set for K. The Morse index of K is the formal series
It is easy to see that the index of an isolated critical set does not depend on the isolating set ω. Definition 3.3. Let x ∈ K f ∩ A be an isolated critical point. The multiplicity of x is the integer i 1 ({x}, f ). Analogously one can define the multiplicity of an isolated critical set K, denoted by i 1 (K, f ).
It is easy to see that any nondegenerate critical point is isolated and its multiplicity is one.
We will use the following results about the Morse index.
Proposition 3.4. Let f be a functional belonging to F(A):
(i) if x 0 is a nondegenerate critical point of f , then
where Q λ ∈ S.
A proof of this proposition is given in [2] (Theorems 5.8-5.9). Let us show that E ε ∈ F(H 1 (Ω)). First we note that in [2] (see Ex. 5. 2) it is established that if ( , ) V denotes the inner product of a Hilbert space V , Ψ ∈ C 1 (V ) is a function whose gradient is completely continuous, and f (x) = (x, x) V + Ψ(x) satisfies P.S. and is bounded in A, then f ∈ F(A).
Slightly modifying the proof we can replace the hypothesis that f is bounded by the assumption that K f is compact. Now E ε can be written as
where Ψ is completely continuous (see proof of Property 2.6). Moreover, E ε satisfies P.S. and K Eε is compact by Property 2.6, respectively 2.7. Consequently, E ε belongs to F(H 1 (Ω)) and by (3), as E ε is bounded from below, we have
where Q λ ∈ S. Finally, we note for future reference that with the same hypotheses on f , we have Proposition 3.5. If K is an isolated critical set of f with
This result is also obtained by slightly modifying a result of [2] (see Theorem 5.10).
Statements of the results
In this section we state the main results of this paper. The proofs will be given in the next section.
Let 0 = λ 1 ≤ λ 2 ≤ . . . denote the eigenvalues of −∆ on Ω with Neumann boundary conditions, and for k ≥ 2 let µ k = −F (0)/λ k . Lemma 4.1. u 0 is a nondegenerate critical point of E ε if and only if ε = µ k for all k ≥ 2. Furthermore, if ε ∈ ]µ k+1 , µ k [, then the restricted Morse index of u 0 is equal to k. This shows in particular that m(u 0 ) ≥ 1 for all ε > 0. Now we will state an existence result which differs from [14] since it gives information on the Morse index of solutions. Theorem 4.2. If ε ∈ ]µ k+1 , µ k [, then there are at least 2k critical points of E ε (counted with multiplicities) different from u 0 whose Morse index is less than k. Moreover, if the number of these critical points is finite, then for each h < k there is a couple of critical points u and −u such that m(±u) ≤ h ≤ m * (±u).
Let α ∈ ]0, β[, l > 0, and let Q l be an open n-dimensional hypercube of side l. Finally, let 0 < a 1 (l) < a 2 (l) ≤ a 3 (l) ≤ . . . be the eigenvalues of −∆ on Q l with Dirichlet boundary conditions, namely:
. . .
Let u ∈ K Eε . We recall that the phase transition zone of u is the set
We denote by N (u, l) the greatest number of disjoint open hypercubes of side l which can be contained in Γ α (u). Setting
we have
Our next theorem shows how the Morse index of a solution u of (P ) can be used to estimate from above the size of its phase transition zone. From now on we assume that α ∈ ]0, β[ is arbitrary but fixed. Theorem 4.3. Let l > 0 be fixed and u a critical point of E ε having Morse index m(u). Then for all j ∈ N such that
Corollary 4.4. If ε < µ 2 , then there exists a couple of critical points u 1,ε and −u 1,ε such that
Moreover, there are no hypercubes of side l > επ (n + 3)/δ(α) contained in Γ α (u 1,ε ).
Corollary 4.5. There exist two positive constants a and c depending only on F but independent of ε and u such that
where A( a/ε 2 ) denotes the number of eigenvalues of −∆ on Ω (with Neumann boundary conditions) which are less than a/ε 2 .
Corollary 4.6. For every j ∈ N and l > 0 there exists an ε 0 > 0 such that for all ε < ε 0 and any critical point u of E ε satisfying m(u) ≤ j, we have N (u, l) = 0.
Proofs of the results
Proof of Lemma 4.1. Let (e n ) n∈N be the hilbertian basis of L 2 (Ω) made by the eigenfunctions relative to (λ n ) n∈N , i.e.
∂e n /∂n = 0 in ∂Ω,
This means that
and thus clearly v solves the problem
In other words, −F (0)/ε 2 is an eigenvalue of −∆ on Ω with Neumann conditions, thus u 0 is nondegenerate if these eigenvalues are avoided. Since
Now let e j be one of the previous eigenfunctions. Then
is negative definite on span{e 1 , . . . , e j }, and thus m(u 0 ) ≥ j.
is positive definite on span{e j+1 , e j+2 , . . .}, and thus m(u 0 ) = j.
Proof of Theorem 4.2. We recall that
where Q λ ∈ S. From Lemma 4.1, we know that if ε = µ k (k ≥ 2), then u 0 is nondegenerate and thus if we set K 0 = K Eε \ {u 0 }, then K 0 and {u 0 } are isolated critical sets. So by (i) and (ii) of Proposition 3.4,
Moreover, as seen in Remark 2.3, the set K 0 is symmetric with respect to u 0 , in the sense that if u ∈ K 0 then −u ∈ K 0 and they have the same restricted and large Morse index.
In particular, −u has the same degeneracy as u. This means that the coefficients of i λ (K 0 , E ε ) are even integers (unless they are +∞). Thus for all k ≥ 2,
From (8), (9), on setting
becomes
Now let k be defined by
We shall prove by induction that a h ≥ 2 for all h < k, or more precisely that for each h = 1, . . . , k − 1 there is n h ∈ N such that b h = 1 + 2n h and a h = 2 + 2n h−1 + 2n h .
For h = 0, by (10), a 0 = 1 + b 0 and, as a 0 is an even number, b 0 must be odd. Thus there is n 0 ∈ N such that b 0 = 1 + 2n 0 and a 0 = 2 + 2n 0 ≥ 2.
For h = 1, by (10),
Analogously there is n 1 ∈ N such that b 1 = 1 + 2n 1 and a 1 = 2 + 2n 0 + 2n 1 ≥ 2.
For h < k − 1 assume that a h = 2 + 2n h−1 + 2n h and b h = 1 + 2n h , where n h , n h−1 ∈ N. By (10),
and thus a h+1 is even. So there is n h+1 ∈ N such that b h+1 = 1 + 2n h+1 and a h+1 = 2 + 2n h + 2n h+1 ≥ 2.
Let us distinguish two cases. If k = k, then there are at least 2k critical points for E ε (counted with multiplicities). Moreover, as a h = 0 for all h < k, by Proposition 3.5, there exists u h ∈ K 0 such that
By Remark 2.3, −u h is critical and
thus the conclusion of Theorem 4.2 holds. On the contrary, if we have k < k, then a 0 ≥ 2, . . . , a e k−1 ≥ 2 and since b e k = +∞, still by (10), we see that a e k = b e k−1 + b e k = +∞, a e k+1 = b e k + b e k+1 = +∞.
In this case there are infinitely many critical points having Morse index less than k (if counted with multiplicities).
Proof of Theorem 4.3. Let Q l be a hypercube of side l > 0 contained in
For all i ∈ N we denote by v i the eigenfunction of −∆ corresponding to the eigenvalue a i (l).
Let j be such that ε < δ(α)/a j (l). We shall prove that
For each h = 1, . . . , k let v In any case a 1 = 0, and from Proposition 3.5 we deduce that there exists u 1,ε such that m(u 1,ε ) ≤ 1 ≤ m * (u 1,ε ). Obviously by Remark 2.3 we have the same property for −u 1,ε . This proves the first assertion. For the second one, if we assume that l > επ (n + 3)/δ(α), recalling that a 2 (l) = (n + 3)π 2 /l 2 , we see that ε < δ(α)/a 2 (l). Thus by Theorem 4.3 it follows that N (±u 1,ε , l) ≤ m(±u 1,ε )/2 ≤ 1/2.
That is, N (±u 1,ε , l) = 0.
Proof of Corollary 4.5. From assumption (iv) on F and continuity of F , ∃ a > 0 ∀t ∈ R, F (t) ≥ − a.
Let u ∈ K Eε and v be an eigenfunction of −∆ on Ω (with Neumann boundary condition) relative to an eigenvalue λ. If d 2 E ε (u) is negative definite on v, then
Thus λ < a/ε 2 , i.e. v belongs to the eigenspace relative to the eigenvalues of −∆ less than a/ε 2 . Therefore (11) ∀u ∈ K Eε , m(u) ≤ A( a/ε 2 ).
Moreover, since a 1 (l) = nπ 2 /l 2 , we have ε < δ(α)/a 1 (l) ⇔ l > πε n/δ(α).
In particular, if l = cε, where c > π n/δ(α), then by Theorem 4.3 we have ∀u ∈ K Eε , N (u, cε) ≤ m(u) ≤ A( a/ε 2 ).
Proof of Corollary 4.6. Let ε 0 = δ(α)/a j+1 (l). If ε < ε 0 and u is a critical point such that m(u) ≤ j, then from Theorem 4.3,
Therefore N (u, l) = 0.
Proof of Theorem 1.1. As already shown, the eigenvalues a j (l) of −∆ on Q l with Dirichlet boundary conditions are of the type a j (l) = h j π 2 /l 2 , where (h j ) j≥1 is a nondecreasing divergent sequence of integers. So the first part of the theorem directly follows from Theorem 4.3 by putting k j = (1/π) δ(α)/h j , while the second part is exactly the statement of Corollary 4.6.
