Summary
The technical details of the new bootstrap method of Shimodaira (2004) are given here in mathematical proofs as well as a supporting computer program. Approximately unbiased tests based on the bootstrap probabilities are considered in Shimodaira (2004) for the exponential family of distributions with unknown expectation parameter vector, where the null hypothesis is represented as an arbitrary-shaped region with smooth boundaries. It has been described in the lemmas of Shimodaira (2004) that the newly developed threestep multiscale bootstrap method calculates an asymptotically third-order accurate pvalue. All the mathematical proofs of these lemmas are shown here. The straightforward, though very tedious, calculations involving tensor notations are verified in Shimodaira (2003) , which is, in fact, a computer program for Mathematica. Here we also give a brief explanation of this program.
A Mathematical proofs of lemmas.
The proofs of Lemma 1 to Lemma 7 of Shimodaira (2004) are presented here. The equation numbers indicate those of Shimodaira (2004) except for those defined here.
A.1 Proof of Lemma 1.
The expression of f (y; η) is obtained from (7.1) using the Taylor series of the reparameterization θ i ≈ η i + φ ijkl y i y j y k y l .
By substituting (A.1) and (A.2) for those in (7.1), f (y; η) is expressed by y, η, and the derivatives of φ(η) at η = 0. Then, (7.4) is obtained from f (û,v; λ) = f (η(û,v); (0, . . . , 0, λ))J(û,v), where J(û,v) is the Jacobian shown below.
The following lemma gives the Jacobian for the change of variables, which is analogous to that for the tube formula of Weyl (1939) . The proof is due to Satoshi Kuriki (pers. comm.) ; see Lemma 2.1 of Kuriki and Takemura (2000) for the normal case. 
We have used a simplified notation in which φ ac (u), say, in the partitioned matrix implies the (p − 1) × (p − 1) matrix instead of the (a, c)-element of the matrix. It follows from the definition of the metric that the determinant of the p × p matrix on the left hand side of
Hence we find from (A.3) that the logarithm of the Jacobian is expressed as log
log det (φ ij (η(u))). Using the inverse ma-
, and therefore the proof completes by noting the formal expansions log det(
A.2 Proof of Lemma 2.
Let the density function of X be exp(θ
, where θ X = (θ 1 X , . . . , θ p X ) is the natural parameter and µ = ∂ψ X /∂θ X is the expectation parameter. The cumulant function of the simple sum S = X 1 + . . . + X m is mψ X (θ X ) and the expectation parameter is η S = mµ. The potential function of S is then φ S (η S ) = max θ X {θ
follows from the assumption that nφ
A.3 Proof of Lemma 3.
We work on a random vectorỸ = Y /τ , to which the argument of the previous section is easily applied. The potential function isφ(η, τ ) = φ(η, τ ) with expectation parameterη = η/τ . Noting the k-th derivative is ∂ kφ (η, τ )/∂η k = τ k−2 ∂ k φ(η, 1)/∂η k , and especially the metric ∂ 2φ (η, τ )/∂η i ∂η j = ∂ 2 φ(η)/∂η i ∂η j is δ ij atη = 0, Lemma 1 is applied immediately toỸ by the replacement (7.7). The tube-coordinates (u, v) is replaced by (ũ,ṽ) ↔η, which should be given by going back to the specification of η(u) and B p (u) usingφ(η, τ ) instead of φ(η, 1). Fortunately a simple transformation (7.6) is consistent with the specification, and thus the joint density of (ũ,ṽ) is easily brought back to that of (u, v) . The expression of log f (u, v; λ, τ ), although not shown to save the space, is then obtained from (7.4) by these replacements, and by adding the logarithm of the Jacobian to it.
A.4 Proof of Lemma 4.
We first consider the case τ = 1 to derive the cumulants κ 1 , κ 2 , . . . , ofŵ. The joint density of (û,ŵ) is f (u, w; λ) = f (u, v(u, w); λ)(∂v/∂w), where the Jacobian is ∂v/∂w = exp{
is expressed in the form
where the coefficients
, and A abcd = O(n −1 ) are functions of w and λ. We obtain the marginal density of w by integrating (A.4) with respect to u. The logarithm of it is
For a parameter t, consider the formal expansion e wt f (w; λ) ≈ (2π)
where the coefficients B r are functions of t and λ. By integrating (A.5) with respect to w, and taking the logarithm of it, we obtain B 0 + B 2 + 3B 4 + 1 2
3 . This is compared with log e wt f (w; λ) dw =
, and κ r ≈ 0 for r ≥ 5. The expression of z c (ŵ; λ, 1) is obtained by applying the Cornish-Fisher series (Johnson and Kotz, p. 66, 1994) to these cumulants ofŵ. The expression of z c (ŵ; λ, τ ) is then obtained by the replacements of Lemma 3, and by replacing c r withc r = c r τ r−1 .
A.5 Proof of Lemma 5.
Let us consider the local coordinates ∆η at η(û) so that η(û) becomes the origin;
defines the reparameterization η ↔ ∆η at eachû. The surface is now represented in the ∆η-coordinates as ∆η p ≈ −d ab ∆η a ∆η b −ê abc ∆η a ∆η b ∆η c using the Taylor coefficients at
with respect to ∆η-coordinates are obtained by comparing both sides of
The second derivatives areφ ab = φ ab (û) of (7.2),φ ap = 0, andφ pp = 1. The third derivative to the normal direction, i.e.,φ ppp = −6â, is (7.11). The expressions for the Shimodaira (2003) . The forth derivatives arê
Although we assumed that φ ij = δ ij at the origin in (7.4), the metric changes toφ ij at η(û). We have to multiply the matrix (φ ij ) −1/2 to the vector ∆η to bring back the metric to the identity matrix. This is equivalent to replacing δ ab in the summation over the indices a, b withφ ab = φ ab (û) given in the proof of Lemma 8.
Consequently, d aa = d ab δ ab in (7.10) is replaced withd abφ ab =d 1 of (7.12). φ ppp in (7.10) is simply replaced withφ ppp of (7.11).
A.6 Proof of Lemma 6.
z q (y) is expressed asŵ, sincec r forẑ q (y) is that forẑ ∞ (y) plus q r . Then the coefficients c r forẑ q (y) are calculated as
2 2 + q 3 . By applying Lemma 4 to z c (ŵ; λ, 1) with these coefficients, we obtain the distribution function ofẑ q (y).
A.7 Proof of Lemma 7.
We derive the expression ofz 2 (η(0, λ), τ 1 , τ 2 ) so thatz 2 (y, τ 1 , τ 2 ) is obtained by the replacements of Lemma 5. By letting y = η(0, λ), the right hand side of (7.18) becomes
where the last approximation follows from the fact thatû andv are approximately independent ignoring
, and hence terms ofb
only O(n −3/2 ) in the integration. To carry out the integration of (A.6), we consider a transformation described below. Let us define a generalization of the pivot by z ∞ (û,v; λ, τ ) := z c (v;û, λ, τ ) with all c r = 0. This reduces toẑ ∞ (y) when λ = 0 and τ = 1, and a similar argument as Section 7.5 shows that Pr{z ∞ (Û,V ; λ, τ ) ≤ x; λ, τ } ≈ Φ(x). By solving z ∞ (û, v; λ, τ ) = z for v, we define the inverse function v ∞ (û, z; λ, τ ), which satisfies z ∞ (û, v ∞ (û, z; λ, τ ); λ, τ ) = z. Using (7.9), we may obtain
2 ) for x = O(1) and δ = O(n −1/2 ), we find that the integration (A.6) is now expressed as
where f (z) is the standard normal density function, and a = τ 1 τ −1
2 , and A r = O(n −1/2 ) are independent of z. The expressions for A r are not shown here to save the space, but they are functions of the geometric quantities as well as λ, τ 1 , and
the integration (A.7) is expressed as
where
−4 g 0 , and
To derive g r , we may use It is straightforward, though very tedious, to verify that (A.9) is in fact equivalent to ζ 3 (γ 1 , . . . , γ 6 , τ 1 , τ 2 , 0) ignoring O(n −3/2 ) terms. The proof for the three-step bootstrap goes similarly as that for the two-step bootstrap. First we note thatz 3 (η(0, λ),
is expressed in the same form as (A.9) but using a = τ 1 (τ
−1/2 , and different A r 's. A straightforward calculation shows that this is equivalent to ζ 3 (γ 1 , . . . , γ 6 , τ 1 , τ 2 , τ 3 ) ignoring O(n −3/2 ) terms.
B Mathematrica session.
This section explains briefly Shimodaira (2003) , which is a computer program in Mathematica notebook document referred to as Program here. This program is available in the Mathematica notebook format, PDF, and HTML from the author. Program proves the third-order accuracy of the bias-corrected p-value calculated by the three-step multiscale bootstrap resampling. This newly devised bootstrap method is described in the paper Shimodaira (2004) referred to as Paper here. The document starting below has the same section structure as Program with a brief explanation. This helps us to find the appropriate results in Program. The section numbers of Program are indicated with asterisk (*) to avoid confusion. Notational differences between Paper and Program are also explained.
Program consists of three parts, "Exponential Family of Distributions," "TubeCoordinates and z c -formula," and "Bootstrap Methods." Each part is an independent Mathematica session, and should be run separately. In the first two parts, the tensor notation is heavily used. The add-on package MathTensor is required to run the session by yourself. I have first hand-calculated the results of the first two parts involving tensor notation, and later used MathTensor to verify the results. The last part has been calculated only by Mathematica. 
where a0 is O(1), a1, a2, a3 are O(n −1/2 ), and a4 is O(n −1 ). We use '≈' to indicate equivalence up to O(n −1 ) terms ignoring the error of O(n −3/2 ). The polynomial is expressed in Program as
where the o indicates a O(n −1/2 ) term, and o 2 indicates a O(n −1 ) term. Then, log E {exp(poly(x))} ≈ logeexppolyb0.
*2.2.2 noncentral case
When E(x a ) = b a , we obtain log E {exp(poly(x))} ≈ logeexppoly. Let y = (y a ) be a multivariate random variable of dimension dim, and the density function is specified by f (y; θ) = exp(θ a y a − h(y) − ψ(θ)), which corresponds to eq. (7.1) of Paper given below
The expression is given in log f (y; θ) = logdensity in Program. The dimension is denoted p in Paper, but it is denoted either dim or 9 in Program; see Table 1 . So y = (y 1 , . . . , y 9 ), θ = (θ 1 , . . . , θ 9 ) here. We made dim=9 only for a technical reason of MathTensor, and our calculation is independent of this choice. The indices to run 1, ..., p in Paper are i, j, . . ., but those to run 1, . . . , 9 in Program are a, b, . . . for free indices, and p, q, . . . for dummy indices. It should be noted that the indices to run 1, ..., p − 1 in Paper are a, b, . . ., but those to run 1, ...,
. .. These differences are quite confusing, but a restriction using MathTensor.
In the tensor notation, covariant and contravariant indices are distinguished. In other words, a subscript and a superscript are summed over their range if they are a matched pair of indices. MathTensor and Program follow this rule. In Paper, however, the summation convention takes place for a pair of the same indices irrespective of subscripts and superscripts. This does not give any difference in the calculation, because we formally set the metric matrix to be identity, and specify the metric explicitly by the matrix multiplication when necessary. The natural parameter vector is θ = (θ a ), and the expectation parameter vector η = (η a ) is defined by η a = E(y a ; θ). The potential function φ(η) is defined by φ(η) = max θ {θ a η a −ψ(θ)}, and the two parameterization are related to each other by η a = ∂ψ/∂θ a and θ a = ∂φ/∂η a . Without loss of generality, we assume
For higher order derivatives of φ at η = 0, we denote
where the o indicates a O(n −1/2 ) term, and o 2 indicates a O(n −1 ) term.
*3.2 The expression of ψ(θ) in terms of η *3.2.1 derivation
which corresponds to eq. (A.1). The indices p, q,. . . are dummy indices to run 1, ..., 9 in Program.
*3.3 The expression of h(y) in terms of φ derivatives *3.3.1 derivation
which corresponds to eq. (A.2).
*3.4 The canonical form *3.4.1 the summary of the previous sections *3.4.2 result
Using the above expressions for ψ(θ) and h(y), we obtain the expression for the density function using η-parameter.
log f (y; η) = logdensityy.
The metric, i.e., the second derivative of φ, evaluated at a general point η is given by
*Part II
Tube-Coordinates and z c -formula
*4 Startup
This section initializes the Mathematica session. 
.2 logdensityy
This is a result of Section *3.4.
*5.2.3 phi2eta
*6 Tube-coordinates 
. . , u 8 ) parameterize a surface in 9-dimensional space. The surface ∂R = {η(u)} is specified by
where the curvature matrix od
.2 tangent vectors
The b-th element of the a ′ -th tangent vector of ∂R at η(u) is
for a ′ = 1, . . . , 8, and b = 1, . . . , 9. The expressions are given in foo3 and foo4, respectively, for b = b ′ and b = 9. They are obtained by using the differential operator difa defined in Section *6.1.2. The metric for the tangent vectors is
.3 the normal vector
The a-th element of the normal vector at η(u) is B 9 a for a = 1, . . . , 9. The expressions are given in foo15 and foo16, respectively, for a = a ′ and a = 9. B 9 a is orthogonal to the tangent vectors with respect to the metric defined by the second derivative of φ(η), and it has the unit length directing away from the region R.
We define the reparameterization η ↔ (u, v) by
where v is a scalar parameter. The expressions of η a (u, v) are given in foo21 and foo22, respectively, for a = a ′ and a = 9.
*6.3 Change of variables *6.3.1 Jacobian
The Jacobian of the change of variables η ↔ (u, v) is
The asymptotic expression of log J in terms of (u, v) is given in logdetJ. This has been obtained in Lemma 8 of Section A.1 using a sophisticated argument, but here logdetJ is obtained more directly from the definition using MathTensor.
The random vector y is also represented in (u, v)-coordinates. The density function f (u, v|v0) is expressed by log f (u, v|v0) = logdensityuv with the true parameter vector η = (0, . . . , v0). This corresponds to eq. (7.4) of Paper. The scalar parameter v0 is denoted λ in Lemma 1 of Paper.
*7 z c -formula *7.1 Modified signed distance w *7.1.1 define the modified signed distance as a series of v Let us define a modified signed distance w by
where the coefficients cbr The inverse series specifies
where cr[r] has the same order as cbr [r] . Taking into account the magnitude of the coefficients, the expression is actually given in
in Program, where br a ′ indicates the O(n −1 ) polynomial functions of w. The relation between these two sets of coefficients are given in rule47.
*7.1.2 density function of w
The joint density function of (u, w) is f (u, w|v0). The asymptotic expression is given in log f (u, w|v0) = logdensityuw. The marginal density f (w|v0) = f (u, w|v0) du is obtained by using logeexppoly, and the expression is given in log f (w|v0) = logdensityw. These expressions are found in the proof of Lemma 4 of Paper. 
This corresponds to the z c -formula z c (ŵ; λ, τ ) withŵ = w, λ = v0, and τ = 1 obtained in Lemma 4 of Paper.
*7.2.3 z c -formula using a simplified notation
The same expression as zformula, but without MathTensor notation, is given in zform.
The following table shows the notational differences. 
.4 scaling by the factor τ
By applying the scaling rule described in Lemma 3 of Paper, we obtain the expression of z c (w; v0, τ ) in zformulatau or zformtau.
*7.3 Local coordinates at the projection *7.3.1 the expression for the surface in the local coordinates
We consider a local coordinate ∆η = (∆η a ) around a point η(u0, 0) on the surface, where u0 indicates any specified value of u. We will use a particular value of u0 specifying the projection of y onto the surface. This value is denotedû in Lemma 5 of Paper. The change of variables η ↔ ∆η is specified by
The expression for η a ′ is given in foo93 and that for η 9 is in foo94. The surface ∂R is now expressed as 
is shown in foo131, and it is used for
The z c -formula evaluated by taking η(u0, 0) as the origin of the local coordinates is shown in zformulau0 or zformulatauu0. They correspond to z c (w; u0, v0, 1) and z c (w; u0, v0, tau) in the notation of Lemma 5 of Paper. From the expressions, we observe that they depend on u0 only linearly by ignoring O(n −3/2 ) terms, and the magnitude is O(n −1 ).
*Part III
Bootstrap Methods
*8 Startup
This section initializes the Mathematica session. corresponding toẑ double (y) in Section 7.6 of Paper. We observe that zd[v] = z8 [v] , showing the third-order accuracy of the double bootstrap probability.
*9.2.4 two-level bootstrap
The ABC formula is given in abcformula [v,ac] . The z-value corresponding to the the two-level bootstrap corrected p-value is calculated in za [v] . Its q i 's are in qqza. The inverse function of z8 [v,v0,tau] =z in terms of v is also defined here so that v8 [z,v0,tau] =v.
of the threestep-multiscale bootstrap corrected p-value, in which G1,...,G6 are estimated from Z3G and used to calculate Z8G. Should we note the notational difference betweenz 3 andẑ 3 ; namely, the z-value of the threestep-multiscale bootstrap probability and the z-value of the threestep-multiscale bootstrap corrected p-value, respectively.
