The velocity profiles and turbulence characteristics are measured for a row of square jets inclined at 30° to the streamwise direction.
operating in coincidence mode which provides three components of velocity and all six turbulent Reynolds stresses at each location. Jetto-crossflow velocity ratios (blowing ratios) of 1.5, 1.0. and 0.5 are used and the jet Reynolds number is fixed at about 5000 for all velocity ratios. The results are compared with previous data from normal jets at the same blowing ratios so that the influence of inclination on vortex formation can be shown. Calculations are carried out for all cases using a non-orthogonal finite volume computer code with the k-e turbulence model. It is shown that the flow field at the jet exit is strongly influenced by the crossflow as well as by the inlet conditions at the entrance to the jet orifice. Therefore it is very useful to extend the computational domain into the plenum.
Computational results compared with experimental results for a velocity ratio of 0.5 agree reasonably well. Some under-prediction of the strearnwise flow velocity is observed. The computed turbulence kinetic energy values also drop below the experimental values downstream and near the wall. Agreement is not as good for the higher velocity ratios, particularly for the turbulence kinetic energy. The study of jets in a crossflow has application to many areas of engineering -intere.st including V/STOL aircraft, pollution dispersion from smokestacks, and film 'cooling of gas turbine engines. While all these races share some common characteristics, the detailed flow fields can be quite different A common parameter used for classifying the different flows is the jet-to-crossflow momentum ratio (1). For film cooling applications the momentum ratio is fairly low, typically around 1.0 or lower. The work presented in this paper is primarily concerned with low momentum ratios.
Much of the early work on film cooling was concerned with twodimensional, or slot, cooling, as can be seen from the review paper by Goldstein (1971) . However, slots are rarely used on turbine blades because of the high mechanical and thermal stresses on the blades. In addition, the results of the experiments were typically given as an adiabatic film cooling effectiveness 00 along the surface. Studies where the flow field itself was measured are much less common, particularly at lower momentum ratios. Only in recent years have three-dimensional flow field data become available.
Andreopoulos and Rodi (1984) presented one of the first comprehensive studies of a single round jet issuing into a crossflow at 90 0 . The authors investigated the mean and turbulent flow fields for jet-to-crossflow velocity ratios (R) of 0.5, 1.0, and 2.0 using a three-• sensor hot-wire probe. The basic characteristics of the flow field for a single jet are similar to those for multiple jets. At low R the momentum of the injected fluid is not sufficient to break into the mainstream flow and the injected fluid remains attached to the wall.
At higher R the jet eventually penetrates into the crossflow and its trajectory is turned in the direction of the crossflow. In addition, two counter-rotating vortices form inside the jet due to the shear stresses produced by the crossflow.
The study of a row of jets introduces the jet spacing-to-diameter ratio, s/D where s is the distance from centre to centre of adjacent jets.
A value of s/D = 1 corresponds to the two-dimensional slot which has the greatest penetration into the crossflow. As s/D increases to values of approximately 3 to 5 the jet penetration is reduced as freestream fluid is entrained in the jet which enhances deflection. As the spacing is increased further, the jet penetration increases again due to the presence of the freestream fluid flowing between the jets which tends to increase the pressure on the downstream side of the jets (Sterland and Hollingsworth, 1975) . Ligrani etal. (1994) found a similar trend in the adiabatic film cooling effectiveness from a single row of holes with a compound (streamwise and cross-stream) angle orientation.
For s/D = 6, the spanwise-averaged effectiveness is 20 to 39 percent higher than when a spacing of s/D = 7.8 is used.
Row field measurements for inclined jets are less common than for perpendicular jets although in recent years more attention has been directed towards inclined jets. Kadotani and Goldstein (1979) investigated the flow from a row of jets inclined at 35° to the crossflow at velocity ratios of R = 0.2 and R. = 1.5. The authors examined the effect of boundary layer thickness, Reynolds number and free stream turbulence intensity on film cooling effectiveness, and on velocity and temperature fields. Lee et al. (1994) investigated the mean, three-dimensional flow field from a round jet inclined at 35° using a five-hole probe. Pietrzyk et at (1989) made a detailed survey of the flow field from a row of jets inclined at 35 0 using a twocomponent LDV system. The holes were s/D = 3.0 apart with a short entrance length (1/D = 3.5) in order to more closely simulate the conditions typical in film cooling applications. In contrast to studies which had used longer entrance lengths, the authors found the velocity profile in the jet exit plane to be relatively uniform and their data suggested the presence of a separation bubble from the sharp entrance to the jet orifice. Kohli and Bogard (1995) investigated the effect of injection angle on the adiabatic effectiveness, thermal field and velocity field at a density ratio of 1.6 and at injection angles of 35 and 55 degrees. At low momentum ratios the 55° holes showed only a slight decrease in the centreline effectiveness as compared to the 35° holes but there was a significant reduction in effectiveness at high momentum ratios.
Turbulence measurements showed higher turbulence levels near the 55 ° holes than around the 35 0 holes and the decay of the turbulence levels with downstream distance was very similar for both angles.
The influence of upstream conditions on the flow field produced by jets in a crossflow was investigated by Sinha et at (1991) .
Flowfield measurements were made behind a second row of holes located 40D downstream of a first row of holes at density ratios of 1 and 2. The main features of the flow downstream of the first row were also present downstream of the second row, but due to the thicker boundary layer the mean flowfield and turbulence fields were altered. As the experimental work on jets in a crossflow has become more sophisticated, the numerical predictions have been improving as well. An early paper by Patankar etal. (1977) showed reasonable success in predicting the jet trajectory and mean velocity field for a circular, perpendicular jet with velocity ratios ranging from 2 to 10. Howevei, a uniform, vertical velocity was prescribed at the jet exit and, since a square grid was used, the circular hole was approximated by rectangular cells with a total area equivalent to the circular hole area. Bergeles et al. (1981) used a non-isotropic k-e turbulence model to predict the film cooling from two rows of holes. The results for an injection angle of 30° and mass flow (blowing) ratios (M) from 0.2 to 0.5 showed good agreement with experimental results in the majority of cases Some differences were found in the cases of small boundary layer thicknesses or high injection rates.
A simulation of the experiment performed by Andreopoulos and Rodi (1984) was computed by Demuren (1993) using a secondmoment closure scheme for the turbulence modeling. All the trends in the experimental data were correctly predicted but there was some uncertainty with the height of jet penetration into the crossflow.
Recently, Leylek and ZerIcle (1994) numerically investigated the flow from a row of streamwise-inclined jets with a short entrance length (UD = 3.5 and 1.75), a coolant-to-crossflow density ratio of 2, and blowing ratios from 0.5 to 2. Of particular interest in this study was the fact that the computational domain included the plenum before the jet orifice. Their study confirmed the presence of a separation bubble at the inlet to the jet orifice as suspected by Pietrzyk et al. (1989) . 
EXPERIMENTAL APPARATUS AND METHODS
The open-circuit, subsonic wind runnel used for these experiments is the same as that used by Ajersch etal. (1995) . A trip wire, 2.4 mm in diameter; was placed at the entrance to the test section to ensure that the boundary layer was turbulent at all crossflow velocities used in the experiments. , A row of six square holes was aligned across the test section so that the row was perpendicular to the crossflow. The upstream edge of the holes was 39.4 cm from the entrance to the test section. The holes were inclined at a 30° angle to the test section floor and the jet flow at the hole exit was in the downstream direction. Each bole was 12.2 nun x 12.2 mm in cross-section. The hole length-to-diameter ratio (UD) was 8 and the entrance to each hole was sharp-edged. The hole spacing-to-diameter ratio (s/D) was 3. A schematic diagram of the holes is shown in Fig. I . Also shown in Fig. 1 is the coordinate system used in this study with the x-axis in the direction of the crossflow, the y-axis in the plane of the tunnel floor and perpendicular to the crossflow direction, and the z-axis points upwards from the tunnel floor forming a right-hand coordinate system. The origin of the coordinate system is at the centre of the hole indicated in Fig. I .
The air supply for the jets was as described by Ajersch a al. (1995) and the same flovmmters and settling chamber were used. The charactaistics of the flow field for jets in a crossflow are strongly dependent on the jet momentum ratio (1) (Holdeman and Walker (1977) ). No temperature difference between the jets and the crossflow was introduced and since the velocities involved in these experiments were low, the densities cancel. The relevant parameter then becomes the velocity ratio (R). Three velocity ratios were considered: R = 1.5, 1.0, and 0.5 (1 = 2.25, 1.0, and 015 respectively.) The jet bulk velocity Vj was fixed 'for all cases and the crossflow velocity V d was adjusted to obtain the desired R. The jet bulk velocity was 6.05 m/s which produced a jet Reynolds number ( -0.5, -1, and -1.5 were used, corresponding to locations from the centreline of the jet to the centreline between adjacent jets. In the vertical (z) direction, 14 locations at each (x,y) coordinate were used. For R = 1.5 the measurements were taken every 0.25D up to z/D = 2.0, then every 0.5D to r/D = 5.0. It was found that the jet did not disturb the crossflow noticeably above z/D = 4.0 so for the lower velocity ratios (corresponding to higher crossflow velocities) measurements were taken every 0.2D up to z/D = 2.0. then every 0.5D to z/D = 4.0 in order to concentrate more measurements in the region of the jet. In addition, measurements were made at 72 locations in the jet exit plane (z/D =0) with no crossflow present and at all three velocity ratios. The mass flow late from the jet, as calculated based on the measured velocities, was 3.8% lower than the rate measured by the flovmieter.
• However, this discrepancy is most likely due to the fact that a uniform velocity was assumed over each element of area and the error in the flowmeter measurement was±2%.
The uncertainty in the LDV measurements was calculated using the standardized method of Kline and McClintock (1953) . A more complete description of the analysis can be found in Ajersch es at (1995) . The uncertainty in the alignment angles was /0.15° and the uncertainty in the measurement position was mm. The uncertainty in the mean velocity is ±0.1V1 and the uncertainties in the normal and shear stresses are ±0.01V, 2 and ±0.002V1l respectively.
The uncertainty values quoted for the LDV measurements also include an estimate of the velocity bias which is introduced by the turbulent nature of the flow and cannot be completely corrected by any bias correction scheme (Fuchs eta 
). (1993).)

Thstrtsmentatlort
A three-component laser Doppler velocimetry (LDV) system was used to gather the information about the flow field for these experiments. The TS1 LDV system used is the same as that described by Ajersch a al. (1995) and will only be summarized here. The LDV system consists of two probes (six beams) connected to the beam separator and signal processors via fiber optic cables. The probes were mounted at 90° to each other and at a small (= 6°) angle to the ° w test section floor to allow measurements to be taken at the jet exit in he plane of the floor. A TSI software package controlled the acquisition and storage of the raw data.
Seed particles for the flow were obtained from two smoke generators, one at the wind tunnel inlet for the crossflow and one inme with the compressed air supply for the jets.
The WV system was operated in coincidence mode which allows the turbulence characteristics of the flow to be determined. In addition, the system was operated using a cross-coupled technique where the light from a laser which is scattered by a particle is detected by an off-axis receiver. In these experiments the receiving probe was perpendicular to the source probe which reduced the effective size of the measuring volume, improving spatial resolution. More details on the alignment and cross-coupled operation of the system can be found in Rickards et al. (1993) .
When mean flow statistics are calculated from LDV data using arithmetic averages, a bias in the statistics will exist (Edwards, 1987) . In order to correct for the velocity bias the inverse velocity weighting method of . McLaughlin and liederman (1973) was used. In this method, the expected value of a general flow variable (s) is given by
where si is the contribution from the i th data point, Cr, is the velocity for that data point, and N is the number of data points in a particular sample. When all three components of velocity are known, inverse velocity weighting is equivalent to the residence-time weighting technique recommended by Edwards (1987) for velocity bias correction.
COMPUTATIONAL METHOD
Numerical simulations were performed to complement the experimental measurements. A finite-volume, multi-block, curvilinear, multigrid code (CMGFD) developed at UBC (He and Salcudean (1994) ) was used for the computations. This code uses a staggered grid arrangement in which the velocity components are located on the control volume surfaces and the scalar quantities are located at the centres of the control volumes. For any given grid, the physical control volumes are formed using the discrete grid nodes as vertices and the physical tangential velocity components resulting from the velocity expansion in the unit tangent vector basis are used as dependent variables in the momentum equations. The coordinateinvariant conservation equations and physical geometric quantities of the grid cells are used to formulate the numerical scheme. Also, a second-order accurate difference scheme was developed for the crossderivative terms for the non-orthogonal components. The multi-block (or multizone) feature allows complicated geometries to be broken down into simpler, separate regions. Turbulence closure was obtained using the k-E model.
Comoutational Domain and Grid
As noted previously, the jet exit condition has a significant effect on the near-hole flow field. In order to deal with this, the computational domain is divided into three blocks which include the plenum, the jet entrance, and the main flow region where the jet and 
Doorman/ Conditions
A uniform velocity profile was used at the inlet to the plenum. At the entrance to the main flow region, the experimentally measured mean U-component of velocity and turbulence kinetic energy were used as inlet conditions near the wall, and a uniform velocity and turbulence kinetic energy were imposed above z/D = 2.0. The turbulence dissipation (E) was calculated within the boundary layer using a mixing length model. The uniform velocities at the bottom of the plenum and at the inlet to the main flow region were specified from velocity ratios (R) between the jet and crossflow and from the experimental results. At the exit from the main flow region, a zerogradient condition was imposed on all dependent variables (a/ax = 0). 
RESULTS AND DISCUSSION
The flow field upstream of the jets can have a significant effect on the behaviour of the flow field downstream of the injection points 
Jet Exit
The flow field at the jet exit (z/D = 0) depends on the jet-to-crossflow velocity ratio, R. With no crossflow present the flow field is as shown in Fig. 3 . The U-and V-components of velocity are shown in Fig. 3 (a) and indicate that the flow is almost entirely in the downstream direction. There is a slight outward component of the velocity near the edges of the jet indicating some expansion as the air leaves the jet channel. The vertical (W) velocity component, normalized by the bulk jet velocity, is shown in the contour plot of Fig. 3 (b) . A maximum is reached around x/D = -0.5, dropping fairly rapidly towards the upstream edge of the jet at x/D = -I. The location of the maximum velocity is most likely due to a jetting effect produced by the sharp edge at the hole inlet and the upward flow of air in the plenum (Leylek and Zerlde, 1994) . Finally, Fig. 3 (c) shows the normalized square root of the turbulence kinetic energy, Ik7V, . A m I aximum of approximately 0.17 is reached just upstream of x/D = 0 and the jet flow is fairly turbulent over the entire jet exit. As expected, as R decreases (U increases) the influence of the cross-stream on the jet exit flow becomes more pronounced, as shown in Fig. 4 . Here the maximum normalized W-component of velocity is shown to shift towards the downstream edge of the jet (x/D = 1). The and V-components of velocity in the jet exit plane are not affected significantly by the change in R. The outward spreading of the air flow near the edges of the jet becomes more noticeable as R increases, but this is quite small compared with the relative change in the V-I component for a perpendicular jet (Ajersch ci at., 1995) . Plots of the 6-and V-components of velocity in the jet exit plane have not been included in this paper because the strong U-component of velocity for the streamwise-inclined jet makes any spreading less noticeable.
The overall picture of li t at the jet exit does not change significantly with an increase in the crossflow velocity. The most noticeable change is an increase in the .5 near the upstream edge of the jet (x/D = -1). This increase is to be expected due to the interaction of the jet with the cross-stream flow. There is also a less noticeable increase near the sides of the jet at higher R which again is most likely due to the interaction between the jet and the cross-stream air as it passes around the jet.
Mean Velocity Field
The spreading of the jet as the flow moves downstream can be seen from the contour plots of the normalized U-component of velocity in Fig. 5 . The x/D = 2 plane is not included due to space considerations. The first five plots are at R = 1.5 while the last two are at R = 0.5 and R = 1.0 for comparison. At the x/D = 0 plane the presence of the jet can be seen near the bottom of the z/D axis, becoming more noticeable in subsequent downstream planes. The centre core of the jet is quite strong (U/V i 1.4) initially but as more cross-stream air is entrained, the jet expands and slows. By x/D = 8 the jet appears to have penetrated to z/D = 3, outside the boundary layer and into the main cross-stream flow.
In contrast to the case of perpendicular jets (Ajersch er al., 1995) , there does not appear to be a recirculation region just downstream of the jet exit. The measurements taken at R = 1.5 are down to a height of z/D = 0.25 above the floor and no indications of a region of backflow are present. However, since the exit of the jet is sharp-edged it is assumed that there will be some separation. The small size of the backflow region indicates that this feature of the flow field is not as important to the overall jet flow field for inclined jets as it is for perpendicular jets. At lower velocity ratios the penetration of the jet is more difficult to discern. In the case of R = 1.0, the normalized U-velocity contours in Fig. 5 do not represent the boundaries of the jet very well since the jet and crossflow velocities are similar, particularly after cross-stream fluid has been entrained in the jet flow which slows the core jet flow. A better estimate of jet penetration can be seen in the contour plots of turbulence kinetic energy in Fig. 6 , which will be discussed in the next section.
At R = 0.5 the ll/\. contours in Fig. 5 indicate that the jet has not penetrated beyond the boundary layer which was roughly 2.0D thick upstream at x/D = -5. The spreading of the jet is also much less than at R = 1.5.
R-1.5 R=1.0 R4:).5 It is apparent from the previous discussion that the selection of the contour which defines the edge of the jet is somewhat arbitrary.
However, this is no more arbitrary than the selection of a contour of streamwise velocity to estimate jet position. The intent here is to show that other estimates of jet position are possible when the U/Vi plots do not provide enough information. In regions where local turbulence is high, as is the case for R = 0.5, it is difficult to separate the effect of the jet from the surrounding flow when considering only j17.
Turbulent Shear stresses
The use of a three-component LDV system operating in coincidence mode allowed all of the turbulent Reynolds stresses to be measured in these experiments. The results are plotted in the same format as the previous cases with the bulk of the data shown at R = 1.5 with the other two velocity ratios shown at a selected location for comparison. Only one of the shear stresses (uv) is presented here due to space limitations. This correlation was observed by Ajersch eral. (1995) for normal jets and it was observed in this study where the crescent-shaped region of shear stress is clearly visible. It should be noted that the sign of the uv shear stress is opposite to that observed by Ajersch er al. (1995) along the sides of the jet. This apparent discrepancy is due to the orientation of the jets. In the case of perpendicular jets there is no streamwise component of velocity in the jet as it exits the hole. For inclined jets, particularly jets inclined at 30 0 to the crossflow at higher velocity ratios, the streamwise component of the jet velocity is greater than that of the cross-stream fluid.
At R = 1.0 the contours of uvh: do not produce as noticeable a region of shear stresses along the side of the jet, although a vertical strip is apparent at y/D = -1.0 in Fig. 7 . The contours at xID = 8 for the velocity ratio R = 0.5 do not appear to have much variation in the region shown. The lack of variation above z/D = 1.5 also indicates that the jet has not penetrated into the crossflow.
Isotropy
In many turbulence models the assumption of isotropic turbulence is used. However, in the case of jets in a crossflow the turbulence can be quite anisotropic. In order to demonstrate this, the normal stress ratios used by Ajersch er al. (1995) will be used The first ratio is called the V-ratio and is defined as v' -
The second ratio is called the vi-ratio and is defined as w'-u' 
Computational Results
Numerical simulations were performed for all three velocity ratios.
The data presented here correspond to the R = 0.5 and 1.5 cases.
Comparisons between the experimental and computational data are in Fig. 12 . The influence the plenum has on the flow in the jet orifice is readily apparent as the streamlines group together along the upper half of the jet. A region of recirculation inside the jet orifice is not apparent, but the jetting effect observed by Leylek and Zerkle (1994) s present. The importance' of including the plenum, with whatever crossflow details may be appropriate, is clear. 'Although sharp corners at the inlet may not be precisely true for actual turbine blades, rounded entry corners cannot be manufactured easily and a model which assumes sharp corners is likely more realistic.
CONCLUSIONS
Detailed measurements of the flow field produced by a row of square, 30° streamwise-inclined jets have been made using a threecomponent LDV system operating in coincidence mode. Numerical modeling using the k-c turbulence model has been used to complement the experimental measurements. let-to-crossflow velocity ratios of 1.5, 1.0, and 0.5 were used, with the jet Reynolds number fixed at approximately 5000. The inclination of the jet inlet holes creates a non-uniform flow at the hole exits which is biased towards the upstream edge of the holes. The influence of the cross-stream on the jet exit flow increases with an increase in the streamvrise velocity component but does not remove the non-uniformity of the exit flow.
The strearnwise and cross-stream velocity components in the jet exit plane are not affected significantly by the change in velocity ratio. The influence of the velocity ratio on the outward spreading of the jet is smaller than in the case of vertical jets. This discrepancy is likely due to the near-wall turbulence model and underprediction of the turbulence levels coming from the jet. At higher velocity ratios, the agreement between measured and calculated values of velocity is not as good as at R = 0.5. The computed turbulence kinetic energy does not capture the peak evident in the experimental results. It is possible that the measured peak in turbulence kinetic energy is due to a large scale instability of the Taylor-Gorder type that originates in the highly curved flow near the jet exit, creating turbulence that is convected downstream. This effect is apparently not captured in the numerical simulations.
