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Abstract
Cocoa beans are produced in equatorial and sub-equatorial regions of West Africa,
Southeast Asia and South America. These are also the regions most aected by El
Ni~ no Southern Oscillation (ENSO) { a climatic anomaly aecting temperature and
precipitation in many parts of the world. Thus, ENSO, has a potential of aecting
cocoa production and, subsequently, prices on the world market. This study
investigates the benets of using a measure of ENSO variable in world cocoa price
forecasting through the application of a smooth transition autoregression (STAR)
modeling framework to monthly data to examine potentially nonlinear dynamics of
ENSO and cocoa prices. The results indicate that the nonlinear models appear to
outperform linear models in terms of out-of-sample forecasting accuracy.
Furthermore, the results of this study indicate evidence of Granger causality between
ENSO and cocoa prices.
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University1 Introduction
The eects of weather events on commodity prices and commodity production has long
been considered by researchers (e.g. Keppenne, 1995; Brunner, 2002). Most studies have
relied on the assumption that the relationship between these variables is linear. If in fact
the data generation process is nonlinear, imposing a linear restriction to the model would
provide biased parameter estimates, as well as faulty inferences. General economic
intuition indicates that commodity price movement is unlikely to be linear. For example,
whereas prices are known to increase in parallel to economic growth, they do not decrease
at the same rate during an economic recession. Similarly, some recent studies in
climatology (e.g. Hall et al., 2001) show that weather anomalies also behave in a manner
consistent with nonlinear dynamic behavior. Taking these factors into account, it is
expected that nonlinear models could improve in-sample t, and possibly outperform their
linear counterparts in out-of-sample forecasting as well. A more precise practical benet of
this could be that a causal relationship between weather and price variables that may have
been camouaged in linear models will be revealed with a nonlinear model specication.
This paper demonstrates the improvement of moving from linear to nonlinear forecasting
by analyzing El Ni~ no Southern Oscillation (ENSO) impact on world cocoa prices.
Cocoa is produced in sub-equatorial regions of West Africa, Southeast Asia and South
America. The crop originates from Central America, where the Maya is considered to
initially have domesticated cacao1. Later Aztecs had allegedly discovered its use as a
\drink of gods"2. Cocoa was introduced to Europe and, subsequently to the rest of the
world, after Columbus' visits to the western shores of the Atlantic Ocean. The increasing
demand for this drink had created a need for extensive cultivation of the crop, which
resulted in the introduction of cocoa crops to Central and Western African countries in the
19th and early 20th centuries. Since then, cocoa has developed into a heavily traded
1International Cocoa Organization (2011)
2Dutch Cocoa (2011)
2commodity, and cocoa production has emerged as an important source of income to many
households and small enterprises in the developing world.
Interestingly, the cocoa producing regions are also most aected by a medium-frequency
climatic phenomenon known as El Ni~ no Southern Oscillation (ENSO). This climatic
anomaly has a tendency of causing extreme droughts or higher-than-usual precipitation in
dierent parts of the world. The two extreme phases of ENSO occurrence are known as El
Ni~ no and La Ni~ na. In normal conditions the trade winds blow west across the tropical
Pacic. During El Ni~ no phase, the trade winds weaken in the central and western Pacic,
resulting in an unusually warm sea surface temperature interacting with the air above it in
the eastern and central Pacic Ocean. Well known consequences of El Ni~ no phase are
increased rainfall across the west coast of Central and South America, and drought in the
Western Pacic region. La Ni~ na is the counterpart of El Ni~ no, and is associated with very
intense trade winds, and colder-than-normal sea surface temperature in the region.
Consequently, La Ni~ na results in increased precipitation in the Oceania, and droughts
across the Eastern Pacic region. The El Ni~ no and La Ni~ na events reoccur every two to
seven years and, put together, dene the El Ni~ no Southern Oscillation.
Considering the linkage to the local weather conditions, ENSO anomalies are likely to
have an impact on cocoa production in the aected regions. As a consequence, the resulting
shocks are likely to manifest themselves in adequate responses of world cocoa prices.
Recent research indicates a growing interest in the role of ENSO phenomenon on
economic performance and commodity price behavior (e.g. Keppenne, 1995; Brunner,
2002). In a majority of related applications, researchers have been successful in deriving
economically meaningful relationships between ENSO and world commodity prices. In
light of these developments it is striking that little work has been done to investigate
ENSO eects on cocoa prices. Among few exceptions are studies by Brunner (2002) and
Holt and Inoue (2006). Brunner (2002) investigates the relationship between ENSO and
economic variables, nding an evidence of both statistically and economically meaningful
3eects of ENSO on primary commodity prices. Holt and Inoue (2006) extend Brunner's
research and examine out-of-sample forecast performance, thus assessing the Granger
causality between ENSO and world commodity prices.
Whereas their results show mild support of causality between ENSO and cocoa prices,
it seems possible to improve on these results with the use of higher frequency dynamics as
these studies rely on quarterly observed data. We maintain the assumption that the
predicted ENSO variable is exogenously given in the system of cocoa prices following
Brunner (2002). Furthermore, the current research extends the work of Brunner (2002) and
Holt and Inoue (2006) in that we incorporate nonlinear modeling and forecasting
techniques to predict ENSO its impact on world cocoa prices. At the same time, recent
developments in nonlinear time series modeling have allowed researchers to examine the
intricate dynamics of an ENSO cycle (e.g. Hall et al., 2001). We argue that the underlying
linearity assumption may be camouaging potential Granger causality between ENSO and
cocoa prices, and nonlinear models may be capable of capturing this eect by addressing
regime-dependency of the series. Unlike these previous studies, we focus on ENSO impact
on cocoa prices only, thus excluding other economic components, such as GDP growth rate
and ination, from the system.
In what follows, we will rst present our econometric framework, where we describe the
peculiarities of smooth transition autoregressive (STAR) modeling and forecasting. We
then proceed to test our empirical model based on this technique, as well as provide
information regarding our data. Finally, we will present results and discuss the main
ndings of this study, which we subsequently summarize in the conclusion part of the
paper.
42 Econometric Framework
In this section we outline our choice of econometric methods for this research in order to
investigate the potential causal relationship between ENSO and cocoa prices. We build our
framework starting from a single-equation linear model before introducing the family of
smooth transition models. We will then present an out-of-sample forecasting technique
used to test out-of-sample Granger causality in the context of nonlinear model.
2.1 Basic Autoregression and Granger Causality
The general idea behind time series modeling is that a current observation is a function of
its previously observed values. In the context of prices, this corresponds to the current price
being a function of previous price realizations. We begin by considering a linear univariate
autoregressive model of order p, AR(p), expressed in rst dierenced form as Equation (1).
yt = 
0xt + "t (1)
where yt is the dependent variable; xt = (1;yt 1;yt 1;:::;yt p+1)0 is a vector of
right-hand-side variables;  = (;;1;:::;p 1)0 is a vector of parameters to be estimated,
where  is the unit root parameter, such that the restriction  = 0 imposes a unit root
process. Finally, "t is an additive error process such that "t  iid(0;2).
In addition to a variable being a function of its own lags, it can also be a function of
relevant, and possibly exogenous, variables and their associated lagged values. Thus, the
Equation (1) can be further augmented by including a set of exogenous variables, ~ zt on the
right-hand-side of the equation, as shown in Equation (2).
yt = 
0xt +  
0zt + "t (2)
where zt = (zt;zt 1;:::;zt m)0 is a vector of current and lagged exogenous variables up to
5and including lag m, and   = ( 0; 1;:::; m)0 are the associated parameters. The variable
z then is considered to be Granger causing the variable y, if the null hypothesis of Granger
non-causality,  0 =  1 = ::: =  m = 0, is rejected at some conventional statistical
signicance level.
2.2 Smooth Transition Autoregression
Equations (1) and (2) can be further augmented in a number of ways, including threshold
autoregressive models (Tsay, 1989; Tong, 1990), Markov switching models (Hamilton,
1989), and articial neural networks (Kuan and White, 1994). An alternative approach for
modeling nonlinear features of time series data { and an approach that combines elements
of the aforementioned methods { is the STAR framework, proposed and developed by
Luukkonen et al. (1988), Terasvirta and Anderson (1992), Terasvirta (1994), and Eitrheim
and Terasvirta (1996). STAR-type models are widely applied in studies modeling
asymmetric cyclical variations and turbulent periods (e.g. Terasvirta, 1995; Hall et al.,
2001).





1xtG(st;;c) + "t (3)
where G(st;;c) represents the so called transition function, which is by construction
bounded between zero and one, and where st is a transition variable, and  and c are,
respectively, smoothness and location parameters. The transition function alters the
dynamics of the model conditional on the transition variable. Thus, the transition function
is capable of leading the regression to one regime or the other in a potentially smooth
manner. Among the most commonly used options for transition functions in empirical
applications are logistic and exponential functions, known here as logistic STAR (LSTAR)
and exponential STAR (ESTAR) models. These transition functions are dened as
6Equations (4) and (5).
GL (st;;c) = (1 + exp[  (st   c)])
 1 (4)
GE (st;;c) = 1   exp

  (st   c)
2
(5)
where the smoothness parameter of the transition function, , is dened to be a
non-negative parameter. The LSTAR model approaches a linear AR model when  ! 0,
and a threshold autoregressive model (TAR) when  ! 1. On the other hand, ESTAR
approaches a linear AR when either  ! 0 or  ! 1.
2.2.1 Testing Framework
Whether or not nonlinearity is truly an underlying feature of the data is a testable
hypothesis. However, we cannot directly test the null hypothesis of linearity, that is,
H0 :  = 0, in a STAR model, due to unidentied nuisance parameters, also known as
Davies (1987) problem. Specically, in the context of Equation (3), the nonlinear model
will reduce to the linear AR model both by imposing the restriction  = 0 or 1 = 0.
Therefore, the standard test statistics are no longer applicable. Luukkonen et al. (1988)
proposes a solution to the problem by approximating the transition function, G(st;;c),










t + t (6)
where t combines the original error term, "t, and the approximation error resulting from
the Taylor expansion. The new specication in Equation 6 makes it is possible to apply
conventional testing methods, in particular the test for linearity against the STAR
specication. This is now equivalent to testing the null hypothesis of H0
0:
1 = 2 = 3 = 0, where i, i = 1;2;3, are vectors of parameters from the auxiliary
regression. An additional benet of testing nonlinearities using a third order
7approximation, as presented in Equation (6), is that tests against LSTAR and ESTAR
models are also embedded in the testing framework. The test against the logistic STAR
model is equivalent to testing the null hypotheses of H03: 3 = 0 and H01:
1 = 0j2 = 3 = 0. Alternatively, the test against the exponential STAR is equivalent to
H02: 2 = 0j3 = 0.
In practice, the transition variable is often a priori unknown. We are therefore required
to select our relevant transition variable from a set of candidate variables for use in the
testing procedure. Following the outlined testing procedure, we base our selection of the
relevant transition variable on whichever candidate yields the lowest probability value for a
Type I error. Once we have elected our transition variable (and associated transition
function) from the set, we proceed to estimate the related STAR models with a nonlinear
optimization procedure.
2.2.2 Out-of-Sample Forecasting and Granger Causality
We assess Granger causality by analyzing the relative out-of-sample forecast performance
of the restricted and the unrestricted models, for example, as represented by
Equations (1) and (2), respectively. Below we outline the general forecasting framework for
the nonlinear estimation procedure. Consider a general specication of an univariate
autoregression given as Equation (7).
yt = f(xtj) + "t (7)
where xt = (yt 1;:::;yt p;:::)0, which may include intercept and trend variables, as well as
a vector of exogenous variables, zt, and a vector of seasonal dummy variables, Dt; and
where  is a vector of parameters dening the dynamics of yt; and nally, "t  iid(0;2) .








= E (f(xt+1j) + "t+1) = E (f(xt+1j)) (8)
In the case of linear models, a h-step-ahead forecast, where h > 1 may be obtained
recursively in a manner similar to the Equation (8). However, in case of nonlinear models
applying this na ve, or so called \skeleton extrapolation" approach would yield biased
estimates (see Tong, 1990; Granger and Terasvirta, 1993). On the other hand, a proper
forecasting method would require a numerical integration, which quickly becomes
cumbersome as the forecast horizon length increases. This can be avoided, however, by
approximating the multidimensional integral by some simulation procedure, one of which is
a bootstrap method (Lundbergh and Terasvirta, 2004). Specically, in case of h = 2 for














where the idiosyncratic shocks in the next forecasted period, "t+1;b, are randomly drawn
from the distribution of residuals of the estimated (nonlinear) model. A general
h-step-ahead forecasting equation, Equation (10), can thus be developed in a manner














By applying the bootstrapping method we eectively generate a distribution of forecasts
around the mean. This approach can therefore be useful in the context of the linear models
if, for example, one intends to calculate empirical condence intervals of the forecasts.
Finally, the out-of-sample forecasts are evaluated using a forecast accuracy measure, in















where yr;t+h is the actual realization of the event at the horizon h, and R is a total number
of out-of-sample forecasts. By setting k = 1 and k = 2 we obtain two most widely
implemented forecast accuracy measures { Mean Absolute Forecast Errors (MAFE) and
Root Mean Squared Forecast Errors (RMSFE), respectively. These measures are used to
assess forecast accuracy in the current research.
3 Empirical Framework
In this section, we apply the econometric framework outlined in the previous section to
investigate relationship between ENSO and cocoa prices. We treat ENSO as a strictly
exogenous variable in the model, as cocoa prices are aected by ENSO contemporaneously
and by its associated lags, but not the other way around. This assumption also implies
that ENSO shocks are orthogonal to cocoa price innovations (see, e.g. Brunner, 2002). We
therefore proceed with the estimation sequence, such that we rst estimate the ENSO
equation independently in a univariate model. Then we estimate the cocoa price equation,
where the ENSO variable enters exogenously. We then consider the possibility of
STAR-type nonlinearities, both in the ENSO and in the cocoa price equations. Based on
the nonlinearity test results, we estimate adequate STAR models for each rolling window.
These estimates are then used to perform out-of-sample forecasting.
3.1 Data
This sample consists of monthly observations between January 1960 and December 2010.
The time series variable representing the ENSO anomaly, Ni~ no 3.4, is derived from the
10index tabulated by the Climate Prediction Center at the National Oceanic and
Atmospheric Administration. This index measures the dierence in Sea Surface
Temperature (SST) in the area of the Pacic Ocean between 5N   5S and
170W   120W, and thus is a strong indicator of ENSO occurrence in the tropical Pasic.
The Ni~ no 3.4 monthly measure is an average of daily values interpolated from the weekly
measures obtained both from satellites and actual locations around the Pacic. The
anomaly is the deviation of the Ni~ no 3.4 monthly measure from the average historic
measure for that particular month from the period 1971 { 2000.
We use monthly cocoa futures prices from the New York Mercantile Exchange
(NYMEX), given in U.S. Dollars per ton. For estimation purposes, we deate the nominal
coee prices using the producer price index (PPI) for all commodities obtained from the
U.S. Bureau of Labor Statistics. We transform the data to their natural logarithms in
order to mitigate potential heteroscedasticity, a phenomenon often associated with price
data (e.g. Holt and Inoue, 2006; Carter and Smith, 2007), with the additional benet of
being able to analyze the eects in percentage terms. For the sake of brevity, unless
otherwise stated, whenever coee price is mentioned it is to be considered as real price in
natural logarithmic form.
<Figure 1 here>
Figure 1 plots cocoa prices together with the SST anomaly, which allows us to see some
co-movement of the series. For example, strong El Ni~ no episodes in early 1970s and early
1980s were followed by an increase in cocoa price. This tendency, however, does not
maintain throughout the sample period. For example, a strong El Ni~ no episode in the late
1990s does not appear to have resulted in an increase of cocoa prices.
3.2 Estimation
In order to generate out-of-sample forecasts, we employ a xed{length rolling window
modeling approach (see, for example, Milas and Rothman, 2008). We intend to simulate a
11set of h-step-ahead forecasts for each window, where the longest horizon length, hmax, is set
to 48 months. Thus, the rst estimation window covers the period from January of 1962 to
December of 2000, and the last window ends with December of 2005. Within this range,
each consecutive window is obtained by shifting (\rolling") the window ahead by one
observation, which in our case constitutes one month. The rolling windows are
re-estimated annually in December, but the forecasting is performed on a monthly basis.
This approach generates a total of 72 rolling windows. Finally, we maintain the same lag
lengths, both for the ENSO and cocoa price equations, across all the estimated windows.
We begin the estimation procedure by examining the stationarity hypotheses in the
levels of ENSO and cocoa price series. Using the Augmented Dickey-Fuller (ADF) test, we
reject the unit root in ENSO series, but fail to reject the unit root in cocoa price levels.
The unit root is, however, rejected in rst-dierenced cocoa prices. Thus we conclude that
ENSO is a I(0) process, while cocoa prices follow a I(1) process. We then proceed to set
the autoregressive lag length of the ENSO variable to 5, as suggested by Akaike
Information Criterion (AIC). We maintain this lag length for the ENSO variable in the
coee price equation. In order to allow for contemporaneous correlation, we also include
the current level of the ENSO variable in the cocoa price equation. The autoregressive lag
length of cocoa prices is set to 2, based on the AIC. Finally, we include monthly dummy
variables in each of the two equations to account for seasonal eects. Therefore, linear
versions of the equations are stated as Equations (12) and (13).





1Dt + "t (12)





2Dt + t (13)
where  is a rst-dierence operator; Et and Pt denote ENSO and cocoa price variables,
respectively, at time t, Dt is a vector of monthly dummy variables, and the rest are
parameters to be estimated. Finally, "t  iid(0;2
") and t  iid(0;2
), such that
12COV("t;t) = 0.
The next step is to assess STAR-type nonlinearities in each of the equations, following
the procedure outlined in the previous section. We use lags of the ENSO variable, Et d, as
candidate transition variables, where d = 1;:::;6. For the sake of brevity, we present the
nonlinearity and remaining nonlinearity test results only for the selected transition
variables in each rolling window. The remaining test results are available upon request.
<Table 1 here>
As shown in the top panel of Table 1, both the ENSO and cocoa price equations show
evidence of STAR-type nonlinearities throughout all considered windows. In both cases the
nonlinearity appears to be of a logistic form, which constitutes the criterion for choosing
the LSTAR model specication for each equation.
Thus, we formulate our nal specication as in Equations (14) and (15).





















































and where 1 and 2 are standard deviations of each respective transition variable. The
13rest of the variables and parameters are previously dened.
3.3 Forecasting
We use the estimated parameters and residuals from the linear and nonlinear models of
each rolling window to calculate out-of-sample forecasts. We then obtain ENSO forecasts
using a bootstrap approach. Specically, we simulate B paths of
Et+1jt;Et+2jt;:::;Et+hmaxjt, where B = 999 and hmax = 48. The innovations for each path
are sampled from the pool of the estimated ENSO model residuals. Therefore, for path bth,














where p is the autoregressive lag length of the ENSO variable, and where
Eb
t+h pjt = Et+h pjt if p  h. The expected forecast of ENSO, E
fb
t+hjt, is thus the mean of
the computed bootstrap paths.
The expected ENSO forecasts and randomly drawn residuals from the estimated cocoa
price equation are then subsequently used for computing the cocoa price forecasts


















where, q is the autoregressive lag length of the cocoa price variable, and as in the previous
case, P b
t+h qjt = Pt+h qjt if q  h. Finally, the expected forecast of cocoa prices, P
fb
t+hjt, is
represented by the mean of the computed bootstrap paths. These values are subsequently
used to evaluate the cocoa price forecast accuracy.
144 Results and Discussion
For each rolling window ending with the month of December we estimate linear and
nonlinear autoregressive models, as dened in equations (12) { (13) and (14) { (15). In the
case of STAR models, the estimated transition functions are presented in Figures 2 and 3.
Here we only present the estimated functions of the rst rolling window3. Nonetheless, the
shapes of the transition functions from other windows are comparable to those presented
here. These gures illustrate a smooth transition between the extreme regimes in ENSO
equation, but a threshold-type transition between the regimes in cocoa price equation.
Therefore, additional interpretations of the estimated smooth transition function are in
order.
First of all, note that the inection point, G = 0:5, of the transition function of the
ENSO equation is associated with approximately zero SST anomaly, dening the normal
ENSO regime. Alternatively, the parameters associated with each of the extreme regimes
dene the distinct underlying dynamics of ENSO. However, considering the smoothness of
the transition function it is unlikely that the ENSO dynamics are exclusively associated
with one regime or the other. A large number of observations fall somewhere in between
the regimes, in which case the transition function serves as a weighting function. As such,
weights are assigned to the parameters of each of the two regimes based on the specic
location of the transition variable. When the transition function is of the threshold-type
the weights can only take values 0 and 1. In case of the cocoa price equation, we are
uniquely in one state or the other. The location parameter of the transition function is
approximately -0.9, meaning that the extreme La Ni~ na phase denes one state of nature,
while normal and El Ni~ no regimes dene the other.
We calculate the h-step-ahead out-of-sample forecasts of ENSO and cocoa prices from
both the linear and nonlinear models using the procedure described in the previous section.
3The rest of the gures are available on demand from the author.
15Specically, we rst obtain expected forecasts of the ENSO variable using estimates and
residuals of AR and STAR models. We then use the forecasted ENSO values and estimates
along with residuals from the AR and STAR models to forecast cocoa prices. The expected
forecasts of the cocoa price equations are then compared to the benchmark restricted
equation without the ENSO variable in order to calculate relative forecast accuracy.
Table 2 reports RMSFE from the benchmark model and RMSFE ratios from each of
the four combinations of AR and STAR models, as discussed above. Our primary interest
lies in examining the relative performance of the models with the ENSO variable compared
to the restricted model in order to get insights regarding the potential Granger causality.
We observe considerable dierences in forecast accuracy measures from our dierent
models. For example, when both the ENSO equation and the cocoa price equation are
modeled using linear AR models, we see no improvement in out-of-sample forecasting.
Thus, had we neglected a possibility of regime-dependent behavior in either ENSO or
cocoa prices, we would nd no evidence of Granger causality. On the contrary, when we
introduce nonlinearities to the models we observe considerable improvements in
out-of-sample forecasting. These are especially apparent for the horizons between
10-step-ahead and 19-step-ahead forecasts. In other words, the forecast performance using
nonlinear models show evidence of causal relationship between ENSO and cocoa prices.
We present RMSFE ratios of nonlinear to linear models in the last column of the
Table 2. This ratio is indicative of forecast accuracy improvement using a STAR-type
nonlinear modeling framework. Our results therefore suggest superiority of out-of-sample
t of nonlinear models as compared to linear specications.
5 Conclusions
By relaxing the common linearity assumption, we contribute to previous research regarding
weather eects on commodity price forecasting. Our empirical model considers the
16possibility of a nonlinear causal relationship between ENSO and cocoa prices to investigate
and compare forecast performance of linear and nonlinear models. The smooth transition
autoregressive framework, an advanced nonlinear modeling technique, yields evidence of
improvement of the out-of-sample t of nonlinear models as compared to linear
specications. In addition, as compared to the restricted linear models, the nonlinear
models containing the ENSO variable as a regressor tend to improve forecasting accuracy,
leading to the possibility of Granger causality between the ENSO and cocoa price
variables. These results represent a substantial improvement in terms of forecasting
accuracy over the linear benchmarks and have implications to cocoa producers and agents
in the international cocoa markets.
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227 Tables
Table 1: Nonlinearity and other Diagnostic Test Results
ENSO Cocoa Prices
w H0 H04 H03 H02 STAR H0 H04 H03 H02 STAR
Nonlinearity Test Against AR
1 0.000 0.915 0.029 0.000 Logistic 0.001 0.000 0.093 0.270 Logistic
2 0.000 0.906 0.029 0.000 Logistic 0.001 0.001 0.074 0.235 Logistic
3 0.000 0.726 0.023 0.000 Logistic 0.001 0.002 0.052 0.212 Logistic
4 0.000 0.549 0.048 0.000 Logistic 0.003 0.002 0.056 0.482 Logistic
5 0.000 0.585 0.062 0.000 Logistic 0.004 0.003 0.084 0.354 Logistic
6 0.000 0.796 0.052 0.000 Logistic 0.005 0.004 0.084 0.403 Logistic
Remaining Nonlinearity Test Against STAR
1 0.845 0.280 0.987 0.673 0.032 0.014 0.828 0.052
2 0.787 0.209 0.983 0.668 0.064 0.040 0.826 0.056
3 0.679 0.137 0.989 0.561 0.096 0.068 0.817 0.065
4 0.588 0.071 0.991 0.589 0.262 0.156 0.709 0.242
5 0.456 0.024 0.996 0.609 0.186 0.120 0.691 0.184
6 0.661 0.141 0.991 0.497 0.172 0.145 0.535 0.213
Note: values in the table are p-values of the associated test statistics; w denotes the rolling window; H0,
H04, H03 and H02 are hypotheses as dened in the text; STAR denotes the functional form of the
transition function.
23Table 2: Forecast Evaluation: RMSFE Ratios
h RMSFEr RAR;AR RAR;STAR RSTAR;AR RSTAR;STAR R0
STAR;AR
1 0.105 1.003 0.999 1.003 0.999 0.995
2 0.129 1.010 1.002 1.009 1.001 0.991
3 0.141 1.012 0.994 1.012 0.995 0.983
4 0.155 1.010 0.970 1.010 0.972 0.962
5 0.173 1.014 0.984 1.013 0.984 0.970
6 0.188 1.025 0.978 1.017 0.974 0.950
7 0.203 1.037 0.989 1.025 0.975 0.941
8 0.222 1.038 0.999 1.022 0.980 0.944
9 0.237 1.038 0.992 1.018 0.961 0.926
10 0.252 1.037 0.988 1.013 0.954 0.920
11 0.265 1.037 0.977 1.011 0.946 0.912
12 0.277 1.034 0.976 1.006 0.944 0.913
13 0.291 1.031 0.978 1.000 0.943 0.915
14 0.303 1.030 0.968 0.998 0.939 0.912
15 0.313 1.024 0.965 0.992 0.934 0.912
16 0.317 1.025 0.970 0.991 0.937 0.914
17 0.328 1.018 0.967 0.984 0.935 0.918
18 0.331 1.022 0.973 0.993 0.950 0.930
19 0.335 1.021 0.981 0.993 0.960 0.940
20 0.345 1.019 0.981 0.996 0.968 0.950
21 0.337 1.023 0.971 1.000 0.960 0.939
22 0.329 1.019 0.976 0.998 0.965 0.947
23 0.325 1.019 0.980 1.001 0.969 0.951
24 0.327 1.020 0.972 1.004 0.964 0.946
25 0.324 1.021 0.968 1.005 0.966 0.946
26 0.317 1.023 0.970 1.010 0.965 0.944
27 0.313 1.024 0.973 1.011 0.970 0.946
28 0.315 1.023 0.988 1.008 0.984 0.962
29 0.305 1.024 0.990 1.007 0.983 0.959
30 0.314 1.021 1.001 1.008 0.996 0.976
31 0.312 1.022 1.015 1.009 1.010 0.988
32 0.326 1.024 1.019 1.013 1.016 0.992
33 0.321 1.024 1.014 1.011 1.005 0.982
34 0.325 1.022 1.019 1.009 1.012 0.990
35 0.332 1.026 1.014 1.015 1.009 0.983
36 0.334 1.024 1.010 1.011 1.004 0.981
37 0.337 1.021 1.009 1.008 1.004 0.984
38 0.340 1.021 1.003 1.009 0.998 0.978
39 0.339 1.024 1.013 1.012 1.006 0.983
40 0.341 1.020 1.022 1.007 1.017 0.997
41 0.339 1.020 1.019 1.007 1.013 0.993
42 0.336 1.023 1.031 1.012 1.027 1.003
43 0.338 1.020 1.024 1.007 1.020 1.001
44 0.341 1.024 1.030 1.013 1.029 1.006
45 0.333 1.025 1.029 1.012 1.027 1.002
46 0.331 1.025 1.025 1.013 1.024 0.999
47 0.329 1.026 1.018 1.014 1.017 0.991
48 0.319 1.027 1.016 1.015 1.014 0.988
Note: entries in column headed with h denote forecast horizon; entries in column headed with RMSFEr
denote RMSFE values obtained from the restricted model; entries headed with RAR;AR, RAR;STAR,
RSTAR;AR and RSTAR;STAR are RMSFE ratios, where RMSFEr is the denominator and the numerators
are RMSFE values obtained from the AR and STAR models of ENSO and cocoa prices, respectively.
Finally, enties in column headed with R0
STAR;AR denote the ratio of RSTAR;STAR to RAR;AR.
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