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SUMMARY 
In [l] and more recently in [2], Chapters III and VII, Spitzer constructs 
potentials for a particular class of recurrent Markov chains (M.C.‘s), namely, 
the class of recurrent random walks on the n-dimensional lattice of integers 
(n = 1 or 2). In [3], [4], and [5], Kemeny and Snell construct a potential 
theory for arbitrary recurrent M.C.‘s. Orey [6] has characterized potential 
kernels for recurrent M.C.‘s. The potentials and kernels studied in these 
papers have properties which are analogous to those defined for transient 
M.C.‘s. This paper extends the results of Kemeny and Snell to Markov 
renewal processes (MRP’s). 
Section 1 contains a brief discussion of MRP’s in general, a definition of 
the class of MRP’s to be studied in this paper, and a summary of some 
needed relationships proved in other papers [7-lo]. Section 2 contains some 
preliminary lemmas. In Section 3, a potential of functions is defined for the 
semi-Markov process (S-MP) associated with the MRP. The concept of a 
left-normal MRP is introduced and its relationship with a certain potential 
kernel is discussed. Section 4 contains applications of these results to the 
important case of a continuous parameter Markov chain (c.p.M.C.). Results 
are also obtained by means of “duality” for the potential of u-finite signed 
measures defined for a c.p.M.C. In Section 5, a potential of functions is 
defined for an associated three-dimensional Markov process. Section 6 
contains several miscellaneous results which have applications to previous 
sections. 
The MRP’s considered are assumed to be irreducible, recurrent, non- 
lattice, and to satisfy hypothesis A (see below) unless otherwise specified. 
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The nonlattice assumption causes no loss in generality, the lattice case (into 
which Kemeny and Snell’s work falls) being handled by restricting t to take 
on only such values as are multiples of the span. 
1. INTRODUCTION 
A Markov Renewal process was first defined by Pyke in [7]. It may be 
described intuitively as follows. A stochastic process moves from one to 
another of a countable number of states, usually taken for convenience to be 
the nonnegative integers. The successive states visited form a Markov chain. 
The time spent in a state is a random variable whose distribution may depend 
on that state and the state next to be visited. Such a process is called a semi- 
Markov process. The corresponding Markov Renewal process is the one 
which records at each time t the number of visits to each possible state in the 
time interval (0, t]. 
The definition given by Pyke is constructive and defines the process only 
up until its first “infinity” or “explosion”, i.e., only as long as there has been 
no more than a finite number of transitions from state to state. This definition 
is summarized as follows. Let 1; = (0, 1, 2, e.*}, let {ai; i E I+> be a sequence 
of numbers such that ai > 0 and & ai = 1, and let {Qij; i, j E I+} be a 
family of transition mass functions satisfying Qij(x) = 0 for x < 0, Hi(O) < 1, 
and Hi(+ co) = 1 where Hi = Cj Qij . (All summations, unless otherwise 
noted, are over I+.) Let {(In , X,); 12 3 0} be a two-dimensional Markov- 
process defined on a complete probability space (J2, .F, P) by X0 = 0, 
P[J, = ;] = ai, and 
for all 12 > 1. Upon setting S, = x7=, Xi , N(t) = sup {n > 0 : S, < t}, 
and N,(t) = card {k : 0 < k < N(t), Jk =j}, one obtains the process 
{N(t) = (N,,(t), Nt (t), a.*); t > 0} which is called an MRP determined by 
{ai} and {Qij}. The process (2,; t > 0} where 2, = J,vct) is called a semi- 
Markov process. It is clear from these definitions that N(t) counts the number 
of transitions in (0, t], that N,(t) counts the number of transitions into statej 
in (0, t], and that 2, records the state being visited at time t. In [9], Pyke 
and Schaufele extend the definition to allow for explosions. This definition 
is presented here for the reader’s convenience. 
Let (Yt = (2,) U,); t > 0} b e any separable Markov process defined on 
a complete probability space (52, 9, P), having state space 
x = (0, 1, 2, ..A) x [O, + a], 
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having the strong Markov property for any stopping time which is almost 
surely finite, and having the following properties: 
(1) It has a stationary transition function P,(., a) such that for each t >, 0 
andwEX,P,(w;)’ IS a p b blt ro a i i y measure on g(E), the natural Bore1 field 
for X, and I’(.)(,, A) is jointly measurable as a function of (t, W) for each 
A E s?(X). 
(2) If P,(i, x; j, JJ) E I’,[(& x), (j} x [0, y]], then for each fixed t > 0, 
i,jEI+andx>O,P,(, i x; j, a) is a nondecreasing function which satisfies 
P&, x; j, t -1 if t<y<t+x 
P,(i, x; j, y) = Pt(i, x; j, t -) + hP,[(i, x); {i> X It + 41 U-2) 
if y>t+x. 
(3) The functions N,(t) = card (0 < u ,< t : Z,- # 2, =j} are random 
variables (possibly infinite) for each j E I+ and t > 0. Set i’Vj(0) = 0. 
DEFINITION 1.1. The process {Z,; t 2 0} obtained as the first component 
of the above described process is called a semi-Markov process, and the 
process {N(t) = (N,(t), N,(t), . ..). t >O} is called a Markov renewal 
process. 
It is clear that Z, still records the state being visited at time t and N,(t) 
records the number of visits to state i in (0, t] by the Z-process. 
DEFINITION 1.2. An MRP is said to be regular if P[Ni(t) < + CO] = 1 
for all t 3 0 and i E I+. It is said to be strongly-regular if P[N(t) < + co] = 1 
for all t 3 0, where N(t) = xi N,(t) is the total number of transitions from 
state to state in (0, t]. 
The class of processes just defined is too large for the purposes of this 
paper since the S-MP and the MRP do not convey the same amount of infor- 
mation unless the MRP is regular. A subclass of processes, each member 
of which is regular, and which will be the class studied in this paper is 
defined as follows. Let (Z,; t > 0} be a separable stochastic process defined 
on a complete probability space (Q, 9, P) h aving state space I+-, compactified 
by the addition of co, and having the following properties: 
(i) Almost a11 sample functions are right continuous, have left limits on 
[0, + 03) and are such that if Z, = i (i # co), there exists 8(t) > 0 such that 
Z, = i for all s E (t, t + 8(t)), while if 2, = co, there exists no 6 > 0 such that 
Z, = co for all s E (t - 6, t + 6). Further, 1 Z, - Z,- 1 < + w for all 
t > 0. For each t > 0, define 
t if Z, = Z, for 0 <u <t t - sup {u < t : 2, # Z,} otherwise U-3) 
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%,& = lim Z,, I,* f 
%,~I = 7 ’ f- Y, (1.7) 
%,-~ = z(t-“,)- (1.8) 
That these quantities are random variables follows from (i) and the fact 
that the Z-process is separable. They have the following interpretations. 
U, is the length of time the Z-process has spent in the state it occupies at 
time t. V, is the length of time from t until the next transition by the Z-pro- 
cess. X, is the total time spent in the state occupied at time t. Z,+ and Z,p 
are, respectively, the next state to be occupied after time t and the previous 
state occupied before time t by the Z-process. 
(ii) There exists a family of real-valued functions {Q&s, *); i, j E I+} 
defined on [0, + co) x [0, + co) such that &(u, *) is a mass function for 
each u E [0, + co), Qgj(u, x) = 0 for x < 0, Hi(O, 0) < 1 and Hi(u, + CO) = 1 
where Hi(., .) = Cj &,(a, e), and 
P[z,+ = j, v, < x j z, = i, u, = u, (z,y ) Us), 0 d s < t] = Q&, x). (1.9) 
(iii) The process (Y, = (Z, , U,); t > 0} is a two-dimensional, separable 
Markov Process having state space X, having the strong Markov property 
for all stopping times which are almost surely finite, and having a stationary 
transition function P,(*; a) satisfying (1) above and such that for all i, j E I+, 
x, y 3 0, and t > 0, 
Pt(C ?.iY) = 
/ 
(1.10) 
~gik(x; 
. * P(.,(k, 0; j, + 00) (t) + &[I - f&(x; t)l 
) 
k 
if x+t<r. 
(For any two real functions K and L such that K(x) = L(x) = 0 for x < 0, 
K * L(t) = I:- K(t - u) dL(u) 
whenever the integration is defined For such functions K, define K(O)(t) = 0 
or 1 as t < 0 or t > 0 and K(“)(t) = K * K@-‘)(t). All functions used in this 
paper are assumed to have value zero: if the argument is negative.) 
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It is easily verified that processes satisfying (i) through (iii) determine 
regular MRP’s. MRP’s that arise in this way will be said to satisfy hypothe- 
sis A. 
Let Pi,o denote the probability measure determined by the initial condition 
that 2, = i and U,, = 0, i.e. Pi,, is the induced measure on the process 
started at (i, 0). The following functions, to be used throughout the rest of 
this paper, are now defined in terms of Pi,o , the functions P,(i, X; j, r), and 
the functions &(u; x), 
Qdt> = Qij(O, t)~ Pij = Qij(+ co) (1.11.1) 
Fidt) = 
pijl&(t) if Pij > O FCO~(~) otherwise (1.11.2) 
Pi&) = P,*“[Z, = j] = P,(i, 0; j, + co) (1.11.3) 
G(t) = f’d’Ji(O > 01 (1.11.4) 
Mij(t) = Ei,c~[Nj(~)] + sij (1.11.5) 
&pij(t) = pi,O[zt =jT Nk(t) = Ol (1.11.6) 
kGij(t) = Pi,,[for some u < t, N,(U) > 0, N*(U) = 0] (1.11.7) 
B”ij(t) = Ei,OINj(Tk)l [l - 6Gcl + hj (1.11.8) 
where 
Tk = min (t, S,) and S,=inf{t>VO:Z,=k} 
Pit;.(t) = P&,+ = j] (1.11.9) 
&(j, x; t, = pi,,[zt =j, vt d %I (1.11.10) 
Ri( j, k, X; t) = Pi,o[Z, = j, Z,+ = k, V, < X] (1.11.11) 
,I?,(& m, x; t) = Pi,JZ, = k, Z,+ = m, I/‘, < x, N,(t) = 01. (1.11.12) 
Let qj , bij , and pij denote the first moments of Hj , Fij , and Gij , respectively 
(whenever these exist). 
A script letter will denote a matrix-valued function whose elements consist 
of doubly or singly indexed functions which use the same letter. Singly 
indexed functions are understood to yield diagonal matrices. For example 
c?? = (Gij) and 2 = (&Hi). For any matrix-valued function X, dX is 
defined to be the diagonal of Y, namely d.X = (SijKij). For any two matrix- 
valued functions Z and 2, define the matrix convolution of X and 2 by 
X,rZ = (XI, Kik * Lkj) whenever the sums are absolutely convergent. 
Matrix convolution is thus defined in terms of the convolutions of the func- 
tions which are elements of the matrices. 
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For any function defined by a capital letter, let the function defined by the 
corresponding small letter be its Laplace-Stieltjes transform, e.g., 
k(s) = jy- ecst dK(t), 
whenever the integral is well-defined. 
For any function K, Z? is defined by x(t) = si K(s) ds and I? is defined by 
Z?(s) = K(+co)m h w enever these are well-defined. For example, 
pij(t) = $, Pfj(s) ds is th e expected amount of time spent in state j by the 
Z-process until time t, given X0 = i and U,, = 0, whereas 
Note that 
&ij(~) = pij Jr [ 1 - Fij(U)] du. 
K*L(t) = I&L(t) = K&(t). 
The following relationships between the various functions defined in 
(1.11.1) through (1.11.12) are used in the remainder of the paper. Since the 
proofs of these relationships are similar, only one will actually be carried out. 
(For a more complete treatment see [7-91.) 
P’(t) = ii? * P(t) + (I -q (t) 
P’(t) = A! * (I -SF) (t) 
dqt) = 22 *J?(t) + I = d.5z * S(t) + I 
.x(t) = 9 * “&z(t) + I 
p(t) = p/42 * (I - q (t) 
f’ij(t) = ,J’,j(t) + Gi, * pl,j(t> 
M&) = d&j(t) + Gik * We,(t) 
Y+(t) = d/X * (P - .q (t) = A(t) (P - I) + I. 
Rs( j, k, X; t) = Mij * [Qjk(x + -) - QA*)l (t) 
,n&(j, k xi t) = mJ%j * [Qidx + *) - Quc(*>l W 
s 
t 
r&j, k x; 4 = ,Ri( j, k, X; S) ds 
0 
= mMij * [QjAx + a) - Qd*)I (t> (1.12.11) 
m&j, k, x; + 00) = A&(-t 0~) j-i [Qjd+ 00) - Qj&)l du. (1.12.12) 
(1.12.1) 
(1.12.2) 
(1.12.3) 
(1.12.4) 
(1.12.5) 
(1.12.6) 
(1.12.7) 
(1.12.8) 
(1.12.9) 
(1.12.10) 
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Note that ,&(j, K, X; t) is the expected amount of time the (2, Z+, I’)-process 
spends in the set {j} x (A} x [0, ] x in the interval [0, t] before a visit to m, 
given 2, = i and U, = 0. &(j, K, X; + co) has a similar interpretation. 
To prove (1.12.9), for example, let Tj (*) be the time of the nth transition 
into statej by the Z-process (n > 1). Let Tj”’ = 0. Then 
Ri( j, k, x; t) = Pi,o[Z, = j, Z,+ = k, V, < x] 
= 2 Pi,o[Zt = j, Z,+ = k, V, < x, N,(t) = n] 
n=o 
= pi,,[z, = j, Z,+ = k, Vt < x, t < Tic’)] 
+ g Piso[Z, = j, Z,+ = k, Vt < x, Tj(n) < t < Tj(n+l)] 
n=1 
= S,jPj,o[Z, = j, Z,+ = k, V, < x, t < T,(1)] 
+ $1’ Piso[Z, = j, Z,+ = k, Vt < x, Tj(n+l) > t 1 Tj(“) = u] 
?&=I o- 
x dp,,,[Tk’ < u] 
= 6,jPj,o[z,+ = K, t < v, < t + x] 
x dGi, * G$+l’(u) 
= USi& + t> - Q&l 
+ j-” Pj,o[Zo+ = k, t - u < V, < x + t - u] dGii * M,(u) 
O- 
= I 1 [Qirt(x + t - u) - Qjk(t - u)] d[Sij + Gij * Mjj(~)] 
In the proof, use was made of the strong Markov property, (1.124, and 
the fact that 
{Z, =j, z,+ = k, v, < x, T;n+l) >t}={Z,+=k,t-u<<u~x+t-z4} 
on the set where Tin’ = u < t. 
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2. PHEIAMINARY LEMMAS 
Whenever 7, < -I- CO for all j I I , set yi, : (pii Szj) q;l and 3 =- (sij). 
Set 
.I D 
Q(t) : ( [I --. H,(u)] du 
* I 
and 
i 
t+Y 
= . t KM+ 03) -- Od41 du for t>,O 
and set 
Q(f) = Q&; t> = 0 for t <o. 
The following lemma may be proved as in [S] for the strongly-regular case. 
LEMMA 2.1. If yj < + o3 for all jcI +, then an irreducible, nonlattice 
MRP sati$ying hypothesis A is recurrent if and only if pjj(+ cx)) = + CO 
for all j E I+. Zf the MRP is strongly-regular, this is equivalent to & pyi = + co 
where (p;J = (&,)“. 
LEMMA 2.2. If qj < + co for all j E I+, then 
T-*(1 - Q) *9(t) = +@(t) (2-l) 
- AP( + 00) = I ij’ the MRP is transient (2.4 
- g(t) 3 is well de$ned (2.3) 
and 
- L?(t) 22 = I - s+(t) + A *9(t) 2. (2.4) 
PROOF. Equation (2.1) is simply a reformulation of (1.12.1). Equation 
(2.2) follows from (2.1) by means of Lebesgue’s monotone convergence 
theorem. 
A typical term in P(t) 9 is 
k k 
The first term on the right is positive and hence the whole sum is greater 
than - co. Further, by (1.12.2) and (1.12.8), 
RECURRENT MARKOV RENEWAL PROCESS POTENTIALS 311 
Finally 
- g’(t) A! + P+(t) = - A! * S(t) 7)-‘(P -I) + A(t) (P -I) + z 
= A! * (7) - 2-P) (t) 7)-l(P - Z) + z 
=z+JH*u(t)s. 
The proof of the following lemma is similar to one by Kemeny and Sell [3]. 
LEMMA 2.3. Z~Q < + cof or all j E I+, then for any states i, j, k, m E Z+ 
such that m # j, 
Zf m = j, then 
PROOF. The right side of (2.5) is the expected amount of time the Z-pro- 
cess spends in state k before a visit to j through i, given Z, = m and U, = 0. 
Let X, be the amount of time spent in k between the uth and (r + 1)th 
visit to j (Y 2 1). Then {Xi> forms a sequence of independent, identically 
distributed random variables with E(X,) = $jjik( + oo) for i > 1. Let Y 
count the number of times the process visits j before visiting i. Then 
&,JY) = J4&+ oo) - Smj . X, + X, + a*. + X, counts the amount 
of time the process spends in k between the first visit to j and the first visit 
to j through i. Making use of Wald’s Fundamental Identity, the expected 
value of this random variable, given Z,, = m and U, = 0, is 
Hence, the expected amount of time the process spends in k before a visit 
to j through i, given Z,, = m and U, = 0, is 
and the proof is complete. Using the fact that Kpiij( + co) = kMii( + co) Q 
and Q < + co for all j E I+, one obtains the following 
COROLLARY 2.1. For any states, i, j, k, m E Z+, 
312 SCHAUFZLE 
LEMMA 2.4. For any states i, j, k E I+, 
PROOF. 1. A,&(t) - Mjk(t) = &‘Jt) + (Gij - 1) c Mj,(t) by (1.12.7). 
Hence, 
MikP) - Kc(t) < &Mt) 
since Gi, - 1 < 0. Thus, 
J&(t) - J&(t) G &Q+ a) + iw%( + a). 
Similarly, 
and the proof of (2.9) is complete. 
2. (2.10) follows by exactly the same argument as in 1. 
Set Vi(t) = inf {U > t + V,; 2, = ;}. Let Jcj(t) denote the expected 
number of visits toj by the Z-process in (t, Vi(t)], given 2, = k and U,, = 0; 
let Jmj(t) denote the expected amount of time the Z-process spends in j in 
(t, Vi(t)], given 2, = k and U, = 0; and let &(j, m, x; t) denote the expected 
amount of time the (2, Z+, V)-process spends in {j} x (m} x [0, x] in 
(t, Vi(s)], given Z,, = k and U, = 0. It is assumed in the following lemmas that 
7, < + co whenever needed. 
LEMMA 2.5. For all i, j, k, m E I+, x > 0, and t 3 0 (except that i # j 
in (2.11))) 
iA$j(t) = i”kj( + m) - %i i”ij(+ O”) 
+ i”ij( + m) Mki(t) - Mkj(t)* (2.11) 
iAkj(t) = tpkj( + co) - '*i i'ij( + co) + i'ij( + m) Mki(t) - '?dt)' 
(2.12) 
$3,. j, m, x; t) = J?,( j, m, X; + 00) - Ski i&( j, m, X; + 00) 
+ &j, m, x; + a) J4dt) 
- 44 j, m, x; 4. (2.13) 
PROOF. Let the initial condition Z,, = k and U,, = 0 be given. To prove 
(2.1 l), let X, be the random variable which counts the number of visits to j 
by the Z-process between its rth and (r + I)th visits to i(r > 1). {Xi} forms 
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a sequence of independent, identically distributed random variables. Let 
Y = CFLF’ X,. and let X,, count the number of visits to j before the first 
visit to i. E(X, + Y) is the expected number of visits to j in [0, Vi(t)] * 
-wo) = iwd+ co) 
and by Wald’s Fundamental Identity, 
E(Y) = q-q W$)] = &Q+ 00) P4c&) - hcil. 
Mki(t) is the expected number of visits to j in [0, t] and (2.11) follows. 
If i #j, (2.12) and (2.13) are proved similarly to (2.11) by letting X, 
record the amount of time the Z-process spends in j between the rth and 
(r + 1)th visits to i to prove (2.12) and by letting X,. record the amount of 
time the (2, Zf, V)-process spends in {j} x {m} x [0, ~1 between the rth 
and (r + I)th visits to i to prove (2.13). If i = j, then the right side of (2.12) 
reduces to Mki * Dj(t) which is the expected amount of time the process 
spends in state j until a transition after time t if Z, = j, given Z,, = k and 
Us = 0. But this is Jki(t). A similar argument proves (2.13) when i =j. 
LEMMA 2.6. For all i, j, k, m E I+, x > 0, and t > 0 (except that i # j 
in (2.14))) 
&j(t) = 2 C&> iMd+ ~0). (2.14) 
T#i 
(2.15) 
i&( i, m, xi t> = 2 G.(t) 84 j, m, x; + 00) + Mkj * Q&, -> (t). (2.16) 
T#i 
PROOF. Since the proofs of the above three statements are similar, only 
that for (2.15) will be given. +4&t) may be calculated by probability argu- 
ments as 
(2.17) 
+ (the expected amount of time the Z-process spends in j from t until a 
transition after t if Z, = j, given that Z, = k and U0 = 0). 
The first term on the right of (2.17) reduces to CT+ P&(t) $rj( + 00) and the 
second is easily evaluated as Mkl * Dj(t). 
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LEMMA 2.7. For all i, j, k, m E I+, and x ~3 0, 
:jl {[M?&(t) - n4tk(t)] k”kj( + co) + [l%{ij(t) - Mkj(t)]} = j&l,j( + a)* 
(2.18) 
$i& [&j(t) - &(t)] = 0. (2.19) 
If lim,,+, Acfjj * D?(t) exists finitely for all j E I+, then 
LE ([~7&) - M&)1 &CA+ 03) + Cat) - P&N = rcEj(+ a). 
(2.20) 
p& LA&) - k&&)1 = 0. (2.21) 
lim (Mkj - A&) * oj(t) = 0. t-em (2.22) 
If lim,,,, Mjj * Djm(x, *) (t) exists jinitely for all j, m E I+ and all x 3 0, 
then 
lim WGdt) - Kdt)l ~8~4 j, m, x; + a) + [&( j, m, x; t) - R,( j, m, x; t)]> t-w= 
= kR(.j, m, x; + co>. (2.23) 
)jyrn L&(j, m, x; t) - A( j, m, x; t)] = 0. (2.24) 
!iya (Mkj - Msj) c Djm(X, *) (t) = 0. (2.25) 
PROOF. Since the proofs of (2.18), (2.20), and (2.23) and those of (2.19), 
(2.21), and (2.24) are similar, only proofs for (2.20) and (2.21) are given. 
Set 
The left side of (2.20) becomes 
W&t) + g&t) - Whj * &c(t) = [W&t) Giti(t) - W/cj * Gidt)] 
+ [l - Gik(t)l Wkj(t) + ?f*j(t)* (2.26) 
As t--f + co, the third term on the right converges to kpij(+ co). By 
Lemma 2.6, 
Wkj(t) = d&t) < $jj(+ 00) + M!xj *L,(t). 
Hence, by hypothesis, the second term converges to zero. For fixed U, 
w,,(t) - W& - ~4 = .tP,d+ 00) [MwW - Mm0 - 41 
- [P&t) - Pkj(t - n)]. 
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The first term converges to UP;: kpkj(+ 00) by the Key Renewal theorem 
and the second term converges to UQ& since Pkj(t) -+ QP;‘. Hence, 
lim t++m [W&t) - Wkj(t - u)] = 0 since kPkkj(+ co) &i = Q&’ if 
,ujj < + 00 and both terms converge to zero if pjj = + co. Hence 
t lim 
s t++m o- 
[Wk.(t) - tVkj(t - u)] dG,,(u) = 0 
since Gi, < 1 and (2.20) is p roved. By Lemma 2.5, the left side of (2.21) 
may be written as 
$kj(+ w) [Mkk(t) - Mik(t)] + [ptj(t) - pIcj(t)l - Jfij(+ a>* 
This converges to zero as t + + co by (2.20). 
The proofs of (2.22) and (2.25) are similar, so only that for (2.22) will be 
given. Equation (2.22) follows from (2.19) and Lemma 2.6 after noting that 
hP~j(+ w) = rlj k”ci(+ O”). 
Lemma 2.7 shows that if the quantities defined before Lemma 2.5 con- 
verge as t -+ + co, they are, in the limit, independent of the initial condition, 
as expected. 
3. POTENTIALSFORTHEZ-PROCESS 
In this section, a potential is defined for functions from 1+, the state space 
for the Z-process, to (- co, + co). This definition is a simple extension 
of the definition given by Kemeny and Snell (see [3]) in the case of an M.C. 
Since the functions to be considered in this section are defined on I+, they 
will be thought of as column vectors. For example, f = (f. , fi , a--)‘. 
( “ ’ “stands for the transpose of a vector or matrix.) Similarly, measures 
defined on I+ will be thought of as row vectors. 
It is assumed throughout this section that Q < + co for all j E I+ and that 
lim ti+m Mjj t Di(t) < + co for all j E I f. The second assumption implies 
that lim t++m Mij * D?(t) exists for all i E I+ and is independent of i. Let 
m, = ,M,,(+ a>- 
DEFINITION 3.1. A a-finite signed measure Y is said to be superharmonic 
if vL2 < 0, subharmonic if - v is superharmonic, and harmonic if it is both 
superharmonic and subharmonic. For the rest of this section, r will denote 
the measure whose ith component is given by rri = vimi = ,p,,i(+ co). 
DEFINITION 3.2. A real-valued function, g, defined on I+ is said to be a 
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potential if there exists a real-valued function, f, defined on 1~ such that 
r ifi < $ co and such that 
g z= ,‘i$ @t) f. (3.1) 
Similar definitions could be given for superharmonic functions and 
potentials of measures and an analogous theory could be constructed. This 
will be left, however, until Section 4 where, for the important class of 
c.p.M.C.‘s the results can be given with no additional labor. 
Although it is assumed that all MRP’s are recurrent, Definition 3.2 does 
not depend on this fact. If the MRP is, in fact, a transient c.p.M.C., Defini- 
tion 3.2 reduces to the usual definition of a potential (see [ll]) provided 
only that v / f 1 < + co. This is the content of the following 
THEOREM 3.1. If g is a potential with respect to a trainsient, irreducible 
c.p.M.C. and g is dejned by a function f such that T / f 1 < + CO, then 
g = g(+ a)f. 
The proof of this theorem follows that of Kemeny and Snell for the case of 
a transient M.C. (see [3]) and it is, therefore, not given here. Since the 
material in this section extends that of Kemeny and Snell, some of the proofs 
parallel theirs and reference to these will not always be given. 
In [3] Kemeny and Snell define potentials of functions, f, such that 
v 1 f I < + co where v is any positive superharmonic measure. Although 
this appears to be a weaker definition that Definition 3.2, the two definitions 
coincide for any strongly-regular recurrent MRP as the following lemma 
shows. 
LEMMA 3.1. If an MRP is recurrent, strongly-regular, and irreducible, then 
any positive superharmonic measure is harmonic. T is the unique positive harmonic 
measure for such an MRP. 
PROOF. Let Y > 0 be superharmonic. Then ~9 < 0 implies that 
&iQpij < vir)T1. Set pi = viyil so that pP < p. Set p = ~(1 - P) > 0. 
Ifp>O, thenp=pP+p=pPn+p(P+P2+***+Pn)foralln>1 
and the second term converges to + 00 as n + + 00 by Lemma 2.1 since 
the MRP is recurrent. Hence p = 0 and v9 = 0. The second result follows 
from Theorem 4.2 in [lo]. 
The next lemma shows that the class of functions for which a potential 
may exist can be considerably reduced. 
LEMMA 3.2. If g is a potential defined by f, then nf = 0. 
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PROOF. By hypothesis, 
lim xPij(t)fj < + co and 
t++co 
lim iI& = + 00. 
j t++m 
Hence, 
Since 
(Es], Lemma 3.3) and 0 < ~ij(t)/Mii(t) < ipLij(+ co) by Lemma 2.5, it 
follows that the limit may be passed over the summation sign and the proof 
is completed by noting that Ci ipgij(+ co)fi = c Cj nifj by Corollary 3.4 
in [IO] where c > 0 is a constant depending only on 0 and i. 
Henceforth, in this section, only functions f such that T 1 f 1 < + co and 
nf = 0 will be considered. Also, for the rest of this section, fix some state 0 
which will be a reference state. 
LEMMA 3.3. Under the above assumption, 
&+qlfl<+~- (3.2) 
f = - -%q+ m)f. (3.3) 
PROOF. 1. 
by (2.6) and the hypothesis that T 1 f I < + co. 
2. By conditioning on the first state to be visited one may obtain 
(I- 8) * s&t> = @t, - (Qto * &M) 
and hence 
- 90g(+ O”) = iT - rl-YPi0 $oi(+ co))7 
the limit following by Lebesgue’s monotone convergence theorem. 
318 SCHAUFELE 
Hence, 
since xf = 0. 
COROLLARY 3.1. lf g is a potential dejned by Jc, then 
,cy = hp(t) [- Lip+ m)f]. 
The following theorem gives some of the properties of g whenever it 
exists. 
THEOREM 3.2. If g is a potential de$ned by f, then 
.f = I&+ aO)f - t’kfpm 0 @(t)f. 
g = oq+ a)f +&J. 
-2g =f. 
PROOF. 1. By Lemma 2.2, 
,P(t) [- 2?] = I - s+(t) - Jfz *9(t) [- 31, 
and by Corollary 3.1, 
g = )jE @) [- %I’(+ a>f] 
= pI& [I - s+(t) - ./hf * 9(t) (- L2)lo P( + CO)f 
= ,q+ co) f - jj% [Y+(t) &q+ co) + A * 9(t)] f. 
(3.4) 
(3.5) 
(3.6) 
The second term on the right of the above equation evaluated at i is equal to 
by (2.15) and the fact that ?rf = 0 and (3.4) is proved. 
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2. gi - go = 2 $ij( + O”) fj - ,‘:1g x [OAidt) - OAOdt)l h * 
j 1 
,‘& [OAidt) - OAOj(t)] = 0 
by Lemma 2.7 and 
1 Jij(t) - oAOj(t) ’ G $ij( + co) + 20pOj( + co) i”OO( + co) 
by Lemmas 2.4 and 2.3. Hence the limit may be passed over the summation 
sign and (3.5) is proved. 
3. - 22,8(+ a)f-fby L emma 3.3 and - 21 = 0. Hence - 2g =f 
by 2. 
Equation (3.6) means that - $ is a left inverse for the operation of forming 
a potential. 
A potential kernel is now defined and its relationship to the potential just 
defined is investigated. Set 
whenever this limit exists. 
DEFINITION 3.3. Whenever it exists, U = (Aij) will be called a poten- 
tial kernel with respect to the Z-process. 
DEFINITION 3.4. An MRP is said to be left-norma if o~j = lim,,,, oAij(t) 
exists for all j E I+ and some state, say 0. 
The fact that o~i (whenever it exists) is independent of the choice of i 
is shown in Lemma 2.7. The following theorem shows that the left-normality 
of an MRP and the existence of the potential kernel defined in Definition 3.3 
are equivalent. 
THEOREM 3.3. ovj exists for all j E I+ ;f and only if A, exists for all j E I-i- 
and o~j = Aoj , In this case pj exists for all i, j E I+ and ivj = Aii . 
PROOF. The first statement is immediate in view of Lemmas 2.5 and 2.6. 
To prove the second statement, the reader may straightforwardly verify that 
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using the fact that apOj(+ co) opooi(+- co)-l = iijij(f co) 7~~. Since by 
hypothesis, the limit on the right side of (3.7) exists, it follows that the limit 
on the left side exists. Setting Y = i, the second term on the left becomes 
ilIii * D<(l) ,pij(+ co) 7~~. This has a limit by assumption and the limit is 
Aii ipiij(+ cc) vi1 by definition. Thus, the first term on the left must have 
a limit and this, by definition, is Ai, . That Aij = ?vj again follows from 
Lemmas 2.5 and 2.6. 
COROLLARY 3.2. Under the hypotheses of the above theorem, for all i, j E I+, 
A sufficient condition that a potential exist and be expressible in terms of the 
potential kernel is given in the following 
THEOREM 3.4. Zf the MRP is left-normal and there exists a sequence {ci} 
of positive real numbers such that oAii(t) < cj fw all t 3 0 and such that 
~dci/fi~<+~,thengexistsandg=o~(+co)f-lovf. 
PROOF. Since limt++co ,,Aij(t) = o~g by hypothesis and Jij(t) < cj , it 
follows that 
and the proof is complete. 
COROLLARY 3.3. Under the assumptions of the above theorem, g = - Af. 
PROOF. 
= - zAi,fj, 
3 
making use of (3.8) and the fact that z-f = 0. 
Turning to the positive recurrent case, it is now shown that every such 
MRF’ is left-normal by means of the following 
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LEMMA 3.4. If the MRP is positive recurrent, then lim,,,, PA(t) exists for 
all i, j E I+ and is given by pji = Ck p,jb,jpLi . 
PROOF. Let F, and F be distribution functions defined on 
and 
The summands in F, converge to the corresponding summands in F by the 
Key Renewal theorem. The following argument allows the limit to be passed 
over the summation sign. If pt and p represent the corresponding measures, 
then 
pi[I+ x I+ x [O, a)] = 1 = ,Qi- x z+ x [O, + co)]. 
Fix j E I+ and let f (h, r, x) = Sj, . One may show, using an argument similar 
to that used by Kemeny and Snell (condition 2. p. 207 [3]), that 
where X = I+ x I+ x [0, + co). That is, 
The left side of this equation is lim,,,, P;(t) and the right side is pi+. 
THEOREM 3.5. A positive recurrent MRP is left-normal and aj2 < + 00 
for all j E I+ where 
uj2 = 
s 
; (u - rlj)2 d&(u). 
PROOF. By Lemma 3.4, P;(t) +p,+. Also, Cr P:(t) = 1 = C,p,.+ and 
$Tj(+ 0~)) < $d+ co)- H ence, by a similar argument to that used in 
Lemma 3.4, 
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Since lim,,,, AI&~ * D?(t) < {- cu, it follows that av3 exists. Since pjj < 3 co, 
lim t++30 n/r,, r Dj(t) i + o.~, if and only if J:i l),(t) cZt < -L- CO by the 
Key Renewal theorem and this is equivalent to uj’) ‘1. i ;o. 
Turning to the null-recurrent case, it is clear that an MRP is left-normal 
if and only if XT, ,, pir(t) ,Iclrj( -i GO) h as a finite limit for all j E I--, that is, 
M,,(t) ,&I&,( + CXX) - J&(t) has a finite limit for all j E Ii-. Conditions under 
which this limit exists will be investigated in Section 6. 
4. POTENTIALSFORA CONTINUOUSPARAMETER MARKOV CHAIN 
In this section, several results from the last section are applied to MRP’s 
which are, in fact, c.p.M.C.‘s. It is assumed that the Z-process is a c.p.M.C., 
that pii = 0, that 0 < qi < + co, and that xi qij = 0 for all i E 1+. In the 
notation of [12], the last two assumptions mean that each state is stable and 
that the process is conservative. Using the notation of Section 3, Q = - qi’, 
pij = Tiqij (i + j), 0 < Q < + co, Cipij = 1, Hi(t) = 1 - e-*it, and 
Q(t) = Z(t) P. The following lemma gives several useful results which 
show how the notation simplifies if the MRP is a c.p.M.C. 
LEMMA 4.1. For a recurrent, irreducible c.p.M.C. satisfying hypothesis 
A and,for all i, j E I+ and t > 0, 
7gi(t) = I&(t). 
s+(t) = P(t) P. 
(4.1) 
(4.2) 
(4.3) 
(4.4) 
PROOF. (4.1). This is clear. That (4.2) actually holds for any MRP for 
which Q(t) = S(t) P is shown by the following calculation. 
g+(t) = .H*(P - 3) (t) 
= A!*(I - 2) (t) P 
= .9(t) P. 
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From 2 in the proof of Lemma 3.3, 
so that 
and 
Equation (4.5) follows from (4.3) and (4.4) and the definition of J,,(t). 
The assumptions made in Section 3 that oj2 < + CD and that 
lim t++oo M,, t Dj(t) exist for allj E I+ are automatically satisfied by c.p.M.C.‘s 
since aja = ~2 and lim,,,, Mjj * Dj(t) = Q lim,,,, Pij(t) = $&l (where 
the last quantity is interpreted as zero if pij = + co). Hence, all of the results 
of Section 3 are true for c.p.M.C.‘s. In particular, 1 oAii(t) ] < ,pjj(+ CO) 
and a sufficient condition for the potential of f to exist is that 
xi opij(+ a) 1 fi / < + co. Further, all positive recurrent c.p.M.C.‘s are 
left-normal and a null-recurrent c.p.M.C. is left-normal if and only if 
Cr Pir(t) ,Mrj( + co) has a finite limit for all j E I+. 
The results of Section 3 can also be applied to c.p.M.C.‘s to obtain results 
for a potential of measures, defined as follows. 
DEFINITION 4.1. A u-finite signed measure v defined on I+ is said to 
be a potential if there exists a signed measure p defined on I+ such that 
] p ) 1 < + co and such that Y = lim,,,, e(t). 
The means by which Section 3 may be applied is the reversed process 
which was discussed in [lo], and the principle of duality which was first 
used by Hunt in [13] and later by Kemeny and Snell in [3]. Set N = (m&). 
It is clear that for any irreducible, recurrent, nonlattice c.p.M.C. satisfying 
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hypothesis A, the reversed process is again an irreducible, recurrent, non- 
lattice, c.p.M.C. satisfying hypothesis A, for which 
P* = N-IP’N, Q*(t) = X(t) p*, J&*(t) .= lV--l~~*Aqt)‘P’~v ~- I, 
g*(t) = N-%-‘g(t)’ TN, and &( + co) = r.i7r;1 &( - co) 
if i # 0 while ,& + co) = ,p& L co). Th e mapping of functions given by 
f* =f’qN is l-l and onto, with the inverse mapping from measures to 
functions given by Y* = N-lo-lv’. It is clear that V* = lim,,,., g*(t) CL* 
exists if and only if Y = limt++ao pg(t) exists so that all results for potentials 
of functions may be used to obtain results for potentials of measures. These 
results are summarized below. 
THEOREM 4.1. If v is a potential arising from p*, then ~1 = 0 and 
Set 
v = #u&q+ co) + T++J”. (4.6) 
whenever it exists. 
DEFINITION 4.2. Whenever it exists, C = (C,,) will be called a potential 
kernel for the Z-process. 
DEFINITION 4.3. A c.p.M.C. is said to be right-normal if 
exists for allj EI+ and some state, 0. A c.p.M.C. is said to be normal if it is 
both left- and right-normal. 
THEOREM 4.2. ,yj* exists for all j E I+ if and only if C,, exists for all 
j E I+. In this case ivi* exists for all i, j E I+ and rvj* = mj~;‘Cji . 
PROOF. 
04%) = JG(t) A%+ 00) - es) 
= j&m(t) o&(+ m> - v3&> 
= vG1[~dMoo(~) - &)I 
which proves the first statement. The second follows as in Theorem 3.3. 
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THEOREM 4.3. If the reversible c.p.M.C. is right-normal and TV is such that 
Cj $M+ ~1 I pj I < + 00, then v exists and v = - &‘. 
The fact that g*(t) = N-%-lg(t)’ $V, so that potential functions are 
mapped onto potential measures and vice-versa, is true for a wider class of 
MRP’s than just c.p.M.C.‘s as is shown in the following 
LEMMA 4.2. Let an MRP be such that Q(t) = S(t) P. Then for all t 3 0 
9*(t) = N-lq-lqt)’ +v (4-l) 
if and only if rliHi * I?J,t) = yjHj t gi(t) for all i, j, E I+ and t > 0. 
PROOF. Suppose P*(t) = N-~-19(t)‘+‘V. Then 
(2 * ArP’ + I) * S@(t) = ?#(t) r]. 
Convoluting by X(t) on the right of each side of the above equation yields 
(sff*dv*~+sq*sP(t)=~-l~*dr*qt)7j 
or 
7@*./K*i@(t) =2P*Av*qt>7) 
since Q * d(t) = d(t) - I. Taking Laplace-Stieltjes transforms, the above 
equation becomes 
ala me(s) h(s) = rlM4 &) mds) 
or 
It follows that qiHi * Bj(t) = qiHj * ai by the uniqueness of the Laplace- 
Stieltjes transform. 
If the condition holds, then 
P;(t) = mjm,‘H, * ZpjkMki * I?j(t) + 6iJ?j(t) 
k 
= mjm;‘qjqi’Hj * I?i * zpjkMki(t) + 8<jBj(t) 
k 
= v~vY’(M,~ - 6ji) * I&(t) + 8,jI?f(t) 
= 7rjn-;lPji(t) 
and 
9*(t) = iv-lr]-Gyt)’ +v. 
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This lemma shows that duality cannot be used for all MRP’s to obtain 
results on the potentials of measures from the corresponding results for 
functions. 
5. POTENTIALS FOR THE (2, Z+, l/')-PROCESS 
Let W, = (Z, , Zt+, V,) for t 3 0. In this section, a potential is defined, 
with respect to the W-process, for real-valued functions defined on 
X = I+ x 1Tf x [0, + 03). The W-process is a Markov process whose 
transition function 
Q&j, x; k, m, y) = P[Z, = k, Z,+ = m, V, < y 1 Z, = i, Z,+ = j, Z’, = x] 
can easily be calculated as 
I 
&(k, m, Y; t - 4 x<t 
Q&j, x; k, m, y) = h&L t < x < t +y (5.1) 
0 t+r<x. 
It is assumed that lim,,,, Mjj * Dik(y, *) (t) exists finitely for all j, k E I+ 
andy > 0 for the rest of this section. Many of the results obtained are similar 
to those in Section 3 and where the proofs are similar, they are omitted. If Y 
is a measure on X, set 
Let 
v 0 f = 2 jmf(k, m, y) v(k, m, dr). 
lc,ln 0 
n(i, j, CC) = ??l,p,j 
s 
’ [l - Fij(U)] dU and 7rl(i, j, x) = m,%r(i, j, x). 
0 
Again, fix 0 as a reference state. 
DEFINITION 5.1. A real-valued function, g, defined on X is said to be a 
potential if there exists a real-valued function, f, defined on X, such that 
TO If 1 < + co, rrof =0 and such that 
g(i, j, -4 = &$&,i, x; -) of. 
Using (5.1), it is seen that for t > x, 
&&, j, x; 4 m, Y) = WM, min (2, Y) + &k, m, y; t - 4 
and 
&&, j, x; *) of = JIf(kj, y) dy + Rj(* ; t - 4 of. 
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From the above equation, it is seen that a potential g, if it exists, consists of 
two terms. One of these is the Lebesgue integral off with respect to the third 
variable and this term is independent oft while the other term is independent 
of i and X. In order that g exist, it will be necessary that j’rf(i, j, y) dy < + 00 
for all i, j E I+ and x > 0. The major concern, then, is with the second term 
which depends on t. The condition that rr o 1 f 1 < + co is equivalent to 
& m, 1 fk 1 < + cc and the condition that rr of = 0 is equivalent to 
Ck mk fk = 0 where 
and 
Whenever g exists, set 
g*(i,j, 4 = g(6.L x> - j:f(i& y) 4~. 
LEMMA 5.1. Iff = (fO ,fi, **a)’ and&m,f, = 0, then 
f = (I- Q4+ m)f. 
PROOF. See Lemma 3.3. 
LEMMA~.~. If7ro[fl<+m, then,,&(~;+)o(f~<+co. 
PROOF. &(j, m, y; + ~0) = J&( + 00) rl(i, m, y). Hence, 
= CO”ii(+ co) I fj I 
= dMid+ m) zi”ij(+ O”) Ih I < + O”- 
j 
LEMMA 5.3. If g is a potential arising from f, then 
g*(i,j, x) = $j(*; + co) 0 f - /ilk& &(*; t - x) 0 f. 
328 SCHAUFELE 
By Lemma 5.1, (1.12.8), and (2.16), this becomes 
[J(t) (I - P)o dt+ m)flj - wi(t) = [(I - g+(t>h d(+ o”)flj - wdt> 
= [o-4+ ~lfli - P+&-4+ ~)flr 
- wrw 
Set 
= ,I&(-; + 00) of - &(*; t) of. 
BA j, m, y) = jii I&( j, m, Y; + ~0) M&) - &tj, m, Y; t)l 
whenever this limit exists. 
DEFINITION 5.2. Whenever this limit exists for all j, m E I+ and y > 0 
and all states i, B,( j, m, y) will be called a potential kernA with respect to 
the W-process. 
DEFINITION 5.3. The three-dimensional W-process is said to be left- 
normal if 
04i m, Y) = tj$ oBi(i m, y; 4 
exists for all j, m l I+, y > 0, and some state 0. 
Lemma 2.7 shows that under the assumption made at the beginning of 
this section, the limit is independent of the initial state, i. The following 
theorem shows that left-normality is equivalent to the existence of the poten- 
tial kernel. 
THEOREM 5.1. ov( j, m, y) exists for all j, m E I+ and y > 0 if and only if 
B,( j, m, y) exists for all j, m E I+ and y > 0. In this case, Iv(~, 8, x) exists for 
all i, CL, /3 E I+ and x > 0 and <v(n, /3, x) = Bi(~, /.J, x). 
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PROOF. See Theorem 3.3. 
COROLLARY 5.1. Under the hypotheses, 
The following theorem gives a sufficient condition for a potential to exist 
and be expressible in terms of the potential kernel defined in Definition 5.2. 
THEOREM 5.2. If the W-process associated with an MRP is left-normal 
andf is a real-valuedfunction dejked on X such that rr o 1 f 1 < + CO, VT o f = 0, 
~f(i,j,y)dy<+coforalli,jEI+andx>O,and 
lim ,B(*;t)of =gof < + co, 
t-r+03 
then g* exists andg*(i, j, y) = - B, of. 
PROOF. See Theorem 3.4. 
COROLLARY 5.2. Under the above hypotheses, 
g(i, j, y) = j:f (k j, 4 du - 4 o $ 
COROLLARY 5.3. Set 
A(i,j, y; K, m, X) = 8i&jm min (X, y) - R,(k, ??Z, X). 
Under the above hypotheses, g exists, and g(i, j, y) = A(i, j, y; *) 0 f. 
Turning to the positive recurrent case, the following theorem gives the 
analogous result to Theorem 3.5. 
THEOREM 5.3. The W-process associated with a positive recurrent MRP is 
left-normal and bij < + co fw all i, j E Ii-. 
In the null-recurrent case, the W-process is left-normal if and only if 
&s P:(t) ,,i14rj( + co) has a finite limit for all j E I+. This seems to be the 
same condition as in Section 3. The difference is that in Section 3, it was 
assumed that lim t++m M,, * or(t) < + co whereas, in this section, it is 
assumed only that lim,,, Mj, * Dj,(y, *) (t) < + co. This is a weaker 
condition so that the W-process may be left-normal when the Z-process is 
not. Conditions under which the assumption made at the beginning of this 
section is true are studied in the next section. 
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6. MISCELLANEOUS RESULTS 
In Section 3, it was assumed that lim,, ,.m Mjj * Dj(t) < + CO for all 
j EI+ and in Section 5, it was assumed that limt++% Mjj * Di,,(y, *) (t) < + ~0 
for allj E I+ and y 3 0. Ifjim Dj(u) du < + CO or [lrn Di,(y, u) du < + 00, 
the Key Renewal theorem shows that these limits exist. The question remains 
as to when these limits exist if pcLjj = + CO and s’m D,(u) du = + 00 or 
Jr Djm(y, U) du = + co. The following theorems iive a partial answer to 
this question. 
THEOREM 6.1. If 
lim Dj(t) [l - Gjj(t)]-l = A < + CO, t-em then 
lim Mjj * Dj(t) = A 
t-+-z 
Similarly, ;f 
LIm Djm(y, t) [I - Gjj(t)]-1 = A 
JOY any fixed y 2 0, then 
tiyrn M.jj * Dj,(y, *) (t) = A. 
PROOF. Choose c > 0. By hypothesis, there is a t, such that t > to 
implies that 1 Dj(t) [l - Gjj(t)]-l - A 1 < E. Then for t 3 t, , 
Dj * Mjj(t) = f;” Dj(t - U) dMjj(u) + J:, Di(t - U) dMjj(u) 
0 
s 
t-t, 
< (A + C) [I - G,j(t - u)] dMji(u) 
O- 
+ dMdt) - Mjj(t - Ml 
< (A + l ) /I- [l - Gjj(t - u)] dM,j(u> 
+ TdMjj(t) - Mjj(t - Gl 
Hence, G t++m Dj * M,,(t) < A + c since [M,,(t) - Mjj(t- to)] + 0 as 
t --+ + co by the Key Renewal theorem and (1 - G,,) * M,(t) = 1. If 
A = 0, the proof is complete since Dj * M,,(t) 2 0 and E is arbitrary. 
Otherwise, it may similarly be shown that lb,,+, D, * Mij(t) > A - E 
and since E is arbitrary, the proof is complete, The second statement is 
proved in exactly the same way. 
THEOREM 6.2. If 
lim D, * Mij(t) = A < + 00, 
t-r+= 
and I Dj * Wdt) I G B 
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for somefixed constant B, then Em,,,, Dj(t) ejj(t)-l = A. Similarly, if 
lim Dj,,(y, *) * Mjj(t) = A < + CO, and 
t-e-w I Djm(y, *) * M,,(t) I G B 
for some fixed constant B, then 
lim D+,&JJ, t) Cjj(t)-l = A. 
t++m 
PROOF. Let K,(t) = Dj t Mjj(t). Then Kj * (1 - Gjj) (t) = Dj(t) so that 
Kj * Gjj(t) Gjj(t)-l = Dj( t) Gjj(t)-‘. 
It is a standard Abelian argument to show that K,(+ co) = A and 
] K,(t) 1 < B imply that lim,,,, Dj(t) cjj(t)-’ = A. The second statement 
is proved similarly. 
In general, lim,,,, Dj(t) Gjj(t)-’ = A does not imply that 
)?I Dj( t) [( 1 - Gjj) (t)]-l = A. 
But this implication is true if 1 - Gjj(x) N x-“Gj(x) as x + + co where 
0 < 01 < 1 and where Gj is a slowly varying function. 
THEOREM 6.3. If 1 - Gjj(X) N x-“Gj( x asx++cowhereO<ol<l ) 
and where Gj is a slowly varying function, if / Dj * Mjj(t) 1 < B, and if 
I Dj,(y, *) * Mji(t) j < C, then lim,,,, Dj * Mjj(t) = A > 0 if and only ;f 
)iim Dj(t) [(l - Gjj) (t)]-l = A, and lim Dj,(y, *) * M,,(t) = A > 0 t++cc 
if and only if 
lim D&y, t) [(l - Gjj) (t)]-l = A. t++m 
PROOF. After applying Theorems 6.1 and 6.2, all that remains is to show 
that 
implies that 
Ei Dj(t) [(l - Gjj) (t)]-l = A. 
In [14], Lamperti shows that 1 - Gjj(t) N t-“G,(t) implies that 
Elm [l - G,,(t)] Gjj(t)-l = (1 - a) 
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or that G,j(t) N (1 - CX) tl-“Gj(+ Hence, Dj(t) N A(1 - CY) FaGj(t). By 
applying Theorem 2 of [15], it is seen that Dj(t) N At-“G,(r) and hence that 
;ia D&) [(I - Gjj) (t)]-’ = A. 
The second statement is proved in exactly the same way. 
The above theorems show that 
lim Dj * A&(t) < + co if i++a lim Dj(t) (1 - Gjj) (t)-’ < + 00 t++m 
and that 
lim D&Y, *) * M,,(t) < + co if t++m !j~ Djm(y, t) (1 - Gji) (t)-l < + co. 
If the random variable which records the length of time between visits to j 
is in the domain of attraction of an or-stable law (0 < 01 < l), and if each 
quantity is bounded, then each limit is finite if and only if the corresponding 
ratio has a finite limit. 
In the case of a null-recurrent MRP, it was seen that the MRP was left- 
normal if and only if 
for all j E I+. In [9] it is shown that 
Then an argument similar to that used in Theorem 6.1 may be applied with 
the result that O~j exists if 
lim H,,,(t) [l - G,,(t)]-l < + 00. t++CC 
By an argument similar to that used in Theorem 6.3, ,,uj exists if and only if 
the above limit exists, whenever the first passage time random variable for 0 
is in the domain of attraction of an or-stable law since 
In [4] and [5], Kemeny and Snell give an example showing that i~j need 
not exist. In constructing this example, they make use of a result by Orey [ 161 
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for M.C.‘s. This result generalizes directly to MRP’s, thereby showing 
that i~i need not exist for a null-recurrent MRP. 
As before, a small letter stands for the Laplace-Stieltjes transform of the 
corresponding capital letter. The following relationships are easily verified. 
kMjk(4 = %I2 . 
,M55(t) = &ljj * kG5j(t) + 1. 
,Wdt) = &L * i%(t). 
G&> = &ii(t) + G,j * jGj,&). 
Gil = 5Gjk * &f&t) = Gik * kGfl(tf + 5G5,(t)- 
&a(+ 03) + kGjj(+ ~0) = 1, &d+ ~0) + z&(+ ~0) = 1. 
From these, one obtains 
km,,(s) = 11 - d3&k1. 
im5ds) =5%7ds) igAs) = 5g5ds) 1l - igIck(sll-l~ 
g5ds) =kg55Cs) + gk51S) 5g5dS)* 
g5.dS) = igjk(s) km55(s)- 
gii(s) = Kg55(S) + 5g5!dS) f~2Tkj(~) L1 - igkk(s.)l-l* 
g5&) = 5g5k) El - kgiiwl* 
From the above relationships, it follows that 
PI~(+ ~0) kGd+ ~0)~~ = jGjk(+ 00) [l - jGk(+ a)]-’ 
(6.1) 
(6-2) 
(6.3) 
(6.4) 
(6.5) 
(6.6) 
(6.7) 
(6.8) 
(6.9) 
(6.10) 
(6.11) 
(6.12) 
Set 
and 
Then 
Tjk(t) = d&d+ 00) Lijid + ~0) Mdt) - pdt>l 
and (ignoring constants), Rjk and Tfk are the functions from which the poten- 
tial kernels discussed in Sections 3 and 4 arise. 
Fixi and K. Let * used as a superscript denote that the roles of the sub- 
scripts j and K have been reversed. Following Orey, set 
a(s) = 1 - &55(4 - 5g5d4 
w = 1 - &a - rguw 
dS) = kgkAs) I1- tidsll - 5g5kCS) iI1 - igds)l* 
$4 = [l - r&5,(41 [1 - 5&&l - 5g5&) e&5(4* 
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The relationships given in the following lemma are easily derived using (6.1) 
through (6.12). 
LEMMA 6.1. For all s 3 0, 
+ Q&(S)-’ J&j(+ ~0) igj.&) [l - h”&) rlkll. (6.14) 
kGkj( + ~0) mjk(S) d,(s) = ~.d(~)-l kGKj(+ a> jgjk(S) El- &t(s) ~kll (6.15) 
Yik(S) +Yki(S) = t,(s) + M4. (6.16) 
For any a, 8, YE {j, W, set a~By(4 = ,Gsy(+ ~0) - ,g&). Any ,E~Y 
will be called an e-term and any product of such terms will be called a 
higher order c-term. 
THEOREM 6.4. As s-+0, 
(1) rjk(s) approaches a limit if and only if 
L&k) + i%(S>l k&) + k%&Y 
approaches a limit. 
(2) tjk(s) approaches a limit if and only if 
[jGjd+ 00) F&S) + kGcj(+ 00) ~ds)I 
. V&d+ ~0) TA&) + .JSd+ ~0) zc+)Y 
approaches a limit. 
PROOF. Since, by assumption Mjj * Dj(t) has a finite limit as t+ + cc 
for allj E I+, it follows that the left side of (6.15) has the same limit as s -+ 0. 
Hence, rj, and tj, will have limits as s + 0 if and only if the first terms on the 
right of (6.13) and (6.14) have limits. 
Since 
4) = J&S) + hds) 
and 
4s) = PA+ ~0) I;EdS) + ~~d~)l + dh(+ ~0) h(S) + dS)I 
+ (higher-order a-terms), 
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the first result follows. Since 
the second result follows. The proof is then complete. 
This theorem shows that Rj, and Tj, need not always have a limit as 
t -+ + co since the =cfiBy may be chosen so that yjk and tj, do not have a limit. 
Hence, the potential kernels defined in Definitions 3.3 and 4.2 do not always 
exist. 
Although rjk and tjk do not always have a limit, the following theorem 
shows that rjlc + rkj = tjk + tkj does. 
THEOREM 6.5. AS s + 0, Yjk(S) + Ykj(S) -+ 1 + K where 
K = /jyrn [kGkj(+ ~0) Mjk * h(t) + jGjk(+ ~0) MP.~ * oj(t)l* 
PROOF. It is easily verified that 
Yjk(S) + Ykj(S) = {RGcj( + @J) ‘IS(S) d(S)-’ + jGjd+ Cf’) TP*(S) d*(S)-‘) 
+ U&(+ ~0) “h(S) dds) + PA+ a) ‘G(S) QXS)II* 
The second bracketed expression converges to K by the assumption made in 
Section 3. That the first term converges to 1, may be proved exactly as in 
Orey’s proof in [16]. 
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