Interconnection networks in Systems-On-Chip 
Introduction
With the advent of Systems-on-Chip (SOC) that will reach 1 billion transistors within the next couple of years, the complexity and the physical length of bus systems/hierarchies will lead to an increased contribution to a chip's total power consumption. And most importantly, the closer geometrical proximity of adjacent bus lines will lead to effects that are almost negligible in technologies not advanced as 0.1micron and beyond. This is because two or more close bus lines will form a parasitic capacitance between them. This effect not only leads to cross-talk and delay effects it also leads to an increased power consumption since the parasitic capacitance is charged and discharged when there is a voltage swing between two or more bus lines. This effect takes place in addition to the intrinsic capacitance of a bus line i.e. the parasitic capacitance between the bus line and various metal layers beneath. Hence, more energy is being consumed.
There are several ways to diminish or at least reduce the problem of inter-wire capacitances. One way is to widen the distance between bus lines. However, this is typically not preferred since the total area of the bus systems grows too large. Another option is to use P&R tools (place & route) that avoid side-by-side routing of bus lines. This is what is actually done in the newest generation of P&R tools. However, the interconnect complexity of a 1-billion transistor SOCs with multiple bus hierarchies and long buses with many cores connected to them will prevent a satisfying solution at a feasible routing time (complexity of the routing problem). A third option is to change the geometrical shape of bus lines: the bus lines themselves can be re-shaped. For example the cross-sectional shape can be made narrower such that the distance between two bus lines increases without sacrificing space for the whole bus. However, the main disadvantage of this approach is that the cross-sectional area of a bus line is fixed since the currentper-area ratio is fixed for any certain technology. That typically leads to solutions where the bus line is buried deeper into the substrate with the height being larger than the width of a bus line. However, even though the interwire capacitance decreases due to a decreasing distance between bus lines, it does increase due the increased flank area of two opposing bus lines. In conclusion: what is won through a wider distance has to be, at least partly, given up through the effect of larger flank area.
Finally, another technique to reduce power due to interwire capacitances is through the use of bus encoding techniques. In our research we focus on such a technique, namely on finding an energy-efficient bus encoding technique. The reason is that a bus encoding technique can be applied in addition to other techniques discussed above. We will furthermore show that our approach delivers higher energy savings than any other bus encoding technique proposed so far. Before presenting our encoding method, we will discuss in detail the physical model that forms the basis of our approach. Unlike most previous work for bus encoding, we take into consideration both the intrinsic and the inter-wire capacitances and present a model that is more accurate compared to our previous work [16] . Our work focuses on address buses and the proposed encoding scheme takes advantage of the special characteristics of address bus transactions. However, no a priori knowledge of the application is necessary. We have conducted extensive experiments and found high energy savings across different application domains. This paper is structured as follows: Section 2 discusses related work in the area. Section 3 provides an introduction to our techniques and describes our previous method as discussed elsewhere [16] . Section 4 proposes the new physical model estimating the power consumption of bus lines and taking into accounts coupling (i.e. inter-wire) effects. Section 5 describes our ETAM++ scheme, which is used to selectively invert words transmitted on the address bus. Section 6 presents experimental results, while Section 7 concludes. 
Related Work
In recent research the above-mentioned trend of the increasing importance of interconnect in terms of power consumption has been recognized. In the following we will discuss basically two groups of related work: first, work that tries to minimize the number of transitions on buses to reduce power assuming that inter-wire capacitances are negligible and secondly a group of work that assumes that inter-wire capacitances do matter. The latter group applies to the newest technologies and thus is most relevant to our work.
Early work on minimizing the transition activities on buses has been conducted by Stan/Burleson [11] . The idea is to transmit the inverted word through the bus when the Hamming Distance (HD for simplicity) of the non-inverted word would result in HD > N/2 with N being the number of bus lines. This requires minimal additional logic only, plus one control bus line that tells whether invert mode is being applied for a particular transition or not. Panda/Dutt [7] approached the problem of reducing switching activities of address busses by exploiting the characteristics of accesses to memory arrays. They investigated various scenarios for memory mapping schemes due to different memory organizations.
Benini et al. [2] present an adaptive approach for encoding signals that are transmitted through wide and heavily loaded buses. The exploitation of correlated access patterns (like in address buses) has been studied in (see above) by using Gray Code encoding according to Metha et al. [6] and Su et al. [14] . Benini et al. [3] have improved upon Gray Code through their method called T0 that benefits from the fact that a fairly high number of patterns in address buses are consecutive. Then, the receiving side of an address bus can calculate the address without the necessity to actually having the address code being transmitted via the address bus. Working Zone Encoding has been proposed by Musoll et al. [6] . They perform encoding adjusted to where on an address word switching activity actually takes place. A synthesis method for a spatially adaptive bus interface is presented by Acquaviva/Scarsi [1] that does not need any a priori knowledge of the data being transferred. Ramprasad et al. [8] present a framework to study various encoding schemes for address and data buses that can be applied to high capacitance buses. The approach of Zhang et al. [15] , is to segment a bus and thus exploit the effect of having smaller effective bus capacitances applying during bus transitions. Another system-level oriented approach for communication architectures is presented by Stan/Burleson [12] as they focus on low power encoding techniques under specific consideration of influences on possible area and performance impacts.
The following work consists of the most recent approaches that take inter-wire capacitances into consideration. Sotiriadis/Chandrakasan [10] use a static encoding technique (i.e. an encoding technique that is fixed) and obtain results of an average of 40% power savings. Another approach is introduced by Kim et al. [4] where a couplingsensitive invert scheme is introduced leading to around 30% power savings. The work of Shin/Sakurai [9] presents a coupling driven bus encoder that capitalizes on the fact that the data sent via the bus might be known a priori. They report for those cases up to 46% energy savings. Taylor et al. [13] present an approach to model the power consumption of interconnects.
We can summarize the related work with respect to our work as follows: there have been many approaches to bus transition reduction resulting in significant reduction in bus power consumption. However, reducing transition activity i.e. the number of low/high, high/low transitions is not necessarily leading to low power consumption in deep submicron designs as we will show throughout the course of this paper. Deep sub-micron characteristics of buses and the exploitation of these effects are just starting to be taken into consideration, since designs with those characteristics inter-wire capacitances are in the same order of magnitude as intrinsic capacitances are to be launched in the not so far future. As opposed to other approaches (see above) taking this effect into consideration, our approach has additional features: our coding scheme is adaptive and thus it can exploit characteristics on the (address) bus that are changing over time. As opposed to [10] we do not assume any a priori knowledge of the application running on the system. Furthermore, we are able to improve power consumption by up to 62.5%.
Assumptions and Previous Work
The work presented in this paper presents a major improvement over our previous work. In this paper we present a new technique that is used as the basis for a lowenergy-consumption Bus Encoding Interface (BEI). For a proper understanding of this paper the knowledge and principle of our previous work is crucial and therefore the main ideas are summarized here.
The following assumptions/observations hold:
A. In deep-submicron designs of 0.1u and beyond there are inter-wire capacitances i.e. capacitances between bus lines that will consume energy when transitioning from 0->1 or 1->0. These capacitances are in the same order of magnitude than intrinsic capacitances i.e. the capacitances between single bus lines and the various metal layers [16] . B. Since there are capacitances between wires (and not only between adjacent wires but also, at least to a smaller degree, between a wire 'A' and a wire 'C' with a wire 'B' in between, for example) every wire has a different effective capacitance to switch: those wires with no or less adjacent wires have a smaller capacitance to switch; those wires with two or more adjacent wires have a higher capacitance to switch. This leads to a different energy consumption depending on where (i.e. which bus line) the information is being transferred. This work concentrates on buses. One of the most important characteristics of address buses, as far as this work is concerned, is the fact that lower bits tend to switch more often than higher bits. Thus, the profile of an address bus has similarities with a counter. In our previous work we exploited this effect via a scheme we call ACCS. In the work presented here, we apply our bus encoding method on top of ACCS i.e. temporally after ACCS has been applied. Figure 1 shows the whole bus encoding scheme. On the left side the addresses to be encoded enter the BEI. Address bits are re-shuffled via the ACCS scheme such that bus lines with a lesser amount of transitions (according to assumption/observation B from above) are transmitted through bus lines with a lower effective capacitance. Then we apply an encoding of the incoming address words.
The most crucial part is to find a measure that can, on-thefly, predict what is the least energy consuming encoding. That is what we call ETAM++ i.e. Extended Transition Activity Measure. It is a measure that does not only count the number of transitions but that also accounts for the inter-wire effects. ETAM++ will then control the invert encoder that actually does the selective encoding.
The work presented here focuses on ETAM++ since it is the heart of our scheme that makes the high-energy savings of our bus encoding interface possible. The next section will explain and derive the ETAM++ scheme in detail. 
Inter-wire Capacitance Model
In this section we describe the physical model we use to calculate power consumption due to inter-wire (i.e. crosscoupling) capacitances. This leads us to what we call the ETAM++ definition. We will show how to use ETAM++ to minimize power consumption by selectively inverting the words transmitted on the address bus. In Figure 2 two bus lines, i and j, are shown. C B is the intrinsic capacitance (base capacitance) between each bus line and the ground (i.e. underlying metal layers) and C ij is the coupling capacitance between these two bus lines i and j. Note that these bus lines are not necessarily spatially next to each other (though we have found that those who are spatially next to each other have the largest coupling capacitances between them). E i is the voltage applied to the bitline and can either be equal to V DD or 0, depending on the logical value that is transmitted via the bus. The R's are resistances on which energy is dissipated. We will now derive the power consumed during bit transitions based on this model. It is the first step towards deriving the ETAM++ scheme.
We will derive the scheme for what we call a window. A window in our definition is a contiguous series of bits (bus lines) on the bus. The reason is that within one window inter-wire capacitances do have an impact whereas interwire capacitances between bus lines of a certain window and a bus lines outside of that window is negligible. We have found (not shown here) that four bits for a window are an adequate size as a compromise between the effort for deriving the ETAM++ scheme on the one side and the amount of the inter-wire effects on the other side. Note that the whole bus is partitioned into such 4-bit windows and to each of these windows the ETAM++ scheme is applied. Assume that the bit values in our 4-bit window are B 0 , B 1 , B 2 , and B 3 respectively. In the previous cycle (temporally preceding) the corresponding values were B 0 -1 , B 1 -1 , B 2 -1 , and B 3 -1 respectively. The voltages E i are assumed to remain constant during the transition period and take the value dictated by B i . Assuming the voltages on the bus lines are V i (t) as shown in Fig. 1 , the following equations hold:
Equation (1) shows that for any t>0 E i is either zero or equal to V DD, depending on the new value of bit B i . Equation (2) shows that the voltage V i of each bus line i is initially, i.e. at time t=0, equal to the previous bit value B 0 -1 . Finally Equation (3) shows that at time t=∞ we assume that voltage V i settles down to the value of E i . By applying Kirchhoff's law, we find that all bus line voltages V i (t) satisfy the following differential equations: Equation (4) shows current inflow equilibrium in node i (Kirchhoff's law). Note that the negative sign in Eq. (6) for C ii has no physical meaning. We define as a mathematical tool to simplify our final results. Also note that matrix T ij is symmetric i.e. T ij = T ji . Using Eq. (5), (6) , (7) and (4) we derive:
Power is proportional to the square of voltage, thus Eq. (8) can be rewritten as:
Taking into account that all Ej's are constant and summing over all bus lines, we obtain the equation giving the power dissipated on all resistances R:
We integrate equation (10) to obtain the total energy dissipated:
Integrating by parts the integral in Eq. (11) and taking into account conditions (1) and (3), we obtain the following result:
Using Eq. (13) and the fact that matrix T ij is symmetric it is very simple to prove that:
Using equations (1) and (2) as well as (9) we obtain the following final result: Equation (15) calculates total power P dissipated during the transition period. As expected P is a function of B i and B i -1 . Note that this equation does not depend on the window size. In the following we will analyze the 4-bit window case, for which our experiments exhibit the best results in terms of power reduction.
ETAM++ Scheme
In this section we will specialize the general physical power model presented above for a 4-bit window (i.e four adjacent bus lines). As mentioned above our simulations have shown that partitioning a 32-bit bus into 8 sub-groups where each sub-group is a 4-bit window is advantageous. A discussion of this is beyond the scope of this paper, and the reader should refer to [16] for more information.
In the 4-bit window (we will just use 'window' in the following for brevity) lets look at the capacitance from the point of view of one of the four bit lines. Assume C B is the intrinsic capacitance while C A ,C C , and C D are the capacitances between this bus line and its three neighbors. Using the definitions of equations (5) and (6) from above we can define the capacitance matrix C ij as follows:
In order to simplify our power scheme we make the assumption that all coupling capacitances are of the same order of magnitude (this is justified by physical sizes of the actual capacitances we derived through simulation; see [16] ). We thus assume that C A = C B = C C = C D = C. Using equations (15) and (16) we obtain: . We can therefore introduce a measure of the power dissipated as follows:
Note that ETAM++ is used as a scheme to measure power in a way that is easy to implement within a small logic (otherwise the power savings we are looking for on the bus would be eaten up by this additional logic). This logic is implemented for each window and it decides whether inverting the address data on the bus in beneficial in terms of power consumption or not. Note that our definition of ETAM++ in this paper is quite different than the scheme presented in our previous work [16] as it is based on a different (more accurate and easier to implement) physical bus model. As will become evident in the experimental section this new model yields significantly better results.
The ETAM++ takes the following values: There are three sub-cases: A. All 4 bits change in the same direction i.e. all d ij =0, then ETAM++=4 B. One bit changes in the opposite direction compared with the other 3, then ETAM++=16. C. Two bits change in the opposite direction with respect to the other two, then ETAM++=20. Figure 3 illustrates all possible cases as described above. It should be clear from the above discussion that when bits change in opposite directions there is higher ETAM++ value generated. This has a physical explanation: the voltage difference between such lines is double the voltage of one line changing and the other remaining constant, therefore the power consumed on the resistances due to this voltage difference is quadrupled. We use this ETAM measure as an indication to invert a word (32 bits) or not. The maximum attainable value for the ETAM value is MAX = 20. Our algorithm works as follows: An ETAM value is measured for every 4-bit window. If the majority of these ETAM values are more than 10, i.e. more than its MAX/2 value, the word is inverted; otherwise it is transmitted as is. The decoder part of the design will know if the word has been inverted by using an extra line.
In addition, the whole BEI (Bus Ending Interface) is shown in Figure 1 . As implemented in hardware it costs approximately 2,500 gates.
Experimental Results
For our experimental results we have deployed the architecture such as shown in Figure 4 . It contains a CPU, a unified data & instruction cache and main memory and a bus system in between. We assume that the address bus is split into two parts, Bus 1 and Bus 2, where Bus 1 connects the cache with the main memory while Bus1 connects the cache to the CPU. Typically, Bus 1 will have a smaller length as the cache tends to be placed closer to the CPU than main memory. This may be beneficial in terms of power as well as performance, as we expect more traffic on Bus 2 than on Bus 1 1 . Note that although we used this particular architecture for our experiments, our method does not depend on this architecture and we expect similar improvements for a single non-split bus. In our experiments we report power on both Bus1 and Bus2 for various bus encoding schemes. The experiments have been conducted with the SOC power estimation framework. Unlike previous work in the area, our schemes do not only minimize the number of bus-line transitions since this is not an accurate measure of power consumption in deep submicron design where inter-wire capacitances matter. In our case a considerable amount of power/energy is consumed through inter-wire (coupling) capacitances. For comparison purposes we present experiments that compare our schemes to Gray Encoding, which is the best known encoding method for address bus power minimization. We also show results for the ETAM scheme (this is our previous work and is based on a different physical model and results in a completely different logic implementation [16] ). For each of the three schemes Gray Code, ETAM, ETAM++ the power consumption on Bus1 and Bus2 are presented, as well as the total bus power consumption on both buses (Bus1+2). The energy of one single bus transaction is:
CPU Main Memory
where C i is the per-length capacitance of a bus line. The length of the bus lines are taken from our recent settop box chip design.
We used the SOC power estimation framework to obtain the traces on Bus1 and Bus2. Table 1 shows experimental 1 Assuming the application is well suited for the chosen cache size. invert_bus_word() results for 7 different applications that range in size from about 10kB to 250kB of C code executable specification. The leftmost column shows the applications:. I3D is an image processing application, CMP is the UNIX compress program, DIS is a diesel engine control controller, KEY is an HDTV chroma-key algorithm, MPG is a whole MPEGII encoder, SMO a smoothing algorithm for digital images, and finally TRK is a trick animation algorithm for digital video sequences.
The reason is that ordinary schemes do not take into considerations power/energy consumption through coupling capacitances and thus cannot optimize for it. Our model gives us detailed information about the sizes of coupling capacitances and base capacitances. Figure 5 illustrates the improvement achieved using our method as well as the improvement achieved by our The second column gives the total number of address bus transactions that have been applied. Since some of the applications are periodic tasks we examined a run through one period. When that resulted in overly long traces (like it was the case for the MPEGII encoder) we applied a representative part of it (e.g. for the MPEGII encoder we used the traces referring to 6 frames which resulted already in a 300MB trace that took about a day to generate). The following columns give results for Bus-1, Bus-2 and Bus1+2 for GC (Gray Coding), ETAM and ETAM++.
As can be seen we yield energy savings (same holds for power savings) of up to 62.5% with an average of 51%, compared to Gray Code Encoding that is the benchmark for address bus encoding schemes.
previous work [16] . As before, results are also compared with Gray Coding. For ETAM we obtain a maximum reduction of 56.71% and an average reduction of 44% over Gray Coding. ETAM++ gives a maximum reduction of 62.5% averaging a 51%. This is also more than what is reported in recent work on bus encoding schemes that also take inter-wire capacitances into consideration (see Section 'Introduction'). As explained in Section 4 it is possible to further improve the accuracy of the model by taking into account the distance between bus lines when measuring capacitances. However, solving the corresponding equations is considerably more complex and would result in a hardware implementation too expensive for a bus encoding interface. Note that the limitation of our current work is that it targets address busses only.
Conclusions
Inter-wire capacitances in interconnection networks are playing an increasingly important role as we move into deep submicron and are approaching the size of intrinsic capacitances. This has motivated plenty of research in the last couple of years.
In this work we have presented ETAM++, a novel scheme that controls bus-invert encoding for address buses in designs of 01.u and beyond where inter-wire capacitances matter. Applying our scheme to a variety of SOC applications we have achieved power savings on the address buses of up to 62.5% compared to the best known standard for address bus encoding i.e. Gray Code Encoding (that cannot take inter-wire capacitances into consideration). We also exceed all results achieved by other research groups (see 'Introduction') who recently proposed schemes taking inter-wire capacitances into consideration. In addition, our scheme is easy to implement into an SOC design as it optimized in size (about 2,500 gates for the bus encoding interface).
Our future work will concentrate on encoding schemes for general data buses.
