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There is an interesting property about multipartite entanglement, called the monogamy of en-
tanglement. The property can be shown by the monogamy inequality, called the Coffman-Kundu-
Wootters inequality [Phys. Rev. A 61, 052306 (2000); Phys. Rev. Lett. 96, 220503 (2006)], and
more explicitly by the monogamy equality in terms of the concurrence and the concurrence of assis-
tance, C2A(BC) = C
2
AB+(C
a
AC)
2, in the three-qubit system. In this paper, we consider the monogamy
equality in 2 ⊗ 2 ⊗ d quantum systems. We show that CA(BC) = CAB if and only if C
a
AC = 0, and
also show that if CA(BC) = C
a
AC then CAB = 0, while there exists a state in a 2⊗ 2⊗ d system such
that CAB = 0 but CA(BC) > C
a
AC .
PACS numbers: 03.65.Ud, 03.67.Mn
Entanglement provides us with a lot of useful applica-
tions in quantum communications, such as quantum key
distribution and teleportation. In order to apply entan-
glement to more various and useful quantum information
processing, there are several important things which we
should take into account. One is to quantify the degree
of entanglement, and another one is to know about more
properties of entanglement. We here consider two mea-
sures of entanglement, and investigate some properties of
entanglement related to the two entanglement measures
in multipartite systems, especially 2 ⊗ 2 ⊗ d quantum
systems.
Wootters’ concurrence [1], C has been considered as one
of the simplest measure of entanglement, although there
does not in general exist its explicit formula. For any pure
state |φ〉AB , it is defined as C(|φ〉AB) =
√
2(1− trρ2A),
where ρA = trB|φ〉AB〈φ|. Note that
√
2(1− trρ2A) =
2
√
det ρA in 2⊗ d systems. For any mixed state ρAB, it
is defined as
C(ρAB) = min
∑
k
pkC(|φk〉AB), (1)
where the minimum is taken over its all possible decom-
positions, ρAB =
∑
k pk|φk〉AB〈φk|. Recently, another
measure of entanglement has been presented, and it is
called the concurrence of assistance (CoA) [2], which is
defined as
Ca(ρAB) = max
∑
k
pkC(|φk〉AB), (2)
where the maximum is taken over all possible decompo-
sitions of ρAB.
In multiqubit systems, there is an interesting prop-
erty about multipartite entanglement, which is called
the monogamy of entanglement (MoE). Coffman, Kundu,
and Wootters (CKW) first proposed the monogamy in-
equality [3], which states the MoE in the 3-qubit system,
C2A(BC) ≥ C2AB + C2AC , (3)
and then its generalization was proved by Osborne and
Verstraete [4]. Symmetrically, its dual inequality in terms
of the CoA for 3-qubit states,
C2A(BC) ≤ (CaAB)2 + (CaAC)2, (4)
and its generalization into n-qubit cases have been also
shown in [5, 6].
In particular, for 3-qubit states, it can be readily
proved that the monogamy equality [7, 8],
C2A(BC) = C2AB + (CaAC)2 (5)
holds. We note that this monogamy equality shows the
MoE more explicitly than the CKW inequality. Thus, it
could be important to investigate whether the monogamy
equality would be possible in any higher dimensional tri-
partite quantum systems, and could be helpful for us to
understand multipartite entanglement.
In this paper, we consider the monogamy equality in
2 ⊗ 2 ⊗ d systems. We show that CA(BC) = CAB if and
only if CaAC = 0, and also show that if CA(BC) = CaAC
then CAB = 0, whereas there exists a state in a 2⊗ 2⊗ d
system such that CAB = 0 but CA(BC) > CaAC .
Now, we present the first main theorem.
Theorem 1. Let |Ψ〉ABC be a state in a 2⊗2⊗d system.
Then the followings are equivalent.
(i) |Ψ〉 is of the form |φ〉A ⊗ |ψ〉BC or |φ′〉C ⊗ |ψ′〉AB.
(ii) CaAC = 0.
(iii) CA(BC) = CAB.
In order to prove Theorem 1, we introduce the fol-
lowing lemma, which is called the Lewenstein-Sanpera
decomposition for two-qubit states [9].
Lemma 2. Let ρ be a density matrix on C2 ⊗C2. Then
ρ has a unique decomposition in the form ρ = λρs +
(1 − λ)Pe, where ρs is a separable density matrix, Pe =
|Ψe〉〈Ψe| for a pure entangled state |Ψe〉, and λ ∈ [0, 1]
is maximal.
2We now give the proof of the first main theorem.
Proof of Theorem 1. We first prove that (i) is equivalent
to (ii). Since ρAC is in the form of |ψ〉A〈ψ| ⊗ σC or
|ψ〉C〈ψ| ⊗ σA, it is trivial that CaAC = 0. Conversely,
suppose that ρAC is not in the form of |ψ〉A〈ψ| ⊗ σC or
|ψ〉C〈ψ| ⊗ σA. Then ρA and ρC have at least rank 2.
Since CaAC = 0,
ρAC =
∑
i
pi|φi〉A〈φi| ⊗ |ψi〉C〈ψi|, (6)
and there exists at least one pair (i, j) such that
|〈φi|φj〉| 6= 1 and |〈ψi|ψj〉| 6= 1. By Hughston-Jozsa-
Wootters (HJW) theorem [10], ρAC =
∑
k qk|Φk〉AC〈Φk|
such that at least one
|Φk〉AC = α|φi〉A|ψi〉C + β|φj〉A|ψj〉C (7)
is entangled (α 6= 0 and β 6= 0), and hence CaAC > 0.
Since if |Ψ〉ABC is in the form |φ〉A⊗ |ψ〉BC or |φ′〉C ⊗
|ψ′〉AB then it is clear that CA(BC) = CAB, the final one
for completing the proof of this theorem, is to show that
if CA(BC) = CAB then |Ψ〉ABC has the form |φ〉A⊗|ψ〉BC
or |φ′〉C ⊗ |ψ′〉AB.
We assume that CA(BC) = CAB 6= 0 (If CA(BC) =
CAB = 0 then |Ψ〉ABC is of the form |φ〉A ⊗ |ψ〉BC , and
so this theorem is trivially true). Then we clearly have
CA(BC) = CaAB = CAB, that is, the average concurrence
of any decomposition of ρAB is equal to CA(BC). By
Lemma 2, ρAB = λρs + (1 − λ)Pe, where ρs is separa-
ble and Pe is purely entangled. Then since CA(BC) =
CAB = (1− λ)CAB(Pe), we can see that ρs is in the form
of |0〉A〈0| ⊗ σB or (x|0〉A〈0| + y|1〉A〈1|) ⊗ |0〉B〈0| up to
local unitary operations.
We now let (
a b
b∗ c
)
≡ (1− λ)trB(Pe). (8)
Then (1− λ)CAB(Pe) = 2
√
ac− |b|2, and
ρA =
(
λ+ a b
b∗ c
)
or
(
λx+ a b
b∗ λy + c
)
. (9)
Thus, since CA(BC) = 2
√
(λ+ a)c− |b|2 or
2
√
(λx+ a)(λy + c)− |b|2, it is obtained that λ = 0,
that is, ρAB = Pe. Therefore, we can conclude that
|Ψ〉ABC is of the form |φ〉C ⊗ |ψ〉AB.
We now present the second main theorem.
Theorem 3. If CA(BC) = CaAC then CAB = 0.
For the proof of Theorem 3, we introduce the two fol-
lowing lemmas. One is as follows.
Lemma 4. If ρ and σ are 2 × 2 positive matrices with
rank(ρ) = 1 and rank(σ) = 2, respectively then for any
λj ≥ 0,
√
det(λ0ρ+ λ1σ) ≥ λ1
√
detσ, where the equality
holds if and only if λ0 = 0 or λ1 = 0. If ρ and σj are 2×2
positive matrices with rank(ρ) = 1 and rank(σj) = 2,
respectively then for any α, βj ≥ 0,√
det(αρ+ β0σ0 + β1σ1) ≥
√
det(β0σ0 + β1σ1), (10)
where the equality holds if and only if α = 0 or βj = 0.
Proof. To begin with, we show the first statement. With-
out loss of generality, we may assume that ρ = |ψ〉〈ψ| and
σ = a|0〉〈0|+b|1〉〈1|, where |ψ〉 = x|0〉+y|1〉 and a, b > 0.
Then
√
det(λ0ρ+ λ1σ) =
√
λ0λ1(|x|2b+ |y|2a) + λ21ab
≥
√
λ21ab
= λ1
√
detσ. (11)
It is clear that the equality in (11) holds if and only if
λ0 = 0 or λ1 = 0. Similarly, we can show the second
statement.
The other lemma is called the Minkowski determinant
inequality theorem [11].
Lemma 5. If n× n matrices A, B are positive definite,
then
[det(A+B)]
1/n ≥ (detA)1/n + (detB)1/n . (12)
The equality in (12) holds if and only if B = cA for some
c ≥ 0.
In the proof of the second main theorem, we will use
Lemma 5 just in the case of n = 2.
Proof of Theorem 3. We first let
ρAC =
∑
i∈I
λi|ψi〉AC〈ψi| (13)
be an optimal decomposition of ρAC for the CoA, CaAC .
Then we can consider the three cases according to the
rank of trC(|ψi〉AC〈ψi|); (i) rank [trC(|ψi〉AC〈ψi|)] = 1
for all i ∈ I, (ii) there exist two nonempty subsets I1 and
I2 = I − I1 of I such that rank [trC(|ψi〉AC〈ψi|)] = 1 for
all i ∈ I1 and rank
[
trC(|ψj〉AC〈ψj |)
]
= 2 for all j ∈ I2,
(iii) rank [trC(|ψi〉AC〈ψi|)] = 2 for all i ∈ I.
We now prove this theorem case by case.
(Case i) Assume that rank [trC(|ψi〉AC〈ψi|)] = 1 for all
i ∈ I. Then since |ψi〉AC〈ψi|’s are all pure and separable
states, CaAC = 0 and so CA(BC) = 0. Thus, we have
|Ψ〉ABC is of the form |φ〉A ⊗ |ψ〉BC , and it immediately
follows that CAB = 0.
(Case ii) Assume that there exist two nonempty
subsets I1 and I2 = I − I1 of I such that
rank [trC(|ψi〉AC〈ψi|)] = 1 for all i ∈ I1 and
rank
[
trC(|ψj〉AC〈ψj |)
]
= 2 for all j ∈ I2. The by
Lemma 4 and Lemma 5, we can obtain the following in-
equality.
3CA(BC) = 2
√√√√√det

∑
i∈I1
λitrC(|ψi〉AC〈ψi|) +
∑
j∈I2
λjtrC(|ψj〉AC〈ψj |)

 ≥ 2
√√√√√det

∑
j∈I2
λjtrC(|ψj〉AC〈ψj |)


≥ 2
∑
j∈I2
λj
√
det(trC(|ψj〉AC〈ψj |)) = CaAC . (14)
Since CA(BC) = CaAC , the equality in the first inequality
should hold, and hence λi = 0 for all i ∈ I1 or λj = 0 for
all j ∈ I2 by Lemma 4. This means that it is sufficient
to consider the cases (i) and (iii).
(Case iii) We assume that rank [trC(|ψi〉AC〈ψi|)] = 2
for all i ∈ I. Then by Lemma 5,
CA(BC) = 2
√√√√det
[
trC
∑
i∈I
λi|ψi〉AC〈ψi|
]
≥ 2
∑
i∈I
λi
√
det (trC |ψi〉AC〈ψi|)
= CaAC , (15)
and the equality in the inequality (15) holds if and only
if trC |ψi〉AC〈ψi| = ρA for all i ∈ I.
Let ρA = µ0|0〉A〈0|+ µ1|1〉A〈1| be its spectral decom-
position. By the Gisin-Hughston-Jozsa-Wootters theo-
rem [10, 12], for 0, 1 ∈ I, there is a unitary operator U
such that
|ψ0〉AC =
√
µ0|0〉A|0〉C +
√
µ1|1〉A|1〉C ,
|ψ1〉AC =
√
µ0|0〉AU |0〉C +
√
µ1|1〉AU |1〉C . (16)
Let ρAC = ν0|φ0〉AC〈φ0| + ν1|φ1〉AC〈φ1| be the spectral
decomposition of ρAC . Then since rank(ρAC) = 2, the
eigenvectors
∣∣∣φ˜0〉 = √ν0|φ0〉 and ∣∣∣φ˜1〉 = √ν1|φ1〉 should
be linear combinations of |ψ0〉 and |ψ1〉. It follows that
|Ψ〉ABC =
∣∣∣φ˜0〉
AC
|0〉B +
∣∣∣φ˜1〉
AC
|1〉B, (17)
where
∣∣∣φ˜0〉 = x0|ψ0〉+x1|ψ1〉 and ∣∣∣φ˜1〉 = y0|ψ0〉+y1|ψ1〉.
Let
|Ψ′〉ABC =
∣∣∣φ˜0′〉
AC
|0〉B +
∣∣∣φ˜1′〉
AC
|1〉B, (18)
where
∣∣∣φ˜0′〉 = x∗1|ψ0〉 + x∗0|ψ1〉 and ∣∣∣φ˜1′〉 = y∗1 |ψ0〉 +
y∗0 |ψ1〉. Then, by tedious but straightforward calcu-
lations, we can check that the partial transpose ρTBAB
of ρAB is equal to ρ
′
AB = trC(|Ψ′〉ABC〈Ψ′|), and thus
ρAB has positive partial transposition (PPT). Therefore,
CAB = 0.
So far, we have seen the case that the monogamy equal-
ity holds in 2 ⊗ 2 ⊗ d systems. We now exhibit a coun-
terexample that the monogamy equality does not hold,
in particular, CAB = 0 but CA(BC) > CaAC .
Example 6. Consider two orthogonal states in the 2⊗3
quantum system, |x〉 = (|02〉+√2|10〉)/√3, |y〉 = (|12〉+√
2|01〉)/√3. We now take into account the following
state in the 2⊗ 2⊗ 3 quantum system,
|Ψ〉ABC =
1√
2
|x〉AC |0〉B +
1√
2
|y〉AC |1〉B
=
1√
6
|002〉ABC +
1√
3
|100〉ABC
+
1√
6
|112〉ABC +
1√
3
|011〉ABC . (19)
Then since ρA = (|0〉A〈0| + |1〉A〈1|)/2, it is clear that
CA(BC) = 1, and since ρAC = (|x〉AC〈x| + |y〉AC〈y|)/2,
by the HJW theorem, for any decompositions ρAC =∑
i pi|φi〉AC〈φi|,
√
pi|φi〉AC = (ci1|x〉AC + ci2|y〉AC)/
√
2
for some unitary operator (cij) with 2pi = |ci1|2 + |ci2|2.
Then
2pitrC(|φi〉AC〈φi|) =
1
3
(|ci1|2 + 2|ci2|2 ci1c∗i2
ci2c
∗
i1 |ci2|2 + 2|ci1|2
)
,
(20)
and hence
trC(|φi〉AC〈φi|) =
1
3
IA +
1
3
|ψi〉A〈ψi| (21)
with |ψi〉 = (c∗i2|0〉 + c∗i1|1〉)/
√
2pi. Thus we obtain that
CAC = 2
√
2
3 = CaAC . Since
ρAB =
1
6


1 0 0 1
0 2 0 0
0 0 2 0
1 0 0 1

 (22)
clearly has PPT, CAB = 0. Therefore, there exists a
quantum state in the 2⊗2⊗3 system such that CAB = 0,
but CA(BC) = 1 > 2
√
2
3 = CaAC .
In conclusion, we have considered the monogamy
equality in 2 ⊗ 2 ⊗ d quantum systems. We have shown
that CA(BC) = CAB if and only if CaAC = 0, and have also
shown that if CA(BC) = CaAC then CAB = 0, while there
exists a state in a 2 ⊗ 2 ⊗ d system such that CAB = 0
but CA(BC) > CaAC . However, in 2 ⊗ 2 ⊗ d quantum
systems, the monogamy inequality in terms of the con-
currence and the CoA, C2A(BC) ≥ C2AB+(CaAC)2, has been
still unknown.
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