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in Pulsed Magnetic Fields
This Chapter has a two-fold purpose; its primary aim is to present and discuss the
results of Nuclear Forward Scattering of synchrotron radiation (NFS) from 57Fe
in CuFeO2 subjected to a pulsed magnetic field. In order to facilitate the reader
to understand and interpret the results obtained using this rather unconventional
method, the secondary aim of the chapter is to provide an extensive introduction
to NFS and its more conventional relative, Mo¨ssbauer spectroscopy. The basic
principles and physics involved are addressed in a predominantly qualitative and
descriptive fashion to convey the most important aspects of the technique, thus
providing a sufficient amount of background information for the later sections.
NFS results in the parallel field configuration are shown to be highly consistent
with previously determined spin structures in the four and five sublattice phases,
demonstrating the feasibility of probing spin orientations using pulsed-field NFS.
Moreover, the proposed collinear three sublattice arrangement is confirmed be-
tween between B‖c3 and B
‖
c4, thus providing the first clear-cut experimental evi-
dence for this 3SL interpretation. For the intermediate ferroelectric spiral phase,
the NFS data reveal a multi-domain proper helical structure to be the most likely
arrangement. NFS data recorded in the perpendicular field configuration unam-
biguously confirm the stability of the canted four sublattice structure up to B⊥c1.
Finally, data above B⊥c1 is found to be consistent with a dominant fraction of a
collinear three sublattice spin arrangement, with three basal plane-oriented spins.
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6.1 Introduction
During the course of the research into the intricate magnetization process of
CuFeO2 (see Chapter 5), one of the issues hindering its progress in acquiring
experimental evidence became apparent. As the spin structures in the various
phases occurring upon application of a magnetic field are of particular interest,
neutron diffraction and scattering techniques, conventional methods for obtain-
ing information on magnetic structures, were extensively applied to the system
by several research groups [1, 2, 3]. Typically, these methods require the mate-
rial under investigation to be placed in a continuous, dc magnetic field in order
to be able to probe the magnetic structure at that particular field. Due to the
demanding experimental requirements of combining neutron techniques and high
magnetic field technology, however, their experimental field of view is effectively
limited to fields no higher than ∼ 15 T at present. Thus, direct experimental
evidence on the spin structures of CuFeO2 occurring above this limit is currently
inaccessible. Consequently, experimental investigations into the high field phases
are forced to employ the use of pulsed magnetic fields in order to gain informa-
tion on the corresponding spin arrangements. As became clear in the preceding
Chapter, monitoring the magnetization or lattice structure of the material when
it is subjected to a pulsed magnetic field can indeed yield very valuable knowl-
edge about the system. Nevertheless, neither of the two methods directly probe
the individual spins themselves; magnetization measurements are only sensitive
to the total magnetic moment of the system as a whole, while information on the
lattice structure does not necessarily translate directly to the corresponding spin
arrangement. Ergo, due to the demanding technical requirements associated with
conventional techniques capable of probing magnetic structures in high magnetic
fields and the indirect nature of established pulsed probes, there is a need for
other, novel methods to fill the gap.
One such method is the technique of Nuclear Forward Scattering (NFS) in
pulsed magnetic fields. NFS in itself was developed in the early nineties at the
National Synchrotron Light Source of the Brookhaven National Laboratory in
Upton, New York [4, 5]. In essence, the technique corresponds to a time-based
analogue of the more conventional Mo¨ssbauer spectroscopy, which makes use of
synchrotron radiation for nuclear excitation. Very recently, the technique was
further developed and extended by Cornelius Strohm and co-workers at the Euro-
pean Synchrotron Radiation Facility (ESRF) in Grenoble, facilitating experiments
in pulsed, high magnetic fields [6]. As with any scientific method, a basic under-
standing of its underlying principles, its characteristics and its implications is
a prerequisite to grasp and interpret the results herewith obtained. Since NFS
and especially its novel combination with pulsed magnetic fields is far from con-
ventional, and few concise reviews exist at present, the technique is extensively
discussed in the elaborate introductory and experimental sections of this Chapter.
The aim is to provide the reader with the necessary background information to
understand and interpret the results in the later sections. In this introductory
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section, the basic principles of conventional Mo¨ssbauer spectroscopy are addressed
first, serving to introduce many of the underlying physical concepts, after which
its extension to the time-domain is reviewed. The experimental section that
follows deals with the technical features involving the combination of NFS and
pulsed magnetic fields, such as the experimental set-up, the generation of the
pulsed magnetic fields and the signal detection. In the later sections, the results
of applying the technique to CuFeO2 are presented and discussed.
6.1.1 The Mo¨ssbauer effect
This section will introduce the recoilless nuclear resonance absorption of γ-rays,
which is more commonly known as the Mo¨ssbauer (or M-) effect. The phenomenon
was discovered about half a century ago, in 1957, by German physicist Rudolf Lud-
wig Mo¨ssbauer. Just three years later, in 1961, he was awarded the Nobel Prize
for Physics for his discovery, which constituted the starting point of a complete
new field in physics and an analytical spectroscopy that still bears his name. The
aim of this section is to introduce the basic principles and underlying physics of
the technique on a conceptual level. For more comprehensive and/or quantitative
treatments of the theory and applications of Mo¨ssbauer spectroscopy, the reader
is referred to literature [7, 8]. The section starts with a short recap of the events
that led to the discovery of the effect, followed by the description of a macroscopic
analogy to further illustrate the M-effect. Finally, to facilitate later comparison
to the NFS technique, the conventional methods and issues involved in Mo¨ssbauer
spectroscopy are addressed.
The discovery of the Mo¨ssbauer effect
In the early 1900s, the phenomenon of atomic absorption and subsequent emis-
sion of electromagnetic radiation was investigated by the English physicist Robert
Wood. Upon comparison of the absorption and emission spectra of sodium atoms,
Wood noted that the energies of optical excitation and emission were identical,
thus proving the existence of resonant fluorescence of visible light (radiation in
the eV range) [9]. A couple of years before, French scientist Paul Villard had
found an analogous type of electromagnetic radiation, having a much higher en-
ergy (in what we now know to be the 100 keV range of nuclear transitions).
During the first half of the century after Wood’s experiment, scientists sought
after the equivalent resonant fluorescence of these high energy rays, which were
later termed γ-rays [10]. It took until 1929 before Werner Kuhn rationalized the
non-observation of resonant γ-ray fluorescence up to that time, by pointing out
the essential distinction between optical and nuclear transitions that follows.
In the photon-emission process of a fluorescing particle (atom), both the total
energy and the total momentum are conserved. Because the atom emits a photon
of momentum pph, it will experience a corresponding momentum change ∆patom
known as recoil, such that pph+∆patom = 0, to fulfill the momentum requirement
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Figure 6.1: Conceptual sketch of the effect of recoil upon the emission and absorption
spectra of particles. Due to the energy and momentum conservation requirements in
both events, the energies of the photons involved in the processes are red- and blue-
shifted with respect to E0, respectively. The figure is reproduced and adapted from ref.
[11].
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(Fig. 6.1). Simultaneously, as illustrated by the same Figure, the energy lost by
the atom through the corresponding relaxation from the excited to the ground
state (E0) is equal to the sum of the photon energy, Eph, and the kinetic energy
gain of the same atom due to the recoil, Erecoil. Thus, in general, the energy
of an emitted photon is red-shifted from E0 by an amount equal to the recoil
energy, Eph = E0−Erecoil. Analogously, a similar recoil energy is involved in the
photon-absorption process (right side of Fig. 6.1), where it follows that the photon
involved is correspondingly blue-shifted; Eph = E0+Erecoil. Consequently, there
is an energy difference of 2Erecoil between absorption and emission lines. Using
the relation |∆patom| = |pph| from the momentum conservation requirement, one











From this, the essential distinction between optical and nuclear transitions be-
comes apparent; for the relatively low energy optical transitions, the recoil effect
is negligible compared to the typical line-width (Γ) of the atomic transition, Erecoil
' 10−8 eV vs. Γ ' 10−6 eV (2 eV transition (625 nm), atom of 100 u). However,
for the highly energetic γ-rays, the recoil energy assumes a dominant role, with a
recoil energy of ' 10−3 eV for a 20 keV transition in a 100 u atom compared to
the typical 10−6 to 10−5 eV line-widths of nuclear transitions.
After identification of the recoil energy problem in trying to achieve nuclear
resonance fluorescence, it took another two decades or so before it was finally
overcome. In fact, at about the same time, in the early 1950s, Philip Moon in
Birmingham and Karl Malmfors in Stockholm were able to demonstrate the phe-
nomenon independently, each using a different approach. The most spectacular
experiment was performed by Moon, who placed a γ-radiation source at the tip
of an ultracentrifuge, subsequently subjecting it to an incredible speed of 670 m
s−1, thereby overcoming the 2Erecoil energy difference by making use of the linear
Doppler effect [11, 12]. Malmfors on the other hand, successfully used thermal
broadening effects to bridge the energy deficit, by thus creating an overlap of the
emission and absorption γ-ray lines [13].
Just a few years later, in 1955, Rudolf Mo¨ssbauer started his doctoral research
in Heidelberg, intending to study the effect of temperature on spectral overlap,
continuing along the path pioneered by Malmfors. Instead of working at elevated
sample temperatures though, Mo¨ssbauer ”decided to lower the temperature, be-
cause it appeared to me much simpler to build a cryostate rather than a furnace”
and ”going down in temperature to the boiling point of liquid nitrogen should
give about the same difference effect as going up in temperature” [11]. While per-
forming the low temperature experiment in 1957 though, Mo¨ssbauer surprisingly
observed an effect that opposed his expectation; the colder sample turned out
to exhibit more resonant fluorescence, while the spectral overlap was decreased.
The observation later turned out to be due to an increased probability that the
lattice as a whole would take up the momentum. In equation 6.1, this corre-
6154 Nuclear Forward Scattering in Pulsed Magnetic Fields
sponds to matom being replaced by the mass of the whole sample, dramatically
reducing Erecoil and increasing the resonance fluorescence. Quantum mechani-
cally it corresponds to a growing relative contribution of the sharp zero-phonon
lines, resulting in an increased overlap of between absorption and emission spectra
[14], a phenomenon that can be clarified through a macroscopic analogy (see be-
low). Upon re-reading the printed work of his corresponding publication however,
Mo¨ssbauer realized that he had ”forgot about the major experiment”; using the
linear Doppler effect in combination with his sharp recoilless resonance lines, it
should be possible to tune the γ-ray energy and measure spectra of nuclear tran-
sitions [11]. Attempting to perform that experiment before would-be competitors
could, he hastily constructed the required apparatus using rather unconventional
parts, and succeeded to produce the first ever graph of resonant γ-ray absorption
as a function of the tangential speed of the γ-ray source in 1958; the very first
recorded Mo¨ssbauer spectrum [15].
Macroscopic analogy
As was pointed out by Mo¨ssbauer himself [11], the phenomenon of recoilless scat-
tering can be elucidated qualitatively by considering the classical, macroscopic
analogy that follows. Consider a cannon boat, firing at a target at sea, located at
a distance equal to the maximum range of the cannon. When the sea is calm, like
in the situation sketched in Fig. 6.2a, the majority of the explosive energy from
the cannon is submitted as kinetic energy to the cannonball, but simultaneously
a small fraction goes into the kinetic energy of the recoiling boat. Consequently,
the range of the cannon is reduced by a corresponding recoil distance R and the
shots miss the target. On a wild sea the situation changes a bit (Fig. 6.2b), as
the recoiling boat experiences an additional random motion when firing, due to
the waves. Though the cannon shots on average still fall short of the target by
the distance R, the random motion of the sea broadens the distribution of points
of impact, which causes a (small) fraction of shots to actually hit the target. This
effect is analogous to that of the thermal (Doppler) broadening of γ-ray lines,
used by Malmfors (See also Fig. 6.3a). By cooling down his samples instead,
Mo¨ssbauer created a different situation however, which corresponds to a scene
where the sea is completely frozen, as in Fig. 6.2c. Since now the boat essentially
forms a single object with the whole sea and the target, the recoil is taken up
by this entire entity and the associated kinetic energy loss becomes negligibly
small (it scales as the ratio between the masses of the cannonball and the recoil-
ing entity). Thus, the cannon shots all hit the target exactly at center, which is
analogous to γ-ray emission and absorption exactly at resonance.
The corresponding microscopic picture, provided by Mo¨ssbauer in his doctoral
thesis [14], is sketched through the emission and absorption spectra of a free and
a bound nucleus, respectively, as in Figure 6.3. A freely recoiling nucleus, e.g.
in a gas at sufficiently low pressure, will exhibit both the thermal (Doppler) line












Figure 6.2: Conceptual sketch of a macroscopic analogy to recoilless emission as pointed
out by Mo¨ssbauer. Consider a cannon boat, firing at a target at sea. Bell-shaped curves
represent the distribution of the points of impact of the cannon shots. When the sea is
calm, the shots fall short of the target due to the recoil of the cannon boat, as depicted
in panel a). b) On a wild sea, the distribution of points of impact is broadened due
to the random motion of the sea, allowing some shots to hit the target (analogous to
thermal spectrum broadening). c) On a frozen sea however, the recoil is absorbed by the
whole sea, which effectively reduces the shortfall of the shots to zero (see text), causing
all shots to hit the target. The figure is reproduced and adapted from ref. [10].




























Figure 6.3: Schematic representation of γ-ray emission and absorption spectra of: a)
a freely recoiling nucleus and b) a nucleus bound in a crystal lattice. The spectra of a
freely recoiling nucleus exhibit both the thermal (Doppler) line broadening and recoil
effects, resulting in an energy mismatch emission and absorption lines. For a nucleus
embedded in a crystal lattice, the corresponding spectra acquire γ-ray bands associated
with zero-phonon, one-phonon and multi-phonon assisted processes, on top of which very
sharp (recoilless) lines emerge, exactly at the resonance energy (see text). The figure is















Figure 6.4: Schematic diagram of the experimental setup as used in conventional
Mo¨ssbauer spectroscopy.
between γ-ray emission and absorption (Figure 6.3a). In case the involved nu-
cleus is embedded in a crystal lattice, however, the corresponding emission and
absorption spectra acquire γ-ray bands associated with one-phonon, two-phonon
and multi-phonon assisted processes, as these are the excitations in the recoil-
energy range (meV). Upon decrease of the crystal temperature however, very
sharp zero-phonon lines, later termed the recoilless or M-lines, emerge on top of
this broad phononic background, exactly at the resonance energy [11]. These lines
correspond to the case where the recoil of the emitting nucleus is absorbed by the
crystal lattice as a whole, resulting in their unshifted and unbroadened, natural
line-widths. The ratio between the spectral weight of these lines and that of the
total spectrum is called the Lamb-Mo¨ssbauer factor, also known as the Debye-
Waller factor for γ-rays. Because this factor grows with decreasing temperature,
thus increasing their overlap, this explained Mo¨ssbauer’s apparently anomalous
results [16].
Mo¨ssbauer spectroscopy
Since Mo¨ssbauer’s discovery of recoilless nuclear resonance absorption of γ-rays
and his subsequent demonstration of its potential as an analytical tool, the method
has evolved to become a widely applied, very useful branch of scientific analysis,
named in his honor. The experimental setup in its conventional form, Mo¨ssbauer
absorption spectroscopy, is conceptually still very simple (Figure 6.4); one exposes
a sample containing a Mo¨ssbauer-active atomic isotope, the absorber, to a colli-
mated beam of γ-radiation, which is emitted by a source containing the same, in
this case emitting, isotope. The γ-ray energy of the photons is varied by scanning
the source through a range of velocities using a mechanical driver, thereby mak-
ing use of the linear Doppler effect. Spectra are generated by plotting the γ-ray
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intensity transmitted through the sample as a function of source velocity (which
corresponds to a linear energy shift with respect to the transition energy of the
isotope in the source).
One of the major issues limiting the applicability of Mo¨ssbauer spectroscopy
is the scarcity of suitable sources. A typical source consists of an element that
decays radioactively to the desired isotope, leaving the latter in an excited nuclear
state that decays to its ground state through γ-decay. The suitable parameter
range of such a process is rather stringent though, as one requires a radioactive
parent with a half-life short enough to generate a usable photon flux, and simul-
taneously sufficiently long to warrant usability in an experiment. Moreover, the
nuclear transition energy of the resulting isotope should ideally be relatively low,
as this increases the fraction of recoilless emission (larger Debye-Waller factor)
[16]. The number of isotopes that can be probed in a sample is less constrained,
but is still limited to those isotopes occurring in one of the various radioactive
decay paths of the existing γ-ray sources. The periodic table in Figure 6.5 depicts
the elements having isotopes that are usable in Mo¨ssbauer spectroscopy. Of all
of these isotopes, 57Fe is by far the most common probe, not in the least because
of its relevance in many materials. The corresponding traditional γ-ray source
consists of 57Co, which decays to the excited nuclear state of 57Fe with a half-life
(t1/2) of = 270 days. Also, the lifetime (τ = 141 ns) and the relatively low en-
ergy (14.413 keV) of the nuclear transition in 57Fe are favorable for spectroscopic
implementation, the former providing an energy-resolution of ' 4.7 neV and the
latter enabling operation even at room temperature due to the large Debye-Waller
factor [16]. As the same isotope is also probed in the nuclear forward scattering
experiments later in this Chapter, the focus will be on 57Fe from here on, though
all basic principles also hold for other isotopes.
6.1.2 Hyperfine interactions in 57Fe
Mo¨ssbauer realized upon his discovery of the very sharp γ-ray lines (having only
their natural line-widths), that these allowed for the measurement of nuclear
transition spectra. In general, a nucleus incorporated in a solid interacts with
the local electric and magnetic fields generated by nearby electrons and nuclei.
These hyperfine interactions cause the energy levels involved in nuclear transitions
to shift and/or split up, thus creating nuclear spectra characteristic of the local
surroundings of the probe. As the corresponding energy differences are very small
(the typical energy range of an 57Fe spectrum is of the order of µeV), the analytical
determination of such splittings can only be done using the extremely high energy
resolution (' 4.7 neV for 57Fe) provided by Doppler shifted recoilless M-lines.
Moreover, because the energy resolution is so high, even very subtle changes in
the environment of the nucleus can be observed. An isolated 57Fe nucleus has both
its nuclear ground (nuclear spin I = 1/2) and excited state (I = 3/2) degenerate,
and the corresponding spectrum exhibits only one line (Figure 6.6a). For an
57Fe nucleus in a solid, the (2I + 1)-fold degenerate states split up due to the
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Periodictable of Mössbauer elements
Mössbauer-active probe














































































































Figure 6.5: Periodic table indicating all elements having isotopes that can be used in
Mo¨ssbauer spectroscopy.
hyperfine interactions, resulting in a spectrum that can generally be described by
three observable parameters; the isomer shift, quadrupole splitting and hyperfine
splitting [7, 16, 17].
Isomer shift
The first one is the so-called isomer shift (δ), which arises from an electric
monopole (Coulomb) interaction of the charged nucleus with the finite density of
s-electron charge at the nucleus. Because the volume of the nucleus in its ground
and excited state is different, the s-electron density alters their energy levels un-
equally, resulting in a shift (δ) of the γ transition energy that is characteristic
for that electron density (Figure 6.6b). As the s-electron density distribution is
directly affected by the chemical environment of the atom, the isomer shift is a
good probe for the valency state of Mo¨ssbauer atoms. Since isomer shifts cannot
be measured directly (one only measures a transition energy), they are reported
relative to a suitable reference (for 57Fe typically the resonance line in α-Fe at
room temperature is taken). If the levels of the transitions are also split by the
chemical environment, the isomer shift corresponds to the center of gravity of the
nuclear excited states.



































































































































































































































































































































































































































































































































































































































































Secondly there is the quadrupole splitting (∆), resulting from the interaction
between the nuclear quadrupole moment and the electric field gradient at the nu-
cleus. As only nuclei with a non-spherical charge distribution (those with I > 1/2)
have a nonzero quadrupole moment, only the excited state in 57Fe is susceptible
to this splitting. Because the interaction is dependent on the absolute value of
the magnetic quantum number mI , but not on its sign, it is manifested through
the presence of a doublet in the corresponding Mo¨ssbauer spectrum (Figure 6.6c).
The quadrupole splitting is a good probe for the (lack of) symmetry of the charges
surrounding the nucleus, because it arises from the corresponding electric field gra-
dient. For example, a high spin trivalent Fe atom has a half filled 3d shell and thus
a spherically symmetric electronic configuration, so no sizable quadrupole split-
ting is expected from this. High spin Fe2+ however, has an additional electron in
the 3d shell, which will give rise to an electric field gradient and a corresponding
quadrupole splitting in the corresponding Mo¨ssbauer spectrum. Based on simi-
lar considerations, a distinction between high spin and low spin Fe species can
be made in the spectra. Nevertheless, the discrimination between different iron
species is not necessarily trivial, see for instance section 3.3.3 of this thesis.
Hyperfine splitting
The third parameter arises from the interaction of the nuclear magnetic moment
µ with the local magnetic field B and is called the hyperfine splitting. Due to the
form of this nuclear Zeeman effect, -µ·B, the interaction induces an equidistant
splitting between the magnetic sublevels of both the excited and ground state,
as indicated for 57Fe in Figure 6.6d. Because the dipole allowed transitions in
this case are restricted by the ∆mI = 0,±1 selection rules, the corresponding
Mo¨ssbauer spectrum shows only six lines. The hyperfine splitting is typically
reported as the difference between the two outermost of these peaks, and is cor-
respondingly indicated by ξ in Fig. 6.6. The local magnetic field experienced by
the nucleus is a vector sum of the magnetic fields arising from the corresponding
atom itself (orbital and spin contributions), that due to the magnetic moments
on neighboring atoms and any external applied field. Consequently, the hyperfine
splitting of an Fe nucleus is sensitive to the local spin structure, which is the
property of interest in CuFeO2.
In the general case, an 57Fe nucleus in a solid material is subject to all three
of the abovementioned interactions, and its Mo¨ssbauer spectrum is the combined
result of all these couplings, as illustrated in Figure 6.6e. By determining the
corresponding parameters, δ, ∆ and ξ, one can obtain valuable information about
the local environment of the Fe atom in the material.
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6.1.3 Nuclear Forward Scattering
The merits of Mo¨ssbauer spectroscopy as a local probe have been widely rec-
ognized for decades. Though it is not as deterministic as conventional neutron
diffraction techniques in probing spin structures, it has proven a useful comple-
mentary tool. Unfortunately, due to the required proximity of source and absorber
in a Mo¨ssbauer experiment, the technique is similarly limited to fields not exceed-
ing ∼ 15 T, which makes the high field phases of CuFeO2 inaccessible. The origin
of this limitation is conceptually quite simple; applying a high magnetic field to
the absorber means there is also a sizable magnetic field in the nearby Mo¨ssbauer
source, resulting in a hyperfine splitting of its γ-ray line (source-splitting).
With the advent of large synchrotron facilities, a new source of γ-radiation be-
came available, which does not suffer from this source-splitting limitation. How-
ever, due to the large scale and exclusiveness of both synchrotron rings and high dc
field magnets, their combination is not available at present. Fortunately though,
one can make use of the pulsed nature of synchrotron radiation to perform an anal-
ogous form of Mo¨ssbauer spectroscopy, Nuclear Forward Scattering (NFS) [17],
which can be combined with pulsed magnetic field technology [6]. This section
introduces the conceptual principles behind the general NFS method, building on
the previous Mo¨ssbauer sections. For a more comprehensive description of the
method, the reader is referred to literature [4, 5, 17]. It is worth mentioning at
this point that the combination of NFS with pulsed magnetic field technology,
which is described in detail in the following experimental section, is far from con-
ventional. In fact, the results presented later in this Chapter constitute the first
data recorded in a non-proof-of-principle experiment using the technique.
A time-based analogue of Mo¨ssbauer spectroscopy
As mentioned above, NFS basically corresponds to an extension of Mo¨ssbauer
spectroscopy into the time-domain. The concept is as follows: one uses the short,
coherent broadband γ-ray pulses generated by isolated single bunches in a syn-
chrotron ring to resonantly excite all the hyperfine-split transitions in a sample
simultaneously and coherently. The various excited states subsequently undergo
radiative γ-decay, which leads to interference due to their slightly different en-
ergies. As schematically illustrated in Figure 6.7a, this leads to a time-varying
scattered γ-ray intensity that is recorded in real-time by a detector. Because the
energy differences between the transitions are so small (∼µeV for 57Fe), the cor-
responding oscillation periods in the time-spectra are of the order of ns, and they
can be resolved with modern photodetectors. Figure 6.7b sketches the simple ex-
ponential decay one expects in the time spectrum for an unsplit transition, such
as in Fig. 6.6a or b. The analogous time spectrum for two interfering resonances,
as expected for the quadrupole-split case (Fig. 6.6c) for example, is schematically
depicted in Fig. 6.7c; because of abovementioned interference effects, there is a
beat frequency modulating the exponential decay. The period of these so-called
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quantum beats is characteristic for the energy difference between the interfering
levels. In the general case, the exponential decay is modulated by a mix of many
quantum beat frequencies, because the nuclear transition in 57Fe can split up into
as much as six lines, which may interfere with each other according to selection
rules. The time spectrum becomes even more complicated if one probes a sam-
ple with multiple, distinct Fe-sites, each with a corresponding unique hyperfine
splitting. On the other hand, due to the intrinsic polarization of the synchrotron
radiation, one can make use of transition dipole selection rules to selectively probe
only specific ∆mI transitions.
Other features playing a role in the time-spectra are the so-called dynamical
beats. These aperiodic oscillations are a side-effect of the broadband excitation
of the 57Fe-nuclei; because the slope of the dispersion curve around resonances
varies, γ-waves of different energies near the resonance propagate with different
group velocities, thus inducing interference [17]. The resulting aperiodic oscilla-
tions are convolved with the quantum-beat-modulated time-spectra, giving rise
to complicated spectra. Figure 6.7d and e schematically depict the effect of such
dynamical beats on the spectra of a single transition line (Fig. 6.7b) and that of
a two-line transition (Fig. 6.7c), respectively. Worth noting is that the irregular
’period’ of this ’optical’ effect decreases with increasing sample thickness [17, 18].
Advantages, drawbacks and applicability
As NFS is the time-based variant of conventional Mo¨ssbauer, the exact same ma-
terial properties are probed. Consequently, both methods suffer from the same
drawbacks, such as the restriction to only certain isotopes (See Fig. 6.5). In
fact, the availability of suitable probes is even smaller for NFS due to its special
requirements regarding γ-ray optics and detectors. In most cases, the conven-
tional method is the obvious choice of experimentation, due to its greater ease
of use and relatively simple spectrum interpretation. However, NFS comes into
play in those cases where Mo¨ssbauer spectroscopy is not feasible or technically
possible. The major advantage of NFS is the fact that its source radiation has
’laser-like’ properties, such as high intensity, small focus size, pulsed structure
and coherence. This allows for ’extreme’ experimental conditions such as small
samples, high pressure and high magnetic fields. Another advantage of NFS is
its superior energy resolution; very small energy differences correspond to long
quantum beat periods, which allows for more accurate energy level determina-
tion with respect to conventional Mo¨ssbauer spectroscopy. Consequently, NFS
can in principle separate transition lines that remain convoluted in conventional
Mo¨ssbauer spectroscopy. Up to now, NFS in pulsed fields has been performed
on 57Fe only, due to the isotope-specific experimental parameters. However, the
technique can in principle use any Mo¨ssbauer probe for which NFS has been de-
veloped, provided experimental parameters such as decay time are favorable [6].
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dynamical beats
Figure 6.7: Effect of quantum and dynamical beats on NFS time-spectra. a) Schematic
illustration of the interferometric origin of periodic oscillations (quantum beats) in NFS
time-spectra. For any hyperfine split transition, these periodic quantum beat oscilla-
tions occur in the spectrum, while in any real sample also aperiodic dynamical beats will
appear (see text). Expected time-spectra are plotted in the case of: b) a single (degener-
ate) transition, disregarding dynamical beat effects; c) a double transition, disregarding
dynamical beat effects; d) a single (degenerate) transition, considering the dynamical







































Figure 6.8: Floating zone crystal growth of 57Fe-enriched CuFeO2. a) Schematic layout
of polycrystalline CuFeO2-rod before (left) and after (right) sintering step. b) Schematic
illustration of crystal growth in an optical floating-zone furnace. c) Picture of obtained
CuFeO2 single crystal with
57Fe-enriched region indicated.
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6.2 Methods and Experiment
6.2.1 Sample preparation and characterization
The preparation of pure CuFeO2 samples was performed at the Zernike Institute
for Advanced Materials, in close collaboration with Agung Nugroho. In general,
the synthesis procedure of Zhao et al. was followed [19]. However, in order to
optimize the count rate in the NFS experiments discussed in this Chapter, a
57Fe-enriched starting material (57Fe2O3, 57Fe > 95.5%) was used. As NFS ex-
periments only require limited-size samples, and the enriched starting material is
rather costly, the following strategy was adopted. Two separate, identical synthe-
sis batches were started; one with CuO (99.99% pure) and Fe2O3 (99.99% pure)
as starting materials, and the other with CuO (99.99% pure) and 57Fe-enriched
Fe2O3 (99.99% pure, 57Fe > 95.5%). For both batches, stoichiometric amounts of
the starting materials were mixed and ground in a 2:1 molar ratio before prefiring
in air at 850 ◦C for 20 hours. The prefired products (CuFe2O4 and CuO) were sub-
sequently mixed and ground once more, and heated to 950 ◦C in a N2 atmosphere
for 24 hours to obtain pure, polycrystalline CuFeO2. Next, CuFeO2 material from
the two different synthesis batches was separately and successively loaded into an
elastic tube as indicated in Figure 6.8a. After isostatically pressing the material
into a cylindrical ceramic rod of 7 mm in diameter and a subsequent 24 hour
sintering treatment at 1000◦C in an Ar atmosphere, a dense polycrystalline rod
with a highly 57Fe-enriched region was obtained (Figure 6.8a). The sintered rod
was subsequently used as the feed rod in a floating-zone crystal growth. A previ-
ously grown CuFeO2 single crystal was used as the seed. The feed and seed rods
were mounted on the upper and lower counter-rotating shafts (25 rpm) of an op-
tical floating-zone furnace (CSI FZ-T-10000-H-VI-VP), respectively, after which
they were brought into contact through a bridge of molten CuFeO2 in the hot
focus of the halogen lamps (Fig. 6.8b). Next, the counter-rotating rods were syn-
chronously moved through the hot zone at a rate of ∼ 2 mm h−1, with crystalline
CuFeO2 slowly solidifying on top of the seed. The whole growth process took
place under a light O2-flow. The resulting high quality single crystalline CuFeO2
rod has a region of highly 57Fe-enriched material (Fig. 6.8c), from which the
samples used in magnetization measurements (Chapter 5) and NFS experiments
(this Chapter) were prepared. X-ray Laue diffraction was employed to orient the
single CuFeO2 crystal, while simultaneously confirming the sample’s single crys-
tallinity and R3¯m space group (at room temperature). Further characterization,
including 57Fe Mo¨ssbauer spectroscopy, Raman spectroscopy and SQUID magne-
tometry, also yielded experimental data in excellent agreement with literature on
CuFeO2, confirming the high sample quality. For the NFS experiments, two thin,
oriented platelets (approx. 1 mm × 1 mm), with surfaces oriented perpendicular
to and containing the crystallographic c-axis, respectively, were mechanically cut
from the most enriched part of the single crystal (approx. 90 % 57Fe). After subse-
quent polishing down to optimal thickness (thickness distributions of 48 ± 2 (B ‖
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c) and 36 ± 6 (B ⊥ c) microns, respectively), the samples were glued to ∼150
µm thick diamond substrates using GE-varnish and mounted in the He-cooled
cryostat (see below) for the experiment.
6.2.2 Nuclear forward scattering setup
This section is devoted to the technical description of NFS experiments in pulsed
fields, as designed by Cornelius Strohm. A more detailed account of this extended
NFS method, can be found elsewhere [6]. Nuclear forward scattering experi-
ments were performed at the European Synchrotron Radiation Facitily (ESRF),
on beamline ID18, under direction of C. Strohm. The experimental layout is
schematically depicted in Figure 6.9a. High intensity synchrotron radiation pulses,
generated in an undulator from isolated electron bunches orbiting the ESRF stor-
age ring, are guided through a series of monochromators. The resultant beam of
coherent broadband radiation (∼100 ps pulse duration, ∼2.5 meV spread, cen-
tered around 14.413 keV) is focused on the sample, while the real-time photon flux
is monitored in the forward (transmission) direction. The experiment is performed
in 16 bunch mode of operation of the ESRF, which separates subsequent pulses
by 176 ns. As the pulse duration of the synchrotron radiation is much smaller
than the decay time of excited 57Fe (∼141 ns), the excitation can be regarded as
instantaneous. Pulsed magnetic fields are applied to the sample using a custom
made minicoil magnet (see below) and detected through a separate pick-up coil
and an oscilloscope. Simultaneously, the transmitted and forward-scattered pho-
tons are detected by a stack of four avalanche photo-detectors and counted using
a time-to-digital-converter (TDC) [20] in single-sweep, multi-stop mode, using the
same trigger as the scope for a precise synchronization. The TDC data-stream is
subsequently processed and cross-correlated in time to the magnetic field pulses
in a detection scheme based on recording the full time information for each count
(vide infra).
Pulsed magnetic fields
The magnetic field pulses are generated in a custom-made, high-duty cycle minia-
ture coil magnet, designed by Peter van der Linden at the ESRF in Grenoble.
The magnet consists of two series-connected, concentric coils with surrounding
liquid nitrogen cooling channels for increased cooling surface (Fig. 6.9b). The
coil magnet is integrated in a double cryostat apparatus that allows for indepen-
dent helium-flow cooling of the sample. The sample is mounted at the center
of the mini-coil and the applied magnetic field is oriented along the propagation
direction of the beam. The magnetic field pulses are generated by discharging
a 4.4 kJ Metis CDMM power supply (capacitance 1 mF, max. voltage 3000 V),
measured through integration of the signal of a separate pick-up coil and recorded
by an oscilloscope. A typical recorded field pulse is plotted in Figure 6.9b. Peak
fields of 30 T are reached routinely at a repetition rate of 6 pulses min−1, with
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Figure 6.9: Experimental setup for the NFS experiments performed at the ID18 beam-
line of the ESRF. a) Schematic experimental layout during NFS experiments. Pulsed,
monochromatized synchrotron radiation is incident on the sample, while the real-time
photon flux is monitored in the forward (transmission) direction. b) Schematic mini-coil
layout (left) and typical magnetic field pulse applied to the sample (right).
pulse lengths of approximately 1 ms. A detailed description and characterization
of the mini-coil/cryostat system can be found in [21].
Signal processing
Both the transmitted and the forward-scattered photons are detected by a stack
of four avalanche photo-detectors and counted using a time-to-digital-converter
(TDC), which converts the signal into a binary data stream that indicates the
presence (1) or absence (0) of a photon in real-time (See Figure 6.10a). As
the forward-scattered photons only sporadically hit the detectors (NFS is a flux-
limited method), it is necessary to perform photon count statistics in two dimen-
sions (time and field), averaging over thousands of field pulses, in order to obtain
exploitable time-spectra at different fields. To record the full time information of
each event, the following detection scheme has been developed [6]. As mentioned
above, the photon and field signal share a common trigger, allowing for a precise
real-time synchronization; a common zero of the scope and TDC data-traces is
re-defined for every field pulse. The time after the common zero is then used to
assign the corresponding magnetic field value to each count, through temporal
cross-correlation of the scope and TDC data-streams.
Since there is no correlation between the field trigger and the bunch timing in
the synchrotron storage ring, one cannot distinguish between transmitted and de-



























































































































































































































































































































































































































































































































































































































































































































































































































































































6170 Nuclear Forward Scattering in Pulsed Magnetic Fields
layed (forward scattered) events in the TDC data-stream. In order to determine
the delay of each scattered photon with respect to the last exciting pulse (prompt)
of synchrotron radiation, one can make use of the strict 176 ns periodicity and
much higher probability of the prompt events: for each field pulse, the TDC data
stream is divided into pieces of 176 ns (the bunch spacing), each of which is in turn
subdivided into 220 bins of 0.8 ns temporal width. A corresponding histogram of
the number of counts in each bin is then calculated, which automatically identifies
the prompt-time (t0) through the position of its maximum (Fig. 6.10b, left). The
delay for an event in the i-th bin is then determined as t − t0 for bins after the
maximum and as t−t0+176 ns for bins before. With the magnetic field and delay
time determined for each event, they can be plotted in a two-dimensional graph
(Fig. 6.10b, middle), which starts revealing a sample-characteristic field-time
structure as raw data from thousands of field pulses are appended. Time-spectra
are extracted from the final two-dimensional graph through field-binning, as in-
dicated in Figure 6.10b on the right. Data within the first 12 ns after t0 are not
taken into account, as this is the empirical recovery time of the photo-detection
system after each transmitted pulse. Though the time-binning of the TDC data-
stream imposed an artificial time-resolution of 0.8 ns, all oscillatory features in
the time-spectra can easily be resolved.
The average zero-field count rate was about 30 kHz in the analyzed time win-
dow from 12 to 173 ns. All NFS experiments combined, a total of 157422 counts
were recorded in 6302 magnetic field pulses in 27 hours and 46 minutes of ESRF
beamtime. This corresponds to an average in-field count rate of ∼ 1.6 Hz, with a
duty cycle of 1.2 · 10−4.
Fitting of time-spectra
The acquired complex time-spectra were fitted by Cornelius Strohm at the ESRF
in Grenoble, using the MOTIF program developed by Yuri Shvyd’ko [22]. Al-
though a full discussion of the theoretical background of the program is beyond
the scope of this thesis, the distillation of the properties of interest, the hyperfine
level schemes of different 57Fe nuclei and the corresponding spin orientations, is
briefly described in order to facilitate qualitative understanding. A complete and
extensive description can be found elsewhere [18, 22].
Consider the vector amplitude of the coherent radiation field emerging from
the back of a sample under investigation in a NFS experiment, |E(D, t)|. The
corresponding time spectrum S(t) recorded in the direction of the incident beam
is proportional to its square modulus:
S(t) ∝ |E(D, t)|2, (6.2)
where D is the sample thickness. The thickness dependence of the radiative field
contains the aforementioned ’optical’ effects that lead to the aperiodic dynamical
beats. The vector amplitude can be expanded in a power series of a dimensionless
thickness parameter ζ (ζ is proportional to the product of D, the number of
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resonant nuclei per unit volume, and the nuclear absorption cross-section, making







where the E(p)(t) are thickness-independent multiple scattering amplitudes of
order p. The zero-th order term E(0)(t) corresponds to the field due to the
transmitted incident radiation pulse and can be regarded as a delta function
(pulse length ¿ time-window). As the other terms are interdependent (triple
scattering only occurs if double scattering does, for example), they are obtained





where Kˆ(t, t˜) is a 2 × 2 tensor with elements Kss˜(t, t˜). The latter are nuclear
self-correlation functions in which (orthogonal) polarization components of the
incident and scattered radiation are indicated by the indices s and s˜, respectively.
It is these functions, which essentially correspond to the nuclear absorption spec-
tra of the sample for different polarizations, that describe the coherent single-
scattering response of the nuclei in the forward direction.
In the present case of time-independent hyperfine interactions (they do not
change within the ' 141 ns γ-decay), only the time relative to excitation, t− t˜, is
important: Kss˜(t,t˜) = Kss˜(t− t˜). Defining the time of excitation as zero (t˜ = t0),
the nuclear self correlation function is given by [18, 22]:













Here the index l is a joint index numbering all radiative transitions in the sam-
ple; the summation runs over all different types of nuclear sites β and all their
hyperfine-split transitions βg ⇒ βe of energy h¯Ωl and line-width Γl. The Γl are
equal for all transitions of a distinct nuclear site β. The amplitude Ass˜l contains
the product of the absorption and emission matrix elements, the corresponding
Lamb-Mo¨ssbauer factors and the relative contributions ωβ of the distinct nuclear
sites. θ(t− t0) is the unit step function.
The MOTIF program calculates the Al, Ωl and Kss˜(t− t0) (the ’Mo¨ssbauer’
spectrum) itself, based on input parameters such as the hyperfine parameters
δ, ∆ and ξ for each nuclear site β, the relative weights ωβ of those sites, the
Lamb-Mo¨ssbauer factors, etc. The corresponding time spectrum S(t − t0) that
is calculated subsequently, using additional experimental parameters such as the
sample thickness D, can then be compared to experiment. As a result, any fit
to an experimental time spectrum is necessarily a model-based, rationally guided


















Figure 6.11: Schematic illustration of local magnetic fields in a hypothetical spin struc-
ture. a) Unit cell of a hypothetical ordered antiferromagnet with two distinct sites. b)
The vector sum of the magnetic hyperfine field BHFI , and the effective internal field
Bint. (which contains the applied magnetic field B) determines the local magnetic field
Bn experienced by nuclei on the different sites.
optimization of the calculated S(t− t0), using a minimal set of (constrained) fit-
ting parameters.
To illustrate how one can extract spin structure information we consider the
following simplified case (Figure 6.11). As mentioned above, the starting point is
always a model for the spin structure. Here we assume an ordered antiferromag-
net in an applied magnetic field B, which has two distinct 57Fe-sites: one with the
atomic spin S aligned parallel to the B-direction and another where the spin is
antiparallel with B. Assuming there is no other distinction between the two sites
(i.e. the isomer shift δ and quadrupole splitting ∆ are the same for both), the
difference in their hyperfine spectrum will be determined by the magnetic dipole
interaction (See section 6.1.2). The local magnetic field experienced by a nucleus,
Bn, is the vector sum of the magnetic hyperfine field BHFI (that due to the
corresponding atom) and the effective internal field at the nuclear site Bint. (in-
cluding the applied magnetic field B and that due to all other magnetic moments
in the system). Because BHFI is opposite for the two different iron sites (due to
their antiparallel spin directions), they will experience a different magnetic field
Bn and thus have correspondingly different hyperfine splittings. On this basis,
one supplies the MOTIF program with the corresponding input parameters. The
exact relative nuclear weights (ωβ) and hyperfine parameters (δβ ,∆β ,ξβ) can then
be optimized in an attempted fit to the experimental time spectrum at a given
magnetic field, thus either confirming or invalidating the initially assumed model.
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Figure 6.12: NFS on 57Fe nuclei in CuFeO2 subjected to pulsed high magnetic fields
(B ‖ c). Statistics corresponding to rising (left) and falling (right) magnetic field are
separated, on account of the hysteretic nature of the magnetic transitions in CuFeO2.
Top panels show the simulated NFS intensity (normalized and continuous) as a func-
tion of applied magnetic field and the delay w.r.t. excitation. In the bottom panels,
the experimentally observed NFS events are plotted versus applied magnetic field and
delay w.r.t. excitation (See section 6.2.2). The experimental sample geometry and the
transition fields as extracted from magnetization data (Chapter 5) are indicated.
6.3 Results and Discussion
6.3.1 Raw data and simulations
Parallel configuration (B ‖ c)
The lower panels in Figure 6.12 depict the accumulated raw experimental NFS
data in two-dimensional (2D) scatter plots, showing scattering events as a func-
tion of delay with respect to excitation (t − t0) and applied magnetic field for
B ‖ c. Experimental statistics corresponding to rising (left) and falling magnetic
field (right) are separated on account of the significant hysteresis involved in the
magnetization process of CuFeO2 (see Fig. 5.5, for example). The experimental





change in time-structure, proving its consistency with the magnetization experi-
ments. Worth noting at this point is the fact that the number of observed events
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artificially varies with the magnetic field in the experimental B, t plots; because
the material spends more time at low and high fields during the magnetic field
pulses (at those fields, ∂B/∂t is smaller, see Fig. 6.9b), the effective event count
rate is relatively higher there. As a result of this convolution with the acquisition
time per field interval, all the point density B, t maps are less dense at interme-
diate fields.
The top panels in Figure 6.12 show corresponding simulations of the NFS in-
tensity in the same variable range. Also here, a separation between rising (left)
and falling (right) field has been made. The simulations are based on parame-
ters extracted from literature and fits to the experimental data in different field
ranges (see Figs. 6.14 and 6.15 below). The expected NFS intensity as a function
of applied magnetic field and time delay is simulated for each magnetic phase
separately, taking into account the previously determined phase transitions and
taking the appropriate proposed spin structures (see Chapter 5) as corresponding
models. The isomer shift in the current experiment is not relevant as it is the
same for all different sites in the material and it can be only determined with
respect to a reference. The quadrupole splitting as extracted from the fits below
is found not to change significantly with the small lattice distortion (see Figs.
6.15 and 6.17 below), and it is fixed at the average of 6.375γ0 for the simulation,
close to the literature value [23]. The total magnetic field at the nuclei is calcu-
lated as a vector sum of the hyperfine field (assumed constant in magnitude at
51.3 T) and the applied magnetic field for the spin orientations corresponding to
the appropriate spin structure (the demagnetizing field is neglected in the current
simulations, as its value is estimated to be only 1.124 T at full saturation, which
corresponds to ∼ 0.225 T and ∼ 0.375 T in the 5SL and 3SL phases, respectively).
A Lamb-Mo¨ssbauer factor of 0.9, realistic for low temperature Fe-oxides, is taken
for all sites. In fit optimization, this factor is convoluted with the sample thickness
(see section 6.2.2), making extraction of a precise value nontrivial. Moreover, the
samples used in experiment have a thickness distribution of 48 ± 2 (B ‖ c) and 36
± 6 (B ⊥ c) microns, respectively. For the simulation, respective homogeneous
thicknesses of 48 and 36 microns are assumed. Upon comparison between sim-
ulation and experiment, one should also keep in mind other differences. Firstly,
the intensity in the continuous simulated plot is depicted in a logarithmic scale,
while the point density of the experimental events resembles a linear scale. Sec-
ondly, where the experimental point density is convoluted with the acquisition
time per field interval, the simulated plot reproduces intrinsic relative intensities
as a function of applied field. Nevertheless, the general qualitative features of
the simulated plot are in good agreement with the experimental point density.
A more detailed analysis is made below, comparing individual experimental time
spectra and fits for each separate phase.
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Perpendicular configuration (B ⊥ c)
Figure 6.13 plots the accumulated raw NFS data and corresponding simulations
for the case of B ⊥ c. Experiments were performed for two different sample
geometries; in one case (geometry I) the c-axis of the material was parallel to the
polarization axis em of the magnetic component of the incident beam (left) while
in the second case (geometry II) it was perpendicular (right). In both cases the c-
axis was perpendicular to both the applied magnetic field and the propagation axis
of the incident beam, as indicated in the schematic drawings. Due to the limited
amount of statistics and the presence of only one first-order phase transition,
rising and falling field data are not separated here. In both experimental point
density maps of Fig. 6.13 the stability of the canted 4SL phase (c4SL, see Fig.
6.16) up to B⊥c1 is clearly observed. Above B
⊥
c1, the time-spectrum of the system
significantly changes as a result of the first order magnetic phase transition of the
material. Individual time-spectra for each magnetic phase are analyzed in section
6.3.2.
The simulations again are based on parameters extracted from literature and
fits to individual time-spectra in different field ranges (see Figs. 6.16 and 6.17
below). The procedure is the same as described above for B ‖ c; a quadrupole
splitting of 6.375γ0, a hyperfine field of 51.3 T and a Lamb-Mo¨ssbauer factor of
0.9 are taken, while the assumed spin structures and the transition fields were
established in Chapter 5. As was the case for B ‖ c, the simulations are in good
qualitative agreement with the experimental point density map. A more detailed
analysis of individual time-spectra follows below.
6.3.2 Individual time-spectra
Parallel configuration (B ‖ c)
Figure 6.14 depicts various NFS time-spectra, as extracted from the raw data
(Fig. 6.12) through field-binning of the experimental events. Again, a separation
between rising (left) and falling (right) field statistics has been made, on account
of the hysteretic properties of CuFeO2 for B ‖ c. Two spectra, recorded in dif-
ferent field ranges, are presented for each of the successively occurring magnetic
phases. Solid red (for rising field) and blue (falling field) lines correspond to fits
to the experimental data (open black circles). The fits are based on the proposed
models for the spin structures in the respective phases (Chapter 5), which are
sketched in the middle column of Fig. 6.14.
The fits are made using the MOTIF program; the procedure is described in
section 6.2.2 and ref. [22]. Summarizing, what goes into the fitting function are,
aside from constant experimental and nuclear parameters (sample thickness and
geometry, applied magnetic field, nuclear cross-sections, Lamb-Mo¨ssbauer factors,
etc.), the nuclear material characteristics we wish to determine: the hyperfine pa-
rameters ∆β (quadrupole splitting) and ξβ (hyperfine splitting) for each different
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Figure 6.13: NFS on 57Fe nuclei in CuFeO2 subjected to pulsed high magnetic fields
(B ⊥ c). Experiments were performed in two different geometries, which are sketched
in the top panels (left and right). Middle panels show the corresponding simulated
NFS intensities (normalized and continuous) versus applied field B and time delay t −
t0. The accumulated experimental point density maps are plotted in the lower panels.
Transition fields as extracted from magnetization data (Chapter 5) are indicated in both
the experimental and simulated data.














Figure 6.14: Selected NFS time-spectra for B ‖ c; logarithmic NFS intensity as a
function of time delay with respect to the last excitation pulse. Experimental spectra
(open black circles) for rising (left) and falling field (right) were obtained from raw data
(bottom panels in Fig. 6.12) through binning in time (0.8 ns bin width) and applied
magnetic field (bin widths indicated). Solid colored lines (rising: red, falling: blue)
depict fits to the data, based on indicated model spin structures (see text). Axis scales
on all graphs are identical; tick labels are only indicated in the lowest spectra for clarity.
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nuclear site β and the relative weights ωβ of these sites. To get an good initial
value for these parameters, one uses the model spin structure that is appropriate
for the specific magnetic phase the material is in. On the basis of these model
structures, the initial ωβ values are set and the total magnetic fields Bn,β experi-
enced by the different nuclei (a vector sum of BHFI,β (assumed constant at 51.3
T) and B) are calculated. As was done in the simulations, the demagnetizing
field is neglected in the fits. Setting the initial ∆β to the literature value [23], one
thus has the ingredients to calculate the whole initial hyperfine spectrum for each
site β. Taking into account their their relative contributions, one obtains a first
approximation of the NFS time-spectrum to compare to experiment. Next, the
initially calculated time-spectra are fitted to experiment for each separate binned
field range, using the material characteristic BHFI,β , ∆β and ωβ as (constrained)
fitting parameters (thus also varying the related quantities Bn,β and ξβ). The B
value taken in the fits is the ’center of mass’ of the corresponding experimental
field bin (this is typically different from the average due to the abovementioned
convolution with the acquisition time per field interval).
The resulting final fit parameters for the collinear 4SL, 5SL and 3SL phases
are plotted versus applied field in Figure 6.15. Here, data points corresponding to
down (antiparallel to B) and up (parallel to B) spins are indicated by downward
and upward pointing triangles, respectively. It is clear that both BHFI,β (second
panel), and thus also the linearly related Bn,β (top panel) quantities remain very
close to their initially calculated estimates (dashed lines) in all collinear phases,
indicating properly chosen model structures. Moreover, the corresponding rela-
tive weights ωβ of the up and down spins are also highly consistent with the spin
arrangements proposed in Chapter 5, as illustrated by the lowest panel. The third
panel shows the quadrupole splitting (which is the same for ’up’ and ’down’ sites)
to be relatively constant throughout the different phases, indicating it does not
change significantly with the lattice distortion in CuFeO2. Even though the Zee-
man splitting of the nuclear levels at these high magnetic fields is up to an order
of magnitude larger than the quadrupole splitting, no satisfactory fit is obtained
without the latter.
For the collinear 4SL and 5SL and 3SL phases, the fits themselves (Fig. 6.14)
show excellent agreement with the experimental time-spectra, both for rising and
falling field data. Discrepancies between experiment and fits only occur in the
intensity range of order unity (typically at delays of more than 75 ns), where the
experimental data are no longer considered to be representative due to the very
low statistics. For the collinear 4SL and 5SL phase, the corresponding spin struc-
tures, used as model structures in the fits here, had been previously determined
experimentally [24, 25]. The unambiguous confirmation of these spin structures
in the current time-spectra show the high consistency of the NFS data with liter-
ature and illustrate the ability to indirectly probe spin configurations using NFS.
The spin structure above B‖c3 (20.3 T), in the 3SL phase, has not been experi-
mentally determined so far. It has, however, been suggested to correspond to a
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Figure 6.15: Selected nuclear parameters vs. B for B ‖ c, as extracted from fits to
experimental NFS time-spectra. Data points corresponding to down (antiparallel to c)
and up (parallel to c) spins are depicted by downward and upward pointing triangles,
respectively. Parameters in rising (grey) and falling (black) field that were allowed to
optimize in the fit are solid; fixed parameters are depicted with open symbols. Top
panel: Magnetic field experienced by the nuclei on different sites, Bn,β = BHFI,β +
B. Dashed lines correspond to the initially assumed Bn,β , based on a constant BHFI,β
of 51.3 T. Second panel: Hyperfine field on different sites, BHFI,β . The dashed line
depicts the initially assumed value of 51.3 T. Third panel: Quadrupole splitting ωβ in
units of γ0; the natural linewidth. Bottom panel: Ratio of relative weights of ’up’ and
’down’ sites in the time-spectrum. Dashed lines represent expected values based on the
assumed spin structures.
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collinear two-up, one-down magnetic structure (3SL, see Fig. 6.14), based on the
relative magnetization value, as was discussed in Chapter 5 [26, 27]. The fit in
this range is based on precisely this spin structure, and its excellent agreement to
the experimental data thus confirms the suggested spin arrangement in this 3SL
phase. One should note that a larger 3n-sublattice phase of collinear spins, such
as suggested by Wang et al. [28] cannot be ruled out on the basis of these results
(the fit only yields two relative weights ωβ for spin ’up’ and ’down’), even though
there seems no physical reason to assume such a larger sublattice order. Alto-
gether, although they yield only indirect information, the NFS spectra constitute
the first experimental data regarding the spin orientations in the 3SL phase of
CuFeO2.
In the ferroelectric incommensurate (FEIC) phase, the spins have been sug-
gested to adopt a proper helical order, where the spiral rotation axis coincides with
the helical propagation direction [29, 30, 31]. Though the phase is experimentally
accessible also to conventional techniques used for spin structure determination,
no definitive spin arrangement has been reported in the field-induced FEIC phase
of undoped CuFeO2 as of yet. One of the issues involved is the fact that the ma-
terial breaks up into magnetic domains in this phase, due to the accompanying
ferroelectric component. This also complicates the fitting of the NFS spectra in
the FEIC phase, as an infeasible amount of different sites would have to be taken
into account. Attempted fits using either a proper helical model with a single
axis (mono-domain structure) or assuming a cycloid helical structure (where the
rotation axis of the spiral is perpendicular to the helical propagation axis) do not
yield acceptable results with any reasonable parameters. The latter structure was
previously also found unsuitable based on theoretical considerations [29]. Thus,
instead, a total of 7 sites have been incorporated into the fits to the FEIC time-
spectra; a crude distribution of spin orientations that approximates a combination
of proper helical spirals in all directions normal to the c-axis. The resulting fits
reproduce the main qualitative features of the experimental time-spectra, as can
be seen in Fig. 6.14. The tentative conclusion regarding the FEIC phase is thus
that the NFS data appear consistent with a multi-domain proper helical structure.
Perpendicular configuration (B ⊥ c)
The time-spectra extracted from the raw data (Fig. 6.13) for the perpendicular
field configuration are shown in Figure 6.16. The data are separated for the two
different sample geometries probed; rising and falling field statistics are summed
in both cases. Like for the parallel case, various spectra are presented for both
of the occurring magnetic phases. Solid green lines correspond to fits to the
experimental data (open black circles). Also here the model spin structures that
formed the basis for the fits are sketched in the middle column. The fits are made
using the same procedure described above, with the MOTIF program.
The resulting final fit parameters for the c4SL and 3SL phases are plotted
for both geometry I (left) and II (right) in Figure 6.17. In this graph, data points
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Figure 6.16: Selected NFS time-spectra for B ⊥ c; logarithmic NFS intensity vs. time
delay with respect to the last prompt. Experimental spectra (open black circles) for the
two different geometries (see Fig. 6.13) were obtained from raw data (bottom panels in
Fig. 6.13) through binning in time (0.8 ns bin width) and field (bin widths indicated).
Solid green lines depict fits to the data, based on indicated model spin structures (see
text). Axis scales on all graphs are identical; tick labels are only indicated in the lowest
spectra for clarity.
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Geometry I Geometry II
Figure 6.17: Selected nuclear parameters vs. B for B ⊥ c, as extracted from NFS
time-spectra for both experimental geometries. Data points corresponding to down
(antiparallel to c) and up (parallel to c) spins (in the c4SL configuration) are depicted by
downward and upward pointing triangles, respectively, while spins aligned antiparallel
and parallel to the applied magnetic field (in the 3SL arrangement) are indicated by
left and right pointing triangles. Circles correspond to values equivalent for different
spin orientations. Parameters that were allowed to optimize in the fit are solid; fixed
parameters are depicted with open symbols. Top panel: Absolute value of the magnetic
field experienced by the nuclei on different sites, a result of the vector sum Bn,β =
BHFI,β + B. Dashed lines correspond to the initially calculated Bn,β , which are based
on the magnetization data in Chapter 5 (to determine the tilt angles of the BHFI,β
vectors, which have a constant magnitude of 51.3 T.) Middle panel: Tilting angles
αβ made by the resultant nuclear fields Bn,β with respect to the positive c-direction.
Dashed lines correspond to the initially calculated αn,β , again based on the tilt angles of
the BHFI,β vectors, which have a constant length of 51.3 T. Third panel: Quadrupole
splitting ωβ in units of γ0; the natural linewidth.
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corresponding to down (antiparallel to c) and up (parallel to c) spins (in the
c4SL configuration) are indicated by downward and upward pointing triangles,
respectively, while spins aligned antiparallel and parallel to the applied magnetic
field (in the 3SL arrangement) are indicated by left and right pointing triangles.
Contrary to the situation in the parallel case (where the applied and hyperfine field
directions coincide, effectively reducing the vector sum to a scalar sum), in the
c4SL configuration here the applied and hyperfine fields are not collinear (almost
orthogonal even). As a result, Bn,β tilts away from the c-axis by an angle αβ . The
top and middle panels plot the magnitude and angle (w.r.t. the positive c-axis) of
the resultant magnetic field Bn,β for the different sites. Dashed lines correspond
to the initially calculated Bn,β and αn,β , assuming a constant BHFI,β magnitude
of 51.3 T and making use of the magnetization data in Chapter 5 to determine
the tilt angles of the BHFI,β vectors. Because the latter vectors are antiparallel
to the spin directions due to the negative hyperfine coupling constant of 57Fe [17],
they tilt away from the applied field direction as the spins themselves cant toward
it. Consequently, the magnitude of Bn,β does not vary significantly with applied
field, as is illustrated in the top panel of Fig. 6.17. In the collinear 3SL phase,
the spins (and thus the BHFI,β directions) are once again (anti)parallel to the
applied field, and Bn,β shows the linear field dependence once again, as was the
case for the parallel configuration. For both geometries, the optimized Bn,β and
αβ values remain very close to the initially calculated estimates (dashed lines) in
both magnetic phases, suggesting also here that the model spin structures chosen
are appropriate. The third panel in Fig. 6.17 shows the field dependence of the
quadrupole splitting (assumed to be the same for different sites β). It is shown to
be relatively constant for geometry II (it is kept fixed for the fits in geometry I),
once again suggesting it does not change significantly with the lattice distortion
in CuFeO2.
The corresponding fits themselves, in the canted 4SL phase in both geometries
(Fig. 6.16), are in excellent agreement with experiment. Also here, discrepancies
only occur at delays above 75 ns, where the NFS intensity is too low for reliable
statistics. Previously, the structure of the c4SL phase (illustrated in the middle
column of Fig. 6.16) had been experimentally confirmed up to 14.5 T [2]. As
was already nicely observable in the experimental point density maps, the current
NFS time-spectra unambiguously demonstrate the stability of the c4SL phase up
to B⊥c1, consistent with the magnetization data (Chapter 5).
The spin structure above B⊥c1 has not been determined experimentally thus
far, though a collinear 3SL structure with spins in the basal plane (sketched in
the middle column of Fig. 6.16) has been suggested, based on magnetization
data (see Chapter 5 and [27]). The fits in this magnetic phase are based on
this spin structure, yielding qualitative agreement with the experimental data.
In order to obtain better compatibility with experiment, the contribution of a
coexisting remaining c4SL phase was incorporated in the fit. The number of
magnetic moments retaining the c4SL structure amounted up to 23 and 27 % in
the fits to the 26-28 T and 28-30 T spectra in geometry I, respectively, while in the
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fits to the spectra in geometry II only a single phase 3SL structure is found. This
discrepancy with expectation may be due to the short (∼ 1 ms) magnetic field
pulses used in the NFS experiments, an interpretation supported by the fact that
the percentage of material assuming the c4SL structure at these fields is larger
in the rising field data compared to that in the falling field data. However, as
this follows from fits to separated data, which have relatively low statistics in this
configuration, more NFS experiments would be required to clear up this issue and
other causes cannot be ruled out completely. Overall, one can tentatively state
that a collinear 3SL structure represents the dominant spin arrangement in the
phase above B⊥c1.
6.4 Conclusions
Summarizing, the Nuclear Forward Scattering (NFS) experiments performed on
CuFeO2 in pulsed magnetic fields were discussed. In order to do so, this unconven-
tional novel technique was first extensively introduced, taking the closely related
and more conventional Mo¨ssbauer spectroscopy as a starting point. NFS studies
are explained to be generally more technologically demanding and more difficult
to interpret than Mo¨ssbauer results, making the latter the method of choice in
most cases. For experiments requiring extreme sample conditions such as small
size, high pressure or high magnetic fields however, Mo¨ssbauer experiments are
infeasible and NFS serves as a valuable alternative to probe the same material
properties. To probe the spin structures in the various magnetic phases of CuFeO2
in applied magnetic field, which were introduced in the previous Chapter, NFS
was performed in pulsed high magnetic fields. In fact, the resulting experimental
spectra constitute the very first data ever recorded in a non-proof-of-principle
pulsed field NFS experiment. The NFS spectra for the parallel field configuration
are highly consistent with the previously determined collinear spin structures in
the 4SL and 5SL phases, demonstrating the feasibility of probing spin orientations
in pulsed, high magnetic fields using NFS. In the so-called 3SL magnetic phase,
between B‖c3 and B
‖
c4, the NFS spectra are in excellent agreement with a pre-
viously proposed collinear three sublattice spin arrangement, thus providing the
first clear-cut experimental evidence for this 3SL interpretation. In the ferroelec-
tric incommensurate phase, the NFS spectra are found to be incompatible with
both a mono-domain proper helical structure and a cycloid helical structure. A
multi-domain proper helical structure is revealed to be more consistent with the
current NFS data. For the perpendicular field configuration, the NFS data are
shown to unambiguously confirm the canted four sublattice structure, which was
previously proven stable up to at least 14.5 T. Moreover, this spin arrangement
is demonstrated to persist up to the first order transition at B⊥c1 (' 25 T), which
is consistent with the magnetization data of Chapter 5. Data for the phase above
B⊥c1 is found to be consistent with a dominant fraction of collinear three sublattice
spin arrangement, where all spins are oriented in the basal plane of CuFeO2.
