This paper introduces a novel class of estimators for Monte Carlo integration, that leverage gradient information in order to provide the improved estimator performance demanded by contemporary statistical applications. The proposed estimators, called "control functionals", achieve sub-root-n convergence and often require orders of magnitude fewer simulations, compared with existing approaches, in order to achieve a fixed level of precision. We focus on a particular sub-class of estimators that permit an elegant analytic form and study their properties, both theoretically and empirically. Results are presented on Bayes-Hermite quadrature, hierarchical Gaussian process models and non-linear ordinary differential equation models, where in each case our estimators are shown to offer state of the art performance.
Introduction

Objective
Statistical methods are increasingly employed to analyse complex models of physical phenomena. Analytic intractability of such models has inspired the development of increasingly sophisticated Monte Carlo methodologies to facilitate estimation. Many of these approaches ultimately rely on Monte Carlo integration. In its most basic form, the resulting estimators converge as the reciprocal of root-n where n is the number of Monte Carlo samples. For complex models it may only be feasible to obtain a limited number of Monte Carlo samples. In these situations, root-n convergence is too slow and can lead in practice to high-variance estimation (Caflisch, 1998) .
The focus of this paper is to estimate an expectation µ = E[f (X)] using Monte Carlo methods, where X is a random variable and f is a real-valued function. Our work is motivated by the slow convergence of the familiar arithmetic mean estimator
Outline of the paper
The paper begins by showing how gradient information can be exploited to construct a surrogate functionf D , based on samples D, such thatf D (X) has expectation equal to µ and a variance that vanishes as the number n of samples tends to infinity. This surrogate function then forms the basis for the control functional estimator, which is shown to converge to µ at a rate that is sub-root-n. To realise our methodology we focus on the popular framework of linear smoothers, where we can derive analytic expressions for our estimators. Extensive empirical support is provided in favour of the proposed methodology, including applications to Bayes-Hermite quadrature (O'Hagan, 1991) , hierarchical Gaussian process models and non-linear ordinary differential equation models. These last two examples illustrate the combined use of control functionals with both RQMC and with gradient-based population MCMC. In each case we achieve state-of-the-art estimation performance. The data that are analysed in the paper and the programs that were used to analyse them can be obtained from www.warwick.ac.uk/chrisoates/control functionals.
Methods
Set-up and notation
We assume that the random variable X takes values in a space X ⊆ R d and admits a density π(x) with respect to d-dimensional Lebesgue measure. In addition we suppose that the associated score function u(x) := ∇ x log π(x) exists and can, in principle, be evaluated at any given point x ∈ X . Here ∇ x := [∂/∂x 1 , . . . , ∂/∂x d ] T . The function f : X → R is assumed to be well-defined and can, in principle, be evaluated at any given point x ∈ X . Write L 2 (π) = {g : X → R : |g| 2 π(dx) < ∞}.
The samples D = {x i } n i=1 , the corresponding function values {f i } n i=1 and the corresponding scores {u i } n i=1 are assumed to have been pre-computed and cached. The methodology that we develop below does not then require any additional recourse to the statistical model π, nor any further evaluations of the function f , and is in this sense a widely-applicable post-processing scheme.
Control functionals
The score statistic has previously been used as a control variate (see e.g. Philippe and Robert, 2001 ). More recently Mira et al. (2013) constructed score-based control variates, using expectationpreserving transforms of the score that were based on polynomials. This paper goes further, by taking the innovative step of considering non-parametric expectation-preserving transformations of the score statistic. Specifically, this paper studies the class of surrogate functionsf φ : X → R of the formf φ (x) := f (x) − ψ φ (x) (2)
where φ : X → R is a differentiable function to be specified. This class is motivated by the observation that if
then it follows from integration by parts that E[ψ φ (X)] = 0 and so the functionf φ (X) shares the same expectation as f (X). Here ∂X denotes the boundary of the state space X ; when the state space is unbounded we interpret this condition (via the divergence theorem; see e.g. Kendall and Bourne, 1992) as Sr∩X π(x)φ(x) · n(x)dx → 0 where S r is the sphere of radius r centred at the origin and n(x) is the unit normal to the surface of S r . (Note that the expression forf φ (x) above is more general than in Mira et al. (2013) . In their paper, φ is the gradient of a certain function, which imposes constraints on the derivatives of φ, but the reasoning above shows that these restrictions are not necessary.) In classical literature, ψ φ (X) would be recognised as a control variate, i.e. a random variable with expectation zero. The approach that we pursue here is fundamentally different in that we treat ψ φ as a functional X → R that is itself to be estimated. To acknowledge this distinction we will refer to ψ φ as a "control functional". Our aim is to specify φ (and hence the control functional ψ φ ) in such a way that the corresponding surrogate functionf φ will minimise the variance V[f φ (X)] = (f φ − µ) 2 π(dx). This corresponds exactly to fitting a functional regression of the form
where we aim to minimise the mean square error 2 φ π(dx). A connection between classical control variates and linear regression is well known (e.g. Rubinstein and Marcus, 1985) . The connection in Eqn. 5, between control functionals and functional regression, offers more general insight and the opportunity to exploit established techniques from non-parametric statistics. We show below how this generalisation can enable dramatic variance reductions at finite sample sizes compared to existing methodology, as well as offer superior asymptotic rates of convergence.
Convergence at sub-root-n
The proposed approach begins by splitting samples D = {x i } n i=1 into two disjoint subsets D 0 = {x i } m i=1 and D 1 = {x i } n i=m+1 where the size of both subsets is assumed to increase linearly as n → ∞. The first subset D 0 is used to estimate a surrogate functionf D 0 : X → R, such that f D 0 (X) shares the same expectation as f (X) but has variance that vanishes as m → ∞. Then the second subset D 1 is used to evaluate an arithmetic mean based on the valuesf D 0 (x i ) where i = m + 1, . . . , n. This dichotomy of the samples is required to ensure that the estimator we construct below is unbiased. For simplicity we continue to assume that the samples D = D 0 ∪ D 1 arose independently from π. This can be relaxed as we describe later, so that D 0 can instead be IID samples from some other distribution π 0 , with only D 1 arising from π.
To begin, notice that for a given function φ we can estimate µ using the arithmetic mean
Here unbiasedness, i.e.
where the first expectation here is with respect to the n − m random variables that constitute D 1 . The insight required to achieve sub-root-n convergence is that we can leverage D 0 to estimate an "optimal" function φ based on the functional regression in Eqn. 5. An important observation is that we are not restricted to single point estimates for φ. Indeed, consider application of a D 0 -dependent linear operator E D 0 that acts on φ as follows:
This corresponds to an arithmetic mean estimator based on the surrogate functionf
The resulting estimatorμ D 0 (D 1 ) will be unbiased since
where the interchange of operators is justified by linearity and the independence of samples D 0 and D 1 . Candidate choices for the operator E D 0 determine the final form of our control functional estimator and a variety of choices are discussed in the next section.
In this more general setting, define the expected predictive square error
that is, the expected square error in our approximationf D 0 (X) to µ when X is generated from π. We say the operator E D 0 is "prediction consistent" (or "presistent"; Wasserman, 2013) whenever the average predictive square error vanishes as m → ∞; i.e. whenever
Theorem 1. Suppose that E D 0 is a presistent linear operator and that the boundary condition [π(x)φ(x)] x∈∂X = 0 holds almost surely. Then
where
is the usual arithmetic mean, so that we have sub-root-n convergence of the control functional estimator.
All proofs are reserved for Appendix A. We note that presistency can hold irrespective of the requirement that π 0 = π. Indeed, the proof of Theorem 1 requires that D 0 and D 1 are independent but does not require that D 0 arise from π.
In the next section we demonstrate how previous literature on score-based control variates can be cast as particular (degenerate) choices of the linear operator E D 0 . We then show how this new perspective enables the construction of more efficient approaches to Monte Carlo integration.
Choosing a linear operator E D 0
An optimal choice
From the functional regression problem (Eqn. 5) we see that an optimal function φ is the solution of the first order linear partial differential equation (PDE) obtained by setting φ (x) = 0, namely
Write Φ * (f, π) for the set of all solutions to Eqn. 11, so that for any function φ * ∈ Φ * (f, π), the estimatorμ φ * (D 1 ) = µ is exact and so has exactly zero variance. An optimal choice of the linear operator E D 0 would therefore be a Dirac delta (or "atom") E D 0 = δ φ=φ * on one such function, if such a function φ * exists. When π is everywhere positive, it is directly verified that the solution space for Eqn. 11 contains (but is not limited to) the family of functions φ * of the form
indexed by arbitrary constants c 1 , . . . , c d ∈ R. Thus in this case we have Φ * (f, π) = ∅. Note that whilst Φ * (f, π) is infinite, each member will produce the same control functional (i.e. φ, φ ∈ Φ * (f, π) =⇒ ψ φ = ψ φ a.s.). Unfortunately Eqn. 12 does not provide a direct strategy to compute an optimal function φ * ∈ Φ * (f, π), since it depends on the unknown of interest µ (as indeed would any solution of Eqn. 11). In practice an optimal function can instead be estimated using samples D 0 . This is the strategy that we will develop in this paper.
Parametric point estimates
The use of the score statistic as a control variate corresponds to the simplest possible case where E D 0 is an atom on a constant function φ(x) = c for some c ∈ R d and for all x ∈ X . More generally E D 0 could be an atom on a parametric function φ θ (x), indexed by a parameter θ ∈ Θ so that the set of possible choices for φ is Φ = {φ θ : θ ∈ Θ}. This is essentially the approach considered by Mira et al. (2013) , called "Zero Variance" (ZV) control variates. That work focused on polynomial functions, in particular the first order scheme φ θ (x) = θ and the second order scheme φ θ (x) = θ 1 + θ T 2 x with θ = (θ 1 , θ 2 ). The maximum polynomial degree is fixed in advance and this defines the set Φ. Setting this procedure within our general framework, we see that sub-root-n convergence could be possible if both (i) Φ ∩ Φ * (f, π) = ∅, so that φ θ * ∈ Φ(f, π) for some θ * ∈ Θ and (ii) it is possible to construct a consistent estimatorθ(D 0 ) → θ * as m → ∞. For ZV control variates this can occur in exceptional circumstances; indeed it was shown in Papamarkou et al. (2014b) that second-order ZV estimators are essentially exact when estimating the first and second moments of a Gaussian distribution (hence the "zero variance" nomenclature). However in most applications the sets Φ and Φ * (f, π) will be disjoint and convergence will generally be limited to root-n.
Non-parametric point estimates
Our control functional framework suggests that a candidate function φ can be estimated using techniques from functional regression. Specifically, given samples D 0 , corresponding function values f i = f (x i ) and score values u i = u(x i ), i = 1, . . . , m, we fit the functional regression model
Fitting here requires that an estimateφ(D 0 ) is selected from a pre-defined set Φ with the goal of minimising the average prediction error over all functions in Φ. However Φ need not be a parametric family, for example Φ could be the closure of the family of polynomials, producing a non-parametric generalisation of Mira et al. (2013) that does not require the maximum polynomial degree to be restricted. The linear operator E D 0 is then taken to be an atom on this estimated function. As before, sub-root-n convergence could be possible if both (i) φ * ∈ Φ * (f, π) for some φ * ∈ Φ and (ii) the estimatorφ(D 0 ) converges to this functionφ(D 0 ) → φ * (in an appropriate sense) as m → ∞.
In principle any functional regression methodology could be used, but care must be taken when using basis functions that are not differentiable. This perspective offers the possibility to design powerful estimators based on established non-parametric regression techniques; see Appendix B for such an approach.
Bayesian posterior expectation
The above approaches all take the linear operator E D 0 to be an atom. More broadly, a particularly natural choice for E D 0 would be a Bayesian posterior expectation
. This approach places a prior p(φ) over all possible functions φ : X → R d and then computes the posterior distribution p(φ|D 0 ) according to Bayes' rule. The result is an estimator
T and 1 1×n−m is a 1 × n − m vector of ones. This Bayesian approach can avoid difficulties pertaining to non-differentiability of basis functions through the specification of a prior p(φ) that has support contained in the space of differentiable functions. Rather excitingly, this approach combines with linear smoothers to lead to elegant analytic expressions forμ D 0 (D 1 ). This is the direction that we pursue below. We emphasise that the estimators we derive in this way are justified from an entirely frequentist perspective.
Gaussian process control functionals
To proceed with the approach outlined in Sec. 2.4.4 we require that a prior distribution is specified for the function φ. A theoretically and practically convenient choice is a Gaussian probability measure (i.e. a Borel probability measure whose finite-dimensional marginals are all Gaussian in distribution). This approach has been explored theoretically (e.g. Stuart, 2010) and has received widespread usage in computer experiment emulation (Oakley and O'Hagan, 2002) and machine learning applications (e.g. Rasmussen and Williams, 2006) .
A Gaussian process (GP) is a linear smoother (Hastie and Tibshirani, 1990 ) whose conjugacy properties enable the derivation of an analytic expression for the control functional estimatorμ D 0 (D 1 ). For each component function φ i : X → R we assume an independent GP prior
where k 0 : X × X → R is a twice differentiable covariance function that must be specified (see Rasmussen and Williams (2006) for further details on GP priors).
Lemma 1. Under Eqn. 15 the control functional ψ φ is also a GP, satisfying
Moreover, taking a uniform prior p(µ) ∝ 1 produces
Here the expectation is with respect to the posterior marginal p(φ|D 0 ) = p(φ, µ|D 0 )dµ.
Substituting Eqn. 17 into Eqn. 14 we obtain the (unbiased) GP control functional (GPCF) estimatorμ
which, since GPs are linear smoothers, is simply a weighted combination of function values
Thus our proposed GPCF estimator is readily obtained using standard matrix algebra. Moreover the weights are independent of the function f and can be re-used to estimate multiple expectations µ j = E[f j (X)]. Note that the arithmetic mean estimator is related to Eqn. 24 by taking K 0 to be the identity matrix and both K 0,1 , K 1,0 to be matrices of zeros. This would occur when the GP prior k 0 is a Dirac delta function, so that the function values f i are treated as independent conditional upon the x i .
To gain intuition for the GPCF estimator in Eqn. 18, we rewrite the expression aŝ
is the posterior mean of
Notice that the samples D 1 enter only through the term ( * ) in Eqn. 19. Presistency of the functional regression implies that ( * ) vanishes almost surely as m → ∞. In the GP literature, σ 2 D 0 from Eqn. 9 is known as the "expected generalisation error" (EGE; Williams and Vivarelli, 2000) . Presistency for GPs is therefore equivalent to requiring that the EGE vanishes almost surely as m → ∞. This effectively removes any randomness inμ D 0 (D 1 ) that is due to D 1 and explains the source of subroot-n convergence of the estimator. We will see in Section 3.2 that the remaining term in Eqn. 19 can be interpreted as the posterior mean of the intercept parameter µ in the functional regression (Eqn. 13) when inference is based on D 0 and an improper prior p(µ) ∝ 1 is employed. Note that it is possible to use this second term in isolation as a (biased but) consistent estimator for µ; we return to this point shortly.
The computational complexity of this GP implementation is O(m 3 ) due to the inversion of an m × m covariance matrix. In situations where either π is expensive to sample or f is expensive to evaluate, such as in complex computer models, then m will not be prohibitively large and this additional computation will be negligible with respect to simulation from the model. Nevertheless, in situations where m may also be large, approximation schemes for efficient (but biased) computation in GPs may be directly used here (Quiñonero-Candela et al., 2007) .
Theoretical considerations
We now state regularity assumptions that together imply sub-root-n convergence of the GPCF estimator.
Assumption 2 is satisfied whenever the Fisher information matrix −E X [∇ x i ∇ x j log π(X)] exists and the diagonal elements are finite. This is therefore an extremely weak requirement.
(A3) The first and second-order partial derivatives of k 0 exist.
(A4) Both k 0 and its partial derivatives are bounded on X × X .
Assumptions 3 and 4 can be satisfied by construction with an appropriate choice for the covariance function k 0 . The selection of a covariance function is discussed in the next section. Assumption 5 can typically be satisfied by construction by re-parametrising, via a suitable diffeomorphism, so that π vanishes on the boundary ∂X . (e.g. If X ∼ Exp(λ) then X has a density π X on (0, ∞) that satisfies π X (0) = λ > 0 whereas Y = log X has a density π Y on (−∞, ∞) that satisfies π Y (y) → 0 as |y| → ∞).
(A6) The linear operator E D 0 is presistent.
Theorem 2. Assume (A1)-(A5). Then for any fixed
has finite variance when D 1 arise from π. If we additionally assume (A6) then the estimatorμ D 0 (D 1 ) will converge to its expectation µ at a rate that is sub-root-n.
Theoretical results on presistency for GPs (and more general linear smoothers) have focussed on compact state spaces X , densities π that are bounded away from zero and particular forms of the covariance function k for which concentration inequalities are available (see e.g. the recent work of van der Vaart and van Zanten, 2011). Unfortunately this is not our setting and a more general result in the theory of GP regression seems elusive at present, since convergence rates will depend on the tail behaviour of π which may be complicated (Aad van der Vaart, personal communication). Indeed, even the case where D 0 is non-random poses significant theoretical challenges (see also Williams and Vivarelli, 2000) . For these reasons, here we state a general presistency condition that in future may be shown to be satisfied under additional regularity assumptions on f , π, u and k 0 . In Appendix B we argue that presistency is a reasonable assumption that can often be met in practice. Moreover, it is straightforward to empirically diagnose a violation of presistency, as we show in the next section.
Choosing a covariance function
The GPCF methodology relies on eliciting an appropriate GP covariance function k 0 . Intuitively, for sufficiently regular f , π, we want to choose k 0 such that an element of Φ * (f, π) can be wellapproximated by functions in the reproducing kernel Hilbert space (RKHS) Φ of k 0 , particularly in the high-probability regions for π. A natural approach would be to induce a covariance function k 0 that is consistent with solutions of the PDE in Eqn. 11. For simplicity consider the one-dimensional case (d = 1). Following recent work in this direction by Lawrence et al. (2007) ; Wheeler et al. (2014) , we rewrite Eqn. 12 as
where the Green's function G(x, x ) = π(x )/π(x) for x < x and G(x, x ) = 0 otherwise is simply a ratio of densities. An initial GP prior f − µ ∼ GP(m f , k f ) can then be transformed into a secondary GP prior φ * ∼ GP(m 0 , k 0 ) by exploiting linearity of the integral in Eqn. 21, so that
However, whilst this approach provides theoretical insight, its practical utility is limited since in most settings these integrals will not posses an analytic form.
In this paper, to limit scope, we restrict attention to a single default choice; the squared-error
2 ) with a single length-scale hyper-parameter . This covariance function has five important properties that make it well-suited to our purposes: (i) The partial derivatives of k 0 exist. (ii) Both k 0 and its partial derivatives are bounded on X × X . (iii) The prior support is contained in the space of differentiable functions (up to a null set; see e.g. Rasmussen and Williams, 2006 , for further details). (iv) The boundary condition in Eqn. 4 is satisfied with probability one when X = R d (since π vanishes in the tails and a sample φ from the GP is bounded with probability one). (v) There is only one hyper-parameter ( ) that must be specified. Note, however, that the squared-error covariance function can lead to slow rates of posterior concentration when the true process is not smooth. In this case we would need to consider alternative covariance functions, such as the Matérn class, that produce sample paths with restricted differentiability properties.
Choosing the covariance hyper-parameter(s)
For an arbitrary covariance function k 0 ≡ k 0 (x, x ; θ), denote by θ any hyper-parameters required for its specification. Elicitation of θ and empirical assessment of presistency can proceed under the additional assumption that D 0 arose as independent samples from π (i.e. π 0 = π). Specifically, we randomly split the samples D 0 into r training samples D 0,0 and m − r test samples D 0,1 . Then we propose to select θ in order to minimise
] is the corresponding posterior predictive mean. In this way we are targeting the predictive square error σ 2
of our Monte Carlo estimator. Moreover the full posterior predictive distribution can be used to diagnose whether the presistency assumption is violated. Thus all decisions relating to the control functional framework, including whether or not to use it at all, can be made on the basis of D 0 -dependant cross validation. We emphasise that the cross-validated estimator will remain unbiased (in the sense of Eqn. 8) when cross-validation is performed only using D 0 .
Sample-splitting and a simplified estimator
In the above exposition we selected a fixed split S of the samples D into subsets D 0 and D 1 . The relative size of D 0 and D 1 should be chosen in order to minimise the variance of the control functional estimatorμ D 0 (D 1 ). Thus root-n presistency in the functional regression (i.e. γ = 1) implies that we should select an approximately equal partition of the samples (m ≈ n/2). If presistency occurs more slowly than root-n then we should favour m < n/2, which in the extreme case simply recovers the arithmetic mean estimator. (For the proof-of-principle estimator in Appendix B we have
.) The selection of the split S itself should be independent of D. Randomness in this process will introduce additional estimator variance that is clearly undesirable. We therefore propose to marginalise over several different splits S of size m, thereby obtaining an estimator with reduced variance. Recent work by Meinshausen and Bühlmann (2010) termed this procedure "multisplitting". We note that a multi-splitting estimator remains unbiased. In practice it will not be possible to explore all n C m partitions of the samples, but only a random subset of these partitions.
As an alternative to multi-splitting, for applications where consistency suffices and unbiased estimation is not essential, we also propose a "simplified" estimator
that assumes m = n, that is, assumes all samples D are used to form D 0 and the second set D 1 is empty. (For clarity we have dropped the subscript zeros in Eqn. 22). Since n C n = 1, this conveniently avoids the need to perform multi-splitting, at the cost of introducing bias into the estimator. Empirical results below show that this bias is typically negligible and, to pre-empt our conclusions, we recommend this simplified estimator for use in applications where unbiased estimation is not essential, due to its reduced variance. To gain intuition for Eqn. 22, notice that it can also be derived by setting D 0 = D 1 in Eqn. 19. Thus we are in effect "predicting values that we have already seen" and this leads to increased stability.
Applications
The methodology is initially illustrated using simple tractable examples. We then present three sophisticated examples that, together, encompass many of the challenges associated with contemporary applications, e.g. complex computer models. Firstly we consider the topical field of uncertainty quantification and, specifically, the method of Bayes-Hermite quadrature for Monte Carlo integration. Here we show how the control functional methodology elegantly solves three problems that are well-known in this literature. Secondly we consider marginalisation of hyper-parameters in hierarchical models, focussing on a 21-dimensional GP prediction problem. Here evaluation of f forms a computational bottleneck due to the required inversion of a large covariance matrix. For this problem, control functionals are shown to offer significant computational savings. Moreover we show how control functionals can be combined with another variance reduction scheme (RQMC) to deliver enhanced performance. Thirdly we consider computation of normalising constants for models based on non-linear ordinary differential equations (ODEs). Here evaluation of the likelihood function requires numerical integration of a system of ODEs and dominates computational expenditure in both sampling from π and evaluation of f . We show how control functionals combine with gradient-based population MCMC and thermodynamic integration in order to deliver a state-of-the-art technique for low-variance estimation of normalising constants.
Analytically tractable case studies
To illustrate the methodology we consider the toy problem of estimating the expectation of the sine function
evaluated on a d-dimensional standard Gaussian random variable X, based on n = 50 independent samples from π. By symmetry the true expectation is µ = 0. Initially we consider the scalar case (d = 1). For this example one can check that (i) the score function is u(
The problem is therefore well-posed. Moreover both f and π are smooth so that we would expect (A6) to hold when the squared-error covariance function is used. Our GPCF methodology was calibrated using cross-validation, in line with the implementation that we recommend above. Specifically: (i) We selected the covariance hyper-parameter = 1 on the basis that this approximately minimised the cross-validation error (Supp. Fig. 1a). (ii) We found that estimator variance due to sample-splitting was minimised when most of the samples were allocated to D 0 (Supp. Fig. 1b) . We therefore set m/n ≈ 0.8. (iii) Empirical results showed that little additional variance reduction occurs from employing multiple splits (Supp. Fig. 1c ).
(iv) Finally, we found that the bias of the simplified estimator was negligible (∼ 10 −4 ) compared to Monte Carlo error (∼ 10 −3 ) (Supp. Fig. 1d ). This is in line with an analogous result for classical control variates, where estimator bias vanishes asymptotically with respect to Monte Carlo error (Glasserman, 2004, p.200) .
In Fig. 2 we summarise the sampling distribution of both the sample-splitting and simplified GPCF estimators as a function of the total number of samples n. The alternative approaches of the arithmetic mean, Riemann sums and ZV control variates are also shown, the latter being based on quadratic polynomials since these were most extensively studied by Papamarkou et al. (2014a) . It is visually apparent that GPCFs enjoy the lowest variance at all samples sizes considered. To understand the superior performance of GPCFs we plot samples from the (simplified) GP posterior predictive distribution f 1 |D 0 for increasing numbers of samples n. Intuitively, variance reduction requires that we have enough samples to build up a good approximation to f . Results in Fig. 3a suggest that this number n can in practice be quite small. We note at this point that, in this toy example where there are essentially no computational restrictions, the GPCF framework is unnecessary and gains in precision come with comparable gains in computational cost. However we emphasise that, in the serious applications that follow, the GPCF calculations requires negligible computational resources in comparison to simulation from the model.
Since the performance of GPCF is so remarkable, in order to more clearly visualise the results for all sample sizes, in Fig. 3b we plot the estimator standard deviation multiplied by n 1/2 , so that root-n convergence corresponds to a horizontal line. Empirical results here are consistent with theory, showing that the arithmetic mean and ZV control variates all achieve a constant factor variance reduction, whereas Riemann sums and GPCFs sub-root-n convergence. In this example GPCFs significantly outperformed Riemann sums. We plot results for both the sample-splitting GPCF estimator and the simplified GPCF estimator, observing that the latter is more stable.
To assess the generality of our conclusions we considered going beyond the scalar case to higherdimensional examples with d = 3 and d = 5. The analogous results in Supp. Figs. 2a, 2b (available online) show that, whilst the performance of all methods become increasingly similar in higher dimensions, simplified GPCF continues to out-perform the alternatives. Going further we considered a variety of alternative problems, varying both the function f and the underlying distribution π. These include several pathological cases, with results summarised in Table 1 . The results marked (b) echo the conclusions of Mira et al. (2013) , that ZV control variates are effective in special cases where f (x) is well-approximated by a low-degree polynomial and π is a Gaussian or a Gamma density. However, when f (x) is not well-approximated by a low-degree polynomial or when π takes a different form, as in cases marked (c), ZV control variates do not offer much variance reduction Table 1 : A broad range of examples, some of which are compatible with the GPCF methodology (GPCF ) and some of which are not (GPCF ×). In each case the true mean µ is known analytically and we report the mean square error with respect to µ, computed over 100 independent realisations.
[Here the number of samples was fixed at n = 50. For all examples we employed (simplified) GPCF with the square error covariance function and hyper-parameter = 1. Riemann sums were not used in the multi-dimensional problems due to their non-trivial implementation.] Notes: (a) ZV control variates perform poorly since their implementation here requires us to estimate a 10 × 10 covariance matrix from only n = 50 samples. On the other hand, GPCF offers stability here that is comparable with the usual arithmetic mean. whereas GPCFs retain the ability to decrease variance, in some cases dramatically. We then investigated how GPCFs can fail when the assumptions of Theorem 2 are violated (see examples marked "GPCF ×"). As expected, violation of (A1), (A5) and (A6) in (d), (e), (g) respectively led to poor performance of the GPCF estimator. Interestingly, violation of (A2) in example (f) did not lead to poor estimation, though this may be because π is only non-differentiable at a single point.
Bayes-Hermite quadrature, revisited
Our first serious application of the control functional methodology is to reveal a new and powerful approach to Bayesian uncertainty quantification (BUQ) for Monte Carlo integration. In brief, BUQ attempts to model the numerical error that arises from implementing various mathematical and statistical procedures on a computer (see e.g. Diaconis, 1988; O'Hagan, 1992) . We briefly review BUQ in the context of Monte Carlo integration and demonstrate how control functionals provide an elegant solution to three well-known problems in this area.
BUQ for Monte Carlo integration
Consider a simple scenario that involves a random variable X, a sufficiently "regular" function f and n = 3 samples x 1 , x 2 , x 3 that are generated independently from a distribution π. It might happen that x 2 and x 3 lie very close together due to chance, i.e. not simply due to the form of π itself. Then f (x 2 ) ≈ f (x 3 ), so that having computed f (x 2 ) we learn almost nothing about µ by then computing f (x 3 ). In this situation O'Hagan (1987) argued that it is inappropriate to estimate µ using the arithmetic mean, which essentially places two-thirds of the total weight on f (x 2 ) and just one third on f (x 1 ). At a fundamental level, the use of the arithmetic mean contradicts the conditionality principle, that inferences should be made conditional on the actual values of the x 1 , x 2 , x 3 that were observed (Birnbaum, 1962) . A Bayesian solution was provided by O'Hagan (1991), under the name "Bayes-Hermite Quadrature", later rediscovered by Rasmussen and Ghahramani (2003) under the name "Bayesian Monte Carlo". More recent work in this direction includes Osborne et al. (2012) . We do not review this work in detail here, but note that in each case the authors proceeded by placing a GP prior directly on the function f . This has three major drawbacks that have not yet been resolved: (i) The resulting estimators for µ are biased, with bias depending on the prior information used. (ii) The main analytically tractable case requires that π is a Gaussian density, which is a serious constraint. Rasmussen and Ghahramani (2003) proposed importance sampling to transform non-Gaussian problems, but this introduces additional computational difficulties. (iii) There is, at present, no theoretical argument to support sub-root-n convergence. Together these three factors may explain why BUQ methods are not, at present, widely used in Monte Carlo applications.
An elegant solution using control functionals
We adopt a Bayesian perspective on solving Eqn. 5 for the intercept parameter µ under a prior µ ∼ N (µ 0 , σ 2 µ ), where σ µ may be infinite, and the GP framework outlined above. For clarity we present the simplified estimator, but the sample-splitting approach proceeds analogously. The posterior mean of the intercept term in the semi-parametric regression problem of Eqn. 13 is given byμ
Moreover the posterior for µ is normally distributed with precision
Thus we are able to construct e.g. credible intervals
with posterior probability 1 − 2Φ(−α) where Φ is the cumulative distribution function of the standard normal distribution. This methodology clearly addresses the three drawbacks of earlier BUQ proposals; (i) it can provide an unbiased estimator via sample-splitting; (ii) π is not required to be Gaussian; (iii) the estimator can converge at a sub-root-n rate. These extra advantages seem related to the fact that we employ prior information on the joint smoothness properties of both f and the density π, rather than on the marginal properties of f . Figure 4: Bayesian uncertainty quantification using control functionals. (a) Here we contrast the classical O P (n −1/2 ) confidence interval for the arithmetic mean (left) against the Bayesian posterior credible interval for GP control functionals (GPCF; right). On the y-axis we plot the estimator scaled by n 1/2 , so that the classical confidence interval is represented with error-bars that have constant height, whereas the GPCF error-bars will decrease in height with n. The true expectation in this sine/Gaussian example is µ = 0. (b) Here we examine the location of the (n + 1)st samples x n+1 for n = 36 and n = 42, which each cause the credible interval in (a; right) to contract sharply. In each case we display the relative increase in posterior precision that would result from observing a hypothetical new sample x * n+1 (dashed line). The (n + 1)st sample that was actually observed (dotted line) lies in a region that has not been adequately explored by samples x 1 , . . . , x n .
A simple case study
The methodology is illustrated using the sine/Gaussian problem considered earlier (Eqn. 23, d = 1). In Fig. 4a we contrast classical confidence intervals for the arithmetic mean and Bayesian credible intervals for the control functional estimator. Notice that the width of the GPCF credible interval vanishes at sub-root-n, whereas the width of the familiar confidence interval vanishes at rootn. The Bayesian posterior precision differs from frequentist precision both fundamentally, in its interpretation, and behaviourally, in the sense that it is adaptive, depending on the actual location of the samples D in the state space X . The sudden increases in precision of the GPCF estimator at n = 36 and n = 42 in this realisation occur when the new sample x n+1 lies in a region of the state space X that has not yet been explored by the previous samples x 1 , . . . , x n . This is because we gain a large amount of new information in these circumstances. Fig. 4b illustrates this behaviour, where we plot the relative increase in posterior precision that would occur from observing a hypothetical point x * n+1 (dashed line) along with the location of the actual sampled value x n+1 (dotted line). In each case the new sample x n+1 lies in the informative region, where the increase in posterior precision is large.
The methodology presented here suggests further applications beyond BUQ: (i) A Bayesian solution to the experimental design problem for numerical quadrature, based on selecting a design point x n+1 in order to maximise the posterior precision over all hypothetical samples x * n+1 .
(ii) Using posterior credible intervals to construct a Bayesian analogue to Kendall et al. (2007) , who produced diagnostic tools for Monte Carlo estimators based on MCMC examples using "confidence bands" derived from a functional central limit theorem.
Marginalisation in hierarchical models
Our second application addresses a frequently encountered problem in hierarchical modelling; the setting of hyper-parameters. The fully-Bayesian solution is to marginalise over hyper-parameters, but this often entails a prohibitive level of computation. Here we explore whether control functionals can confer a gain in computational efficiency in this setting.
A hierarchical GP model
The marginalisation of uncertain hyper-parameters in hierarchical models is a widely occurring problem, in particular in spatial statistics (Besag and Green, 1993) . Here we consider one such model that is based on p-dimensional GP regression. Denote by Y i ∈ R a measured response variable at state z i ∈ R p , assumed to satisfy Y i = g i + i where i ∼ N (0, σ 2 ) are independent for i = 1, . . . , N and σ > 0 will be assumed known. In order to use training data (y i , z i ) n i=1 to make predictions regarding an unseen test point z * , we place a GP prior g ∼ GP(0, c(z, z ; θ)) where
Here θ = (θ 1 , θ 2 ) are unknown hyper-parameters that control how training samples are used to predict the response at a new test point. In the fully-Bayesian framework these are assigned independent priors, say θ 1 ∼ Γ(α, β), θ 2 ∼ Γ(γ, δ) in the shape/scale parametrisation, which we write jointly as π(θ).
Marginalising the GP hyper-parameters
We are interested in predicting the value of the response Y * corresponding to an unseen state vector z * . Our estimator will be the Bayesian posterior mean given bŷ
where we implicitly condition on the covariates z 1 , . . . , z N , z * . Eqn. 28 is unavailable in closed form and we therefore construct a Monte Carlo estimate by sampling θ 1 , . . . , θ n independently from the prior π(θ). Phrasing in terms of our previous notation, the function of interest is
where (C N ) i,j = c(z i , z j ; θ) and (C * ,N ) 1,j = c(z * , z j ; θ) and the underlying distribution is π(θ). Each evaluation of the integrand f (θ) requires O(N 3 ) operations due to the matrix inversion; this can be reduced by employing a "subset of regressors" approximation
where N < N denotes a subset of the full data (see Sec. 8.3.1 of Rasmussen and Williams, 2006 , for full details). To facilitate the illustration below, which investigates the sampling distribution of estimators, we take a random subset of N = 1, 000 training points and a subset of regressors approximation with N = 100. However we emphasise that evaluation of Eqn. 30 will typically be based on much larger N and N and will be extremely expensive in general. In applications we would therefore have to proceed with Monte Carlo estimation based on only a small number n of these function evaluations.
SARCOS robot arm
We used the hierarchical GP model in Sec. 3.3.2 to learn the inverse dynamics of a seven degrees-offreedom SARCOS anthropomorphic robot arm. The task, as described in Rasmussen and Williams (2006) , is to map from a 21-dimensional input space (7 positions, 7 velocities, 7 accelerations) to the corresponding 7 joint torques. Following Rasmussen and Williams (2006) we present results below on just one of the mappings, from the 21 input variables to the first of the seven torques. The dataset consists of 48,933 input-output pairs, of which 44, 484 were used as a training set and the remaining 4,449 were used as a test set. The inputs were linearly rescaled to have mean zero and unit variance on the training set. The outputs were centred so as to have mean zero on the training set. Here σ = 0.1, α = γ = 25, β = δ = 0.04, so that each hyper-parameter θ i has a prior mean of 1 and a prior standard deviation of 0.2. Moreover these values imply that the prior π(θ) satisfies the boundary conditions of Eqn. 2, so that (A1)-(A5) hold and the GPRF estimator is well-defined. For each test point z * we estimated the sampling standard deviation ofŶ * over 10 independent realisations of the Monte Carlo sampling procedure. For GPCF we took a default hyper-parameter = 1 that reflects the fact that the training data were standardised. The estimator standard deviations were estimated in this way for all 4,449 test samples and the full results are shown in Fig. 5 . Note that each test sample corresponds to a different function f and thus these results are quite objective, encompassing thousands of different Monte Carlo integration problems. Results show that, for the vast majority of integration problems, GPCF achieves a lower estimator variance compared with both the arithmetic mean estimator and ZV control variates. Thus GPCF requires fewer evaluations of the function f whilst delivering a precision that is equivalent to existing methods. Note that the cost of post-processing the Monte Carlo samples (using either ZV control variates or GPCF) will be negligible in comparison to the cost of evaluating the function f , even once. Indeed, GPCF requires that we invert a n × n matrix once, where n is typically much smaller than N .
Going further, we investigated whether control functionals were still able to confer these gains when employed alongside state-of-the-art (R)QMC techniques. Since (R)QMC is a sampling methodology, it is in a sense orthogonal to post-processing techniques including control functionals and it is interesting to investigate whether a combined approach achieves superior estimation performance. Note, however, that samples from (R)QMC are not independent and thus the theoretical framework that we described above does not directly apply -this motivates the empirical investigation below. Specifically, we focus on a RQMC Halton scheme with scrambling that has been shown to achieve O P (n −3/2+ ) convergence for any > 0 (Owen, 1997) . Results in Supp. Fig. 3 show that at low sample sizes (n = 50) the combined approach of GPCF + RQMC achieves lower-variance estimation compared to GPCF alone in 82% of the SARCOS integration problems.
20
At larger sample sizes (n = 75, n = 100), whilst the performance of GPCF + RQMC was significantly better than GPCF alone, the actual variance reduction achieved was not substantial. This suggests a shared origin for the superior performance of GPCF and RQMC, so that the combined algorithm does not offer much advantage over either individually. Indeed, both approaches are motivated by exploiting a metric on X ; GPCF essentially re-weights the samples x i according to their separation in X (defined implicitly by the covariance function), whilst RQMC ensures that samples x i are well-separated in X ab initio.
Normalising constants for non-linear ODE models
Our final application concerns the estimation of normalising constants for non-linear ODE models; a problem that is known to be extremely challenging (Calderhead and Girolami, 2009) . Recent empirical investigations recommend thermodynamic integration (TI) as one of the best-performing approaches to the estimation of normalising constants in complex models (Vyshemirsky and Girolami, 2008; Friel and Wyse, 2012) . The control variate methodology of Mira et al. (2003) was recently applied to TI by Oates et al. (2014) , who found that this "controlled thermodynamic integral" (CTI) was extremely effective for standard regression models, but only moderately effective in complex models including non-linear ODEs. Below we study the application of control functionals to TI in this setting where CTI is less effective. We note that control functionals can apply also to other estimators of normalising constants, for example based on sequential Monte Carlo (Zhou et al., 2013) .
Thermodynamic integration
Conditional on an inverse temperature parameter t, the "power posterior" for parameters θ given data y is defined as p(θ|y, t) ∝ p(y|θ) t p(θ) (Friel and Pettitt, 2008) . Varying t ∈ [0, 1] produces a continuous path between the prior p(θ) and the posterior p(θ|y) and it is assumed here that all intermediate distributions exist and are well-defined. The standard thermodynamic identity is
where the expectation in the integrand is with respect to the power posterior whose density is given above. The correctness of Eqn. 31 is established in e.g. Friel and Pettitt (2008) . In TI, the one-dimensional integral in Eqn. 31 is evaluated numerically using a quadrature approximation over a discrete temperature ladder 0 = t 0 < t 1 < · · · < t m = 1. Here we use the second-order quadrature recommended by :
whereμ i ,ν i are Monte Carlo estimates of the posterior mean and variance respectively of log p(y|θ) when θ arises from θ|y, t i . In complex models, log p(y|θ) will be poorly approximated by a lowdegree polynomial and θ|y, t will be non-Gaussian; this explains the mediocre performance of CTI in these cases. In contrast, control functionals should still be able to deliver gains in estimation.
Non-linear ODE models
We consider first-order non-linear dynamical systems of the form
where x 0 ∈ R p is assumed known, p < ∞, and F : R p × [0, ∞) → R p is non-linear. We assume that only a subset of the state variables are observed under noise, so that x = [x a , x b ] and y is a d × n matrix of observations of the coordinates x a . Write s 1 < s 2 < · · · < s n for the times at which observations are obtained, such that y(s j ) = y •,j where y •,j is the jth column of the data matrix y. We consider a Gaussian observation process with likelihood
where x a (s j ; θ, x 0 ) denotes the deterministic solution of the system in Eqn. 33 and σ > 0 is assumed known. For the Gaussian observation model it can be shown that boundary conditions of Eqn. 4 are implied by the parameter prior density p(θ) vanishing when θ → ∞ in any norm.
Assuming the boundary condition holds, we have
where S i is a matrix of sensitivities with entries
Note that in Eqn. 35, S k j,k ranges over indices 1 ≤ k ≤ d corresponding only to the observed variables. In general the sensitivities S i will be unavailable in closed form, but may be computed numerically by augmenting the system of ordinary differential equations, asṠ
where ∂x k ∂θ i = 0 at s = 0. Indeed, these sensitivities are already computed when differentialgeometric sampling schemes are employed, so that the evaluation of Eqn. 35 incurs negligible additional computational cost (Girolami and Calderhead, 2011; Papamarkou et al., 2014a) .
The van der Pol oscillator
The methodology is illustrated on the van der Pol oscillator (van der Pol, 1926), a non-conservative oscillator with non-linear damping that has classical modelling applications in fields ranging from neuroscience (FitzHugh, 1961) to seismology (Cartwright et al., 1999) . Here a position x(s) ∈ R evolves in time s according to the second order differential equation
where θ ∈ R is an unknown parameter indicating the non-linearity and the strength of the damping. Letting x 1 := x and x 2 := dx/dt we can formulate the oscillator as the first-order system where only the first component x 1 is observed. This system was solved numerically using θ = 1, x 0 = [0, 2]. Observations were made once every second, up to 10 seconds, and Gaussian measurement noise of standard deviation σ = 0.1 was added. A log-normal prior was placed on θ such that log(θ) ∼ N (0, 0.25). This prior vanishes at the origin θ = 0 and has decaying tails as θ → ∞, so that the boundary condition in Eqn. 4 is satisfied and GPCF can be used. For the model-based computation, a temperature schedule t i = (i/30) 5 was used, following the recommendation by Calderhead and Girolami (2009) . The power posterior is not available in closed form, precluding the straight-forward generation of IID samples. Instead, samples from each of the power posteriors θ|y, t i were obtained using population MCMC, involving both (i) "within-temperature" proposals produced by the (simplified) m-MALA algorithm of Girolami and Calderhead (2011) , and (ii) "between-temperature" proposals, as described previously by Calderhead and Girolami (2009) . We denote the number of samples by n, such that for each of the 31 temperatures we obtained n samples (a total of 31 × n occasions where the system of ODEs was integrated numerically).
Results in Fig. 6 show that the CTI estimator improves upon the standard TI estimator, but a much more substantial reduction in estimator variance results from using the GPCF methodology. For the GPCF computation we have used the simplified but biased GPCF estimator, since TI in any case produces a biased estimate for the normalising constant due to numerical quadrature. The squared-error covariance function was used and the hyper-parameter = 3 was selected manually on the basis of cross-validation. The additional cost of using GPCF is essentially zero relative to running the population MCMC sampler, the latter requiring repeated solution of the ODE system. These results demonstrate that GPCF requires far fewer samples n compared with CTI in practice, in order to achieve a desired estimator precision. models or involving complex computer models. An important feature of the approach presented here is that variance reduction is formulated as a post-processing step. This has several advantages: (i) No modification is required to existing computer code associated with either the sampling process or the model itself. (ii) Specific implementational choices for e.g. the GP covariance function can be made after performing the simulations.
Through exploitation of Gaussian processes we were able to realise our general framework and construct estimators with an analytic form. Theoretical results for presistency of GPs is an active area of research and currently GPs are widely used for both inference and prediction in settings where theoretical guarentees are not yet established. A violation of presistency could lead to highvariance estimation and we therefore would still seek theoretical guarantees that this will be a low-probability occurrence. We presented a cross-validation diagnostic approach that can assist in detecting these violations. Empirical results evidenced the practical utility of control functional estimators in settings where the score function is available and the dimensionality of the problem is not too large (e.g. ≤ 10).
Our work suggests several interesting research directions: (i) The score function and hence the control functional methodology is not parameterisation-invariant. It would be interesting to elicit an effective parametrisation as an additional post-processing step. (ii) Recent work by showed how an unbiased estimate for the score statistic can be obtained for a wide class of (doubly) intractable likelihood models. Though we did not discuss it here, it is straight-forward to extend the control functional methodology to this setting, with an appropriate modification to the covariance function to account for uncertainty in an estimate for the score. (iii) Exploring in detail the non-IID setting, where samples arise from a Markov chain, for example. (iv) Extending the methodology to non-differentiable models using suitable alternatives to the classical derivative (e.g. Pereyra, 2013) . (v) We sketched in Appendix B how orthogonal basis expansions can be used to estimate control functionals. A natural direction to pursue is the extension of the control functional methodology to this and related non-parametric techniques.
A Proofs
Lemma 3. For a real-valued function g(X, Y ) of two random variables X, Y such that
since thef D 0 (X i ) are independent and identically distributed for i = m+1, . . . , n given D 0 . Letting
It is clear that if the size of both D 0 and D 1 tend linearly to infinity then n/(n − m) tends to a positive constant and thus Eqn. 40 vanishes as n → ∞ under the presistency hypothesis.
Proof of Lemma 1. When k 0 is twice differentiable, the derivative of a GP is itself a GP that satisfies
Similarly, the product of a GP and a deterministic function u i (x) is itself a GP with
It follows that
The final claim in the Lemma follows from standard results for conditioning on components of Gaussian distributions (see e.g. sec. 2.7 of Rasmussen and Williams, 2006) .
, it is sufficient to show that Still, if we essentially follow the same type of approach as in the standard case, we can truncate the sum above to l(m), estimate the l(m) regression coefficients asb k = m −1 m i=1 f i cos(2πkx i ) and obtain, from Parseval's identity,
where the first term is O(l(m) −2β ), β being related to the regularity of f (i.e. the order of the Sobolev space to which f belongs; see e.g. p.148 and Lemma 8.4 of Wasserman (2006) ] → 0 at rate O(m −γ ) where γ = 2β/(2β + 1) is the standard non-parametric rate in dimension one. Thus, in the end, the non-standard (noiseless and based on random x i ) nature of our functional regression problem has no bearing on the actual performance of the estimator.
Of course, our presistency result here is quite specialised, but it does suggest that achieving presistency is not an unattainable task. It also suggests a more general (i.e. not specific to π being uniform) approach in practice. Starting again from the decomposition φ(x) = ∞ k=0 a k e k (x) on an orthogonal basis, one may truncate the sum in (46) to some l(m) = m α and estimate the a k 's using ordinary least squares. Alternatively one may choose l by minimising some variable selection criterion, as is commonly done in this context. In the main text we concentrate on linear smoothers as these provide an elegant and, in our experience, very effective solution to the functional regression problem. 
