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 ABSTRACT
A	classifier	which	is	capable	of	distinguishing	a	syntactically	well	formed	sentence	from	
a	syntactically	ill	formed	one	has	the	potential	to	be	useful	in	an	L2	language-learning	
context.	 In	 this	article,	we	describe	a	 classifier	which	classifies	English	 sentences	as	
either	well	formed	or	ill	formed	using	information	gleaned	from	three	different	natural	
language	processing	techniques.	We	describe	the	issues	involved	in	acquiring	data	to	
train	such	a	classifier	and	present	experimental	results	for	this	classifier	on	a	variety	of	
ill	formed	sentences.	We	demonstrate	that	(a)	the	combination	of	information	from	a	
variety	of	linguistic	sources	is	helpful,	(b)	the	trade-off	between	accuracy	on	well	formed	
sentences	and	accuracy	on	ill	formed	sentences	can	be	fine	tuned	by	training	multiple	
classifiers	in	a	voting	scheme,	and	(c)	the	performance	of	the	classifier	is	varied,	with	
better	performance	on	transcribed	spoken	sentences	produced	by	 less	advanced	 lan-
guage learners. 
KEYWORDS
Grammar	Checker,	Error	Detection,	Natural	Language	Parsing,	Probabilistic	Grammars,	Preci-
sion	Grammars,	Decision	Tree	Learning,	Voting	Classifiers,	N-gram	Models,	Learner	Corpora
INTRODUCTION
This	article	is	concerned	with	the	task	of	automatic	grammaticality	judgments,	that	is	detect-
ing	whether	or	not	a	sentence	contains	a	grammatical	error.	As	well	as	being	useful	for	evalu-
ating	the	output	of	natural	language	generation	and	machine	translation	systems,	automatic	
grammaticality	 judgments	 have	 applications	 in	 computer-assisted	 language	 learning.	 One	
could	envisage,	for	example,	the	use	of	such	judgments	in	automatic	essay	grading	and	as	a	
first	step	towards	diagnosing	an	error	and	providing	appropriate	feedback	in	a	language	tutor-
ing	system.	For	advanced	learners,	it	might	also	be	helpful	to	use	automatic	grammaticality	
judgments	to	point	learners	towards	an	error	without	indicating	its	precise	nature.	
	 We	describe	a	method	which	uses	machine	 learning	to	exploit	 three	sources	of	 lin-
guistic	information	in	order	to	arrive	at	a	judgment:	part-of-speech	n-gram	frequencies;	the	
grammaticality	judgments	provided	by	a	hand-crafted,	broad-coverage	generative	grammar	
of	English;	and	the	output	of	three	probabilistic	parsers	of	English,	one	trained	on	Wall Street 
Journal	trees,	one	trained	on	distorted	versions	of	the	original	Wall Street Journal trees, and 
the	third	trained	on	the	union	of	the	original	and	distorted	versions.	The	first	two	information	
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sources	were	described	in	previous	work	(Wagner,	Foster,	&	Genabith,	2007).	In	this	article,	
we	demonstrate	that	incorporating	information	from	probabilistic	parsing	can	lead	to	signifi-
cant	improvements.	In	addition,	we	show	how	using	a	series	of	classifiers	in	a	voting	scheme	
can	be	used	to	fine-tune	the	trade-off	between	detecting	ungrammatical	sentences	on	the	one	
hand	and	avoiding	overflagging	on	the	other	hand.	
	 To	 train	our	machine-learning-based	error	detectors,	we	use	a	 large	corpus	of	well	
formed	sentences	and	an	equally	large	corpus	of	ill	formed	sentences.	To	obtain	the	ill	formed	
sentences,	we	automatically	introduce	errors	into	the	sentences	in	the	original	well	formed	
corpus.	Our	automatic	grammaticality	 judgments	are	 tested	on	various	 types	of	 test	data	
including	synthetic	ungrammatical	sentences	(created	in	the	same	way	as	the	ungrammati-
cal	sentences	in	the	training	set),	sentences	from	the	International	Corpus	of	Learner	English	
(Granger,	1993)	produced	by	advanced	learners	of	English,	and	transcribed	spoken	sentences	
produced	by	learners	of	English	at	varying	levels.	Testing	the	method	on	the	artificially	pro-
duced	 ungrammatical	 sentences	 allows	 us	 to	 gauge	 the	 efficacy	 of	 our	machine-learning	
features,	while	testing	the	method	on	real	learner	data	also	provides	information	on	potential	
gaps	in	our	error	model.	
	 The	article	is	organized	as	follows:	first,	we	introduce	some	basic	concepts	and	situate	
our	work	with	respect	to	related	research	on	the	problems	of	automatic	grammaticality	judg-
ments	and	error	detection.	Then,	we	describe	our	training	and	test	data	and	our	method	for	
performing	automatic	grammaticality	judgments.	This	is	followed	by	a	discussion	of	the	re-
sults	of	our	experiments.	Finally,	we	summarize	and	provide	suggestions	for	how	this	research	
might	be	fruitfully	extended.	
BASIC CONCEPTS
We	distinguish	error	detection	systems	which	make	use	of	hand-crafted	rules	to	describe	well	
formed	and	ill	formed	structures	from	purely	data-driven	systems	which	use	various	means	
to	automatically	derive	an	error	detector	from	corpus	data.	Bender,	Flickinger,	Oepen,	and	
Baldwin	(2004),	for	example,	describe	a	hand-crafted	system	in	which	input	sentences	are	
parsed	with	a	broad-coverage	generative	grammar	of	English	which	aims	to	describe	only	well	
formed	structures.	If	a	sentence	cannot	be	parsed	with	this	grammar,	an	attempt	is	made	to	
parse	it	with	mal-rules	which	describe	particular	error	types.	In	the	Method	section	below,	we	
describe	how	a	broad-coverage,	hand-crafted	generative	grammar	is	integrated	into	our	data-
driven	method.	In	this	section,	however,	we	focus	on	data-driven	error	detection	systems	and	
attempt	to	categorize	these	methods	according	to	the	nature	of	the	task,	the	type	of	features	
or	patterns	that	are	automatically	extracted	from	the	data,	and	the	type	of	data	used.	
The Nature of the Task
Our	work	is	most	closely	related	to	that	of	Andersen	(2007),	Okanohara	and	Tsujii	(2007),	
and	Sun	et	al.	(2007)	since	all	three	are	concerned	with	the	task	of	automatic	grammaticality	
judgments,	that	is,	classifying	a	sentence	as	either	grammatical	or	ungrammatical.	Other	er-
ror	detection	research	focuses	on	identifying	and	possibly	correcting	errors	of	one	particular	
type,	for	example,	errors	involving	prepositions	(Gamon	et	al.,	2008;	Tetreault	&	Chodorow,	
2008b;	De	Felice	&	Pulman,	2008),	determiners	(Han,	Chodorow,	&	Leacock,	2006;	Gamon	
et	al.,	2008;	De	Felice	&	Pulman,	2008),	and	verbs	(Lee	&	Seneff,	2008),	as	well	as	real-word	
spelling	errors	(Kukich,	1992;	Bigert	&	Knutsson,	2002).	
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The Nature of the Pattern
There	are	many	possible	features	of	a	sentence	to	which	an	error	detection	pattern	can	refer.	
If	we	are	to	acquire	patterns	automatically	 from	corpora,	we	have	to	restrict	 their	 type	 in	
order	to	make	the	extraction	process	tractable.	Often,	automatically	acquired	error	patterns	
are	limited	to	word	or	part	of	speech	(POS)	sequences	of	a	certain	length	(Golding	&	Schabes,	
1996;	Verberne,	2002).	For	example,	the	sequence	of	three	POS	tags	“determiner	determiner	
noun”	might	indicate	an	error	in	English	while	the	sequence	“determiner	adjective	noun”	does	
not.	The	choice	of	patterns	limits	the	types	of	errors	that	can	potentially	be	detected.	In	the	
example	above,	the	POS	information	does	not	handle	agreement	phenomena	between	deter-
miner	and	noun.	This	gap	can	be	filled	by	extending	the	POS	tag	set	such	that	singular	and	
plural	determiners	and	nouns	are	distinguished.	In	some	work,	closed	class	words	are	not	
reduced	to	their	POS	tags,	effectively	augmenting	the	POS	tag	set	to	be	as	fine-grained	as	
possible	for	prepositions,	pronouns,	and	so	forth.	
	 N-grams	of	words	or	POSs	are	widely	used	but	are	not	the	only	type	of	patterns	used	
in	previous	work.	Sun	et	al.	(2007)	extend	n-grams	to	noncontinuous	sequential	patterns	al-
lowing	arbitrary	gaps	between	words.	In	addition,	patterns	are	collected	for	all	n.	Sjöbergh	
(2006)	uses	sequences	of	chunk	types,	for	example,	“NP-VC-PP.”	The	parse	trees	returned	by	
a	statistical	parser	are	used	by	Lee	and	Seneff	(2008)	to	detect	verb	form	errors.	
The Nature of the Data
Positive reference data only
Grammatical	text	is	available	in	vast	quantities	for	many	languages,	for	example,	in	news,	
parliamentary	proceedings,	and	free	electronic	books.	The	simplest	method	of	using	such	text	
corpora	for	grammatical	error	detection	is	to	treat	every	pattern	that	is	not	attested	in	the	
corpus	as	an	indicator	of	an	error.	For	POS	trigrams,	for	example,	the	list	of	all	possible	tri-
grams	is	manageable	and	simply	needs	to	be	ticked	off	while	reading	the	corpus	sequentially.	
The	trigram	table	would	only	need	503	=	125,000	bits	assuming	a	POS	tag	set	containing	50	
tags.	For	POS	n-grams	with	higher	n,	or	for	other	types	of	patterns,	more	sophisticated	index-
ing	methods	have	to	be	employed.	
	 The	use	of	only	positive	reference	data	will	detect	more	errors	(but	also	reject	more	
grammatical	sentences)	if	more	than	one	occurrence	in	the	reference	data	is	required	for	a	
pattern	to	be	acceptable.	This	stricter	criterion	can	be	necessary	for	various	reasons:	first,	
the	reference	corpus	may	in	fact	contain	ungrammatical	language;	second,	there	may	be	pat-
terns	that	sometimes	occur	in	grammatical	sentences	but	are	more	likely	to	be	caused	by	an	
error;	and	third,	tagging	errors	can	distort	the	reference	corpus.	These	problems	grow	with	
the	size	of	the	reference	corpus	and	can	be	counteracted	by	a	higher	frequency	threshold	for	
acceptable	patterns.	On	the	other	hand,	patterns	that	are	unattested	in	the	reference	corpus	
can	still	occur	in	correct	sentences.	Therefore,	it	is	desirable	to	generalize	from	the	observed	
patterns.	Bigert	and	Knutsson	(2002)	introduce	a	similarity	measure	on	POS	n-grams	that	
extends	the	set	of	acceptable	n-grams.	Gamon	et	al.(2008),	Tetreault	and	Chodorow	(2008b),	
and	De	Felice	and	Pulman	(2008)	exploit	machine	learning	by	using	word,	POS,	and	parser	
features	to	learn	a	model	of	correct	usage	from	positive	data	only	and	then	compare	actual	
usage	to	the	learned	model.	
	 While	all	 these	methods	only	use	positive	reference	data,	 it	should	be	noted	that	a	
small	amount	of	negative	data	(i.e.,	an	error	corpus)	is	necessary	to	tune	the	system	param-
eters	(e.g.,	type	of	patterns,	frequency	thresholds,	etc.)	before	testing	the	final	system	on	
unseen test data. 
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Adding negative reference data
Negative	reference	data	consists	of	a	corpus	of	(mostly)	ungrammatical	sentences,	optionally	
annotated	with	the	location	and	type	of	errors.	If	there	is	error	annotation	in	the	negative	
reference	data,	patterns	indicative	of	errors	can	be	extracted	more	reliably.	The	presence	of	a	
pattern	in	negative	reference	data	reinforces	the	information	gained	from	the	absence	of	the	
same	pattern	in	positive	reference	data.	A	basic	method	therefore	simply	flags	all	patterns	
as	ungrammatical	that	appear	in	the	negative	data	but	do	not	in	the	positive	data.	As	with	
the	positive	data,	this	method	can	be	extended	by	looking	at	the	frequencies	of	patterns.	The	
frequency	ratio	between	positive	and	negative	reference	data	is	a	possible	measure	of	the	
discriminativeness	of	a	pattern	(Sun	et	al.,	2007).	
	 As	 in	 the	 case	of	 using	only	positive	 reference	data,	 it	 is	 possible	 to	 generalize	 to	
patterns	that	cannot	be	found	in	any	of	the	positive	and	negative	reference	data	sets.	Hand-
crafted	similarity	measures	are	not	used	here,	to	our	knowledge.	Machine-learning	methods	
are	applied	to	automatically	induce	a	classifier	that	discriminates	between	grammatical	and	
ungrammatical	patterns	based	on	some	features	of	the	pattern	(e.g.,	see	Andersen,	2007;	
Okanohara	&	Tsujii,	2007;	Sun	et	al.,	2007)	and	our	previous	work	(Wagner	et	al.,	2007).	
DATA
In	this	section	we	describe	the	data	used	to	train	and	test	our	grammaticality	classifier.	The	
positive	 training	 data	 consists	 of	 sentences	 taken	 from	 the	British	National	 Corpus	 (BNC)	
(Burnard,	2000).	The	negative	training	data	is	artificially	generated	by	automatically	distort-
ing	BNC	sentences.	 In	order	 to	ensure	 that	 this	distortion	process	 is	 realistic,	 it	has	been	
designed	to	replicate	the	errors	found	in	a	corpus	of	ungrammatical	sentences.	Our	primary	
motivation	for	using	artificial	error	data	 is	that	our	classifier	requires	tens	of	thousands	of	
ungrammatical	 sentences	as	 training	data,	and	we	do	not	have	a	suitably	 large	corpus	of	
naturally	occurring	erroneous	data	at	our	disposal.	The	use	of	artificial	error	data	is	not	new:	
Bigert	(2004)	and	Bigert,	Sjöbergh,	Knutsson,	&	Sahlgren	(2005),	for	example,	automatically	
introduce	spelling	errors	into	texts	and	use	these	in	spelling	error	detection	and	parser	ro-
bustness	evaluation.	Okanohara	and	Tsujii	(2007)	generate	ill	formed	sentences	(they	use	the	
term	“pseudo-negative	examples”)	using	an	n-gram	language	model	and	then	train	a	discrim-
inative	language	model	to	tell	the	difference	between	these	pseudo-negative	examples	and	
well	formed	sentences.	Smith	and	Eisner	(2005a,	2005b)	automatically	generate	ill	formed	
sentences	by	transposing	or	removing	words	within	well	formed	sentences.	These	ill	formed	
sentences	are	employed	in	an	unsupervised	learning	technique	called	contrastive	estimation	
which	is	used	for	POS	tagging	and	dependency	grammar	induction.	In	the	following	section,	
we	describe	our	automatic	error	creation	process.	
	 To	test	our	classifier,	both	artificial	and	naturally	occurring	test	data	are	employed.	The	
artificial	test	data	are	created	in	the	same	way	as	the	training	data.	The	remaining	test	data	
consist	of	sentences	taken	from	various	learner	corpora	and	a	small	held-out	set	taken	from	
the	corpus	of	naturally	occurring	errors	which	is	used	to	inform	the	automatic	error	creation	
procedure.	The	test	data	are	described	in	more	detail	below.	
Automatic Error Insertion
We	create	negative	data	 for	our	 classifier	by	using	an	automatic	error	 creation	procedure	
which	accepts	as	 input	a	POS-tagged	sentence	and	outputs	a	deviant	version	of	 the	 input	
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sentence.	The	automatic	error	creation	procedure	is	informed	by	an	error	analysis	carried	out	
on	the	sentences	in	the	corpus	of	English	 language	grammatical	errors	collected	by	Foster	
(2005).	The	923	ungrammatical	sentences	in	this	error	corpus	are	taken	mainly	from	aca-
demic	papers,	emails,	newspaper	articles,	and	website	forums.	The	sentences	were	corrected	
in	context,	 resulting	 in	a	parallel	corpus.	The	errors	 in	 the	ungrammatical	sentences	were	
then	analyzed	in	terms	of	the	substitute/insert/delete	operations	which	were	applied	to	cor-
rect	them.	
	 For	each	input	sentence,	the	error	creation	procedure	attempts	to	produce	five	kinds	
of	ungrammatical	sentence,	each	exhibiting	a	different	grammatical	error.	The	five	kinds	of	
grammatical	error	involve	a	missing	word,	an	extra	word,	verb	form,	agreement,	and	real-
word	spelling.	These	error	types	were	chosen	because	they	are	the	five	most	frequent	error	
types	in	Foster’s	error	corpus.	The	error	corpus	is	fundamentally	different	from	a	learner	cor-
pus	because,	although	it	contains	competence	errors	which	occur	due	to	a	lack	of	knowledge	
of	a	particular	structure,	many	of	the	errors	are	in	fact	performance	slips.	Some	error	types	
are	particularly	associated	with	performance	slips	(e.g.,	real-word	spelling	errors).	For	other	
error	types	(e.g.,	missing	word	errors),	the	error	can	be	a	result	of	language	transfer	from	
the	writer’s	mother	tongue	(I am psychologist)	or	can	be	a	mistake	produced	because	the	
writer	is	in	a	hurry	or	distracted	(I’m not sure what I’m up tomorrow).	Table	1	shows	ex-
amples	of	sentences	taken	from	the	error	corpus	for	each	of	the	five	error	types	used	in	the	
automatic	error	creation	procedure.	
Table	1
Sentences	from	the	Foster	Error	Corpus	(Foster,	2005)
Error	type Example
Missing	word I’m not sure what I’m up tomorrow.
I am psychologist.
Extra	word Why is do they appear on this particular section? 
Is our youth really in in such a state of disrepair?
Real-word	spelling Yoga brings peace and vitality to you life. 
We can order then directly from the web.
Agreement I awaits your response. 
The first of these scientist begin in January.
Verb	form Brent would often became stunned by resentment. 
I having mostly been moving flat.
	 Foster’s	error	corpus	also	contains	instances	of	covert	errors	(James,	1998)	or	errors	
which	result	in	structurally	well	formed	sentences	with	interpretations	different	from	the	in-
tended	ones.	An	example	is	the	sentence	We can order then directly from the web.	Because	
the	errors	in	the	corpus	were	observed	in	their	discourse	context,	it	was	clear	that	a	real-word	
spelling	error	had	been	produced	and	that	the	intended	sentence	was,	in	fact,	We can order 
them directly from the web.	Obviously,	these	kinds	of	sentences	will	pose	a	particular	prob-
lem	for	our	classifier	which	accepts	sentences	in	isolation.	A	similar	point	is	made	by	Andersen	
(2007).1
	 For	each	error	type,	the	error	creation	procedure	is	briefly	described	below	(for	a	more	
detailed	description,	see	Foster,	2007).	
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Missing word errors
The	automatic	error	creation	procedure	creates	missing	word	errors	by	deleting	a	word	from	
a	sentence.	The	likelihood	of	a	word	being	deleted	will	be	determined	by	its	POS	tag.	In	Fos-
ter’s	error	corpus,	98%	of	the	missing	word	errors	involve	the	omission	of	the	following	POSs	
(ordered	by	decreasing	frequency):	
1.	 determiner	(28%)	
2.	 verb	(23%)	
3.	 preposition	(21%)	
4.	 pronoun	(10%)	
5.	 noun	(7%)	
6.	 infinitival	marker	“to”	(7%)	
7.	 conjunction	(2%)	
	 Adjectives	and	adverbs	are	not	deleted	by	the	procedure	because	their	omission	 is	
likely	to	result	in	a	well	formed	sentence.2
Extra word errors
Approximately	two	thirds	of	the	extra	word	errors	are	created	by	duplicating	a	randomly	se-
lected	token	in	the	input	sentence	or	by	inserting	a	word	directly	after	another	word	with	the	
same	POS	tag	(Why is do they appear in this section?).	Adjectives	are	the	only	exception	
because	their	duplication	will	tend	not	to	result	in	an	ungrammatical	structure	(the long long 
road).	The	remaining	extra	word	errors	are	created	by	inserting	a	random	token	at	a	random	
point	in	the	input	sentence.	
Real-word spelling errors
A	list	of	real-word	spelling	errors	involving	commonly	occurring	function	words	(prepositions,	
auxiliary	verbs,	and	pronouns)	is	used	to	insert	errors	of	this	type.	
Agreement and verb form errors
Agreement	and	verb	form	errors	are	created	by	searching	the	input	sentence	for	likely	can-
didates,	randomly	selecting	one	of	them,	and	then	replacing	it	with	its	opposite	number	form	
or	a	different	verb	form.	
Test Data
Some	of	the	test	data	used	to	evaluate	our	classifier	are	the	artificial	data	created	by	using	
the	automatic	error	creation	procedure	described	above.	However,	we	also	test	the	classifier	
on	the	following	data:	
1.	 essays	produced	by	advanced	learners	of	English	(608	sentences)	(Granger,	
1993;	Horváth,	 1999;	 PELCRA:	 Polish	 and	English	 Language	Corpora	 for	
Research	and	Applications,	2004),
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2.	 transcribed	spoken	language	produced	by	 learners	of	English	at	all	 levels	
(4,602 sentences),3 
3.	 sentences	 containing	mass	 noun	 errors	 produced	 by	Chinese	 learners	 of	
English	 and	a	 corrected	 version	 of	 these	 sentences	 (123	X	2	 sentences)	
(Brockett,	Dolan,	&	Gamon,	2006),4 and
4.	 held-out	data	from	the	Foster	parallel	error	corpus	(44	X	2	sentences)	
Advanced learner essays
These	essays	were	produced	by	advanced	learners	of	English	with	Hungarian,	Polish,	Bulgar-
ian,	or	Czech	as	their	mother	tongue.	One	annotator	read	through	the	essays	and	attempted	
to	judge	each	sentence	as	either	grammatical	or	ungrammatical.	The	grammaticality	judg-
ment	 task	 is	not	straightforward	 for	native	speakers	and	has	high	 levels	of	 interannotator	
disagreement	(Snow	&	Meijer,	1976;	James,	1998;	Tetreault	&	Chodorow,	2008a).	Because	of	
the	unreliability	of	grammaticality	judgment	and	because	only	one	annotator	was	available	for	
our	experiment,	we	excluded	from	our	test	set	those	sentences	for	which	the	annotator	was	
not	confident	 in	her	 judgment.	These	“questionable”	sentences	are	often	syntactically	well	
formed	but	contain	words	which	would	not	be	used	by	a	native	speaker	in	the	same	context	
and	hence	would	likely	be	corrected	by	a	language	teacher	such	as	I became even devoted 
to the British and The very first look of the streets shows something else. 
Spoken language corpus
This	corpus	contains	transcribed	spoken	sentences	which	were	produced	by	learners	of	English	
at	all	 levels	(beginner,	low-intermediate,	intermediate,	advanced).	The	speakers’	L1s	come	
from	the	 following	set:	Amharic,	Arabic,	Cantonese,	French,	Icelandic,	 Indonesian,	Italian,	
Japanese,	Korean,	Mandarin,	Portuguese,	Russian,	Spanish,	Thai,	Ukrainian,	and	Vietnamese.	
The	sentences	were	produced	in	a	classroom	setting	and	transcribed	by	the	teacher,	and	the	
transcriptions	were	verified	by	the	students.	
	 One	annotator	examined	a	499-sentence	subset	of	 this	corpus,	correcting	 the	sen-
tences	to	produce	grammatical	data.	Fifty-six	of	these	499	sentences	were	found	to	be	gram-
matically	well	formed	(either	covert	errors	or	questionable).	Of	the	remaining	443	sentences	
which	were	corrected,	253	contained	more	than	one	grammatical	error.	The	190	sentences	
containing	just	one	error	were	classified	according	to	the	manner	in	which	they	were	corrected	
(insert/delete/substitute):	23	sentences	contain	an	extra	word	(the	most	common	of	which	
is	a	preposition);	39	sentences	contain	a	missing	word	error,	with	almost	half	of	these	being	
missing	determiners;	and	66	sentences	were	corrected	by	substituting	one	word	for	another,	
with	agreement	errors	as	the	most	common	subtype.	The	remaining	62	sentences	contain	
errors	which	are	corrected	by	applying	more	than	one	correction;	for	example,	the	sentence	
It is one of reason I became interested in English	was	corrected	by	changing	the	number	of	
the	noun	reason	and	inserting	the	preposition	of	before	the	noun.	
Mass noun error corpus
The	sentences	in	this	corpus	were	found	on	the	internet	and	were	produced	by	Chinese	learn-
ers	of	English.	Each	sentence	contains	an	error	involving	a	mass	noun,	for	example,	I learnt a 
few knowledge about the Internet.	Brockett	et	al.	(2006)	corrected	the	sentences,	resulting	
in	a	parallel	corpus.	
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Held-out data from the Foster error corpus
This	is	a	very	small	parallel	corpus	which	was	collected	after	completion	of	the	error	corpus	
which	we	use	as	a	basis	 for	our	artificial	 error	 creation	procedure	 (see	above	and	Foster,	
2005).	This	corpus	was	compiled	in	the	same	way	as	the	main	corpus	(i.e.,	the	sentences	
were	encountered	while	 reading,	 they	were	corrected	 in	context,	and	 their	 correction	was	
used	to	classify	the	error).	
METHOD
In	this	section,	we	describe	our	method	for	classifying	a	sentence	as	grammatical	or	ungram-
matical.	We	first	present	our	previous	work	in	this	area	(Wagner	et	al.,	2007)	and	then	de-
scribe	two	extensions	to	this	work:	the	incorporation	of	probabilistic	parser	features	and	the	
use	of	classifier	voting.	We	introduce	short	names	in	bold	for	each	method	that	we	will	use	in	
the	figures	and	the	discussion.	
N-Gram and XLE Methods
Our	previous	work	(Wagner	et	al.,	2007)	compares	two	simple	but	fundamentally	different	
methods:	a	shallow	method	based	on	POS	n-gram	frequencies	and	a	deep	method	employing	
a	hand-crafted	precision	grammar.	The	ngram	method	trains	decision	trees5	on	feature	vec-
tors	containing	6	features:	the	frequency	of	the	least	frequent	n-gram	of	the	sentence	for	n	
=	2,	…,	7.	The	xle	method	parses	the	input	with	the	ParGram	English	grammar	(Butt,	Dyvik,	
King,	Masuichi,	&	Rohrer,	2002)	using	the	XLE	parser	engine	(Maxwell	&	Kaplan,	1996).	We	
extract	6	features	from	the	parser	statistics	output,	the	most	important	feature	being	whether	
the	sentence	could	be	parsed	with	the	grammar	without	the	use	of	special	XLE	robustness	
techniques.	Other	features	include	the	duration	of	parsing	and	the	number	of	possible	trees.	
The	method	that	results	from	merging	the	xle and ngram	feature	sets	will	be	called	comb. 
Probabilistic Grammar Method
Following	Foster	(Foster,	2007;	Foster,	Wagner,	&	Genabith,	2008),	we	apply	the	automatic	
error	insertion	procedure	to	the	sentences	of	the	Penn	Treebank	(Marcus	et	al.,	1994),	adjust	
the	parse	trees	accordingly,	and	induce	three	probabilistic	grammars:	one	from	the	original	
treebank,	one	from	the	distorted	treebank,	and	one	from	the	union	of	the	two	treebanks.	Each	
sentence	is	parsed	with	all	three	grammars,	and	features	are	extracted	from	the	three	result-
ing	parse	trees.	These	features	include	the	difference	in	logarithmic	parse	probability	between	
the	trees	and	structural	differences	between	the	trees	measured	using	various	parser	evalu-
ation	metrics	(Black	et	al.,	1991;	Sampson	&	Babarczy,	2003).	The	Charniak	and	Johnson	
(2005)	parser	is	used	to	produce	the	parse	trees.	Following	our	previous	work	(Wagner	et	al.,	
2007),	we	train	decision	trees	on	feature	vectors	extracted	from	the	BNC	training	data.	We	
will	refer	to	this	method	as	prob. 
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Voting over Decision Trees
In	addition	to	proposing	a	new	basic	method,	we	address	the	issue	of	the	accuracy	trade-off	
between	high	accuracy	on	grammatical	data	 (minimal	overflagging)	and	high	accuracy	on	
ungrammatical	data	(few	errors	missed).	In	initial	experiments	we	tried	to	achieve	this	by	
varying	the	density	of	errors	in	the	training	data,	but	the	accuracy	trade-off	was	difficult	to	
control	this	way.	Instead,	we	train	multiple	classifiers	(decision	trees	in	our	case)	and	have	
them	vote	for	the	final	decision.	The	accuracy	trade-off	can	be	tuned	by	setting	the	number	
of	votes	that	are	required	to	flag	a	sentence	as	ungrammatical.	For	example,	overflagging	will	
be	minimized	if	sentences	are	flagged	only	when	all	classifiers	concordantly	judge	them	as	
ungrammatical.	However,	the	classifiers	must	not	be	identical.	They	have	to	disagree	on	some	
sentences	for	the	voting	to	make	a	difference.	Decision	trees	are	particularly	suitable	because	
they	are	unstable,	that	is,	small	changes	to	the	training	data	can	result	in	large	changes	to	
the	tree	(Bauer	&	Kohavi,	1999;	Breiman,1996).	
	 We	train	12	decision	trees6	per	cross-validation	run	(in	a	10-fold	cross-validation	set-
ting)	on	different	subsets	of	the	training	data,7	resulting	in	120	decision	trees	that	we	can	
combine	with	the	voting	scheme	when	testing	on	data	that	have	been	kept	separate	from	the	
training	setup.	This	is	the	case	for	the	evaluation	on	the	authentic	test	data.	However,	the	
evaluation	on	the	synthetic	BNC	test	data	can	only	involve	the	12	classifiers	of	the	respective	
cross-validation	run	in	the	voting.	We	then	report	average	numbers	over	all	10	runs.
RESULTS
This	section	presents	results	for	our	various	test	corpora	and	classifiers.	We	will	first	verify	
Wagner	et	al.’s	(2007)	finding	that	combining	features	of	different	methods	helps.	We	then	
test	our	best	classifier	on	real	learner	data.	
Evaluation Procedure
We	measure	the	accuracy	of	our	voting	classifiers	separately	on	grammatical	and	ungram-
matical	data.	Therefore,	each	result	is	a	point	in	a	plane.	A	classifier	is	clearly	better	if	it	has	
higher	accuracy	on	both	scales,	that	is,	if	the	point	falls	in	the	top	right-hand	corner	relative	
to	a	point	representing	another	classifier.	Varying	the	voting	threshold	produces	a	number	of	
points	for	each	method	that	can	be	connected	to	a	curve	on	which	the	accuracy	trade-off	can	
be	chosen.	
Artificial Test Data Results
Figure	1	shows	how	the	different	methods	perform	on	BNC	test	data	(ungrammatical	side	
artificially	created).	
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Figure 1
Accuracy	Trade-Off	with	Voting	Classifiers	over	12	Decision	Trees	Measured	on	BNC	Test	Data	
(for	different	methods)
	 The	all3	method	is	the	method	that	we	obtain	from	combining	the	three	feature	sets	of	
the	xle, ngram and prob	methods.	Two	possible	combinations	of	the	basic	methods	(prob/
xle and prob/ngram)	have	been	omitted	to	keep	the	graph	readable.	The	connecting	lines	
represent	classifiers	that	could	be	built	using	interpolation8	(including	the	two	trivial	classifiers	
that	flag	everything	or	nothing).	The	results	shown	are	the	average	over	10	cross-validation	
runs. 
Cross-validation and significance
Due	to	the	high	number	of	test	sentences	(4	million),	there	can	be	no	doubt	that	the	observed	
differences	are	statistically	significant.	To	give	an	example,	we	calculate	the	p-value	for	the	
significance	of	 the	difference	 in	accuracy	on	grammatical	 test	data	between	methods	all3 
and prob	for	the	lowest	voting	threshold,	see	the	two	top	left	most	data	points	in	Figure	1.	
A	randomized	test	(also	called	exact	test)	 is	computationally	expensive	for	 large	test	sets.	
Therefore,	we	find	the	p-value	of	p	=	.0003	for	10,000	test	items	with	an	approximate	ran-
domization	test	(100,000	iterations).	It	should	be	noted	though	that	results	between	cross-
validation	runs	vary	along	the	accuracy	trade-off	curve.	This	is	due	to	building	decision	trees	
that	optimize	for	overall	accuracy	only.	
Discussion
The	combination	of	n-gram	and	xle	features	(comb)	outperforms	the	individual	ngram and 
xle	methods	as	has	previously	been	shown	by	Wagner	et	al.	(2007).	However,	our	new	proba-
bilistic	method	 (prob)	achieves	even	higher	accuracy	 just	on	 its	own.	 It	does	particularly	
well	on	grammatical	data.	The	combination	of	all	three	feature	sets	(all3)	further	improves	
results.	The	improvement	over	comb	is	similar	on	both	ends	of	the	accuracy	trade-off	curve.	
	 It	is	difficult	to	directly	compare	our	results	to	those	of	Andersen	(2007),	Okanohara	
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and	Tsujii	(2007),	and	Sun	et	al.	(2007)	because	all	four	approaches	use	different	test	and	
training	data:	Andersen	(2007)	uses	data	from	the	Cambridge	Learner	Corpus,	Okanohara	
and	Tsujii	(2007)	use	BNC	sentences	as	grammatical	data	and	synthetic	ungrammatical	data	
created	by	sampling	BNC	sentences	with	a	trigram	language	model,	and	Sun	et	al.	(2007)	
use	text	from	the	Japan Times	and	the	“21st	Century	newspaper”	as	grammatical	data	and	
sentences	from	the	Japanese	Learners	of	English	(JLE)	corpus	and	the	Chinese	Learner	Error	
Corpus	(CLEC)	as	ungrammatical	text.	The	accuracy	of	our	method	is	within	the	same	range	
as	that	of	Andersen	(2007)	and	Okanohara	and	Tsujii	(2007)	but	falls	short	of	the	accuracy	of	
81.75%	reported	by	Sun	et	al.	(2007).	
Learner Data Results
We	test	our	combined	method	all3	on	the	real	learner	data	described	above.	We	cannot	report	
accuracy	for	sentences	classified	as	“questionable”	by	our	annotator,	but	it	is	reassuring	that	
these	sentences	are	flagged	as	ungrammatical	more	often	than	grammatical	sentences	and	
less	often	than	ungrammatical	sentences.	
	 Figure	2	shows	that	we	lose	some	accuracy	when	we	switch	from	artificial	test	data	to	
real data. 
Figure 2
Accuracy	Trade-Off	with	Voting	Classifier	all3	over	120	Decision	Trees	Measured	on	Three	
Learner	Corpora	and	the	Foster 44	 test	set—Number	of	sentences	(ungrammatical/gram-
matical): Essays:	145/350,	Spoken:	4285/500,	Mass Noun:	123/123,	Foster 44:	44/54
Method	all3	performs	best	on	the	held-out	section	of	the	corpus	of	naturally	occurring	errors	
that	informed	our	automatic	error	insertion	procedure	(Foster 44).	In	contrast,	the	results	
for	Essays and Mass Noun	data	are	poor.	At	70%	accuracy	on	the	grammatical	side	of	the	
corpora,	the	baseline	of	randomly	flagging	30%	of	all	sentences	is	surpassed	by	only	10	per-
centage	points	to	40%	accuracy	on	ungrammatical	data.	The	results	for	Spoken learner data 
are	much	better.	Here,	57%	accuracy	is	reached	under	the	same	conditions.	At	95%	accuracy	
on	grammatical	data,	over	20%	of	ungrammatical	Spoken	 sentences	are	 identified,	more	
than	4	times	over	the	5%	baseline.
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Analysis
The	drop	in	accuracy	observed	when	moving	from	synthetic	test	data	(Figure	1)	to	real	test	
data	(Figure	2)	confirms	the	well	known	machine-learning	dictum	that	training	and	test	data	
should	be	as	similar	as	possible.	The	best	results	for	the	real	test	data	come	from	the	Fos-
ter 44	corpus	which	has	a	similar	distribution	of	error	types	as	the	synthetic	training	data.	
The	low	results	for	the	Mass Noun	data	can	easily	be	explained	by	the	absence	of	this	type	
of	error	from	our	training	data.	Sun	et	al.	(2007)	also	report	a	large	drop	in	accuracy	(from	
approximately	82%	to	58%)	when	they	apply	a	classifier	trained	on	Chinese	English	data	to	
Japanese	English	test	data.	
	 The	difference	between	the	Essays and Spoken	test	sets	might	be	due	to	the	source	
of	the	grammatical	sentences	that	are	used	to	plot	the	accuracy	curve.	The	grammatical	es-
say	sentences	are	produced	by	learners	themselves	along	with	the	ungrammatical	sentences,	
while	the	transcribed	spoken	sentences	are	corrected	by	a	native	speaker.	It	is	possible	that	
the	level	of	the	learner	also	plays	a	role	here.	The	sentences	in	the	Essays	test	set	have	been	
produced	by	advanced	learners,	whereas	the	sentences	in	the	Spoken	test	set	have	been	
produced	by	learners	of	various	levels.	Inspecting	the	breakdown	by	learner	level	in	the	Spo-
ken	test	set	confirms	this:	accuracy	decreases	as	the	learner	level	increases.	
CONCLUSION
We	have	presented	a	new	method	for	judging	the	grammaticality	of	a	sentence	which	makes	
use	of	probabilistic	parsing	with	treebank-induced	grammars.	Our	new	method	exploits	the	
differences	between	parse	results	for	grammars	trained	on	grammatical,	ungrammatical,	and	
mixed	treebanks.	The	method	combines	well	with	n-gram	and	deep	grammar	methods	in	a	
machine-learning-based	 framework.	 In	 addition,	 voting	 classifiers	 have	 been	 proposed	 to	
tune	the	accuracy	trade-off.	This	provides	an	alternative	to	the	common	practice	of	apply-
ing	n-gram	filters	to	increase	the	accuracy	on	grammatical	data	(Gamon	et	al.,	2008;	Lee	&	
Seneff,	2008).	
	 Our	method	was	trained	on	sentences	from	the	BNC	and	artificially	distorted	versions	
of	these	sentences	produced	using	an	error	creation	procedure.	When	tested	on	real	learner	
data,	we	found	that	the	method’s	accuracy	drops,	indicating	that	the	next	step	in	our	research	
is	to	refine	the	error	creation	procedure	to	take	into	account	a	broader	class	of	errors,	 in-
cluding,	for	example,	preposition	errors	and	mass	noun	errors.	In	addition,	we	intend	to	ex-
periment	with	adding	noncontinuous	sequential	patterns	as	used	by	Sun	et	al.	(2007)	to	our	
n-gram	method	to	see	if	this	improves	performance.	Another	interesting	future	direction	is	
to	explore	the	relationship	between	our	work	and	the	machine-learning-based	methods	used	
in	the	machine	translation	community	to	evaluate	the	fluency	of	machine	translation	system	
output	(Albrecht	&	Hwa,	2007).	The	area	of	research	concerned	with	automatically	evaluating	
writing	style	might	also	provide	useful	insights.	
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NOTES
1	The	tendency	of	the	error	creation	procedure	to	produce	covert	errors	was	estimated	by	carrying	out	
a	small	experiment	involving	500	BNC	sentences	(Foster,	2007).	According	to	this	experiment,	the	er-
ror	creation	procedure	will	produce	covert	errors	approximately	8%	of	the	time,	with	the	introduction	
of	a	missing	word	error	most	likely	to	result	in	a	superficially	well	formed	sentence	(e.g.,	She steered 
Melissa round a corner → She steered round a corner).
2	One	exception	is	a	noun	phrase	containing	a	list	of	coordinated	adjectives,	for	example,	the green, 
white and [orange] tricolour. 
3	We	are	very	grateful	to	James	Hunter	from	Gonzaga	University	for	providing	us	with	these	data.
4	These	sentences	are	available	for	download	(http://research.microsoft.com/research/downloads).
5	The	J48	learner	of	the	weka	machine	learning	package	(Witten	&	Frank,	2000)	with	the	minimum	size	
of	leaves	set	to	125	was	used.	
6	This	number	was	chosen	due	to	 time	constraints.	Training	a	tree	on	an	Intel	Core2	Duo	processor	
takes	between	30	minutes	and	2	hours	depending	on	the	size	of	the	feature	set,	and	training	has	to	be	
repeated	for	each	set.	Ideally,	a	large	number	of	trees	should	be	employed.
7	Ten	trees	are	trained	on	a	sliding	window	of	5/18	=	27.8%	of	the	training	data	available	to	a	cross-
validation	run	(i.e.,	25%	of	the	overall	data).	Each	window	overlaps	with	its	neighbors	by	(5	-	(18	-	
5)/9)/5	=	71.1%.	
8	An	interpolating	classifier	randomly	chooses	for	each	item	to	be	classified	among	a	set	of	classifiers	and	
outputs	its	prediction.	In	the	case	of	two	classifiers	A and B,	there	is	only	one	parameter	p	by	which	A is 
chosen.	(B	is	chosen	with	probability	1	-	p.)	Let	a1, …, an and b1, …, bn	be	the	accuracies	of	A and B	on	
n test sets (n	=	2	in	our	evaluation).	Then	the	expectation	values	of	the	accuracies	of	the	interpolating	
classifier	are	ci = p	X	ai + (1- p)	X	bi	for	i = 1, …, n,	that	is,	they	fall	on	the	line	connecting	ai and bi. 
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