Abstract-We establish conditions for the existence, in a chordal graph, of subgraphs homeomorphic to Kn (n ≥ 3), Km,n (m, n ≥ 2), and wheels Wr (r ≥ 3). Using these results, we develop a simple linear time algorithm for testing planarity of chordal graphs. We also show how these results lead to simple polynomial time algorithms for the Fixed Subgraph Homeomorphism problem on chordal graphs for some special classes of pattern graphs.
INTRODUCTION
We begin with some preliminary notions, definitions, and results from graph theory. For basic notions in graph theory, we refer to [1] . For a graph K, a direct subdivision of K is obtained by replacing an edge {u, w} of K by a pair of edges {u, v}, {v, w} such that v ∈ V (K). A graph H is a subdivision of K if H can be obtained from K by a sequence of direct subdivisions. Let H and K be two graphs. Then, we say that H is homeomorphic to K if H is isomorphic to a subdivision of K. A standard criterion due to Kuratowski for graph G to be planar is that G contains no subgraph homeomorphic to K 5 or K 3, 3 . The landmark paper of Hopcroft and Tarjan [2] presents a linear time algorithm for testing planarity of an arbitrary graph and is based on Depth First Search.
Let C be a cycle in a graph G. Then, a chord of C is an edge of G joining two vertices of C which are not consecutive. A graph G is called a chordal (triangulated) graph if every cycle in G of length 4 or more has a chord. Chordal graphs arise in many applications (see [3] ). Let G = (V, E) be a graph. A vertex v is called a simplicial vertex of G if the set N (v) = {w : (v, w) ∈ E} induces a complete subgraph of G. Let V = {v 1 , . . . , v n }. A perfect-elimination-ordering (PEO) of G is an ordering v p (1) , . . . , v p(n) of the vertices of G defined by a permutation p of {1, 2, . . . , n} such that for all i, 1 ≤ i ≤ n, v p(i) is a simplicial vertex of the subgraph induced by the set of vertices {v p(i) , . . . , v p(n) }. It is known [3] that a graph G is chordal if and only if it has a PEO. Tarjan and Yannakakis [4] give linear time algorithms for recognizing chordal graphs and also for constructing a perfect elimination ordering. A wheel, denoted W r (r ≥ 3), consists of a cycle of n vertices together with another vertex which is adjacent to all the vertices on the cycle.
In Section 2, we develop the conditions for the existence in a chordal graph, of subgraphs homeomorphic to K n (n ≥ 3), K m,n (m, n ≥ 2), and W r (r ≥ 3). Using these results, we obtain an elegant characterization of chordal planar graphs. In Section 3, we present the algorithmic implications of these results. Based on the characterization of chordal planar graphs, we develop an alternative linear time algorithm for testing planarity of chordal graphs. Even though a number of linear time planarity testing algorithms have been proposed before, they are complicated. On the other hand, our algorithm (even though meant only for chordal graphs) is conceptually simple, and hence, easy to understand and implement. We also show how these results lead to simple polynomial time algorithms for the Fixed Subgraph Homeomorphism problem on chordal graphs.
ON THE EXISTENCE OF HOMEOMORPHIC SUBGRAPHS
We first develop some structural results on chordal graphs and based on these, develop the characterizations for planarity of chordal graphs. 
We denote by h C (a, b) the vertex a j , i.e., the end vertex of the last edge from a to the vertices a 1 , . . . , a n on the cycle C.
Consider the shortest path P from a k to b containing only vertices from a k+1 , . . . , a n . If this path is of length ≥ 2, then this path together with the vertex a implies the existence of a chordless cycle of length 4 or more in G, a contradiction.
. . , a m , respectively. Then, there is a vertex v belonging to one of these paths, say, P i such that
Remark. For all pairs
Proof. We prove by induction on m.
Basis: From Lemma 2.1, we see that the claim is true when m = 2. We assume the lemma to be true for m ≤ k and show that it is true for m = k + 1. There is a vertex u belonging to some P i joining d and vertices a 2 , . . . , a m such that a 1 , a 2 , . . . , a m , b 1 , . . . , b p induce a complete bipartite graph K m,p . Hence, the theorem.
Using the results derived so far, we obtain the following characterization of planar chordal graphs. Let N (x) = {y : (x, y) ∈ E} denote the neighbor set of x. From Theorems 2.1, 2.2, and the notion of PEO, we easily obtain the following theorem. For i = 1, 2, . .., n, the following are true: 
Proof. (Sketch) We will prove only the equivalence of the first and third statements. Since K 5 and K 3,3 are nonplanar, it follows that if G is planar, then the third statement is true for G. Now assume G satisfies the the third statement. We prove that for all i, if G i+1 is planar, then G i is planar. Consider any planar embedding of G i+1 and the set
It is enough to consider the case when |S i | = 3. Let S i = {s 1 , s 2 , s 3 }. Now consider any region (interior or exterior) bounded by the clique S i . We claim that v p(i) can be embedded in this region if and only if there exists no vertex v p(j) (j > i) embedded in this region which is adjacent to all vertices of S i . To prove the if part of the claim, we proceed as follows. First, observe that there can not exist two paths P 2 , P 3 from s 1 to s 2 , s 3 , respectively, such that (i) each internal vertex of both P 2 and P 3 is not in S i , and (ii) P 2 and P 3 intersect at one or more internal points on them.
If there exist such paths, then using Lemma 2.3, we arrive at a contradiction to the assumption of the if part. Similar observations hold true for s 2 and s 3 as well. As a result, we can embed vertex v p(i) in this region. If v p(i) cannot be embedded in both regions, it means that there are at least two vertices in G i+1 each being adjacent to all vertices of S i contradicting our assumption.
Using similar ideas, Theorem 2.2 can also be extended to complete r-partite graphs K(m 1 , . . . , m r ).
Farr [5] gives characterizations of general graphs having no subgraphs homeomorphic to wheels W 4 and W 5 . Based on these characterizations, he also gives a polynomial time algorithm for recognizing such graphs. However, we have a simpler characterization of W r -free chordal graphs. We omit the proof of the following result. 
ALGORITHMIC IMPLICATIONS
In this section, we study the algorithmic implications of the structural results obtained in Section 2.
Efficient Planarity Testing Algorithm for Chordal Graphs
Using the characterization of planar chordal graphs given in Theorem 2.3, we develop an alternative linear time planarity testing algorithm for chordal graphs as follows. Since any graph G = (V, E) with |E| > 3|V | − 6 is nonplanar, we consider only those graphs for which |E| ≤ 3|V | − 6. Let |V | = n, |E| = m, V = {1, 2, . . . , n}, and E = {e 1 , . . . , e m }. We assume that the adjacency lists of G are stored in the array Adj [1. .n]. Each entry in this array is a pointer to the starting node of a doubly linked list of vertices.
The algorithm essentially works by checking the Conditions (3a) and (3b) of Theorem 2.3. We only give below a conceptual description of the algorithm. The data structures used are explained as and when required. The arguments for the correctness and the complexity of the algorithm are also combined with its conceptual description. In what follows, for the sake of simplifying the description of the algorithm, we occasionally use the notation follow(x) to denote the set
). That is, follow(x) denotes the set of those neighbors of x which come after x in the PEO ordering.
Algorithm ChordalPlanarTest
Input: a chordal graph G = (V, E) with V = {1, 2, . . . , n}; Output: decision whether G is planar or not.
It is clear from the description and also the arguments given with it, that the algorithm runs in O(n) time and correctly determines the planarity of a given chordal graph. 
Algorithms for the Fixed Subgraph Homeomorphism Problem on Chordal Graphs
The Subgraph Homeomorphism Problem SHP is as follows. Given an input graph G and a pattern graph H, determine if G has a subgraph which is homeomorphic to H. This problem is NP-complete, since the Hamiltonian Cycle problem can be reduced to this problem. If we fix the pattern graph H, we get the Fixed Subgraph Homeomorphism Problem FSHP(H). A well-known application of SHP is the recognition problem for classes of graphs that can be characterized by the absence of some forbidden structures. For example, the recognition problem for planar graphs can be reduced to two FSHP problems with K 5 and K 3,3 as the pattern graphs.
Recently, Robertson and Seymour have pioneered an approach to the proof of existence of polynomial-time algorithms for certain classes of problems. They specifically showed in [6] , that for an arbitrary fixed H, the FSHP(H) problem restricted to graphs of bounded genus is polynomial time solvable. However, the degree of the polynomial is an exponential tower of |V (H)|, which although a constant for fixed H, is still large. Hence, this approach is of little practical significance, even though it is an important theoretical achievement.
However, if the input is a chordal graph, FSHP(H) is polynomial time solvable for some special classes of pattern graphs. Using the results derived in Section 2 , we see that FSHP(H) restricted to chordal graphs is polynomial time solvable if the pattern graph H is one of K n , K m,n , K m1,...,mr and wheels W r . The degree of the polynomial is equal to |V (H)|, and hence, an algorithm based on our results is more useful from a realistic point of view than what [6] yields for this problem. For wheels W r , we can obtain better running times. Using the results of Alon et al. [7] , we see that FSHP(W r ) is solvable in O(n ω+1 log n) time where ω < 2.376 is the exponent of matrix multiplication.
