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I .  INTRODUCTION AND REVIEW 
This dissertation deals with the problem of statistical estimation in­
volving the Koopman-Darmois class of exponential densities. Let x be 
a sample from a sample space (X, G) , where X is a Borel subset of n 
dimensional Euclidean space, 1 < n< N (N finite) and G is the Borel 
field of subsets of X . Let ^ - [pg(x) | 9 e be a set of probability 
measures on G such that P g(x) e ^ admits an exponential density func­
tion f(x, 0) with respect to a fixed (r-finite measure |i(x) which may be 
Lebesgue or counting measure. The density function, f(x, 9) , will be 
assumed to be a member of the Koopman-Darmois class of exponential 
densities and will be taken to be an open set in p-dimensional Euclid­
ean space called the natural parameter space. Let g{0) be an estimable 
(has at least one square integrable Q unbiased estimator) parametric 
function. Our problem is to consider the existence of a uniformly mini­
mum variance unbiased estimator U.M.V.U.E. for g(0) and in the case 
of existence, to obtain a series representation for it. (This formulation 
enables us to deal with both discrete and continuous random variables.) 
Abbey (1) considered the special case where n = N is fixed and p = 1 
(9 is a scalar). In this case it is well known that a complete sufficient 
statistic exists and that every estimable parametric function g(0) pos­
sesses a unique U. M. V. U. E. which is obtainable by the method of Rao 
and Blackwell provided an unbiased estimator of g(9) is available. A 
method equivalent to Rao-Blackwellisation with the advantage of not re­
quiring explicit knowledge of any unbiased estimator was developed and 
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a series representation of the U.M.V.U.E. together with an expression 
for its variance was given. The key requirement for the approach 
adopted was the equality of two subspaces Ug and Vg of the Hilbert 
space, Hg , of G-measurable, square integrable P g(x) (9 arbitrary 
but fixed) functions of x . We will now briefly review this approach and 
show that while it generalizes to the case p > 1 considered in Chapter III 
for which n is fixed, even when the assumptions for its validity are satis­
fied, it breaks down for the sequential generalization dealt with in Chapter 
II. Further the assumptions needed are not valid in general, however, in the 
special case considered in Abbey (1) and its generalization in Chapter III 
of the present investigation, we will show that this deficiency is readily 
taken care of. 
In the formal exposition of the rest of this investigation the sample 
space will always be denoted by (X, G) and the above assumptions about 
it will be made throughout. The set of measures on G will also be 
denoted by & and the assumptions made here will again be kept through­
out. It is convenient and of some theoretical advantage to discuss sub-
fields of G rather than the statistics which induce them. In this regard 
the subfield G induced by the sufficient statistic will be referred to as 
o 
the sufficient subfield and in general subfields will be named by properties 
of the inducing statistic. The complete (completeness in the sense of 
Definition 2. 1) subfield will be denoted by G^ . It follows from Bahadur 
(5) that under the assumptions made about the sample space (X, G) and 
the set of measures it may be assumed that any subfield corresponds 
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to a statistic and an estimator measurable with respect to a subfield is 
an estimator which depends on x only through the corresponding 
statistic. 
It is also convenient to take the empty set as the only G-measurable 
•6^-null set. This is to eliminate the need for a null set qualification to 
many of the definitions, arguments and conclusions to follow. Thus the 
assertion h.^(x) is the unique U. M. V. U. E. for g(6) strictly speaking 
means if h^(x) is also aU.M.V.U.E. for g( 6) then pg{h^(x) = h^(x)) = 1 
for each pg e Specifically the following convention is followed through­
out this investigation. If A and B are sets in G, A = B means 
(A N B') U (B N A') is ^ null; if h^(x) , h^F:^ ARE estimators, h^(x) = 
h2(x) means {x e x|h^(x) 4- h^(x)) is ^-null. The relations of inclusion 
and equality between classes of sets of X, and between classes of esti­
mators, are to be interpreted in terms of this convention. 
Let 8^ be an arbitrary but fixed point in Oi . The approach adopted 
in Abbey (1) is to obtain a representation of the locally best (minimum 
variance at 9^) unbiased estimator of g( 6) and then conclude that this is 
indeed the U. M. V. U. E. 
Let denote the real Hilbert space defined by 
=  Z ^ ( X ,  G ,  X )  ( 1 . 1 )  
where 
k  =  P g  ( x )  
o 
( 1 . 2 )  
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For any h,, h-, e H let 
• '  1  Z  o  
and 
( h ^ ,  h ^ )  = J' - hg dX (1.3) 
X 
IhJI^ = (h^, hp . (1.4) 
Let 
£Q(x) = f(x, 0)/f(x, 0^) 0 e (1.5) 
and 
L I  =  { i g  )  0  €  O ]  .  ( 1 . 6 )  
"til For any positive integer n, let the n partial derivative of JIQ with 
respect to 0 evaluated at 0^ be denoted by then 
ipjx)  = 0J/f(x, 9J (1.7) 
n 
and 
=  1  .  ( 1 . 8 )  
Let 
S  =  i i l ) j K } l n = 0 ,  1 , 2 , . . . ]  .  ( 1 . 9 )  
It is easy to verify that the functions ^q (x) and !^^(x) are well 
defined under the null set qualifications above. Further, it can be shown 
that 
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S  c  H  ( 1 . 1 0 )  
o 
Let 
V = span {s} . (1.11) 
We will assume that 
L  c  .  ( 1 . 1 2 )  
This last assumption is not wholly valid in general in the sense that only 
a proper subset of L may be in . However this does not invalidate 
the arguments since it can be shown from the properties of the density 
function that if L = 1 e LI e H } then Qi = L j con-
o y ' o o o ' 0 o 
tains an open interval and from the analysis, the locally best estimator 
of g(0) which is also measurable will then be unbiased only for 
o e . However from the completeness of the sufficient statistic, it is 
easily shown i>.at this locally best estimator is in fact unbiased for g( 8) 
over the whole parameter space O . In the general case where is 
not complete this argument breaks down. 
Now let be the subspace of H^ spanned by L . Thai is 
= span {l3 . (1. 12) 
It follows from Bahadur (5) that a necessary and sufficient condition for 
any element in to be the locally best unbiased estimator of its 
expectation is that 
U  c  V  .  ( 1 . 1 3 )  
o — o ^ ' 
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Abbey (1) showed using certain analytic properties of estimable para­
metric functions that for the fixed sample, scalar parameter case we 
have 
V  =  W  ( 1 .  1 4 )  
o o 
where 
= Z^(X, \)  .  (1.  15) 
However each element of L is G -measurable. In fact from Theorem 
o 
6 . 2  o f  B a h a d u r  ( 6 )  i s  t h e  s m a l l e s t  s u b f i e l d  s u c h  t h a t  e a c h  - ^ g ( x )  i s  
G^-measurable. Hence under the assumption L c H^ we have from 
Equations 1. 14 and 1. 15 
U  c  V  ( 1 . 1 6 )  
o — o 
which verifies Equation 1, 13. 
In Chapter II we will use certain results in the theory of moments to 
show that under certain assumptions, which in particular hold for the 
fixed sample case, 
V = {s} = fg(X, G^, \)  (1. 17) 
where G is the complete subfield. It will then follow from Bahadur (5) 
c 
that under these conditions 
V c w 
o — o 
( 1 .  1 8 )  
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with proper inclusion if ^ . It must be pointed out however that in 
this latter case we also have U c W and while it is therefore possible 
o — o 
that Equation 1. 13 may still hold, it has not been possible to verify this. 
When G^" is not also sufficient, however, the orthogonal projection 
of a given h(x) in H onto V may depend on 0 . Further since G 
^ ^ ' o o ^ o o 
is arbitrary this means that we may get a different statistic, by projec­
tion, at each 8 value. In this case we obtain an unachievable bound for 
estimators of the expectation of h(x) from the variances of these projec­
tions. On the other hand if the projection is independent of 9 , then we 
obtain a U.M. V. U.E. for the expectation of h(x) . In this latter case we 
will say that the expectation of h(x) is G^-estimable. 
We will also study directly and show that for any h(x) e 
which is unbiased for a given g(0) , the orthogonal projection of h(x) 
onto is locally best unbiased for g( 8) provided it is square inte-
grable •&. Further if g( 8) possesses aU.M.V.U.E. then the above 
locally best unbiased estimator for g(6) is in fact the U. M. V. U. E. since 
the densities have the same support. It may be recalled, Bahadur (5), 
DeGroot (10), that in the sequential case considered in Chapter II there 
m a y  e x i s t  e s t i m a b l e  p a r a m e t r i c  f u n c t i o n s  w h i c h  d o  n o t  p o s s e s s  
U . M .  V .  U . E .  ' s .  
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II. THE SEQUENTIAL CASE 
A. Introduction 
Consider the following fixed sample situation. Let x = (x^, x^, . . . , 
x^) be a random sample from a sample space (E^, where is 
n-dimensional Euclidean space and is the Borel field of subsets of 
E^ , and suppose that x is distributed in (E^, according to pg , one 
of a certain set Q - (pgl 8 e of probability measures on IB^ . We will 
assume that each pg e ^ admits an exponential density function f(x; 0) 
with respect_to a fixed cr-finite measure p.(x) which may be Lebesgue or 
counting measure and that O is an open interval of E^ . Following 
Lehmann ( 17) we will write 
f(x; 0) = a(x) p(9) exp 0 T(x) 0 e . (2.1) 
In this case n is fixed and T(x) a real valued, Borel-measurable func­
tion on X is the complete sufficient statistic. 
We now consider the following sequential situation. We are given a 
sampling rule for taking successive observations which is such that at the 
m^^ stage, the decision of whether or not to make the (m+ 1)^^ observa­
tion depends only on the value of T^(x) , It then follows from Blackwell 
(7), that if the total number of observations is n (a random variable 
taking values 1, 2, 3,..., N with N a fixed finite positive integer), 
then (n, T ) is a sufficient statistic for 0 , We will take for our sample 
N 
space the union X = U X of Borel subsets X of n dimensional 
^ n=l ^ ^ 
Euclidean space E" for which exactly n observations are taken. 
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For each n, let be the Borel field of subsets of X and 
n o 
the subfield of G^ induced on by T^(x) . The sample space for our 
problem may then be defined as the probability measure space (X, G, 
where 
N 




G = { U A |a e G^3 . (2.3) 
n=l ^ ^ 
Consider the subfield G of G induced on X by the sufficient sta-
o •' 
tistic (n, T^(x)) . Then G^ is defined by 
N 
G = { U A A e G^3 . (2.4) 
o , n' n o ^ 
n-1 
Since for each n , the null set 0 e G^ it follows that G^ c G for all n . 
o o 
Indeed G^ may be characterized as the smallest Borel field containing 
G^ n = 1, 2, . . . , N . G^ is sufficient for the measures & on G . In 
general, however, it is not complete. We will examine conditions under 
which G^ is both sufficient and complete by defining the complete sub-
field for the measures •& . 
Consider the real valued, G-measurable function T(x) on X given 
by 
T(x) = T^(x) if X e X^ n=l,2,...,N . (2.5) 
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Let denote the subfield of G induced on X by T(x) . Then we have 
the following result. 
Lemma 2 . 1 .  T h e  s u b f i e l d  o f  G  i n d u c e d  b y  t h e  s t a t i s t i c  T ( x )  d e ­
fined in Equation 2.5 is a subfield of the sufficient subfield G^ . 
Proof. Follows from the fact that we can define T(x) as a G^-measur­
able function of (n, T^(x)) by 
N 
T(x) = 2 T (x) X e X . 
n=l ^ 
Alternatively let Y be the range of T(x) . Clearly Y is a Borel 
subset of . Let IB be the Borel field on Y and B e IS be an arbi­
trary set in Y . Then 
T"^(B) = [x € X|T(X) 6 B3 
N 
=  U  f x €  X I T (X)  6  B] .  
n=l ^ 
It then follows from the definition of G^ in Equation 2, 3 that T ^(B) e G^ 
and since B is arbitrary 
G = T" 4m c G 
c ^ — o 
In general we have proper inclusion of G^ in G^ . The following 
lemma gives a necessary and sufficient condition for equality of G 
c 
and G . 
o 
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Lemma 2.2. A necessary and sufficient condition for the equality of 
and G^ is that the ranges of T^(x) n=l, 2,...,N be non-overlap­
ping . 
Proof. Necessity. Suppose G = G . Then for each n, T (x) is G 
o c n c 
measurable. 
Let 
_  »  #  B  5  n n j ,  f i x e d  
and 
A  =  T " ^ ( B )  i  =  1 ,  2  .  
n. n. 1 1 
However 
T "  1 ( B )  =  A  U  A  
^1 • ^2 
and hence A ^ G , unless A = 0 in which case B = T (0) and 
'  c  
hence B = 0 . Therefore A 0 and T (x) is not G measurable 
^2 ^1 ^ 
which contradicts G = G and hence B = 0 . The result now follows 
o c 
from the fact that B , n^ , n^ are arbitrary. 
Sufficiency. Suppose for any n^, n^ , 
T (X ) n T(X ) = 0 . 
^2 
Then each T (x) is G -measurable and hence each G^ is contained in 
n c o 
G^ . However, since G^ is the smallest Borel field containing G^ 
12 
n = 1, Z ,  ,  N , we have 
G e G 
o — c 
and hence using Lemma Z .  1 
G = G 
o c 
We will use the following definition of completeness due to Bahadur (5). 
Definition 2.1. (Bahadur) We will call a given cr-algebra, S , on X 
complete if there are no non-trivial unbiased estimators of zero which are 
S-measurable and have finite variance for all 8 e O . 
Let u(m) m = 1, 2,... denote the m^^ moment of T(x) at 8, an 
arbitrary but fixed point in Q. That is 
u(m) = J T{x)"^dpQ(x) (2.6) 
X 
N 
=  Z j "  T ( x ) ' ^ d p ( x )  .  ( 2 . 7 )  
n = l  X  
n 
It follows from a theorem of Lehmann (17) that u(m) exists and 
N , > 
u(m) = S Y„ (0)/Y_(0) m=l,2,... (2.8) 
n = l  ^  ^  
where 
= / a^(x) exp 8 T^(x) d[x(x) . 
^n 
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LeiTima 2.3. The set of moments C u (m)] determines the distribution 
function of T(x) at each S in O . 
Proof. From Feller (11) it is sufficient to show that the series 
oo , , ,k 
2 (8 _ e ) 
k = 0  k l  
converges for all G _ 9 < Ô , for some 6 >0 
^ ' o ' o o 
Consider the series 
CO , 
2  ( 0 - 0  )  
k=0 k'. 
Then for all |9 - 0^| < 6^ the series converges absolutely where 
_1 
, - i  i ^ k  6^ = ^im sup.j-^ 
n->oo 
Now from Equation 2. 8 
Further 
n = l  
n = l  
And 
^im sup Z if 1 S i.im sup ] 6 )/kî y ( 9 ) I ^ 
k->co n=l ^ ° ^ ° n=l k^oo 
However from the analytic properties of 8) n = 1, 2,..., N 
_1 
Him sup I ( 0 )/kl Y{0)| < oo n=l,2,...,N 
k^oo n o n o 
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which implies 5, > 0 . The result follows by choosing Ô <6 
o - 1 • 
Using Stirling's approximation 
_1 
0 ^ ^  =  i i m  s u p  I  U j ^ l  ^ / k  (2 .  10)  
which is the sufficient condition given by Kendall ( 1 5 ) ,  ( 1 6 ) ,  The next 
lemma is given in Akhiezer (3) and we state it here without proof. 
Lemma 2.4. (Akhiezer) If the moments of T determine the distribu­
tion function of T , then the polynomials in T are dense in the Hilbert 
space of square integrable functions of T . 
It therefore follows from Halmos (14) that these polynomials regarded 
as G^-measurable functions of x are dense in the Hilbert space Vg 
Consider the density function f(x, 0), with respect to fx, of p g (x) on Q. 
Under the null set qualifications stated in Chapter 1 we have f(x, 0) > 0 
X e X . Let 
c 
given by 
Vg = ^^(X, Pg(x)) 8 e ^2 . ( 2 . 1 1 )  
0^(x) = f^^\x, 0)/f(x, 0) k=l, 2, ... (2 .12)  
0q(X) = 1 k  =  0 ,  1 ,  2 ,  3 , . , .  ( 2 . 1 3 )  
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Assumption 2. 1. The set of functions {is dense in the Hilbert 
s p a c e  V g  (  G  E  O )  d e f i n e d  b y  E q u a t i o n  2 .  1 1 .  
It is easy to verify that in the fixed sample case to be considered in 
Section C of this chapter, is a polynomial in T(x) of exact degree k , 
and hence the elements of = 0, 1, Z ,  . . .  ]  are linearly independent. 
Further any arbitrary polynomial in T(x) of degree < k is uniquely 
expressible as a linear combination of__ ip^, . . . , ij)^ . It therefore 
follows from Cheney (9) that the set generates the set of all poly­
nomials in T(x) and is therefore dense in Vq using Lemma 2.5. 
In the sequential case (truncated or non-truncated) Lemma 2.5 is not 
directly applicable since in this case it may be verified for example by 
the use of Equation 2.16 that the elements of are homogeneous 
polynomials in T(x) and V(x) (where V(x) = n if xe X^). Hence apart 
from some special cases these homogeneous polynomials will at best be 
dense in the Hilbert space of square integrable functions of both T(x) 
and V(x) and not just Vg , It appears from this that in general the space 
spanned by will contain Vg as a proper subset. This conjecture 
has however not been verified. 
The negative binomial application is interesting in this regard 
since it calls for cessation in taking observations when T^(x) = c (a con­
s t a n t ) .  I t  i s  e a s i l y  s e e n  a g a i n  b y  u s e  o f  E q u a t i o n  2 . 1 6  t h a t  i n  t h i s  c a s e  
is a polynomial in V(x) . Hence the conditions for completeness to be 
given here does not apply to this application since it is based on the 
assumption that T^(x) assumes a range of values for each n . 
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If the above conjecture is correct, then Assumption 2. 1 is not needed 
to prove the completeness of the subfield induced by T(x) . For in that 
case any element in Vg is also an element of the span and hence 
if it is unbiased for zero then it is orthogonal to each element of { 
a n d  h e n c e  b e l o n g s  t o  t h e  o r t h o g o n a l  c o m p l e m e n t  i n  H q  o f  s p a n  [ ,  
This implies that the function in question must be the zero function. 
Definition 2.2. A parametric function g(8) will be said to be estimable 
if there exists at least one G-measurable, square integrable {-9) real 
valued function h(x) such that 
J h(x) dpg(x) = g(0) for all 8 e ^ . (2. 14) 
W e  will call such an h(x) an unbiased estimator of g(0) , 
Lemma 2.5. Let h(x) be an unbiased estimator of g(8) . Then 
(i) the parametric function 
g(6) = J '  h(x)dpg(x) 
X  
N 
= 2 J h(x) 0! (x) p ( 0) exp 9 T (x) d[j.(x) 
n = l  X  n  n  n  
n 
considered as a function of the complex variable 0 = Ç + iv is an analytic 
function in the region R of parameter points for which § is an interior 
point of O . 
(ii) the derivatives of all orders with respect to 0 of g(0) can be 
computed under the integral sign. 
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Proof. It is sufficient to prove the theorem for 
g^(8) = J' h(x) a^(x) exp 8 T^(x) dn(x) 
n 
since for each n 8) already has the properties stated in the 
theorem and if the theorem holds for all n then it also holds for the 
sum. 
Now for 8^ ^  fixed but arbitrary interior point of O 
g J 8) - gn(8o) „ exp[(8_8^)TJx)]_l 
ëT-g = Jh(x)C g—g ]0!^(x)exp 8^T^(x)diJ.(x) 
o o 
Now for I 8 - 8 <6 
o 
o 
,  ,  e x p | 5 | T  ( x )  
< |h(x)| g 
exp Ô T (x) + exp-ÔT (x) 
< |h(x)|[ " , . 
Since the right hand side is integrable pg (x) it follows from the 
o 
Lebesgue Dominated Convergence Theorem that for any sequence of points 
8^ tending to 8^ , the difference quotient of g^( 8) tends to 
J h(x) T^(x) a^(x) exp 8^ T^(x) d[j.(x) 
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which completes the proof since 0^ is arbitrary. It can be verified by 
induction that the higher derivatives of g(0) can be obtained by differ­
entiation under the integral sign. 
Theorem 2.1. The subfield , induced on X by the statistic T(x) = 
T ^ ( x )  i f  X  e  ,  i s  c o m p l e t e  i n  t h e  s e n s e  o f  D e f i n i t i o n  2 . 1 .  
Proof. We will show that if h(x) is an unbiased estimator (in the sense 
of Definition 2.2) then h(x) = 0 provided h(x) is measurable. 
If h(x) is G^-measurable, square integrable {-9) unbiased estimator 
of zero, then 
h(x) 6 ~ Vg for all 8 e ^ . 
However, from Lemma 2.5, h(x) belongs to the orthogonal complement 
of V g  in H g  = JE^(X, G, p g(x)) since the inner product 
(h(x), !/)j^(x)) = 0 k = 0, 1, 2 , . . .  
and is dense in Vg . Hence h(x) = 0 which completes the proof. 
We now establish necessary and sufficient conditions for the existence 
of a complete sufficient subfield. It will be clear that in this case the 
sufficient statistic is also complete. 
Theorem 2.2. A necessary and sufficient condition for the existence of a 
complete sufficient statistic is that the range spaces of T^(x) should be 
non-overlapping. In this case the statistic (n, T^(x)) is both complete 
and sufficient. 
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Proof. Follows directly from Lemma 2. 2 and Theorem 2.1. 
It is evident that the requirement in the above theorem for the exis­
tence of a complete sufficient statistic will, in general, not be obtainable 
especially in cases where the random variable x takes both positive and 
negative values. In the case of the normal family, this result has also 
been given by Lehmann and Stein (18). However, it follows from Bahadur 
(5) that whenever there is no complete sufficient statistic then there exist 
estimable parametric functions that do not admit unbiased estimators of 
uniformly minimum variance and further than the class of uniformly mini­
mum variance unbiased estimators cannot be characterized as the class 
of all square integrable {•&) estimators which are measurable with re­
spect to some subfield unless X is finite or ^ is a finite set of. mea­
sures. [it may be recalled that if a complete sufficient statistic exists 
then the class of uniformly minimum variance unbiased estimators is the 
class of all square integrable {-6) functions which are measurable with 
respect to the complete sufficient subfield. ] 
In the next section we will consider the orthogonal projection of an 
arbitrary estimator, of a given estimable g(0) , unto the space spanned 
by {0^3 both under Assumption 2. 1 and without it. It must be pointed 
out that the series representation of any element of span [does not 
depend in any way on the validity of Assumption 2, 1. We will also discuss 
the achievability of certain lower bounds obtained by Blackwell and 
Girshick (8) and Wolfowitz (23). 
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" " B. Existence and Construction of the U. M. V. U. E. 
"We noted in the previous section that in general the class of 
U .  M .  V .  U .  E . ' s  c a n n o t  b e  c h a r a c t e r i z e d  a s  t h e  c l a s s  o f  G - m e a s u r a b l e ,  
square integrable functions (with G, some cr-algebra). We will 
therefore restrict attention to the subclass of U. M. V. U. E. 's which are 
G -measurable. 
c 
Definition 2.3. A parametric function, g(8) , will be said to be G^-
estimable if there exists at least one G^-measurable, square integrable 
real valued function h(x) such that 
J h(x) dpg(x) = g( 8) for all 8 e O . (2. 14) 
It may be pointed out that the class of G^-measurable estimators is 
not empty since it includes all bounded estimators. In fact from Bahadur 
( 5 )  t h e  c l a s s  o f  a l l  b o u n d e d  U . M . V . U . E . ' s  i s  t h e  c l a s s  o f  a l l  b o u n d e d  G  _  
c 
measurable functions and in the case where X is finite, (for example the 
binomial case) the class of U. M. V. U. E.'s is the class of G -measurable 
c 
estimators. 
Let g(0) be an estimable parametric function and let h(x) be an 
unbiased estimator of g( 0) . Since G^ c G^ (Lemma 2. 1) it follows from 
Bahadur (6) that 
E8(h(x)|G^) = Eg(EQ(h(%)|G^)|G^) (2.15) 
and since the conditional expectation operator given G^ is also the ortho­
gonal projection operator onto ,Z^(X, G^ , PQ(X)) we may restrict ourselves 
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to the subspaces Wg = G^,  pg(x)  and Vg = ' 2^(X,  G^,  pg(x))  for 
each G e O . 
Since G^ is sufficient Eg (h(x) | G^) is independent of 8 . In general 
however E g (h(x)|G^) will be a function of 8 and will not therefore be an 
estimator unless the parametric function g(6) , estimated by h(x) , is 
G -estimable. In the former case we will obtain an unachievable variance 
c 
bound from the variance of Eg(h (x)|G^) but in the latter case we obtain 
the U.M. V.U.E. of g(6) . It may be noted from Equation 2. 15 that the 
G^-measurable estimator of g(9) may not be improved upon by Rao-
Blackwellization since it is already G^-measurable. Further from the 
completeness of G^ , the estimator is unique and hence it is the 
U.M. V.U.E. for g(6). We state this as a lemma. 
Lemma 2.6. If a parametric-function g(8) is G^-estimable then it 
possesses a unique U. M. V. U. E. which may be characterized as the G^-
measurable unbiased estimator of the parametric function. 
The method for constructing the U.M. V.U.E. of an G^-estimable 
parametric function is to obtain a complete orthonormal set for Vg from 
the polynomials x) given in Equations 2. 12 and 2. 13. The choice of 
this particular set of polynomials is based on the fact that expressions 
for the U.M. V.U.E.. may be obtained without knowledge of any unbiased 
estimator of g(8) since the inner products required for the series are 
obtainable as linear combinations of the derivatives of g(8) . We will 
illustrate this for a subclass of the exponential family. 
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Consider the subclass of the exponential family with density f(x, 0) 
satisfying the equation 
TJx) - n8 = K(e)j/)^(x, n) n = l, (2.16) 
where K(6) is a function of 8 only, and possesses derivatives up to the 
third order with 
.3 
=0 for all 8 e O . (2.17) 
dS"^ 
That is 
K(8) = a8^ + be + c . " (2. 18) 
For this subclass it can be shown that the polynomials ^^(x) in T(x) 
satisfy the recursive relation 
'''m+l = '*1- V'm-
where 
= mK'(8)/K (2.20) 
and 
= m(m-l)K"(8)/2K + mn/K . (2.21) 
Using Equation 2. 19 and the fact that 
30 
= "'m+l - (Z 
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it can be verified that 
H • h - *i+j + 4i* i . j  \  ( 2 - 2 3 )  
where the d^ are K(0) , its derivatives and positive powers of n. 
Since is a polynomial in i/)^ and V(x) (where v(x) = n if x e X^) 
of exact degree j it follows from Equation 2.23 that 
where the e^^ are functions of K(6) and its derivatives. And 





dj. = n B. . (2.26) 
£=1 * 
II0JI9 - (0-. '/'•)e - ^^ ^ • (2.27) 
u ^ d9 • X=1 
In particular 
and 
'fi'e = X ' (2-28) 
11*1 llg = Eg(n)/K . (2.29) 
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Now from Equation 2.16 it may be verified that 
1 Slogf (x, 0) 2 
K - '  =  E j  1  ]  
'e*- 96 (2. 30) 
where f^(x, 6) is the density of the one dimensional random variable x. 
Hence 
l | 0 j  =  E g l n )  •  E g t  
91ogf^{x, 8)^2 
98 ( 2 . 3 1 )  
We will now use the elements of to construct a complete 
orthonormal set for the Hilbert space Vg . Let 
= '""i- (2.32) 
Then we may define by 





^(k-l)l ^(k-l)2 • • • 7^ (k-l)k 
<Wll (2-33) 
and 
0 = 1  
o 
( 2 . 3 4 )  
where 
= 
1 1  1 2  
2 1  2 2  
^kl ^k2 
. . X Ik 
2k 
. . .  X  kk 
( 2 . 3 5 )  
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It can be verified that is an orthonormal set and since is 
everywhere dense in Vg , that is a complete orthonormal set for 
Vg . Now given any estimable parametric function g(6) , let be the 
set of unbiased estimators for g(6) . Then we have the following result. 
Theorem 2.3. Suppose g( 0) is estimable. Then any unbiased estimator 
h(x) of g(0) has a unique orthogonal projection h^(x) onto Vg which is 
such that 
l l \ ( x )||Q <  ||h(x ) | | g  for any h(x) € 
with strict inequality unless h(x) is G^-measurable, in which case 
h^(x) = h(x) . Further if g(0) is G^-estimable then h^(x) is the 
U.M.  V.U.E.  for  g(e)  .  
Proof. Let h(x) be an arbitrary element of . Then the orthogonal 
projection of h(x) onto Vg has a limit in the mean (^.i.m.) repre-
s entation 
oo 
h (x) = ir.i.m. S (h, % )% (2,36) 
^ k=0 ^ ^ 
with the square norm given by 
? OO ^ P 
I|h^(*)ll5 = S (h, (p^r < l|h(x)||g (2.37) 
using the property that any orthogonal projection operator has norm < 1 , 
Further the representation of h^(x) given above is independent of h(x) 
since 
26 
( h ,  Ç-^) =  
g,(8) g"(8) 
^ 1 1  ^ 1 2  
^(k-l)l \k - l )2  
g^^^(8) 
Ik 
Xk-l )k  
( W - l )  ( ^ - 3 8 )  
k = 1, 2, 
and 
(h, <p^) = g( 8) (2 .39)  
Hence (h, (fi^) is independent of h(x) and depends only on g(6) . 
In fact (h, is a linear combination of g(6) and its derivatives. 
Therefore 
hc{x)||6 < ||h{x)||g for any h(x) e and 9 e (2.40) 
with strict inequality unless h(x) e Vg in which case it is measurable 
and from the uniqueness of h^(x) is in fact equal to h^(x) . 
Since is not a sufficient subfield, in general h^(x) , which is 
also the conditional expectation of any unbiased estimator, will not be 
independent of 9 . Hence h^(x) may not be an unbiased estimator of 
g(9) . However if g(9) is estimable then h^(x) will be the unique 
measurable unbiased estimator of g(0) and from Equation 2.40 
h^(x) is the U.M.V.U.E. of g(9) . This completes the proof. 
It is clear from the above theorem that in the general case in which 
g(9) is estimable but not necessarily G^-estimable, the variance of 
h^(x) given by 
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Var(h (x)) = S (h, (p,) (2.41) 
^ 0  k = l  ^  
provides an unachievable lower bound for the variances of unbiased esti­
mators of g(0) . 
In this connection it is interesting to note, for the special case 
g(0) = 9, the relationship between the variance of h^(x) and certain other 
bounds obtained by Blackwell and Girshick (8) and Wolfowitz (23) under 
different sets of assumptions, both different from those made here. For 
this special case we have by direct substitution in Equations 2.38 and 
2 . 4 1  
2 oo 
Var(h^(x)) = l/||0jg+ S (h, <p^) , (2.42) 
k=2 
And from Equation 2.31 
2 9 log f, 2 
=  Eg in)  Eg[—p- i ]  .  (2 .43)  
Substituting Equation 2.43 in Equation 2.42 the first expression on the 
right hand side is the Blackwell-Girshick-Wolfowitz bound which is thus 
a special case of the bound given here. Clearly then the Blackwell-




Z (h ,  ) (p  =  0  .  (2 .44)  
k=2  ^  
By direct substitution or from Seth (22), Equation 2.44 holds if and only if 
= 0 for all k > 1 (2,45) 
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However, from. Equation 2.28 this is possible only if all the derivatives 
of Eg(n) vanish identically and since by Lemma 2.5 Eg(n) is analytic, 
this implies Eg(n) is a constant, N say, which corresponds to the 
fixed sample case. This result on the unachievability of the Blackwell-
Girshick-Wolfowitz bound has also been obtained by Blackwell and 
Girshick (8) and Seth (22), 
The results obtained here are particularly useful when sampling 
from binomial populations in which case X is finite and every estimable 
parametric function which possesses a U.M.V.U.E. is G^-estimable 
and hence h^(x) is the U.M.V.U.E. As was noted earlier, in this case, 
the class of U. M. V. U. E. 's is precisely the class of G ^ -measurable 
square integrable {0) functions. It is interesting to note that for the neg­
ative binomial application for which Assumption 2. 1 has been verified it 
is possible to reparameterize the density function so that the Blackwell-
Gir s chick-Wolfowitz bound is achieved. 
Suppose now that Assumption 2. 1 does not hold. Consider the sub-
space Mg of Hg spanned by {. It is easily verified that each 
is G measurable and hence 
o 
Mg c  f  ^ (X ,  P g (x ) )  8  €  O  .  
This last result implies that any unbiased estimator in Mg cannot be 
improved upon by Rao-Blackwellisation. 
The next two lemmas establish certain optimal properties for the 
elements of Mg . 
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Lemma 2.7. Any h.(x) e Mg is locally best for its expectation. 
Proof. From a well known theorem, a necessary and sufficient condi­
tion for an estimator h(x) to be locally best at 0 for its expectation is 
that 
(h, z)q  =  0  f o r  a l l  z  e  
where U is the set of all unbiased estimators of zero in Hn . However 
z o 
for any z e 
z ) q  =  0  k = 0, 1, 2, . . . . 
Hence for any h e Mg , (h, z)g = 0 and hence result. 
Lemma 2. 8. Given an estimable parametric function which possesses a 
U. M. V. U. E. , if h(x) e Mg for all 0 e ^2 , and is unbiased for g( 0) then 
h(x) is the U. M. V. U. E. for g( 8) . 
Proof. From Lemma 2.7, h(x) is the locally best unbiased estimator 
of g(6). Hence if h^(x) is the U. M. V. U. E. of g(0) then we have 
l | l i(x ) | | g  =  | | h ^(x ) | | g  =  C g  say 
and since •i(h(x) + h^(x)) is unbiased for g( 0) we have 
||i{h + ho)|le > Cg . 
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However by Minkowski's inequality 
||i(h + hj||g < iCj+iCj = Cg . 
From the last two inequalities we have 
||h + h^ll = ||h|| + llh^ll 
which implies h(x) = h^(x) since under the null set qualifications 
referred to in Chapter I, the empty set is the only •^-null set. We there­
fore have the following theorem. 
Theorem 2.4. Suppose g{ 9) is estimable. Let hj^(x) be the ortho­
gonal projection of any unbiased estimator of g(9) onto Mg , where 
9 is arbitrary but fixed. If h^(x) e Mg for all 8 e O then it is the lo­
cally best and hence U. M. V. U. E. for g( 9) if the latter exists. 
Proof. From Lemmas 2.7 and 2. 8 it is sufficient to show that if 
h.j^{x) 6 Mg for all 9 g ^ then hj^{x) is unbiased for g(9) . However, 
from Lemma 2.5, G(9) , the expectation of hj^(x) , is analytic in 9 
and further by differentiating under the integral sign, 
= (h^, y g = (h, 
for any h e and any integral k . Hence G(9) = g(9) for ail 9^0; 
which proves the result. 
It is clear from the above discussion that the series representation 
given for elements in Vg in Equation 2.36 as well as the expression for 
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the variance in Equation 2.37 remain valid for functions in Mg . This 
follows from the fact that these expressions depend on the spanning of 
the relevant space by {and not on what the subspace itself is. 
It must be noted that the restriction to G -estimable functions is no 
c 
longer required and that provided the projection is square integrable 
then the expression given in Equation 2. 37 is the variance of the 
locally best unbiased estimator and hence provides an achievable var­
iance bound expression at the point 0 . If however the projection fails 
to be square integrable {&) then we obtain_a local unachievable variance 
bound which is still sharper than the Blackwell-Girshick- Wolfowitz 
bound. 
We have so far not considered the pointwise convergence of the 
series representation of h^(x) even for the cases in which g( 0) is 
G -estimable and hence h (x) is a statistic. No criteria have been 
c c 
obtained for the general case. In the next section we will consider the 
fixed sample situation for which Assumption 2. 1 is valid as a special case 
of the sequential and consider the problem of pointwise convergence then. 
It may be noted that the results there have been obtained directly using 
the method developed here by Abbey and David (2). 
It is also possible to generalize the results-here in two possible 
directions. First we could regard the parameter space as an open set 
in p-dimensional Euclidean space (p > 1) . In this case T^(x) (n - 1, 2, 
. . . , N) will also be a p-dimensional vector of functions and so will 
T(x) . We will consider this possibility, for fixed sample situations only, 
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in Chapter III. It is also possible to consider the more general sequen­
tial schemes in which sampling does not necessarily cease after a pre­
determined number, N , of steps. It seems that with some further 
assumptions, see for example Seth (22), the method developed here may 
be applicable to this case although no definite results in this direction 
have been obtained. 
C. Fixed Sample Case and Pointwise Convergence 
In this section we will consider the fixed sample situation and give 
criteria for the pointwise convergence of the series given in Equation 
2 . 3 6  f o r  t h e  U . M . V . U . E .  h ^ ( x )  o f  t h e  p a r a m e t r i c  f u n c t i o n  g ( 6 )  .  W e  
will consider the fixed sample situation as a special case, where the 
random variable n takes only one value N , of the sequential problem 
dealt with in the last two sections. 
The sample x = (x^, x^, . . . , x^) is, here, taken from the sample 
space (X, G) where X is a Borel subset of N dimensional Euclidean 
space, E^ , and G is the Borel field of subsets of X . As before we have 
a set of probability measures ^ - [pg(x) | 8 e ^2} defined on G and such 
that each PQ(X) admits an exponential density function f(x, 0) with 
respect to a fixed cr-finite measure [x(x) and Qi is an open interval of 
E^ . From Equation 2. 1 we have 
f(x, 0) = Oi(x) (3(0) exp 0 T(x) 0^0 . (2.46) 
It is easily seen that the sufficient statistic (N, T^(x)) and the statistic 
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T(x) defined by Equation 2. 5 are the same and hence the subfields 
induced by (N, T^(x)) and induced by T{x) are equal. Clearly 
then is the complete sufficient subfield of G as is well known and 
further, in this situation, every estimable parametric function, g(9) , 
p o s s e s s e s  a  u n i q u e  U . M . V . U . E .  w h i c h  i s  i t s  o n l y  u n b i a s e d  e s t i m a t o r  
that is G -measurable. In fact it is well known that in this case, the 
o 
class of all U. M. V. U. E. 's may be characterized as the class of all G^-
measurable square integrable real valued functions on X . 
For any arbitrary 8 e 0 , let Hg be the real Hilbert space defined 
by 
Hq = £^{X, a, pg) (2.47) 
with the usual inner product. It follows from the above remarks that the 
subspaces Wq and Vg , defined respectively by 
Wg = pg) (2.48) 
and 
Vg = Pg) (2.49) 
are identical. Further from Lemxna 2.4, the polynomials in T(x) are 
dense in Wg which implies that the set of functions defined in 
Equations 2. 12 and 2. 13 is dense in Wg . Hence if {<P^3 is a complete 
orthonormal set obtained from , then the U.M.V.U.E. , h^(x) of 
a given estimable parametric function g(0) is given by 
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oo 
h^(x) = i-.i.m. S (h, 
n=0 
(2 .50)  
with variance 
V(hJ  =  Z  (h ,  
n = l  
( 2 . 5 1 )  
since 
(h, <PQ) = g(8) ( 2 . 5 2 )  
It follows from Lemma 2. 5 that for any unbiased estimator h(x) of 
g(6) we have 
clear that (h, (p^ is a linear combination of g( 8) and its first n 
derivatives. These results imply that the expressions given in Equations 
2. 50 and 2.51 are obtainable without explicit knowledge of any unbiased 
e s t i m a t o r  o f  g ( 8 )  .  
We will now restrict attention to the subclass of exponential densities 
s a t i s f y i n g  E q u a t i o n s  2 . 1 6 ,  2 .  1 7  a n d  2 . 1 8 .  F r o m  E q u a t i o n s  2 .  1 9 ,  2 .  2 0  
and 2.21 we have respectively 
(h, = (h^, = g^^^G) . (2 .53)  
Hence since is a linear combination of ij)^, ij)^, , 0 
^m+1 - (^1 - ^m)^m " ® (2 .54)  
where 
A = mK'/K 
m 
(2 .55)  
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and 
= m(m-l) K"/2K + mN/K , (2.56) 
Finally from Equations 2. 24 and 2. 27 with n (= N) fixed we have 
= 0 for all i j (2.57) 
and 
= n B .  i =  1 ,  2 ,  . . .  .  ( 2 . 5 8 )  
^ £ = 1  
For this subclass of exponential densities, then, the elements of the set 
{^n^ are mutually orthogonal and the complete orthonormal set 
- defined by Equations 2. 33 and 2. 34 assume the particularly simple form 
11*^11 (2.59) 
=  1  .  ( 2 . 6 0 )  
The following is a corollary  t o  T h e o r e m  2 . 3 .  
Corollary 2. 1. For the subclass of the exponential densities satisfying 
Equations 2. 16, 2. 17 and 2.18, any estimable parametric function g(8) 
possesses a unique U. M. V. U. E. , h^(x) , given by 
h  ( x )  =  ^ . i . m .  S  g ( ^ ) ( 8 )  f ( ^ \ x ,  e )/||j/) ||^f(x, 0) 
^ n=0 ^ 
with variance 
V(h ) = S Cg^^V)]^/ll0 11^ < 00 . 
^ n=l ^ 
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Proof. Follows from. Theorem 2. 3, since in this situation every esti­
mable parametric function g(6) is also G^-measurable. The rest follows 
from Equations 2. 59 and 2. 60 and the implications that for any unbiased 
estimator h(x) of g(8) , 
(h, <Pn) = n=l, 2, ... 
and 
(k, <PQ) = g(9) 
From Equation 2. 18 it is clear that 
K"(8) = 2a for all 8 g 0 . (2. 61) 
Hence if a < 0 then we have from Equation 2. 56 
B < 0 for all n> — (a-N)/a . (2.62) 
n — — a ^ ^ ' 
However from Equation 2. 58 this would imply that 
° for all n> ^ (a-N)/a (2.63) 
which implies that —• 
110^11^ = 0 for all n > ^(a-N)/a (2. 64) 
which further implies that 
O _ AT 
!/)^(x) = 0 for all n> ——(a-N)/a . (2.65) 
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In this case the series given in Corollary 2, 1 both terminate after a 
finite number of terms and hence in particular the series representation 
of the U.M. V.U.E. , h^(x) is trivially convergent pointwise to h^(x) . 
Let be the greatest integer less than (a-N)/a. It appears from the 
construction that in this case where il) (x) vanishes for all n > N , no 
n o 
g( 0) having non-vanishing derivatives of higher order than is esti­
mable. An example of this occurs with the binomial distribution where 
K(8) = 8(1 _ 0) (2.66) 
and 
a = -1 
Here 
— = N + 1 
a 
Hence 
N  =  N  .  ( 2 .  6 7 )  
And therefore only polynomials in 0 of degrees < N may be estimable. 
This result is also given in DeGroot (10). 
We will now consider the convergence of the series in the nontrivial 
situations a > 0 . It is clear that the problem here is in the area of con­
vergence of generalized Fourier series and it is possible that in specific 
situations the convergence may be obtained by more powerful techniques 
than those that will be considered here. 
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Two criteria will be considered here. The first one utilizes the 
analytic properties of g(0) established in Lemma 2.5 and is derived 
from the following lemma. 
Lemm.a 2.9. If h^(x) is a sequence of integrable (p) functions such 
that 
Then Sh^(x) converges pointwise to an integrable (p) function h^(x) 
oo 
S / |h (x) 1 dp < oo . 
n=0 
and 
oo f h (x) = S / h (x) dp . 
^ n=0 




®N = 2 Ih^(s)| . 
n=0 
Clearly is a non-decreasing sequence of real valued non-negative 
functions and hence 
oo oo 
oo ( 2 .  
Hence 





h (x) = STi (x) is finite for x e X 
^ n=0 ^ 
since absolute convergence implies convergence. 
Again 
CO N oo 
I Z < Z < 2 |h^(x)| (2.69) 
n=0 n=0 n=0 
and from Equation 2. 68, the right hand side of Equation 2. 69 is inte-
grable. Hence 
oo CO 
J' s h (x)dp = J'h (x)dp = 2 J'h (x) dp 
n=0 ^ n=0 ^ 
using the Lesbegue Dominated Convergence Theorem. 
It may be noted that we have used the same function h^(x) for both 
the (X.i.m.) limit as well as for the pointwise limit. That this is the 
case follows from the next lemma given in Feller ( 11) which we state here 
without proof. 
Lemma 2.10. Given a sequence {h^(x)3 such that 
i. m. h (x) = h (x) 
n^ ' o^ ' 
and 
' i'im h (x) = h (x) x e X 




It follows from Lemmas 2. 9 and 2. 10 that in order to obtain the con­
vergence of the series given in Corollary 2. 1 for h^(x) it is sufficient to 




Using the Cauchy-Schwarz inequality and the definition of 0 we have 
z ; |g('")(8)| 0)|/ll0^|l^lf(x, 0) 
n 
I '  e i l / l l i l ^ ,  s J |g''''(e)l )| ||(i) ||^|£(x. 6) 
n=0 
1 s |g(">(e)|/||iji II 
n=0 
Hence if under some conditions the above series converges then under 
the same set of conditions the series representation of h^(x) converges 
p o i n t w i s e  t o  h ^ ( x )  .  C o n s i d e r  n o w  t h e  f o l l o w i n g  c a s e s .  
Case I. 0 < a£ N 
In this case 
> (a/K)''(n:)^ . 
Hence 
CO , . 00 , . 
s  0 ) 1 / I I 0^11 < S |g(''\0)| d'^/n! (2.70) 
where 
n=0 ^ n=0 
d  =  ( K / a ) ^  .  
"Without loss of generality let 8 = 0 e ^2 then from the analytic properties 
o f  g ( 0 )  g i v e n  i n  L e m m a  2 . 5  
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g ( 0 )  =  Z  g ( " " ) ( 8 ) 8 ^ / n l  f o r  (  8 |  <  6  ( 2 . 7 1 )  
n=0 
where 6 > 0 is the radius of convergence of the Taylor series of g( 8) 
about 9=0. Hence if d < 6 , then it follows from the absolute conver­
gence of the Taylor series in Equation 2.71 that the right hand side of 
Equation 2.70 converges and hence that the series for h^(x) also con­
verges pointwise. 
Case II, a > N 
Here 
>  ( N / K ) V î ) ^  .  
Hence from the arguments used in Case I, it is clear that the series for 
h^(x) converges if d(={K/N)) < ô and 6 is as defined before. It may be 
noted that in this particular case there is a strong possibility of conver­
gence at least for sufficiently large values of N . 
The case a = 0 presents some new difficulties with the criterion 
given here and will be dealt with in conjunction with the others under a 
different criterion. 
This other criterion is derived from the following result given in 
Loeve (19) and is stated here without proof. 
Lemma 2.11. Given a sequence {h^(x)} in WQ such that 
oo Y 
z llh (x)ir < oo . 
n = l  
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oo 
Then S h (x) converges pointwise provided 
n=l ^ 
oo 2 
S  n l o g n  l l h  ( x ) l |  < 0 0 .  (2.72) 
n = l  
0 0  
Clearly the convergence of 2 h (x) is sufficient. Further 
n = l  ^  
nlogn ||h^(x) 11^ < n(n-1)||h^(x)P n= 1, 2, . . . . (2.73) 
Hence if 
CO P 
2 n(n-l)||h (x)|| < 0 0  ,  
n = l  
then the conditions of the lemma are satisfied since in our case with 
\i^) = g(^\0) f(^^(x, e)/||!/)^||^f(x, 0) 
we have from Corollary 2. 1 
0 0  p  
2 ||h (x)|| < 0 0  
n = l  ^  
Consider now the case a = 0 . Then 
| 2  T  UJr = nî (N/K)' 
Hence 
n 
0 0  _  0 0  ,  .  
s n(n-l)|!h^(x)lr = S Cg^' '\0 ) ] ^ K / N ) ' ' /(n - 2 ) l  
n = l  ^  n = 2  





converges for all N > 1 since it is the variance of h^(x) given in 
Corollary 2. 1 and its convergence does not depend on N but only on the 
estimability of g(0) . Hence the power series 
CO , . T 
Z [g('')(8)]^d""/n: 
n = I  
converges for all 0 < d< K . This, however, implies that the twice dif­
ferentiated series also converges for all d such that 0< d< K. Hence 




It now follows from Lemma 2.11 that the series representation of 
h^(x) is pointwise convergent. In the next section we will give some 
applications and also discuss a few related results. Abbey (1) has also 
2 
applied this technique to the estimation of 9 in the case of normally 
distributed variables with unknown mean 0 and variance 1 . 
D. Some Applications and Related Results 
It is clear from the discussion in Bahadur (5) on Bhattacharyya 
bounds that the variance of the U.M. V.U.E. given here, for the case, 
g(0) = 0 equals the limiting Bhattacharyya bound. We will illustrate this 
in the case of the negative binomial where the limiting Bhattacharyya 
bound has been obtained by Murty (20). 
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From Bahadur (5) the relationship between this method and the Rao-
Blackwell method is apparent. In the sequential case where c: , 
the method of Rao and Blackwell may improve a given unbiased estimator 
but may not yield the U. M. V.U.E. even if it exists. On the other hand 
if the parametric function is estimable the method developed here does 
yield the U.M. V.U.E. If however g(G) is estimable but not esti­
mable, then an unachievable variance bound is obtained by the approach 
adopted here. In the fixed sample situation and also those special cases 
of the sequential situation where G^ = G^ the method developed here is 
equivalent to that of Rao and Blackwell. 
Consider now the following negative binomial situation 
f(x, p) = pq^ 0 < p < 1 X = 0, 1, 2, ... , (2.74) 
Taking p as the parameter, Murty (20) considered the Bhattacharyya 
bounds for variances of unbiased estimators of g(p) = p . He obtained 
the k^^ bound as 
+ •  •  • + 1 )  •  ( 2 . 7 5 )  
Hence 
i.im Lk = p^q(l - q)"^ = pq , (2.76) 
k-J»co 
which we will now show to be the variance of the U.M.V.U.E. of p. 
Using the reparameterization 9 = p ^ we find 
f(x; 0) = (8_l)^8-(^'^^) . (2.77) 
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Hence 
( x + l ) - 9  =  K ( 8 )  ( 2 , 7 8 )  
where 
K ( 8 )  =  0 ( 0 - 1 )  =  0 ^ - 0  .  ( 2 . 7 9 )  
Clearly Equations 2.16, 2.17 and 2.18 are satisfied and hence from 
E q u a t i o n  2 . 5 8  
UJ = [G(8-l)] '" '(iiI) (2.80) 
since from Equation 2. 56 
=  m ( m - l ) / K + m / K  ( 2 . 8 1 )  
= m^/K 
And with g( 0) = 0 ^ , we have 
g(^)(G) = (-l)^n! . (2.82) 
Hence from Corollary 2. 1, the variance of the U. M. V. U. E. , h^(x) , of 
g ( 6 )  
Var(h (x)) = Z(n!)^0-^("'+^)/(nl)^[0(0-1)]-"' (2.83) 
n = l  
=  0  ^ ( 0 - 1 )  
pq 
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Consider now the following more general negative binomial problem 
f(x, p) = x= 0, 1, 2, . . . (2. 84) 
where N > 1 , is a finite positive integer. 
Using the reparameterization of the above special case we have 
(X+N) - N0 = 0(9-1) !/)^ (2. 85) 
and 
=  [ e ( e - l )]"^n!(n+N- l ) l /(N- l ) l  (2.86) 
Again taking the case g(8) = 8 ^ we obtain, from Corollary 2. 1, the 
variance of the U. M. V. U. E. , h^(x) to be 
Var(h (x)) = (N-1)'. S (nî (n+N-1)1 [9(9-1) ] 
^ • n=l 
= 9"^ S[(0-l)/9]^/(^^^"^) . (2.87) 
n=l ^ 
Since the above expression is finite for all N > 1 , it follows that the 
series 
OO , CO  ^
Zn(n-l)[(9-l)/9]^/(^^^--^) = (N-l)î 2 [ ( 9-1) / 9 ]^(nî )^/(n-2) I (n+N-1)'. 
( 2 . 8 8 )  
converges. This implies by Lemma 2.8 that the series for h^(x) also 
converges pointwise. It is interesting to note that from Theorem 4. 1 of 
DeGroot (10), which gives necessary and sufficient conditions for 
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estimability of a given g( 0) for the negative binomial, we also obtain a 
sufficient condition for the convergence of the series representation of 
h^(x) . 
It is possible to regard the general problem of estimation as the 
inversion of certain transforms. This implies that in specific situations 
more direct methods may be available for the construction of the 
U . M . V . U . E .  t h a n  t h e  m o r e  g e n e r a l  m e t h o d  g i v e n  h e r e .  D e G r o o t ( l O )  
has done this for the negative binomial. Fend (12) has also given theo­
rems which in specific situations may yield the U.M.V.U.E. for some 
subclasses of the exponential family. Fend (12) and Rao (21) have 
shown that if for the fixed sample situation the m^^ Bhattacharyya bound 
is achieved when estimating 0 in exponential families, then the 
U.M.V.U.E. for 0 is a polynomial of degree m in the complete suffi­
c i e n t  s t a t i s t i c .  S i m i l a r l y  i f  t h e  d e n s i t y  f u n c t i o n  s a t i s f i e s  E q u a t i o n s  2 . 1 6 ,  
2.17 and 2.18 then any estimable polynomial in 0 of degree m has a 
U.M.V.U.E. which is itself a polynomial of degree m in the complete 
sufficient statistic. We will illustrate this with the _ "lowing Example 1 
o f  F  e n d  (  1 2 ) ,  
Consider the density 




f(x, 0) = 6 ^ exp - x9 ^ 0<x, 0< 6 
Hence we have 
x - e  =  0 ^ ! / ) ^  ( 2 . 9 0 )  
and 
ll0^lP = (mî)^0-^"^ . (2.91) 
Let 
g(0) = a = 0^ . (2.92) 
Then from a theorem of which this is an illustrative example, Fend ( 12) 
gives the U. M. V. U. E. , h^(x) of g( 0) as 
h^(x) = x^/nî (2.93) 
We will verify this by induction. 
Now from Corollary 2, 1 
= 2  ^ (2 .94)  
m=0 
It is easily verified that h^(x) = x^/nî for n = 1, 2 . Assume it holds 
for n-1, then 
2 (''"^) /mî = x"'-^/(n-l): (2.95) 
m=0 
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Using Equation 2, 90 it is clear from Equation 2. 95 that 
Z /m! + en"^ Z /m! = 2- . (2.96) 
'm=0 m=0 a! 
Hence it is sufficient to show that the left hand side of Equation 2. 96 
equals the right hand side of Equation 2. 94. However substituting in 
Equation 2. 54 we have 
•  (2-97)  
Substituting from Equation 2. 97 in Equation 2.96, the left hand side 
reduces to 
( g ) 2  t / ( m - 1 ) +  ( ^ ^ ) ( 2 m + l ) / m ' .  +  { ^ " _ | _ ^ j ^ ) ( m + l )  
m=l 
and the expression in square brackets can be shown to be equal to 
(^)/m! This proves the result. 
It is of some interest that the expression given for the variance in 
Corollary 2. 1 may be useful in deciding the estimability of a given 
function. Thus if a given parametric function g(0) is estimable the 
variance expression is finite, hence whenever that expression is not 
finite, g(ô) is not estimable for the exponential family of densities. We 
will illustrate this with the following example of estimating the inverse 
of the parameter in a Poisson distribution. 
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Z x .  N  ,  




f(x, 0) = e""'~ 8^=" / "" -"i 
and 
g ( 0 )  =  0 " ^  
Then --
2 x .  -  N 0  =  0 0 ,  1 1 
Here 
110^11 = ii!(N/8)" . 
Consider the expression for the variance in Corollary 2. 1 
S (nî)^0"^^^"^^Vnî{N/0)^ = 0~^ Zn!(8N)"^ 
n=1 n=1 
which clearly diverges fof^ny 0 and N . 
The converse to the above situation is clearly false since we may 
obtain finite expressions for the variance even where g( 6) is not esti­
m a b l e .  A n y  n o n - e s t i m a b l e  p o l y n o m i a l  i n  0  o f  f i n i t e  d e g r e e  m a y b e  
used as an example. In particular the binomial distribution is particu­
larly useful in providing examples of non-estimable polynomials. 
It is also clear from the negative binomial example that in cases 
where the estimable parametric function possesses non-vanishing 
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derivatives of all orders, no finite Bhattacharyya bound may be achiev­
a b l e  s i n c e  t h e s e  b o u n d s  i n c r e a s e  m o n o t o n i e  a l l y  a n d  t h e  U . M .  V . U . E .  
achieves the limiting bound. 
So far we have limited attention to the case where 0 is a scalar 
variable. The general case Q Ç (p> 1) may be obtained using the 
same techniques as above. In some parts, the details are different and 
in the next chapter we will consider this problem for the fixed sample 
situation. 
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III. THE MULTIPARAMETER CASE 
A. Introduction 
This chapter deals with the general case of the fixed sample esti­
mation problem where the parameter 8 = ^2' ^ 
p-dimensional vector (p> 1) . The special case p = 1 of this was dealt 
with as a special case of the sequential problem and this more general 
case can also be dealt with in much the same way. The treatment given 
here, whilst, in general follows the same lines as before, is more 
direct and is closer in details to that in Abbey and David (2) for the 
special case p = l - As noted however the general ideas remain the 
same and wherever possible the results of Chapter II will be used. 
Let X = (x^, x^, . . . , Xj^) be a sample from the sample space 
(X, G, •&) where X is a Borel subset of E^ , G is the Borel field af 
subsets of X and • &  =  { p g(x) j  0 e O] is a set of probability measures on 
G such that each PQ(X) admits an exponential probability density func­
tion f(x, 6) with respect to a fixed cr-finite measure |J.(X) which may be 
Lebesgue or counting measure, [in some applications it is convenient 
til to regard the n coordinate x^ of x (n = 1, 2, . . . , N) itself as a 
vector. ] 
It follows from Lehmann (17) that we may assume the density func­
tion f(x, 6) to be of form 
P 
f(x, 0) = a(x) p(0) exp S 0 T.(x) ; 0 = ( 0 , 0 ,..., 0 ) e 
i _ l  1  1  i  ^  p  
( 3 .  1 )  
with Qi, an open p-dimensional rectangle, the natural parameter range. 
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Each T^(x) , (i = 1, 2, . . . , p) is a real valued G-measurable func­
tion and the vector statistic T(x) defined by 
T{x) = (T^(x), T^(x)  T (X))  (3.2) 
is sufficient and complete. In terms of subfields this implies, the sub-
field of G induced on X by T(x) is sufficient and complete. 
By a theorem of Lehmann (17) it can be verified that 'Y( 8) = (l/p(0)) , 
with p(9) as in Equation 3.1, is an analytic in each of the coordinates of 
0 at all interior points of , and further that if u^(n) i = 1, 2, , p 
d e n o t e s  t h e  n ^ ^  m o m e n t  o f  T ^ ( x )  a t  6  ,  t h a t  i s ,  
u.(n) = J T (x)^dpQ(x) , (3.3) 
1 X 
then u^(n) exists for each i and for all n and that 
u. (n)  = P(8)YM(8)  (3 .4)  
where ®) is the n^^ partial derivative of Y( 8) with respect to 9^, 
the i^^ component of 6 . That is 
y{^) _ _9— Y(8) i=l,2, ...,p n=l,2, ... . (3.5) 
^ 98^ 1 
Using the above results we will show that the moments of T(x) 
determine its distribution function and hence from Akhiezer (3) it would 
follow that the polynomials in T(x) are dense in the Hilbert space Vg 
of square integrable (p0(x)) functions of T(x) . 
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Definition 3.1. By a polynomial in a vcctor T(x) = ( T ^  ( x), T^(x), . . . , 
T^(x)) we mean a polynomial in the components T^(x) (i = 1, Z, , p) . 
Formally this definition leads to the following; If 
P 
J(x) = S\.T.(x) (3,6) 
i = l  ^  ^  
where the are arbitrary real constants; then a polynomial in T(x) 
is a polynomial in J(x) . 
Lemma 3.1. The moments of T(x) determine its distribution function 
a t  e a c h  8 ^ 0 .  
Proof. From Feller (11) it is sufficient to prove the corresponding 
r e s u l t  f o r  t h e  f u n c t i o n  J ( x )  g i v e n  b y  E q u a t i o n  3 . 6 .  
For any set of real constants X^we have 
1 ^ 
lu(n)|'' < Z |). I |u (n)r (3.7) 
i = l  '  ^  
where u(n) is the n^^ moment of J(x) . Hence 
|u(n)/n!|"' < S (\ I |u.(n)/nî I"" (3.8) 
i = l  ^  ^  
and therefore 
1 1 
^im sup Iu(n) /nî |  ^  < S iivci sup | X. | | u.(n) /nl J ^ 
i = l  ^  
P — 
= Z X. .&imsup(u.(n)/n! . ' (3.9) 
i = l  ^  ^  
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However from Equation 3.4 
1 I 
|u^(n)/nl = 1{3(0) Y[^V)/n'. !"• 
i i 
=  ) Y ( ' ' ) ( 8 ) / n ! r | p ( 6 ) | ' '  .  
And since P(9) is finite for all 8 g O , it follows from the analytic 
properties of Y( 8) that 
1_ 
<^im sup(-a^(n)/n'. = i^im sup | 8)/nl | < oo for each i . 
Hence from Equation 3. 9 
_1 
iim sup I u(n) /n! f ^ < oo 
which from Feller (11) or Kendall (15) and (16) establishes the lemma. 
It now follows from Akhiezer (3) and Halmos (14) that the polynomials 
in T(x) , regarded as functions of x, are dense in the Hilbert space Vg 
given by 
Vg = P8(x))  .  (3 .10)  
Let Hg be the Hilbert space defined by 
Hg = G,  P8(x))  .  (3 .11)  
Then Vg is a subspace of Hg and from Bahadur (4) the orthogonal 
projection operator P from Hg onto Vg is precisely the conditional 
expectation operator given the subfield of G . Hence since is 
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sufficient and complete, projection onto Vg yields the U.M. V.U.E. 
when applied to any h e H g  which is an unbiased estimator of a given 
e s t i m a b l e  p a r a m e t r i c  f u n c t i o n  g ( 9 )  .  I n  t h e  n e x t  s e c t i o n ,  w e  w i l l  u s e  
the results obtained in this to, obtain a limit in the mean representation 
o f  t h e  U .  M .  V . U . E .  
Let g(9) be estimable and let be the class of unbiased estima­
tors of g(0) in Hq . It is clear from the arguments of the preceding 
section that 
where h^(x) is the U.M. V.U.E. of g{ 6) . Further if any arbitrary 
element h(x) of U^ is available, h^(x) is obtainable by the method of 
Rao-Blackwellisation. We will define a complete orthonormal set for 
of any h(x) in U^ whatever. This construction is possible because of 
certain analytic properties of g(9) which are given by the next lemma, 
and which have been established in Lemma 2.5 for the case p= 1 . 
Lemma 3.2. Let h(x) be an unbiased estimator of g(0) . Then 
B. Construction of U. M. V. U. E. 
Ug n Ve = £h^(x)3 ( 3 .  1 2 )  
Vg and then use the characterization of h^(x) given by Equation 3.12 
to obtain a representation of h^(x) and of its variance without knowledge 
(i) the parametric function 
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analytic function in each of these variables in the region R of parameter 
points for which * • * » ^p) an interior point of Cl . 
(ii) the derivatives of all orders with respect to the 6's of g(8) 
can be computed under the integral sign. 
Proof. Since P(9) is analytic in each of the 0's , it is sufficient to con­
sider the integral 1(9) defined by , 
Now from Lehmann (17), it is sufficient to prove the result for integrals 
of form 
1 ( 0 )  = J h(x) a(x) expS 6 T. d[j.(x) 
X ^ 
1(0J.) = J h(x) û!(x) exp 0^ T^(x) d(j.(x) 
However the proof of this follows directly that of Lemma 2.5. 
Let n > 0 be any integer and let [n^|i = 1, 2, . . . , p} be any set of 
non-negative integers such that 
P 
S n. n  n ^  =  0 ,  l , 2 , . . . , n f o r e a c h i  .  ( 3 . 1 3 )  
i = l  ^  
Let 
^1,  .  .  .  ,np)  = C n, n 
9 0 / ,  .  .  .  ,  8 0  P  
f(x, 0)]/f(x, 0) n^ not all 
zero 
( 3 . 1 4 )  
and 
ii) (x) = ii) (x, n, , . . . , n ) - 1 n. = 0 for all i and any n 
o n 1 p 1 
( 3 . 1 5 )  
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since we may take f(x, 0) > 0 x e X, n^, . . . , n^) is well 
defined for each n > 0 . 
It is easily verified that for any n and any set [n^] satisfying 
Equation 3.13, n^, . . . , n^) is a polynomial in T(x) of exact 
degree n . Moreover since p is finite, there is only a countably 
infinite number of these polynomials. Let be any enumera­
tion of them such that !j)^(x) = 1 . It follows from Cheney (9) that the 
elements of are linearly independent and further that any poly­
nomial in T(x) may be obtained as a linear combination of these ele­
ments. Using the Gram-Schmidt orthonormalization process, therefore, 
we may obtain a complete orthonormal set for Vg with each 
a linear combination of ij)^, . . . , since the set of polynomials 
is dense in Vg . Clearly we have = 1 since ij)^ is orthogonal 
to for any n > 0 . 
Now if h(x) is any unbiased estimator of g(6) then from Lemma 
3. 2 we have 
ni l  
J h(x)!/)^(x; n^^, . . . , n )dpg(x) = — —g(8) • (3.16) 
^  3 6 /  s e  P  
And in particular 
J  h(x)0^(x) dpQ(x) = g(6) . (3.17) 
X 
Let 
(h, <Pn^g = Jh(x)(Pn(x) dpg(x) . (3.18) 
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Then since is a linear combination of (0^3 it follows that from 
Equations 3. 16, 3. 17 and 3. 18 that the inner product (h, <P^)Q is a 
linear combination of g(6) and its partial derivatives and is independent 
of the choice of h in U . g 
We therefore have the following theorem which gives the limit in 
the mean representation of the U. M. V. U. E. , h^(x) of g( 8) , as well 
as an expression for its variance. 
Theorem 3. 1. Any estimable parametric function, g( 0) , possesses a 
unique U.M.V.U.E., h^(x) , which is given by 
oo 




Var(h (x)) = 2 (h, (pJg 
n = l  
where (h, <p^) is a linear combination of g(6) and its partial deriva­
tives and h is any unbiased estimator of g( 0) . 
Proof. Follows from the fact that is a complete orthonormal set for Vq. 
The series for h^(x) given in Theorem 3. 1 is too general for any 
criteria for pointwise convergence to be given. In specific applications 
or special cases it may be possible to examine the possibility of conver­
gence either by the use of Lemmas 2. 6 and 2. 8 and their possible gener­
alizations or by the techniques available in the general area of pointwise 
c o n v e r g e n c e  o f  g e n e r a l i z e d  F o u r i e r  s e r i e s .  
In the next section we will consider some applications and wherever 
possible discuss the problem of convergence. 
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C. Some Special Cases and Conclusions 
For the exponential class of densities considered in this chapter it 
is readily verified from F end (12) and Seth (22) that the density function, 
f(x, 6) satisfies the following set of p equations 
T ( x ) - N e  =  E  ^  ! / ) ( n  , n  ,  .  .  .  . n  )  i = l , 2 , . . . ,p ( 3 . 1 9 )  
^  n , , n _ , . . . , n  P  1 Z p ^ 
where the K's depend only on 8 and in this section we are writing 
P 
!/)(n, , n_, . . . ,n ) = ip (n,, n_, . . . , n ) ; Zn.= n . (3.20) 
P i 6 p 1 
We will consider two special cases of Equation 3. 19 both with p = 2 . 
The first generalizes the scalar parameter case dealt with in sections 
C and D of the previous chapter. Thus consider the case in which the 
density function satisfies the two equations 
T^(x) _ N8^ = K^(0^) !/)(!. 0) (3.21) 
and 
T ^ ( x ) - N 8 ^  =  K 2 ( 8 2 ) ^ ( 0 .  1 )  ( 3 . 2 2 )  
where K^(0^) , is a quadratic in 0^; (i = 1, 2) with constant coefficients 
independent of x . 
Using Equation 3.21, it follows from Seth (22) that 
!/)(n+l, 0) = 0(1. 0) !/)(n, 0) - A^^0(n, 0) - B^^i/)(n-l, 0) (3.23) 
n = 1, 2, . . . 
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where 
A .  =  i i K ' / K  ( 3 . 2 4 )  In 1 ^ 
and 
=  n ( n - l ) K " / 2 K  +  n N / K  .  ( 3 . 2 5 )  
Further 
i, 2  ||!/)(n, 0)ir = n B,. . (3.26) 
i = l  
It is easily verified that the corresponding equations for 0(0, n) are 
valid and further by induction that 
0(n, m) = 0(n, 0)0(0, m) . (3.27) 
Hence taking expectations of both sides of the above equation, 
(0(n, 0), 0(0, m))Q = 0 n, m> 0 8 g O . (3.28) 
Again from. Seth (22) 
0(n,  0)  = Z a  0(1,  O)"" (3 .29)  
j&=0 
where the a's are real constants. 
Let j > 0 be an arbitrary but fixed integer, then from Equation 3. 27 
and successive application of Equation 3. 23, we have 
; n+j 
0 ( 1 ,  0 ) " ^  0 ( n ,  m )  =  S  b . 0 ( i ' ,  0 ) 0 ( 0 ,  m )  ( 3 . 3 0 )  
j&=0 
where the b's are functions of the B's in Equation 3. 25 and b^=0 unless j=n . 
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Now from. Equations 3. 29 and 3. 30 we have 
n+j 
0) !/)(n, m) = S dMZ, 0)0(0, m) (3. 31) 
^=0 
where the d's are constants and d^ = 0 unless j = n. Using the corre­
sponding equations for j/)(0, n) we immediately obtain, by repeating the 
arguments above, 
n+j m+Z 
!/)(0, i)!/)(j, 0)!/)(n, m) = S S c. !/)(i, 0) !/)(0, u) (3.32) 
i = 0  u = 0  
with c =0 unless i=n and Z = m. 
oo •' 
And substituting from Equation 3.27 in Equation 3. 32' we have 
n+j m+^ 
^(j ,  .6)^(n,  m)  = Z .2  0)^(0,  u)  .  (3 .33)  
i=0 u=0 
From Equation 3. 28, therefore, we have upon taking expectations 
(!/)(j, JL), 0(n, m))g = 0 unless j=n and X = m . (3. 34) 
And hence from Equation 3. 26 and the corresponding one for !^( 0, m) , 
P n m 
()/)(n, m), i/)(n, m))û = ||!/)(n, m)|L = ( Il B , .)( Il B_ ) . (3.35) 
i=l j=l 
Clearly then, the elements of {i^(n, m)} are mutually orthogonal with 
n o r m s  o b t a i n a b l e  f r o m  E q u a t i o n  3 . 3 5 .  
We therefore have the following corollary to Theorem 3.1. 
Corollary 3.1. For the exponential class of densities satisfying Equa­
t i o n s  3 . 2 1  a n d  3 . 2 2 ,  s u c h  t h a t  K ^ ( S p  i s  a  q u a d r a t i c  i n  0 ^  ( i  = 1 ,  2 )  ,  
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any estimable parametric function, g(0) , possesses a unique 
U. M. V. U. E. , h^(x) , which is given by 
h (x) = i-.i.m. S S g^_(8) m)/||!/)(n, m)|| 
^ n=0 m=0 
GO OO 
with variance 




and ^(n, m) is given by Equations 3. 14 and 3. 20. 
Proof. Follows directly from Theorem 3.1. 
For the case p = 1 , Corollary 3. 1 reduces to Corollary 2. 1. In 
particular if T^(x) and T^(x) are independent so that the density func­
tion f(x, 0) factors into a product F^(x, 8^)F^(x, 0^) then we may obtain 
pointwise convergence of the series for h^(x) given in Corollary 3. 1 at 
least for g(0) a polynomial in 8^, 0^ from the lemmas given in Chapter 
II; since in this case it is easy to show that the U. M. V. U. E. for g( 0) 
will be a sum of products of U. M. V. U. E. 's each of which has a pointwise 
c o n v e r g e n t  s e r i e s .  
Again if g( 0) is a function of 0^ (i = 1, 2) only then it is possible 
to obtain pointwise convergence criteria from those given in Chapter II. 
It is also easy to see that the restriction p = 2 is purely for convenience 
and the considerations here are valid for p > 2 but finite. 
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Example 1. Consider a random, sample of size N from a bi-parameter 
2 2 
normal population with known variances , cr^, zero correlation and an 
unknown vector 0 = (0^, 0^) of means. Let x = (x^^x^^, ^^2^22' ' ' 
, Then by direct calculation we have 
N 2 
2 x ^ .  -  N 0 ^  =  ( T ^  i / ) ( l ,  0 )  
N 2 
S x 2 i  -  N 0 ^  =  0 - ^  l p ( 0 ,  1) 
and 
||0(n, m)||^ = N^'^^'nî ml 
Clearly the conditions for Corollary 3. 1 all hold and hence all the con­
clusions arrived at above hold for estimation problems involving 0 . 
Seth (22) has considered the following example of the more general 
f o r m  o f  E q u a t i o n  2 . 1 9  ( p  =  2 )  .  
Example 2. Let x = (x^, . . . , x^) be a random sample from a 
normal distribution with mean 0^ and variance 0^ . Then Seth (22) has 
shown that the density function satisfies the equations 
T^(x) - N0^ = 2N0^^(N-1)"^!/)(1, O)-0J(N-1)!/J(O, 2) (3.37) 
and 
T2(x) - N8^ = 8^ ^(0, 1) (3.38) 
where 
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1 -2 T^(x)  = N(N-l) -^Z(x._x) ' '  (3 .39)  
and 
T^(x) = 2x^ . (3.40) 
In this case the elements of [0(n, m)3 are not all mutually ortho­
gonal. However from Equation 3.38 it is easily verified that the ele­
ments of the subset [l^(n, 0)3 are mutually orthogonal and also that 
0(0, 1) is orthogonal to every other element of {l^(n, m)3 . It also 
follows from Equation 3.37 that 0(1, 0) and 0(0, 2) are not orthogonal. 
Indeed 
( 0 ( 1 ,  0 ) ,  0 ( 0 ,  2 ) )  =  N / 8 ^  =  •  ( 3 . 4 1 )  
The following results may also be verified; 
||0(1, 0 ) f  = N/28^ (3.42) 
110(0, l)f = N/e^ (3.43) 
| |0(O,  2 ) f  = 2N^/8^ (3 .44)  
(0(1 ,  0) ,  0(n,  0))g  = 0  (3 .45)  
(0(0 ,  2) ,  0(n,  0))g  = 0  .  (3 .46)  
Hence if g(8) = 8^ , then from Theorem 3.1, the U. M. V. U. E. h^(x) is 
given by 
6 6  
h ( x )  =  8 ^  +  2 8 _ ^ ( 0 , l ) / | | ^ ( 0 , l ) f  +  2 1 ^ ( 0 ,  2 ) / | | ^ ( 0 ,  2 ) 1 1 '  
2 ' " 2 
2 0 
( 3 . 4 7 )  
110(0,2)11 X 21 
^(0,2)  ^(1,0)  
U i O , Z ) f  X  21 
i i 0 ( o , 2 ) i r  
11)^(0,2)|r 
^21 11^(1'0)1 
Substituting from Equations 3.41, 3.42, 3.43, 3. 44 we obtain 
h  (x)  = 8^+ 2N8g8j^^(0,  l )  +  8^rr^^(0,  2)+8^N"^(N-l) ' '^C^(0,  2)_2NlKl ,  0)  ]  .  
( 3 . 4 8 )  
Using Equations 3. 37 and 3. 38 this further reduces to 
h^(x) = [T^(x)/N]^ - T^(x)/N' (3 .49)  
which is known to be the U.M.V.U.E. of 0^ • Again from Theorem 3. 1 
the variance is given by 





N / 8 ^  N / 2 8 ^  
= 48^8^/N + 28^/N^ + 28^/N^(N-l) 
= 48^8^/N + 28^/N(N-l)  
It is interesting to compare the results here with those obtained by 
Abbey (1) for estimating 0^ when 0^ is assumed known. In that case 
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!/)(n, 0) are all zero and hence do not enter into the construction. The 
results here indicate that even where the parametric function g( 0) de­
pends only on one coordinate, its U.M. V.U.E. will usually involve 
derivatives of the density function with respect to -the other coordinates 
of 9 if these are not orthogonal to all the derivatives with respect to 
the relevant coordinate. In some cases it may be possible by repara-
meterization to obtain mutual orthogonality of the [0(n, m)} . From the 
above discussion, this is desirable since it leads to less computations 
in the construction of the U.M. V.U.E. as well as making the criteria 
for pointwise convergence d,eveloped in Chapter II applicable. 
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