The overall efficiency of a regenerative chamber for a glass furnace mainly relies on the thermo-fluid dynamics of air and waste gas alternatively flowing through stacks of refractory bricks (checkers) determining the heat recovery. A numerical approach could effectively support the design strategies in order to achieve a deeper understanding of the current technology and hopefully suggest new perspectives of improvement. A computational fluid dynamics (CFD) scheme for the regenerator is proposed, where the real geometry of the solid phase is modelled as a porous solid phase exchanging heat with the gas stream. Satisfactory data fitting proved the reliability of the present approach, whose applications are proposed in the last section of this study, to confirm how such a CFD modelling could be helpful in improving the overall energy efficiency of the regeneration chamber.
Introduction
In the whole of the process industry, attention is focused towards prevention by inherent safer features and rethinking the processes: these trends do not hold only for safety, health, and environmental protection, but of course also for product quality, energy management, and process operability [1] . On this basis, quality standards and process efficiency must be fulfilled at the same time in glass production, despite the fact that this industrial sector is traditionally quite conservative towards innovation or experimentation. Such a skepticism could be related to the inherent difficulties in managing a process which expected lifetime spans over a period ranging from five to eight years of continuous production. As a consequence, a numerical approach can be helpful in predicting the yield of the aforementioned processes, in delivering guidelines for an environmentally sounder glass industry and in assessing the validity of innovative solutions. Furthermore, such a technique proves to be successful in matching the operating regimes of glass furnaces with those pertaining to other plant units downstream. In this context, one of the most important aspects is related to the fluid dynamics of regenerative chambers for end port furnaces. The heat recovery in regenerative chambers for glass furnaces is obtained by switching the fluid flow through assembled refractory structures called "checkers". The heat of waste gas is absorbed by the refractory bricks (hot period) and then released to the combustion air when the cycle swaps (cold period) about every 20 min. Despite few major improvements due to material technology evolution, it is widely reported that the regenerator model here considered is still the heritage of the 1850 Martin-Siemens open heart furnace, ensuring a heat recovery efficiency level of 60%-68% compared to a theoretical limit value of 75%-80%, depending on the type of fuel and process parameters [2] . Such a relatively small value can be explained remembering that the mass flow rate and specific heat transfer coefficient of air are lower than for waste gas, so that not the whole of the heat provided during the hot period can be recovered during the cold period. Likewise different high-energy consumption and high-pollution furnace processes [3] , heat recovery, and energy efficiency represent research topics of major importance.
A recent approach to improve thermal efficiency of packing with a higher heat exchange rate was based on a new refractory cruciform design [2] . In an ideal case, the optimization of furnace performance would be based on adjusting operational variables, as demonstrated by the rigorous optimization of burners performed in a European oxygen-gas fired glass furnace [4] . Several theoretical studies focused on modelling the thermodynamics of a fixed bed regenerator are available in the scientific literature (e.g., [5, 6] ). A model for the estimation of regenerator performance under different furnace loading conditions was recently developed according to a simplified approach where the overall heat transfer coefficient is calculated for a steady state condition and corrected for cyclic operation [7] . Reboussin et al. [8] proposed a computational fluid dynamics (CFD)-based procedure to estimate a global thermal coefficient for the checkers with calculations for a single channel and data validation for an experimental Saint-Gobain regenerator. In their study, the disposal of refractory bricks inside the checkers is arranged to form a dense array of vertical channels. Despite the merit of this ansatz, we remark that their single-channel approach would imply an excess of computational burden if applied to a full scale geometry (as explained in the next sections), thus the aim of the present work consists of extending the fluid-dynamical analysis to the whole regenerator so that it could be a reliable tool for the designers, while maintaining a good level of accuracy. The basic idea inspiring this work relies upon extending the aforementioned modelling to the whole checkers zone, using a CFD module capable of overcoming the previously outlined drawbacks. The remainder of this paper is as follows: in Section 2, we provide a description of the plant, including some details concerning the geometry and the structure of the elements characterizing the heat exchanger. In Section 3, we outline the numerical modelling paying rigorous attention to the discretization technique and to some simplifying assumptions concerning the thermodynamics of the gas streams. In Section 4, the results concerning the temperature, pressure and velocity profiles inside the regenerator chamber are presented and two different configurations in the chamber geometry are compared in terms of efficiency optimization, utilizing as well smoke experimental data. Finally, in Section 5 we draw conclusions and outline the direction of future works.
Plant Layout
As depicted in Figure 2 , a typical regenerative chamber for the glass industry consists of three zones: the top chamber, the bottom chamber, and the checkers in between. Each zone exerts a double role depending on the cycle: the top chamber spreads the flow from the checkers to the melting tank (cold period) and vice versa (hot period); analogously, the bottom chamber redistributes the flow from the waste gas port to the checkers and vice versa. In addition to the heat recovery, the checkers create a stack effect due to buoyancy forces. As shown by the experimental data reported in Figure 3 , the top-bottom pressure profile inside the chamber during the cold period is characterized by a typical chimney behavior, with larger pressure values at the top and lower values at the bottom.
In End Port furnaces, two ports connect the melting tank at the front with two identical vertical regenerative chambers at the back (see Figure 2) . The aforementioned chambers are not a part of the furnace itself, but they represent a separated structure. Under each port, three burners can be fitted as a maximum, so that the flame travels from one port toward the opposite wall of the tank making a U-turn before being discharged throughout the other port. Inside each one of the two regenerators, thousands of refractory bricks are piled up in stacks to form a thick array of vertical channels several meters tall (see Figure 4) . Typically, the bricks are electrically molten refractory products based on an alumina-zirconia-silica composition (AZS) allowing high thermal and corrosion resistance in contact with aggressive environments. These technical requirements are essential for the economic sustainability and evolving constraints of the glass manufacturing process.
It is intriguing to observe that, during the phase when the checkers are heated by the gases coming from the furnace, the bricks are subject to high chemical stress owing to the compounds present in gas furnace emissions. In particular, we can name nitrogen oxides, sulfur trioxide, sulfur dioxide, and free halogens. Among the latter compounds, though being present only in traces generally not exceeding 10 parts per million (ppm), fluorine is one of the most active agents capable of triggering unexpected corrosion processes even on relatively inert materials, owing to its extreme chemical reactivity which is greater than any other electronegative element.
In order to realize the heat recovery, the flow path is switched from one chamber to another at constant time intervals (approximately 15-20 min). ; reference velocity U = 1 m·s
With the aforementioned data, we obtained Ri  2.04, a value consistent with the actual role of the buoyancy forces.
Theoretical Modelling
The overview of a typical End Port furnace shown in Figure 1 illustrates that, despite the geometry of the chamber being rather simple, at the same time the piles of checker bricks create a complex and very large structure. The cross-section of one brick is about 200 × 200 mm 2 and it would require a mesh size of less than 20 mm to fill a fluid domain of nearly 120-150 m 3 . Clearly, this requirement implies a heavy burden in terms of memory and computational time and it is indeed far beyond the purpose of this work. A well-established technique for similar problems [9] relies upon adopting a porous model set-up to conveniently capture the physics inside the checkers, instead of describing the real geometry.
The pressure values presented in Figure 3 are time averaged over one-minute sampling, performed by a portable analyzer. The estimated error is about ±1 Pa.
Collection of reliable temperature data is more critical. The furnace is equipped with control structure-embedded thermocouples located inside the plant but their measurements are not entirely reliable due to overestimation, mainly in the presence of radiation. The estimated temperature error is in the range of 20-30 degrees.
Geometry and Numerical Details
The discretization of the embedding space often represents a crucial aspect common to other modelling problems concerning heat [10] and mass transfer/diffusion [11] in many disciplines pertaining to both technical and scientific literature. Following the chamber scheme of Figure 5 , four different domains were meshed separately and then joined together through interfaces. The commercial code ICEM (Integrated Computer Engineering and Manufacturing)-CFD was used and its blocking technique applied to each domain to obtain high quality fully hexahedral meshes in the distinct regions of the control domain, according to a simulation approach successfully applied in modelling coke oven chambers used in coal dry distillation plants [12] . In this way, as shown in Figure 6 , we focused on the bottom chamber meshing by properly taking into account its structurally complicated geometry with a spatial resolution of about 20 mm. The final grid comprised 4.0 × 10 6 cells with a minimum orthogonality value of 0.63 and a maximum aspect ratio of 4. This grid allowed satisfactory results to be obtained when compared with the experimental data presented in Figure 3 . An alternative coarser mesh also gave acceptable results but with a weaker convergence level; the 4M cells mesh guaranteed a tighter convergence of the normalized residuals for continuity (around 10 Some of the material properties and environmental conditions were simplified to avoid additional algorithmic complications: continuity, momentum, turbulence, and energy balances were modelled according to standard and well established CFD procedures [13] . More specifically, SIMPLE steady-state algorithm (Semi-Implicit Method for Pressure Linked Equations) was used for the calculations, with second order accurate discretization schemes for all equations. K-ε standard scheme was used for turbulence modelling and since different velocity scales inside the domain lead to y+ values ranging from 60 to10, adjusted scalable wall-functions were adopted.
The data reported in the aforementioned Figure 3 suggest two preliminary considerations: first, the thermal gradients are very large, as the temperature dependence of gas properties cannot be neglected; second, the pressure distribution of the air chamber is typical of a buoyancy driven flow (stack effect) with the higher values downstream of the checkers and the lower values upstream. Hence, in order to simulate appropriately the system under conditions close to reality, it is mandatory to determine the role of temperature on the fluid and the actual resulting buoyancy variation.
(a) (b) Figure 6 . Blocking approach (a) and resulting mesh (b) for the bottom chamber.
Governing Equations
Both waste gases and air were considered as a mixture of different gases, whose thermo-physical properties were modelled as follows [6, 8, 14] :
 The viscosity μ is determined according to the Sutherland formula, which proved to be satisfactory for several gases in a wide range of temperature T. For each gas, a specific value of the parameter S, the Sutherland constant, is put into the following expression:
where T′ = 273 K and μ′ = μ(T′) are reference values. This expression tends to increasingly underestimate the viscosity of the fluid above 1000 K. Nevertheless, the error at 1773 K (corresponding to highest temperature value in the calculations performed for the hot period) is around 5%, namely an acceptable value given the purpose of this study.  The equation of state for ideal gases supplies the simplest link between the density, ρ, the average molecular weight, M, and the other thermodynamic variables of the process as follows:
 The specific heat at constant pressure cp can be conveniently described by a fourth-order polynomial expression as from the NIST Database [15] , namely: 
where R is the universal gas constant and the values of coefficients ai are those pertaining to air. Despite the seemingly simple approximation, this choice proved to be satisfactory in data validation, as is shown in the following.  The thermal conductivity λ is evaluated according to the Eucken Modified approximation based on the kinetic theory of gases, as follows:
The introduction of mass balance equations for each chemical species in the gas streams can be useful to make a comparison between the numerical results and the experimental chemical analyses. Since no detailed experimental data can be obtained on the velocity fields inside the chambers, the concentrations of the chemical species represent a useful marker in order to obtain further information on the flow under different operating conditions, as discussed in the applications.
Inside the checkers, three major physical phenomena can be recognized: heat exchanges between the fluid and the refractories, temperature induced buoyancy forces, and head losses caused by the obstruction of the checkers to the flow. As far as heat exchange inside the porous domain is concerned, two possible approaches exist. In the former, a thermal equilibrium between the solid and the fluid phase is assumed, while in the latter the two phases are treated separately. Despite the latter hypothesis being often adopted in regenerator modelling, it poses problems of stability and convergence that are currently beyond the purpose of the present study. Namely, the non-equilibrium approach requires the knowledge of global thermal coefficients to model the solid-fluid heat exchange. A correct estimation of such coefficients during both periods of the regenerator would imply additional information about many physical aspects concerning natural/mixed convection and radiation. On the other hand, when temperature data are available inside the regenerator (which is very often the case), the equilibrium approach is nevertheless appropriate and less demanding.
The conservation equation, in divergence conservative form, for internal energy h can be expressed as follows [16] :
Under equilibrium hypothesis, we assume that the temperature gradients occur almost entirely inside the checkers and a volumetric source/sink term Si, whose magnitude is estimated by the temperature experimental data in order to take into account the inter-phase heat exchange, is present at the right hand side of the previous equation. Si can be evaluated by means of integration of the specific heat at constant pressure for the i-th fluid between the measured temperature values at upstream (T1) and downstream (T2) side of the checkers; namely:
where Fi is the mass flow rate of the i-th fluid and V is the total apparent volume of the porous medium. On this basis, heat flux between gas and solid (checkers) is modelled using the aforementioned source term as a specific heat flux; we estimated it using reference inlet/outlet temperatures and mass flow rates from experimental data measured ad-hoc or acquired from the process monitoring system, under steady-state operation.
The momentum balance equation can be written as:
where τ is the shear stress tensor. The gravitational term included corresponds to the so-called "fully buoyant" approach since the temperature gradients are large across the domain and Boussinesque-like approximations of buoyancy do not seem to be suitable for this case study. The resistance exerted by the porous medium on the gas stream was also modelled with the addition of a volumetric source term S p to the momentum equation. This term is the sum of viscous and inertial contributions which, in the most general case, can be different for the three directions in space. On the other hand, the gas flow along the checkers has a preferential vertical direction, as the piles of bricks form a structure very similar to a tube bundle where the cross-flow between neighboring tubes is strongly inhibited (if not completely blocked). Thus, the corresponding porous model must preserve a high anisotropy and its resistance coefficients were calculated only for the vertical direction. For the remaining directions, resistance coefficients values up to three orders of magnitude higher were chosen in order to ensure the onset of a vertical velocity field. Finally, the momentum source/sink term for the i-th cartesian direction can be written as:
The first term on the right-hand side of Equation (9) is related to viscous losses (Darcy law), while the second one accounts for inertial losses.
For the calculation of vertical porous permeability αy and inertial resistance factor Cy, a 1.5 m length "checker tube" was considered (as shown in Figure 7) and several calculations at different bulk velocities were performed, so as to obtain the resulting pressure gradient. These data, plotted on a pressure-velocity plane, can be fitted with a quadratic polynomial form as follows:
where δ is the thickness of the porous medium, Δp is the corresponding head loss, and ubulk is the average fluid velocity. The coefficients k1, k2, αi, and Ci are estimated by comparison of Equations (9) and (10) and they are given as input to the software here adopted. As depicted in Figure 8 , we considered both top and bottom thermal conditions of the checkers in order to account for the frictional losses dependence upon the constantly varying fluid properties along the checkers. The porous resistance coefficients inside the model are supposed to vary linearly between top and bottom. The proposed approach was applied in the simulation of both air flow and waste gas cycles, adopting the domain boundary conditions summarized in the already mentioned Figure 5 . Since mass flows are known data for a given chamber, they can be easily enforced as inlet boundary conditions; if the calculation involves mixing fluids (i.e., waste gas recirculation application, as will be briefly discussed in the next section) the molar concentration of each compound must be specified as well. At the outlet of the domain, the Neumann "outflow" boundary condition ensures the best convergence of the residuals; moreover, the Inlet-Outlet pressure gradient across the domain is not imposed but it offers a first test for the reliability of the approach. Thermal boundary conditions at the wall are implemented differently depending on the evolving fluid: during the air period, the wall temperatures are applied to the domain boundaries while a negative (cooling) heat flux is imposed for the waste gas period. Interfaces at the porous domain boundaries do not require particular conditions but they need interpolation between non-conformal surface meshes. The error introduced at the interfaces is limited despite local grid dimensions having been kept equal on both sides of the embedding space. As far as the single tube calculations are concerned (see Figure 7) , a similar set of boundary conditions was applied with the exception of a symmetry condition at the lateral openings of the bricks. A hole is present on each side of a single brick both to reduce the weight of the brick and to avoid preferential paths of the fluid in case of clogged tubes. With the only exception of the bricks close to the lateral walls of the checkers zone, each tube is linked with four adjacent tubes: a symmetry condition is more suitable for the openings of the bricks in order to account for this recursive pattern.
Results and Discussion
The calculations were performed by the commercial CFD code ANSYS-Fluent ® (ANSYS Inc., Canonsburg, PA, USA) over the whole chamber domain, for both air and waste gas cycles. We developed the regenerator model of ANSYS-Fluent ® as it had been successfully adopted to evaluate the performance of new cruciform refractory solution in a glass furnace, at an affordable computational cost [2] . Several simulation runs were firstly performed to analyze the variations of temperature fields throughout the different process phases. As an example, Figure 9 shows the temperature profiles for both air and exhaust gases at a middle transversal section of the regenerative chamber. The effect of thermal energy transfer is clearly visible and the different flow distribution due to flow direction (bottom-top for air and top-bottom for exhausts) can be detected in the contour pattern. Figure 10 shows the flow pattern of air and waste gas for a typical chamber configuration and it clearly explains how the flow is strongly forced in the vertical direction inside the checkers. The pressure streamlines show that there is a gradient of about 120 Pa for waste gases and 60 Pa for air between top and bottom chambers, a result which is in fairly good agreement with the experimental data of 107 Pa and 70 Pa respectively. Looking at the air cycle, it appears that the flow is quite smooth along the chamber and that the flow recirculation is induced by the solid structure. In the waste gas cycle, the streamlines from the port to the checkers are quite complicated with a strong recirculation pattern that would endanger the flow uniformity inside the chamber. This trend represents a key aspect for both the structural integrity and the thermal efficiency of the regenerative chamber. The present CFD model can effectively explain the effect of the chamber aspect ratio on the flow homogeneity at the chamber top and on the overall thermal efficiency of the system. In Figure 11 , the results of such an analysis are shown: the vertical component w of the velocity vector is contoured on the regenerator top plane and the values of the relative standard deviation σw for the w-velocity distribution on the same control plane are given. Longer chambers avoid impingement of the flow into the opposite wall (as visualized in the square chamber on the left-hand side of the above Figure 11 ) and enhance the actual quality of the flow feeding the checkers. ] is the average vertical velocity, while σw is its relative standard deviation.
A further practical application of the CFD model consists of redesigning the ducts for a chamber where the uneven discharge of waste gas mass flow could reduce the overall regenerator performances, as clearly visible in Figure 12 . in the right duct). The sharp non uniformity in the exhaust hot gases distribution and consequent high temperature result in a reduced thermal efficiency of the regenerator. After a proper redesign and verification procedure, based on the CFD model, the problem was correctly overcome (Figure 12 , right snapshot). A different cross section for the two ducts was introduced according to the 3D flow structure simulated by the numerical approach and almost equal mass flow rates were obtained for the two exit ducts (3.019 kg·s in the right duct). Additionally, as clearly evidenced in the same Figure 12 , the modified plant configuration is characterized by a more uniform pressure distribution at the control plane (regenerative chamber bottom section), with positive effects for both flow and thermal uniformities and connected reduced structural stress.
A further noteworthy application and a strong opportunity for CFD model validation is connected to the development of a waste gas recirculation technique. Namely, a certain percentage of waste gases is injected into the combustion air in order to lower the oxygen concentration obtaining a milder combustion with a reduction in nitrogen oxides production, consistent with an inherent safety approach through the guideword "attenuation". The only modification to the model described so far, is the distribution of gas composition at the bottom chamber inlet to identify the clean air and the (recirculated) waste gas mass flow inlet. The CFD analysis gives the flow path of the waste gases through the regenerator from the bottom chamber up to the port in the upper part. The above recirculation strategy was investigated and designed for an existing glass production plant according to the CFD simulations here outlined. The optimal solution developed according to the simulation campaign was adopted in the final detailed design of the plant. After the installation of the gas recirculation system, several experimental series were performed on site and the measured quantities were used to validate the flow pattern predicted by simulation runs.
The concentrations of chemical compounds were measured by means of an analyzer (Testo S.p.A., Milan, Italy) equipped with suitable electrochemical cells for the quantitative analysis of O2, CO, NOx, and SOx at high sampling rates (accuracy ± 0.8% for oxygen, 5% for other compounds; resolution 0.1% v/v). The smoke is passed into a properly designed sequential system, already tested at similar severe operating conditions [17] , allowing after sampling, cooling, dehumidification, and retention of particulate matter, also useful in view of the analysis of further smoke compounds. It is worth recalling that these kind of experimental series carried out within an industrial furnace plant suffer from severe limitations of the sampling procedure, mainly due to the limited access to the system and to extreme local environmental conditions. As a consequence, a limited number of measuring positions in the top section plane were considered and the control plane was divided into nine cells having the measuring point as centroid. Three measurements were considered for the port section and classified as bottom (B), middle (M) and top (T) according to the vertical sampling probe positioning. The measured concentration values were assumed as being representative of the corresponding cell of the domain. Analytical accuracy and precision were assessed by performing replicate measurements (n = 5), with calculated experimental error lower than 5%. The CFD simulation data were post-processed in order to compare them with the above experimental results and averages of local mesh values were obtained at the nine control cells. In Figure 13 , a sketch of the chamber is depicted: the left snapshot refers to the top section with nine control cells, while the right one pertains to the middle cross section with three control points. Table 1 The agreement between the experimental data and the numerical calculations observed on the top section for air and exhaust gases entering the chamber at the bottom plane is fairly good. This result can be interpreted as a satisfying validation of the present CFD model for the regeneration chamber under investigation. The validation results suggest that this approach can be applied in chamber simulation to obtain adjustment, control models, and hopefully design optimization, at least as a first screening tool, given the simplifying assumptions on which it relies.
Conclusions
The developed CFD model for regenerative chambers provided good performance in terms of flexibility, accuracy, and reliability of quantitative results. As far as energy efficiency is concerned, the computational approach could be helpful in future plant design. The porous domain assumption is realistic and the handling of heat recovery through addition of source terms to the energy equation simplifies the problem setting. Nevertheless, the major drawback of this approach is the need, a priori, of experimental reference temperature data. A further step in the refined model development would be the introduction of a non-equilibrium thermal model inside the porous domain. Following this refinement, the fluid and the solid phases will be handled separately by the solver and once the heat transfer mode has been properly defined, the model will be capable of giving reliable results for advanced regenerative chamber design, without the need of time consuming extensive temperature data for calibration.
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