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Abstract
Multiresolution analysis of tempered distributions is studied through multiresolution analysis on the cor-
responding test function spaces Sr (R), r ∈ N0. For a function h, which is smooth enough and of appropriate
decay, it is shown that the derivatives of its projections to the corresponding spaces Vj , j ∈ Z, in a regu-
lar multiresolution analysis of L2(R), denoted by hj , multiplied by a polynomial weight converge in sup
norm, i.e., hj → h in Sr (R) as j → ∞. Analogous result for tempered distributions is obtained by dual-
ity arguments. The analysis of the approximation order of the projection operator within the framework of
the theory of shift-invariant spaces gives a further refinement of the results. The order of approximation is
measured with respect to the corresponding space of test functions. As an application, we give Abelian and
Tauberian type theorems concerning the quasiasymptotic behavior of a tempered distribution at infinity.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In wavelet theory one often starts with the multiresolution analysis defined by a scaling func-
tion, see Section 2. Multiresolution analyses of Lp(Rn), 1 p ∞, and related approximations
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23,25]. It is known that under rather weak hypotheses about the scaling function, the wavelet
expansion of an f ∈ Lp(Rn), 1  p ∞, converges to f almost everywhere, [7,15]. We refer
to [15–17,25] for Besov, Triebel–Lizorkin and Sobolev type spaces.
We study in this paper the multiresolution analysis of tempered distributions. Thus, it is neces-
sary to assume that the scaling function which defines the approximation satisfies some regularity
conditions (decay and smoothness), that is, an r-regular multiresolution analysis should be used
(see [25,33]). A natural approach is to study approximation properties in the space Sr (R) and,
by duality, in S ′r (R) (see Section 2 for the definition). Convergence in Sr (R) comprises conver-
gence on compact sets and certain rate of polynomial decay of sequences of functions and their
derivatives (up to the order r), see Lemma 1.
We prove in Section 3 the uniform convergence on compact sets of the orthogonal projec-
tions and its derivatives (Theorem 2), and the convergence in the space Sr (R) (Theorem 3).
Furthermore, as a corollary, we prove that if f ∈ S ′(R) is of order r , then its multiresolution
expansion Ejf , defined by an r-regular multiresolution analysis, converges to f in S ′r+1(R).
Since tempered distributions are derivatives of slowly increasing functions, results for Besov
type spaces cannot be used in Theorems 2 and 3. For example, information about the derivatives
of projections {(1 + |x|2)r/2 dα
dxα
Ejf (x)}j∈N, α ∈ {0,1, . . . , r}, cannot be derived from known
results for Besov type spaces. Furthermore, concerning Sobolev type spaces Wsp (see [25, Sec-
tion 6.2]) note that if (1 + |x|2)r/2 dα
dxα
f (x) ∈ L∞(Rn), α ∈ {0,1, . . . , r}, then dα
dxα
f ∈ Lp , for
pr > n, p ∈ [1,∞), α ∈ {0,1, . . . , r}, and thus f ∈ Wsp, 0  s  r . This implies that with our
results we may recover the one-dimensional version of [25, Theorem 2, p. 172]. However, the
converse is not possible since from Ejf ∈ Wsp we cannot obtain information about the sequence
{(1 + |x|2)r/2 dα
dxα
Ejf (x)}j∈N, which is the subject of Theorems 2–4. Theorem 3 is proved in
[30] with different arguments then the ones given in the present paper.
More general approach to approximations in function spaces is based on approximations from
shift-invariant subspaces of Lp(Rn), 1 p ∞, or Sobolev spaces generated by smooth refin-
able functions with a prescribed decay (see [1,2,8,10–12,18,20,29] and references therein). In
applications, one is interested in approximation and density orders, that is, at what rate a general
function f, the element of a certain class of spaces (potential type spaces, for example), can be
approximated by elements of scaled spaces Sh := {s(·/h): s ∈ S}, h > 0. Here S denotes a prin-
ciple shift-invariant space defined as the closure of the set of linear combinations of the shifts of
a given function s (see Section 4). The emphasis is put on the properties of s which govern the
rate of the approximation procedure.
We recall in Section 4 the definition of principal shift-invariant spaces and introduce the order
of approximation of an operator in the space of tempered distributions. Then we study appropri-
ate approximation order in Sr (R) and S ′r (R) as the part of the theory of shift-invariant spaces,
Theorem 4. The stronger assumptions of Theorem 4 lead to more precise results obtained by
arguments different to the ones used in Theorem 3.
Our approach can be related to [8,18,20] where the approximation schemes associated to
shift-invariant spaces are considered through cardinal interpolations, quasi-interpolations, pro-
jections and convolutions with appropriate kernels. Approximation procedures of [8,18,20] are
valid in (weighted) Lebesgue spaces and Sobolev type spaces. In Theorem 2, functions and their
derivatives up to the order r ∈ N0 are bounded by polynomials of order r and the approxima-
tion procedure is done for derivatives up to order α ∈ {0,1, . . . , r}, on compact sets while in
Theorem 3 we have the convergence of the approximations in the sense of Sr (R). Such results
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a rather unprecise manner, that in this case we should assume f ∈ Sr+k(R) with appropriate
k > 0 in order to obtain information on the rate of convergence of dα
dxα
Ejf, α ∈ {0,1, . . . , r}, see
Theorem 4.
In the last section we apply obtained results to the quasiasymptotic behavior of tempered
distributions, Theorems 5 and 6. Recall, in general, a distribution does not have a value at a
point, including infinity, see, e.g., [22]. This motivates generalized asymptotic analysis of dis-
tributions with applications in PDE [6,26,27,31,35]. Quasiasymptotic behavior turned out to be
more appropriate for Abelian and Tauberian type theorems than some other types of asymptotic
behaviors. In contrast to quasiasymptotic behavior at a point, quasiasymptotic behavior at infin-
ity is global property of a distribution. Our Abelian type Theorem 5 relates the quasiasymptotics
of a tempered distribution and the one of its multiresolution expansion. Tauberian type Theo-
rem 6 shows that the quasiasymptotic behavior of multiresolution expansion, with an additional
assumptions, gives rise to the quasiasymptotics of the limit distribution.
To conclude the introduction we remark that definitions and assertions of Sections 2–6 can be
transferred to dimensions n > 1. This brings necessarily more complex calculations. Moreover,
Section 4 should be carefully rewritten for the case n > 1, since there is a significant difference
between shift-invariant spaces in dimensions n = 1 and n > 1, see [1,3,8,9].
2. Notions and notation
The domain of functions considered in this paper is always R. Therefore, we omit the suffix
and write L2 instead of L2(R), Sr instead of Sr (R), and so on. Throughout the paper the letter C
denotes a positive constant, not necessarily the same every time when it occurs. Integrations
are taken over R unless otherwise indicated. The space of k-times continuously differentiable
functions (k ∈ N) is denoted by Ck , and the space of compactly supported smooth functions
is denoted by D. Duality between the space of test functions A and its dual A′ is denoted by
A′ 〈 · ,·〉A.
2.1. The space Sr
As in [32] we define Sr , r ∈ N0, to be the space of functions f ∈ Cr such that
‖f ‖Sr = sup
0αr, x∈R
(
1 + |x|2)r/2
∣∣∣∣ d
α
dxα
f (x)
∣∣∣∣< ∞
and
lim sup
0αr,|x|→∞
(
1 + |x|2)r/2
∣∣∣∣ d
α
dxα
f (x)
∣∣∣∣= 0.
Its dual is the space of tempered distributions of order r denoted by S ′r . The Schwartz space of
rapidly decreasing functions S is the projective limit of Sr as r tends to infinity. Its strong dual
is the space of tempered distributions S ′ =⋃r∈N0 S ′r . Obviously,
S ↪→ ·· · ↪→ Sr+1 ↪→ Sr ↪→ ·· · ↪→ S ′r ↪→ S ′r+1 ↪→ ·· · ↪→ S ′,
where ↪→ denotes continuous and dense inclusion. Therefore, every tempered distribution of
order r can be considered as tempered distribution of order r + k, for arbitrary k ∈ N. This
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test functions Sr+1. The following lemma gives sufficient condition for a sequence in Sr+1 to
converge in the norm of Sr .
Lemma 1. Let there be given σ ∈ Sr+1 and a sequence {σn}n∈N in Sr+1 such that
(a) for every compact set K ⊂ R and for every α ∈ {0,1, . . . , r}, the sequence { dα
dxα
σn}n∈N con-
verges uniformly to σ (α) on K ,
(b) supx∈R,n∈N(1 + |x|2)(r+1)/2| d
α
dxα
σn(x)|  Cα, α ∈ {0,1, . . . , r + 1}. That is, the sequence
{σn}n∈N is bounded in Sr+1.
Then the sequence {σn}n∈N converges to σ ∈ Sr+1 in the norm of Sr .
Proof. Let there be given ε > 0 and let α ∈ {0,1, . . . , r}. We have
sup
x∈R
(
1 + |x|2)r/2
∣∣∣∣ d
α
dxα
(σn − σ)(x)
∣∣∣∣
 sup
x∈K
(
1 + |x|2)r/2
∣∣∣∣ d
α
dxα
(σn − σ)(x)
∣∣∣∣+ sup
x /∈K
(
1 + |x|2)r/2
∣∣∣∣ d
α
dxα
(σn − σ)(x)
∣∣∣∣,
for arbitrary K ⊂ R. By (a) there exists n0 ∈ N such that
sup
x∈K
(
1 + |x|2)r/2
∣∣∣∣ d
α
dxα
(σn − σ)(x)
∣∣∣∣< ε2 , n n0.
Now we choose a positive number M and compact set K such that |x| >M whenever x /∈ K and
sup
x /∈K
(
1 + |x|2)r/2
∣∣∣∣ d
α
dxα
(σn − σ)(x)
∣∣∣∣
 1
1 +M supx /∈K
(
1 + |x|2)(r+1)/2
(∣∣∣∣ d
α
dxα
σn(x)
∣∣∣∣+
∣∣∣∣ d
α
dxα
σ (x)
∣∣∣∣
)
<
ε
2
.
Therefore we have
lim
n→∞ supx∈R, 0αr
(
1 + |x|2)r/2
∣∣∣∣ d
α
dxα
(σn − σ)(x)
∣∣∣∣= 0. 
2.2. Multiresolution analysis
Definition 1. [25] A multiresolution analysis of L2 (shortly MRA) is an increasing sequence
of closed linear subspaces Vj , j ∈ Z, of L2, with the following properties: ⋂∞−∞ Vj = {0} and⋃∞
−∞ Vj is dense in L2;
for all f ∈ L2 and all j ∈ Z, f (x) ∈ Vj ⇐⇒ f (2x) ∈ Vj+1;
for all f ∈ L2 and all k ∈ Z, f (x) ∈ V0 ⇐⇒ f (x − k) ∈ V0;
there exists a function φ ∈ V0, such that the sequence{
φ(x − k), k ∈ Z} is an orthonormal basis for V0. (1)
The function φ given by (1) is called scaling function.
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We say that a multiresolution analysis, Vj , j ∈ Z, is r-regular, r ∈ N0, if and only if for every
m ∈ N there exists Cm > 0 such that∣∣φ(q)(x)∣∣ Cm(1 + |x|2)−m/2, x ∈ R, 0 q  r. (2)
The set of functions which satisfy (2) will be denoted by S˜r for short. Obviously S˜r ⊂ Sr . It is
well known that for every r ∈ N0 there exists an r-regular MRA, i.e., a function φ which satisfies
conditions (1) and (2). An example of MRA of L2 with φ ∈ S is the Littlewood–Paley MRA, see
[25, pp. 22–23]. These facts enable the analysis of the space of tempered distributions S ′.
Let there be given an r-regular MRA of L2 (r ∈ N0) and let φ be a scaling function with
properties (1) and (2). Since the functions φ(x − k), k ∈ Z, form an orthonormal basis for V0,
operator E0 defined by the kernel
E(x,y) =
∑
k∈Z
φ(x − k)φ¯(y − k), x, y ∈ R, (3)
as follows:
E0f (x) =
〈
f (y),E0(x, y)
〉=
∫
E(x,y)f (y) dy, f ∈ L2, x ∈ R, (4)
is the operator of the orthogonal projection of L2 onto V0, and the kernel of the projection
operator onto Vj is
Ej(x, y) = 2jE
(
2j x,2j y
)
, x, y ∈ R. (5)
The projection of f ∈ L2 onto Vj is given by
Ejf (x) =
∫
f (y)Ej (x, y) dy, x ∈ R. (6)
Functions Ej(x, y), x, y ∈ R, are the reproducing kernels of Vj , j ∈ Z, i.e., Ejf = f , if f ∈ Vj .
The sequence of projections {Ejf }j∈Z is called the multiresolution expansion of f .
Let there be given tempered distribution f ∈ S ′ of order r . The multiresolution expansion
of f is given by the sequence {Ejf }j∈Z defined by
〈Ejf,σ 〉 := 〈f,Ejσ 〉, σ ∈ S.
Note that in the above definition we could put σ ∈ Sr . Actually, as in Lemma 1, in Theorem 3
its corollary and Theorem 6 we will consider multiresolution expansions of f over σ ∈ Sr+1,
k ∈ N, and observe sequences of elements in Sr+1 which are convergent in Sr .
Since we are interested in the properties of the kernel of integral transform (6) we may leave
the MRA framework and allow j to be a real number, not necessarily an integer. Furthermore,
the assumption j  0 is not a restriction for the results of the paper and we shall use it in the
sequel.
The definition of the kernel E and the properties of φ ∈ S˜r imply that for every m ∈ N there
exists Cm > 0 such that
sup
x,y∈R
sup
0α,βr
(
1 + |x − y|)m
∣∣∣∣ ∂
α
∂xα
∂β
∂yβ
E(x, y)
∣∣∣∣ Cm, (7)
and E(x+k, y+k) = E(x,y), x, y ∈ R, k ∈ Z. Also, we have the symmetry, E(x,y) = E(y,x),
x, y ∈ R. As indicated in [25, pp. 33–38] and [34, pp. 40–43], it holds∫
E(x,y)xα dx = yα, y ∈ R, 0 α  r. (8)
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consider MRA in this setting. If the scaling function φ is r-regular then (8) implies that all
polynomials up to the order r locally belong to V0 and, therefore, to Vj , j  0. The proof of
Theorem 1 is based on that property.
Remark 1. (1) Instead of introducing an MRA of L2 we could start with a function (generator)
φ ∈ S˜r , or φ ∈ Cr0 (a compactly supported r-times continuously differentiable function), and de-
fine V0 to be the closure of the linear span of {φ(x − k), k ∈ Z} in appropriate norm, assuming
the orthogonality or linear independence of shifts. The space Vj , j ∈ Z, is then defined as the
closure of the span of {φj,k(x) = 2j/2φ(2j x − k), k ∈ Z}. Then we may consider the approxi-
mation procedure within the theory principle shift-invariant spaces with the refinable generator
function. In this sense Theorems 2 and 3 can be reformulated, see Section 4.
(2) From (2) and (3) it follows that the integral operator E0 given by (4) belongs to a wide
class of operators studied in [20]. By [20, Theorem 2.1] we immediately have
‖Ejf − f ‖Lp  C2−js‖f ‖Wsp , f ∈ Wsp, 1 p ∞.
Note that the reproducing property (8) is assumed in [20] since there were used rather weak
assumptions on kernels E of the corresponding integral operators. In our case the properties of
an r-regular MRA imply (8). This fact is, however, far from being obvious, see [25, Theorem 4,
p. 33].
(3) From the definition of MRA follows that a scaling function satisfies the refinement equa-
tion
1
2
φ
(
x
2
)
=
∑
k∈Z
αkφ(x + k), αk = 12
∫
φ
(
x
2
)
φ¯(x + k) dx, k ∈ Z.
For compactly supported functions φ this implies that polynomials of a certain degree can be
exactly reproduced as linear combinations of integer translates of φ, which is called the accu-
racy of φ, see [3]. In order to obtain accuracy in the general context of principle (respectively
finitely-generated) shift-invariant spaces it is usually assumed that the set of generators Φ (usu-
ally containing one or finitely many functions) consists of compactly supported functions with
linearly independent integer translates. Recall, the translates of function f are linearly indepen-
dent if for every choice of scalars ck ∈ C we have ∑k∈Z ckf (x + k) = 0 if and only if ck = 0
for every k ∈ Z. For example, if Φ = {φ}, φ ∈ C1, satisfies the assumptions, then the accuracy of
order n is equivalent to the Strang–Fix conditions of the same order [3, Theorem 1]. More details
on the subject and related applications can be found in [3,4,10,12,13,29].
3. Multiresolution expansion of tempered distributions
The following theorem states that the operator of differentiation commute with projection
operators Ej , j ∈ Z, given by (6) up to a term which can be controlled. The proof is given in [25,
Theorem 5, p. 39], see also [16].
Theorem 1. Let Vj , j ∈ Z, be an r-regular MRA of L2. Then, for every α ∈ {0,1, . . . , r}, there
exists Rα ∈ L∞(R × R), satisfying∣∣Rα(x, y)∣∣ Cm(1 + |x − y|)−m, x, y ∈ R, m ∈ N,∫
Rα(x, y) dy = 0, x ∈ R,
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dα
dxα
Ejf (x) = 2j
∫
g
(
2j (x − y)) dα
dyα
f (y) dy + 2j
∫
Rα
(
2j x,2j y
) dα
dyα
f (y) dy,
x ∈ R, where g ∈D, ∫ g = 1.
Clearly, with notation gj (·) = 2j
∫
g(2j ·), a sequence {gj }j∈Z, with the properties described
in Theorem 1 is a delta sequence and for any f ∈ C∞ we have
lim
j→∞
〈
gj (x − y), d
α
dyα
f (y)
〉
= d
α
dxα
f (x), x ∈ R, α  0, (9)
uniformly on compact sets.
The proof of Theorem 1 is based on the property (8) and the representation of f ∈ S˜r which
have zero moments up to the order r , that is
∫
f (x)xα dx = 0, 0 α  r , [25, Lemma 12].
Theorem 2. Let there be given an r-regular MRA of L2. We observe functions f ∈ Cr , such that
the corresponding derivatives dα
dxα
f are bounded by a polynomial when x → ∞, for every α ∈
{0,1, . . . , r}. Let Ejf be given by (6). Then the sequence of derivatives { dαdxα Ejf }j∈N converges
uniformly on compact sets to dα
dxα
f as j → ∞, for every α ∈ {0,1, . . . , r}.
Proof. We use the result of Theorem 1. Since (9) holds, we have to prove that
lim
j→∞ 2
j
∫
Rα
(
2j x,2j y
) dα
dyα
f (y) dy = 0,
uniformly on compact sets. Let there be given a compact set K ⊂ R. Note that f ∈ Cr implies
the uniform continuity of dα
dxα
f on compact sets, 0  α  r . Therefore, if |y − x|  c then
| dα
dyα
f (y) − dα
dyα
f (y)|y=x | dα(y − x), where dα is a continuous function and dα(0) = 0. Note
also that functions dα , 0  α  r , are bounded by polynomials and therefore we may use the
dominated convergence arguments. We have∣∣∣∣2j
∫
Rα
(
2j x,2j y
) dα
dyα
f (y) dy
∣∣∣∣
 2j
∫ ∣∣∣∣Rα(2j x,2j y)
(
dα
dyα
f (y)− d
α
dyα
f (y)
∣∣∣∣
y=x
)∣∣∣∣dy
 2j
∫
Cm
(1 + 2j |x − y|)m
∣∣∣∣ d
α
dyα
f (y)− d
α
dyα
f (y)
∣∣∣∣
y=x
∣∣∣∣dy.
After the change of variables r = 2j (y − x) the last integral becomes∫
Cm
(1 + |r|)m
∣∣∣∣ d
α
drα
f
(
r2−j + x)− dα
dyα
f (y)
∣∣∣∣
y=x
∣∣∣∣dr 
∫
Cm
(1 + |r|)m
∣∣dα(r2−j )∣∣dr
for j large enough and x ∈ K . Since m can be chosen arbitrarily large, by dominated convergence
we obtain
lim
j→∞ 2
j
∣∣∣∣
∫
Rα
(
2j x,2j y
) dα
dyα
f (y) dy
∣∣∣∣ limj→∞
∫
Cm
(1 + |r|)m
∣∣dα(r2−j )∣∣dr = 0
uniformly for x ∈ K . 
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be the projection of f onto Vj , j ∈ N. Then Ejf → f as j → ∞ uniformly on compact subsets
of (a, b).
If the scaling function φ is bounded by an L1 radial decreasing function then Ejf converge
pointwise almost everywhere to f ∈ Lp , 1 p ∞ as j → ∞, [15, Theorem 2.1].
The main result of this section is the following theorem.
Theorem 3. Let there be given an r-regular MRA of L2 such that φ ∈ S˜r . Let Ej(x, y),
j ∈ Z, denote corresponding kernels given by (3) and (5). Let σ ∈ Sr+1. Then the sequence
〈Ej(x, y), σ (x)〉 converges to σ(y) in Sr as j → ∞.
Proof. By Lemma 1 it is enough to show that the sequence {〈 ∂α
∂xα
Ej (·, y), σ (y)〉}j∈N converges
uniformly to dα
dxα
σ as j → ∞, on every compact set and for every α ∈ {0,1, . . . , r}, and that the
sequence {〈Ej(·, y), σ (y)〉}j∈N is bounded in Sr+1. The first property follows from Theorem 2
and it remains to show the second one.
We observe more general family { 1
h
∫
E( ·
h
,
y
h
)σ (y) dy}h>0 and show that
(
1 + |x|2)(r+1)/2 1
h
∣∣∣∣ d
α
dxα
∫
E
(
x
h
,
y
h
)
σ(y)dy
∣∣∣∣C, x ∈ R,
for every α ∈ {0,1, . . . , r}. Note that, by a simple change of variable, Theorem 1 holds true for
general scales 1
h
∫
E( ·
h
,
y
h
)σ (y) dy, h > 0, and not only for h = 2−j , j ∈ Z. Therefore we have∣∣∣∣ d
α
dxα
∫
E
(
x
h
,
y
h
)
σ(y)dy
∣∣∣∣
 1
h
∣∣∣∣
∫
g
(
x − y
h
)
dα
dyα
σ (y) dy
∣∣∣∣+ 1h
∣∣∣∣
∫
Rα
(
x
h
,
y
h
)
dα
dyα
σ (y) dy
∣∣∣∣
 1
h
∣∣∣∣
∫
g
(
x − y
h
)
dα
dyα
σ (y) dy
∣∣∣∣+ 1h
∣∣∣∣
∫ (
1 + |x − y|
h
)−m(
1 + |y|)−r+1 dy
∣∣∣∣,
for arbitrary m ∈ N and for every α ∈ {0,1, . . . , r}. Since g ∈ D and ∫ g(x)dx = 1, one can
simply prove that
sup
x∈R
(
1 + |x|2)r/2
∣∣∣∣1h
∫
g
(
x − y
h
)
dα
dyα
σ (y) dy
∣∣∣∣ C, α = 0,1, . . . , r.
In order to prove
sup
x∈R
(
1 + |x|2)r/2 1
h
∣∣∣∣
∫ (
1 + |x − y|
h
)−m(
1 + |y|)−r+1 dy
∣∣∣∣ C, (10)
we split the integral over the following areas S1 := {y: |x − y|  1}, S2 := {y:
|x − y| 1 and |y| |x|/2}, and S3 := {y: |x − y| 1 and |y| |x|/2}. We have
sup
x∈R
(
1 + |x|2)r/2 1
h
∣∣∣∣
∫
S1
(
1 + |x − y|
h
)−m(
1 + |y|)−r−1 dy
∣∣∣∣
 sup
x∈R
(
1 + |x|2)r/22
1∫ 1
h
(
1 + t
h
)−m(
1 + |x − t |)−r−1 dt0
S. Pilipovic´, N. Teofanov / J. Math. Anal. Appl. 331 (2007) 455–471 463 C
1∫
0
1
h
(
1 + t
h
)−m
dt  C
1/h∫
0
(
1 + |u|)−m du C.
If y ∈ S2 then 12 |x| |x − y| 32 |x|, and therefore
sup
x∈R
(
1 + |x|2)r/2 1
h
∣∣∣∣
∫
S2
(
1 + |x − y|
h
)−m(
1 + |y|)−r−1 dy
∣∣∣∣
 C sup
x∈R
(
1 + |x|2)r/2hm−1
∣∣∣∣
∫
S2
|x|−m(1 + |y|)−r−1 dy
∣∣∣∣
 C1 +C sup
|x|1
(
1 + |x|2)r/2hm−1
∣∣∣∣
∫
S2
|x|−m(1 + |y|)−r−1 dy
∣∣∣∣ C.
Finally, if y ∈ S3 then (1 + |x|) (1 + |y|), which gives
sup
x∈R
(
1 + |x|2)r/2 1
h
∣∣∣∣
∫
S3
(
1 + |x − y|
h
)−m(
1 + |y|)−r−1 dy
∣∣∣∣
 sup
x∈R
(
1 + |x|2)r/2 1
h
∣∣∣∣
∫
|x−y|1
(
1 + |x − y|
h
)−m(
1 + |x|)−r−1 dy
∣∣∣∣ C.
Thus (10) holds and therefore the family { 1
h
∫
E( ·
h
,
y
h
)σ (y) dy}h>0 is bounded in Sr+1. 
Corollary 1. Let there be given a tempered distribution f ∈ S ′. Then there exists r ∈ N, such
that every r-regular MRA defines the multiresolution expansion of f which converges to f in S ′r
as j → ∞.
Proof. For a given f ∈ S ′ there exists r ∈ N such that f ∈ S ′r , the dual space of Sr , that is, f is
of order r . We take an r-regular MRA and consider
〈Ejf,σ 〉 = 〈f,Ejσ 〉, σ ∈ Sr+1,
f being of order r + 1 as well. Now we apply Theorem 3 and conclude that Ejf converges to f
in S ′r as j → ∞. 
We remark that Theorem 3 gives also an improvement of [28, Lemma 1], since apart from the
boundedness of the corresponding family here we obtain the limit function as well.
4. Approximation order of tempered distributions
Let F be a normed space of functions or distributions. A closed subspace S of F is
shift-invariant if f ∈ S implies f (· + k) ∈ S, k ∈ Z. Let there be given a generator func-
tion φ ∈ F . The corresponding principal shift-invariant space (PSI) is denoted by Sφ , Sφ =
span{φ(· − k), k ∈ Z}. The stationary ladder of spaces {Shφ}h>0 is given by
Shφ :=
{
s(·/h): s ∈ Sφ
}
, h > 0.
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inf
g∈Shφ
‖f − g‖F  Chk, h > 0, (11)
where the positive constant C depends on f . Sφ provides density order k in F if for every
sufficiently smooth f ,
lim
h→0
infg∈Shφ ‖f − g‖F
hk
= 0.
We refer to [1,4,8,9,12–14,18,29] for the theory based on the approximation order provided by
Sφ and focus our attention to the approximation order of an operator, see also [20].
Let there be given an integral operator K of the form
(Kf )(x) =
∫
K(x,y)f (y) dy, x ∈ R. (12)
We assume that K(x − k, y) = K(x,y + k), k ∈ Z, x, y ∈ R. For h > 0 we define Kh :=

hK
1/h, where 
 denotes the scaling operator 
hf := f (·/h). We say that the integral op-
erator K given by (12) provides approximation order k in F if for every sufficiently smooth f ,
‖Khf − f ‖F  Chk, h > 0,
where the positive constant C depends on f .
The approximation order of an operator in the space of tempered distributions is defined with
respect to the scale of spaces S ′r , r ∈ N0. The kernel operator is defined over Sr , but for the
approximation procedure we need to consider test functions with additional regularity conditions
(σ ∈ Sr+k).
Definition 2. Let there be given f ∈ S ′ of order r (f ∈ S ′r ). Let K(x,y), x, y ∈ R, be the kernel
of an integral operator K : S ′r → S ′r . Distribution Kf is given by 〈Kf,ϕ〉 := 〈f,Kϕ〉, ϕ ∈ Sr .
Let ϕ ∈ Sr+k . We say that K provides approximation order k in Sr if
‖Khϕ − ϕ‖Sr  Cϕhk, h > 0.
The operator K provides approximation order k in S ′r if
‖Khf − f ‖S ′r+k = sup‖ϕ‖Sr+k=1
∣∣〈Khf,ϕ〉 − 〈f,ϕ〉∣∣Cf hk, h > 0.
We remark that for F = Ws2 the approximation order k is defined in [8] by infg∈Shφ ‖f −
g‖Ws2  Chk−s‖f ‖Wk2 , for f ∈ W
s
2 , and k > s. Although this definition has some advantages,
we decided to use (11) here.
Theorem 4 gives sharper results than Theorem 3 with additional assumptions and another
approach in the proof.
Theorem 4. Let there be given compactly supported function φ ∈ S˜r+k , such that the integer
shifts of φ form an orthonormal basis of Sφ (with respect to the inner product in L2) and assume
that φ satisfies the refinement equation φ(x) =∑n∈N cnφ(2x − k) for some sequence {cn}n∈N.
Let
K(x,y) =
∑
φ(x − l)φ¯(y − l), x, y ∈ R,
l∈Z
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(a) K provides approximation order k in Sr ,
(b) K provides approximation order k in S ′r .
Proof. (a) Let there be given k ∈ N and σ ∈ Sr+k . We present an explicit calculation
of ‖Khσ − σ‖Sr and prove that for any α ∈ {0,1, . . . , r} and h > 0
sup
x∈R
(
1 + |x|2)r/2
∣∣∣∣ d
α
dxα
(〈
Kh(x, y), σ (y)
〉− σ(x))
∣∣∣∣<C‖σ‖Sr+khk.
By the assumptions of Theorem 4, the stationary ladder of spaces {S2−jφ }j∈Z becomes an
r-regular MRA of L2 (with Sφ = V0). Therefore Theorem 1 can be applied to the operator K ,
that is
dα
dxα
Khf (x) = 1
h
∫
g
(
x − y
h
)
dα
dyα
f (y) dy + 1
h
∫
Rα
(
x
h
,
y
h
)
dα
dyα
f (y) dy, x ∈ R,
where g and Rα have properties given in Theorem 1. As in the proof of Theorem 3 we have,
for 0 α  r ,
sup
x∈R
(
1 + |x|2)r/2
∣∣∣∣ d
α
dxα
(〈
Kh(x, y), σ (y)
〉− σ(x))
∣∣∣∣ I + II,
where
I = sup
x∈R
(
1 + |x|2)r/2
∣∣∣∣1h
∫
g
(
x − y
h
)(
dα
dyα
σ (y)− d
α
dyα
σ (y)
∣∣∣∣
y=x
)
dy
∣∣∣∣
and
II = sup
x∈R
(
1 + |x|2)r/2
∣∣∣∣1h
∫
Rα
(
x
h
,
y
h
)(
dα
dyα
σ (y)− d
α
dyα
σ (y)
∣∣∣∣
y=x
)
dy
∣∣∣∣.
We first estimate I . We fix g ∈ D with the properties ∫ g(x)dx = 1, and ∫ g(x)xα dx = 0,
0 < |α|max{r, k − 1}. Let c be a constant such that supp g ∈ [−c, c]. We have
I = sup
hx∈R
(
1 + |hx|2)r/2
∣∣∣∣
∫
|x−y|c
g(x − y)
(
dα
dyα
σ (y)
∣∣∣∣
y=hy
− d
α
dyα
σ (y)
∣∣∣∣
y=hx
)
dy
∣∣∣∣.
We assume h ∈ (0,1) without lost of generality. The smoothness of σ ∈ Sr+k ⊂ Cr+k , implies
dα
dyα
σ (y)
∣∣∣∣
y=hy
= d
α
dyα
σ (y)
∣∣∣∣
y=hx
+ (y − x)h d
α+1
dyα+1
σ(y)
∣∣∣∣
y=hx
+ · · ·
+ (y − x)
k−1
(k − 1)! h
k−1 dα+k−1
dyα+k−1
σ(y)
∣∣∣∣
y=hx
+ (y − x)
k
k! h
k d
α+k
dyα+k
σ (y)
∣∣∣∣
y=ξ(y)
,
where ξ(y) = hx + θh(y −x) ∈ [hx −hc,hx +hc], for some θ ∈ (0,1). The choice of g implies
that
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|x−y|c
g(x − y)
(
(y − x)h d
α+1
dyα+1
σ(y)
∣∣∣∣
y=hx
+ · · ·
+ (y − x)
k−1
(k − 1)! h
k−1 dα+k−1
dyα+k−1
σ(y)
∣∣∣∣
y=hx
)
dy = 0.
Hence
I  sup
hx∈R
(
1 + |hx|2)r/2
∣∣∣∣
∫
|x−y|c
g(x − y)(y − x)
k
k! h
k d
α+k
dyα+k
σ (y)
∣∣∣∣
y=ξ(y)
dy
∣∣∣∣
C sup
hx∈R
(
1 + |hx|2)r/2 sup
ξ(y)∈[hx−hc,hx+hc]
∣∣∣∣ d
α+k
dyα+k
σ (y)
∣∣∣∣
y=ξ(y)
∣∣∣∣hk C‖σ‖Sr+khk,
where we used the following estimate
sup
hx∈R
(
1 + |hx|2)r/2 sup
ξ(y)∈[hx−hc,hx+hc]
∣∣∣∣ d
α+k
dyα+k
σ (y)
∣∣∣∣
y=ξ(y)
∣∣∣∣
= sup
s∈R
(
1 + |s|2)r/2 sup
t∈[s−c,s+c]
∣∣∣∣ d
α+k
dtα+k
σ (t)
∣∣∣∣
 sup
s∈R
(1 + |s|2)r/2
(1 + (|s| − c|2)r/2
(
sup
t∈R
(
1 + |t |2)r/2
∣∣∣∣ d
α+k
dtα+k
σ (t)
∣∣∣∣
)
 C‖σ‖Sr+k , (13)
where C = sups∈R (1+|s|
2)r/2
(1+(|s|−c|2)r/2 .
In order to show II  C‖σ‖Sr+khk we use additional assumptions about the scaling func-
tion φ. Note that the fact that φ is compactly supported implies that there exists M > 0 such
that K(x,y) = 0 for |x − y| > M . Moreover, ∫ g(t)tα dt = 0, 0 < |α|  max{r, k − 1}, and∫
K(x,y)yα dy = xα , for every α ∈ {0,1, . . . , r + k}, imply
∫
Rα(x, y)y
s dy = d
α
dxα
∫
K(x,y)ys dy − d
α
dxα
∫
g(x − y)ys dy
= d
α
dxα
xs − d
α
dxα
∫
g(t)xs dt
= d
α
dxα
xs − d
α
dxα
xs = 0, 0 s  r + k − 1
and therefore
II = sup
hx∈R
(
1 + |hx|2)r/2
∣∣∣∣
∫
Rα(x, y)
(
dα
dyα
σ (y)
∣∣∣∣
y=hy
− d
α
dyα
σ (y)
∣∣∣∣
y=hx
)
dy
∣∣∣∣
= sup
hx∈R
(
1 + |hx|2)r/2
∣∣∣∣
∫
Rα(x, y)
(
(y − x)h d
α+1
dyα+1
σ(y)
∣∣∣∣
y=hx
+ · · ·
+ (y − x)
k−1
(k − 1)! h
k−1 dα+k−1
dyα+k−1
σ(y)
∣∣∣∣
y=hx
+ (y − x)
k
k! h
k d
α+k
dyα+k
σ (y)
∣∣∣∣
y=ξ(y)
)
dy
∣∣∣∣
= h
k
k! sup
(
1 + |hx|2)r/2
∣∣∣∣
∫
Rα(x, y)(y − x)k d
α+k
dyα+k
σ (y)
∣∣∣∣ dy
∣∣∣∣hx∈R y=ξ(y)
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k
k! suphx∈R
(
1 + |hx|2)r/2
∣∣∣∣
∫
|x−y|M
Rα(x, y)(y − x)k d
α+k
dyα+k
σ (y)
∣∣∣∣
y=ξ(y)
dy
∣∣∣∣
 h
k
k! suphx∈R suphx<ξ(y)<hy
(
1 + |hx|2)r/2
∣∣∣∣ d
α+k
dyα+k
σ (y)
∣∣∣∣
y=ξ(y)
∣∣∣∣
×
∣∣∣∣
∫
|x−y|M
Rα(x, y)(y − x)k dy
∣∣∣∣.
Now, ξ(y) = hx + θh(y − x) ∈ [hx − hM,hx + hM] for some θ ∈ (0,1) implies II 
C‖σ‖Sr+khk as in (13). Finally, since Sr+k is dense in Sr we have
‖Khσ − σ‖Sr  I + II  C‖σ‖Sr+khk. (14)
(b) The argument is standard. Let f ∈ S ′r ⊂ S ′r+k . From (14) it follows that∣∣〈Khf − f,ϕ〉∣∣= ∣∣〈f,Khϕ − ϕ〉∣∣ ‖f ‖S ′r‖Khϕ − ϕ‖Sr  Chk‖ϕ‖Sr+k ,
and therefore
‖Khf − f ‖S ′r+k = sup‖ϕ‖Sr+k=1
∣∣〈Khf,ϕ〉 − 〈f,ϕ〉∣∣ Chk, h > 0. 
Remark 2. (1) The assumption that the scaling function φ in Theorem 4 is compactly supported
seems to be essential. The proof of Theorem 3 cannot be used to prove that
sup
x∈R
(
1 + |x|2)r/2
∣∣∣∣ 1h
∫
Rα
(
x
h
,
y
h
)(
dα
dyα
σ (y)− d
α
dyα
σ (y)
∣∣∣∣
y=x
)
dy
∣∣∣∣ C‖σ‖Sr+khk.
In fact, the corresponding integral over S3 (see the proof of Theorem 3) cannot be appropriately
estimated.
(2) Results related to Theorem 4 can be found in [16,20] where the kernel of the integral
operator K given by (12) satisfies some rather weak integrability conditions. This leads to the
approximation results in Lp spaces,1 p ∞, and Sobolev and Triebel–Lizorkin type spaces.
(3) Let φ fulfills the assumptions of Theorem 4. Then Sφ contains polynomials up to the order
r+k (see [25, Theorem 4, p. 33] and its corollary) and therefore Sφ provides approximation order
r + k+1 and density order r + k in Lp , 1 p ∞, see, e.g., [11, Theorem 3], [3, Theorem 12].
We refer to [8, Section 3.5] for the connection between the Strang–Fix conditions, polynomial
reproduction and the approximation order.
(4) The assumption (1), that the integer shifts of φ form an orthonormal basis might be relaxed
to the Riesz basis condition. In that case, with some additional hypotheses, Theorem 4 still holds
true. The precise statement is based on GMRA (generalized multiresolution analysis) approach,
see [19].
5. Quasiasymptotics at infinity
Quasiasymptotic behavior of a distribution turned out to be more appropriate for Abelian and
Tauberian type theorems for several integral transforms such as Fourier, Laplace, Stieltjes and
Mellin transform, than some other types of asymptotic behaviors. It is also used as an asymptotic
analysis tool [6]. In particular, quasiasymptotic behavior of fundamental solutions of linear hy-
perbolic partial differential operators and of linear passive systems was obtained in [35]. We will
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in PDEs and mathematical physics (cf. [6,27,31,35] and the references given there).
Note that a function may have the quasiasymptotic behavior different from its classical as-
ymptotic behavior, and it may have a quasiasymptotic behavior even if its classical asymptotic
behavior does not exist at all (e.g., eix at infinity, delta distribution as well as its derivatives).
This is another motivation for the study of quasiasymptotic behavior. Quasiasymptotic behavior
of a tempered distribution at a finite point via its multiresolution expansion is studied in [28].
The definition of quasiasymptotics at a point can be found in [27,28,31].
Definition 3. Let f ∈ S ′ and let c(x), x ∈ (a,∞), a > 0, be a continuous positive function. We
say that f has the quasiasymptotics at infinity (in S ′) related to c(k), if there exists g ∈ S ′, g = 0,
such that
lim
k→∞
〈
f (kx)
c(k)
, σ (x)
〉
= 〈g(x), σ (x)〉, σ ∈ S.
In this case we write: f
q∼ g at ∞ related to c(k) in S ′.
This definition can be extended to the space of distributions D′. Relation between the qua-
siasymptotics at infinity in S ′ and in D′ is given in [26]. The quasiasymptotics at infinity of a
distribution f is related to the quasiasymptotics of its Fourier transform at zero [27, Proposi-
tion 8.4].
Let f and c satisfy the conditions of Definition 3. Then it is known (cf. [31]) that c is regularly
varying at infinity. Moreover, g is homogenous with order of homogeneity ν, for some ν ∈ R, i.e.,
g(mx) = mνg(x), x ∈ R, m> 0. Recall, L : (a,∞) → R+, a > 0, is slowly varying at infinity if
limk→∞ L(λk)L(k) = 1, λ > 0.
A measurable function ρ : (a,∞) → R+, a > 0, is regularly varying at infinity if there exists
α ∈ R, such that for all λ > 0 limk→∞ ρ(λk)ρ(k) = λα . A function is regularly varying if and only if
it can be written as ρ(x) = xαL(x), x > a, for some α ∈ R and some slowly varying function L
at infinity. Regularly varying functions play an important role in the qualitative analysis of the
asymptotic behavior of solutions of certain differential equations. We refer to [24] for detailed
exposition and examples.
In the following theorems we characterize the quasiasymptotic behavior of a distribution f
at infinity throughout its projections fj , and vice versa (j → ∞). Theorem 5 is an Abelian and
Theorem 6 is a Tauberian type result.
Theorem 5. Let a distribution f ∈ S ′ have quasiasymptotics at infinity related to ρ equal to
γ = 0 (f q∼ γ ). Then there exists r  r0, where r0 is the order of f , such that for a scaling func-
tion φ ∈ S˜r , and Ej given by (3) and (5), fj (x) := 〈f (y),Ej (x, y)〉, j ∈ N, has quasiasymptotics
at infinity related to ρ equal to γ = 0 (fj q∼ γ ).
Proof. Since f (kx)
ρ(k)
converges in S ′ as k → ∞, there exists r ∈ N, r  r0, such that
lim
k→∞
〈
h(kx)
ρ(k)
, σ (x)
〉
= 〈γ (x), σ (x)〉, σ ∈ Sr+1.
Then
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〈
fj (kx)
ρ(k)
, σ (x)
〉
=
〈 〈f (y),Ej (kx, y)〉
ρ(k)
, σ (x)
〉
=
〈
f (y)
ρ(k)
,
〈
Ej(kx, y), σ (x)
〉〉
=
〈
f (ky)
ρ(k)
,
〈
kEj (kx, ky), σ (x)
〉〉
.
Theorem will be proved if the last expression tends to 〈γ (x), σ (x)〉 as k → ∞. We have
lim
k→∞
〈
f (ky)
ρ(k)
,
〈
kEj (kx, ky), σ (x)
〉+ σ(y)− σ(y)
〉
= lim
k→∞
〈
f (ky)
ρ(k)
,
〈
kEj (kx, ky), σ (x)
〉− σ(y)
〉
+ lim
k→∞
〈
f (ky)
ρ(k)
, σ (y)
〉
.
Furthermore |〈f (ky)
ρ(k)
, 〈kEj (kx, ky), σ (y)〉 − σ(y)〉| is less than or equal to∥∥∥∥f (ky)ρ(k)
∥∥∥∥S ′r ·
∥∥〈kEj (kx, ky), σ (x)〉− σ(y)∥∥Sr .
By Theorem 3 we have
lim
k→∞
〈
f (ky)
ρ(k)
,
〈
kEj (kx, ky), σ (x)
〉− σ(y)
〉
= 0
wherefrom
lim
k→∞
〈
fj (kx)
ρ(k)
, σ (x)
〉
= 〈γ (x), σ (x)〉, σ ∈ Sr+1. 
Theorem 6. Let there be given f ∈ S ′ of order r0. Let φ ∈ S˜r , for r  r0, fj := Ejh, Ej being
given by (3) and (5). Let fj , j ∈ N, have the quasiasymptotics at infinity equal to γj , and let
γj → γ = 0 in S ′r as j → ∞. Moreover, assume that the family {f (ky)/ρ(k) | k ∈ N} is bounded
in S ′r . Then f has the quasiasymptotics at infinity equal to γ .
Proof. Since fj (kx) = 〈f (y),Ej (kx, y)〉 = 〈f (ky), kEj (kx, ky)〉, x ∈ R, k > 0, by the gener-
alized Fubini theorem (cf. [26,31]) we have〈
fj (kx)
ρ(k)
, σ (x)
〉
=
〈 〈f (ky), kEj (kx, ky)〉
ρ(k)
, σ (x)
〉
=
〈
f (ky)
ρ(k)
,
〈
kEj (kx, ky), σ (x)
〉〉
, ∀σ ∈ Sr+1,
and 〈
f (ky)
ρ(k)
− γ,σ (y)
〉
=
〈
fj (ky)
ρ(k)
− γ,σ (y)
〉
+
〈
f (ky)− fj (ky)
ρ(k)
, σ (y)
〉
.
By the assumptions we have
lim
k→∞
∣∣∣∣
〈
fj (ky)
ρ(k)
− γ,σ (y)
〉∣∣∣∣= 0, σ ∈ Sr+1.
On the other hand,∣∣∣∣
〈
f (k·)
ρ(k)
, σ (y)− 〈kEj (kx, ky), σ (x)〉
〉∣∣∣∣ C
∥∥∥∥f (k·)ρ(k)
∥∥∥∥ ′
∥∥σ(y)− 〈kEj (kx, ky), σ (x)〉∥∥Sr .Sr
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lim
k→∞
∥∥σ(y)− 〈kEj (kx, ky), σ (x)〉∥∥Sr = 0,
we conclude that limk→∞〈f (kx)ρ(k) , σ (x)〉 = 〈γ (x), σ (x)〉. 
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