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1 EinleitungSeit vielen Jahren gewinnen auh im industriellen Umfeld die Korrektheit und Zuverlassigkeitvon Software und die Verwendung von formalen Methoden zu ihrer Erstellung immer starkereBedeutung. Die Grunde hierfur sind vielfaltig. Man denke etwa an den Einsatz von Software inauerst siherheitskritishen Bereihen. Dieser ist oft nur dann noh zu verantworten, wenn eineweitgehende Risikofreiheit gegeben werden kann. Aber auh Wirtshaftlihkeit ist mittlerweileein Grund fur Korrektheit, da die Folgekosten fur die nahtraglihe Beseitigung von Fehlerndie Gesamtkosten eines Produkts oft unangemessen erhohen. Korrektheit ist naturlih auhunabdingbar fur haug wiederverwendete Software. Zuletzt sei noh auf den Zusammenhangvon Korrektheit, Zuverlassigkeit und Shutz vor unbefugten Manipulationen hingewiesen, dennsolhe nutzen im Normalfall Fehler in den Programmen aus.Es ist allgemein anerkannt, da Prototypen sehr wihtige Bestandteile bei der Entwiklungvon Software insbesondere im Hinblik auf Korrektheit, Qualitatssiherung und Risikominde-rung sind; siehe [20, 40℄. Das Ziel von Prototyping beim Software-Entwurf ist die shnelle undbillige Realisierung eines geplanten Programms durh einen ausfuhrbaren Prototyp. So eine Erst-implementierung ist beispielsweise ein wihtiges Hilfsmittel zur Ermittlung und zum Studiumdes funktionalen Verhaltens beim Erstellen der Anforderungsdenition, etwa anhand von aus-gewahlten Tests. Prototypen sollen mit sehr geringem Aufwand erstellbar und leiht veranderbarsein, denn Experimentieren spielt in dieser Phase eines Software-Projekts oft eine groe Rolle.Dies zeigt, da okonomishes Prototyping niht ohne entsprehende Werkzeuge moglih ist.In diesem Beriht befassen wir uns mit der formalen und rehnergestutzten Erstellung vonPrototypen fur Programme auf diskreten Strukturen, die in einfaher Weise durh Relationenmodelliert werden konnen. Beispiele fur solhe Strukturen ndet man sehr haug sowohl an denHohshulen als auh in industriellen Anwendungen. Man denke nur an Graphen, die man oftdurh Relationen auf Knoten und/oder Pfeilen beshreibt. Sie werden in den beiden genann-ten Bereihen haug zur Visualisierung abstrakter Konzepte oder komplex strukturierter undvielfah verzahnter Sahverhalte verwendet, aus der sih dann Einsihten und Ideen zu Pro-blemlosungen gewinnen lassen. Graphentheoretishe Probleme sind an den Hohshulen auhsehr beliebt in Vorlesungen uber Algorithmen und Datenstrukturen, da man an ihnen niht nursehr shon die vershiedenen Methoden zum Entwurf von eÆzienten Algorithmen demonstrie-ren kann, sondern auh die Unmoglihkeit, gewisse Probleme eÆzient zu losen. In Verbindungmit Relationen sollten weiterhin Petri-Netze und Ereignis-Strukturen (event strutures) genanntwerden, die haug bei der Modellierung von konkurrierenden Prozessen Verwendung nden. Diestatishe Struktur eines Petri-Netzes ist im Grunde ja nihts anderes als die graphentheoretisheVerkleidung eines Paars von Relationen von den Stellen (Bedingungen) zu den Hurden (Ereignis-sen) und umgekehrt. Auh eine Ereignis-Struktur ist abstrakt ein Paar von Relationen, namliheiner Kausalitats- und einer Koniktrelation auf Ereignissen.Der Beriht ist wie folgt gegliedert. Zuerst stellen wir in Abshnitt 2 kurz die benotigtenrelationenalgebraishen Grundlagen zusammen. In Abshnitt 3 beshreiben wir dann das ander Universitat Kiel entwikelte Computersystem RelView zum prototypishen Manipulierenvon Relationen. Die folgenden drei Abshnitte 4, 5 und 6 sind der Kern dieses Berihts. Hierzeigen wir anhand von ausgewahlten Beispielen, wie Relationen es erlauben, grundlegende Da-tenstrukturen zu modellieren, wie man aus formalen pradikatenlogishen Problembeshreibun-gen shnell und einfah zu relationalen Spezikationen als Prototypen kommen kann, und wie esdurh Anwendung des relationalen Kalkuls in Kombination mit Programmentwiklungstehnikenshlielih moglih ist, daraus eÆziente und per Konstruktion korrekte relationale Programmezu gewinnen, die ohne groen Aufwand in eine gangige imperative Programmiersprahe (wieC oder Modula-2) ubertragbar sind. Daruberhinaus demonstrieren wir in diesen Abshnitten3
auh Anwendungen von RelView. Abshnitt 7 enthalt einige weitere RelView-Programme,die geeignet sind, die vielfaltige Verwendbarkeit des Systems zu demonstrieren. Im Gegensatz zuden Abshnitten 5 und 6 verzihten wir jedoh auf formale Herleitungen. In Abshnitt 8 zeigenwir auf, wie durh eine Implementierung von Relationen mittels geordneter binarer Entshei-dungsdiagramme die EÆzienz der relationalen Spezikationen und Programme teils betrahtliherhoht werden kann. Shlielih gehen wir in Abshnitt 9 noh auf die bisher mit dem Ansatzund dem System gemahten Erfahrungen und zukunftige Arbeiten ein.2 RelationenalgebraEine Relation Rmit UrbildbereihX und Bildbereih Y ist eine Teilmenge des direkten ProduktsX  Y . Im folgenden bezeihnen wir mit [X $ Y ℄ die Menge (den Typ) dieser Relationen undshreiben R : X $ Y statt R 2 [X $ Y ℄. Falls Urbild- und Bildbereih niht leer und endlihsind (ersteres nehmen wir im folgenden immer an, um pathologishe Falle zu vermeiden) undKardinalitatm bzw. n besitzen, so kann man R als Booleshe Matrix mitm Zeilen und n Spaltenauassen. Diese Matrixinterpretation ist sowohl zur graphishen Darstellung von Relationen alsauh zur Beshreibung von relationalen Eigenshaften bzw. Manipulationen sehr gut geeignet.Sie wird auh in RelView verwendet. Aus diesem Grund shreiben wir im folgenden wie bei denMatrizen Rxy statt hx; yi 2 R und ubernehmen auh fur Relationen die Matrix-SprehweisenZeilen und Spalten.Wir setzen voraus, da der Leser mit den folgenden Basisoperationen auf den Relationenvertraut ist: Vereinigung R [ S, Durhshnitt R \ S, Produkt (Komposition) RS, Negation(Komplement) R und Transposition RT. Die Ordnung auf den Relationen [X $ Y ℄ gleihenTyps ist durh die Inklusion R  S gegeben. Shlielih bezeihnen, polymorph getypt, Odie leere Relation, L die Allrelation und I die identishe Relation. Neben der eben aufgezahltenBasis werden wir uns in diesem Beriht noh auf R (reexiv-transitive Hulle) und R+ (transitiveHulle) beziehen, sowie einige weitere relationale Konstruktionen an geeigneten Stellen einfuhren.Fur die eben aufgezahlten Operationen und Konstanten gelten eine Fulle von komponenten-freien algebraishen Gesetzen, die man als den relationalen Kalkul bezeihnet. Wir setzen imfolgenden fundamentale Gesetze als bekannt voraus, z. B.RTT = R R  S =) RT  ST(RS)T = STRT RT = R TR  S =) QR  QS R  S =) RQ  S QQ (R \ S)  QR \QS Q (R [ S) = QR [QS(R \ S)T = RT \ ST (R [ S)T = RT [ ST : (1)Weiterhin setzen wir voraus, da dem Leser die grundlegendsten Eigenshaften von Relationenund ihre algebraishen Beshreibungen vertraut sind, wie beispielsweise Reexivitat (I  R),Irreexivitat (R  I ), Symmetrie (R = RT), Transitivitat (RR  R), Eindeutigkeit (RTR  I)und Totalitat (R L = L). Speziellere Gesetze fur und Eigenshaften von Relationen, die demLeser vielleiht niht gelaug sind, werden wir erst dort angegeben, wo sie benotigt werden.Bezuglih der Axiomatisierung des relationalen Kalkuls, d.h. des Begris der (abstrakten) Rela-tionenalgebra, mussen wir auf die Literatur verweisen, etwa auf [44, 23℄ oder die Buher [41, 19℄.Relationenalgebra in ihrer Grundform kennt keinerlei mengentheoretishe Operationen wiex 2 X und X  Y . Sie konnen jedoh einfah eingefuhrt werden, indem man Mengen durhVektoren darstellt, das sind spezielle Relationen v : X $ Y , fur die v L = v gilt. In der Ma-trixinterpretation heit v = v L, da die Booleshe Matrix zeilenkonstant ist, d.h. jede Zeile nur4
Nullen oder nur Einsen enthalt. Damit wird der Bildbereih irrelevant. Im folgenden betrahtenwir deshalb oft Vektoren v : X $ 1 mit einem speziellen einelementigen Bildbereih 1 und un-terdruken dann in der oben eingefuhrten Indexshreibweise den zweiten (konstanten) Index. Soein Bildbereih kann algebraish durh vT v = I harakterisiert werden, denn vT v = L gilt immerund eine nihtleere Menge ist einelementig genau dann, wenn auf ihr L und I zusammenfallen.In der Matrixinterpretation heit dies, da wir uns auf Booleshe Spaltenvektoren beshranken.Ein Vektor v : X $ 1 stellt somit die Menge fx 2 X : vxg dar.3 Das Computersystem RelViewRelView ist ein in den letzten sehs Jahren an der Universitat Kiel entwikeltes interaktives undbildshirmorientiertes Computersystem zum prototypishen Manipulieren von diskreten Struk-turen, die auf Relationen basieren. Es ist in der Programmiersprahe C geshrieben und lauftunter X-Windows mit intensiver Verwendung der graphishen Benutzeroberahe. Das KielerRelView System stellt eine Neuimplementierung und wesentlihe Erweiterung des ursprunglihan der Universitat der Bundeswehr Munhen entwikelten Systems (siehe [11℄) dar. Es ist welt-weit in Gebrauh und wurde mehrmals auf anerkannten internationalen Tagungen vorgefuhrt,zuletzt auf der FASE '98 im Rahmen von ETAPS '98; siehe [6℄.In RelView werden alle Daten als Relationen dargestellt, fur die es wiederum zwei Vi-sualisierungen gibt. Einerseits kann man Relationen auf dem Bildshirm als Booleshe Matrizenanzeigen und mit der Maus bzw. entsprehenden Kommandoknopfen editieren. Stimmen Urbild-und Bildbereih uberein, so ist fur diese sogenannten homogenen Relationen auh eine Darstel-lung durh gerihtete Graphen moglih. Um einen Eindruk von der Benutzeroberahe vonRelView zu vermitteln, ist nahfolgend ein Bildshirm-Abzug angegeben.
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8 910Das RelView-System kann gleihzeitig soviele Relationen als Booleshe Matrizen und Gra-phen verwalten, wie die Groe des Arbeitsspeihers erlaubt. Wie shon erwahnt, konnen Rela-tionen mit der Maus und durh Kommandos manipuliert werden. Die Kommandos beinhalteninsbesondere alle in Abshnitt 2 erwahnten Operationen auf den Relationen. Daruber hinaus istes moglih, die den Kommandos entsprehenden Basisfunktionen des Systems zu relationalenTermen zu komponieren, aus denen man durh Abstraktion dann relationale Funktionen erhalt.Durh Hinzunahme der grundlegendsten Kontrollstrukturen imperativer Programmiersprahenerreiht man shlielih relationale Programme, die ahnlih den Funktionsprozeduren von Pasaloder Modula-2 sind. Ein Beispiel fur eine relationale Funktion ist nahfolgend angegeben:tik(R) : [X $ X℄! [X $ X℄ tik(R) = R \ RR+ : (2)Ist R in der Graphinterpretation kreisfrei, was man relationenalgebraish durh R+  I aus-druken kann, so berehnet diese Funktion den transitiv-irreduzible Kern von R, das ist diekleinste Relation S mit S  R und S+ = R+. In der Syntax des RelView-Systems (mit den6
Bezeihnungen &, - und trans fur die Bildung von Durhshnitt, Negation und transitive Hulle)sieht die relationale Funktion tik aus (2) wie folgt aus:tik(R) = R & -(R * trans(R)) :Das nahfolgend angegebene Beispiel fur ein einfahes relationales Programm in RelView ver-wendet den senkrehten Strih | fur die Vereinigungsoperation und das Zeihen ^ fur die Ope-ration zum Transponieren. Weiterhin benutzt es eine Basisfunktion empty, die testet, ob eineRelation leer ist. Durh das Programm reah werden fur einen endlihen gerihteten Graphenmit Relation R : X $ X und eine durh den Vektor s : X $ 1 dargestellte Knotenmenge dievon dieser Menge aus erreihbaren Knoten in der Vektordarstellung (RT) s : X $ 1 berehnet.reah(R,s)DECL u, vBEG u = s;v = -u & R^ * u;WHILE -empty(v) DOu = u | v;v = -u & R^ * v ODRETURN uEND :An dieser Stelle mu auf eine Besonderheit von RelView hingewiesen werden. Wie shonerwahnt, werden alle Daten als Relationen dargestellt. Insbesondere entsprehen die beiden ein-zigen Relationen O; L von [1$ 1℄ den Wahrheitswerten "falsh\ und "wahr\. Diese Darstellungist motiviert durh ein Resultat aus [12℄. Hier wird, nur auf die Basisoperationen von Abshnitt2 aufbauend, in expliziter Weise eine einfahe relationale Funktion zum Testen von Relationen-inklusion angegeben, d.h.:inl : [X $ Y ℄ [X $ Y ℄! [1$ 1℄ R  S () inl(R;S) = L : (3)Diese Funktion ist in RelView als Basisfunktion gleihen Namens vorhanden. Als eine Konse-quenz kann man im System alle aussagenlogishen Formeln uber Inklusionen ausdruken, bei-spielsweise einen Gleihheitstest durh die RelView-Funktioneq(R,S) = inl(R,S) & inl(S,R) ;da auf den zwei Relationen L und O von [1 $ 1℄ die Operationen [;\; und  genau denlogishen Junktoren _;^;: und ! entsprehen.Eine Beshreibung von RelView, die auh ein Benutzermanual und eine Sammlung vonAnwendungsbeispielen enthalt, ist [5℄. Fur weitere Informationen, insbesondere weitere Beispie-le, sei auf die Web-Seite http://www.informatik.uni-kiel.de/~progsys/relview.html zumRelView-System an der Universitat Kiel verwiesen.4 Relationale Modellierung von DatenstrukturenWir haben shon erwahnt, da es mittels Relationen einfah moglih ist, die beiden Wahr-heitswerte und auh Teilmengen eines Universums zu modellieren. Letzteres fuhrt unmittelbarauh zur Modellierung von einzelnen Elementen einer Menge, da diese genau den einelementi-gen Teilmengen entsprehen. In der Literatur werden die speziellen, einelementige Teilmengen7
darstellende Vektoren auh (relationale) Punkte genannt. Sie entsprehen in der Matrixinter-pretation denjenigen zeilenkonstanten Booleshen Matrizen, die genau eine Zeile besitzen, dienur Einsen enthalt. Die relationenalgebraishe Charakterisierung eines Punkts p ist gegebendurh p = p L (Vektoreigenshaft), p pT  I (Injektivitat) und pT L = L (Surjektivitat); darausherleitbare Rehenregeln ndet man beispielsweise in [41℄.Verwendet man Vektoren und Punkte zur Modellierung von Mengen und Elementen, so ent-sprehen sih genau die Booleshen Operationen der relationalen und der mengentheoretishenSeite. Stellt also beispielsweise der Vektor v : X $ 1 eine Teilmenge Y von X dar und derPunkt p : X $ 1 ein Element x von X, so modellieren trivialerweise v [ p das Einfugen von xin Y und v \ p das Entfernen von x aus Y . Neben den Booleshen Operationen haben sih nohzwei weitere Operationen auf Mengen als sehr bedeutsam fur die Formulierung von relationalenSpezikationen und Programmen herausgestellt. Die erste betrit die Auswahl eines Elementsaus einer nihtleeren Menge. Relational wird diese modelliert durh eine Funktionpoint : [X $ 1℄! [X $ 1℄ ; (4)die zu einem nihtleeren Vektor v : X $ 1 einen Punkt point(v) mit point(v)  v liefert. Diezweite Operation betrit die injektive Einbettung einer nihtleeren Menge Y in eine ObermengeX mittels der identishen Funktion id : Y ! X. Ist Y durh einen nihtleeren Vektor v : X $ 1beshrieben, so ergibt sih diese Funktion als eindeutige und totale Relation inj (v) : Y $ X,indem man aus der identishen Relation I : X $ X all jene Zeilen entfernt, die in v einen0-Eintrag besitzen. Sowohl point aus (4) als auh die relationale Funktioninj : [X $ 1℄! [Y $ X℄ (5)sind in RelView vorhanden. Ihre relationenalgebraishe Charakterisierung ndet man in derBeshreibung [5℄ des Systems.Das Gegenstuk zur relationalen Funktion point auf der Ebene der allgemeinen Relationenist gegeben durh atom : [X $ Y ℄! [X $ Y ℄ : (6)Mittels dieser, auh in RelView vorhandenen, Funktion wird zu einer nihtleeren Relation Rein in R enthaltenes Atom atom(R) berehnet, also eine Relation atom(R)  R, die genau einPaar enthalt. Diese letzte Eigenshaft kann man beispielsweise dadurh beshreiben, da mansowohl den Denitionsbereih atom(R) L als auh den Wertebereih atom(R)T L von atom(R)als Punkt fordert. In der graphentheoretishen Interpretation von Relationen wird durh denAufruf atom(R) ein einzelner Pfeil des nihtleeren gerihteten Graphen g = (X;R) geliefert, wasin zahlreihen Algorithmen Anwendung ndet.Weiterhin als sehr bedeutend bei relationaler Spezikation und Programmentwiklungen ha-ben sih die Bildung von direkten Produkten und direkten Summen herausgestellt. Ihre rela-tionale Modellierung erfolgt im ersten Fall durh die beiden Projektionen 1 : X  Y $ Xund 2 : X  Y $ Y und im zweiten Fall durh die beiden Injektionen {1 : X $ X + Y und{2 : Y $ X + Y . RelView erlaubt die Deklaration von direkten Produkten und Summen undstellt auh Basisfunktionen zur Berehnung der Projektionen, Injektionen und einigen weiterenin diesem Zusammenhang wihtigen Konstruktionen zur Verfugung. Bezuglih der Details undauh einer relationenalgebraishen Charakterisierung der Projektionen und Injektionen verwei-sen wir wiederum auf die Beshreibung [5℄ des RelView-Systems.Durh die Verwendung von direkten Produkten wird es insbesondere moglih, jede beliebigeFormel der Logik erster Stufe in einen gleihwertigen relationalen Term zu uberfuhren. Dies istsehr bedeutend zur Gewinnung von relationalen Spezikationen. Mittels direkter Summen ist es8
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Kehren wir nun zur relationalen Modellierung von Sequenzen von Mengen zuruk. Man kanneine Relation R : X $ Y mit jY j = n auh als eine Sequenz von Vektoren vi : X $ 1auassen, wobei der Vektor vi als die i-te Spalte von R deniert ist (1  i  n). In dieserSihtweise modelliert R die nihtleere Sequenz der durh ihre Spalten dargestellten Mengen. DerKonkatenationsoperation auf den Sequenzen entspriht dann auf relationaler Ebene die Funktionon : [X $ Y ℄ [X $ Z℄! [X $ Y + Z℄ on(R;S) = (RT + ST)T : (8)Die RelView-Version von (8) werden wir spater nur fur den Spezialfall benotigen, da wir einenVektor v : X $ 1, der eine Menge von Knoten eines gerihteten Graphen g = (X;R) darstellt,von rehts als zusatzlihe Spalte an eine Relation anfugen, was der bekannten Sequenzoperation"postx\ entspriht. Damit werden wir shlielih eine Relation S : X $ f1; : : : ; ng erhalten,die eine Sequenz Y1; : : : ; Yn von Knotenmengen beshreibt.Der eben beshriebene Ansatz kann aber auh verwendet werden, um beispielsweise Sequen-zen von Pfeilmengen eines gerihteten Graphen g = (X;R) zu modellieren. Dies ist dadurhbegrundet, man vergleihe mit [41℄, da jede Pfeilmenge durh eine Teilrelation S von R dar-gestellt wird und zwishen den Relationen [X $ X℄ und den Vektoren [X X $ 1℄ eineeineindeutige Beziehung besteht. Die erste Rihtung ist gegeben durh die relationale Funktionrel2ve : [X $ X℄! [X X $ 1℄ rel2ve(R) = (1R \ 2) L ; (9)wobei 1 und 2 die beiden Projektionen des direkten Produkts X X sind. Auh die andereRihtung kann mit Hilfe von 1 und 2 wie folgt beshrieben werden:ve2rel : [X X $ 1℄! [X $ X℄ ve2rel (v) = 1T (2 \ v L) : (10)Als letzte Datenstruktur modellieren wir nun noh die Erzeugung einer endlihen Menge Xdurh ein initiales Element und eine Nahfolgeroperation. Diese Konstruktion hat sih ebenfallsals sehr bedeutend fur den von uns gewahlten relationalen Ansatz zur Programmentwiklung9
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Ist die Menge X durh init und su endlih erzeugt und p : X $ 1 ein Punkt, der ein Element xvon X darstellt, so bezeihnet suT p als Punkt den Nahfolger von x, falls ein solher existiert.Andernfalls ist suT p leer. Dies fuhrt zu einer relationalen Nahfolger-Funktionnext : [X $ 1℄! [X $ 1℄ next(p) = suT p (12)die nur fur Punkte deniert ist. Sie ist im RelView-System unter dem gleihen Namen ebenfallsals Basisfunktion enthalten.5 Von Problemen zu relationalen SpezikationenDie Gewinnung einer relationalen Spezikation ist der erste Shritt beim Prototyping in dem indiesem Beriht gewahlten Anwendungsbereih. Man startet dazu oft mit einer pradikatenlogi-shen Problembeshreibung, die man durh Formalisierung der in der Regel naturlihsprahlihgestellten Aufgabe gewinnt. Dann transformiert man die logishe Formel in eine relationaleForm. Dies geshieht shrittweise durh die Anwendung von einfahen Beziehungen zwishenden relationalen Basisoperationen und den Junktoren und Quantoren der Logik, wodurh nahund nah logishe durh relationale Konstrukte ersetzt werden. Die erreihte relationale Form istoft ein indizierter relationaler Term, was durh Abstraktion zu einer relationalen Funktion undeinem anshlieenden Ubergang nah RelView zu einem Prototyp in Gestalt einer relationalenSpezikation fuhrt.Die Ersetzung der logishen Junktoren Disjunktion, Konjunktion usw. durh Vereinigung,Durhshnitt usw. auf relationaler Seite ist nah Denition der relationalen Operationen of-fensihtlih. Wir behandeln deshalb nahfolgend nur noh die Ersetzung von Quantoren durhgleihwertige relationale Konstruktionen. Aufgrund von(RS)xy () 9 z : Rxz ^Rzy (13)10
lassen sih Existenzquantoren mittels Produktbildung entfernen. Die wihtigsten Regeln zurElimination von Allquantoren stutzen sih auf die relationalen Residuen S =R = S RT (Links-residuum) und R n S = RT S (Rehtsresiduum). Aus (13) folgen namlih die Beziehungen(S =R)yx () 8 z : Rxz ! Syz (R n S)xy () 8 z : Rzx ! Szy : (14)Eine Kombination der beiden Residuen fuhrt zur Denition des symmetrishen Quotientensyq(R;S) = (R n S) \ (RT =ST). Damit erhalten wir aus (14) unmittelbar die Eigenshaftsyq(R;S)xy () 8 z : Rzx $ Szy : (15)Im folgenden demonstrieren wir die shrittweise Herleitung von relationalen Spezikationennah der oben skizzierten Methode anhand von einigen einfahen Beispielen aus der Graphen-theorie; fur weitere solhgeartete Beispiele vergleihe man mit [12, 14℄1. Beispiele aus anderenBereihen fur dieses Vorgehen ndet man in [10℄ (Verbandstheorie), [46, 13, 7℄ (Petrinetze) und[35℄ (endlihe Automaten).5.1 Spezikation der Quellen. Gegeben seien ein gerihteter Graph g = (X;R) mit Knoten-menge X und Relation (Pfeilmenge) R : X $ X und eine Teilmenge s von Knoten. Wir wollendie Quellen von s bestimmen, d.h. diejenigen Knoten von s, die keinen Vorganger in s besitzen.Um einen Prototyp zu erhalten, starten wir mit der pradikatenlogishen Formalisierungx 2 s ^ 8 y : Ryx ! y 62 s (16)der Eigenshaft, da der Knoten x eine Quelle in der Menge s ist. Dann stellen wir die gegebeneTeilmenge als Vektor s : X $ 1 dar und bekommen die das Problem spezizierende Formel (16)in der aquivalenten Form sx ^ 8 y : Ryx ! s y. Eine Elimination des Quantors in dieser Formelist durh (14) moglih und bringt (s \ (R n s ))x : (17)Abstrahieren wir in (17) nah dem Index x, so erhalten wir in der Sprahe desRelView-Systems,welhe auh die beiden Residuen zur Verfugung stellt, shlielihsoures(R,s) = s & (R \ -s)als relationale Spezikation zur Berehnung der Quellen einer Menge von Knoten eines gerih-teten Graphen. 2Wir haben im letzten Beispiel aus einer pradikatenlogishen Problembeshreibung eine relatio-nale Funktion zur Berehnung eines Vektors hergeleitet. In graphentheoretisher Sprehweisehaben wir also eine Menge von Knoten speziziert. Nahfolgend demonstrieren wir nun anhandeines einfahen Beispiels, wie man auf die gleihe Weise eine Relation berehnen kann, wasgraphentheoretish der Spezikation einer Pfeilmenge entspriht.5.2 Spezikation der isolierten Pfeile. Wir betrahten das Problem, in einem gerihtetenGraphen g = (X;R) die Menge aller isolierten Pfeile zu bestimmen, d.h. aller Pfeile, die mitkeinem anderen Pfeil einen Knoten gemeinsam haben. Ein Paar x; y von Knoten bildet genaudann einen isolierten Pfeil, falls die FormelRxy ^ (8 z : Rxz _Rzx ! z = y) ^ (8 z : Ryz _Rzy ! z = x) (18)1Dabei setzen wir voraus, da die zu behandelnden Graphen immer endlih sind. Weiterhin nehmen wir an,da der Leser die grundlegendsten Begrie der Graphentheorie kennt; ansonsten verweisen wir z.B. auf [2, 31℄.11
gilt. Formen wir die beiden Quantizierungen von (18) um zu 8 z : (R [ RT)zx ! Izy bzw. zu8 z : (R[RT)yz ! Ixz, so werden die Beziehungen (14) anwendbar und wir bekommen shlielihdie gleihwertige Version (R \ ((R [RT) n I) \ (I = (R [RT)))xy : (19)Damit sind wir im Prinzip fertig. Denn abstrahieren wir in dem indizierten relationalen Term(19) nah den beiden Indizes x und y und gehen dann zu RelView uber, so erhalten wirisolated(R) = R & ((R | R^) \ I(R)) & (I(R) / (R | R^))als einen Prototyp zur Berehnung derjenigen Relation, welhe genau die Knotenpaare enthalt,die einen isolierten Pfeil bilden. In dieser RelView-Funktion berehnet I(R) eine identisheRelation mit gleiher Zeilen- und Spaltenanzahl wie R. 2Im nahsten Beispiel benotigen wir das mengentheoretishe Symbol 2 auh als Relation aufder Objektebene. Wir setzen also " : X $ 2X so voraus, da fur alle Elemente x aus X undTeilmengen s von X die Beziehung "xs genau dann gilt, wenn x ein Element von s ist. Weiterhinverwenden wir noh die reexiv-transitive Hulle. Fur beide Konstrukte stellt RelView entspre-hende Basisfunktionen bereit. Zur Berehnung der Potenzmengenrelation " : X $ 2X gibt esim System eine Basisfunktion epsi. Diese hat, analog zur Basisfunktion init zur Berehnungdes Punkts init aus (11), einen Vektor als Argument, welher durh seinen Urbildbereih dieMenge X speziziert. Die reexiv-transitive Hulle R kann mittels der Basisfunktionen transfur die transitive Hulle R+ und refl fur die reexive Hulle R [ I berehnet werden.5.3 Spezikation der Knotenbasen. In einem gerihteten Graphen heit eine inklusionsmini-male Menge von Knoten, von der aus alle anderen Knoten erreihbar sind, eine Knotenbasis. Wirwollen einen RelView-Prototyp zur Berehnung aller Knotenbasen eines gerihteten Grapheng = (X;R) entwikeln. Dazu starten wir mit der Formel8x 9 y : y 2 b ^Ryx ; (20)die besagt, da von der Menge b aus jeder Knoten von g erreihbar ist. Dann verwenden wir dieDenition von " zusammen mit (13) und (14) und transformieren (20) in die gleihwertige Form(("TR) = L)b (21)mit L : 1 $ X, in der Matrixinterpretation also einem Booleshen Zeilenvektor. Abstraktionin (21) nah dem Index b zeigt, da durh den Vektor ("T R) = L : 2X $ 1 die Menge allerTeilmengen von X dargestellt wird, von denen aus jeder Knoten erreihbar ist. In RelViewfuhrt diese Abstraktion unter Verwendung einer relationalen Funktionrt(R) = refl(trans(R))zur Berehnung der reexiv-transitiven Hulle zu der folgenden relationalen Spezikation:allreah(R) = (epsi(Ln1(R))^* rt(R)) / L1n(R) :In der RelView-Funktion allreah berehnet epsi(Ln1(R)) die passende Potenzmengenrela-tion ". Dabei liefert der Aufruf Ln1(R) der Basisfunktion Ln1 einen einspaltigen Allvektor mitgleiher Zeilenanzahl wie R, der den Urbildbereih der Potenzmengenrelation festlegt. Weiterhinwird durh L1n(R) ein passender transponierten Allvektor L (man vergleihe mit (21)) bestimmt.12
Nun beahten wir, da zu einer irreexiven Ordnungsrelation und einem Vektor den mini-malen Elementen der durh den Vektor dargestellten Menge genau die Quellen in einer gra-phentheoretishen Auassung der Ordnung entsprehen. Unter Verwendung einer Relation inlfur die Mengeninklusion, einer passenden identishen Relation I, der RelView-Spezikationsoures aus dem Beispiel 5.1 und allreah erhalten wir alsobase(R) = soures(inl & -I, allreah(R))als RelView-Funktion zur Berehnung des Vektors der Knotenbasen. Der Rest wird nun durh(14) erledigt, denn diese Beziehung zeigt, da die Mengeninklusion als Relation auf der Objekt-ebene gleih dem Residuum " n " ist, was eine Berehnung von inl mittels der Basisfunktionenepsi und \ erlaubt. 2Wir haben im letzten Beispiel die relationale Spezikation des Problems der Knotenbasis in derForm von drei RelView-Funktionen angegeben, um moglihst nahe bei den mathematishenFunktionen zu bleiben. Um Mehrfahberehnungen der Potenzmengerelation zu vermeiden, bie-tet sih naturlih an, statt der Funktionen ein relationales Programm mit einer Variablen zurSpeiherung der Potenzmengenrelation zu verwenden.Auh im nahsten Beispiel benotigen wir wiederum das mengentheoretishe Symbol 2 alsPotenzmengenrelation " : X $ 2X auf der Objektebene und die reexiv-transitive Hulle. Wei-terhin kommt noh der symmetrishe Quotient ins Spiel, der in RelView als Basisfunktion syqvorhanden ist.5.4 Spezikation der starken Zusammenhangskomponenten. Gegeben sei ein gerihteterGraph g = (X;R). Eine starke Zusammenhangskomponente  von g kann durh die folgendeEigenshaft beshrieben werden: Es gibt einen Knoten x, so da jeder Knoten y genau dann in enthalten ist, wenn er von x aus erreihbar ist und x von ihm aus erreihbar ist. Als Formelshreibt sih dies wie folgt: 9x 8 y : y 2 $ (Rxy ^Ryx): (22)Unter Verwendung der Denitionen von " und des symmetrishen Quotienten, siehe (15), konnenwir (22) gleihwertig durh 9x : syq(";R \ (R)T)x beshreiben. Eine Entfernung des verblei-benden Quantors erlaubt letztendlih (13) in Verbindung mit einem Vektor L : X $ 1. DasResultat ist der indizierte relationale Term(syq(";R \ (R)T) L) : (23)Die Abstraktion von (23) nah dem Index  liefert syq(";R \ (R)T) L : 2X $ 1 als Vektor zurDarstellung der starken Zusammenhangskomponenten von g. In RelView fuhrt dies shlielihzur relationalen Spezikations(R) = syq(epsi(Ln1(R)),rt(R) & rt(R)^)* Ln1(R) ;wobei noh, zur Verbesserung der EÆzienz, die Multiplikation mit dem Allvektor von rehtsdurh einen Aufruf der Basisfunktion dom ersetzt werden kann, die den Denitionsbereih einerRelation als Vektor berehnet. 2Der bisher vorgestellte Ansatz zur Gewinnung von ausfuhrbaren relationalen Spezikationenist naturlih niht immer so einfah anwendbar. Seine Anwendung kann auh in komplexenund deshalb nur shwer zu durhshauenden Spezikationen enden. Letzteres ist haug derFall bei relationalen Spezikationen, die Gebrauh von direkten Produkten mahen. Beispiele13
ndet man in [12℄. Nahfolgend geben wir nun ein Beispiel an, wo der bisherige Ansatz uber einelogishe Formel und einen indizierten relationalen Term zur Verwendung von direkten Produktenund zu einer komplexen Spezikation fuhren wurde, die Verwendung von direkten Summenhingegen eine einfahe und auh einigermaen eÆzient ausfuhrbare relationale Spezikationerlaubt. Dieses Beispiel berehnet einen Vektor als n-fahe relationale Summe von einzelnenWahrheitswerten und ist leiht zu verallgemeinern. Es maht fur eine Relation R : X $ Xund einen Vektor v : X $ 1 Gebrauh von der Konstruktion inj (v)R inj (v)T, welhe wir, zurVerbesserung der Lesbarkeit, mit Rv abkurzen. Ist R die Relation eines Graphen g = (X;R)und kennzeihnet der Vektor v eine Teilmenge Y der Knoten, so ist Rv genau die Relation desvon Y erzeugten Untergraphen.5.5 Spezikation der Trennknoten. Es sei ein ungerihteter Graph g = (X;R) voraus-gesetzt, d.h. R : X $ X ist eine symmetrishe und irreexive Relation. Ein Knoten x heitein Trennknoten (man ndet in der Literatur auh die Bezeihnung Artikulationsknoten) vong, wenn der Untergraph von g, der durh das Entfernen von x entsteht, mindestens eine Zu-sammenhangskomponente mehr als g besitzt. Aus dieser Denition folgt unmittelbar, da x einTrennknoten von g genau dann ist, wenn es zwei vershiedene Knoten y und z aus X n fxg gibt,so da x auf jedem Weg von y nah z in g liegt.Zur Entwiklung einer relationalen Spezikation fur den Vektor der Trennknoten stellen wirden Knoten x durh einen Punkt p : X $ 1 dar. Weiterhin betrahten wir die Relation R p desdurh die Knotenmenge X n fxg erzeugten Untergraphen von g. Dann gilt die Inklusion(R p )+ \ I  (R+) p \ I ; (24)denn die linke Seite von (24) setzt zwei Knoten y und z aus X n fxg genau dann in Beziehung,wenn y 6= z gilt und ein Weg von y nah z im dem von X n fxg erzeugten Untergraphenexistiert, wahrend die rehte Seite von (24) zwei Knoten y und z aus X n fxg genau dann inBeziehung setzt, wenn y 6= z gilt und ein Weg von y nah z im Originalgraphen g existiert.Diese Uberlegungen zeigen auh, da die Umkehrung der Inklusion (24) exakt ausdrukt, daes vershiedene Knoten y und z aus X n fxg sowie einen Weg von y nah z in g gibt, auf dem xniht liegt.Wehseln wir nun von den Knoten des Graphen zu den relationalen Punkten, so erhalten wirdurh Kontraposition des bisher erzielten Resultats die Aquivalenz(R p )+ \ I 6= (R+) p \ I () p beshreibt einen Trennknoten : (25)Mit Hilfe des auf den Inklusionstest inl aufbauenden Gleihheitstests eq , den wir in Abshnitt3 in RelView formuliert haben, und einer relationalen Funktion ip(R) = R\ I zur Berehnungdes irreexiven Anteils von R bekommen wir also aus (25) sofort die relationale Funktionisut : [X $ X℄ [X $ 1℄! [1$ 1℄ isut(R; p) = eq(ip((R p )+); ip((R+) p )) (26)zum Testen, ob ein einzelner Punkt einen Trennknoten beshreibt. Den gesuhten Vektor zurDarstellung aller Trennknoten konnen wir nun als relationale Funktionuts : [X $ X℄! [X $ 1℄ uts(R) = isut(R; init) + : : :+ isut(R;nextn(init)) (27)spezizieren, wobei n+1 die Mahtigkeit von X ist. Wir erzeugen also die endlihe KnotenmengeX mittels des initialen Punkts init von (11) und der Nahfolger-Funktion next von (12) inForm einer Sequenz next i(init), 0  i  n, von Punkten, wenden die relationale Funktionisut auf jeden dieser Punkte an und bilden shlielih die relationale Summe der erhaltenen14









13Wenden wir die in Beispiel 5.3 entwikelte RelView-Funktion base auf die Relation diesesGraphen an, so liefert das System als Resultat auf dem Bildshirm einen die Knotenbasendarstellenden Vektor v : 2X $ 1, also einen Booleshen Spaltenvektor mit 213 Komponenten, indem jede Komponente fur ein Element von 2X steht und genau die Knotenbasen mit 1 markiertsind. Daraus konnten wir dann die Knotenbasen erhalten, indem wir v komponentenweise mitden 213 Spalten der Matrixdarstellung von " : X $ 2X vergleihen. Praktish ist das ebenbeshriebene Verfahren bei der gegebenen Groenordnung jedoh niht mehr durhfuhrbar. Und15





















































Diese Booleshe Matrix setzt einen Knoten mit einer Knotenbasis genau dann in Beziehung,wenn der Knoten in der Knotenbasis enthalten ist. Ihre Spalten stellen somit, als Sequenz voneinzelnen Vektoren betrahtet, genau die 12 Knotenbasen des obigen Graphen dar. 2Wir wollen zum Ende dieses Abshnitts noh auf die Bedeutung von RelView bei der Gewin-nung von relationalen Spezikation eingehen. Der Hauptanwendungsbereih des Systems ist hiernah unserer Erfahrung die Uberprufung der relationalen Problemspezikation durh stihpro-benartige Tests, wobei insbesondere auh Randfalle wie leere Graphen (Relationen) und Mengen(Vektoren) abgedekt werden sollten. Prototypishe Tests ermoglihen einen Vergleih der re-lationalen Spezikation sowohl mit der ihrer Entwiklung zugrundeliegenden formal-logishenSpezikation als auh mit der ganz ursprunglih in der Intuition verankerten und informellenProblemstellung. Durh den Vergleih der relationalen und der logishen Spezikation kannman insbesondere die Korrektheit der Herleitung der ersten aus der zweiten uberprufen; mangewinnt also zusatzlihe Siherheit bezuglih der durhgefuhrten Rehnungen. So ist es etwabei der Charakterisierung eines Trennknotens x wihtig, da es zwei vershiedene Knoten yund z aus X n fxg gibt, so da x auf jedem Weg von y nah z liegt. Verzihtet man auf dieForderung y 6= z, so werden auh Knoten mit nur einem Nahbarn zu Trennknoten, im Wi-derspruh zur originalen Forderung, da durh das Entfernen von Trennknoten die Anzahl derZusammenhangskomponenten sih eht vergroert. Der stihprobenartige Vergleih der relatio-nalen Spezikation und der intuitiven Problemstellung hingegen erlaubt es zu uberprufen, obdie relationale Formalisierung die Intuition hinreihend genau beshreibt.Nah den von uns gemahten Erfahrung ist es wesentlih, da bei einem relationen-basiertenAnsatz mehrere leiht verstandlihe und intuitive Visualisierungen von Relationen zur Verfugungstehen, die es erlauben, gleihe Sahverhalte auh unter vershiedenen Blikwinkeln zu betrah-ten. BeiRelView sind drei solhe in der Form der Booleshen Matrizen, der gerihteten Graphenund der sogenannten Korrespondenzgraphen (siehe [5℄) vorhanden, welhe noh durh vershie-dene Markierungsmehanismen fur Knoten, Pfeile, Zeilen und Spalten erweitert werden. Um alsPrototyping-System geeignet zu sein, sind naturlih auh noh andere Eigenshaften notwendig,die unabhangig vom Anwendungsbereih "Relationen\ sind. Dies betrit insbesondere die engeIntegration der einzelnen Komponenten des Systems, um vershranktes Editieren, Ausfuhrenund Analysieren zu erlauben. Auh in dieser Hinsiht ist RelView unserer Meinung nah shonziemlih ausgereift. 16
6 Von relationalen Spezikationen zu relationalen ProgrammenEntwikelt man eine relationale Spezikation wie im letzten Abshnitt vorgestellt, so kann es ingunstigen Fallen, wie etwa im Beispiel der Quellen eines gerihteten Graphen, durhaus vorkom-men, da die resultierende relationale Funktion mittels RelView eÆzient ausgewertet werdenkann. Dann ist man im Prinzip fertig und kann den RelView-Prototyp in die gewunshte im-perative Programmiersprahe ubertragen. Es gibt aber auh Falle, in denen der Prototyp nohsehr ineÆzient ist. Dies ist etwa bei den Knotenbasen und den starken Zusammenhangskompo-nenten der Fall, da hier jeweils die relationale Spezikation dem Generieren aller Teilmengenmittels einer Potenzmengenrelation gefolgt von der Aussonderung der gewunshten Teilmengenentspriht. Hier ist es oft moglih, durh eine Kombination des relationalen Kalkuls mit Pro-grammentwiklungstehniken einen eÆzienten RelView-Prototyp in Gestalt eines relationalenProgramms zu gewinnen, also, nah dessen Ubertragung, beispielsweise ein eÆzientes Programmin C oder Modula-22.Nahfolgend demonstrieren wir anhand von einigen Beispielen die Entwiklung von relationa-len Programmen aus Spezikationen; weitere Beispiele ndet man etwa in [14, 32, 7, 15, 16, 17℄.Um die Vorgehensweise niht sofort durh einen ubermaigen Gebrauh von tehnishen re-lationenalgebraishen Rehnungen zu uberdeken, beginnen wir mit zwei einfahen Beispielen,welhe nur fundamentale Gesetze des relationalen Kalkuls verwenden. Das erste davon greift dasProblem aus dem Beispiel 5.3 fur eine spezielle Klasse von gerihteten Graphen noh einmal auf.6.1 Berehnung der Knotenbasis eines kreisfreien Graphen. Wiederum sei ein gerihte-ter Graph g = (X;R) vorausgesetzt. Wir betrahten den Vektor RT L : X $ 1, der die Mengealler Knoten ohne Vorganger darstellt. Dieser Vektor ist in allen eine Knotenbasis darstellendenVektoren v : X $ 1 enthalten. Ein relationaler Beweis ist niht shwierig: Da von v aus alleKnoten erreihbar sind, heit relational (RT) v = L. Daraus folgt die InklusionRT L  L = (RT) v = (I [ (RT)+) v = v [ (RT)+ v ;also RT L \ (RT)+ v  v. Nun zeigt (RT)+ v = RT (RT) v = RT L die gewunshte InklusionRT L  v. Wenn also (RT) RT L = L gilt, so ist die Menge der Knoten ohne Vorganger dieeinzige Knotenbasis von g und wird somit durh die RelView-Funktionbase1(R) = -(R^ * Ln1(R))berehnet. Die Vorbedingung (RT) RT L = L zur Korrektheit von base1 besagt, da von jedemKnoten aus durh endlihes "Rukwartsshreiten\ ein vorgangerloser Knoten erreiht werdenkann. Sie trit damit insbesondere fur endlihe kreisfreie Graphen zu. 2Hat man ein eÆzientes Verfahren, um die Knotenbasis eines kreisfreien Graphen zu bestimmen,so ist das Problem im Prinzip auh fur alle Graphen eÆzient gelost. Wir werden darauf inAbshnitt 7 zurukkommen.Als zweites Beispiel greifen wir das RelView-Programm reah von Abshnitt 3 noh ein-mal auf, das zu einem gerihteten Graphen g = (X;R) und einem Vektor s : X $ 1 denVektor (RT) s : X $ 1 der von s aus erreihbaren Knoten berehnet. Im Vergleih zu einer2Es sollte an dieser Stelle aber auh bemerkt werden, da relationale Problemspezikationen niht immerausfuhrbar sein mussen, etwa wenn sie, wie in [19℄ anhand von einigen Beispielen gezeigt wird, Quantizierungenuber Relationen, Fixpunktbildungen oder ahnlihe Konstrukte enthalten. Hier bietet sih an, solhe Spezikationenals Programm-Nahbedingungen zu verwenden und direkt mit der Entwiklung eines relationalen Programms zubeginnen. Aus diesem ergibt sih dann in unmittelbarer Weise ein RelView-Prototyp.17
sih direkt aus dem Erreihbarkeitsvektor ergebenden relationalen Funktion, wird die Bereh-nungskomplexitat von reah niht durh die Kosten zur Berehnung der reexiv-transitivenHulle dominiert. Wie man leiht erkennt, ist durh eine geeignete Implementierung von Relatio-nen in einer gangigen imperativen Programmiersprahe dadurh sogar eine O(jXj2)-Version desRelView-Prototyps reah moglih.6.2 Berehnung der erreihbaren Knoten. Bei der nahfolgenden Entwiklung des re-lationalen Programms reah kombinieren wir die bekannte Invariantentehnik fur imperativeProgramme (man vergleihe beispielsweise mit [24, 28℄) mit dem relationalen Kalkul. Zur Spe-zikation des Problems setzen wir zwei Eingabevariablen R und s und eine Resultatvariable uvoraus und betrahten die Nahbedingungu = (RT) s : (28)Eine Vorbedingung ist niht notwendig, da wir von R und s nihts fordern, auer der rihtigenTypisierung und der zur Terminierung notwendigen Endlihkeit der Menge, auf der sie deniertsind.Wir wollen, beginnend mit u = s, iterativ u solange um seine Nahfolger RT u vergroern,bis auf diese Weise keine neuen Knoten mehr erreiht werden. Eine Formalisierung dieser algo-rithmishen Idee verwendet s  u  (RT) s ^ RT u  u (29)als Verstarkung der Nahbedingung (28), den ersten Teil von (29) als Shleifeninvariante undden zweiten Teil von (29) als Negation der Shleifenbedingung. Relational ist einfah zu zeigen,da (28) von (29) impliziert wird, denn aus RT u  u folgt (RT) u  u durh Induktion, also(RT) s  u wegen s  u. Wird u mit s initialisiert, so gilt die Shleifeninvariante trivialerweise.Nun erfulle u die Shleifeninvariante s  u  (RT) s. Dann gilts  u [RT u  (RT) s [RT (RT) s = ((RT) [RT (RT)) s = (RT) swegen RT (RT) = (RT)+  (RT). Somit erfullt auh u [RT u die Shleifeninvariante, d.h. dieZuweisung dieses Terms an u erhalt als Shleifenrumpf ihre Gultigkeit. Insgesamt haben wir alsogezeigt, da, nah einer Umformung der Shleifenbedingung RT u 6 u in u \RT u 6= O und demUbergang zu RelView, das nahfolgende Programm den Erreihbarkeitsvektor bestimmt:reah1(R,s)DECL uBEG u = s;WHILE -empty(-u & R^ * u) DOu = u | R^ * u ODRETURN uEND :Von reah1 kommen wir nun zum Programm reah von Abshnitt 3, indem wir eine zweite Va-riable v zur inkrementellen Berehnung von u \RT u einfuhren. (In der Literatur wird dies auhFortshreibungstehnik oder formales bzw. endlihes Dierenzieren genannt; siehe [39, 42℄.) ImHinblik auf die Shleifeninvariante geshieht dies dadurh, da wir (29) zuv = u \RT u ^ s  u  (RT) s ^ RT u  u (30)erganzen. Die Initialisierung und auh die Fortshreibung von v sind damit oensihtlih undentsprehen genau den beiden Zuweisungen in reah. Wegen (30) ist weiterhin u \ RT u 6= O18
aquivalent zu v 6= O, womit wir die Shleifenbedingung von reah1 zu der von reah vereinfa-hen durfen. Eine weitere Konsequenz von (30) ist die Gleihheitu [RT u = (u [ u ) \ (u [RT u) = u [ (u \RT u) = u [ v ;wodurh sih shlielih auh noh die Zuweisung an u in der Shleife von reah1 zu der vonreah vereinfaht. 2Im folgenden Beispiel 6.3 greifen wir den Prototyp von Beispiel 5.4 zur Bestimmung der starkenZusammenhangskomponenten noh einmal auf. Wir wollen ein eÆzientes RelView-Programmentwikeln, das zu einer Aquivalenzrelation R : X $ X die Menge K aller Aquivalenzklassenin Form einer Relation C : X $ K spaltenweise berehnet. Haben wir dies erreiht, so konnenwir naturlih auh die starken Zusammenhangskomponenten eines gerihteten Graphen g =(X;S) spaltenweise berehnen, da diese ja gerade die Aquivalenzklassen der AquivalenzrelationS \ (S)T sind.Zur Herleitung eines relationalen Programms zur Bestimmung der Aquivalenzklassen reihendie als bekannt angenommenen fundamentalen Gesetze des relationalen Kalkuls niht mehr aus.Wir benotigen zusatzlih noh die sogenannten Shroder-AquivalenzenQR  S () QT S  R () S RT  Q : (31)Bei einer axiomatishen Behandlung von Relationen werden die Shroder-Aquivalenzen (31) inder Regel als eines der Axiome der Relationenalgebra deniert; man vergleihe etwa mit [41℄.Weiterhin werden wir einige Eigenshaften des symmetrishen Quotienten anwenden, die wirnahfolgend zusammengestellt haben:p Punkt; pT p = I =) syq(Rp;R p) = Ip Punkt =) syq(R;S) p = syq(R;S p)v Vektor =) syq(R; v) VektorR Aquivalenzrelation =) syq(S;R)R = syq(S;R)v 6= O Vektor; R L  v =) syq(R; v) = O : (32)Alle diese Implikationen kann man reht einfah aus bekannten Eigenshaften des symmetri-shen Quotienten ableiten, die man etwa in [41℄ ndet. Shlielih benotigen wir noh einigeBeziehungen der in (8) denierten Konkatenations-Funktion on. Um die Lesbarkeit zu erleih-tern, werden wir im folgenden, der Programmiersprahe ML folgend, die Konkatenation mit demInx-Symbol  bezeihnen. Mit dieser Shreibweise gilt dann die Implikationsyq(R;R) = I; syq(S; S) = I; syq(R;S) = O =) syq(RS;RS) = I (33)und weiterhin haben wir die beiden Gleihungensyq(R;ST ) = syq(R;S)  syq(R;T )(RS) L = R L [ S L : (34)Die Beweise von (33) und (34) sind niht viel shwieriger als die von (32), erfordern zusatz-lih jedoh noh die Axiome der relationenalgebraishen Charakterisierung der Injektionen einerdirekten Summe. Es sollte an dieser Stelle nahdruklih betont werden, da die Beziehun-gen (33) und (34) niht vom Himmel fallen, sondern die relationalen Beshreibungen von rehtanshaulihen Eigenshaften von Sequenzen darstellen. Wir wollen dies am Beispiel der Impli-kation (33) demonstrieren. Aus der Beziehung (15) erkennt man unmittelbar: Die Gleihungen19
syq(R;R) = I, syq(S; S) = I bzw. syq(RS;RS) = I beshreiben, da alle Spalten von R, Sbzw. RS paarweise vershieden sind, und die Gleihung syq(R;S) = O drukt aus, da R undS keine gemeinsame Spalte besitzen. Somit besagt (33) in Worten: Sind alle Spalten von R undS paarweise vershieden und besitzen beide Relationen keine gemeinsame Spalte, so sind auhalle Spalten ihrer Konkatenation paarweise vershieden.Nah diesen relationenalgebraishen Vorbereitungen kommen wir nun zum shon angekun-digten Beispiel.6.3 Berehnung der Aquivalenzklassen. Es sei R : X $ X eine Aquivalenzrelation aufeiner endlihen Menge X, d.h. es gelteI  R ^ R = RT ^ RR  R : (35)Wir wollen mittels der Invariantentehnik ein relationales Programm herleiten, welhes die Men-ge K der Aquivalenzklassen von R als Sequenz von Vektoren in Form einer Relation C : X $ Kberehnet. Formal besitzt das gesuhte Programm also eine Eingabevariable R und eine Resul-tatvariable C und die Eigenshaft (35) entspriht genau seiner Vorbedingung.Wir haben vor der Herleitung zuerst noh die Nahbedingung des gesuhten Programms re-lationenalgebraish zu formulieren. Dazu erinnern wir uns an die relationale Spezikation derstarken Zusammenhangskomponenten in Beispiel 5.4. Mit der Potenzmengenrelation " : X $ 2Xerhalten wir als Verallgemeinerung davon den Vektor syq(";R) L : 2X $ 1 zur Darstellung derAquivalenzklassen von R als Elemente der Potenzmenge 2X . Eine erste aus dieser Darstellungsih ergebende Forderung an das Resultat C ist die Gleihheit syq(";R) L = syq("; C) L, denndiese beshreibt, da die Spalten von C genau die Aquivalenzklassen von R darstellen. Damithaben wir jedoh noh nihts uber die Vielfahheit der Spalten von C gesagt. Beabsihtigt istnaturlih, da alle Spalten von C paarweise vershieden sind, d.h. im Resultat keine Aquiva-lenzklasse mehrfah auftauht. Wie wir oben shon gesehen haben, kann man diese Eigenshaftrelationenalgebraish sehr einfah mit Hilfe des symmetrishen Quotienten ausdruken. Fassenwir die bisherigen Uberlegungen zusammen, so ergibt sihsyq(";R) L = syq("; C) L ^ syq(C;C) = I (36)als Nahbedingung des gesuhten relationalen Programms.Der nahste Shritt ist nun die Verstarkung der Nahbedingung (36), um eine geeignete Shlei-feninvariante und auh die Abbruhbedingung der Shleife zu bekommen. In dem vorliegendenFall bietet sih an, eine zusatzlihe Variable v des Typs [X $ 1℄ einzufuhren, in der die nohniht abgearbeiteten Elemente von X festgehalten werden. Dies fuhrt zusyq(";R) v = syq("; C) L ^ syq(C;C) = I ^ Rv \ C L = O ^ v = O : (37)Nah der Intention hinter v wird die Negation der letzten Gleihung von (37) zur Shleifenbe-dingung und der Rest zur Shleifeninvariante. In Worten besagt letztere, da die Spalten vonC genau die Aquivalenzklassen der shon abgearbeiteten Elemente sind (erste Gleihung), al-le Spalten von C paarweise vershieden sind (zweite Gleihung) und kein Element einer nohniht berehneten Aquivalenzklasse in einer der Spalten von C vorkommt (dritte Gleihung).Es ist oensihtlih, da die Nahbedingung (36) von (37) impliziert wird. Wir haben also noheine Initialisierung von v und C zu nden, welhe die Shleifeninvariante etabliert, sowie einenShleifenrumpf, der die Gultigkeit der Shleifeninvariante erhalt.Wir beginnen mit der Initialisierung. Hier bietet sih an, mit einer beliebigen Aquivalenzklassezu starten, d.h. C durh R point (L) mit L : X $ 1 zu initialisieren. Eine Konsequenz davon ist,da v mit C zu initialisieren ist. Mit dieser Initialisierung gilt die Shleifeninvariante. Fur die20
Beweise der entsprehenden drei Gleihungen kurzen wir point(L) zu p ab. Die erste Gleihungzeigt man wie nahfolgend angegeben:syq(";R) Rp = syq(";R) p = syq(";R p) = syq(";R p) L :Dabei werden der Reihe nah die vierte Implikation von (32) in Verbindung mit der Vorbedin-gung (35), die zweite Implikation von (32) und die dritte Implikation von (32) verwendet. Diezweite Gleihung syq(Rp;R p) = Ifolgt unmittelbar aus der ersten Implikation von (32), denn p ist ein Punkt und wegen p : X $ 1ist pT p = I; man vergleihe mit der Bemerkung am Ende von Abshnitt 2. Zum Beweis derdritten Gleihung starten wir mit der oensihtlihen AquivalenzR Rp \R p L = O () R Rp  R pund haben dessen rehte Seite zu beweisen. Aus der Symmetrie und der Transitivitat von R,also der Vorbedingung (35), erhalten wir RTR  R. Dies impliziert RTRp  Rp. Nun zeigendie Shroder-Aquivalenzen (31) die Behauptung.Als nahstes entwikeln wir einen Shleifenrumpf. Da das Resultat C die Aquivalenzklas-sen spaltenweise "aufzahlen\ soll und v die Elemente von X beshreibt, deren Klassen nohniht Spalten von C sind, ist eine sih direkt anbietende Vorgehensweise, mittels der Zuwei-sung von C (R point(v)) an C dem Resultat eine neue Klasse als Spalte anzufugen und v zuv \ R point(v) abzuandern. In RelView sieht das vollstandige Programm dann wie folgt aus:lasses(R)DECL C, vBEG C = R * point(Ln1(R));v = -C;WHILE -empty(v) DOC = on(C,R * point(v));v = v & -(R * point(v)) ODRETURN CEND:Zur Korrektheit von lasses ist noh zu verizieren, da die beiden Zuweisungen des Shleifen-rumpfs die Gultigkeit der Shleifeninvariante erhalten. Es gelte also die Shleifeninvariante furC und v. Fur die Beweise der ersten drei Gleihungen von (37) fur die neuen Werte von C undv sei p eine Abkurzung fur point(v). Hier ist der Beweis fur die erste Gleihung:syq(";R) v \ Rp = syq(";R) v [ syq(";R)Rp= syq(";R) v [ syq(";R) p L (35); (32) vierte Impl.; p = p L= syq(";R) v [ syq(";R p) L (32) zweite Impl.= syq("; C) L [ syq(";R p) L Shleifeninvariante= (syq("; C) syq(";R p)) L (34) zweite Gleihung= syq("; C Rp) L (34) erste Gleihung :Wir wollen die Implikation (33) zum Beweis der zweiten Gleihungsyq(C Rp;C Rp) = Ianwenden, haben also deren drei Pramissen zu zeigen. Die Gleihung syq(C;C) = I gilt wegender Shleifeninvariante. Der Beweis von syq(Rp;R p) = I wird durh die erste Implikation von21
(32) erbraht, denn p ist wiederum ein Punkt mit pT p = I. Die dritte Pramisse folgt shlielihaus Rv \ C L = O, denn dieser Teil der Shleifeninvariante und p  v implizieren C L  Rv Rp und in Verbindung mit der Vektoreigenshaft von Rp und O 6= p  Rp (hier gehen dieSurjektivitat von p und die Reexivitat von R ein) zeigt die funfte Implikation von (32) dasGewunshte. Zum Beweis der dritten GleihungR (v \ Rv ) \ (C Rp) L = Omit den neuen Werten der Variablen C und v des Programms lasses starten wir mit derInklusionR (v \ Rp ) \ (C Rp) L = R (v \ Rp ) \ (C L [Rp L) (34) zweite Gl. Rv \R Rp \ (C L [Rp) p = p L= R Rp \ ((R v \ C L) [ (R v \Rp))= R Rp \Rp Invariante; p  v :Es bleibt somit noh R Rv \ Rp = O zu zeigen. Doh dies folgt, analog zur Etablierung derShleifeninvariante, aus der Inklusion RTRp  Rp gefolgt von einer Anwendung der Shroder-Aquivalenzen. 2In den letzten beiden Beispielen 6.2 und 6.3 kombinierten wir die Invariantentehnik mit demrelationalen Kalkul zur Gewinnung von relationalen Programmen. Nahfolgend demonstrierenwir nun die Anwendung einer weiteren, aber ganz anders gearteten Programmentwiklungsteh-nik, namlih der transformationellen Programmierung. Diese Tehnik wurde in den 80er Jahreninsbesondere im Rahmen des Munhner CIP-Projekts untersuht; man vergleihe beispielswei-se mit [3, 4℄. Bei den entsprehenden relationenalgebraishen Rehnungen werden wir von dersogenannten Dedekind-Regel QR \ S  (Q \ S RT) (R \QT S) (38)Gebrauh mahen. Diese wird manhmal an Stelle der Shroder-Aquivalenzen (31) bei eineraxiomatishen Behandlung von Relationen verwendet. Weiterhin werden wir benutzen, da diereexiv-transitive Hulle R der kleinste Fixpunkt der monotonen Funktion R(Q) = I [ RQ ist.Wegen des Tarski'shen Fixpunktsatzes (siehe [45℄) folgt daraus unmittelbar, da R(S)  S dieInklusion R  S impliziert.6.4 Berehnung der reexiv-transitiven Hulle. Wir wollen mittels transformationellerProgrammierung ein relationales Programm entwikeln, das die relationale Funktionrt : [X $ X℄! [X $ X℄ rt(R) = R (39)fur endlihe Mengen X implementiert, dabei aber keinen Bezug auf eine eventuell vorhandeneBasisoperation zur Berehnung von R nimmt.Beim Ansatz der transformationellen Programmierung ist es ublih, zuerst eine rekursive Ver-sion der ursprunglihen Spezikation zu entwikeln, d.h. diese durh ein funktionales Programmzu implementieren. Der Terminierungsfall rt(O) = I (40)der relationalen Funktion rt von (39) ergibt sih unmittelbar aus der Denition der reexiv-transitiven Hulle. Im verbleibenden Fall R 6= O versuhen wir nun, die Berehnung von R22
rekursiv auf die Berehnung der reexiv-transitiven Hulle einer ehten Teilrelation von R zuruk-zufuhren. Grundlegend hierzu ist, da die ImplikationS LS  S =) (Q [ S) = Q [Q S Q (41)fur alle Relationen Q und S gilt. Die Inklusion \" ihrer rehten Seite folgt aus Q  (Q[ S),S  (Q [ S) und der Transitivitat von (Q [ S). Zum Beweis von \" der rehten Seite von(41) verwenden wir I  Q [Q S Q und(Q [ S) (Q [Q S Q) = QQ [QQ S Q [ S Q [ S Q S Q Q [Q S Q [ S Q S Q QQ  Q; I  Q Q [Q S Q S LS  S; I  Q :Somit haben wir Q[S(Q [Q S Q)  Q [Q S Q, was in Kombination mit der unmittelbarvor diesem Beispiel gemahten Bemerkung die Behauptung zeigt.Fur R 6= O erfullt atom(R) die in (41) an S gestellte Vorbedingung. Aus der Beshreibungder relationalen Funktion atom in Abshnitt 4 folgt namlih, da sowohl atom(R) L als auhatom(R)T L Punkte sind. Daraus erhalten wir atom(R) L atom(R)T  I und weiterhinatom(R) L atom(R)  L atom(R) \ atom(R) L (L \ atom(R) L atom(R)T) (atom(R) \ L atom(R) L) Dedekind atom(R) siehe oben.Zerteilen wir also die nihtleere Relation R durh das Abtrennen eines einzelnen Atoms inR \ atom(R) und atom(R), so zieht diesrt(R) = rt(R \ atom(R) ) [ rt(R \ atom(R) ) atom(R) rt(R \ atom(R) ) (42)nah sih. Nun fassen wir die beiden Gleihungen (40) und (42) mittels einer Falluntershei-dung zusammen und fuhren noh eine Hilfsfunktion '(Q;S) = Q [QSQ zur Vermeidung vonmehrfahen Aufrufen von rt ein. Dies bringtrt(R) = ( '(rt(R \ atom(R) ); atom(R)) : R 6= OI : R = O : (43)Die durh (43) gegebene rekursive Beshreibung der originalen Spezikation (39) stellt einen Al-gorithmus zur Berehnung der reexiv-transitiven Hulle dar, der auh unmittelbar in die Sprahevon RelView ubertragen werden konnte, da diese Rekursion erlaubt. Unser Ziel ist jedoh einnoh eÆzienteres imperatives RelView-Programm. Dazu wenden wir auf die Rekursion (43) dieTransformation der Funktionsumkehrung (siehe [3℄) an und zwar in einer speziellen auf Mengen(also auh Relationen) zugeshneiderten Form, wie sie in [8℄ bewiesen wird. Diese Transformati-on bettet die nihtrepetitive Funktion rt in eine repetitive Funktion F ein, welhe, ausgehendvom Endwert I, durh die Umkehrfunktion zu R 7! R \ atom(R) die "hangende\ Operation 'auf Parameterposition berehnet. Wir erhaltenrt(R) = F (R;O; I) (44)mit der dreistelligen repetitiv-rekursiven relationalen Funktion F , deniert durhF (R;S;C) = ( F (R;S [ atom(R \ S ); '(C; atom(R \ S ))) : S 6= RC : S = R : (45)23
Damit ist die intellektuelle Arbeit der Programmentwiklung erledigt. Die durh (45) be-shriebene Rekursion fuhrt namlih in Verbindung mit der Einbettung (44) in shematisherWeise unmittelbar zu einer imperativen Version mit einer Initialisierung und einer anshlieen-den while-Shleife. Eine entsprehende Transformation ndet man wiederum in [3℄. Expandiertman in dem aus (45) sih ergebenden imperativen relationalen Programm den Aufruf der re-lationalen Funktion ', fuhrt dann eine Variable zur Abspeiherung von atom(R \ S ) ein, umMehrfahberehnungen dieses Terms zu vermeiden, und geht anshlieend noh zur Syntax vonRelView uber, so ist das Resultat das nahfolgend angegebene RelView-Programm zur Be-rehnung der reexiv-transitiven Hulle:rt(R)DECL S, C, aBEG S = O(R);C = I(R);WHILE -eq(S,R) DOa = atom(R & -S);S = S | a;C = C | C * a * C ODRETURN CEND :Die Aufspaltung einer nihtleeren Relation R durh das Abtrennen eines einzelnen Atomsatom(R) ist niht die einzige Moglihkeit, die Implikation (41) zur Gewinnung einer Rekursionfur die ursprunglihe Spezikation (39) anzuwenden. Wegen der Eigenshaftv vTR L v vTR  v L vTR = v vTRfur Vektoren v kann man beispielsweise durh die Auswahl eines im Denitionsbereih R L von Renthaltenen Punkts p auh eine nihtleere Zeile p pTR von R abtrennen3. Diese Vorgehensweisefuhrt auf die nahfolgende Variante des bekannten Algorithmus von Warshall (siehe [48℄); wirverzihten an dieser Stelle auf eine formale Herleitung, da diese im wesentlihen aus den gleihenShritten bestehen wurde, wie die eben erbrahte:rt1(R)DECL s, C, pBEG s = On1(R);C = I(R);WHILE -eq(s,dom(R)) DOp = point(dom(R) & -s);s = s | p;C = C | (C * p) * ((p^ * R) * C) ODRETURN CEND :Die Klammerung in der dritten Zuweisung des Shleifenrumpfs des RelView-Programms rt1ist wesentlih, um bei einer Matriximplementierung von Relationen, wie sie bei der derzeitigenSystemversion verwendet wird, eine quadratishe Laufzeit fur den Shleifenrumpf zu erzielen.Insgesamt fuhrt dies fur eine Relation R : X $ X zu einem Aufwand O(jXj3) fur das Programm3Analog ist es naturlih mittels eines Punkts p aus dem Wertebereih RT L von R moglih, eine einzelne SpalteRppT von der nihtleeren Relation R abzutrennen. 24
rt1. Im Vergleih dazu hat das obige Programm rt fur eine Eingaberelation R : X $ Xeine Laufzeit von O(jRj  jXj3). Eine Laufzeit von O(jRj  jXj2) kann jedoh erreiht werden,wenn man, unter Verwendung der gewohnten mathematishen Shreibweise, den Term C aC inder dritten Zuweisung des Shleifenrumpfs durh (C (a L)) ((LT a)C) mit L : X $ 1 ersetzt,da, wegen der Klammerung, der letztgenannte Term nur Multiplikationen von Relationen mitSpalten- und Zeilenvektoren beshreibt, was in der Matriximplementierung in quadratisher Zeitmoglih ist.In [16℄ wird mittels der Invariantentehnik das nahfolgende relationale Programm zur Be-rehnung der reexiv-transitiven Hulle hergeleitet; sein Rumpf entspriht dabei genau demWarshall-Verfahren zur Berehnung der transitiven Hulle:rt2(R)DECL s, C, pBEG C = R;s = Ln1(R);WHILE -eq(s,O(s)) DOp = point(s);s = s & -p;C = C | (C * p) * (p^ * C) ODRETURN C | I(R)END :Ein Nahteil des obigen Programms rt1 im Vergleih zu rt2 ist dadurh gegeben, da beijedem Shleifendurhlauf zusatzlih ein Zeilenvektor mit einer Relation multipliziert wird. Die-ser Nahteil wird jedoh bei Relationen mit vielen leeren Zeilen (die gerihteten Graphen mitvielen Knoten ohne Nahfolger, z.B. gerihteten Baumen, entsprehen) in der Regel mehr alsaufgehoben durh die Tatsahe, da fur solhe Eingaben das Programm rt1 weit wenigerShleifendurhlaufe benotigt als rt2. 2Wir haben am Ende von Abshnitt 5 die Bedeutung von RelView bei der Erstellung einer rela-tionalen Spezikation erwahnt und wollen nun diesen Abshnitt mit einigen Bemerkungen zumPrototyping der entwikelten relationalen Programme mittels des Systems und zur Verwendungvon RelView bei relationenalgebraishen Beweisen beshlieen.Obwohl die hergeleiteten relationalen Programme theoretish per Konstruktion korrekt be-zuglih der Spezikation sind, ist auh hier ein stihprobenhaftes Testen durhaus noh sinnvoll.So liefert es zusatzlihe Siherheit. Selbst bei relationenalgebraishen Rehnungen sind, sofernsie in der ublihen Weise mit Papier und Bleistift durhgefuhrt werden, in der Praxis trotz derauerst formalen Vorgehensweise Rehenfehler nie auszushlieen. Deren Auswirkungen wer-den dann eventuell beim Testen in Form von niht erwarteten Resultaten entdekt. Weiterhinwerden durh das Prototyping und das Durhspielen von Programmablaufen manhmal Opti-mierungsmoglihkeiten erkennbar. Dies kann etwa eine eÆzientere relationale Modellierung derDaten betreen. Man kann aber auh eine neue Invariante entdeken, die eine Laufzeitopti-mierung erlaubt, beispielsweise durh eine geeignete Fortshreibung wie im Fall der Erreihbar-keitsprogramme reah1 und reah. Zwar ist der Gewinn beim Ubergang von reah1 zu reahinnerhalb von RelView noh niht sehr bedeutend, nah einer Ubertragung der beiden Pro-gramme in eine gangige imperative Programmiersprahe mit einer geeigneten Implementierungvon Relationen ist der durh die Fortshreibung erzielte EÆzienzgewinn jedoh betrahtlih. Auf-grund der Flexibilitat und der vielfaltigen Visualisierungsmoglihkeiten des RelView-Systemsist es im Allgemeinen sehr einfah, Alternativen durhzutesten und auf ihre Konsequenzen hinzu untersuhen. 25
RelView ist ein System zur Manipulation von Relationen und kein Beweisassistent. Trotz-dem hat sih RelView auh bei der Durhfuhrung von relationenalgebraishen Beweisen, wie siein dem vorliegenden Anwendungsbereih insbesondere bei der Herleitung von relationalen Pro-grammen aus Spezikationen auftreten, als groe Hilfe erwiesen. Das System erlaubt namlih {man vergleihe mit den Bemerkungen am Ende von Abshnitt 3 { die Gultigkeit von relationen-algebraishen Formeln zu testen. Dabei konnen die Testdaten entweder interaktiv durh einenKommandoknopf oder im Rahmen eines RelView-Programms durh Basisfunktionen zufalligmit einer vorgegebenen Wahrsheinlihkeit erzeugt werden. Besonders die zweite Vorgehensweiseermogliht es, innerhalb kurzer Zeit in einfaher Weise viele Tests durhzufuhren. Diese konnenbeispielsweise dazu dienen, Gegenbeispiele fur Behauptungen zu suhen, von deren Gultigkeitman (noh) niht uberzeugt ist. Man kann sie auh verwenden, um sih vor dem Beweis einerniht oensihtlihen aber doh als zutreend eingeshatzten relationenalgebraishen Aussagevon deren Gultigkeit noh mehr zu uberzeugen. Beispiele fur solhe Aussagen sind die Implika-tion (33) und die Gleihungen (34). Tests zeigen shlielih auh oft erst Eigenshaften auf, diesih fur die weitere Programmentwiklung dann als sehr nutzlih erweisen.7 Einige weitere relationale ProgrammeIn den letzten beiden Abshnitten haben wir anhand von zahlreihen Beispielen aufgezeigt, wieman formal von Spezikationen zu relationalen Programmen kommen kann und welhe Vorteilesih bei diesem Proze aus der Benutzung von RelView ergeben konnen. Nahfolgend gebenwir nun noh einige weitere RelView-Programme an, verzihten aber auf die formalen Herlei-tungen. Ziel dieser Beispiele ist es, die groen Moglihkeiten zu demonstrieren, die RelViewauh bietet, wenn man es als Implementierungssystem fur Algorithmen verwendet, die in dergangigen semiformalen Art angegeben werden. In Verbindung mit den vielseitigen Visualisie-rungsmoglihkeiten des Systems sheint diese Anwendung insbesondere fur Ausbildungszwekesehr geeignet zu sein.7.1 Knotenbasen von beliebigen Graphen. In Beispiel 6.1 haben wir gezeigt, da einkreisfreier gerihteter Graph genau die Menge aller Knoten ohne Vorganger als einzige Knoten-basis besitzt. Damit ist das Problem der Bestimmung einer Knotenbasis im Prinzip aber auhfur alle Graphen g = (X;R) gelost. Durh Betrahtung des kreisfreien reduzierten Graphengred = (C;TR \ I ) von g = (X;R), wobei  : X $ C der kanonishe Epimorphismus von Xin die Menge C der starken Zusammenhangskomponenten ist, kann man namlih reht einfahden folgenden Sahverhalt zeigen: Sind Ci, 1  i  n, die initialen starken Zusammenhangs-komponenten von g, d.h. diejenigen Mengen aus C, in die keine Pfeile fuhren, und xi 2 Ci fur1  i  n, so ist fx1; : : : ; xng eine Knotenbasis von g.UmmittelsRelView eine Knotenbasis von g = (X;R) in einer Vektordarstellung zu erhalten,bietet sih beispielsweise die folgende Vorgehensweise an: Wir bestimmen zuerst den kanonishenEpimorphismus . Dies ist moglih durh einen Aufruf des relationalen Programms lassesvon Beispiel 6.3 mit dem Argument R \ (R)T, denn die Matrixdarstellung der Relation ist, wie man sih leiht klar maht, genau die spaltenweise Darstellung der Menge der starkenZusammenhangskomponenten. Im zweiten Shritt entfernen wir dann aus  alle Spalten, dieniht initiale starke Zusammenhangskomponenten darstellen. Dazu betrahten wir zuerst denVektor v = (TRT \ I ) L (46)zur Darstellung der vorgangerlosen Knoten des reduzierten Graphen gred . Da gred kreisfrei ist, istder mittels (46) denierte Vektor v : C $ 1 niht leer und somit die durh v induzierte injektive26























Wahlen wir in jeder Spalte dieser Booleshen Matrix den obersten Eintrag aus, so fuhrt dies zurKnotenbasis f3; 2; 1g; insgesamt besitzt der gerihtete Graph 12 vershiedene Knotenbasen.Ein RelView -Programm zur Realisierung der oben aufgefuhrten drei Shritte zur Bereh-nung einer Knotenbasis ist nahfolgend angegeben:base(R)DECL Phi, v, C, b, pBEG Phi = lasses(rt(R) & rt(R)^);v = -dom(ip(Phi^* R^ * Phi)));C = Phi * inj(v)^;p = init(On1(C^));b = point(C* p);WHILE -empty(next(p)) DOp = next(p);b = b | point(C* p) ODRETURN bEND :In diesem Programm ist ip die shon in Beispiel 5.5 bei der Spezikation der Trennknotenverwendete relationale Funktion zur Berehnung des irreexiven Anteils einer Relation. DieVariable p durhlauft alle Punkte des Typs [Cinit $ 1℄, wobei mittels der Konstruktion C pjeweils eine Spalte von C ausgewahlt wird. Wegen p = init wird anfangs die erste Spalte von Causgewahlt, dann, da nun p = next(init), die zweite Spalte usw. 2In (2) haben wir eine relationale Funktion tik zur Berehnung des einzigen transitiv-irredu-ziblen Kerns einer kreisfreien Relation angegeben. Diese Funktion war unmittelbar in eineRelView-Funktion tik ubertragbar. Wir behandeln nun die Bestimmung eines transitiv-ir-reduziblen Kerns einer beliebigen Relation mit Hilfe des RelView-Systems.27
7.2 Transitiv-irreduzible Kerne von beliebigen Graphen. In [37℄ wird von Noltemeierein Verfahren zur Berehnung eines transitiv-irreduziblen Kerns eines beliebigen gerihtetenGraphen vorgeshlagen, das aus drei Shritten besteht und das wir nahfolgend in der Sprahevon RelView beshreiben wollen.Zuerst behandelt Noltemeier das Problem fur den Spezialfall eines stark zusammenhangen-den gerihteten Graphen g = (X;R), d.h. fur R = L. Ist die Knotenmenge einelementig, sostimmen R und der transitiv-irreduzible Kern von g oensihtlih uberein. Nun habe der Graphmindestens zwei Knoten. Ubertragen in die Sprahe der Relationen shlagt Noltemeier dann diefolgende Vorgehensweise vor: Es sei R = r1[: : :[rm die Vereinigung von paarweise vershiedenenAtomen ri, 1  i  m (wobei jedes Atom genau einem Pfeil entspriht). Man startet die Bereh-nung mit der Relation R1 = R\ r1 und pruft fur alle i, 1  i  m, ob die Gleihung Ri = L gilt.Wenn ja, dann setzt man Ri+1 = Ri \ ri+1 . Andernfalls deniert man Ri+1 = (Ri [ ri) \ ri+1 .Dabei wird fur den letzten Shritt rm+1 = O angenommen.Wenn wir das eben beshriebene Verfahren in die Sprahe von RelView ubertragen, dannerhalten wir das folgende relationale Programm:tiks(R)DECL S, K, a, bBEG IF eq(I(R),L(R)) THEN K = RELSE a = atom(R);S = R & -a;K = S;WHILE -empty(S) DOb = atom(S);IF eq(rt(K),L(K)) THEN K = K & -bELSE K = (K | a) & -b FIS = S & -b;a = b OD;IF -eq(rt(K),L(K)) THEN K = K | b FI FIRETURN KEND :Nun sei g = (X;R) ein beliebiger gerihteter Graph. Der zweite Shritt von NoltemeiersVerfahren besteht, wiederum ausgedrukt unter Verwendung relationaler Sprehweisen, in derBestimmung eines transitiv-irreduziblen Kerns fur jede starke Zusammenhangskomponente vong als eine Relation des Typs [X $ X℄ und der Vereinigung aller dieser Relationen. Ein entspre-hendes RelView-Programm sieht wie nahfolgend angegeben aus:tikss(R)DECL Phi, Inj, K, pBEG Phi = lasses(rt(R) & rt(R)^);p = init(On1(Phi^));Inj = inj(Phi* p);K = Inj^ * tiks(Inj* R * Inj^) * Inj;WHILE -empty(next(p)) DOp = next(p);Inj = inj(Phi* p);K = K | Inj^ * tiks(Inj* R * Inj^)* Inj ODRETURN KEND : 28










Durh den zweiten Shritt des Verfahrens von [37℄ wird derjenige Teil eines transitiv-irredu-ziblen Kerns von g = (X;R) bestimmt, der genau aus den Pfeilen von R besteht, die jeweilsinnerhalb derselben starken Zusammenhangskomponente von g liegen. Der dritte Shritt bein-haltet shlielih noh die Bestimmung des Rests dieses transitiv-irreduziblen Kerns und dieVereinigung mit dem shon berehneten Teil. Zur Berehnung des Rests betrahtet Noltemeierden kreisfreien reduzierten Graphen gred = (C;TR \ I ) von g und bestimmt zuerst desseneindeutig bestimmten transitiv-irreduziblen Kern. Jeder Pfeil hCi; Cji dieser Relation reprasen-tiert die Relation Rij : X $ X derjenigen Pfeile hx; yi von R, fur die x 2 Ci und y 2 Cj gelten.Der gesuhte Rest des transitiv-irreduziblen Kerns besteht nun gerade aus je einem Pfeil ausjeder der Relationen Rij.In dem nahfolgenden Programm tikrest ist die Relation des reduzierten Graphen mitRed bezeihnet. Ein transitiv-irreduzibler Kern von gred , in tikrest mit Kr bezeihnet, ergibtsih somit durh den Aufruf der fruheren relationalen Funktion tik mit dieser Relation alsArgument. Durh die while-Shleife von tikrest werden shlielih alle Pfeile a = hCi; Cji vonKr durhlaufen und dabei wird jeweils ein Pfeil von Rij zur anfangs leeren Resultatrelation Khinzugefugt. Die Bestimmung von Rij selbst ist sehr einfah moglih mit Hilfe des kanonishenEpimorphismus . Hier ist Noltemeiers Verfahren zur Bestimmung des Rests eines transitiv-irreduziblen Kerns in der RelView-Implementierung:29










Um den von tikss berehneten Teil von dem von tikrest berehneten Teil untersheiden zukonnen, haben wir das System angewiesen, die Pfeile des zweiten Teils mittels fetter punktierterLinien hervorzuheben. 2Im nahsten Beispiel behandeln wir ein Problem fur ungerihtete Graphen. Gegensatzlih zumfruheren Beispiel der Trennknoten mussen wir diesmal aber Bezug nehmen auf einzelne Kan-ten. Wir fassen einen ungerihteten Graphen als ein Paar g = (X;R) mit einer symmetrishenund irreexiven Relation R : X $ X auf und eine Kante von g als eine Relation der Formatom(R) [ atom(R)T4. Da Aufrufe der relationalen Funktion atom mit gleihen Argumentengleihe Resultate liefern, besteht eine Kante somit aus zwei entgegengerihteten Pfeilen, was inRelView bildlih durh eine Linie mit je einer Pfeilspitze an einem Ende ausgedrukt wird unddurh die Funktion edge(R) = atom(R) | atom(R)^4Eine Kante als zweielementige Knotenenge fx; yg im ublihen graphentheoretishen Sinn wird also in dieserrelationalen Auassung zur zweielementigen Relation. 30
die Auswahl einer Kante aus einem nihtleeren ungerihteten Graphen erlaubt. Weiterhin wer-den wir im nahsten Beispiel den Begri einer Bruke benotigen. Eine Bruke des ungerihte-ten Graphen g = (X;R) ist eine Kante e : X $ X, durh deren Entfernung die Anzahl derZusammenhangskomponenten eht erhoht wird, was wiederum relationenalgebraish durh dieBedingung e 6 (R \ e )+ harakterisiert werden kann. Aus dieser Bedingung erhalten wir so-fort eine einfahe RelView-Funktion zum Testen der Brukeneigenshaft, die wir nahfolgendverwenden.7.3 Eulershe Kreise. Von Euler stammt eine Charakterisierung der zusammenhangendenungerihteten Graphen (heutzutage Eulersh genannt), die man ohne Absetzen des Bleistiftszeihnen kann, d.h. fur die ein einfaher Kreis existiert, der alle Kanten genau einmal durhlauft.Genau diejenigen zusammenhangenden ungerihteten Graphen sind Eulersh, wo jeder Knoteneinen geraden Grad besitzt.Fur das Problem, in einem Eulershen Graphen einen einfahen Kreis zu konstruieren, deralle Kanten genau einmal durhlauft, sind die Algorithmen von Fleury und Hierholzer aus dem19. Jahrhundert die bekanntesten Losungsverfahren. In [2℄ ndet man beispielsweise eine Be-shreibung des Verfahrens von Fleury zum Eingabegraphen g = (X;R), die wir nahfolgendmit geringfugigen Anderungen wiedergeben: Man startet mit einem beliebigen Knoten x1. Nunsei der Anfang  = hx1; : : : ; xii eines Eulershen Kreises von g bereits konstruiert und gi derRestgraph, der aus g durh Entfernen der Kanten fxj ; xj+1g, 1  j  i  1, von  entsteht. Istgi leer, so ist das Verfahren beendet und  das Resultat. Ansonsten wahlt man unter den mitxi inzidierenden Kanten eine, die keine Bruke in gi ist, solange dies moglih ist, und fugt denanderen Endknoten rehts an  an. Dies wird solange wiederholt, bis der Restgraph leer ist.Das nahfolgend angegebene relationale Programm stellt eine RelView-Implementierungder eben beshriebenen Vorgehensweise dar:euleryle(R)DECL isbridge(R,e) = -inl(e,trans(R & -e));S, C, E, e, pBEG p = point(Ln1(R));S = R;E = p;WHILE -empty(S) DOC = S & (p * L1n(S) | Ln1(S)* p^);IF empty(C & -edge(C)) THEN e = CELSE e = edge(C);C = C & -e;WHILE isbridge(S,e) DOe = edge(C);C = C & -e OD FI;p = e * p;S = S & -e;E = on(E,p) ODRETURN EEND :In diesem Programm wird die Variable E zur spaltenweisen Konstruktion des Eulershen Kreisesverwendet und die Variable S beinhaltet die Relation des oben erwahnten Restgraphen. In derersten Zuweisung der aueren while-Shleife wird die Menge der Kanten, die mit dem durh den31
Punkt p dargestellten Knoten inzidieren, in C abgespeihert. Zu einer Kante e aus C ist danne p derjenige Punkt, der den verbleibenden Knoten von e darstellt.Als eine konkrete Anwendung dieser RelView-Implementierung des Algorithmus von Fleurybetrahten wir nun den in dem folgenden Bild dargestellten Eulershen Graphen g = (X;R).
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12Die Sequenz von 21 Punkten, welhe durh diese Matrix spaltenweise modelliert wird, stelltgenau den Eulershen Kreis h1; 2; 3; 4; 5; 6; 12; 11; 4; 10; 5; 11; 10; 9; 2; 8; 3; 9; 8; 7; 1i von g dar. 2Wir kommen nun zur relationalen Formulierung eines der fundamentalsten Prinzipien fur Gra-phenalgorithmen, der Tiefensuhe (english Depth-rst searh oder kurz DFS). Im nahfolgendenBeispiel wird diese zuerst in RelView formuliert. Dann werden einige "klassishe\ Anwendun-gen von Tiefensuhe angegeben. Dabei behandeln wir sowohl gerihtete als auh ungerihteteGraphen.7.4 Tiefensuhe mit Anwendungen. Bei der Tiefensuhe durhlauft man, ausgehend voneinem Startknoten, einen vorliegenden Graphen nah der folgenden Strategie: Suhe solange indie Tiefe (Pfeil fur Pfeil bzw. Kante fur Kante), bis ein Knoten ohne unbesuhte Nahfolger bzw.Nahbarn erreiht ist. Gehe dann zuruk bis zum ersten Knoten mit einem noh niht besuhtenNahfolger bzw. Nahbarn und starte bei diesem wieder die Tiefensuhe.In der Literatur, beispielsweise in [43, 1, 26℄, wird die Methode der Tiefensuhe ubliherwei-se als rekursive Prozedur formuliert. Dabei werden die Strukturinformationen, die man beimDurhlaufen gewinnt, insbesondere der durh das Durhlaufen erhaltene gerihtete Wald (ge-nannt DFS-Wald), die Reihenfolge der Knoten, in der sie beim Durhlaufen besuht werden(genannt DFS-Numerierung), und die Klassizierung der Pfeile bzw. Kanten, in geeigneten glo-balen Datenstrukturen (meistens Feldern) abgespeihert. Die Sprahe von RelView erlaubtRekursion. Sie kennt jedoh keine Prozeduren, sondern nur Funktionsprozeduren im Sinne vonPasal oder Modula-2, die Werte berehnen. Dies bedingt, da nur jeweils eine der Strukturinfor-mationen als entsprehendes Resultat abgeliefert werden kann. Von besonderer Wihtigkeit isthier der DFS-Wald. Es hat sih namlih gezeigt, da bei einem relationalen Ansatz zur Tiefen-suhe aus diesem alle weiteren gangigen Strukturinformationen sehr einfah mittels relationalerTerme berehnet werden konnen. 32
Das nahfolgende rekursive RelView-Programm dfs durhlauft einen gerihteten bzw. un-gerihteten Graphen g = (X;R) ausgehend von dem durh den Punkt p : V $ 1 beshriebenenKnoten, wobei der Vektor v : X $ 1 die Menge der shon (durh Tiefensuhen ausgehendvon anderen Knoten) besuhten Knoten darstellt. Sein Resultat ist, als ein Teil des spaterenGesamtergebnisses der Tiefensuhe, die Relation eines gerihteten Baums mit dem durh p be-zeihneten Knoten als Wurzel. Die Formulierung von dfsvisit ergibt sih unmittelbar aus derUbertragung der entsprehenden Prozedur von beispielsweise [43℄ in RelView-Notation:dfsvisit(R,p,v)DECL T, u, w, qBEG T = O(R);u = v | p;w = R^ * p & -u;WHILE -empty(w) DOq = point(w);T = T | p * q^ | dfsvisit(R,q,u);u = u | dom(T^);w = R^ * p & -u ODRETURN TEND :Auh das folgende RelView-Programm dfs, das, als Hauptprogramm, die Tiefensuhe fur dengesamten Graphen durhfuhrt und die Relation F eines DFS-Waldes f = (V; F ) abliefert, ergibtsih unmittelbar aus der Ubertragung der entsprehenden DFS-Hauptprogramme der Literatur:dfs(R)DECL F, v, pBEG F = O(R);v = On1(R);WHILE -empty(-v) DOp = point(-v);F = F | dfsvisit(R,p,v);v = v | p | dom(F^) ODRETURN FEND :Eine shon erwahnte Strukturinformation, die man bei einer Tiefensuhe gewinnt, ist dieKlassizierung der Pfeile bzw. Kanten. Shlingen bereiten hier gewisse Shwierigkeiten, deshalbsetzen wir zur Pfeilklassizierung eines gerihteten Graphen g = (X;R) die Relation R alsirreexiv voraus. Die erste Klasse von Pfeilen sind die des DFS-Waldes f = (X;F ). Sie werdenauh Baumpfeile genannt. Neben den Baumpfeilen gibt es als zweite Klasse die Vorwartspfeile.Diese sind keine Pfeile von F , gehoren aber zur transitiven Hulle von F , d.h. uberbruken einenWeg mit Mindestlange 2 im DFS-Wald. Der unmittelbar aus dieser Beshreibung sih ergebenderelationale Term R \ F \ F+ fur die Vorwartspfeile fuhrt zufars(R,F) = R & -F & trans(F)als entsprehende RelView-Funktion. Das Gegenstuk zur Klasse der Vorwartspfeile ist dieKlasse der Rukwartspfeile. Diese fuhren von einem Knoten x zu einem anderen Knoten y,wobei x von y aus im DFS-Wald f = (X;F ) erreihbar ist, d.h. F+yx gilt. Auh diese Denition33










15 16Eine Anwendung von Tiefensuhe bietet sih haug fur Zusammenhangsprobleme an. Zweiklassishe Beispiele hierzu sind beispielsweise die Bestimmung der Trennknoten bzw. der Brukeneines ungerihteten Graphen g = (X;R), welhe wir nun relational behandeln. Die entshei-dende Strukturinformation zur Losung dieser beiden Probleme ist die auf Tarjan [43℄ zuruk-gehende lowpoint -Funktion. Ihre Denition erfolgt ubliherweise unter Verwendung der DFS-Numerierung als Funktion von der Knotenmenge X in die naturlihen Zahlen; man vergleiheetwa mit der oben angegebenen Literatur. Man kann jedoh, aufbauend auf die Relation F desDFS-Waldes f = (X;F ) von g und die Relation B = R \ (FT)+ der Rukwartspfeile bezuglihf , diese Funktion mittelslowpoint (x) = minF+fy 2 X : x = y _ 9 z : F xz ^Bzyg (48)auh direkt auf den Knoten denieren, wobei der Index bei der Minimumsbildung ausdrukt, dadiese bezuglih der irreexiven Ordnungsrelation F+ erfolgt. Die Eindeutigkeit des Minimumsin (48) folgt aus der Tatsahe, da die Menge fy 2 X : F yxg der Vorfahren von x im DFS-Waldbezuglih F+ linear geordnet ist5.Unser Ziel ist es, die Funktion lowpoint von (48) als eindeutige und totale Relation des Typs[X $ X℄ durh einen relationalen Term in F und B zu beshreiben. Dazu benotigen wir zuerstdie relationale Funktionmin : [X $ X℄ [X $ X℄! [X $ X℄ min(Q;S) = S \ (Q n S ): (49)5Umgangssprahlih ist lowpoint(x) unter allen Knoten, zu denen es von x aus einen Weg in dem gerihtetenGraphen mit der Relation F [ B gibt, der aus einer (mogliherweise leeren) Sequenz von Baumpfeilen bestehtgefolgt von genau einem Rukwartspfeil, derjenige Knoten y, der am fruhesten beim Durhlaufen besuht wird.Dies gilt jedoh nur, wenn y niht nah x besuht wird. Ansonsten deniert man lowpoint(x) = x.34














Dieses Bild demonstriert anhand der zwei Pfeilpaare h1; 3i, h3; 1i und h11; 14i, h14; 11i auh eineder Moglihkeiten, in RelView entgegengesetzte Pfeile zu markieren.Wir kommen nun zur ersten der oben erwahnten Anwendungen der Tiefensuhe bei Zusam-menhangsproblemen, der Berehnung der Trennknoten eines ungerihteten Graphen g = (X;R).35
Mit Hilfe der Relation lowpoint kann man eine Teilmenge der Pfeile des DFS-Waldes f = (X;F )von g wie folgt auszeihnen: Ein Baumpfeil hx; yi heit ein Leitpfeil , falls, unter Verwendung deroriginalen Funktionsnotation fur lowpoint , die Beziehung lowpoint (y) 2 fx; yg gilt. Die Leitpfeilevon f sind zur Bestimmung der Trennknoten von g auerst hilfreih, denn es gilt (siehe beispiels-weise [26℄), da eine Quelle des DFS-Waldes genau dann ein Trennknoten ist, falls von ihr mehrals ein Leitpfeil ausgeht, und eine Nihtquelle des DFS-Waldes genau dann ein Trennknoten ist,falls von ihm mindestens ein Leitpfeil ausgeht.Um aus den bisherigen Uberlegungen einRelView-Programm zur Berehnung der Trennkno-ten zu erhalten, bieten sih die folgenden Shritte an. Man beshreibt zuerst relationenalgebraishdie Relation lars : X $ X der Leitpfeile mittelslars = F \ (lowpointT [ F lowpointT): (52)Diese Gleihheit ergibt sih aus der obigen sprahlihen Denition der Leitpfeile in unmittelbarerWeise. Anshlieend formuliert man (52) als ein relationales Programm in der Sprahe desRelView-Systems, was ebenfalls oensihtlih ist und zulars(R,F)DECL LpBEG Lp = lowpoint(R,F)RETURN F & (Lp^ | F * Lp^)ENDfuhrt. Im dritten Shritt stellt man die zwei Mengen der Knoten, von denen mehr als einLeitpfeil ausgeht bzw. mindestens ein Leitpfeil ausgeht, durh zwei Vektoren dar. Der ersteVektor entspriht genau dem Denitionsbereih des sogenannten mehrdeutigen Anteils (manvergleihe bezuglih dieser relationalen Konstruktion mit [41℄) von lars und ergibt somit zu(lars \ lars I ) L; der zweite Vektor entspriht genau dem Denitionsbereih von lars, ist al-so lars L. Aus der obigen Charakterisierung ergibt sih der Vektor der Trennpunkte shlie-lih, indem man den ersten Vektor mit dem Vektor FT L der Quellen von f shneidet, denzweiten Vektor mit dem Vektor FT L der Nihtqellen von f shneidet und beide Resultate ver-einigt. In RelView sieht dies, unter Verwendung der Basisfunktion dom zur Berehnung desDenitionsbereihs-Vektors, wie folgt aus:uts1(R)DECL F, La, BEG F = dfs(R);La = lars(R,F); = (-dom(F^) & dom(La & La * -I(R))) | (dom(F^) & dom(La))RETURN END :Wir haben oben als zweite Anwendung von Tiefensuhe noh die Berehnung der Brukenangesprohen und kommen nun zu diesem Problem. Die Relation der Bruken eines ungerihtetenGraphen g = (X;R) kann man ebenfalls mit Hilfe von lowpoint sehr einfah bestimmen. UnterVerwendung der originalen funktionalen Shreibweise gilt namlih: Eine Kante e : X $ X istgenau dann eine Bruke, wenn sie einen Baumpfeil hx; yi mit lowpoint (y) = y enthalt. DieMenge der Pfeile, deren Endknoten Fixpunkte der lowpoint -Funktion sind, kann man, wennman lowpoint als Relation auat, relationenalgebraish durh L (lowpoint \ I) beshreiben. DieRelation der Bruken ist die Symmetrisierung des Durhshnitts der Relation F der Baumpfeile36
mit L (lowpoint \ I) und dies fuhrt sofort zubridges(R)DECL F, Lp, BrBEG F = dfs(R);Lp = lowpoint(R,F);Br = F & L(R) * (Lp & I(R))RETURN Br | Br^ENDals RelView-Programm zur Berehnung der Bruken eines ungerihteten Graphen. 2Nah diesen Beispielen soll zum Abshlu dieses Abshnitts noh kurz ein spezieller Aspekt vonRelView im Hinblik auf die Ausbildung in Algorithmik angesprohen werden. Gegenwartig er-folgt an den Hohshulen die Vermittlung des algorithmishen Grundwissens in den entsprehen-den Vorlesungen in der Regel durh die Erarbeitung von Algorithmen in der gewohnten mathe-matishen Vorgehensweise und deren Formulierung in einer semiformalen Art unter Verwendungvon Shreibweisen gangiger Programmiersprahen zu Strukturierungszwehen; man vergleiheetwa mit den Bemerkungen in [31℄, Abshnitt 2.4. Auf eine "lauahige\ Implementierung, bei-spielsweise in Programmiersprahen wie C oder Modula-2, wird normalerweise verzihtet. Diesgilt insbesondere fur graphentheoretishe Algorithmen, wenn vielfaltige Datenstrukturen einengroen Implementierungsaufwand erforden wurden.Es gibt zwar in der Forshung Informatiker, die grundsatzlih auf Implementierungen verzih-ten und eine Algorithmenentwiklung vor allem als intellektuelle Leistung betrahten6, aber diemeisten von uns wollen doh sehen, was die Ausfuhrung eines Algorithmus auf einem Rehnerbewirkt. Die Erfahrungen an den Hohshulen zeigen zudem, da, besonders bei sehr kom-plizierten Algorithmen, durh das konkrete und interaktive Ausfuhren und Visualisieren vonZwishen- und/oder Endergebnissen bei den Studierenden in der Regel auh eine Verbesserungdes algorithmishen Verstandnisses erreiht werden kann. Anhand der Beispiele insbesonderedieses Abshnitts sollten Hinweise dafur gegeben werden, wie man RelView auh als ein Werk-zeug in dieser Rihtung verwenden kann, sofern es sih um Probleme auf diskreten Strukturenhandelt, die relativ einfah durh Relationen modelliert werden konnen. Gleihzeitig sollte aberan dieser Stelle auh betont werden, da der Anwendungsbereih des Systems bei der Algo-rithmenentwiklung eindeutig auf dieses Gebiet beshrankt ist, um so von vorneherein falsheErwartungen der Benutzer zu verhindern.8 Implementierung von Relationen mittels OBDDsIn der aktuellen Implementierung von RelView konnen gewisse Anwendungen nur fur relativkleine Eingaben durhgefuhrt werden. Der Grund dafur liegt oft in der Groe der benotigtenZwishenergebnisse, deren interne Darstellung als Booleshe Felder sehr viel Speiherplatz inAnspruh nimmt. Die Berehenbarkeit sheitert bei relationalen Spezikationen zum Beispielhaug daran, da die zu einer Menge X zugehorige Potenzmengenrelation " : X $ 2X benutztwird. Wenn wir davon ausgehen, da zur Darstellung eines Relationeneintrags 1 Bit im Spei-her benotigt wird, nimmt eine solhe Potenzmengenrelation als Booleshes Feld fur jXj = 25bereits uber 100 MByte Speiherplatz in Anspruh. Da der Bildbereih der Potenzmengenrela-tion exponentiell wahst und bei der Hinzunahme von einem zusatzlihen Element in X mehr6E.W. Dijkstra shreibt beispielsweise in einer Einleitung zu einem seiner Buher: "None of the programs inthis monograph, needless to say, has been tested on a mahine\.37
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Zu jeder Booleshen Funktion existiert ein OBDD, der sie reprasentiert, da alle moglihenBerehnungspfade einfah einzeln dargestellt werden konnen. Wie man aber an den obigen Bei-spielen sieht, mussen Berehnungspfade fur vershiedene Eingaben niht disjunkt sein. Dies istauh der Shlussel zur Kompaktheit der Darstellung von Booleshen Funktionen bei der Benut-zung von OBDDs. Isomorphe Untergraphen eines OBDDs konnen \zusammengelegt" werdenund Knoten, die mit Variablen beshriftet sind, deren Belegung keinen Einu auf den Funk-tionswert hat, konnen entfallen. Solhe Redundanzen konnen mit Hilfe der folgenden Reduk-tionsregeln entfernt werden: Eliminationsregel: Wenn 1- und 0-Pfeil eines Knotens v auf den gleihen Knoten u zeigen,dann eliminiere v und lenke alle eingehenden Pfeile auf u um.
y
x
y Isomorphieregel: Sind zwei Knoten u und v mit der gleihen Variablen markiert und fuhrenihre 1-Pfeile bzw. ihre 0-Pfeile jeweils zum gleihen Knoten, dann eliminiere u oder v undlenke alle eingehenden Pfeile auf den anderen Knoten um.
xx x
Kann keine der beiden Regeln angewendet werden, so heit das OBDD reduziert. Auf diesemWege lat sih die zunahst fehlende Eindeutigkeit der Darstellung von Booleshen Funktionendurh OBDDs erreihen. Man kann namlih zeigen, da reduzierte OBDDs, die bzgl. einer fe-sten Variablenordnung dieselbe Funktion reprasentieren, bis auf Isomorphie gleih sind. Andersverhalt es sih, wenn wir vershiedene Variablenordnungen betrahten. In diesem Fall sind diereduzierten OBDDs niht nur vershieden, sondern konnen in der Anzahl der Knoten sehr starkvariieren. Im Extremfall hangt die Anzahl der OBDD-Knoten exponentiell von der Variablen-anzahl ab, was fur viele Anwendungen inakzeptabel ist. Leider ist das Finden einer optimalenVariablenordnung fur OBDDs ein NP-vollstandiges Problem. Verfahren zur heuristishen Kon-struktion guter Variablenordnungen stehen daher im Mittelpunkt der Forshungsarbeiten.Da die Eindeutigkeit der Darstellung fur eine eÆziente Implementierung eine entsheiden-de Rolle spielt, gehen wir im folgenden immer von reduzierten OBDDs aus. Bevor wir auf diealgorithmishen Eigenshaften eingehen, sind noh einige weitere Bemerkungen zur Groe vonOBDDs angebraht. Die Anzahl der Knoten in einem reduzierten OBDD hangt niht von derAnzahl der verwendeten Variablen ab, wie das zum Beispiel bei einer Tabellendarstellung vonBooleshen Funktionen der Fall ist. Die konstanten Funktionen 0 und 1 werden immer durhOBDDs mit nur den beiden Senken beshrieben, egal welhe Stelligkeit sie haben. Bei OBDDskommt es nur darauf an, wie viele Redundanzen im Sinne der Reduktionsregeln in der darzu-stellenden Funktion vorhanden sind. Betrahtet man alle Funktionen einer festen Stelligkeit, sosteigt zunahst die Groe der zugehorigen reduzierten OBDDs mit der Anzahl der 1-Werte, bis39




Die meisten Operationen auf OBDDs konnen damit durh Rekursion realisiert werden, indemzunahst das Ergebnis fur die beiden Cofaktoren berehnet wird und anshlieend daraus dasgesamte OBDD gebildet wird. Als ein einfahes Beispiel betrahten wir eine binare BoolesheOperation  (beispielsweise Konjunktion oder Disjunktion von Wahrheitswerten) und zwei Boo-leshe Funktionen f; g : B n ! B . Mit Hilfe der Shannon-Zerlegung lat sih dann die auf dieEbene der Booleshen Funktionen "geliftete\ Operation f  g mittelsf  g = xi(fxi  gxi) + xi(fxi  gxi)berehnen. Bei einer rekursiven Berehnung der OBDDs F1 fur fxi  gxi und F2 fur fxi  gxierhalt man das OBDD fur f  g, indem ein neuer mit xi markierter Knoten eingefuhrt wird,dessen 1-Pfeil auf die Wurzel von F1 und dessen 0-Pfeil auf die Wurzel von F2 zeigen.Setzt man dieses rekursive Verfahren direkt um, so mussen allerdings zuerst 2n 2 Zwishen-ergebnisse berehnet werden, was keine befriedigenden Laufzeiten liefert. Die Redundanzen in-nerhalb der OBDDs erlauben jedoh eine eÆziente Implementierung: Um f  g zu berehnen,mussen alle Kombinationen f 0g0 fur jede Unterfunktion f 0 von f und jede Unterfunktion g0 vong vorhanden sein. Da aber jede Unterfunktion mit genau einem OBDD-Knoten korrespondiert,ist die Anzahl der auszufuhrenden Berehnungen durh das Produkt der Knotenanzahlen derf und g reprasentierenden OBDDs beshrankt. Wahrend der Berehnung mussen dafur nur diebereits vorhandenen Zwishenergebnisse in einer Tabelle vermerkt werden, damit sie bei Bedarfwiederverwendet werden konnen. 240















1 0Diese direkte Umsetzung einer Relation in ein OBDD ist nur dann moglih, wenn die entstan-dene Booleshe Funktion total ist, d.h. nur dann, wenn die Groen des Urbild- und Bildbereihsder Relation Zweierpotenzen sind. Trit diese Einshrankung niht zu, so mussen die Unde-niertheiten der durh die Codierung entstandenen Funktion beruksihtigt werden.Mit Hilfe von OBDDs konnen auh partielle Booleshe Funktionen dargestellt werden, indemman zusatzlihe Knoten einfuhrt. Diesen Aufwand kann man aber bei einer Implementierung41





5Wie man sih an diesem Beispiel klar mahen kann, entsteht die Booleshe Matrix fur n Elementein X bildlih dadurh, da die Matrix fur n   1 Elemente einmal oben durh eine 0-Zeile undeinmal durh eine 1-Zeile erganzt wird und beide nebeneinander gesetzt werden. Soll nun einesolhe Relation durh einen OBDD dargestellt werden, indem die in 8.2 beshriebene Codierungdurhgefuhrt wird, so tritt ein Phanomen auf, das sih sehr gunstig auf die Groe des OBDDs42










Bei n Elementen in X werden weniger als 2n Knoten im OBDD benotigt, um die Aufshlusse-lung nah Zeilen darzustellen (im Beispiel mit x-Variablen markierte Knoten). Insgesamt erhaltman also einen OBDD mit weniger als 3 n Knoten, womit nur ein lineares Wahstum bzgl. jXjgegeben ist. Damit ist es moglih, die Potenzmengenrelation fur alle in der Praxis relevantenendlihen Mengen darzustellen. 2Auh die weiteren in RelView vorimplementierten relationalen Konstanten O; L und I habenals OBDDs bei der in 8.2 angegebenen Variablenordnung eine befriedigende Groe. Es ist dahervorteilhaft in RelView mit der durh die Potenzmengenrelation motivierten festen Variablen-ordnung zu arbeiten.Als nahstes wollen wir nun anhand der Komposition und der Transposition skizzieren, wierelationale Operationen auf OBDDs realisiert werden konnen. Da wir uns im wesentlihen aufeine OBDD-Implementierung von Relationen und relationalen Konstrukten konzentrieren wol-len, gehen wir davon aus, da eine Implementierung von OBDDs zur Verfugung steht. Es gibtmittlerweile viele sehr eÆziente OBDD-Pakete, die auh die Implementierung derjenigen grund-legenden Operationen auf Booleshen Funktionen beinhalten, welhe wir im weiteren ohne einenahere Erlauterung benutzen wollen. Mehr Details ndet man zum Beispiel in [36℄.8.4 Komposition und Transposition auf OBDDs. OBDD-basierte Algorithmen fur relatio-nale Konstrukte konnen oft durh Zurukfuhrung auf Booleshe Operationen realisiert werden.Ein Beispiel dafur ist die relationale Komposition, die mit Hilfe der Konjunktion und der exi-stentiellen Quantizierung gebildet werden kann. Um das naher zu erklaren, betrahten wir furzwei Relationen R : X $ Y und S : Y $ Z die harakteristishen Funktionen R und S43
fur R und S, sowie RS fur die Komposition RS. Die Booleshen Funktionen fR und fS zu Rbzw. S seien wie in 8.2 deniert. Mit m;n; k 2 N seien die minimalen Anzahlen von Variablenbezeihnet, die fur die Codierung der Mengen X;Y und Z notig sind. Damit gilt zunahst:RS(x; z) = 1 , (RS)xz, 9y : Rxy ^ Syz, 9y : R(x; y) = 1 ^ S(y; z) = 1, 9xm+1; : : : ; xm+n : fR(x1; : : : ; xm+n) = 1 ^ fS(xm+1; : : : ; xm+n+k) = 1Da die Konjunktion nur fur Booleshe Funktionen mit gleihem Denitionsbereih deniert ist,gehen wir zu Funktionen f 0R; f 0S : Bm  B n  B k ! B uber, die fR und fS wie folgt erweitern:f 0R(x1; : : : ; xm+n+k) = 1 , fR(x1; : : : ; xm+n) = 1f 0S(x1; : : : ; xm+n+k) = 1 , fS(xm+1; : : : ; xm+n+k) = 1Damit ist RS(x; z) = 1 aquivalent zu 9xm+1; : : : ; xm+n : (f 0R  f 0S)(x1; : : : ; xm+n+k) = 1. UnterVerwendung einer Operation 9vf , die fur eine Booleshe Funktion f durh 9vf = fv+fv deniertist, bekommen wir alsoRS(x; z) = 1 , (9xm+1; : : : ; xm+n(f 0R  f 0S))(x1; : : : ; xm; xm+n+1; : : : ; xm+n+k) = 1: (54)Diese Aquivalenz wenden wir nun an, um aus den OBDDs FR und FS fur R und S ein OBDDfur die Komposition RS zu berehnen.Es mussen zuerst die OBDDs fur f 0R und f 0S bestimmt werden. Da die neuen Variablen in f 0Rund f 0S im Vergleih zu fR und fS keinen Einu auf die Werte der Funktionen haben, fallen diedamit markierten Knoten durh die Anwendung der Eliminationsregel weg. Die OBDDs F 0R undF 0S fur f 0R und f 0S haben also genau dieselbe Struktur wie FR bzw. FS , bis auf die Markierungender Knoten. F 0R und FR sind sogar identish, da die neuen Variablen "unten\ angefugt werden.Fur F 0S mu jedoh jeder in FS mit xi markierte Knoten nun mit xi+m markiert sein. Umdies zu realisieren benutzen wir eine Hilfsprozedur shift(F; l; r; s), die zu einem OBDD F undnaturlihen Zahlen l; r und s ein OBDD F 0 folgender Form liefert: F 0 geht aus F dadurh hervor,da jeder Knoten, der in F mit xi markiert ist, in F 0 die Markierung xi+r fur i < l bzw. xi+s furi  l bekommt. Der folgende Pseudoode in Modula-2-artiger Syntax zeigt, wie shift rekursivrealisiert werden kann:shift(F,l,r,s)IF F = one OR F = zeroTHEN RETURN FELSE index = Index der Wurzelmarkierung von F;IF index < lTHEN node = neuer Knoten mit der Markierung index+rELSE node = neuer Knoten mit der Markierung index+sEND;T = positiver Cofaktor von F;E = negativer Cofaktor von F;ST = shift(T,l,r,s);SE = shift(E,l,r,s);F' = ITE(node,SE,ST);RETURN F'END 44
Hierbei gehen wir davon aus, da one und zero die OBDDs fur die konstanten Funktionen 1und 0 sind. Die Funktionsprozedur ITE(v;G;H) soll ferner einen OBDD aufbauen, der eine mitv beshriftete Wurzel hat, von der aus der 0-Pfeil zu der Wurzel von G und der 1-Pfeil zu derWurzel von H fuhren, und als Ergebnis den zugehorigen reduzierten OBDD liefern. Damit istdas Resultat von shift auh stets reduziert.Unter Verwendung der Hilfsprozedur shift kann die Komposition von R und S sehr einfahberehnet werden. Als Eingabeparameter werden neben den OBDDs FR und FS fur R und S dieAnzahl m der Variablen fur den Urbild- und n fur den Bildbereih von R benotigt. Wir erhaltendann die folgende Funktionsprozedur:omp(FR,FS,m,n)FS' = shift(FS,n,m,m);F_RS = And(FR,FS');F_RS = Exist(<m+1,...,m+n>,F_RS);F_RS = shift(F_RS,m,0,-n);RETURN F_RSNah der Anwendung von Exist, welhe die Operation 9vf aus (54) realisiert und, wie auhdie Konjunktion And, in allen gangigen Implementierungen von OBDDs vorhanden ist, mu dasErgebnis wieder die Variablenreihenfolge erhalten, die fur die Relation RS gilt, was auh mitHilfe von shift realisiert werden kann.Die Hilfsprozedur shift wird im Umgang mit Relationen-OBDDs sehr oft benotigt. Einweiteres Beispiel fur ihren Einsatz ist die Transposition von Relationen. Betrahtet man dieBooleshen Funktionen fR fur eine Relation R und fRT fur die transponierte Relation RT, sosind sie gleih, wenn die Reihenfolge der Variablen fur fRT so geandert wird, da die Variablenfur den Urbildbereih mit den Variablen fur den Bildbereih vertausht werden. D.h. es giltfRT(xm+1; : : : ; xm+n; x1; : : : ; xm) = fR(x1; : : : ; xm; xm+1; : : : ; xm+n):Fur die Berehnung des OBDDs fur RT aus dem fur die originale Relation R reiht also eineAnwendung der Funktionsprozedur shift und wir erhalten die folgende Realisierung:transp(FR,m,n)F_RT = shift(F_R,m,n,-m);RETURN F_RTAuh wenn die Transposition von Relationen mittels shift einfah realisierbar ist, kann dieBerehnung des zugehorigen OBDDs viel Aufwand erfordern. Mit der Funktionsprozedur shiftwird hier namlih ein in der Regel vollig anders strukturiertes OBDD aufgebaut, das durhdie geanderte Variablenordnung wesentlih groer sein kann als das Ausgangs-OBDD (siehe8.1). Diesen Aufwand kann man aber oft vermeiden, wenn die Anwendung der Transposition inVerbindung mit anderen relationalen Operationen stattndet. Wir wollen das kurz anhand derKomposition erlautern.Wir betrahten zwei Relationen R : X $ Y und S : Y $ Z. Um RTS zu berehnen, mu RTniht explizit bestimmt werden, wenn man statt omp eine leiht abgeanderte Funktionsprozedurverwendet. Die Transposition bedeutet fur OBDDs ja nur eine Anderung der Variablenordnung,und niht der dargestellten Booleshen Funktion. Diese Anderung kann bei der Kompositionsofort beruksihtigt werden. Damit die Konjunktion in der Berehnung der Komposition aus-gefuhrt werden kann, mussen die Variablenreihenfolgen der beiden Argumente gleih sein. Inunserem Beispiel hat das erste Argument fR zunahst die Variablen fur X und dann die fur45
Y . Das zweite Argument fS hat auh zunahst die Variablen fur X und dann die fur Z. Wirerreihen also eine gemeinsame Variablenreihenfolge mittels der Festlegungenf 0R(x1; : : : xm+n+k) = 1 , fR(x1; : : : xm+n) = 1f 0S(x1; : : : xm+n+k) = 1 , fS(x1; : : : ; xm; xm+n+1; : : : xm+n+k) = 1:Im Vergleih zur ursprunglihen Funktionsprozedur omp mussen also lediglih die Variablen-indizes in den Aufrufen von shift und Exist angepat werden. Dies fuhrt zu der folgendenFunktionsprozedur: omp_tl(FR,FS,m,n)FS' = shift(FS,m,0,n);F_RS = And(FR,FS');F_RS = Exist(<1,...,m>,F_RS);F_RS = shift(F_RS,m,0,-n);RETURN F_RSAnalog kann auh die Komposition realisiert werden, bei der das zweite Argument oder sogarbeide Argumente transponiert sind. 2Wir wollen nun am Beispiel der Kernberehnung von gerihteten Graphen demonstrieren, welheVorteile eine OBDD-Implementierung von Relationen bieten kann. Wir entwikeln zunahst,aufbauend auf [12℄, eine relationale Spezikation des Problems, shildern dann die Probleme beider Ausfuhrung des Prototyps mit der derzeitigen Version von RelView und zeigen shlielih,wie diese Probleme mit Hilfe von OBDDs reduziert werden konnen, was durh experimentelleErgebnisse bestatigt wird.8.5 Berehnung von Kernen. Es sei g = (X;R) ein gerihteter Graph mit der KnotenmengeX und der Pfeilrelation R : X $ X. Eine Teilmenge a 2 2X von Knoten heit absorbierend ing, wenn von jedem Knoten auerhalb von a mindestens ein Pfeil zu einem Knoten in a fuhrt.Diese Eigenshaft wird oenbar durh die folgende logishe Formel beshrieben:8 x : x =2 a! 9 y : y 2 a ^Rxy (55)Unter Benutzung der in (14) aufgefuhrten Beziehung des Rehtsresiduums und der Denitionder Potenzmengenrelation " : X $ 2X kann die Formel (55) ausdrukt werden durh(L n (" [R"))Ta (56)mit dem Allvektor L : X $ 1. Abstraktion nah dem Index a in (56) fuhrt zu einer komponen-tenfreien Form und wir erhalten somit den Vektor absorb(R) : 2X $ 1 zur Beshreibung allerin g absorbierenden Teilmengen von X durh einen Aufruf der relationalen Spezikationabsorb : [X $ X℄! [2X $ 1℄ absorb(R) = (L n (" [R"))T: (57)Eine Teilmenge s 2 2X von Knoten heit stabil in g, wenn keine zwei Knoten in s durh einenPfeil verbunden sind, wenn fur s also gilt8 x : x 2 s! 8 y : y 2 s! R xy: (58)Wegen (13) und der Denition der Potenzmengenrelation " : X $ 2X entspriht die Teilformel8 y : y 2 s ! R xy von (58) (nah der vorherigen Umformung in eine existentiell-quantizierte46
Form) der Beziehung (R " )xs und die gesamte Formel (58) wird somit durh 8 x : ( " \R" )xs,also, nah Entfernung der relationalen Negation, durh8 x : (" \R")xs ! Ox (59)beshrieben, wobei der Nullvektor den Typ [X $ 1℄ besitzt. Den Vektor aller in g stabilenTeilmengen von X erhalten wir dann, wegen (14), durh die Anwendung des Rehtsresiduumsmit dem Nullvektor O : X $ 1 und einer nahfolgenden Abstraktion nah dem Index s, d.h.durh den Aufruf der relationalen Spezikationstable : [X $ X℄! [2X $ 1℄ stable(R) = (" \R") n O: (60)Eine Teilmenge k 2 2X heit shlielih Kern von g, wenn sie sowohl absorbierend als auhstabil ist. Aufgrund von (57) und (60) wird somit der Vektor kernel(R) : 2X $ 1, der alle Kernevon g reprasentiert, durh den Aufruf vonkernel : [X $ X℄! [2X $ 1℄ kernel(R) = absorb(R) \ stable(R) (61)berehnet.Die drei relationalen Spezikationen von (57), (60) und (61) kann man direkt in RelViewubertragen und damit die Kerne eines gerihteten Graphen mit Hilfe des Systems bestimmen.Bei einer direkten Ubertragung ergeben sih jedoh Mehrfahberehnungen der Potenzmengen-relation. Deshalb ist es besser, zu einem relationalen Programm uberzugehen, etwa zukernel(R)DECL L, O, epsi, absorb, stableBEG L = Ln1(R);O = On1(R);epsi = epsi(L);absorb = (L \ (epsi | R * epsi))^;stable = (epsi & R * epsi) \ ORETURN absorb & stableEND.Angesetzt auf eine Booleshe nn-Matrix liefert das Programm kernel einen Booleshen Vektorder Lange 2n. Eine spaltenweise Visualisierung der durh diesen Potenzmengenvektor beshrie-benen Teilmenge der Potenzmenge der Knoten ist dann analog zu dem in 5.6 beshriebenenVerfahren moglih. 2Die Berehenbarkeit der Vektoren absorb(R) und stable(R) des letzten Beispiels mit Hilfe desRelView-Systems und somit auh der (eventuell auh leeren) Menge der Kerne eines gerihte-ten Graphen g = (X;R) hangt nun direkt davon ab, ob die zugehorige Potenzmengenrelation" : X $ 2X im System noh dargestellt werden kann. Wie bereits erwahnt, ist das bei derderzeitigen Implementierung von Relationen mit Booleshen Feldern nur fur Graphen mit bis zu25 Knoten moglih. Die OBDD-Implementierung bietet hier hingegen eine Losung in viel mehr(teils auh in der Praxis relevanten) Fallen, da die Groe des "-OBDDs nur linear mit der Kno-tenanzahl wahst. Bei der Berehnung der Kerne wirkt sih erst die Groe von R" mageblihaus. Durh die Komposition der beiden Relationen gehen in der Regel viele Redundanzen des"-OBDDs verloren und es kann hier ein groes OBDD entstehen. Dies fuhrt dann auh dazu, daweitere Operationen, die mit diesem OBDD ausgefuhrt werden mussen, viel Rehenkapazitat inAnspruh nehmen konnen. Wir beenden diesen Abshnitt mit einigen konkreten Ergebnissen.47















Generell konnten wir also fur alle von uns gewahlten Eingabegraphen mit bis zu a. 40 Kno-ten alle Kerne berehnen bzw. feststellen, da es keinen Kern gibt. Dies ist, im Vergleih zurbisherigen Implementierung, immerhin eine Steigerung der Knotenanzahl von etwa 60%.In der Praxis hat man es aber sehr oft mit Graphen zu tun, die, mit n als Knotenanzahl, nurwenige der insgesamt moglihen n  n Pfeile besitzen. Beispielsweise besitzt ein planarer Graphohne entgegengesetzte Pfeile und Shlingen mit nKnoten hohstens 3n 6 Pfeile, also hohstens2.9% aller Pfeile fur n = 100 oder hohstens 1.48% aller Pfeile fur n = 200. Je weniger Pfeileein gerihteter Graph g = (X;R) enthalt, um so kleiner ist das OBDD, das seine Pfeilrelation Rreprasentiert, und damit auh das R" darstellende OBDD. Wie die Graphik zeigt, ist es uns fursolhe "dunnen\ Graphen mit bis zu 120 Knoten gelungen, Kerne zu bestimmen. Angesihts derNP-Vollstandigkeit des Tests auf Kerne shon fur planare Graphen (siehe [27℄), der Einfahheitdes relationalen Programms kernel von Beispiel 8.5 und der Tatsahe, da man hier mit Groender Ordnung 2120 hantiert, ist das ein (unserer Meinung nah) shones Ergebnis. 29 Abshlieende BemerkungenIn dem vorliegenden Beriht stellten wir eine auf Relationen basierende Methode zur formalenErstellung von Prototypen fur Programme auf diskreten Strukturen vor und demonstrierten ihreRehnerunterstutzung mittelsRelView. Die Attraktivitat des Ansatzes beruht insbesondere aufzwei Punkten.Zuerst ist hier der Stil der Programme und der Beweise zu nennen. Ein wesentlihes Merkmaldes relationalen Programmierstils ist, da Programme auerordentlih prazise, klar und kom-pakt sind. Sie lassen sih als Prototypen verwenden und sind sehr einfah in gangige imperativeProgrammiersprahen zu uberfuhren. Ist ein relationales Programm nah der vorgestellten Me-thode hergeleitet, also korrekt bezuglih der ursprunglihen Problemspezikation, so erubrigtsih nah einer sorgfaltigen Ubertragung in die endgultige Sprahe auh eine weitere aufwendigeVerikation. Die Programmherleitungen selbst sind formal und, insbesondere was den relatio-nenalgebraishen Anteil betrit, ebenfalls auerordentlih prazise, klar und kompakt. Auerdemverfugt die komponentenfreie, algebraishe Art und Weise, in der man im relationalen Kalkulbeweist, inharent uber ein sehr hohes Siherheitspotential. Dies reduziert die Gefahr fehlerhafter48
Beweisshritte auf ein Minimum. Daruberhinaus gestattet der relationenalgebraishe Beweisstildie Anwendung von Beweisassistenten wie RALF [29℄ oder RALL [38℄.Neben einem mahtigen formalen Rahmen ist auh die Unterstutzung der Validierung undder Intuition fur eine formale Programmentwiklung wesentlih. Die Vorteile, die sih fur dieMethode aus der Unterstutzung durh das RelView-System wahrend des gesamten Entwik-lungsprozees ergeben konnen, wurden shon in den Abshnitten 5 und 6 aufgezeigt; sie mussendeshalb an dieser Stelle niht noh einmal wiederholt werden.In den vergangenen Jahren wurde die in diesem Beriht beshriebene Programmentwiklungs-methode niht nur in der entsprehenden Fahliteratur prasentiert (siehe [10, 12, 13, 14, 32, 15,7, 16, 17℄), sondern an der Universitat Kiel auh in der Lehre erprobt. Uber die dabei gemahtenErfahrungen soll nun ebenfalls kurz berihtet werden.Die allgemeine Vorgehensweise war wie folgt: Vorausgesetzt wurden Grundkenntnisse in dis-kreter Mathematik, Algorithmik, Programmiersprahen und Programmiermethodik, wie sie ubli-herweise im Grundstudium erworben werden. Auf diese aufbauend erfolgte dann die Vermitt-lung der theoretishen Grundlagen des Relationenkalkuls (inklusive der dazu notwendigen ver-bandstheoretishen Begrisbildungen) in Vorlesungen uber relationale Methoden in der Informa-tik. In diesen Vorlesungen und den sie begleitenden Ubungen wurde auh die Methode mittelskleinerer und ubershaubarer Beispiele vorgefuhrt und der praktishe Einsatz von RelViewdurh eine Computer-Projektionsanlage demonstriert. An die Vorlesungen shlo sih dann inder Regel ein Seminar an, in dem groere Fallstudien bearbeitet wurden. Einige Studieren-de vertieften das Thema shlielih noh einmal jeweils im Rahmen einer Diplomarbeit; siehe[46, 30, 47, 35℄7.Mit den bisherigen Ergebnissen kann man sehr zufrieden sein. Die Studierenden waren konti-nuierlih und mit groer Motivation bei der Arbeit. Dies hat siher auh mit dem in der Einlei-tung erwahnten Experimentieren beim Prototyping zu tun, welhes durh die besondere Kurzeund Ausdrukskraft der relationalen Funktionen und Programme und die Flexibilitat und Vi-sualisierungsmoglihkeiten von RelView sehr unterstutzt wird. Als zwei shone Resultate seiendie Diplomarbeiten [46, 47℄ erwahnt. Im Laufe der Bearbeitung des sehr allgemein gehaltenenThemas von [46℄ stellte sih heraus, da Petri-Netze ein neues und sheinbar auh besondersinteressantes Gebiet fur den Einsatz relationaler Methoden und des RelView-Systems darstel-len. Dies fuhrte zur relationalen Entwiklung von Algorithmen fur einige fundamentale Problemeauf Bedingungs/Ereignis-Netzen, wie Erreihbarkeit, Lebendigkeit usw. Eine Uberarbeitung desentsprehenden Teils von [46℄ wurde spater beim Workshop "Tools and Appliations for theConstrution and Analysis of Systems\ akzeptiert; siehe [13℄. Auh die Untersuhungen von [7℄bezuglih einer relationenalgebraishen Behandlung von Petri-Netzen wurden durh [46℄ moti-viert. In der Diplomarbeit [47℄ wurde anhand von Minimalgerust-Algorithmen unter anderemerstmals der Versuh unternommen, Probleme auf bewerteten Graphen relationenalgebraish zulosen. Auh dies war erfolgreih, was man beispielsweise daran erkennt, da uberarbeitete Teilevon [47℄ spater als [15℄ im Tagungsband der Konferenz "Mathematis of Program Construti-on\ publiziert wurden. Neben solhen theoretishen Ergebnissen kamen von den Studierendenaber auh viele praktishe Hinweise, die niht nur halfen, noh vorhandene Fehler in RelViewzu beheben, sondern auh zu einer betrahtlihen Verbesserung der Benutzerfreundlihkeit desSystems fuhrten.Zum Shlu soll noh kurz auf die derzeitigen Aktivitaten und moglihe zukunftige Arbeitenauf dem in diesem Beriht behandelten Forshungsgebiet eingegangen werden. Diese kann mangrob in zwei Klassen einteilen.7Weitere in den letzten Jahren angefertigte Diplomarbeiten befaten sih auh mit Implementierungsarbeitenam RelView-System. So wurden insbesondere alle derzeit vorhandenen Algorithmen zum shonen Zeihnen vonGraphen im Rahmen von drei Diplomarbeiten realisiert.49
Die erste Klasse betrit die Erweiterungen der Methode. Motiviert durh die Resultate von[47, 15℄ ist hier beispielsweise die Behandlung von bewerteten Graphen mittels Relationen der-zeit ein intensives Forshungsgebiet. Daruberhinaus planen wir noh eine Vielzahl von Beispielenaus anderen Problembereihen relationenalgebraish zu untersuhen, um das Repertoire an re-lationalen Gesetzen, Programmentwiklungstehniken, Transformationsregeln, generishen Pro-grammen usw. standig zu erweitern. Dem liegt die Idee eines "Werkzeugkastens\ zur relationalenProgrammentwiklung zugrunde, wie sie in [7℄ beshrieben wird. Weitere zukunftige Arbeitenin dieser Rihtung betreen aber auh Verallgemeinerungen von Relationenalgebra. Hier sindwir insbesondere an der sogenannten sequentiellen Algebra interessiert, welhe von Hoare undvon Karger [33, 34℄ zur algebraishen Modellierung von reaktiven Systemen eingefuhrt wurde.Ihr Einsatz bietet sih vor allem bei Problemstellungen an, wo Sequenzen eine entsheidendeRolle spielen. Obwohl man, wie im Laufe dieses Berihts an vershiedenen Stellen gezeigt wurde,diese Datenstruktur unter bestimmten Umstanden auh relational zufriedenstellend modellierenkann, erfordert eine relationale Behandlung von Sequenzen jedoh oft auh einen sehr groentehnishen Aufwand und wird dann ziemlih unhandlih. Erste erfolgreihe Kombinationenvon Relationenalgebra und sequentieller Algebra bei der Programmentwiklung ndet man in[7℄ (Datenu-Analyse) und [35℄ (endlihe Automaten).Neben der Erweiterung der Methode arbeiten wir derzeitig auh an der Weiterentwiklungvon RelView. Dies betrit kleinere Verbesserungen und Erweiterungen, wie etwa die Feh-lermeldungen des Parsers, die Benutzeroberahe und eine ASCII-Eingabe und -ausgabe vonRelationen und Graphen, hauptsahlih aber, den Ausfuhrungen von Abshnitt 8 folgend, dieOBDD-Version des Systems. Fur die Zukunft planen wir, motiviert durh die bisherigen Er-fahrungen, die Erganzung von RelView um eine Reihe von sogenannten Satellitensystemen.Solh ein System soll sih an einem speziellen Anwendungsbereih orientieren und die dort ubli-he Darstellung der behandelten Objekte fur die Eingabe in RelView aufbereiten bzw. dieRelView-Ausgabe entsprehend zuruktransformieren. Beispielsweise wird ein endliher Auto-mat A = (Q;A;; s; F ) relational als ein Tupel R = (a1 ; : : : ;an ; vs; vF ) modelliert, wobei dieRelationen ai : Q$ Q die durh die Zeihen ai 2 A moglihen Zustandsubergange darstellen(1  i  n) und die Vektoren vs : Q $ 1 und vF : Q $ 1 den Anfangszustand s 2 Q bzw.die Menge der Endzustande F  Q beshreiben (siehe [35℄). Einem RelView-Satellitensystemfur Automaten fallt somit als Hauptaufgabe zu, die ublihe Darstellung von A als gerihtetenknoten- und pfeilmarkierten Graphen in das Relationentupel R uberzufuhren und umgekehrtaus R eine "shone\ graphishe Darstellung von A zu zei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