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Abstract
A characterization of the recursively enumerable languages in terms of the iterated deletion op-
eration is given. This solves two open problems posed by Ito and Silva on the closure properties
and decidability of iterated deletion.
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1. Introduction and denitions
Iterated deletion operations, including iterated sequential and scattered deletion, have
received much attention recently, see [5–7,9].
Many representation theorems for the recursively enumerable languages in terms of
combinations of operations such as intersection, homomorphism, quotient, twin shu;e
and others have been established in the literature. For a recent survey of these results,
see [11, Section 1.3, pp. 180–184].
In this note, we establish that every recursively enumerable language can be rep-
resented as the iterated sequential deletion of a linear context-free language (LCFL),
modulo the intersection of a regular language and the quotient of a symbol. This re-
sult yields solutions to two open problems of Ito and Silva [7] on the closure and
decidability of iterated deletion.
∗ Corresponding author.
E-mail addresses: domaratz@cs.queensu.ca (M. Domaratzki), okhotin@cs.queensu.ca (A. Okhotin).
1 Research supported by an NSERC PGS-B graduate scholarship.
0304-3975/$ - see front matter c© 2004 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2004.01.002
452 M. Domaratzki, A. Okhotin / Theoretical Computer Science 314 (2004) 451–457
For all unexplained notions in formal languages and complexity theory, please see
the relevant chapters in [12]. Let  be an alphabet. The (sequential) deletion [8,13] of
two words x; y∈∗, denoted by x→y, is deEned as
x → y = {x1x2 : x1; x2 ∈ ∗; x1yx2 = x}:
Thus, x→y is the set of words which result from deleting y as a subword from x.
We extend this operation to languages L1; L2⊆∗ as follows:
L1 → L2 =
⋃
x∈L1
y∈L2
x → y:
We now deEne an iterated scattered deletion operation [5]. Let i¿1, L⊆∗. Then
(→)i(L) is deEned recursively as follows:
(→)1(L) = L;
(→)i+1(L) = (→)i(L)→ ((→)i(L) ∪ {}) ∀i ¿ 1:
Then the iterated scattered deletion operator (→)+(L) is given by
(→)+(L) = ⋃
i¿1
(→)i(L):
2. Main result
Our proof will use the idea of the set of valid computations of a Turing machine
(TM). For a full description and proofs of claims, see [2].
Let M =(Q;; ; ; q0; B; F) be a TM. Assume, without loss of generality, that M
always makes an even number of moves before it halts. Let x; y∈∗Q∗( − {B})
be instantaneous descriptions of M . By x 	M y, we mean that there is a transition of
M which takes us from instantaneous description x to y.
We are now prepared for our main result.
Theorem 1. Let  be an alphabet. Let L⊆∗ be any recursively enumerable lan-
guage. Then there exist ⊇, “∈ −  and an LCFL L0 ∈∗ such that
(→)+(L0)∩ “∗“= “ L “.
Proof. Let L⊆∗ be a recursively enumerable language. As the recursively enumerable
languages are closed under reversal, LR ∈ RE as well. Let M =(Q;; ; ; q0; B; F) be a
TM recognizing LR. Let #; $; “ =∈∪Q. Let =∪Q∪{#; $; “}. We now deEne
L1 = {$ x0 # x2 # : : : # x2k−2 # x2k # xR2k−1 # : : : # xR3 # xR1 $ |x2i 	M x2i+1
for all i (06 i ¡ k); x2k ∈ ∗F∗};
L2 = {“ $ x0 # x2 # : : : # x2k−2 # x2k # xR2k−1 # : : : # xR3 # xR1 $wR “ |w ∈ ∗;
x0 = q0w; x2i−1 	M x2i for all i (16 i 6 k)}:
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x2  #$ x0 # x2k-2   # x2k-1#x2k x3 x1 w...  # # ...
is acc.L1:
L2:
R R R R# # $
Fig. 1. Checking a computation for being valid using “L1∗“∩ L2.
It can be proved that L1; L2 are LCFLs. It also makes sense to observe that the inter-
section “L1∗“∩L2 contains the encodings of valid computations of M (see Fig. 1 for
explanation), which is used in the proof of a well-known representation of recursively
enumerable languages as a homomorphic image of such an intersection [2].
In our proof, however, we deEne
L0 = L1 ∪ L2 ⊆ $( ∪ Q ∪ #)∗$ ∪ “$( ∪ Q ∪ #)∗$∗“;
which is also an LCFL, and claim that
(→)+(L0) ∩ “∗“ = “L“;
which will establish the theorem.
Consider Erst L0→L0. We have that
L1 → L1 = {};
L2 → L2 = {};
L1 → L2 = ∅;
L2 → L1 = “L“:
The Erst and second equalities are by the fact that L1; L2 are inEx codes (see [4]). The
third equality is by the fact that there are no occurrences of “ in L1, while every string
in L2 has two occurrences of “. We now establish the equality
L2 → L1 = “L“: (1)
(⊆): Let ui ∈Li for i=1; 2 be arbitrary. Consider u2→ u1. By deEnition, there ex-
ist v1; v2 ∈ (∪Q ∪ #)∗ and v3 ∈∗ such that u1 = $v1$ and u2 = “$v2$v3“. Thus, if
u∈ u2→ u1, we must have that v1 = v2 and u= “v3“.
However, if v1 = v2, then by construction, v1 is an accepting computation of M , as
L1 insists that the odd positions of the computation are valid, and L2 insists that the
even positions of the computation are valid (see Fig. 1 above for an explanation and
[2] for more details). Thus, by construction of L2, the string vR3 is accepted by M , i.e.,
v3 ∈L.
(⊇): Let uR ∈L(M), and let x0 	M x1 	M x2 	M · · · 	M x2k be an accepting compu-
tation for uR, encoded as c(u)= x0#x2 : : : #x2k#xR2k−1# : : : #x3#x1. Then “u“∈ “$c(u)$u“
→ $c(u)$∈L2→L1. This completes the proof of (1).
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Thus, L2 → L1 = “L“, and so by deEnition of →,
L0 → L0 =  ∪ “L“
and
(→)2(L0) =  ∪ L0 ∪ “L“:
We now consider (→)3(L0)= ((L0→L0)→L0)∪ (L0→ (L0→L0))∪ ((L0→L0)→
(L0→L0)) + (→)2(L0). First, note that
(L0 → L0)→ L0 = ∅;
as every string in L0 has two occurrences of an $, while those in L0→L0 have none.
Also,
L0 → (L0 → L0) = L0;
as all non-empty strings in L0 → L0 are in “∗“, while those in L1 have no occur-
rences of “, and in L2⊆ “$(∪Q∪ #)∗$∗“, the two occurrences of “ are separated
by two occurrences of $. Thus, the non-empty strings of L0→L0 do not contribute to
L0→ (L0→L0) and L0→ (L0→L0)=L0→{}=L0. Finally, note that
(L0 → L0)→ (L0 → L0) = ({} ∪ “L“)→ ({} ∪ “L“)
= ({} ∪ “L“) ∪ (“L“→ “L“)
= (L0 → L0) ∪ {}
= (L0 → L0):
This reasoning follows since “L“ is an inEx code. Thus,
(→)3(L0) = (→)2(L0)⇒ (→)+(L0) = (→)2(L0):
In particular,
(→)+(L0) =  ∪ L0 ∪ “L“ (2)
and the result clearly follows.
We now note that, in general, Theorem 1 cannot be improved upon. In particular,
the requirement that (→)+(L0) must be intersected with a regular language cannot be
eliminated.
Indeed, this is trivially so. Consider the following observation: if L0 = ∅, then  ∈
(→)+(L0), since ∈ x→ x for any x∈L0. Thus, if we choose a language ∅ =L⊆+,
then for all L0 (regardless of its complexity) (→)+(L0) =L.
However, we will show that even if we insist ∈L, there are CFLs L such that
(→)+(L0) =L for all L0 ∈ LCF.
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Lemma 2. Let L= {anbncmdm : n; m¿1}∪ {}. Then L∈ CF, but for all L0 ∈ LCF,
(→)+(L0) =L.
Proof. That L is a CFL is obvious. Furthermore, L is not a linear CFL, by an appli-
cation of the pumping lemma for linear CFLs (see, e.g., [1, Theorem 6.1]).
Assume that there exists L0 ∈ LCF such that (→)+(L0)=L. As L0⊆ (→)+(L0), we
have that there exist I0; J0⊆N− {0} such that either
(a) L0 = {aibicjdj : i∈ I0; j∈ J0} or
(b) L0 = {} ∪ {aibicjdj : i ∈ I0; j∈ J0}.
In either case, note that if i1; i2; j1; j2 = 0, then
ai1bi1cj1dj1 → ai2bi2cj2dj2 =
{
 if i1 = i2 and j1 = j2;
∅ otherwise:
Thus, we have that in both cases (a) and (b), it is easy to show that (→)+(L0)=L0+.
Thus, I0 = J0 =N−{0}, which implies that either L0 =L or L0 =L−{}, depending on
whether we are in case (b) or (a), respectively. In both cases, we have a contradiction
to the fact that L0 was chosen to be in LCF.
We now consider other classes of languages, and representing languages by iterated
deletion without the use of intersection with a regular language. Let C be a class of
languages. A language L is C-immune [3] if L is inEnite and for all inEnite languages
L′⊆L, L′ =∈C.
Lemma 3. Let C be a class of languages. Let L be C-immune. Then for all L0 ∈ C,
(→)+(L0) =L.
Proof. Remark that if F is a Enite set, then (→)+(F) is Enite. Let L be C-immune.
Suppose that L0 ∈ C is such that (→)+(L0)=L. Then as L is inEnite, L0 is inEnite, by
our remark. As L0 ⊆ (→)+(L0) by deEnition, L has L0 as an inEnite subset belonging
to C. This contradicts our choice of L.
Flajolet and Steyaert [3] note that the language L = {anbncn : n¿0} is CF-immune.
Thus, we have the following corollary:
Corollary 4. There exists L∈ CS such that for all L0 ∈ CF, L =(→)+(L0).
We note that there are no LCF-immune languages in CF, since the pumping lemma
for CFLs guarantees that every CFL has an inEnite subset belonging to LCF. Thus, we
cannot hope to prove that there exist L∈ CF which cannot be written as (→)+(L0) for
any L0 ∈ LCF by appealing to Lemma 3. Fortunately, we already know that such an
L∈CF exists, by Lemma 2.
We now note a stronger result than Corollary 4 for unary languages. In particular, if
L =∈ CF is an arbitrary unary language, then we cannot construct a context-free language
L0 whose iterated deletion equals L:
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Lemma 5. Let L⊆ a∗ be a unary language in RE− CF. Then there is no L0 ∈ CF such
that (→)+(L0)=L.
Proof. Let L⊆ a∗ be a non-CF language. Assume there exists L0 ∈ CF such that
(→)+(L0)=L. Then necessarily L0⊆ a∗, as L0⊆ (→)+(L0). But any unary CFL is
regular. As the regular languages are closed under (→)+ [7], we have that L is regu-
lar, a contradiction.
3. Closure and decidability properties
The following non-closure property applies to, e.g., full trios, including the recursive
languages. This gives a strong answer to an open problem of Ito and Silva [7, Problem
1.2] on whether CSLs are closed under (→)+.
Lemma 6. Let C be a class of languages, closed under intersection with regular
languages and left and right quotient with a single letter, such that LCF⊆C( RE.
Then there exists L∈ LCF such that (→)+(L) =∈C.
Proof. Let L⊆∗ be such that L∈ RE−C. There exists L0 ∈ LCF such that (→)+(L0)∩
“∗“= “L“. Assume that (→)+(L0)∈C. Then so is “L“ and L, by the closure prop-
erties of C. This contradicts our choice of L.
Lemma 7. Let P be any non-trivial property of the recursively enumerable languages
such that:
(a) P is preserved under intersection with regular languages, left and right catenation
with a single letter and left and right quotient with a single letter;
(b) P is preserved by union with an arbitrary LCFL, i.e., if L; L1 are such that L∈ RE,
P(L) holds and L1 ∈ LCF, then P(L ∪ L1).
Then, given L ∈ LCF, it is undecidable whether P((→)+(L)).
Proof. Assume not, that is, assume that given an LCFL L, we can determine whether
or not P((→)+(L) holds.
By Rice’s Theorem [11, Theorem 1.27], it is undecidable whether P(L) holds for
arbitrary L∈ RE, as P is non-trivial.
Let L∈∗ be an arbitrary recursively enumerable language. By the properties of P,
P(L)⇔P(“L“). Let L0 be the LCFL such that (→)+(L0)∩ “∗“ = “L“. Then consider
that P((→)+(L0))⇒P((→)+(L0)∩ “∗“)=P(“L“), and P(“L“)⇒P( ∪ L0 ∪ “L“) =
P((→)+(L)). The last equality is by (2). Thus, P(L)⇔P(“L“)⇔P((→)+(L0)). This
contradicts our assumption that P((→)+(L0)) is decidable.
A corollary of Lemma 7 solves an open problem of Ito and Silva [7, Problem 1.1],
asking if it is decidable whether (→)+(L) is a CFL for a given CFL L.
Corollary 8. Given L∈ LCF, it is undecidable whether (→)+(L)∈ CF.
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The proof follows immediately by the known closure properties of LCF (see, e.g.,
[10, p. 30]).
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