Nuclear norm and l 1 norm are the common regularization in salient object detection. However, existing literatures show that these terms either 1) are very slow for large scale problems due to singular value decomposition (SVD) on full matrix in every iteration, or 2) over-penalize the large singular values. In this paper, we propose to use respectively the non-convex weighted Schatten-p quasi-norm and l p -norm (0 < p < 1) for characterizing background and salient object. By matrix factorization, the optimization process, associated with the alternating direction method of multiplier (ADMM), is based on a unified convex surrogate which is only required to handle some small size matrices. Simultaneously, the convergence of algorithm is analyzed and validated. Experimental results indicate the new method usually outperform the state-of-the-art methods.
I. INTRODUCTION
The cognitive scientists think that human visual attention mechanism can instinctively detect some salient regions in a pre-attentive stage. And the perceiving of these areas is the basis for acquisition of high-level information in an attentive stage [1] . Therefore, this stimulates the emergence of salient object detection in computer vision. Simultaneously, this task benefits many applications, such as salient edge and region extraction used in cbir [2] , partial-duplicate image retrieval [3] and data-driven object manipulation [4] etc.
In general, the existing methods for saliency detection are roughly divided into two main categories: traditional models and convolutional neural networks (CNNs) based approaches [1] . It is well known that the CNN-based methods are less dependent on hand-crafted feature and central bias knowledge [1] . Therefore, these models are favored by many researchers. For example, Simonyan and Zisserman gave a deep convolutional networks for large-scale image The associate editor coordinating the review of this manuscript and approving it for publication was Inês Domingues . recognition [5] . Tang and Wu [6] proposed the multiple CNN for saliency detection, which combines region-level and pixel-level predictions. Li et al. presented a multi-task deep neural network model for salient object detection [7] . Since a CNN-based model usually need numerous tunable parameters and neurons, it is not very suitable for the small sample data.
In this paper, we are interested in the traditional methods based on the low rank matrix recovery theory (LRR) [8] , [9] . For example, Shen and Wu [10] proposed a unified approach based on low rank matrix recovery (ULR), which effectively incorporated classic low-level feature with high-level guidance. Zou et al. [11] gave fully unsupervised model which is based on the bottom-up segmentation (SLR). Peng et al. [12] introduced a matrix decomposition detection model with high-level priors, which uses the tree-structured sparsity regularization and Laplacian term to capture structure featrue (SMD). Tang et al. introduced the weighted low-rank recovery (WLRR), which combined a high-level background prior map [13] . But there is a common characteristic for the above approaches that low rank is used to represent the background VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ lied in some lower dimensional subspace, while sparsity is the measure for salient regions.
Since rank minimization is NP-hard problem, nuclear norm is suggested to approximate the convex envelope of rank function on the unit ball of matrix operator norm [14] in the above models. In fact, the nuclear norm is the l 1 norm on singular values of matrix, which presents low rankness by encouraging sparsity of the singular values. However, the l 1 norm is only a loose approximate to the l 0 norm, which always over-penalize the large singular values [14] - [21] . This results in deviating from the exact solution in practices, such as the backgrounds appear to be cluttered and the foreground targets are shown to be scattered and incomplete or in some other cases, the salient target holds the entire image, which leads to the loss of sparsity. To overcome these issues, in this paper, the non-convex Schatten-p quasi-norm (0 < p < 1) is proposed to characterize the background, which is a tighter approximation to the rank function. A non-convex l p norm (0 < p < 1) is used to represent the salient objects, which can better capture both image geometrical structure and feature similarity among image patches, rendering our process to share the desired consistency within the same image patches adequately. In order to indicate the likelihood that each image region belongs to the background, we adopt the weighting term with some priors as shown in [13] . A flowchart of the proposed method can be illustrated in Figure 1 .
In the existing low rank algorithms, it is usual that SVD is computed at each iteration, which is expensive for largescale problems. Thus, we propose to use matrix factorization formulation in our each individual algorithm to avoid SVD computation on the full matrix. In summary, the contributions of this paper are as follows:
(a) The non-convex weighted Schatten-p quasi-norm (0 < p < 1) induced saliency detection model is proposed, in which the l p -norm on singular value approximate better the rank function structures and non-convex l p -norm is used to measure sparsity of salient objects. A weighting matrix with high-level priors is adopted to guide more exact background.
(b) To solve this non-convex and non-smooth model, we propose to use the matrix factorization formulation that give a unified convex surrogate for the Schatten-p norm. To the best of our knowledge, this is the first study which pursues multiple factor matrix norms in salient object detection problem (the latest and the most representative studies based on Schatten quasi-norm are mainly to consider the low-level vision problems, as shown in [14] , [17] , [20] ).
(c) Since incorporating the factor matrix norms, our alternating direction method of multipliers (ADMM) algorithm achieves state-of-the-art performance. We also prove its sequence convergence.
II. PROPOSED MODEL A. WEIGHTING MATRIX OF BACKGROUND
In this section, we formulate the weighting matrix by integrating color, location and boundary into background.
Given nature image I , we separate I into n non-overlapping patches P = {P 1 , P 2 , . . . P n }. i-th low-level feature vector based on multi-scale visual feature extraction can be written as f i ∈ R d on each superpixel patch P i [10] . And th en, the feature matrix of D can be denoted as D = [f 1 , f 2 , . . . , f n ] ∈ R d×n . Finally, the feature matrix D is decomposed into a low-rank part X (background) and a sparse part E (salient object or foreground) respectively [12] , [13] .
It is worth noting that Shen and Wu [10] propose to use low-level and high-level clues to demonstrate salient targets.
Tang et al. [13] show that high-level prior can be absorbed into weighting matrix, which indicates the possibility of background. Inspired by these works, we also employ high-level and low-level priors, and integrate them into a background prior map. But this characterization is different from one in [10] , [13] . Here we conclude as follows:
(1) We adopt the color and location information introduced in [10] , [13] , which can be written as CP(i) and LP(i). In addition, since salient objects are almost impossible to being part of boundary, we use boundary connectivity prior to find conspicuous object [22] . Thus, this prior is defined as BP(i), that is
where B is the set of image boundary super-pixels, |P i ∩B| can quantify the length between P i and boundary, N (i) represents the super-pixel number of P i .
(2) We ensemble the above three priors as a high-level salient prior map Sobj(i) = LP(i) · CP(i) · BP(i) . Then, we recruit Sobj(i) into the Gauss distribution as weight matrix of background W (i), that is
B. PROBLEM FORMULATION
For a matrix X ∈ R m×n , the Schatten-p norm (0 < p < ∞) of X can be denoted as:
According to the analysis introduced in Section I, the nonconvex Schatten-p norm (0 < p < 1) of X is proposed to characterize the background lied in a low-dimensional subspace, which can reduce a gap between convex envelope and rank function. The non-convex l p -norm (0 < p < 1) is used to measure the sparse features of salient object E, which can eliminate the heavy-tailed distribution of sparse outliers [20] . Hence, a novel saliency detection model can be formulated as follows:
where · p S p is the Schatten-p norm, · p l p is the l p -norm, W is the weight matrix of background,• is Hadamard product.
Quite recently, Shang, Liu and Chen [17] , [20] extended specific Schatten-p norms with p = 1/2 and p = 2/3 to lowlevel image processing, such as matrix completion, image alignment and image in painting etc. But in this paper, we will consider Schatten-p-norm with any 0 < p < 1 for saliency detection. Hence, to some extent, the new model with p = 1 is equivalent to SMD [12] , [23] or WLRR [13] .
C. UNIFIED SURROGATE FOR SCHATTEN-p NORM
By factorizing the low-rank component into two smaller factor matrices, Shang et al. proved that the bi-Frobenius norm, double nuclear norm and Frobenius/nuclear hybrid norm are respectively in essence the nuclear norm, Schatten-1/2 and 2/3 quasi-norms [17] , [20] . Thus, the definition of surrogates based on specific p values are put forward. Then, Xu, Lin and Zha extended the above theory to general Schatten-p norm and applied them to matrix completion [14] , which can be summarized as the multi-Schatten-p norm surrogate. That is Theorem 1 (Multi-Schatten-p Norm Surrogate): [14] Given matrix X ∈ R m×n with rank(X ) = r ≤ min{d i , i = 1, · · · , I − 1}, for any p and p i , i = 1, · · · , I > 0 satisfying
where
We use Theorem 1 to replace X p i S p i in (1), and present the following multi-Schatten-p norm penalized weighted model:
To efficiently solve the problem (3), we introduce the auxiliary variablesX i , (i = 1, · · · , I ). Thus, the augmented Lagranian function of (3) can be written as:
where µ > 0 is the penalty parameter, Y i (i = 1, · · · , I ), Y I +1 , Y I +2 are the Lagrange multipliers, < ·, · > is the inner product of the matrix, · F is Frobenius norm.
III. OPTIMIZATION PROCEDURE
In this section, we mainly propose an efficient algorithm based on the alternating direction method of multipliers [24] (ADMM, also known as the inexact ALM [20] ) to solve the problem (4).
• Update X k+1
Fixing the other variable and defining A k+1
(5) is least squares problem, and its optimal solution is given by
When the regularization term of background X is decomposed into two factors, i.e.,X = UV ∈ R m×n and I = 2, the solution of subproblem (5) can be rewritten as the following form:
Here the corresponding sub-problem can be denoted as:
In particular, when p = 1/I , we have p i = 1(i = 1, · · · , I ). Then, the closed-form solution of (9) can be obtained by SVT introduced in Theorem 2, which can be rewritten as
When p = 2/I and p i = 2(i = 1, · · · , I ), (9) degenerates least square problem that can be easily solved.
Theorem 2 SVT [25] : Let the singular value decomposition of C can be written as C = U V T , then the optimal solution for B is given by
where D ε is the singular value thresholding operator, = diag({σ i } 1≤i≤rank(C) ) and S ε is defined as diag({σ i − ε} + ),
•Update X k+1 : Fixing other variable, X k+1 can be updated by the following problem:
Thus, the solution of problem (11) can be denoted as
• Update E k+1 : Now the sub-problem is represented as:
. In fact, when p = 1, (13) is l 1 -minimization problem which can be obtain by soft-thresholding operator [26] . When p = 1/2 and 2/3, the explicit solution of (13) can be obtained respectively by using half-thresholding operator [20] (defined in Theorem (3)) and two-thirds-thresholding shrinkage [20] (defined in Theorem (4)). But for any other p values (0 < p < 1), the optimization of (13) is much more challenging because of non-convexity and non-smoothness.
Theorem 3 (Half-Thresholding Operator) [20] : For any matrix S ∈ R m×n , solution of the following minimization
. Theorem 4 (Two-Thirds-Thresholding Operator) [20] : For any matrix S ∈ R m×n , solution of the following minimization
. Motivated by generalized soft-thresholding(GST) algorithm [27] , the solution of (13), when p is specified as the other values (0 < p < 1) except 1/2 and 2/3, can be demonstrated as the following form T p (·) :
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Algorithm 1 Solve Problem (3) Input : D ∈ R m×n , weighting matrix W , µ 0 , k = 0, the given rank d j (j = 1, · · · , I − 1), λ.
Output : X and E. while not converged do k ← k + 1. Update X k+1 i (i = 1, · · · , I ) by (6) . UpdateX k+1 i via formulas (9) 1 . Update X k+1 by (12) . Update E k+1 via GST operation (18) .
where g ij is the element of E, x can be derived by the following iterative approach:.
In summary, the above procedure can be demonstrated as the Algorithm 1:
Remark 1: It is well known that the computation complexity of thin SVD for an m × n matrix with m n is O mn 2 . The cost of computing the inverse for d ×d matrix is O d 3 , and the expense of multiplication for m×d matrix and d × n matrix is O (mdn). In ULR [10] , SLR [11] , SMD [12] and WLRR [13] , the cost is dominated by the computation of the thin SVD of an m × n matrix with m n, and is O mn 2 respectively. But for the new algorithm, the dominant cost of each iteration using factorization formulation is O (d(m + n) ). Therefore, we deduce that O (d(m + n)) O mn 2 for m, n d.
IV. CONVERGENCE PROPERTIES
Before analyzing the convergence of Algorithm 1, we first introduce a Lemma 1 which is the basis of proof for the Lemma 2. Then, the boundedness of sequence is given by Lemma 2. Finally, we provide the convergence property for Algorithm 1 in the following theorem 5. Lemma 1 [24] : Let H be a real Hilbert space endowed with an inner product < ·, · > and a corresponding norm · , and y ∈ ∂ x ,where ∂f (x) denotes the subgradient of f (x) . Then y * = 1 if x = 0,and if y * ≤ 1, where · * is the dual norm of · 1 If p = 1/I ,X k+1 can be solved by SVT operation, i.e., Theorem 2. If p = 2/I , it is a least square problem. (4) and is a constrained stationary point.
Lemma 2 (Boundedness): Let Lagrange multipliers be
Proof of Lemma 2 and Theorem 5 can be found in the supplementary materials. Theorem 5 is used to solve the weighted model based on a unified convex surrogate,which can be considered as generalization of the paper [20] .
V. EXPERIMENTS
In this section, we evaluate the effectiveness of the proposed method for salient object detection. All experiments were performed using Matlab(R2017a), on a Windows 10 (64bit) laptop with the Intel Core i5 2.30 GHz processor and 8.0 GB of RAM.
A. DATESETS
We choose three standard datasets to represent various typical scenarios, i.e., SED2 [28] , iCoSeg [29] , PASCAL-S [30] . The iCoSeg [29] contains 643 images from varying angles belonging to 3 categories, which are about 500 × 400 resolution. The SED2 [28] contains 100 images that are about 300 × 225 resolution. The PASCAL-S [30] has 850 images which possess different complex backgrounds.
B. EVALUATION MEASURES
Our experiments utilize seven metrics to evaluate experimental results, which are respectively precision-recall (PR) [1] , F-measure [1] , receiver operating characteristic(ROC) [1] , area under ROC cure (AUC) [1] , overlap ration (OR) [31] , weighted F-measure (WF) [32] and mean absolute error (MAE) [33] .
C. RESULT ANALYSIS
We compare our method with four state-of-the-art models based on LRR theory, such as SLR [11] , WLRR [13] , SMD [12] , ULR [10] . We conduct experiments via choosing different p values, i.e., p = 1, 2/3, 1/2, 1/3, 1/4, 1/5. To get a fair comparison with other competing methods, we fix the parameters of our model for all involved experiments. In addition, what we must emphasize is that 1/p = I i 1/(p i ), p i = 1 is used uniformly to achieve the decomposition of p value when p = 1/I 2 . Particularly, when p = 2/3, we have special decomposition form 1/p = 1+1/2.
The ROC and PR curves are shown in Figure 2 , where our methods are descried by using the dotted line. A representation like 'our1' corresponds to p = 1, ''our12' is p = 1/2, 'our23' is p = 2/3 and so on. Other four LRR-based models are demonstrated via solid line. The WF, OR, AUC and MAE scores are given in Table 1 . We mark the highest values obtained by the four LRR-based models in blue. Comparison with the four methods, if the proposed models give the best values, we use red form to mark these numbers in Table 1 . Figure 2 shows the qualitative comparisons.
On the SED2 dataset, the proposed models achieve the best performance in terms of WF and OR when p = 2 Other forms of decomposition have similar results in experiments. 2/3, 1/2, 1/3, 1/4, 1/5, the second best in MAE and AUC (as shown in Table 1 ). On the iCoSeg dataset, the new methods give the best performance in terms of WF and OR when p = 1, 2/3, 1/2, 1/3, 1/4, 1/5. And the approach with p = 1/5 shows the best in AUC.The models with p = 1/2, 1/4, 1/5 display the best values in MAE. On the PASCAL-S dataset, the new methods represent the best performance in terms of MAE and OR when p = 2/3, 1/2, 1/3, 1/4, 1/5 (as shown in Table 1 ). In addition, the models with p = 2/3, 1/5 have the highest value in AUC. In the ROC and PR curves ((as shown in Figure 2 ), our models gives the best performance. In summary, the Table 1 and Figure 2 show that our models with different p values have almost well performance. And these indicators explain that the Schattn-p quasi-norm and l p norm (0 < p < 1) can better approximate rank function and sparsity. Figure 3 shows the visual comparisons of the best methods in the experiments. For single-object images(e.g. images in the last two rows), salient maps of the new models represent the complete salient object with few scattered and incomplete patches. For the object with different representations (e.g. images from the first row to the fifth row), salient maps of the new model possess the consistent salient values of pixels within the same salient objects. For the images with complex scenes (e.g. image in the third row), several other methods miss detecting parts (such as SLR, WLRR and SMD) or confuse background with foreground (e.g ULR). By contrast, the proposed method successfully identifies all the salient objects with consistent values. These results illustrate further the effectiveness of our proposed algorithms, which Schattenp (0 < p < 1) is better in capturing the rank function structure and the non-convex l p -norm is more suitable in sparse approximation than l 0 -norm.
VI. CONCLUSION
In this paper, a new model by using a unified convex weighted surrogate for the Schatten-p norm is presented, aiming at conducting the salient object detection. Different from current existing literature, the non-convex weighted Schatten-p quasi-norm (0 < p < 1) is adopted to formulate the background information and is shown to be better in capturing the low-rank structure of the background details. The non-convex l p -norm is incorporated to the sparsity of foreground to share the consistency within the same image patches. Simultaneously, to guide a more exact background, a weighting matrix based on the high-level priors is given. Simultaneously, the optimization process, associated with the alternating direction method of multiplier (ADMM), is only required to handle some small size matrices by an appropriate matrix factorization, and thus greatly simplifies the approach. In addition, the convergence of algorithm is analyzed and validated. Experiments on the SED2, PASCAL-S and iCoSeg datasets show that the proposed model outperforms the state-of-the-art models overall.
APPENDIXES APPENDIX A PROOF OF LEMMA 4.3
Proof: Firstly, we prove the boundedness of {Y k i } I i=1 . Let y k = {Y k i , i = 1, · · · , I + 2} and
we have 0 ∈ ∂X i L µ k (x k+1 , y k ) through using the first order optimal condition. Since Y k+1
. Since the dual norm of nuclear norm · * is the spectral norm · 2 , according to Lemma 1, we have Y k+1
and g ij is the element of G. In view of the GST operation (16) , there are two situations to discuss.
Case 1:
For sub-problems (13), we have 0 ∈ λ µ k ∂ E k+1 p l p
Using finite iteration of formula (19) , we obtain |[E k+1 ] ij | based on (18) . Since µ k is non- 
are bounded too. In addition, due to the minimization process of Lagrange function, L µ k (x k+1 , y k ) ≤ L µ k (x k , y k ). When k → ∞, L µ k (x k , y k ) and L µ k−1 (x k , y k−1 ) will approach infinity, so we obtain that L µ k−1 (x k , y k−1 ) has upper-bounded.
Apparently, the left side of the equation at this time must be bounded, which imply that
, we get that X k i and X k are bounded.
APPENDIX B PROOF OF THEOREM 5
Proof:
In addition, Update X k+1 i is equivalent to seeking subproblems (5) whose a first partial derivative is equals to zero, i.e.,
For {X k 1 }, The above-described formula can be abbreviated as X k+1
Then we can get
Next, we can assume that
Therefore, we can obtain the following inequality:
Thus, we can obtain that lim
I )} be the accumulation point generated by Algorithm 1. Now we prove any accumulation point satisifies the KKT conditions for problem (4) and converges to critical point. Combining with the conclusion (a), i.e.,
we easily obtain that
In addition, by the Fermat's rule and the first-prder optimal conditions for (9), we obtain
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