On the Lifting Property for $C^*$-algebras by Pisier, Gilles
ar
X
iv
:2
00
9.
12
91
1v
3 
 [m
ath
.O
A]
  1
3 O
ct 
20
20
On the Lifting Property for C∗-algebras
by
Gilles Pisier∗
Texas A&M University
College Station, TX 77843, U. S. A.
October 14, 2020
Abstract
We characterize the lifting property (LP) of a separable C∗-algebra A by a property of its
maximal tensor product with other C∗-algebras, namely we prove that A has the LP if and only
if for any family ({Di | i ∈ I} of C
∗-algebras the canonical map
ℓ∞({Di})⊗max A→ ℓ∞({Di ⊗max A})
is isometric. Equivalently, this holds if and only if M ⊗maxA =M ⊗norA for any von Neumann
algebra M .
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A separable C∗-algebra A has the lifting property (LP in short) if any contractive completely
positive (c.p. in short) map u : A→ C/I into a quotient C∗-algebra admits a contractive completely
positive lifting uˆ : A → C. In [4] Choi and Effros proved that all (separable) nuclear C∗-algebras
have the LP. Later on in [13] Kirchberg proved that the full C∗-algebra of the free group Fn with
n > 1 (or n = ∞) generators, which is notoriously non-nuclear, also has the LP. It follows that
separable unital C∗-algebras with the LP are just the quotients of C∗(F∞) for which the quotient
map admits a u.c.p. lifting. More generally, as observed by Boca, it follows from the latter fact
that the LP is stable by unital (maximal) free products. Indeed, it is an immediate consequence of
Boca’s theorem in [2] (see [6] for a recent simpler proof) that the free product of a family of unital
∗-homomorphisms that are liftable by u.c.p. maps is also liftable by a u.c.p. map. However it is
well known that the reduced C∗-algebra of Fn fails the LP.
Our main result is a very simple (functorial) characterization of the LP in terms of maximal
tensor products (namely (0.3) below) that seems to have been overlooked by previous authors. In
[12] Kirchberg gave a tensor product characterizarion of the local version of the LP called the LLP.
He showed that a C∗-algebra A has the LLP if and only if B(ℓ2)⊗max A = B(ℓ2)⊗min A. He then
went on to conjecture that for separable C∗-algebras the LLP implies the LP, and he showed that
a negative solution would imply a negative answer for the Connes embedding problem (see Remark
0.15 for more information). We hope that our new criterion for the LP will help to answer this
question whether the LLP implies the LP. More specifically, we believe that a modification of the
construction in [27] might lead to a counterexample.
Let (Di)i∈I be a family of C
∗-algebras. We will denote by ℓ∞({Di |∈ I}) or simply by ℓ∞({Di})
the C∗-algebra formed of the families d = (di)i∈I in
∏
i∈I Di such that supi∈I ‖di‖ < ∞, equipped
with the norm d 7→ supi∈I ‖di‖.
(0.1) Consider the following property of a C∗-algebra A :
For any family (Di)i∈I of C
∗-algebras and any t ∈ ℓ∞({Di})⊗A we have
(0.2) ‖t‖ℓ∞({Di})⊗maxA ≤ sup
i∈I
‖ti‖Di⊗maxA,
where ti = (pi ⊗ IdA)(t) with pi : ℓ∞({Di})→ Di denoting the i-th coordinate projection.
In other words we have a natural isometric embedding
(0.3) ℓ∞({Di})⊗max A ⊂ ℓ∞({Di ⊗max A}).
More precisely ℓ∞({Di})⊗max A can be identified with the closure of ℓ∞({Di})⊗A (algebraic
tensor product) in ℓ∞({Di ⊗max A}).
Let us denote
C = C∗(F∞),
the full (or “maximal”) C∗-algebra of the free group F∞ with countably infinitely many generators.
Using the description of the norm in D ⊗max ℓ
n
1 (for an arbitrary C
∗-algebra D), with ℓn1 ⊂ C
identified as usual with the span of n free generators, it is easy to check that C has this property
(0.1) (see Lemma 5.1 below). In fact, as a consequence, any unital separable A with LP has this
property. Our main result is that conversely this characterizes the LP.
The fact that (0.1) implies the LP contains many previously known lifting theorems, for instance
the Choi-Effros one. It also gives a new proof of the LP for C∗(F∞).
The key step will be a new form of the reflexivity principle. Consider for E ⊂ A finite dimen-
sional the normed space MB(E,C) defined below in §1 as formed of the max → max-tensorizing
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maps into another C∗-algebra C. We will show that if (and only if) A has the property (0.1) then
the natural map
MB(E,C∗∗) ⊂MB(E,C)∗∗
is contractive for any finite dimensional E ⊂ A. As a consequence it follows that any u ∈MB(E,C)
admits an extension in MB(A,C) with the same MB-norm up to ε > 0. From this extension
property we deduce a lifting one: if A assumed unital and separable satisfies (0.1), any unital c.p.
map u : A → C/I (C/I any quotient) admits a unital c.p. lifting. In other words this says that
(0.1) implies the LP.
Remark 0.1. Let (Di)i∈I be a family of C
∗-algebras. Consider the algebraic tensor product
ℓ∞({Di})⊗A. We will use the natural embedding
ℓ∞({Di})⊗A ⊂
∏
i∈I
(Di ⊗A).
Any t ∈ ℓ∞({Di})⊗A can be identified with a bounded family (ti) with ti ∈ Di ⊗ E for some f.d.
subspace E ⊂ A. Thus the correspondence t 7→ (ti) gives us a canonical linear embedding
(0.4) ℓ∞({Di})⊗A ⊂ ℓ∞({Di ⊗max A}).
The property in (0.1) is equivalent to the assertion that this map extends to an isometric embedding
when ℓ∞({Di})⊗A is equipped with the maximal C
∗-norm.
More precisely, for any f.d. subspace E ⊂ A we have a canonical linear isomorphism
ℓ∞({Di})⊗E ≃ ℓ∞({Di ⊗ E}).
By convention, for any C∗-algebra D let us denote by D ⊗max E the normed space obtained by
equipping D⊗E with the norm induced on it by D⊗maxA. Then the property in (0.1) is equivalent
to the assertion that for any f.d. E ⊂ A we have an isometric isomorphism
(0.5) ℓ∞({Di})⊗max E ≃ ℓ∞({Di ⊗max E}).
Notation. Let D,A be C∗-algebras and let E ⊂ A be a subspace. We will denote
(D ⊗ E)+max = (D ⊗max A)+ ∩ (D ⊗ E)
Theorem 0.2. Let A be a separable C∗-algebra. The following are equivalent:
(i) The algebra A has the lifting property (LP).
(ii) For any family (Di)i∈I of C
∗-algebras and any t ∈ ℓ∞({Di})⊗A we have
‖t‖ℓ∞({Di})⊗maxA ≤ sup
i∈I
‖ti‖Di⊗maxA.
(ii)+ For any family (Di)i∈I of C
∗-algebras and any t ∈ ℓ∞({Di}) ⊗ A, the following implication
holds
∀i ∈ I ti ∈ (Di ⊗A)
+
max ⇒ t ∈ (ℓ∞({Di})⊗A)
+
max.
(iii) The linear embedding (0.4) is isometric.
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(iii)’ The linear embedding (0.4) is completely isometric.
Remark 0.3 (On the nuclear case). If one replaces everywhere max by min in (ii) in Theorem 0.2,
then the property clearly holds for all C∗-algebras. Thus Theorem 0.2 implies as a corollary the
Choi-Effros lifting theorem from [4], which asserts that nuclear C∗-algebras have the LP.
Remark 0.4. It is easy to see that if A is the direct sum of finitely many C∗-algebras satisfying
(0.1) then A also does.
Remark 0.5. Let A be a C∗-algebra. It is classical that for any (self-adjoint, closed and two sided)
ideal I ⊂ A and any C∗-algebra D we have an isometric embedding D ⊗max I ⊂ D ⊗max A. This
shows that if A satisfies (0.1) then any ideal I in A also does.
Similarly, for any ideal I ⊂ D we have an isometric embedding I ⊗max A ⊂ D ⊗max A. Thus if
(0.1) holds for a given family (Di) it also holds for any family (Ii) with each Ii being an ideal in
Di. Since any D is an ideal in its unitization, one deduces from this that if (0.1) holds for any
family (Di) of unital C
∗-algebras, then it holds for any family. One also sees that A satisfies (0.1)
if and only if its unitization satisfies it.
Remark 0.6. We will use the fact due to Kirchberg [12] that for any t ∈ Di⊗A there is a separable
C∗-subalgebra ∆i ⊂ Di such that t ∈ ∆i ⊗A and
‖t‖∆i⊗maxA = ‖t‖Di⊗maxA.
For a proof see e.g. [26, p. 146]. Using this fact in the property (0.1) we may assume that all the
Di’s are separable.
Remark 0.7. Let C/I be a quotient C∗-algebra and let A be another C∗-algebra. It is well known
(see e.g. [26, p. 141]) that
(0.6) (C/I)⊗max A = (C ⊗max A)/(I ⊗max A).
Moreover, for any f.d. subspace E ⊂ A we have (for a detailed proof see e.g. [26, p. 103])
(0.7) (C/I)⊗max E = (C ⊗max E)/(I ⊗max E).
Moreover, the closed unit ball of (C/I) ⊗max E coincides with the image under the quotient map
of the closed unit ball of (C ⊗max E)/(I ⊗max E). This known fact can be checked just like for the
min-norm in [26, p. 155].
Since any separable unital C∗-algebra D can be viewed as a quotient of C , so that say D = C /I
we have an isomorphism
(0.8) D ⊗max A = (C ⊗max A)/(I ⊗max A).
Using the Remarks 0.5, 0.6 and 0.7 one obtains:
Proposition 0.8. To verify the property (0.1) we may assume without loss of generality that
Di = C for any i ∈ I.
Lemma 0.9. Let (Di)i∈I be a family of C
∗-algebras. Then for any C∗-algebra C we have natural
isometric embeddings
(0.9) ℓ∞({Di ⊗max C}) ⊂ ℓ∞({D
∗∗
i ⊗max C}).
(0.10) ℓ∞({Di})⊗max C ⊂ ℓ∞({D
∗∗
i })⊗max C.
4
Proof. We will use the classical fact that (0.10) (or (0.9)) holds when (Di)i∈I is reduced to a single
element (see Remark 1.13 or [26, p. 147]), which means that we have for each i ∈ I a natural
isometric embedding Di ⊗max C ⊂ D
∗∗
i ⊗max C. From this (0.9) is immediate.
To check (0.10), since any unital separable C is a quotient of C , we may assume that C = C (see
[26, p. 148] for details). Now since C satisfies (0.1) (or equivalently the LP) we have isometric
embeddings
ℓ∞({Di})⊗max C ⊂ ℓ∞({Di ⊗max C }) and ℓ∞({D
∗∗
i })⊗max C ⊂ ℓ∞({D
∗∗
i ⊗max C }),
from which (0.10) follows for C = C , and hence in general.
Proposition 0.10. To verify the property (0.1) we may assume without loss of generality that Di
is the bidual of a C∗-algebra for any i ∈ I. A fortiori we may assume that Di is a von Neumann
algebra for any i ∈ I.
Proof. This is an immediate consequence of Lemma 0.9.
In [13], where Kirchberg shows that the C∗-algebra C = C∗(F∞) has the LP, he also states
that if a C∗-algebra C has the LP then for any von Neumann algebra M the nor-norm coincides
on M ⊗ C (or on C ⊗M) with the max-norm. We will show that the converse also holds. The
nor-norm of an element t ∈M ⊗ C (C any C∗-algebra) was defined by Effros and Lance [8] as
‖t‖nor = sup{‖σ · π(t)‖}
where the sup runs over all H and all commuting pairs of representations σ : M → B(H), π :
C → B(H) with the restriction that σ is normal on M . Here σ · π : M ⊗ C → B(H) is the ∗-
homomorphism defined by σ ·π(m⊗ c) = σ(m)π(c) (m ∈M , c ∈ C). The norm ‖ ‖nor is a C
∗-norm
and M ⊗nor C is defined as the completion of M ⊗ C relative to this norm. One can formulate a
similar definition for C ⊗nor M . See [26, p. 162] for more on this.
We will invoke the following simple elementary fact.
Lemma 0.11. Let A be a C∗-algebra. For any family (Di)i∈I of C
∗-algebras we have a natural
isometric embedding
ℓ∞({D
∗∗
i })⊗nor A ⊂ ℓ∞({D
∗∗
i ⊗nor A}).
Proof. Let D = c0({Di}) so that D
∗∗ = ℓ∞({D
∗∗
i }). Consider t ∈ D
∗∗ ⊗ A. Let π : A → B(H),
σ : D∗∗ → π(A)′ be commuting non-degenerate ∗-homomorphisms with σ normal. Thus σ is
the canonical weak* to weak* continuous extension of σ|D : D → π(A)
′. It will be notationally
convenient to view Di as a (non-unital) subalgebra of D. We observe that σ|D is the direct sum of
representations of the Di’s. Let σi : Di → π(A)
′ be defined by σi(x) = σ(x) (recall Di ⊂ D). There
is an orthogonal decomposition of H of the form IdH =
∑
i∈I pi with pi ∈ σ(D) ⊂ π(A)
′ such that
for any c = (ci) ∈ D we have σ(c) = norm sense
∑
i∈I σi(ci) and also σi(x) = piσi(x) = σi(x)pi for
any x ∈ Di. Let σ¨i : D
∗∗
i → π(A)
′ be the weak* to weak* continuous extension of σi. Since σ is
normal, we have then for any c′′ = (c′′i ) ∈ ℓ∞({D
∗∗
i })
σ(c′′) = weak* sense
∑
i∈I
σ¨i(c
′′
i ).
This means σ ≃ ⊕σ¨i. Therefore for any t ∈ D
∗∗ ⊗A = ℓ∞({D
∗∗
i })⊗A we have
‖σ · π(t)‖ = supi∈I ‖σ¨i · π(ti)‖ ≤ supi∈I ‖ti‖D∗∗i ⊗norA.
Taking the sup over all the above specified pairs (σ, π), we obtain ‖t‖nor ≤ supi∈I ‖ti‖D∗∗i ⊗norA,
whence (since the converse is obvious) a natural isometric embedding
D∗∗ ⊗nor A ⊂ ℓ∞({D
∗∗
i ⊗nor A}).
This completes the proof.
The next statement is now an easy consequence of Theorem 0.2.
Theorem 0.12. Let A be a separable C∗-algebra. The following are equivalent:
(i) The algebra A has the lifting property (LP).
(i)’ The algebra A satisfies (0.1).
(ii) For any von Neumann algebra M we have
(0.11) M ⊗nor A =M ⊗max A,
or equivalently A⊗nor M = A⊗max M .
(ii)’ For any C∗-algebra D we have
D∗∗ ⊗nor A = D
∗∗ ⊗max A.
Proof. The equivalence (i) ⇔ (i)’ duplicates for convenience part of Theorem 0.2. (i) ⇒ (ii) is
Kirchberg’s result from [13] for which a simpler proof was given in [24] (see also [26, p. 184]).
One first shows that C satisfies (ii) and then uses the LP of A to show that A itself satisfies (ii).
Indeed, if r : A→ C is a c.p. contractive lifting then IdM ⊗ r is a contractive lifting from M ⊗norA
to M ⊗nor C , the reason being that states that are normal in the first variable are preserved by
IdM ⊗ r. This argument uses the separability of A but we will give a direct proof of (i)’ ⇒ (ii)
valid in the non-separable case in §7.
(ii) ⇒ (ii)’ is trivial. Assume (ii)’ (with A possibly non-separable). By Lemma 0.11 we have a
natural isometric embedding
ℓ∞({D
∗∗
i })⊗max A ⊂ ℓ∞({D
∗∗
i ⊗max A}).
By (0.9) and (0.10) we must have (0.1), which means that (i)’ holds. Thus (ii)’ ⇒ (i)’.
We will prove a variant of the preceding theorem in terms of ultraproducts in §6.
Remark 0.13. It is known (see [26, p. 172]) that we have an isometric natural embedding
D∗∗ ⊗bin A
∗∗ ⊂ (D ⊗max A)
∗∗.
Therefore, we have an isometric natural embedding
D∗∗ ⊗nor A ⊂ (D ⊗max A)
∗∗.
Thus (ii)’ in Theorem 0.12 can be reformulated as saying that for any D we have an isometric
natural embedding
D∗∗ ⊗max A ⊂ (D ⊗max A)
∗∗.
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Remark 0.14 (On the LLP). Following Kirchberg [12], a unital C∗-algebra A is said to have the
local lifting property (LLP) if for any unital c.p. map u : A→ C/I (C/I any quotient C∗-algebra)
the map u is “locally liftable” in the following sense: for any f.d. operator system E ⊂ A the
restriction u|E : E → C/I admits a u.c.p. lifting u
E : E → C. The crucial difference between
“local and global” is that a priori u|E does not extend to a u.c.p. map on the whole of A. If A is
not unital we say that it has the LLP if its unitization does.
Kirchberg [12] proved that A has the LLP if and only if B(ℓ2)⊗minA = B(ℓ2)⊗maxA or equivalently
if and only if ℓ∞({Mn | n ≥ 1})⊗min A = ℓ∞({Mn | n ≥ 1})⊗max A. Using this it is easy to check,
taking {Di} = {Mn | n ≥ 1}, that (0.1) implies the LLP.
Remark 0.15 (Global versus local). Clearly the LP implies the LLP. Kirchberg observed in [12] that
if his conjecture1 that C ⊗min A = C ⊗max A for any A with LLP (or equivalently just for A = C )
is correct then conversely the LLP implies the LP for separable C∗-algebras.
Note that if C ⊗minC = C ⊗maxC , then since C satisfies (0.1) we have ℓ∞(C )⊗minC = ℓ∞(C )⊗max
C , and hence for any A with LLP also
(0.12) ℓ∞(C )⊗min A = ℓ∞(C )⊗max A.
For the latter facts, which are closely related to the weak expectation property (WEP), we refer
the reader to [26, p. 188]. Now (0.12) obviously implies (recalling Proposition 0.8) the property
in (0.1), which by Theorem 0.2 implies the LP in the separable case, whence another viewpoint on
Kirchberg’s observation.
Remark 0.16 (Counterexamples to LP). For the full C∗-algebra C∗(G) of a discrete group G,
the LP holds both when G is amenable and when G is a free group. It is thus not easy to find
counterexamples, but the existence of C∗(G)’s failing LP has been proved using property (T) groups
by Ozawa in [23]. Later on, Thom [30] gave an explicit example of G for which C∗(G) fails the
LLP. More recently, Ioana, Spaas and Wiersma [9] proved that SLn(Z) for n ≥ 3 and many other
similar property (T) groups fail the LLP. See §9 for more on this theme.
1 Variants of decomposable maps
Let E ⊂ A be an operator space sitting in a C∗-algebra A. Let D be another C∗-algebra. Recall
we denote (abusively) by D ⊗max E the closure of D ⊗ E in D ⊗max A, and we denote by ‖ ‖max
the norm induced on D⊗max E by D⊗max A. We define similarly E ⊗maxD We should emphasize
that D ⊗max E (or E ⊗max D) depends on A and the embedding E ⊂ A, but there will be no risk
of confusion. Of course we may also define E ⊗max F ⊂ A ⊗max D for a subspace F ⊂ D but we
will not go that far. Let C be another C∗-algebra.
We will denote by MB(E,C) the set of maps u : E → C such that for any C∗-algebra D,
the map ID ⊗ u : D ⊗ E → D ⊗ C extends to a bounded mapping from D ⊗max E to D ⊗max C,
and moreover such that the bound is uniform over all D’s. We will call such maps “maximally
bounded” or “max-bounded” or simply m.b. for short. (They are called (max→ max)-tensorizing
in [26].) We denote
‖u‖mb = sup{‖ID ⊗ u : D ⊗max E → D ⊗max C‖}
where the sup runs over all possible D’s.
1according to a recent paper entitled MIP* = RE posted on arxiv in Jan. 2020 by Ji, Natarajan,
Vidick, Wright, and Yuen this conjecture is not correct
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Moreover, if A is unital, assuming that E is an operator system let us denote by MP (E,C) the
subset formed of the maps u such that ID ⊗ u : D ⊗ E → D ⊗ C is positive for any D, in other
words such that
[ID ⊗ u]((D ⊗ E)
+
max) ⊂ (D ⊗ C)
+
max.
Replacing D by Mn(D) shows that the latter maps will be automatically c.p.
Obviously we have ‖u‖mb = 1 if E = A and u is a ∗-homomorphism.
Clearly (taking D =Mn) we have MB(E,C) ⊂ CB(E,C) and
(1.1) ∀u ∈MB(E,C) ‖u‖cb ≤ ‖u‖mb.
Proposition 1.1. A map u : E → C belongs to MB(E,C) if and only if IdC ⊗u defines a bounded
map from C ⊗max E to C ⊗max C and we have
‖u‖mb = ‖IdC ⊗ u : C ⊗max E → C ⊗max C‖.
Proof. This follows easily from Remark 0.7.
Corollary 1.2. If C has the WEP then any c.b. map u : E → C is in MB(E,C) and ‖u‖cb =
‖u‖mb.
Proof. By the WEP of C, we have C ⊗max C = C ⊗min C, and hence
‖IdC ⊗ u : C ⊗max E → C ⊗max C‖ = ‖IdC ⊗ u : C ⊗max E → C ⊗min C‖
≤ ‖IdC ⊗ u : C ⊗min E → C ⊗min C‖ ≤ ‖u‖cb.
Remark 1.3. Let u ∈ MB(E,C). Let F ⊂ C be such that u(E) ⊂ F and let B be another
C∗-algebra. Then for any v ∈ MB(F,B) the composition vu : E → B is in MB(E,B) and
‖vu‖mb ≤ ‖v‖mb‖u‖mb.
Remark 1.4. When E = A any c.p. contraction u : A→ C is in MB(A,C) and ‖u‖mb = ‖u‖ (see
e.g. [25, p. 229] or [26, p. 138]). However, this is no longer true in general when E is merely an
operator system in A. This distinction is important for the present work.
Remark 1.5. Assume E,A,C unital. Any unital map u ∈MB(E,C) such that ‖u‖mb = 1 must be
the restriction of a c.p. map from A to C. Indeed, by (1.1) we have ‖u‖cb = ‖u(1)‖ = 1. Since for
the latter property we may assume C = B(H), we may extend u to a map with that same property
on A. The latter is c.p. (see e.g. [26, p. 27] for more details).
The following important result was shown to the author by Kirchberg with permission to include
it in [25]. It also appears in [26, p. 138].
Theorem 1.6 ([18]). Let A,C be C∗-algebras. Let iC : C → C
∗∗ denote the inclusion map. A map
u : A→ C is in MB(A,C) if and only if iCu : A→ C
∗∗ is decomposable. Moreover we have
‖u‖mb = ‖iCu‖dec.
Recall that a map u : A→ C is called decomposable if it is a linear combination of c.p. maps.
See [26, §6] for more on decomposable maps and the definition of the dec-norm.
Elaborating on Kirchberg’s argument we included in [25] and later again in [26, p. 125] the
following variant as an extension theorem.
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Theorem 1.7. Let A,C be C∗-algebras. Let E ⊂ A be a subspace. Consider a map u : E → C in
MB(E,C). Then
‖u‖mb = inf ‖u˜‖dec,
where the infimum runs over all maps u˜ : A → C∗∗ such that u˜|E = iCu. Moreover, the latter
infimum is attained.
Remark 1.8. A fortiori, since ‖iCu‖dec ≤ ‖u‖dec, we have ‖u‖mb ≤ ‖u‖dec.
Moreover, for any u˜ : A→ C∗∗ we have
(1.2) ‖u˜‖mb = ‖u˜‖dec.
Indeed, since there is a contractive c.p. projection P : (C∗∗)∗∗ → C∗∗, we have for any v : A →
(C∗∗)∗∗ such that v = iC∗∗ u˜ we have ‖v‖dec = ‖iC∗∗ u˜‖dec ≥ ‖u˜‖dec.
Remark 1.9. For any C∗-algebras C,D the natural inclusion D ⊗max C ⊂ D ⊗max C
∗∗ is isometric
(see Remark 1.13 below). Therefore, we have for any u : E → C we have
‖u‖mb = ‖iCu‖mb
where iC : C → C
∗∗ is the canonical inclusion.
Moreover, if there is a projection P : C∗∗ → C with ‖P‖dec = 1 (for instance if P is contractive
and c.p.) then ‖u‖dec = ‖iCu‖dec.
Let E ⊂ A and C be as in Theorem 1.7. To state our results in full generality, we introduce the
space SB(E,C) for which the unit ball is formed of all u : E → C satisfying an operator analogue
of (0.1).
Definition 1.10. We call strongly maximally bounded the maps u : E → C such that, for any
family (Di)i∈I , the map Id ⊗ u defines a uniformly bounded map from ℓ∞({Di}) ⊗ E equipped
with the norm induced by ℓ∞({Di ⊗max E}) to ℓ∞({Di})⊗C equipped with the norm induced by
ℓ∞({Di})⊗max C. We define
(1.3) ‖u‖sb = sup{‖(Id⊗ u)(t)‖ℓ∞({Di})⊗maxC | (ti)i∈I ∈ ℓ∞({Di})⊗ E, sup
i∈I
‖ti‖Di⊗maxC ≤ 1},
where the sup runs over all possible families (Di)i∈I of C
∗-algebras.
Definition 1.11. Let A,C be C∗-algebras. Let E ⊂ A be a subspace. A linear map u : E → C will
be called maximally isometric (or max-isometric in short) if for any C∗-algebra D the associated
map IdD⊗u : D⊗E → D⊗C extends to an isometric map D⊗maxE → D⊗max C. Equivalently,
this means that E ⊗max D → C ⊗max D is isometric for all C
∗-algebras D.
These maps were called max-injective in [26]. We adopt here “maximally isometric” to empha-
size the analogy with completely isometric.
Remark 1.12. We will use the elementary fact (see [26, p. 142] for a proof) that D ⊗max E →
D ⊗max C is isometric for all D (i.e. it is max-isometric) if and only if this holds for D = C . In
particular checking D separable is enough.
Remark 1.13. It is well known that for any C∗-algebra C the canonical inclusion iC : C → C
∗∗ is
max-isometric (see [26, p. 147]).
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2 Arveson’s principle
To tackle global lifting problems a principle due to Arveson has proved very useful. It asserts roughly
that in the separable case pointwise limits of suitably liftable maps are liftables. Its general form
can be stated as follows. Let E be a separable operator space, C unital C∗-algebra, I ⊂ C an ideal.
A bounded subset of F ⊂ B(E,C) will be called admissible if for any pair f, g in F and any
σ ∈ C+ with ‖σ‖ ≤ 1 the mapping
x 7→ σ1/2f(x)σ1/2 + (1− σ)1/2g(x)(1 − σ)1/2
belongs to F . Let q : C → C/I denote the quotient map and let
q(F) = {qf | f ∈ F}.
Then Arveson’s principle (see [1, p. 351]) can be stated like this:
Theorem 2.1 (Arveson’s principle). Assume E separable and F admissible. For the topology of
pointwise convergence on E we have
q(F) = q(F).
Actually we do not even need to assume F bounded if we restrict to the pointwise convergence on
a countable subset of E.
One can verify this assertion by examining the presentations [5, p. 266] or [25, p. 46 and p.
425] or [26, p. 198].
The classical admissible classes are contractions, complete contractions and, when E is an
operator system, positive contractions or completely positive (c.p. in short) contractions. In the
unital case, unital positive or unital completely positive (u.c.p. in short) maps form admissible
classes.
Let f, g ∈ BMB(E,C). Then it is easy to see on one hand that the map x 7→ (f(x), g(x)) is
in BMB(E,C⊕C). On the other hand the map ψ : C ⊕ C → C defined by v(a, b) = σ
1/2aσ1/2 +
(1 − σ)1/2b(1 − σ)1/2 is unital c.p. and hence in BMB(C⊕C,C) (see Remark 1.4). This shows (with
Remark 1.3) that the unit ball of MB(E,C) is admissible.
Let F1 (resp. F1s) denote the class formed of maps in the unit ball of MB(E,C) (resp.
SB(E,C)) such that u(1) ∈ C1. This is clearly an admissible class.
In the rest of this section, we record a few elementary facts about the latter classes.
Lemma 2.2. Let A be a unital C∗-algebra. Let E ⊂ A be an operator system. Consider a unital
map u : E → C/I (C/I any quotient C∗-algebra). Let v ∈ MB(E,C) (resp. v ∈ SB(E,C)) be a
lifting of u. Then for any ε > 0 there is a unital lifting v′ ∈MB(E,C) (resp. v′ ∈ SB(E,C)) with
‖v′‖mb ≤ (1 + ε)‖v‖mb (resp. ‖v
′‖sb ≤ (1 + ε)‖v‖sb).
In fact we also have ‖v′‖ ≤ (1 + ε)‖v‖ and ‖v′‖cb ≤ (1 + ε)‖v‖cb.
Proof. Let (σα) be a quasicentral approximate unit in I in the sense of [1] (see also e.g. [5] or [26,
p. 454]). Let Tα : C ⊕ C→ C be the unital c.p. map defined by
Tα(x, c) =
(
(1− σα)
1/2σ
1/2
α
)(x 0
0 c
)(
(1− σα)
1/2
σ
1/2
α
)
= (1 − σα)
1/2x(1− σα)
1/2 + cσα.
Since v(1) − 1 ∈ I we have
(2.1) ‖(1− σα)
1/2[v(1) − 1](1− σα)
1/2‖ → 0.
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Let f : E → C be a state, i.e. a positive linear form such that f(1) = 1. Note that ‖f‖sb =
‖f‖mb = ‖f‖ = 1. Also ‖v‖ ≥ ‖u‖ ≥ 1. The map ψ : E → C ⊕ C defined by ψ(x) = (v(x), f(x))
clearly satisfies ‖ψ‖mb ≤ ‖v‖mb. Let T
′
α(x) = Tαψ(x). Then ‖T
′
α‖mb ≤ ‖v‖mb (see Remarks 1.3 and
1.4), T ′α : E → C lifts u and by (2.1) we have ‖T
′
α(1)− 1‖ → 0, so that going far enough in the net
we can ensure that T ′α(1) is invertible in C. We then define v
′ : E → C by v′(x) = T ′α(1)
−1T ′α(x)
(we could use x 7→ T ′α(1)
−1/2T ′α(x)T
′
α(1)
−1/2). Now v′ is unital and ‖v′‖mb ≤ ‖T
′
α(1)
−1‖‖T ′α‖mb ≤
‖T ′α(1)
−1‖‖v‖mb. Choosing α “large” enough so that ‖T
′
α(1)
−1‖ < 1 + ε, we obtain the desired
bound for the mb-case. The other cases are identical.
Remark 2.3. We will use the following well known elementary fact. Let A,C be unital C∗-algebras.
Let E ⊂ A be an operator system. Let u : E → C be a unital c.b. map. Then u is c.p. if and only
if ‖u‖cb = 1.
Corollary 2.4. Let A be a unital C∗-algebra. Let E ⊂ A be a separable operator system. Consider
a unital map u : E → C/I. Assume that for any δ > 0 there is a net of maps vβ : E → C with
‖vβ‖mb ≤ 1 + δ (resp. ‖v
β‖sb ≤ 1 + δ) such that qv
β tends pointwise to u. Then u admits a unital
c.p. lifting uˆ : E → C with ‖uˆ‖mb = 1 (resp. ‖uˆ‖sb = 1).
Proof. By Lemma 2.2 we may assume vβ unital for all β. The maps (1 + δ)−1vβ , which are in F1
(resp. F1s), are such that q(1+ δ)
−1vβ → (1+ δ)−1u when β →∞ (in the net) and (1+ δ)−1u→ u
when δ → 0 and so there is a lifting uˆ ∈ F1 (resp. F1s). In particular uˆ(1) = c1 for some c ∈ C.
Since quˆ(1) = u(1) = 1 we must have c = 1, and hence uˆ is a unital complete contraction by (1.1).
By Remark 2.3, this forces uˆ to be c.p.
Let I be a directed set. Assume xi ∈ B(H) for all i ∈ I and x ∈ B(H). Recall that (by
definition) xi tends to x for the strong* operator topology (in short x = sot*− limxi) if xih→ xh
and x∗ih→ x
∗h for any h ∈ H.
Let M ⊂ B(H) be a von Neumann subalgebra of B(H). Assume that there is a C∗-subalgebra
C ⊂ M such that C ′′ = M . It is well known that the unit ball of M is the closure of that of C
for the strong* topology (see [29, Th. 4.8. p. 82]). This implies the following well known and
elementary fact representing M as a quotient of a natural C∗-subalgebra of ℓ∞({C}).
Lemma 2.5. In the preceding situation, for a suitable directed index set I there are a family
(Ci)i∈I with Ci = C for all i ∈ I, a C
∗-subalgebra L ⊂ ℓ∞({Ci}) and a surjective ∗-homomorphism
Q : L→M such that for any (xi) ∈ L we have Q((xi)) = sot* − limxi.
If C is unital, we can get L and Q unital as well.
Proof. Choose a directed set I so that for any x ∈ BM there is (xi)i∈I ∈
∏
i∈I BCi (here Ci = C
for all i ∈ I) such that x = sot* − lim xi. For instance, the set of neighborhoods of 0 for the
sot*-topology can play this role. Let L ⊂ ℓ∞({Ci}) denote the unital C
∗-subalgebra formed of
the elements (xi)i∈I in L such that sot* − lim xi exists. We then set Q(x) = sot* − limxi for any
x = (xi) ∈ L. The last assertion is obvious.
Let X ⊂ A be a separable subspace of a C∗-algebra A. For any C∗-algebra C we give ourselves
an admissible class of mappings F(X,C) that we always assume closed for pointwise convergence.
We will say that X ⊂ A has the F-lifting property if for any u ∈ F(X,C/I) there is a lifting uˆ in
F(X,C). We will assume that F is admissible and in addition that for any u ∈ F(X,C) and any
∗-homomorphism π : C → D between C∗-algebras π ◦ u ∈ F(X,D).
Examples of such classes are those formed of maps that are contractive, positive and contractive,
n-contractive, n-positive and n-contractive, completely contractive, c.p. and contractive and so on.
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When X is unital we may intersect the latter classes with that of unital ones (we then restrict to
unital π’s). When dealing with positivity, in practise we will assume that X is an operator system.
To tackle liftings within biduals we will use the following classical fact (for which a proof can
be found e.g. in [26, p.465]): for any C∗-algebra C and any ideal I ⊂ C with which we can form
the quotient C∗-algebra C/I, we have a canonical isomorphism:
(2.2) C∗∗ ≃ (C/I)∗∗ ⊕ I∗∗
and hence an isomorphism
(C/I)∗∗ ≃ C∗∗/I∗∗.
The next two statements (which follow easily from Arveson’s principle) show that the global
(resp. local) lifting property is equivalent to some sort of “global (resp. local) reflexivity principle”.
Theorem 2.6. Let X ⊂ A and F be as above. Then the following are equivalent:
(i) The space X has the F-LP.
(ii) For any von Neumann algebra M , any C ⊂ M such that C ′′ = M and any u ∈ F(X,M)
there is a net of maps ui ∈ F(X,C) tending pointwise sot* to u.
(iii) For any C and any u ∈ F(X,C∗∗) there is a net of maps ui ∈ F(X,C) tending pointwise to
u for the weak* (i.e. σ(C∗∗, C∗)) topology.
Proof. Assume (i). We apply Lemma 2.5. For a suitable directed index set I there are (Ci)i∈I with
Ci = C for all i ∈ I, a C
∗-subalgebra L ⊂ ℓ∞({Ci}) and a surjective ∗-homomorphism Q : L→M
such that for any (xi) ∈ L we have Q((xi)) = sot*− limxi (and a fortiori Q((xi)) = weak*− limxi).
Let u ∈ F(X,M) and let uˆ ∈ F(X,L) be a lifting for Q. Then uˆ = (ui)i∈I gives us (ii).
(ii) ⇒ (iii) is obvious.
Assume (iii). Let u ∈ F(X,C/I). We will use (2.2). The proof can be read on the following
diagram.
C
q

// C∗∗
q∗∗

X
v
''
vi
==④
④
④
④
④
u
// C/I // [C/I]∗∗
ρ
ff
Since we have a lifting ∗-homomorphism ρ : (C/I)∗∗ ≃ C∗∗/I∗∗ → C∗∗, we can find a lifting
v ∈ F(X,C∗∗) such that q∗∗v = iC/Iu (recall that we denote by iD : D → D
∗∗ the canonical
inclusion). By (ii) there is a net (vi) with vi in the unit ball of F(E,C) tending weak* to v. Then
qvi = q
∗∗vi tends pointwise weak* to q
∗∗v = u. This means qvi → u pointwise for the weak topology
of C/I. We can then invoke Mazur’s classical theorem to obtain (after passing to suitable convex
combinations) a net such that qvi → u pointwise in norm. By Arveson’s principle, u admits a
lifting in F , so we obtain (i).
Let X ⊂ A be as above. In addition for any C and any f.d. subspace E0 ⊂ X we assume given
another f.d. E ⊃ E0 and a class F(E,C) satisfying the same two assumptions as F(X,C). We
also assume that u ∈ F(X,C) implies u|E ∈ F(E,C). We will say that X has the F-LLP if for
any C, any u ∈ F(X,C/I) and any f.d. E0 ⊂ X there is a f.d. E ⊃ E0 and a map u
E ∈ F(E,C)
lifting the restriction u|E. The introduction of E in place of E0 is a convenient way to include e.g.
the class F formed of unital c.p. maps on f.d. operator systems. In the latter case E can be any
f.d. operator system containing E0.
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Theorem 2.7. With the above assumptions and those of Theorem 2.6, the following are equivalent:
(i) The space X has the F-LLP.
(ii) For any C, any u ∈ F(X,C∗∗) and any f.d. E0 ⊂ X, there is a f.d. E ⊃ E0 and a net of
maps uEi ∈ F(E,C) tending pointwise weak* to u|E.
Proof. The proof of Theorem 2.6 can be easily adapted to prove this.
3 A “new” extension theorem
We start by a new version of the “local reflexivity principle” (see particularly (3.3)). This is the
analogue of [7, Lemma 5.2] for the maximal tensor product.
Theorem 3.1. Assume that A satisfies (0.1). Let E ⊂ A be any f.d. subspace. Then for any
C∗-algebra C we have a contractive inclusion
(3.1) MB(E,C∗∗) ⊂MB(E,C)∗∗.
In other words any u in the unit ball of MB(E,C∗∗) is the weak* limit of a net (ui) in the unit
ball of MB(E,C).
Proof. This will follow from the bipolar theorem. We first need to identify the dual of MB(E,C).
As a vector space MB(E,C) ≃ C ⊗ E∗ and hence MB(E,C)∗ ≃ C∗ ⊗ E (or say (C∗)dim(E)). We
equip C∗ ⊗ E with the norm α defined as follows. Let K ⊂ MB(E,C)∗ denote the set of those
f ∈MB(E,C)∗ for which there is a C∗-algebra D, a functional w in the unit ball of (D ⊗max C)
∗
and t ∈ BD⊗maxE, so that
∀u ∈MB(E,C) f(u) = 〈w, [IdD ⊗ u](t)〉.
We could rephrase this in tensor product language: note that we have a natural bilinear map
(D ⊗max C)
∗ × (D ⊗max E)→ C
∗ ⊗ E
associated to the duality D∗ ×D → C, then K can be identified with the union (over all D’s) of
the images of the product of the two unit balls under this bilinear map.
We will show thatK is the unit ball ofMB(E,C)∗. LetD1,D2 be C
∗-algebras. LetD = D1⊕D2
with the usual C∗-norm. Using the easily checked identities (here the direct sum is in the ℓ∞-sense)
D ⊗max E = (D1 ⊗max E)⊕ (D2 ⊗max E), and D ⊗max C = (D1 ⊗max C)⊕ (D2 ⊗max C),
and hence (D ⊗max C)
∗ = (D1 ⊗max C)
∗⊕1 (D2 ⊗max C)
∗ (direct sum in the ℓ1-sense), it is easy to
check that K is convex and hence that K is the unit ball of some norm α on MB(E,C)∗.
Our main point is the claim that K is weak* closed. To prove this, let (fi) be a net in K converging
weak* to some f : C → E. Let Di be C
∗-algebras, wi ∈ B(Di⊗maxC)∗ and ti ∈ BDi⊗maxE such that
we have
∀u ∈MB(E,C) fi(u) = 〈wi, [IdDi ⊗ u](ti)〉.
Let D = ℓ∞({Di}) and let t ∈ D⊗E be associated to (ti). By (0.2) we know that ‖t‖max ≤ 1. Let
pi : D → Di denote the canonical coordinate projection, and let vi ∈ (D⊗maxC)
∗ be the functional
defined by vi(x) = wi([pi ⊗ IdC ](x)). Clearly vi ∈ B(D⊗maxC)∗ and fi(u) = 〈vi, [IdD ⊗ u](t)〉. Let
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w be the weak* limit of (vi). By weak* compactness, w ∈ B(D⊗maxC)∗ . Then f(u) = lim fi(u) =
〈w, [IdD ⊗ u](t)〉. Thus we conclude f ∈ K, which proves our claim.
By the very definition of ‖u‖MB(E,C) we have
‖u‖mb = sup{|f(u)| | f ∈ K}.
This implies that the unit ball of the dual of MB(E,C) is the bipolar of K, which is equal to
its weak* closure. By what precedes, the latter coincides with K. Thus the gauge of K is the
announced dual norm α = ‖ ‖MB∗ .
Let u′′ ∈ MB(E,C∗∗) with ‖u′′‖mb ≤ 1. By the bipolar theorem, to complete the proof it
suffices to show that u′′ belongs to the bipolar of K, or equivalently that |f(u′′)| ≤ 1 for any
f ∈ K. To show this consider f ∈ K taking u ∈ MB(E,C) to f(u) = 〈w, [IdD ⊗ u](t)〉 with
w ∈ B(D⊗maxC)∗ and t ∈ BD⊗maxE. Observe that [IdD ⊗ u
′′](t) ∈ D ⊗ C∗∗ ⊂ (D ⊗max C)
∗∗.
Recall that MB(E,C∗∗) ≃ MB(E,C)∗∗ ≃ (C∗∗)dim(E) as vector spaces. Thus we may view
f ∈MB(E,C)∗ as a weak* continuous functional on MB(E,C∗∗) to define f(u′′). We claim that
(3.2) f(u′′) = 〈w, [IdD ⊗ u
′′](t)〉,
where the duality is relative to the pair 〈(D⊗maxC)
∗, (D⊗maxC)
∗∗〉. From this claim the conclusion
is immediate. Indeed, we have ‖[IdD⊗u
′′](t)‖D⊗maxC∗∗ ≤ ‖u
′′‖mb ≤ 1, and by the maximality of the
max-norm on D⊗maxC
∗∗ we have a contractive inclusionD⊗maxC
∗∗ → (D⊗maxC)
∗∗. Therefore we
obtain ‖[IdD ⊗ u
′′](t)‖(D⊗maxC)∗∗ ≤ 1 and hence |f(u
′′)| = |〈w, [IdD ⊗ u
′′](t)〉| ≤ ‖w‖(D⊗maxC)∗ ≤ 1,
which completes the proof modulo our claim (3.2).
To prove the claim, note that the identity (3.2) holds for any u ∈ MB(E,C). Thus it suffices to
prove that the right-hand side of (3.2) is a weak* continuous function of u′′ (which is obvious for
the left-hand side). To check this one way is to note that t ∈ D⊗E can be written as a finite sum
t =
∑
dk ⊗ ek (dk ∈ D, ek ∈ E) and if we denote by w˙ : D → C
∗ the linear map associated to w we
have
〈w, [IdD ⊗ u
′′](t)〉 =
∑
k
〈w, [dk ⊗ u
′′(ek)]〉 =
∑
k
〈w˙(dk), u
′′(ek)〉,
and since w˙(dk) ∈ C
∗ the weak* continuity as a function of u′′ is obvious, completing the proof.
Remark 3.2. The preceding proof actually shows that, without any assumption on A or C, we have
a contractive inclusion
(3.3) SB(E,C∗∗) ⊂ SB(E,C)∗∗
Of course if A satisfies (0.1) then SB(E,C) = MB(E,C) isometrically and we recover Theorem
3.1.
Remark 3.3. The converse inclusion to (3.1) holds in general : we claim that we have a contractive
inclusion
(3.4) MB(E,C)∗∗ ⊂MB(E,C∗∗).
Indeed, let ui : E → C be a net with ‖ui‖mb ≤ 1 tending weak* to u : E → C
∗∗. Let t ∈ C ⊗ E
with ‖t‖max ≤ 1, say with t ∈ F ⊗ E with F ⊂ C f.d. Then [IdC ⊗ u](t) ∈ B[F⊗maxC]∗∗. Note
that since F is f.d. [F ⊗max C]
∗∗ ⊂ [C ⊗max C]
∗∗ ∩ [F ⊗ C∗∗]. We have clearly an isometric
inclusion [F ⊗maxC]
∗∗ ⊂ [C ⊗maxC]
∗∗. Moreover (see [26, p. 172]) we have an isometric embedding
C ∗∗⊗binC
∗∗ ⊂ [C ⊗maxC]
∗∗. Since F ⊂ C , the norm induced by C ∗∗⊗binC
∗∗ on F ⊗C∗∗ coincides
with that induced by C ⊗nor C
∗∗. By Kirchberg’s theorem to the effect that (0.11) holds when
A = C (see [26, p. 184]) C ⊗nor C
∗∗ = C ⊗max C
∗∗. Thus we find ‖u‖MB(E,C∗∗) ≤ 1. This proves
the claim.
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Remark 3.4. We will use an elementary perturbation argument as follows. Let A,C be C∗-algebras
and let E ⊂ A be a f.d. subspace. Let v : E → C. For any δ > 0 there is ε > 0 (possibly depending
on E) satisfying the following: for any map v′ : A→ C be such that ‖v′|E − v‖ ≤ ε, there is a map
v′′ : A→ C such that
v′′|E = v and ‖v
′′ − v′‖mb ≤ δ, and hence ‖v
′′‖mb ≤ ‖v
′‖mb + δ.
A
v′
!!❈
❈
❈
❈
E
?
OO
v′|E≈v
// C
A
v′′≈v′
!!❈
❈
❈
❈
E
?
OO
v
// C
Let ∆ = v − v′|E . Let ‖∆‖N denote the nuclear norm (in the Banach space sense) of ∆ : E → C.
By definition (here E and C are Banach spaces with E f.d.), this is the infimum of
∑d
1 ‖fj‖E∗‖cj‖C
over all the possible representations of ∆ as ∆(x) =
∑d
1 fj(x)cj (x ∈ E). Let kE = ‖IdE‖N . It
is immediate that for any ∆ : E → C we have ‖∆‖N ≤ kE‖∆‖. By Hahn-Banach, ∆ admits an
extension ∆˜ : A→ E with ‖∆˜‖N ≤ ‖∆‖N ≤ kE‖∆‖ ≤ εkE . Let v
′′ = v′ + ∆˜. Then v′′|E = v and
‖v′′ − v′‖mb ≤ ‖v
′′ − v′‖N = ‖∆˜‖N ≤ εkE .
Whence the announced result with δ = εkE .
Theorem 3.5. Assume that A satisfies (0.1) (or merely the conclusion of Theorem 3.1). Let C be
a C∗-algebra. Let E ⊂ X be a f.d. subspace of a separable subspace X ⊂ A. Then for any ε > 0,
any map u : E → C admits an extension u˜ : X → C such that ‖u˜‖mb ≤ (1 + ε)‖u‖mb.
X
u˜
""❊
❊
❊
❊
E
?
OO
u // C
Proof. Let E1 ⊃ E be any finite dimensional superspace with E1 ⊂ X. Our first goal will be to show
that for any ε > 0 there is an extension w : E1 → C such that w|E = v with ‖w‖mb ≤ ‖v‖mb + ε.
By Theorem 1.7 and by (1.2), there is a decomposable map v˜ : A→ C∗∗ such that
‖v˜‖D(A,C∗∗) = ‖v˜‖MB(A,C∗∗) ≤ ‖v‖mb
which is an extension of v in the sense that v˜|E = iCv where iC : C → C
∗∗ is the canonical inclusion.
Let v1 : E1 → C
∗∗ be the restriction of v˜ so that v1 = v˜|E1 . A fortiori ‖v1 : E1 → C
∗∗‖mb ≤ ‖v‖mb.
By Theorem 3.1 there is a net of maps vi : E1 → C with ‖v
i‖mb ≤ ‖v‖mb that tend weak* to v1.
It follows that the restrictions vi|E tend weak* to v1|E = v˜|E = iCv. This means that v
i
|E(x) tends
weakly in C (i.e. for σ(C,C∗)) to v(x) for any x ∈ E . By a well known application of Mazur’s
theorem, passing to suitable convex combinations of the vi’s, we can get a similar net such that
in addition vi|E tends pointwise in norm to v. Since E is f.d. this implies ‖v
i
|E − v‖ → 0. By
perturbation (see Remark 3.4), for any ε > 0 we can find w : E1 → C such that w|E = v with
‖w‖mb ≤ ‖v‖mb + ε, so we reach our first goal.
Lastly we use the separability of X to form an increasing sequence (En) of f.d. subspaces of X
with dense union such that E0 = E. Let w0 = v : E0 → C. By induction, we can find a sequence
of maps wn : En → C such that wn+1|En = wn and ‖wn+1‖mb ≤ ‖wn‖mb + 2
−n−1δ. By density
this extends to a linear operator w : X → C such that ‖w‖mb ≤ ‖w0‖mb + δ = ‖v‖mb + δ. This
completes the proof.
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Remark 3.6. Actually, it suffices by Remark 3.2 to assume that X satisfies (0.1) (in place of A) for
the preceding proof to be valid. We rephrase this in the next statement.
Theorem 3.7. Let E ⊂ X be a f.d. subspace of a separable subspace X ⊂ A of a C∗-algebra. For
any ε > 0, any map u : E → C into a C∗-algebra C admits an extension u˜ : X → C such that
‖u˜‖sb ≤ (1 + ε)‖u‖sb.
4 A “new” lifting theorem
We start by what is now a special case of Theorem 2.6.
Lemma 4.1. Let E ⊂ A a f.d. subspace. Let C/I be a quotient C∗-algebra with quotient map
q : C → C/I. Then any u : E → C/I admits a lifting uˆ : E → C such that
‖uˆ‖sb = ‖u‖sb.
Proof. By Remark 3.3 we may apply Theorem 2.6 to the classes
F(E,C) = {u : E → C | ‖u‖sb = 1}.
Remark 4.2. In the situation of Lemma 4.1, consider u : E → C/I. We claim that if (3.1) holds
then u admits a lifting uˆ : E → C such that
‖uˆ‖mb = ‖u‖mb.
Indeed, we may apply Theorem 2.6 to the class
F(E,C) = {u : E → C | ‖u‖mb = 1}.
Theorem 4.3. Let X ⊂ A be a separable subspace of a C∗-algebra. Then any u ∈ SB(X,C/I)
admits a lifting uˆ : X → C with
‖uˆ‖SB(X,C) = ‖u‖SB(X,C/I).
If X is an operator system, if u is unital with ‖u‖SB(X,C/I) = 1 then we can find a lifting uˆ with
‖uˆ‖SB(X,C) = 1 that is unital c.p.
Proof. Let u ∈ SB(X,C/I). Let E ⊂ X be a f.d. subspace. By Lemma 4.1, there is uE : E → C
lifting u|E with ‖u
E‖SB(E,C) ≤ ‖u|E‖SB(E,C/I) ≤ ‖u‖SB(X,C/I). Let ε > 0. By Theorem 3.5,
the map uE admits an extension ûE : X → C such that ‖ûE‖SB(X,C) ≤ (1 + ε)‖u
E‖SB(E,C) ≤
(1+ε)‖u‖SB(X,C/I). Since for any x ∈ X we have x ∈ F for some f.d. F ⊂ X, we have qûE(x) = u(x)
whenever E ⊃ F . Therefore, the map u : X → C/I is in the pointwise closure of the liftable maps
{(1 + ε)−1qûE | E ⊂ X}. By normalization, these are in the unit ball of SB(X,C) and the latter
is an admissible class. Thus the conclusion of the first part follows from Arveson’s principle.
If X is an operator system and ‖u‖sb = 1, then the first part and Corollary 2.4 show that u admits
a unital c.p. lifting uˆ with ‖uˆ‖SB(X,C) = 1.
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5 Proof of Theorem 0.2
We first note that C (or actually C∗(F) for any free group F with the same proof) satisfies the
property (0.1).
Lemma 5.1. The C∗-algebra C = C∗(F∞) satisfies (0.1).
Proof. We outline the argument already included in [26, p. 184]. By the main idea in [24] it suffices
to check (0.2) for any t ∈ ℓ∞({Di})⊗ E when E is the span of the unit and a finite number of
the free unitary generators, say U1, · · · , Un of C (and actually n = 2 suffices). Let U0 = 1 for
convenience. It is known (see [25, p. 257-258] or [26, p. 130-131]) that for any C∗-algebra D and
any (xj)0≤j≤n ∈ D
n+1, with respect to the inclusion E ⊂ C , we have
‖
∑
xj ⊗ Uj‖D⊗maxE = inf ‖
∑
a∗jaj‖
1/2‖
∑
b∗jbj‖
1/2}
where the infimum runs over all possible decompositions xj = a
∗
jbj inD. Using this characterization,
it is immediate that ‖t‖ℓ∞({Di})⊗maxE ≤ supi∈I ‖ti‖Di⊗maxE.
The following statement about the unitization process is a well known consequence of the works
of Choi-Effros and Kirchberg [4, 13].
Proposition 5.2. The following properties of a separable C∗-algebra A are equivalent:
(i) The lifting property LP (meaning that every contractive c.p. u : A→ C/I into a quotient admits
a contractive c.p. lifting).
(ii) The unitization of A satisfies the LP.
When A is unital (i) and (ii) are equivalent to
(iii) Any unital c.p. map u : A→ C/I into a unital quotient admits a unital c.p. lifting.
(iv) Any unital ∗-homomorphism u : A → C /I into a quotient of C admits a contractive c.p.
lifting.
Sketch. One finds the main point for (iii) ⇒ (ii) ⇒ (i) detailed in [4, p. 603]. (i) ⇒ (iv) is trivial.
To show (iv) ⇒ (i) one realizes A as a quotient of C . Then (iv) implies that the identity of A
factors via contractive c.p. maps through C . Then (iii) follows from the fact that A = C satisfies
(iii).
Proof of Theorem 0.2. Assume (i). We may assume that A is unital so that A = C /I for some I
and there is a unital c.p. lifting r : A→ C . Then using
‖(IdDi ⊗ r)(ti)‖max ≤ ‖ti‖max
for any ti ∈ Di ⊗ E (see Remark 1.4), we easily pass from “ C satisfies (ii)” (which is Lemma 5.1)
to “ A satisfies (ii)”. This proves (i) ⇒ (ii).
Conversely, assume (ii). We may assume A unital (see Remark 0.5). Then any unital c.p. map
u : A → C/I is in SB(A,C/I) with ‖u‖sb = 1. By Theorem 4.3, the map u admits a unital c.p.
liting uˆ : A → C. This shows that A has the LP, i.e. that (i) holds. Then (ii) ⇔ (iii) is clear and
(iii) ⇔ (iii)’ follows by the usual trick of replacing D by Mn(D), with n ≥ 1 arbitrary.
To prove (ii) ⇒ (ii)+, we use another fact: for any x = x
∗ in C where C is any unital C∗-algebra,
we have
x ∈ C+ ⇔ ‖1− x‖ ≤ 1.
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Using this one easily checks (ii) ⇒ (ii)+. Now assume (ii)+. Using ‖x‖ = ‖x
∗x‖1/2 one can reduce
checking (ii) when all ti’s are self-adjoint. Then using the same fact we obtain (ii)+ ⇒ (ii).
Note: an alternate route is to use
‖x‖ ≤ 1⇔
∥∥∥∥(1 xx∗ 1
)∥∥∥∥
M2(C)
≤ 1.
Using this with M2(Di) in place of Di, one easily checks (ii)+ ⇒ (ii).
Actually, the preceding proof can be adapted to use only the conclusion of Theorem 3.1 to
obtain the LP, therefore:
Theorem 5.3. A separable C∗-algebra A has the LP (or equivalently the property in (0.1)) if and
only if the natural map MB(E,C∗∗) → MB(E,C)∗∗ is contractive for all f.d. subspaces E ⊂ A
and all C∗-algebras C. In fact, it suffices to have this in the case C = C .
Proof. Assume A unital for simplicity. By Theorem 3.1 it suffices to show the “if” part. We use
Remark 4.2 and Theorem 3.5 instead of Theorem 4.3 in the preceding proof. We conclude by
Corollary 2.4.
6 LP and Ultraproducts
Let U be an ultrafilter on a set I. Recall that the ultraproduct (Di)U of a family (Di)i∈I of
C∗-algebras is defined as the quotient
ℓ∞({Di})/c
U
0 ({Di})
where cU0 ({Di}) = {x ∈ ℓ∞({Di}) | limU ‖xi‖Di = 0}.
It is usually denoted as
∏
i∈I Di/U . For short we will also denote it just by (Di)U .
Recall that, for each i ∈ I, we have trivially a contractive morphism ℓ∞({Di}) → Di and hence
also ℓ∞({Di})⊗max A→ Di ⊗max A, whence a contractive morphism
(6.1) Ψ : ℓ∞({Di})⊗max A→ ℓ∞({Di ⊗max A}),
which, after passing to the quotient gives us a contractive morphism
ℓ∞({Di})⊗max A→ (Di ⊗max A)U .
The latter morphism obviously vanishes on cU0 ({Di})⊗A, and hence also on its closure in ℓ∞({Di})⊗max
A, i.e. on cU0 ({Di})⊗max A. Thus we obtain a natural contractive morphism
(ℓ∞({Di})⊗max A)/(c
U
0 ({Di})⊗max A)→ (Di ⊗max A)U .
By (0.6) we have for any C∗-algebra A
(Di)U ⊗max A = (ℓ∞({Di})⊗max A)/(c
U
0 ({Di})⊗max A),
whence a natural contractive morphism
(6.2) Φ : (Di)U ⊗max A→ (Di ⊗max A)U .
In this section we will show that (6.2) is isometric for any (Di)U if and only if A has the LP.
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Theorem 6.1. Let A be a separable C∗-algebra. The following are equivalent:
(i) The algebra A satisfies (0.1) (i.e. A has the LP).
(ii) For any family (Di)i∈I of C
∗-algebras and any ultrafilter on I we have
∀t ∈
[∏
i∈I
Di/U
]
⊗A ‖t‖max = limU ‖ti‖Di⊗maxA.
In other words we have a natural isometric embedding
[
∏
i∈I
Di/U ]⊗max A ⊂
∏
i∈I
[Di ⊗max A]/U .
Proof. Assume (i). If A satisfies (0.1), Ψ in (6.1) is isometric. We claim that (6.2) must also
be isometric, or equivalently injective. Indeed, let z ∈ (Di)U ⊗max A such that Φ(z) = 0. Let
z′ ∈ ℓ∞({Di}) ⊗max A lifting z. Then Ψ(z
′) ∈ cU0 ({Di ⊗max A}). This means that for any ε > 0
there is a set α ∈ U such that supi∈α ‖Ψ(z
′)i‖Di⊗maxA < ε. Let Pα : ℓ∞({Di}) → ℓ∞({Di}) be the
projection onto α defined for any x ∈ ℓ∞({Di} by Pα(x)i = xi if i ∈ α and Pα(x)i = 0 otherwise.
Since (6.1) is isometric we have
‖[Pα ⊗ IdA](z
′)‖ = ‖Ψ([Pα ⊗ IdA](z
′))‖ = supi∈α ‖Ψ(z
′)i‖Di⊗maxA ≤ ε.
Denoting by q : ℓ∞({Di})⊗max A→ (Di)U ⊗max A the quotient map, since q(z
′) = z, this implies
‖z‖ = ‖q(z′)‖ = ‖q([Pα ⊗ IdA](z
′))‖ ≤ ‖[Pα ⊗ IdA](z
′)‖ ≤ ε.
Since ε > 0 is arbitrary, we conclude that z = 0, proving our claim. This proves (i) ⇒ (ii).
Assume (ii). Consider the set Iˆ formed of all the finite subsets of I, viewed as directed with
respect to the inclusion order. Let U be a non trivial ultrafilter on Iˆ refining this net. Let
d = (di)i∈I ∈ ℓ∞({Di | i ∈ I}). For any J ∈ Iˆ we set DJ = ℓ∞({Di | i ∈ J}). Using natural
coordinate projections we have a natural morphism d = (di)i∈I 7→ (dJ )J∈Iˆ ∈ ℓ∞({DJ | J ∈ Iˆ}).
Clearly
‖(dJ )U‖ = limU ‖dJ‖ = ‖d‖ℓ∞({Di|i∈I}).
Let ψ1 : ℓ∞({Di | i ∈ I}) → (DJ)U be the corresponding isometric ∗-homomorphism. We claim
that we have a c.p. contraction ψ2 : (DJ )U → ℓ∞({D
∗∗
i | i ∈ I}) such that the composition
ψ2ψ1 coincides with the inclusion ℓ∞({Di | i ∈ I}) ⊂ ℓ∞({D
∗∗
i | i ∈ I}). Indeed, consider
d = (dJ)U ∈ (DJ)U . For any J ∈ Iˆ we may write dJ = (dJ(i))i∈J ∈ ℓ∞({Di | i ∈ J}). Fix i ∈ I.
We will define ψ2(d) by its i-th coordinate ψ2i(d) taking values in D
∗∗
i . Note that i ∈ J for all J
far enough in the net. We then set
ψ2i(d) = weak* limU dJ(i).
It is then easy to check our claim.
By (0.10) the composition ψ2ψ1 is max-isometric, we have ‖ψ2‖mb ≤ 1 by Remark 1.4, and hence
ψ1 is max-isometric. In particular (taking C = A) ψ1 ⊗ IdA defines an isometric embedding
ℓ∞({Di | i ∈ I})⊗max A ⊂ (DJ)U ⊗max A.
By (ii) we have an isometric embedding (DJ )U ⊗max A ⊂
∏
J∈Iˆ [DJ ⊗max A]/U . It follows that for
any t = (ti) ∈ ℓ∞({Di | i ∈ I})⊗max A we may write
‖t‖ℓ∞({Di|i∈I})⊗maxA = limU ‖tJ‖DJ⊗maxA,
and since ‖tJ‖DJ⊗maxA = supi∈J ‖ti‖Di⊗maxA for any finite J , the inequality in (0.1) follows. This
proves (ii) ⇒ (i).
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7 The non-separable case
To tackle the non-separable case the following statement will be useful.
Proposition 7.1. Let A be a C∗-algebra. Let E ⊂ A be a separable subspace. There is a separable
C∗-subalgebra A1 such that E ⊂ A1 ⊂ A such that, for any C
∗-algebra D, the ∗-homomorphism
D ⊗max A1 → D ⊗max A is isometric. In other words, the inclusion A1 → A is max-isometric.
Proof. By Remarks 0.6 and 0.7 it suffices to prove this for D = C . The latter case is proved in
detail in [26, p. 146] (except that the factors are flipped). We also use Remark 1.12.
If A1 → A is max-isometric and A satisfies (0.1) then A1 also does. More precisely:
Corollary 7.2. A C∗-algebra A satisfies the property in (0.1) if and only if for any separable
subspace E ⊂ A there is a separable C∗-subalgebra A1 satisfying (0.1) such that E ⊂ A1 ⊂ A.
Proof. Let t ∈ ℓ∞({Di}) ⊗ E with E ⊂ A1 ⊂ A as in the proposition. Then t satisfies (0.2) with
respect to A if and only if it does with respect to A1.
Our characterization of the LP can also be adapted to the non-separable case as follows.
Theorem 7.3. Let A be a C∗-algebra. The following are equivalent:
(i) The algebra A has the property (0.1).
(i)’ For any C∗-algebra C and any f.d. subspace E ⊂ A we have a contractive natural map
MB(E,C∗∗) ⊂MB(E,C)∗∗.
(ii) For any separable subspace E ⊂ A, any map u ∈ MB(E,C/I) into a quotient C∗-algebra
admits a lifting uˆ ∈MB(E,C) such that ‖uˆ‖mb = ‖u‖mb.
(iii) For any ∗-homomorphism u : A→ C/I into a quotient C∗-algebra, the restriction of u to any
separable C∗-subalgebra E ⊂ A admits a contractive c.p. lifting.
Moreover, if A is unital (i) (ii) and (iii) are equivalent to:
(iv) For any unital ∗-homomorphism u : A→ C/I into a quotient C∗-algebra, the restriction of u
to any separable operator system E ⊂ A admits a contractive c.p. lifting.
Proof. (i) ⇒ (i)’ by Theorem 3.1. (i)’ ⇒ (ii) by the same proof as for Theorem 5.3. Assume (ii).
Passing to the unitizations of A and C we may assume A,C and u unital. Then Remarks 1.4 and
1.5 show that (ii) ⇒ (iii). (iii) ⇒ (iv) is trivial.
Assume (iv). We have A ≃ C/I where C is the full C∗-algebra of a large enough free group. Let
t ∈ ℓ∞({Di})⊗E with E ⊂ A f.d. be such that supi∈I ‖ti‖Di⊗maxA ≤ 1. Let A1 be as in Proposition
7.1. Then supi∈I ‖ti‖Di⊗maxA1 ≤ 1. By (iv) there is a c.p. contractive lifting r : A1 → C. Therefore
(see Remark 1.4), supi∈I ‖[Id⊗ r](ti)‖Di⊗maxC ≤ 1. Since C satisfies (0.1), this implies
‖[Id⊗ r](t)‖ℓ∞({Di})⊗maxC ≤ 1.
Let q : C → A be the quotient map. Then since t = [Id⊗q]Id⊗r](t) we obtain ‖t‖ℓ∞({Di})⊗maxA ≤ 1.
By homogeneity this proves (iv) ⇒ (i).
Theorem 7.4. Let A be a C∗-algebra. The properties in Theorem 7.3 are also equivalent to:
(v) For any von Neumann algebra M we have M ⊗nor A =M ⊗max A.
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(vi) For any C∗-algebra D and any f.d. subspace E ⊂ A we have an isometric isomorphism
(7.1) D∗∗ ⊗max E ≃ (D ⊗max E)
∗∗.
(vii) For any C∗-algebra D we have a natural isometric embedding
D∗∗ ⊗max A ⊂ (D ⊗max A)
∗∗.
Proof. Assume (i). Let D be as in (vi). It is well known (see e.g. [26, p. 205]) that, for a some
suitable family {Di | i ∈ I} with Di = D for all i ∈ I, and some ultrafilter U on I there is a
surjective ∗-isomorphism q : ℓ∞({Di | i ∈ I}) → D
∗∗ of the form q((xi)i∈I = weak∗ − limU xi.
Whence D∗∗ = ℓ∞({Di | i ∈ I})/I with I = ker(q). Let E ⊂ A be a f.d. subspace. Using (0.5)
and (0.7) we easily derive (7.1). This proves (i) ⇒ (vi). (vi) ⇒ (vii) is immediate.
Assume (vii). It is well known (see e.g. [26, p. 172]) that the norm induced by (D ⊗max A)
∗∗ on
D∗∗ ⊗A∗∗ is the bin-norm in the sense of Effros-Lance and the same norm induced on D∗∗ ⊗A is
the nor-norm. Thus (vii) implies (v) for M = D∗∗ for an arbitrary D. Taking D = M and using
the fact that there is a normal ∗-homomorphism P : M∗∗ → M , it follows that (v) holds for any
M .
To complete the proof it suffices to show (v) ⇒ (i). But we already proved this while proving
Theorem 0.12.
8 On the OLP
In the particular case of the inclusion X ⊂ A = C∗u < X > of an operator space in its universal
unital C∗-algebra, we say that X has the OLP if C∗u < X > has the LP.
Note that, with respect to the inclusion X ⊂ A = C∗u < X >, the norm induced on D ⊗ X
by the max-norm on D ⊗ A can be identified with the so-called δ-norm (see [25, p. 240]). We
merely recall that the associated completion D ⊗δ X can be identified as an operator space with
the quotient [D⊗hX⊗hD]/ ker(Q) where Q : D⊗hX⊗hD → D⊗δX is associated to the product
map D ⊗D → D. We have then isometrically when we view X as sitting in A = C∗u < X >:
(8.1) D ⊗δ X = D ⊗max X.
This implies that we have also isometrically for any C∗-algebra C.
(8.2) MB(X,C) = CB(X,C).
Consider E ⊂ X f.d. Let C be a C∗-algebra. Recall (see Theorem 1.7) that the unit ball of
the space MB(E,C) is formed of the maps u : E → C that extend to some u˙ : A → C∗∗ with
‖u˙‖dec ≤ 1. Let u˜ = u˙|X : X → C
∗∗. Then ‖u˜‖cb ≤ 1, so u extends to a complete contraction
u˜ : X → C∗∗. Conversely, if u extends to a complete contraction u˜ : X → C∗∗, then u˜ extends to a
∗-homomorphism π : A→ C∗∗, and this implies ‖u‖MB(E,C) ≤ 1.
Therefore in this case
(8.3) ‖u‖MB(E,C) = ‖u‖ext(E,C)
where (recall iC : C → C
∗∗ denotes the canonical inclusion)
‖u‖ext(E,C) = inf{‖u˜‖cb | u˜ : X → C
∗∗, u˜|E = iCu}.
Whence the following characterization of the OLP. The equivalence (i) ⇔ (iii) already appears
in [21, Prop. 2.9].
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Theorem 8.1. Let X be a separable operator space. The following are equivalent:
(i) X has the OLP.
(ii) For any C∗-algebra C and any f.d. subspace E ⊂ X we have an isometric identity
ext(E,C∗∗) = ext(E,C)∗∗.
(iii) For any C∗-algebra C, every complete contraction u : X → C∗∗ is the pointwise-weak* limit of
a net of complete contractions ui : X → C.
(iv) For any family (Di)i∈I of C
∗-algebras, the natural mapping
ℓ∞({Di})⊗δ X → ℓ∞({Di ⊗δ X})
is isometric.
Proof. (i) ⇒ (ii) follows from Theorem 3.1 and (8.3). (ii) ⇔ (iii) is easy. (i) ⇔ (iii) follows from
Theorem 2.6. (i) ⇒ (iv) is clear by (8.1) since (by Theorem 0.2) the LP for C∗u < X > implies that
it satisfies the property in (0.1).
Assume (iv). Then by (8.1) and (8.2) we have SB(X,C) = MB(X,C) = CB(X,C) isometrically.
By Theorem 4.3, (i) holds.
In particular we may apply this when X is a maximal operator space. Then ‖u˜‖cb = ‖u˜‖ for
any u˜ : X → C (or any u˜ : X → C∗∗). This case is closely related to several results of Ozawa in his
PhD thesis and in [21]. See also Oikhberg’s [20]. The property (ii) in Theorem 8.1 is reminiscent
of Johnson and Oikhberg’s extendable local reflexivity from [10].
It gives some information on the existence of bounded liftings in the Banach space setting.
9 Illustration: Property (T) groups
To illustrate the focus our paper gives to the property in (0.1) and its variants, we turn to Kazhdan’s
property (T), following [21, 30, 9]. The proof of Theorem 9.1 below is merely a reformulation of an
argument from [9, Th. G], but appealing to (0.1) is perhaps a bit quicker.
Theorem 9.1 ([9]). Let G be a discrete group with property (T). Let (Nn) be an increasing sequence
of normal subgroups of G and let N∞ = ∪Nn. If C
∗(G/N∞) has the LP then N∞ = Nn for all
large enough n.
Proof. Let S ⊂ G be a finite unital generating subset. Let Gn = G/Nn and G∞ = G/N∞. Let
qn : G → Gn and q∞ : G → G∞ denote the quotient maps. Let Mn = λGn(Gn)
′′ denote the von
Neumann algebra of Gn, and MU its ultraproduct with respect to a non-trivial ultrafilter U . We
will define unitary representations πn and πU on G. We set πn(t) = λGn(qn(t)) for any t ∈ G. Let
QU : ℓ∞({Mn}) → MU be the quotient map. We set πU (t) = QU((πn(t))). Since the kernel of
G ∋ t 7→ πU(t) contains N∞, it defines a unitary representation on G/N∞ and hence we have
|S| = ‖
∑
S
πU(s)⊗ πU(s)‖MU⊗maxMU ≤ ‖
∑
S
πU (s)⊗ UG/N∞(q∞(s))‖MU⊗maxA.
Using (0.1) for A = C∗(G/N∞) we find
(9.1) |S| ≤ lim
n,U
‖
∑
S
πn(s)⊗ UG/N∞(q∞(s))‖Mn⊗maxA.
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Also note that the LP of A implies
Mn ⊗max A =Mn ⊗nor A.
For some Hilbert space Hn there is a faithful representation σn : Mn ⊗nor A → B(Hn) that is
normal in the first variable. By a well known argument (9.1) implies that the sequence {πn ⊗
UG/N∞ ◦ q∞}, which are unitary representations of G in B(Hn) admits (asymptotically) almost
invariant vectors. By (T) for all n large enough, πn ⊗ UG/N∞ ◦ q∞ must admit an invariant unit
vector in Hn. This means there is a unit vector ξ ∈ Hn such that
∀t ∈ G σn(πn(t)⊗ UG/N∞ ◦ q∞(t))(ξ) = ξ.
Recall πn = λGn ◦ qn. Let
∀g ∈ Gn f(g) = 〈ξ, σn(λGn(g) ⊗ 1)(ξ)〉.
Then f is a normal state onMn such that f(g) = 1 whenever g ∈ N∞/Nn ⊂ Gn. As is well known
we may rewrite f as f(g) = 〈η, λGn(g)η〉 for some unit vector η ∈ ℓ2(Gn). Now f(g) = 1 whenever
g ∈ N∞/Nn ⊂ Gn means that λGn(g)η = η whenever g ∈ N∞/Nn ⊂ Gn. From this follows that
N∞/Nn must be finite and hence N∞ is the union of finitely many translates of Nn by points say
t1, · · · , tk in N∞. Choosing m ≥ n so that t1, · · · , tk ∈ Nm we conclude that Nm = N∞.
Corollary 9.2 ([9]). Let Γ be a discrete group with (T). If C∗(Γ) has the LP then Γ is finitely
presented.
Proof. By a result of Shalom [28] any property (T) discrete group Γ is a quotient of a finitely
presented group G with property (T). Enumerating the (a priori countably many) relations that
determine Γ, we can find a sequence Nn and N∞ as in Theorem 9.1 with G/Nn finitely presented
such that Γ = G/N∞. By Theorem 9.1, if C
∗(Γ) has the LP then Γ = G/Nn for some n and hence
Γ is finitely presented.
Remark 9.3. Let U be a non-trivial ultrafilter on N. If we do not assume the sequence (Nn)
nested, let N∞ be defined by t ∈ N∞ ⇔ limU 1t∈Nn = 1. Then the same argument shows that
|qn(ker(q∞))| <∞ for all n “large enough” along U .
10 Some uniform estimates derived from (0.1)
Definition 10.1. Let B,C be C∗-algebras. Let E ⊂ B be a self-adjoint subspace and let ε > 0. A
linear map ψ : E → C will be called an ε-morphism if
(i) ‖ψ‖ ≤ 1 + ε,
(ii) for any x, y ∈ E with xy ∈ E we have ‖ψ(xy)− ψ(x)ψ(y)‖ ≤ ε‖x‖‖y‖,
(iii) for any x ∈ E we have ‖ψ(x∗)− ψ(x)∗‖ ≤ ε‖x‖.
Lemma 10.2. Let A be any unital C∗-algebra and let D be another C∗-algebra. Let t ∈ D ⊗A.
(i) Then for any δ > 0 there is ε > 0 and a f.d. operator system F ⊂ A such that t ∈ D ⊗F such
that for any C∗-algebra C and any v ∈ CPε(F , C) where
CPε(F , C) = {v : F → C,∃v
′ ∈ CP (F , C) with ‖v′‖ ≤ 1 and ‖v − v′‖ ≤ ε}
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we have
(10.1) ‖(IdD ⊗ v)(t)‖max ≤ (1 + δ)‖t‖max.
(ii) Assume t ∈ (D ⊗A)+max. Then for any δ > 0 there is ε > 0 and a f.d. operator system F ⊂ A
such that t ∈ D ⊗F and for any C∗-algebra C and any v ∈ CPε(F , C) we have
(10.2) d((IdD ⊗ v)(t), (D ⊗max C)+) ≤ δ,
where the distance d is meant in D ⊗max C.
(iii) For any δ > 0 there is ε > 0 and a f.d. subspace E ⊂ A with t ∈ D ⊗ E such that for any
ε-morphism ψ : E → C (C any other C∗-algebra) we have
‖(IdD ⊗ ψ)(t)‖D⊗maxC ≤ (1 + δ)‖t‖D⊗maxA.
Proof. Let t ∈ D⊗A. Let E ⊂ A f.d. such that t ∈ D⊗E. First note that (see Remark 0.6) there
is a separable C∗-subalgebra B with E ⊂ B ⊂ A such that ‖t‖D⊗maxB = ‖t‖D⊗maxA. Moreover,
assuming ‖t‖D⊗maxA = 1 (for simplicity), if t ∈ (D ⊗ A)
+
max = (D ⊗ A) ∩ (D ⊗max A)+ (which
means that t is of finite rank with t = t∗ and ‖1− t‖D⊗maxA ≤ 1) there is a B such that in addition
t ∈ (D ⊗ B)+max. It follows that we may assume A separable without loss of generality. Then let
(En) be an increasing sequence of f.d. subspaces (or operator systems if we wish) such that E ⊂ E0
and A = ∪En.
(i) We may assume by homogeneity that ‖t‖max = 1. We will work with the sequence (En, 1/n).
The idea is that this sequence “tends” to (A, 0). For any n ∈ N let
δn = sup ‖(IdD ⊗ v)(t)‖max
where the sup runs over all C’s and v ∈ CP1/n(En, C). Note that this is finite because the rank of
t is so. For any n there is Cn and vn ∈ CP1/n(En, Cn) such that
(10.3) ‖(IdD ⊗ vn)(t)‖max ≥ δn − 1/n.
Let L = ℓ∞({Cn}) and I = c0({Cn}). Consider the quotient space L = L/I so that for any family
x = (xn) ∈ ℓ∞({Cn}) the image of x under the quotient map Q : ℓ∞({Cn})→ L satisfies
‖Q(x)‖ = lim sup ‖xn‖.
Note that by (0.6) we have
(10.4) D ⊗max L = [D ⊗max L]/[D ⊗max I].
The net (vn) defines a c.p. map v from A to L with ‖v‖ ≤ 1. It follows (see Remark 1.4) that
‖(IdD ⊗ v)(t)‖D⊗maxL ≤ 1. By (0.6) we have
‖(IdD ⊗ v)(t)‖D⊗maxL = ‖(IdD ⊗ v)(t)‖(D⊗maxL)/(D⊗maxI).
We have a natural morphism D ⊗max L → D ⊗max Cn for each n and hence a natural morphism
D ⊗max L→ ℓ∞({D ⊗max Cn}), taking D ⊗max I to c0({D ⊗max Cn}). This implies
‖(IdD ⊗ v)(t)‖D⊗maxL ≥ lim supn ‖(IdD ⊗ vn)(t)‖D⊗maxCn .
Therefore by (10.3)
lim supn δn ≤ 1.
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Thus for all n large enough we have δn < 1 + δ. This proves (i).
(ii) For any n, let δn denote the supremum of the left-hand side of (10.2) over all C’s and all v ∈
CP1/n(En, C). Let v ∈ CP (A,L) be as in the preceding argument. Now (IdD⊗v)(t) ∈ (D⊗L)
+
max,
which, in view of (10.4), implies
lim sup d((IdD ⊗ vn)(t), (D ⊗max Cn)+) = 0.
We conclude as for part (i).
Lastly, (iii) is proved similarly.
Lemma 10.3. Let A be any unital C∗-algebra satisfying (0.1). Let E ⊂ A be a f.d. subspace. Then
for any δ > 0 there is ε > 0 and a f.d. operator system F ⊂ A containing E such that the following
holds.
(i) For any C∗-algebras C,D and any v ∈ CPε(F , C) (in particular for any v ∈ CP (F , C) with
‖v‖ ≤ 1) we have
(10.5) ∀t ∈ D ⊗ E ‖(IdD ⊗ v)(t)‖max ≤ (1 + δ)‖t‖max.
In other words
(10.6) ‖v|E‖MB(E,C) ≤ 1 + δ.
(ii) For any C∗-algebras C, D and any v ∈ CPε(F , C) we have
(10.7) ∀t ∈ (D ⊗ C)+max d((IdD ⊗ v)(t), (D ⊗max C)+) ≤ δ‖t‖max,
where the distance d is meant in D ⊗max C.
(iii) For any C∗-algebras C, D and ε-morphism ψ : F → C we have
‖(IdD ⊗ ψ)(t)‖D⊗maxC ≤ (1 + δ)‖t‖D⊗maxA.
Proof. It is easy to see (by Remark 0.6) that we may restrict to separable D’s. We then assemble
the set I that is the disjoint union of the unit balls of D⊗max E, when D is an arbitrary separable
C∗-algebra (say viewed as quotient of C ). Let ti ∈ Di⊗E be the element corresponding to i ∈ I. By
(0.2) we know that ‖t‖ℓ∞({Di})⊗maxA ≤ 1, and hence ‖t‖ℓ∞({Di})⊗maxE ≤ 1. Let D = ℓ∞({Di}) so
that t ∈ D⊗E. Let ε > 0 and F ⊃ E be associated to t as in Lemma 10.2. For any v ∈ CPε(F , C)
we have
‖(IdD ⊗ v)(t)‖max ≤ (1 + δ)‖t‖max ≤ 1 + δ.
A fortiori, using the canonical morphisms D → Di
supi∈I ‖(IdDi ⊗ v)(ti)‖max ≤ 1 + δ,
equivalently we conclude ‖v‖MB(E,C) ≤ 1 + δ.
(ii) and (iii) are proved similarly. A priori they lead to distinct F ’s but since replacing F by a
larger f.d. one preserves the 3 properties, we may obtain all 3 for a common F .
Remark 10.4. In the converse direction, assume that for any E and δ > 0 there is F ⊃ E such that,
for any C, any v ∈ CP (F , C) satisfies (10.6). If A (separable unital for simplicity) has the LLP
then A satisfies (0.1). Indeed, assuming the LLP any quotient morphism q : C → A will admit
unital c.p. local liftings on arbitrarily large f.d. operator systems F in A. By (10.6), we have local
lifings uE : E → C with ‖uE‖mb ≤ 1+ δ on arbitrarily large f.d. subspaces E in A. From the latter
it is now easy to transplant (0.1) from C to A (as in the proof of (i) ⇒ (ii) in Theorem 0.2).
Thus the property described in part (i) of Lemma 10.3 can be interpreted as describing what is
missing in the LLP to get the LP.
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Our last result is a reformulation of the equivalence of the LP and the property in (0.1). Under
this light, the LP appears as a very strong property.
Theorem 10.5. Let A be a separable C∗-algebra. The following are equivalent:
(i) The algebra A satisfies (0.1) (i.e. it has the lifting property LP).
(ii) For any f.d. E ⊂ A there is P = PE ∈ C ⊗ E with ‖P‖C⊗maxA ≤ 1 such that for any unital
separable C∗-algebra D and any t ∈ BD⊗maxE there is a unital ∗-homomorphism
2 qD : C → D such
that
[qD ⊗ IdA](P ) = t.
(ii)’ For any f.d. E ⊂ A there is a unital separable C∗-algebra C and P = PE ∈ C ⊗ E with
‖P‖C⊗maxA ≤ 1 such that such that the same as (ii) holds with C in place of C .
(iii) For any f.d. E ⊂ A and ε > 0 there is P = PE ∈ C ⊗ E with ‖P‖C⊗maxA ≤ 1 such that for
any unital separable C∗-algebra D there is a unital ∗-homomorphism qD : C → D such that
‖[qD ⊗ IdA](P )− t‖max < ε.
(iii)’ For any f.d. E ⊂ A and ε > 0 there is a unital separable C∗-algebra C and P ∈ C ⊗ E such
that the same as (iii) holds with C in place of C .
(iv) Same as (iii)’ restricted to D = C .
Proof. Assume (i). We view the set of all possible D’s as the set of quotients of C . Let I be the
disjoint union of the sets BD⊗maxE. Let t = (ti)i∈I be the family of all possible t ∈ BD⊗maxE . By
(0.2) we have
‖t‖ℓ∞({Di})⊗maxE ≤ 1.
Let q : C∗(F) → ℓ∞({Di}) be a surjective ∗-homomorphism. Let t
′ ∈ C∗(F) ⊗ E be a lifting of t
such that ‖t′‖C∗(F)⊗maxE ≤ 1. There is a copy of F∞, say F
′ ⊂ F such that t′ ∈ C∗(F′) ⊗ E. Then
C∗(F′) ⊂ C∗(F). Let C = C∗(F′). We can take for qD the restriction of qi to C
∗(F′) ≃ C , and we
set P = t′ viewed as sitting in C ⊗ E. This gives us (i) ⇒ (ii) and (ii) ⇒ (ii)’ is trivial.
(ii) ⇒ (iii) and (iii) ⇒ (iii)’ ⇒(iv) are trivial.
Assume (iii)’. Let Q : C → C be a quotient unital morphism. Let P ∈ C ⊗ E be as in (iii)’. Let
P ′ ∈ C ⊗E with ‖P ′‖max ≤ 1 be such that [Q⊗IdE ](P
′) = P (this exists by the assertion following
(0.7)). Then P ′ has the property required in (iii). Thus (iii)’ ⇒ (iii). Similarly (ii)’ ⇒ (ii).
The implication (iv) ⇒ (iii)’ is easy to check similarly using the fact that any D is a quotient of
C . We skip the details. It remains to show (iii) ⇒ (i).
Assume (iii). We will show (0.2). We need a preliminary elementary observation. Let (ej) be
a normalized algebraic basis of E. Then it is easy to see that there is a constant c (depending on
E and (ej)) such that for any D and any dj , d
′
j ∈ D we have
(10.8) supj ‖dj − d
′
j‖ ≤ c‖
∑
(dj − d
′
j)⊗ ej‖D⊗maxE.
Now let ti ∈ BDi⊗maxE . Let P ∈ BC⊗maxE be as in (iii). For some quotient morphism q
i : C → Di
we have
‖ti − [q
i ⊗ IdA](P )‖C⊗maxE ≤ ε.
2here, actually, we could use instead of a ∗-homomorphism a u.c.p. map or a q with ‖q‖mb ≤ 1
26
Let Pi = P and Ci = C for all i ∈ I. Clearly (since P 7→ (Pi) is a ∗-homomorphism on C ⊗A)
‖(Pi)‖ℓ∞({Ci})⊗maxE ≤ ‖P‖C⊗maxE ≤ 1.
Note (qi) : ℓ∞({Ci})→ ℓ∞({Di}) is a ∗-homomorphism. Let (t
′
i) = [q
i ⊗ IdA](Pi). We have
‖(t′i)‖ℓ∞({Di})⊗maxE ≤ 1 and supi ‖ti − t
′
i‖C⊗maxE ≤ ε,
By the triangle inequality and (10.8) we have ‖(ti) − (t
′
i)‖ℓ∞({Di})⊗maxE ≤ cdim(E)ε. Therefore
‖(ti)‖ℓ∞({Di})⊗maxE ≤ 1+ cdim(E)ε. Since ε > 0 is arbitrary for any fixed E, this means that (0.2)
holds whence (i) (and the LP by Theorem 0.2).
In passing we note :
Corollary 10.6. For the property in (0.1) it suffices to check the case when I = N (and Di = C
for all i ∈ I).
Proof. We already observed that Di = C for all i ∈ I suffices (see Proposition 0.8). Assume that
(0.2) holds for I = N and Di = C . In the proof of (i)⇒ (ii) in Theorem 10.5 we may use for the set
I the disjoint union of dense sequences in BDk⊗maxE with k ∈ N and Dk = C . Then I is countable
and with the latter I the proof of (i) ⇒ (ii) in Theorem 10.5 gives us (iii) in Theorem 10.5. By (iii)
⇒ (i) in Theorem 10.5, the corollary follows.
Remark 10.7. Let P denote the (non-closed) ∗-algebra generated by the free unitary generators of
C . Let P ∈ C ⊗ E be as in (ii) in Theorem 10.5. Note for any ε > 0 there is Q ∈ P ⊗ E with
‖Q− P‖∧ < ε (where ‖ ‖∧ denotes the projective norm), and hence also ‖q
D(Q)− t‖∧ < ε. After
a suitable normalization we may also assume ‖Q‖max < 1. Then Q has a factorization in products
in ∪Mn(C ) and ∪Mn(A) and a further Blecher-Paulsen type factorization in the style described in
[25, §26]. Thus we find a common approximate factorization for all elements of BD⊗maxE .
The simplest illustration of this phenomenon is the case when A = C and E is the span of the
unitary generators (Ui). In that case we have t =
∑
di⊗Ui ∈ BD⊗maxE if and only if for any ε > 0
there is a factorization of the form di = aib
∗
i with ai, bi ∈ D such that ‖
∑
aia
∗
i ‖
1/2 = ‖
∑
bib
∗
i ‖
1/2 <
1+ ε (see [26, p. 130-131]). Equivalently, this holds if and only if for any ε > 0 there are ai, bi ∈ D
such that ‖
∑
aia
∗
i ‖
1/2 = ‖
∑
bib
∗
i ‖
1/2 = 1 and
∑
i ‖di − aib
∗
i ‖ < ε. Let us assume that the latter
holds. Consider first the column operator space Cn, then its universal C
∗-algebra C∗u < Cn >,
and lastly the free product C = C∗u < Cn > ∗ C
∗
u < Cn >. Let e
(1)
i1 ∈ C and e
(2)
i1 ∈ C denote
the natural basis of the column space Cn of each free factor. Let PE =
∑
e
(1)
i1 e
(2)∗
i1 ⊗ Ui ∈ C ⊗ E.
By our assumption on (di), there is a ∗-homomorphism q
D : C ⊗ E such that qD(e
(1)
i1 ) = ai and
qD(e
(2)
i1 ) = bi and hence ‖q
D(PE)−
∑
di⊗Ui‖ ≤ ε. This illustrates the property (iii)’ from Theorem
10.5. Note in passing that C = C∗u < Cn > ∗ C
∗
u < Cn > has the LP and can be substituted with
C in many questions involving tensor products.
Using the preceding remark, one can give an independent proof of Lemma 10.3.
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