Abstract. The goal of unsupervised learning, i.e., clustering, is to determine the intrinsic structure of unlabeled data. Feature selection for clustering improves the performance of grouping by removing irrelevant features. Typical feature selection algorithms select a common feature subset for all the clusters. Consequently, clusters embedded in different feature subspaces are not able to be identified. In this paper, we introduce a probabilistic model based on Gaussian mixture to solve this problem. Particularly, the feature relevance for an individual cluster is treated as a probability, which is represented by localized feature saliency and estimated through Expectation Maximization (EM) algorithm during the clustering process. In addition, the number of clusters is determined simultaneously by integrating a Minimum Message Length (MML) criterion. Experiments carried on both synthetic and real-world datasets illustrate the performance of the proposed approach in finding clusters embedded in feature subspace.
proach is presented in [9] . The algorithm described in [10] employs a criterion on the psychological similarity for content-based image retrieval systems. An evolutionary local selection algorithm is used in [11] to search for possible combination of features and numbers of clusters, with the guidance of the k-means algorithm. The benefits of feature selection include simplifying the problem by discarding irrelevant information, improving the learning performance, reducing the storage cost of databases, and providing more precise knowledge of the underlying model that generates the data.
The aforementioned algorithms perform feature selection in a global sense by producing a common feature subset for all the clusters. This, however, can be problematic in practice, where the local intrinsic property of data matters more for grouping analysis [12] . In the illustrative example shown in Figure 1 , the relevant feature subset for cluster C 1 is {x 1 , x 2 }, while clusters C 2 and C 3 are better to be recognized on {x 2 } and {x 1 }, respectively. A common feature subset, i.e., {x 1 , x 2 }, can not reflect the inherent structural properties of the three clusters. Clustering with local features is highly desired. To this end, bipartite graph partitioning algorithms [13, 14] attempt to partition features together with patterns such that the output contains relevant features for each individual cluster. However, features are divided exclusively, which prevents a feature to be relevant to more than one cluster. Other approaches in this direction, usually referred as subspace clustering [15] , seek density areas embedded in a high dimensional feature space [16] [17] [18] [19] [20] . These algorithms navigate the possible subspaces heuristically [20] or in a grid manner [16] , often requiring the density threshold and the cluster number as inputs. In addition, the clusters produced are overlapping in many cases.
In this paper, we focus on the clustering problems with exclusive partitioning. We propose to detect clusters embedded in feature subspace based on EM with a local feature saliency measure. The number of clusters is also simultaneously detected by integrating a Minimum Message Length (MML) criterion. Through experiments performed on both synthetic and real-world datasets, we demonstrate the advantages of the proposed localized feature selection method over the global one. The rest of the paper is organized as follows: In Section 2, we introduce some essential background on EM-based clustering and simultaneous global feature selection. In Section 3, we perform model detection for Gaussian mixture through EM with an integrated local feature saliency. The proposed algorithm is evaluated on both synthetic and realworld datasets in Section 4. Finally, we summarize our work in Section 5.
Background on EM-based Clustering and Global Feature Selection.
From a model-based perspective, each cluster can be mathematically represented by a parametric distribution. The entire dataset is therefore modeled by a mixture of these distributions. The most widely used model in practice is the mixture of Gaussians.
The clustering process thereby turns to estimating the parameters of the Gaussian mixture, usually by the EM algorithm.
Traditionally, a finite mixture of densities with K components is represented by,
where α j is the a priori probability, and θ j is a set of parameters of component j.
The parameters are estimated by maximizing the likelihood as,
Let Z = {z ij } N ×K be a set of missing (latent) cluster labels, where z ij = 1 if y i is a sample of p(·|θ j ), and z ij = 0 otherwise. Z can be also written as a vector
Let W = E[Z|Y,θ(t)] represent the expected value of Z, whereθ(t) is the estimate of θ at iteration t. The parameters can be estimated by the following updating rule, Assuming features are conditionally independent, the mixture of densities can be described as,
where D is the number of features. Define the global feature saliency ρ l to be the probability that feature l is salient to all the components. Then, (1 − ρ l ) is the probability that l is not salient to any of the components. Let Φ = (φ 1 , . . . , φ D ) be the feature relevance vector with φ l = 1, if feature l is relevant and, φ l = 0, otherwise.
Then, ρ l = Pr(φ l = 1). Finally, the likelihood function can be rewritten as [7] ,
where q(·(λ l )) is a common density, which defines the distribution of an irrelevant feature l. If we treat Φ as missing variables, the feature saliency vector ρ can be estimated by the EM algorithm [7] .
3. Detecting Clusters Embedded in Feature Subspace. In this section, we present a probabilistic model based on Gaussian mixture to detect clusters embedded in feature subspace. First, we define a localized feature saliency and show how it could be integrated into EM clustering. Then, we estimate the number of clusters with the MML criterion.
3.1. Localized Feature Saliency . In our approach, the importance of a feature can be different for different clusters, which implies that the feature relevance takes a matrix form, Φ = {φ jl } K×D , where φ jl = 1 indicates that feature l is associated with component j, otherwise φ jl = 0. Let ρ jl = Pr(φ jl = 1) be the probability that feature l is relevant to component j. Then, the likelihood can be obtained based on the following proposition.
Proposition 1. Let p(·|θ jl ) represent the distribution of a salient feature l for a particular component j, and q(·|λ jl ) the distribution if feature l is non-salient to the particular component. Assuming that the features are conditionally independent, the likelihood function can be written as,
Proof. Let φ j = (φ j1 , . . . , φ jD ). For a particular component j, we have
Marginal density on y gives
where θ = {{α j }, {θ jl }, {ρ jl }, {λ jl }} is the set of all the parameters.
Taking {z ij } and {φ jl } as latent variables, we derive the E-step and M-step of the EM algorithm to estimate the parameter set.
E-
Step: Compute the expectation of the log-likelihood.
From Equation (8), the expected complete log-likelihood of the dataset based on
The probabilities are computed as follows,
The three parts of Equation (10) can be maximized separately by updating the following quantities,
The EM algorithm alternates between the E-step, which computes an expectation of the likelihood by including the latent variables as if they were observed, and the Mstep, which maximizes the expected likelihood found in the E-step. The parameters found in the M-step are then used to begin another iteration of the E-step, and the process is continued until the algorithm converges to a finite mixture model with feature saliency associated with each cluster. Thus, clustering and localized feature saliency detection is achieved simultaneously.
Model Selection Based on Minimum Message Length (MML). Al-
ternation of E and M steps in the above algorithm eventually results in a maximum likelihood estimate of Gaussian mixtures, which requires the number of clusters K as prior knowledge. To overcome this difficulty, we employ the MML criterion to detect the optimal number of clusters [7] . The MML criterion for our model with respect to θ is as follows,
In the above equation, R and S are the number of parameters of p(·) and q(·), respectively, which for a Gaussian distribution is 2. Also, − log(Y|θ) corresponds to loglikelihood, and 
represents the code-length for parameters λ jl . The optimal mixture model is the one that minimizes the cost function J(θ) in Equation (20) ,
The algorithm introduced above works well in general cases. However, extreme bad initialization may lead to some clusters with singular covariance matrices, and thus adversely affect the cost function J(θ). Those clusters can be pruned based on a modification of Equation (14) [7] ,
The effect of Equation (22) is that some small trivial components are quickly eliminated at an early stage. Similarly, Equation (19) is modified to,
The above Equation can prune ρ jl to either 1 or 0.
In summary, the proposed EM clustering with localized feature saliency consists of the following steps,
1. Initialize the algorithm with a large value of K, minimal number of components K min , and the parameter set θ.
2.
Alternate between E-step and M-step until the model converges to a local maximum. During this step, components with α j = 0 are pruned.
3. Record the parameter set θ and the message length based on Equation (20).
Terminate the iterations if
removing the smallest component, and repeat steps (2) and (3).
5. Output the model with the smallest message length. 4. Experimental Results. In general, the performance of an unsupervised feature selection algorithm is hard to be evaluated. Localized feature selection makes it even more difficult as we have an additional layer of complexity brought by the association of clusters to different feature subsets. In this section, we provide thorough evaluation of the proposed algorithm by comparing it with the global feature selection approach [7] on both synthetic and real-world datasets. In addition, we show the need for feature selection in clustering and the benefits of selecting features locally through a case-study on Boston housing dataset.
Synthetic Data.
First, we applied both our method and the global feature selection algorithm to several synthetic datasets. As we know the underlying models from which the patterns were sampled from, the performance of an algorithm is inter- The total number of patterns is N = c j=1 N j . Table 1 shows a summary of the four synthetic datasets generated.
In the experiments, we initialized the parameters as follows: number of clusters K is set to 20, the a priori probabilities α j are set equally at 1/20, the feature saliencies ρ jl are set at 0.5, and the common components are set to cover the entire dataset.
We ran the proposed algorithm 10 times independently with stopping threshold of 10 −7 . The clustering error rates and cluster numbers are computed as the average over the 10 runs, and standard deviations are calculated accordingly. The feature saliency for each cluster at each run is mapped to a grey-scale image, where each column represents a feature, and each row represents an individual run, as shown in Table 2 . For all the four datasets, the proposed algorithm successfully detected the number of clusters. Each cluster and its relevant feature subset are also detected correctly. The grey-scale image is steady vertically, indicating that the algorithm is stable in different runs. In Table 2 , we also show the performance of the global feature selection algorithm [7] on each of the datasets. We can see that the union of the localized feature subsets is equivalent to the relevant features selected by the global approach. Moreover, while global algorithm is able to detect the number of clusters correctly, it can not determine if a salient feature really plays a critical role for a particular cluster. On the other hand, our approach yields more informative models, which not only provide information about whether a feature is relevant or not, but also about which cluster the feature is relevant or irrelevant to.
Real-world datasets.
For the evaluation on real-world datasets, we utilized four datasets: wine, wdbc, vehicle, and zernike, from the UCI machine learning repository [21] , having varying number of features, patterns, and categories. The wine dataset is used to recognize different wine types by 13 characters of chemical analysis. images of handwriting digits. Summary of these four datasets is shown in Table 3 .
The parameters are initialized in the same way as for the synthetic datasets, except that K is set at 30 for the zernike dataset.
The datasets are provided with class labels for supervised learning, which are excluded during the clustering process. We assign a class label to each final cluster afterwards so that a pseudo error rate can be computed for evaluation purpose. The cluster label is simply selected as the class to which majority of patterns in the cluster belongs. In other words, we assume that each cluster consists of patterns from the same class. Comparing the cluster labels of all the patterns with the true class labels yields the pseudo error rate.
The estimated cluster numbers and pseudo error rates are shown in Table 4 for both local and global methods. It is clear that the proposed EM clustering with localized feature saliency generally outperforms the global one with lower error rates and variances. We also compared the feature saliency of the two algorithms as greyscale images in Table 5 . Obviously, different clusters have different relevant feature subsets, which are usually smaller than the globally relevant feature subset. This result indicates that a globally relevant feature can be irrelevant to some clusters.
Our experiments also show that a locally relevant feature might be treated as globally irrelevant. For example, the third feature of wine dataset is relevant to the first cluster (bright column), but, it has been ignored by the global feature selection algorithm (dark column). Thus, EM clustering with localized feature saliency provides users more accurate knowledge regarding the underlying model from which the cluster component is generated. Moreover, the vertical belt patterns in the grey-scale images demonstrates the stability of the proposed algorithm over different runs.
Boston Housing Dataset.
In this section, we present a case study of the proposed algorithm on the Boston housing data from UCI [21] , which contains 506 neighborhoods in the Boston metropolitan area with 14 attributes, as described in Table 6 . This dataset is often used as a test bed to compare the performance of prediction methods by estimating the value of the last attribute MEDV from the other 13 attributes. In our experiment, we remove the binary attribute CHAS, and consider the rest 13 attributes on an equal basis. Our goal is to find groups of neighborhoods based on these attributes, and to identify the saliency of attributes for each individual group.
In our experiment, the number of clusters are initialized to 20, and other parameters are initialized in the same way as for the synthetic datasets. As shown in Figure   2 , 10 clusters are identified. Notice that the attribute saliency varies for each cluster.
For example, attributes {CRIM, RAD, TAX, PTRT} are important to Group A but not to Group E, while attribute B is important to Group E but not to Group A. 1 . A three-cluster system with cluster C 1 embedded in feature set {x 1 , x 2 }, cluster C 2 embedded in feature subset {x 2 }, and cluster C 3 embedded in feature subset {x 1 }. 
