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Resumo
Este trabalho discute a equação iconal em duas frentes. Discussão de soluções ana-
líticas por equações do raio e, abordagem numérica pelo algoritmo Fast Marching. A
correta solução física para essa equação é dada por soluções de viscosidade, que aborda-
mos por semidiferenciais. Os resultados numéricos foram aplicados em tempos de trânsito.
Apresentamos um algoritmo que encontra caminhos ótimos em meios bidimensionais pelo
resultado do Fast Marching.
Palavras-chave: marcha-rápida, equação iconal, caminho-ótimo.
Abstract
This work discuss the eikonal equation. The former one using the analytical raytracing
solutions and the later using the Fast Marching Algorithm (FMM). The correct physical
response is obtained using the viscosity solution. This technique is developed here with
the help of subdifferentials. Numerical results for the FMM were applied for computing
traveltimes and path planning problems.
Keywords: fast marching, eikonal equation, path-planning.
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Neste trabalho, estudamos a equação iconal, uma equação diferencial parcial de pri-
meira ordem não linear encontrada em problemas de propagação de onda. Em primeiro
momento, desenvolvemos a teoria de aproximação assintótica no sentido de Poincaré. De-
duzimos a equação iconal por aproximação assintótica no espaço das frequências, com o
uso da Equação de Helmholtz
∆uˆ+ v(x)ω2uˆ = 0, (1.1)
Assumimos, por hipótese, uma solução aproximada no espaço das frequências para a





Apresentamos também a dedução das Equações de Euler−Lagrange com aspecto geo-
métrico para os estudos de trajetórias do Raio que envolvem a iconal como o caso par-
ticular das Equações de Hamilton−Jacobi. O estudo da equação iconal pelas Equações
de Euler−Lagrange viabiliza o estudo do sistema de Equações do Raio. A solução desse
sistema fornece soluções exatas à iconal. Encontramos quatro modelos de velocidade que
resolvem o sistema de equações do Raio. As dificuldades encontradas em produzir soluções
exatas conduziu esse trabalho a um tratamento numérico para tal equaçao.
Discutimos o método das soluções de viscodidade no caso unidimensional e no caso ge-
ral. O estudo dessas soluções proporciona o tratamento numérico para a equação iconal.
Quando manipulamos equações diferenciais parciais, tais como a equação iconal, é ne-
cessário seguir o princípio da casualidade. Esse princípio será a base de como podemos
rastrear propagações de frente de onda/interfaces.
O princípio da casualidade estipula que a atual posição de uma frente de onda não afeta
posições anteriores da frente. Desse modo, não é necessário calcular novos valores em
áreas onde a frente já se propagou, e nem em áreas muito distantes da frente. Assim, a
quantidade de cálculos é reduzida. Se os valores são atualizados em uma ordem que atende
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o princípio da casualidade, a solução pode ser construída em ordem crescente. O algori-
timo Fast Marching segue o princípio da casualidade e está intimamente relacionado com
o algoritmo de Dijkstra que calcula o caminho de menor custo em uma rede. O princípio
do algoritmo consiste em calcular os valores dos pontos de uma malha discretizada, na
ordem em que a frente cruza estes pontos. Uma das principais vantagens desse algoritimo
é o baixo custo computacional. Aplicamos o Fast Marching para o cômputo de tempos
de trânsito em variados modelos de velocidade.
Além da aplicação de tempos de trânsito, utilizamos o Fast Marching em caminhos
ótimos. A formulação do problema dá-se pelo cálculo variacional. De outro modo, mos-
tramos que resolver a equação geometrica de Euler−Lagrange é o mesmo que resolver uma
equação iconal ancorada em algum ponto inicial A e retroceder o caminho pelo método
do gradiente, a partir de qualquer ponto B no domínio.
O planejamento de caminho (navegação) de rotas aborda a questão de como um objeto
deve mudar sua posição entre duas configurações dadas. Com base em Kimmel and
Sethian (2001), lidamos com o problema de planejamento de caminho para um objeto
num domínio bidimensional. Métodos baseados em pesquisa de grafos/redes são aplicados
a este tipo de problema em que o grafo impõe uma métrica não natural no problema físico
contínuo. Além disso, o refinamento da rede não fornece melhor solução para o problema.
Outra proposta desse trabalho é criar alternativa a esses métodos. Com o Fast Marching
temos uma situação diferente, não seguimos os nós de uma rede, nos baseamos em cima
da solução da equação diferencial iconal, esse fato é o que viabiliza a convergência em
problemas contínuos. Uma pergunta que pode surgir é: para quais modelos de velocidade
essa implementação é válida? Se a velocidade depende somente da posição, mostramos
que o algoritmo sempre converge.
1.2 Aproximação Assintótica
A ideia de série assintótica é iniciada com a definição de equivalência assintótica en-
tre duas funções no sentido de Poincaré. Podemos dizer que duas funções f e g, são
assintoticamente equivalentes no sentido de Poincaré em x0 se
lim
x→x0
(x− x0)−m (f(x)− g(x)) = 0, ∀m ∈ N,
onde f e g estão definidas em algum intervalo que contém o ponto x0. O limite acima
afirma que a diferença entre f e g diminui mais rapidamente do que qualquer potência
da diferença (x − x0). Denotaremos esta equivalência por f ≈ g quando x → x0. A
comparação de equivalência assintótica de funções no infinito, dá-se de forma equivalente
lim
x→∞
xm (f(x)− g(x)) = 0, ∀m ∈ N.
De outro modo, podemos dizer que a diferença entre f e g tende a zero mais rapidamente
do que qualquer potência de x tende ao infinito. Para definirmos série assintótica de uma
função, não podemos utilizar diretamente a definição de equivalência assintótica, pois a
expansão da série em questão pode não convergir. Assim, necessitamos de mais definições
matemáticas.
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Definição 1.1. Para uma função f dizemos que a série
∑∞
n=1An(x−x0)n é uma expansão










= 0, ∀n ∈ N.
Para n = 0 o coeficiente A0 é dado pela expressão
lim
x→x0
(f(x)− A0) = 0 ⇒ A0 = lim
x→x0
f(x).
Similarmente, para n = 1, A1 é calculado por A0
lim
x→x0
(f(x)− A0)− A1 (x− x0)
(x− x0) = 0 ⇒ A1 = limx→x0
f(x)− A0
(x− x0) .
Para n = 2 obtemos
lim
x→x0
(f(x)− A0)− A1 (x− x0)− A2 (x− x0)2
(x− x0)2 = 0 ⇒ A2 = limx→x0
(fx(x)− A0)− A1(x− x0)
(x− x0)2 .
Em geral, se f ∈ C∞(Ω) onde Ω é um aberto do Rn, todos os coeficientes de uma
série assintótica são dados por An = f (n)(x0)/n!, onde f (n) denota a n-ésima derivada de
f . Cada função tem uma única sequência assintótica, mas uma determinada sequência





x , x > 0,
0 , x ≤ 0.
É fácil ver que g ∈ C∞(R) e gn(0) = 0. Assim, quando x → 0 a expansão assintótica
desta função é uma sequência de zeros, logo 0 e g possuem a mesma expansão no ponto
x = 0 daí g ≈ 0. Portanto, para todas as funções f que possuem uma série assintótica
no ponto x = 0, temos f e (f + g) com a mesma série assintótica nesse ponto. Logo,
(f + g) ≈ f .
Definição 1.2. A série
∑∞
n=0Anx




xn(f(x)− Sn(x)) = 0.
O comportamento de uma série assintótica no infinito pode ser melhor entendido pelo





com x 1 e com série assintótica dada pelaDefinição 1.2. O objetivo aqui, é determinar






























t−1e−tdt = 0, (1.3)
onde a última integral é limitada para x > 0 pela integral
∫∞
x
e−tdt que se aproxima de
zero quando x→∞.





































−x2x−1e−x − e−x + xe−x
−e−x
= −1.
Utilizando a Definição 1.2 recursivamente, podemos determinar todos os An. Porém, é
mais conveniente (neste exemplo) utilizar integração por partes sucessivamente, ou seja,∫ ∞
x





















t−(N+1)e−t dt︸ ︷︷ ︸
RN (x)
(1.4)











Observe que a série para o qual SN(x) é uma soma parcial é divergente para qualquer x
fixo. Para garantir que a expressão (1.5) é série assintótica de f é necessário e suficiente
que a parte RN(x) de (1.4) (a que não se encontra no somatório) tenda a zero quando




















logo, a expressão (1.5) é série assintótica de (1.2). A Figura (1.1) exibe a série assintó-
tica (1.5) com o gráfico da função (1.2).










f(x) N=1 N=6 N=11 N=16
Figura 1.1: Exemplo da série assintótica de f .
Na Figura 1.2 exibimos a mesma imagem com ampliação do eixo y.









f(x) N=1 N=6 N=11 N=16
Figura 1.2: Exemplo da série assintótica de f , com eixo y ampliado.
Note que a convergência da série se dá pelo aumento de x e não pelo número de termos
somados. Essa característica está sempre evidente em uma série assintótica. Definitiva-
mente, não faz sentido somar a série até uma grande quantidade de termos, normalmente
levamos em conta apenas os primeiros termos. No contexto de séries assintóticas o con-
ceito de convergência é irrelevante.
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1.3 Equação Iconal
Utilizaremos uma aproximação assintótica no espaço das frequências, consideramos a
Equação de Helmholtz,
∆uˆ+ v(x)ω2uˆ = 0, (1.6)
que é obtida pela transformada de Fourier no tempo da equação da onda 3D sem o termo
fonte para x = (x, y, z) 6= 0. A ideia principal aqui, é assumir, por hipotése, que a solução





Em ótica geométrica, considera-se apenas o primeiro termo da última expressão, isto é
uˆ(x, ω) ≈ A(x)e−iωT (x), (1.7)
onde foi considerado A ≡ A0.
O próximo passo é inserir a solução tentativa (1.7) em (1.6). Para isto, deve-se computar
as derivadas de primeira e segunda ordem de (1.7). Por simplicidade considere uˆ = Ae−iωT .
Assim
uˆx = Axe
−iωT − iωATxe−iωT = Axe−iωT − iωTxuˆ,
e
uˆxx = Axxe
−iωT − iωAxTxe−iωT − iωTxxuˆ− iωTxuˆx
= Axxe




−iωT ]+ ω1 [−2iAxTxe−iωT − iTxxuˆ]+ ω2 [−T 2x uˆ] .
Expressões semelhantes são obtidas para as derivadas parciais com relação a y e z. Desse
modo obtemos
0 = [∆A(x)]ω0




Para que a equação acima seja satisfeita, os coeficientes de cada potência de ω devem se
anular independentemente. Assim, obtemos três equações diferenciais parciais
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ω0 : ∆A(x) = 0,
ω1 : ∇A(x) · ∇T (x) + A(x)∆T (x) = 0, (1.8)
ω2 : ‖∇T (x)‖2 = v(x), (1.9)
onde ∇ e ∆ são o gradiente e laplaciano respectivamente.
A equação (1.8) é conhecida como equação de Transporte e soluciona a parte dinâmica
da equação da onda acústica e a equação (1.9) resolve a parte cinemática, conhecida como
iconal.
Neste trabalho trataremos apenas a resolução da equação iconal. No sentido da ótica
geométrica essa equação é um caso particular das equações de Hamilton−Jacobi. Por
outro lado, em sísmica ela fornece os tempos de trânsito da propagação de onda. Na
próxima seção discutiremo os aspectos óticos da iconal e depois vamos tratá-las no sentido
das equações de Euler−Lagrange.
1.3.1 Princípio de Fermat e Equações de Euler−Lagrange
O Princípio de Fermat afirma que o percurso da luz que propaga entre dois pontos é tal
que o tempo gasto é estacionário, em geral, mínimo. De posse desse princípio, o clássico
exemplo é o do salva-vidas. Suponha um oceano reto que separa o mar da praia, como
mostrado na Figura 1.3. Um salva-vidas está na posição A = (xA, yA) e vê um afogamento
de uma pessoa no ponto B = (xB, yB).
Figura 1.3: Exemplo de caminho mínimo num meio heterogêneo.
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O salva-vidas correrá de A atéM = (x, 0) e nadará desse ponto até B. Queremos deduzir
o tempo t que o salva-vidas demorará para percorrer os segmentos AM e MB. Sejam v1














(x− xB)2 + y2B
v2
,
onde t1 é o tempo gasto pelo salva-vidas correndo na praia do ponto A até M e t2 é
o tempo gasto pelo salva-vidas nadando do ponto M até B. Assim, o tempo total do
percurso será
t = t1 + t2 =
√




(x− xB)2 + y2B
v2
.
O salva-vidas sempre busca realizar os salvamentos no menor tempo possível. Se apli-
carmos o princípio de Fermat nesta situação, buscamos dt/dx = 0, logo
dt
dx
= − xA − x
v1
√






























ou seja, a fórmula obtida é o que conhecemos como lei de Snell−Descartes. O exemplo
mais simples para a aplicação da lei de Snell−Descartes é a passagem de luz através de
um meio homogêneo, em que a velocidade da luz não muda com a posição. Nesse caso, o
tempo mais curto é equivalente a distância mais curta entre dois pontos que é um segmento
de reta Figura 1.4(a). Quando o meio é não homogêneo, existirá refração entre as regiões,
Figura 1.4(b) e (c), na imagem central note que a parte superior possui velocidade menor
em relação a parte inferior, considerando a normal com relação a interface, linha de cor
magenta observa-se que o ângulo de refração no meio inferior é maior, em outras palavras,
a luz sofre menor resistência à propagação num meio de maior velocidade.
Por outro lado, na Figura 1.4(c) a luz percorre um meio de maior para menor veloci-





Figura 1.4: (a) caminhos ótimos em meio homogêneo. (b) refração da luz num meio de
menor para maior velocidade. (c) refração num meio de maior para menor velocidade.
Por fim, descrevemos brevemente o fenômeno da miragem ou reflexão total, suponha
um meio com índice de refração n (onde n = c/v e c sendo a velocidade da luz no
vácuo e v a velocidade da luz no meio material) decrescente e um raio de luz que sofrerá
sucessivas refrações se afastando da normal a cada refração, Figura 1.5(a). Assim, existirá
um momento em que o raio atingirá o ângulo limite de refraçao, Figura 1.5(b). Daí por




Figura 1.5: (a) meio acamadado com refrações decrescentes. (b) refração total, também
temos o caminho ótimo entre as extremidades do raio. (c) exemplo de miragem.
Essa ideia, é a chave do entendimento das miragens, isto é, miragens são fenômenos de
reflexão total de raios de luz que provocam o espelhamento dessa luz. As figuras anteriores
mostram somente os raios refratados, porém, o fenômeno de refração e reflexão ocorrem
simultaneamente. Um típico exemplo de miragem acontece em ambientes com variação
de temperatura (ar frio mais denso e ar quente menos denso), pois se um raio atravessa
diferentes camadas de temperaturas/densidades ele fará uma curva devido a variação
do índice de refração até atingir um ângulo limite. A partir daí, ele retorna refletido
integralmente, causando o espelhamento do objeto como pode ser visto na Figura 1.5(c).
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1.3.2 Cálculo Variacional
A fórmulação do problema de caminho ótimo possui alicerces no cálculo variacional que é
uma generalização do cálculo diferencial, para mais detalhes veja Popov (2002). O cálculo
das variações ou cálculo variacional é utilizado para determinar o lugar geométrico, em
geral uma curva ou superfície sobre o qual uma dada função assume um valor estacionário,
usualmente um máximo ou mínimo. Antes de fórmularmos o problema de caminho ótimo,
vamos deduzir as equações de Euler−Lagrange. O conceito de funcional aqui pode ser




F (y(x), x) dx
O integrando F depende de x e uma outra função y = y(x). A integral I depende
dos valores escolhidos para os limites de integração a e b e também, da forma específica
da função y. Como estamos integrando em x, após a integração, não teremos mais a
dependência em x. Logo, a grandeza I é uma função de y, ou mais corretamente, um
funcional de y, que normalmente é denotado por I = I[y].
Considere dois pontos arbitrários e fixos A e B no plano xy, de coordenadas (xA, yA)
e (xB, yB) respectivamente. Seja D o conjunto de todas as possíveis funções y tal que
(xA, yA) = (a, y(a)) e (xB, yB) = (b, y(b)). Cada elemento de D, ou cada possível função y
corresponde a uma curva no plano xy conectando os pontos A e B. A partir dessas ideias,
queremos encontrar algum método para determinar uma curva C (a função y) tal que o
valor de I sobre esta curva seja um extremo (máximo ou mínimo). Pelo cálculo diferencial,
Figura 1.6: Possíveis curvas entre os pontos A e B.
pode-se determinar o valor de x para o qual uma função y contínua e diferenciável é um
extremo, determinando-se para qual valor de x a variação sofrida pela função se anule,
isto é
δy = y(x+ δx)− y(x) = 0,
onde dx é uma variação infinitesimal sobre x. Se y for contínua e diferenciável, dy também
será uma quantidade infinitesimal. Efetuando expansão em série de Taylor em torno do





esse resultado, implica que para δy = 0 só é possível se
dy
dx
= 0, com dx 6= 0.
Assim, o valor do funcional I depende da curva escolhida, isto é, ele depende da forma
da função y. Seja y uma tal função. Considera-se em seguida uma curva infinitesimal-
mente próxima a esta denotada por y + δy, dessa forma, teremos também uma variação
infinitesimal δI no funcional. O valor de I será um extremo sobre a curva y se δI = 0.
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O problema que se coloca é o da determinação da função y que extremiza o funcional I.
Considere o seguinte funcional
I = I[y, y′],





F (y(x), y′(x), x) dx.




[F (y + δy, y′ + δy′, x)− F (y, y′, x)] dx, (1.10)
onde por simplicidade não carregaremos a dependência de x em y e y′. Desse modo,
expandindo a função F (y+δy, y′+δy′, x) em série de Taylor em torno de y, y′, desprezando
os termos de ordem superior, obtemos























































































= 0, ∀x ∈ [a, b]. (1.12)
A equação (1.12) é conhecida como equação de Euler−Lagrange.
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1.4 Equação Iconal por Euler−Lagrange






onde v é a velocidade, s é o comprimento do caminho percorrido e t é o tempo necessário
para percorrer este caminho. Se estamos em R3, o caminho percorrido pode ser parametri-
zado através de um parâmetro livre α, resultando na seguinte curva x = (x(α), y(α), z(α)).





onde, x˙, y˙ e z˙ são as derivadas de x, y e z, respectivamente, em relação a α.
Desse modo, utilizando (1.13) e (1.14), o tempo T gasto por uma onda com velocidade








Para acharmos o tempo mínimo necessário, basta utilizarmos a equação de Euler−Lagrange
(1.12). Neste caso temos,
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com as condições iniciais 
x(α0) = x0,
x(`) = xf ,
T (α0) = T0.
O sistema de equações obtido em (1.17) é chamado de equações do Raio. Esse sistema
busca resolver o menor tempo de propagação, ou seja, resolve a iconal. Além disso, esse
sistema é o mesmo dado pelo método das características, quando aplicado na equação
iconal (1.9), como demonstrado em Bleistein et al. (2001) página 442.
1.5 Soluções Exatas para Equação Iconal por Equações
do Raio
Existem diversas dificuldades em encontrar soluções exatas para a equação iconal. Nesta
seção, apresentaremos algumas velocidades v(x) onde o sistema de equações do raio possui
solução exata.
1.5.1 Parametrização em z
As velocidades que utilizaremos nesta seção para obtermos a solução exata das equações
do raio serão dependentes apenas da coordenada z. Portanto para que possamos efeturar
os cálculos de maneira mais simplificada, iremos parametrizar as equações do raio em
relação a z, e não mais em relação a α, logo, pela equação (1.15) obtemos




x˙2 + y˙2 + 1
v(z)
dz,


















1− p2v2 e y˙
2 =
q2v2(y˙2 + 1)
1− q2v2 , (1.18)
onde p e q são constantes a serem determinadas.
Substituindo a expressão de y˙2 em x˙2 e vice versa, temos
x˙2 =
p2v2
1− p2v2 − q2v2 e y˙
2 =
p2v2
1− p2v2 − q2v2 . (1.19)
Para determinar as constantes p e q, considere x˙(z0) = γ, y˙(z0) = β e v(z0) = v0.
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1 + γ2 + β2
. (1.20)




1 + γ2 + β2




1 + γ2 + β2
= sinφ sin θ.
com φ ∈ [0, pi] e θ ∈ [0, 2pi] obtemos
x˙ =
r cosφ sin θ√
1− r2 sin2 θ
e y˙ =
r sinφ sin θ√
1− r2 sin2 θ
, (1.21)





1− r2 sin2 θ
. (1.22)
As contas acima são válidas em R3. Para o caso bidimensional, basta tomar φ = 0.
Vamos iniciar o estudo para os casos onde o sistema de equações (1.21) e (1.22) possuem
soluções exatas. Para isso, precisamos conhecer as condições iniciais, x(z0) = x0, y(z0) =
y0 e T (z0) = T0 e os parâmetros v0, φ e θ.
• Caso 1: solução exata para v(z) = v0, isto é, a velocidade é constante. Neste caso,






cuja a solução é dada por
T (z) = T0 +
(z − zo) sec θ
v0
.
Também, por (1.21) para r = 1 temos
x˙ = cosφ tan θ e y˙ = cosφ tan θ,
ou seja, para um dado tempo T fixo, os raios podem ser dados por
x(z) = x0 + (z − zo) cosφ tan θ e y(z) = y0 + (z − zo) cosφ tan θ.
Analisando esse resultado geometricamente para o caso bidimensional, isto é, φ = 0,
sem perda de generalidade y0 = 0. Logo, x = x0 + (z − zo) tan θ é uma semirreta
partindo de x0. Além disso,
(x− x0)2 = (z − z0)2 tan2 θ = (z − z0)2(sec2 θ − 1),
ou seja,
(x− x0)2 + (z − z0)2 = (z − z0)2 sec2 θ = v20(T (z)− T0)2,
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portanto, a onda se propaga satisfazendo uma equação de circunferência de centro
(x0, z0) e raio |T − T0|v0.
• Caso 2: solução exata para v(z) = v0 + g(z − z0) (g constante não nula), então
a velocidade é uma função afim de z. O tempo de propagação é obtido resolvendo


























g(1− k2) , T (k0) = T0
cuja a solução é




(1 + k)(1− k0)
(1− k)(1 + k0)
]
.
Retornando à variável original z, vem












1− r2(z) sin2 θ
)
(1 + cos θ)
 .
Em seguida, calculamos a posição do raio em cada tempo T , utilizando a equação










, y(k0) = y0.
Cuja solução é dada por




y(k) = y0 − (k − k0)v0 sinφ
g sin θ
.
Retornando à variável original, obtemos
x(z) = x0 −
√







y(z) = y0 −
√
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lembrando que neste caso r(z) = 1 + (z − z0)g/v0. Do mesmo modo que no Caso 1,
vamos analisar o comportamento da propagação do raio no caso bidimensional, ou
seja, φ = 0 e novamente sem perda de generalidade y = y0 = 0 pela equação (1.23)
temos



























+ z − z0
)2
.
Rescrevendo temos k2(z) = 1− r2, temos


















+ z − z0
]2
(1.24)




















que é novamente a equação de uma circunferência.
• Caso 3: solução exata para v(z) =
(
v−20 + g(z − z0)
)−1/2 (g constante não nula). O







1− r2 sin2 θ
]−1
. (1.25)
Considere a mudança de variável k(z) =
√
1/r2 − sin2 θ e observando que em z0




2(k2 + sin2 θ)
v30g






(k3 − k30) + 3(k − k0) sin2 θ
]
+ T0,
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+ 2 sin2 θ
)
− cos θ(cos2 θ + 3 sin2 θ)
]
.





2 cosφ sin θ
v20g




2 sinφ sin θ
v20g
, y(k0) = y0.
Cuja solução é dada por
x(k) = x0 +




y(k) = y0 +
2(k − k0) sinφ sin θ
v20g
.
Retornando à variável orignal, obtemos
x(z) = x0 +
2
(√






y(z) = y0 +
2
(√





Em 2D, podemos tomar φ = 0 e y0 = 0. Além disso de (1.26) temos
























+ (z − z0). (1.28)
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Então, podemos rescrever (1.27)(











que é a equação de uma parábola. Desse modo os raios satisfazem uma equação de
parábola para algum tempo T fixo.
• Caso 4: solução exata para v(z) = v0eg(z−zo) (g constante não nula). O tempo de







1− r2 sin2 θ
]−1
,







, T (k0) = T0,
Cuja a solução é
T (k) = T0 +
sin k0
gv0
[cot k0 − cot k] .
retornando à variável original z, vem
T (z) = T0 − 1
gv0r
[
r(z) cos θ −
√
1− r2(z) sin2 θ
]
. (1.29)
Em seguida, calculamos a posição do raio em cada tempo T , utilizando a equação












, y(k0) = y0
Cuja solução é dada por









Retornando à variável orignal, obtemos
x(z) = x0 +




y(z) = y0 +
arcsin(r sin θ) sinφ− θ sinφ
g
, (1.31)
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Para o caso bidimensional basta tomar φ = 0. As equações (1.30) e (1.31) represen-
tam a trajetória do qual o raio se propaga para cada tempo T da equação (1.29).
Diferente dos casos anteriores, aqui não é possível obter uma trajetória conhecida.
Fica claro que encontrar soluções exatas para a equação iconal é uma tarefa árdua.
Um trabalho relevante desenvolvido por Caffarelli and Crandall (2010) diz que em Rn
para n ≥ 2 a solução da equação iconal é de dois tipos. A solução é uma função do tipo
afim ou é uma função do tipo cone, isto é, T (x) = a ± ‖x − z‖. A demonstração desse
resultado foge ao escopo deste trabalho.
Em vista das dificuldades expostas em obtermos soluções exatas para a equação iconal,
discutiremos nos próximos capítulos aspectos numéricos. Iniciaremos a discussão com
propagação de interfaces que conduzem de forma natural às soluções de viscosidade.
Soluções de Viscosidade - Esquemas numéricos 30
Capı´tulo2
Soluções de Viscosidade - Esquemas
numéricos
2.1 Propagação de Interfaces 2D
A discussão dos aspectos de propagação de interfaces é necessária para a teoria do algo-
ritmo Fast Marching (FM ), desenvolvido por Sethian (1999). A implementação do FM
é um dos objetivos principais deste trabalho. Geometricamente uma interface pode ser
considerada como uma curva que separa dois meios que estão interagindo entre si, em
outras palavras, a interface diz respeito a fronteira que separa os meios. Considere uma
interface que evolua com o tempo somente na direção normal exterior com velocidade
conhecida v. O objetivo é monitorar a propagação da interface. A função velocidade v
pode depender de muitos fatores, por exemplo
v = v(L,G, I),
onde L refere-se as propriedades locais, que são determinadas pelas informações de geo-
metria local à curva, tais como curvatura e direção da normal. O parâmetro G fornece as
propriedades da forma, por exemplo, a velocidade pode estar associada a equações dife-
renciais. Um caso particular é se a interface é uma fonte de calor, então ela será afetada
pela difusão em ambos os lados do meio. As propriedades independentes I, são aquelas
que não dependem do formato e posição da interface, podem ser vistas como um fluído
no qual a interface está sendo transportada.
Se conhecemos v e uma posição da interface, podemos formular a evolução da frente com
uma estrutura Euleriana, isto é, com um sistema de coordenadas fixo. Assuma v > 0,
então a frente de onda sempre evolui para fora. Um método de caracterizar a posição
da frente é computar o tempo de trânsito T (x, y) da frente que cruza cada ponto (x, y),
Figura 2.1(a).
A equação que descreve T no caso unidimensional é facilmente derivada, Figura 2.1(b).
Utilizando o fato que distância = velocidade*tempo, podemos escrever
dx = vdT,









Figura 2.1: (a) evolução de interface que expande com v > 0, onde T (x, y) = 0 para (x, y)
pertencente na evolução inicial. (b) equação que descreve T no caso unidimensional.
Em maiores dimensões o gradiente ∇T é ortogonal as curvas de nível de T , similarmente
ao caso unidimensional, obtemos
‖∇T (x)‖ = 1
v(x)
, x ∈ Ω, T (x) = 0, x ∈ Γ, (2.1)




Figura 2.2: Transformação do movimento de interface em problema de valor de contorno.
Podemos notar que o movimento da interface é caracterizado como a solução do problema
de valor de contorno. Se a velocidade v depende da posição e da primeira derivada de
T , então temos uma equação estática de Hamilton−Jacobi. Se a velocidade v depende
somente da posição (x, y), então a equação diferencial relacionada ao (2.1) é um caso
particular das equações estáticas de Hamilton−Jacobi, conhecida como equação iconal.
Existem variados tipos de deduções e aplicações para a iconal, como já foi deduzido no
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capítulo anterior, porém, estamos focados na iconal que resolve (2.1) para qualquer v
dada.
Embora exigimos que v seja estritamente positiva, T pode apresentar múltiplos cruza-
mentos pelo ponto (x, y) ocasionando em soluções multi-valuadas. Para eliminarmos esse
problema, utilizamos a condição de entropia. Entropia se refere à organização das infor-
mações da interface, à medida que ela evolui. Em termos gerais, uma condição de entropia
é utilizada para que nenhuma nova informação possa ser criada, durante a evolução. Eli-
minado o problema de soluções multi-valuadas, precisamos que essa solução seja única e
fisicamente correta. As soluções de viscosidade resolvem esta questão e serão discutidas
na próxima seção.
A formulação do problema de valor de contorno apresentado aqui é facilmente discreti-
zado e pode ser implementado com o algoritmo FM , que atende a condição de entropia
e seleciona a correta solução de viscosidade. Além disso, como não temos dependência
temporal, não é necessário a verificação da condição Courant-Friedrichs-Levy.
2.2 Soluções de Viscosidade
Em geral o problema (2.1) não possui solução clássica do tipo C1, portanto teremos que
considerar soluções fracas, isto é soluções diferenciáveis em Quase Todo Ponto, (qtp). As
soluções fracas que consideraremos, são soluções de viscosidade ou soluções viscosas. A
teoria de soluções de viscosidade foi desenvolvida para superar problemas de não dife-
renciabilidade. Ela proporciona meios para obtermos soluções únicas e em muitos casos
seleciona a correta solução física entre todas as outras. O aprofundamento na teoria é
encontrado em Lions (1981) e Crandall and Lions (1983).
2.2.1 Solução Viscosa - 1D
O caso unidimensional é o mais simples. Vamos computar o tempo T , com velocidade
constante v = 1. Considere o seguinte problema de valor de contorno.∣∣∣∣dTdx
∣∣∣∣ = 1, x ∈ (−1, 1), T (−1) = T (1) = 0. (2.2)
Definição 1.1. Uma função T é uma solução generalizada do problema (2.2) se T é
Lipschitz contínua em [−1, 1] e também se satisfaz a equação diferencial e as condições
de contorno em qtp [−1, 1].
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Se integrarmos (2.2) obtemos a solução T (x) = ±x+ c, onde c é constante. Observe que
não podemos escolher um sinal para x e para c que satisfaçam as condições de contorno.
Entretanto, podemos considerar soluções generalizadas. Um candidato Lipschitz contínuo
para solução deste problema é dado por
T0(x) = 1− |x| =
{
1 + x, x ∈ (−1, 0)
1− x, x ∈ (0, 1) . (2.3)
A função T0 satisfaz as condições de contorno e também a equação diferencial em qtp
do domínio, exceto em x = 0, pois T0 não é diferenciável nesse ponto. Outro candidado a
solução é a função
T1(x) =

x+ 1, x ∈ (−1,−1/2)
−x, x ∈ (−1/2, 0)
x, x ∈ (0, 1/2)
1− x, x ∈ (0, 1)
,
que é solução no intervalo (−1,−1/2) ∪ (−1/2, 0) ∪ (0, 1/2) ∪ (1/2, 1). Com raciocínio
semelhante, podemos escrever T2
T2(x) =

x+ 1, x ∈ (−1,−3/4)
−x− 1/2, x ∈ (−3/4,−1/2)
x+ 1/2, x ∈ (−1/2,−1/4)
−x, x ∈ (−1/4, 0)
x, x ∈ (0, 1/4)
−x+ 1/2, x ∈ (1/4, 1/2)
x− 1/2, x ∈ (1/2, 3/4)
1− x, x ∈ (3/4, 1)
.









,−1 + 2k + 1
2m
)




−1 + 2k + 1
2m
,−1 + k + 1
2m−1
) , k = 0, 1, . . . , 2m − 1.
Ilustramos os gráficos de T0, T1 e T2 na Figura 2.3.
Assim, considerando uma infinidade de soluções generalizadas para o problema (2.2),
surge a pergunta: qual solução devemos escolher? Uma resposta seria a escolha da solução
que corresponde ao objeto real que estamos observando. Mas o ponto é que, se ainda não
sabemos que objeto estamos observando, então esse pensamento não ajuda em nada.
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Figura 2.3: Construção das soluções T0, T1 e T2.
A boa notícia é que há pelo menos uma ideia matemática que ajuda a distinguir uma
solução particular entre todas as soluções. A ideia é adicionar artificialmente um termo
de viscosidade −ε(d2Tε/dx2), ε > 0 na equação (2.2).
Esse termo terá pouca influência na solução Tε(x) onde é suave, no entanto, ele suavizará
todas as quinas permitindo uma solução C2. O sinal de ε foi escolhido para obtermos








∣∣∣∣− 1 = 0 x ∈ (−1, 1), Tε(−1) = Tε(1) = 0. (2.4)
É claro que se ε = 0, obtemos a equação (2.2). O interesse na equação (2.4) é que ela
possui solução única da forma
Tε(x) = 1− |x|+ ε exp(−1/ε) [1− exp (1− |x|/ε)] . (2.5)
A Figura (2.4) ilustra o gráfico de (2.5) para diferentes valores de ε. No limite ε → 0,
conseguimos selecionar a correta solução de (2.2), essa solução é chamada de solução
viscosa.
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Figura 2.4: Gráfico de (2.5) para ε = 1, 1/2, 1/10 e 1/100.
2.2.2 O Caso Geral
De forma geral, a definição de soluções viscosas faz o uso de funções teste suaves e de
algum procedimento para fazer as derivadas que aparecem na equação incidirem sobre
as funções teste. Essas definições são inspiradas no princípio do máximo para equações
elípticas e parabólicas. Aqui, faremos uma definição alternativa, porém equivalente, que
prescinde o uso de funções teste. Contudo, a versão alternativa se apoia no conceito das
semidiferenciais de funções contínuas. A vantagem das semidiferenciais é estritamente
notacional: os cálculos são mais compactos, logo de melhor visualização.
Seja T uma função contínua em um domínio Ω ⊆ Rn e x0 ∈ Ω e considere a seguinte
definição.
Definição 1.2 A superdiferencial de T em x0 é definida por:
D+T (x0) ≡
{
q ∈ Rn; lim sup
x→x0
T (x)− T (x0)− q · (x− x0)
‖x− x0‖ ≤ 0
}
.
Em outras palavras, o vetor q é superfiderencial se o hiperplano x 7→ T (x0) + q · (x− x0)
toca acima do gráfico de T no ponto x0. Similarmente o conjunto de subdiferenciais de T
em x0 é definido por:
D−T (x0) ≡
{
q ∈ Rn; lim sup
x→x0
T (x)− T (x0)− q · (x− x0)
‖x− x0‖ ≥ 0
}
.
Logo, o vetor q ∈ Rn é subdiferencial se o hiperplano x 7→ T (x0) +q · (x−x0) toca abaixo
do gráfico T no ponto x0.
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Figura 2.5: (a) superdiferenciais denotadas pelos segmentos de retas azuis. (b) subdife-
renciais denotadas pelos segmentos de retas vermelhas.
2.2.3 Exemplos
1. Seja n = 1 e
g(x) =

0, x < 0√
x, x ∈ [0, 1]
1, x > 1
,




x−√x0 − q(x− x0)










similarmente, para x < x0 obtemos q ≤ 1/2√x0. O cômputo de D−g(x) é dado de













−x ≤ 0⇒ q ≤ 0.
Portanto, D+g(0) = ∅, com o mesmo raciocínio concluímos que D−g(x) = (0,∞).
Por último, D+g(1) = [0, 1/2] e D−g(1) = ∅. A Figura 2.6 mostra em detalhes o
gráfico de g com as semidiferenciais.
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Figura 2.6: Gráfico de g. Em x = 0 o conjunto D+g(0) = ∅, em x = 1 o conjunto
D−g(1) = ∅.
2. Se n = 1 e g(x) = x sin(1/x) então D+g(0) = D−g(0) = ∅.
3. Se n = 1 e g(x) = −|x| então D+g(0) = [−1, 1] e D−g(0) = ∅.
Além disso, dizemos que se uma função T é diferenciável em x0 então D+T (x0) =
D−T (x0) = {∇T (x0)}.
A seguir, consideramos uma equação diferencial parcial de primeira ordem,
F (x, T (x),∇T (x)) = 0, (2.6)
definida no conjunto aberto Ω ∈ Rn, onde F : Ω×R×Rn → R é uma função contínua.
Definição 1.3 A função T ∈ C(Ω) é subsolução viscosa para (2.6) se
F (x, T (x),q) ≤ 0, para todo x0 ∈ Ω,q ∈ D+T (x).
Similarmente, T ∈ C(Ω) é supersolução viscosa para (2.6) se
F (x, T (x),q) ≥ 0, para todo x0 ∈ Ω,q ∈ D−T (x).
Esquemas Numéricos 38
Dizemos que T é uma solução viscosa para (2.6) se ela é subsolução e supersolução viscosa
ao mesmo tempo. Além disso, podemos dizer que toda solução viscosa é uma solução
generalizada, mas a reciproca é falsa. Se considerarmos a equação (2.6) e tomarmos
(−1, 1) = Ω ⊂ R obtemos a equação (2.2). Explicitamente
F (x, T (x), q) = |q| − 1
=
∣∣∣∣dTdx
∣∣∣∣− 1 = 0. (2.7)
Se considerarmos a Definição (1.1) sabemos que T0 é solução generalizada desse problema.
Além disso, T0 também é solução viscosa de (2.7). O cálculo das semidiferenciais em x = 0
é dado por
D+T (x) = [−1, 1], D−T (x) = ∅. (2.8)
Para mostrar que T0 é supersolução, observe que para qualquer q ∈ [−1, 1], temos |q|−1 ≤
0. Ao mesmo tempo, T0 é supersolução por vacuidade. Por outro lado, observe que T0
também é solução generalizada do problema (2.9), mas não é solução viscosa.
1−
∣∣∣∣dTdx
∣∣∣∣ = 0 (2.9)
De fato, em x = 0 temos as semidiferenciais dada pela expressão (2.8), tomando q =
0 ∈ D+T (0) encontramos 1 − |0| = 1 > 0. Uma vez que D−T (0) = ∅, concluímos que a
função T0(x) = 1− |x| é uma supersolução de (2.9), mas não é uma subsolução, ou seja,
T0 não é solução viscosa para (2.9).
2.3 Esquemas Numéricos
Quando manipulamos equações diferenciais parciais, tais como a equação iconal, é ne-
cessário seguir o princípio da casualidade. Esse princípio será a base de como podemos
rastrear propagações de frente de onda/interfaces.
O princípio da casualidade estipula que a atual posição de uma frente de onda não afeta
posições anteriores da frente. Desse modo, não é necessário calcular novos valores em
áreas onde a frente já se propagou, e nem em áreas muito distantes da frente. Assim, a
quantidade de cálculos é reduzida. Se os valores são atualizados em uma ordem que atende
o princípio da casualidade, a solução pode ser construída em ordem crescente. Antes de
apresentarmos o FM bidimensional iremos discutir a iconal discretizada unidimensional.
Existem variados métodos de discretização da equação iconal. Vidale (1988) utilizou
um esquema de diferenças finitas com extrapolação, Rouy and Tourin (1992) apresenta
um esquema numérico upwind que sempre seleciona soluções viscosas para este tipo de
problema. Discretizações do tipo upwind são as mais utilizadas para a equação iconal já
que elas não introduzem difusão numérica à solução.
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2.3.1 Iconal 1D - Aproximação Numérica
Iremos utilizar as ideias de Kimmel (2003) nesta seção. Vamos discretizar numericamente
a equação (2.2), ou seja, considere uma malha xi = x0 + ih para i = 0, . . . , N onde h
é o tamanho do passo da discretização e Ti ≈ T (xi). Agora, utilizando uma fórmula de







onde O(h) é a ordem da aproximação e i = 1, . . . , N . Sobre os valores T (xi) conhecidos,
temos, T (x0) = T (xN) = 0. O fato é que o tempo inicial T (x0) e o último tempo T (xN)
devem ser zero. Assim, podemos escrever∣∣∣∣Ti − Ti−1h
∣∣∣∣ = 1.
Vamos fazer um exemplo para mostrar que se tomarmos pontos sem o devido cuidado a
nossa solução vai diferir da solução de viscosidade. Considere 5 pontos, isto é, x0 = −1,




Então T1 = ±1/2, suponha que T1 = −1/2. De maneira análoga, obtemos T2 = 0
ou T2 = −1, escolhemos T2 = 0, T3 = ±1/2, escolhemos T3 = 1/2. A escolha desses
coeficientes é dado na Figura 2.7 (a).
(a) (b)
Figura 2.7: (a) solução obtida por fórmula de diferenças atrasada. (b) solução obtida
tomando o máximo entre a fórmula de diferenças atrasada e zero.
Observando a Figura 2.7 (a), notamos que a solução escolhida está distante do gráfico
exibido na Figura 2.3.
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Para o mesmo exemplo, obtemos T0 = T4 = 0, T1 = 1/2, T2 = 1 e T3 = 3/2. Com essa
aproximação, a atualização do ponto xi só acontece se seu valor é maior do que seu ponto
vizinho a esquerda Ti−1, Figura 2.7 (b). Mesmo assim, ainda estamos longe da solução
desejada. Já que o problema de pontos negativos fora resolvido. Podemos adicionar
simetria na última fórmula de diferenças finitas para isso será necessário inicializarmos












Observe que nas duas primeiras componentes da equação anterior, estamos verificando
o máximo para o mesmo Ti, isto é max{(Ti − Ti−1), (Ti − Ti+1), 0} que é equivalente a








Para explicarmos como atualizamos os valores dos coeficientes Ti suponha que o valor




substituindo na equação (2.2) vem t = h+ min{Ti−i, Ti+1}.
Algoritmo 1: ICONAL 1D - UPWIND
Dados: h, x0, xN , T (x0) = T0, T (xN) = TN
para i = 1, . . . , N − 1 faça
Ti ←∞
enquanto não convergir faça
se Ti > t então
Ti = t
senão
t = h + min{Ti−1, Ti+1}
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A Figura 2.8 esquematiza o algoritmo para o mesmo exemplo discutido nesta seção.
Figura 2.8: Esquema do algoritmo para o exemplo apresentado nesta seção, equação (2.2).
Por exemplo o cálculo de T1 é: T1 =∞, então
t = h+ min{T0, T2}
t = h+ 0 = 1/2
e T1 > t, atualiza T1, isto é, T1 = 1/2, de forma análoga, T2 = 1 e T3 = 1/2, onde o esboço
da solução é o mesmo da Figura 2.9.
Figura 2.9: Esboço do gráfico do exemplo apresentado nesta seção.
Em posse de uma discretização que seleciona a solução de viscosidade, queremos obter
o resultado do algoritmo com o menor número de atualizações dos Ti. Se fizermos uma
varredura da reta sucessivamente da esquerda para a direita, precisaremos de tantas var-
reduras quanto o número de pontos da malha discretizada, evidente que esse processo
não é uma boa escolha. Um método mais eficiente e natural, é iniciarmos dos pontos
com valores conhecidos x0 e xN . Como o algoritmo insere todos os valores dos Ti para
o infinito, exceto os valores de T (x0) e T (xN), podemos atualizar o valor dos vizinhos
(i − 1), (i + 1) desses pontos, e repetir esse processo até que não haja mais pontos para
atualizar. O método FM é uma extensão desse procedimento, a seleção do vizinho de
menor valor é dado pelo algoritmo de ordenação min heap.
2.3.2 Iconal 2D - Aproximação Numérica
Com o mesmo raciocínio de discretização da iconal unidimensional. A equação iconal
bidimensional tem a forma‖∇T (x, y)‖ =
1
v(x, y)
, (x, y) ∈ Ω,
T (x, y) = 0, (x, y) ∈ Γ.
(2.13)
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Onde ‖ · ‖ é a norma euclidiana, v(x, y) : R2 → R+. O objetivo aqui é resolver,
numericamente, a equação iconal bidimensional. Queremos que a discretização sele-
cione a solução de viscosidade, para isso consideraremos esquemas numéricos upwind
para equações de Hamilton-Jacobi. Esquemas upwind bidimensionais são descritos no
artigo de Godunov (1959) e também em Rouy and Tourin (1992). Para resolver a equa-
ção (2.13) numericamente considere Ω um domínio (X0, X) × (Y0, Y ) e suponha que no
ponto (xi, yj) = (X0 + i∆x, Y0 + j∆y) onde i = 0, . . . , N , com N = (X − Xo)/∆x e
j = 0, . . . ,M , com M = (Y − Y0)/∆y tem-se Tij ≈ T (xi, yj). Desse modo, um esquema
de primeira ordem pode ser dado por




Onde, D±xij T e D
±y
ij T são os operadores upwind atrasados e avançados respectivamente
















Podemos rescrever (2.14) utilizando a seguinte relação
max{D−ijT, D+ijT, 0} = max{Tij −min{Ti−1j, Ti+1j, 0}},
então
(max{Tij −min{Ti−1j, Ti+1j}, 0})2 + (max{Tij −min{Tij−1, Tij+1}, 0})2 = 1
v2ij
. (2.16)
Sem perda de generalidade, assumimos que ∆x = ∆y = 1. Note que (2.16) é uma
equação quadrática. A atualização dos Tij é dada pela solução dessa equação (2.16).
Em duas dimensões, o esquema upwind utiliza a direção do gradiente para selecionar
os operadores de diferenças a serem utilizados. Na Figura (2.10) ilustramos apenas duas
situações possíveis, todos os outros casos são semelhantes por rotação no sistema de
coordenadas. No primeiro caso (a) usamos o operador de diferenças atrasado em x e y
para definir o terceiro quadrante como a direção upwind. No segundo caso (b) usamos













Figura 2.10: (a) fazendo o uso de operadores de diferenças atrasados em x e y, obtemos a
direção do upwind no terceiro quadrante. (b) utilizando operador de diferenças atrasado
em x e adiantado em y, a direção upwind é dada no segundo quadrante. DT denota a
direção do gradiente.
O esquema numérico apresentado aqui é o que utilizamos na descrição do algoritmo FM .




3.1 Aspectos do Método Fast Marching
O FM está intimamente relacionado com o algoritmo de Dijkstra que calcula o caminho
de menor custo em uma rede. O princípio consiste em calcular os valores dos pontos de
uma malha discretizada, na ordem em que a frente cruza estes pontos. Tanto o Dijkstra
quanto o FM são algoritmos de passagem única, isto é, um ponto na malha é visitado
apenas uma vez. Além disso o FM toma a decisão que parece ótima no momento.
Afim de esclarecer a principal ideia da configuração do FM , Sethian (1999) propôs
dividir a malha em três regiões: pontos vivos, faixa estreita e pontos distantes.




Figura 3.1: Principal ideia de configuração do FM para uma malha discretizada.
A região dos pontos vivos denota os pontos que já foram alcançados pela frente de pro-
pagação. Sua solução já foi calculada e seu valor não mudará. A região faixa estreita
denota os pontos onde a computação ocorre, esses pontos podem ter seus valores atuali-
zados.
Essa região forma uma região estreita entre os pontos vivos e pontos distantes.
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Finalmente, a região pontos distantes denota os pontos que nunca foram alcançados
pela frente. Como dissemos anteriormente, o FM segue a ideia básica do algoritmo de
Dijkstra que é:
1. defina os pontos iniciais como pontos vivos;
2. os vizinhos dos pontos vivos são definidos como faixa estreita;
3. calcule o custo para alcançar cada vizinho;
4. retire o vizinho de menor custo e o insira na região pontos vivos e retorne para o
segundo passo até que todos os pontos da discretização sejam pontos vivos.
Considerando uma malha numérica com N×N pontos, o custo computacional do método
FM é da ordem de O(N2 logN). À primeira vista, a eficiência computacional desse
método pode não ser evidente. O algoritmo consegue grande economia computacional pelo
uso da estrutura heap, veja Seção 3.2. O uso do heap faz com que somente os pontos faixa
estreita sejam considerados no custo computacional, onde o comprimento da faixa
estreita depende da frente de propagação; na maioria dos casos, esse comprimento é
pequeno o sufiente, para que, em meios práticos, o algoritmo seja da ordem deO(N logN).



















Figura 3.2: (a) conjunto inicial de pontos vivos, célula azul. (b) A, B, C e D repre-
sentam os vizinhos de pontos vivos, isto é, a faixa estreita. (c) se D possui o menor
valor, então D é movido para pontos vivos. (d) verificamos os vizinhos de D. (e) entre
toda a faixa estreita (células verdes) A possui o menor valor. (f) A é movido para
pontos vivos.
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3.2 Estrutura de Dados
A fim de detectar o menor valor da região faixa estreita, o FM faz uso da estrutura
de dados min heap. Essa estrutura armazena os pontos da faixa estreita, detalhes
sobre o min heap são encontrados em Sedgewick (1998).
Uma estrutura min heap é composta por um conjunto finito de dados. Em um sentido
abstrato, o min heap é uma árvore binária completa, isto é, uma estrutura de dados mais
geral que uma lista encadeada, com a propriedade de que o valor a qualquer nó dado é
menor do que ou igual ao valor de seu filho.
A nossa implementação domin heap foi realizada na linguagem C. Ela possui as seguintes
funções
• Função insereHeap: insere um novo valor T no heap que é dado pelo cálculo da
equação (2.16).
• Função removeHeap: remove a raiz do heap.
• Função desceHeap: restaura a propriedade do heap após um elemento ter sido
removido.
• Função sobeHeap: restaura a propriedade do heap após um elemento ter sido inse-
rido.
Na prática, é mais eficiente representar o min heap como um vetor. Armazenando a
localização de um nó k e seus filhos 2k e 2k + 1. A partir desta definição, o pai de um
determinado nó k situa-se em k/2. Por conseguinte, a raiz que contém o menor elemento
é armazenada no vetor com posição k = 1. O custo de encontrar o pai ou filhos de um
determinado elemento é da ordem de O(1).
Os valores de T são armazenados em conjunto com os índices que dão suas localizações
na malha discretizada. O algoritmo funciona através da procura do menor elemento na
narrowband; esta operação envolve a exclusão de raiz do heap em conjunto com a função
desceHeap para garantir que os elementos restantes satisfaçam a propriedade heap.
O algoritmo procede em rotular os pontos vizinhos que não são pontos vivos, pelo uso
da função insereHeap. Por último, para assegurar que os valores inseridos não violam a
propriedade heap, precisamos executar a operação sobeHeap no local onde o elemento foi
inserido.
As operações sobeHeap e desceHeap (no pior caso) carregam um elemento por todo o
caminho da árvore, isto é, da raiz para baixo ou vice-versa. Assim, o custo total do min
heap é de O(log J), onde J é o número de elementos no min heap.
É importante notar que o min heap é uma árvore binária completa, então ele sempre
deve permanecer equilibrado. A Figura 3.3 mostra uma estrutura típica de min heap. Na
Figura 3.3(a), o valor 1.4 é atualizado para 1 (nó de cor magenta), como o pai desse nó é
maior do que o valor atualizado, executa sobeHeap, Figura 3.3(b). A Figura 3.3(c) exibe
a propriedade min heap restabelecida.
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(c) min heap restabelecido.
Figura 3.3: (a) atualização, (b) operação sobeHeap e (c) árvore equilibrada.
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O Algoritmo 2 mostra o método Fast Marching.





se x é ponto distante então
adiciona x a narrowband
senão
remove x da narrowband e adiciona x a pontos vivos




para cada nó x ∈ malha faça
se x ∈ Γ0 então
adicione x a pontos vivos
T(x) ← 0
para cada vizinho xˆ de x faça
se xˆ /∈ Γ0 então
NarrowBand(xˆ)
laço Principal
enquanto NarrowBand 6= 0 faça
xmin ← (x |min(T (x), x ∈ NarrowBand))
adicione xmin em pontos vivos
para cada vizinho xˆmin de xmin faça
se xˆmin /∈ pontos vivos então
NarrowBand(xˆmin)
3.3 Validade da Solução Numérica
Queremos, nesta seção, provar que o algoritmo FM constroi uma solução viável e, que a
solução construída satizfaz a equação quadrática escrita em (2.16). Já que a atualização
dos Tij acontece pela solução dessa equação, vamos denotar T = Tij,
1
v2ij
= v¯, T x =
min{Ti−1j, Ti+1j} e T y = min{Tij−1, Tij+1}. Assim, temos os seguintes casos para a atua-
lização de T .
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1. Se T > max{T x, T y}, então T é solução da equação quadrática
2T 2 − 2T (T x + T y)− v¯2 + (T x)2 + (T y)2 = 0,
isto é,
T =
T x + T y +
√
2v¯2 − (T x − T y)2
2
.
2. Se T y > T > T x, então a solução é dada por T = T x + v¯. Este caso só acontece se
T y − T x > v¯.
3. Se T x > T > T y, então a solução é dada por T = T y + v¯. Este caso só acontece se
T x − T y > v¯.
Podemos representar essas situações em forma do Algoritmo 3.
Algoritmo 3: Cálculo dos Tij - equação (2.2.8)
Dados: T x, T y, v¯, ∆x = ∆y = 1
Tnovo = T
se ‖T x − T y‖ < v¯ então
T =
(
T x + T y +
√




T = min{T x, T y}+ v¯
Tnovo = min{Tnovo, T}
Faremos uma prova construtiva, mostrando que o método respeita o esquema numérico
upwind, a mesma prova é encontrada em Sethian (1995). Denotaremos o ponto de menor
tempo da faixa estreita, por ponto trial. Uma vez que os valores de T são construídos
a partir do menor para o maior valor, só precisamos mostrar que sempre que um valor
trial é convertido em ponto vivo, nenhum dos vizinhos é recalculado a fim de obter
novos valores menores que o valor vivo. Se isso é verdade, então a solução é construída
à frente no tempo, e, assim, a correta solução upwind é respeitada.
Vamos considerar a Figura 3.4 que exibe o cálculo de um ponto central. O nosso ar-
gumento seguirá no cálculo do novo valor T no centro da Figura 3.4, ele substituirá o
valor de "?", com base nos valores vizinhos A, B, C e D. Sem perda de generalidade,
assuma que A é trial. Provaremos que quando
:::::::::::::
recalculamos o valor "?" denotado por
T(recomputado por A), ele não pode ser menor do que A. Esse fato provará que o esquema
upwind é respeitado, e que não precisamos voltar e ajustar os valores definidos anterior-
mente. Devemos considerar quatro casos.
Primeiro caso: nenhum dos vizinhos B, C e D são pontos vivos, Figura 3.4 (a).
Logo, todos os vizinhos em torno do ponto central são faixa estreita. Uma vez que A
é o menor valor, vamos converter esse valor em ponto vivo e recalcular o valor no ponto
central da malha. Mostraremos que
A ≤ T(recomputado por A) ≤ A+ v¯,
Suponha que A + v ≤ min{B,D} = T y. Então T(recomputado por A) = A + v¯ é solução do
problema. Por outro lado, se A + v¯ ≥ min{B,D}, então, sem perda de generalidade,
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podemos assumir que B ≤ D e resolver a equação quadrática
(T(recomputado por A) − A)2 + (T(recomputado por A) −B)2 = v¯2,
o discriminante é não negativo quando v¯ ≥ (B − A)/√2, que deve ser verdade, já que
assumimos A+ v¯ ≥ B ou v¯ ≥ (B−A). Assim, existe uma solução e, esta solução é maior
do que ou igual a B. Além disso, temos que T ≤ A + v¯. Desse modo, mostramos que
A ≤ T(computado por A) ≤ A + v¯, portanto T(computado por A) não pode ser menor do que A.
Essa configuração agirá como modelo para os outros casos.
Segundo caso: se B é ponto vivo então C e D são pontos faixa estreita e A
é trial, Figura 3.4 (b). Assim, A acaba de ser convertido em ponto vivo, uma vez
que é o menor dos valores em avaliação. Devemos provar que quando recalculamos
T(recomputado por A), este novo valor deve permanecer maior do que A. Em algum está-
gio anterior, quando B foi convertido de trial para vivo, os valores de A, C e D eram
todos faixa estreita. Isso significa que quando B foi convertido para vivo, tivemos
o caso anterior e, portanto, B ≤ T(recomputado por A) ≤ B + v¯; além disso, uma vez que
o valor no centro não é trial, devemos ter A ≤ B + v¯. Pelo caso anterior temos que
B ≤ A ≤ T(recomputado por A) ≤ B + v¯ e, consequentemente, o valor recalculado não pode
ser menor do que o valor de A.
Terceiro caso: C é ponto vivo, B e D são pontos faixa estreita e A é trial,
Figura 3.4 (c). Neste caso, devido a direção upwind, o valor C contribui na direção do
eixo x, a transformação de A em ponto vivo não afeta o recálculo, desse modo temos a
mesma situação que o primeiro caso.
Os demais casos são iguais aos mesmos apresentados aqui, já que a diferenciação sempre
















Figura 3.4: O ponto A é trial. O recálculo de ? pelo ponto A não é menor do que o
ponto trial, em qualquer situação (a), (b) e (c).
Validaremos a implementação do algoritmo realizando a comparação entre a conhecida
solução analítica da equação iconal t(x, y) =
√
x2 + y2, que satizfaz ‖T (x, y)‖ = 1. Por
simplicidade, faremos ∆x = ∆y = h. Para a medição do erro entre a solução exata t e a
numérica T , utilizaremos a função erro dada por
e = Tˆ − tˆ,
com tˆ = [t[1], t[2], . . . , t[M ]]T onde t[j]i = t(xi, yj) é a i-ésima componente do vetor t[j]
para todo j = 1, . . . ,M , e para todo i = 1, . . . , N . Do mesmo modo, definimos Tˆ =
[T [1], T [2], . . . , T [M ]]T onde T [j]i = T (xi, yj) é a i-ésima componente do vetor T [j] para
todo j = 1, . . . ,M , e para todo i = 1, . . . , N . Para analisar a convergência do método
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, ‖e‖∞ = max
1≤i≤NM
|ei|.
Um método numérico pode ser dito convergente se a solução numérica se aproxima da
solução exata quando h→ 0. O experimento resolveu a equação iconal no domínio [0, 1],
com cinco refinamentos da malha. Inserimos a fonte pontual em (0, 0) e em (0.5, 0.5). Os
resultados estão expostos na Tabela 3.1.
Tabela 3.1: Análise de convergência
Fonte (0, 0) (0.5, 0.5)
Espaçamento h ‖e‖2 ‖e‖∞ ‖e‖2 ‖e‖∞
0.1 0.1701 0.0917 0.1169 0.0749
0.01 0.1023 0.0198 0.0912 0.0176
0.001 0.0587 0.0026 0.0401 0.0025
0.0005 0.0492 0.0017 0.0277 0.0016
0.0001 0.0279 0.0004 0.0109 0.0004

















Figura 3.5: Eixo y exibe o refinamento de h, eixo x denota o erro absoluto nas normas 2
e do máximo. Linha de cor preta refere-se a norma 2. Linha de cor magenta refere-se a
norma do máximo. (a) fonte em (0, 0), (b) em (0.5, 0.5).
Na Figura 3.6 exibimos as curvas de nível com fonte em (0, 0) e com fonte em (0.5, 0.5).
Cor vermelha representa a numérica, cor preta a exata discretizada. Observe que as curvas
de nível são círculos como visto no Seção 1.4 do Capítulo 1, Caso 1.







Figura 3.6: Em (a) e (b) exibimos as curvas de nível da solução exata
√
x2 + y2, no
domínio [0, 1], linha preta. (a) fonte em (0, 0), h = 0.01 e solução numérica dada linha
vermelha. (b) o mesmo que (a) com fonte em (0.5, 0.5).
3.3.1 Tempo de Execução
Um ponto do algoritmo que gostariamos de expor é o tempo de execução do FM . Na
Tabela (3.2) exibimos o tempo de execução do FM com velocidade constante, fonte
pontual em (0, 0) com cinco refinamentos da malha numérica. Os tempos exibidos foram
executados com um computador que possui arquitetura x86_64 e processador Intel(R)
Core(TM) i5-2450M CPU @ 2.50GHz.









No primeiro exemplo temos velocidade v = 1km/s com três fontes pontuais. O mapa de
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Figura 3.7: FM aplicado com três fontes pontuais com velocidade constante. O mapa de
cores indica o valor de tempo decorrido.
No segundo exemplo, o modelo de velocidade não é constante e possui velocidade lateral.
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Figura 3.8: Modelo de velocidade lateral. O mapa de cores indica o valor de tempo
decorrido.
No terceiro exemplo, a velocidade do modelo aumenta com a profundidade, o vermelho
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Figura 3.9: FM aplicado em modelo acamadado com aumento de velocidade na profun-
didade. Fonte localizada na superfície com x = 2km.
O último exemplo, aplicamos o FM num modelo que possui duas variações distintas de
velocidade, uma retângulo com maior velocidade e outro com menor velocidade. O mapa








Figura 3.10: FM aplicado a um modelo com aumento e diminuição de velocidade dentro




4.1 Formulação do Problema
Uma possibilidade de aplicação do algoritmo FM é na aplicação de caminho ótimo em
um domínio bidimensional que possui obstáculos. Aqui, obstáculos são regiões do domínio
onde a velocidade, por exemplo, de um robô g(x, y) tende ao infinito dentro dessas regiões.
Em posse do resultado do FM podemos encontrar o caminho
C(s) = (x(s), y(s)), (4.1)
com C(0) = A e C(L) = B, onde L é o comprimento total do arco que minimiza
minC
∫
g(C(s)) ds. Em outras palavras, utilizaremos as equações de Euler-Lagrange defi-





x˙2 + y˙2 dp, (4.2)
os pontos sobre as variáveis representam derivadas de primeira ordem em relação ao
parâmetro p, ou seja, x˙ = dx/dp e y˙ = dy/dp. Seguindo o artigo de Kimmel and Sethian
(2001), apenas adicionando alguns passos intermediários, consideramos a seguinte equação
(1.12) com F (x, y, x˙, y˙) = g(x(p), y(p))
√
x˙2 + y˙2. Observe que teremos duas equações
(1.12), uma equação para o termo x que corresponderá a x, x˙ e outra para o termo y que
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os termos (4.3) serão substituídos em (1.12). Os termos relativos as derivadas em x˙ e y˙































































































O sinal da segunda expressão de (4.5) é útil, pois o termo que multiplica x˙ e y˙ pode ser
visto como a curvatura κ, note também a simetria das derivadas. Defina r =
√
x˙2 + y˙2,









































− gκx˙ = 0. (4.6)
A equação (4.6) representa as equações de Euler−Lagrange para o problema em ques-
tão. Em notação compacta, escrevemos (4.6) na forma vetorial, utilizando as seguintes
definições: U = r−1(x˙, y˙), N = r−1(−y˙, x˙), Nr = rN, também 〈U,N〉 = 0, 〈N,N〉 = 1,
∇g = (∂g/∂x, ∂g/∂y) e 〈∇g,U〉 = ‖∇g‖‖U‖ cosα.
∇gr − ‖∇g‖r cosαU− κgNr = 0,
∇g − ‖∇g‖ cosαU− κgN = 0,
〈∇g,N〉 − 〈‖∇g‖ cosαU,N〉 − 〈κgN,N〉 = 0,
κg = 〈∇g,N〉 . (4.7)
A solução da equação (4.7) leva a obtenção do caminho ótimo, ela está em concordância
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com a equação mostrada em Kimmel and Sethian (2001). As informações relativas ao
caminho ótimo estão contidas nos termos da curvatura e do vetor normal, já as infor-
mações relativas a função que minimiza o funcional (4.2), estão contidas na função g e
seu gradiente. O próximo passo é mostrar que o caminho ótimo está associado a uma
determinada equação iconal.
Em outras palavras, o caminho ótimo entre dois pontos A e B que minimiza o funcional
(4.2) são as curvas de nível do método do gradiente da função T que satisfaz a equação
iconal
‖∇T (x, y)‖ = g(x, y), T (A) = 0. (4.8)
Mostraremos que a equação (4.7) é válida para as linhas de fluxo do gradiente da função T
que satisfaz ‖∇T‖ = g. Considere a curva (4.1), com notação Cs, para primeira derivada


































































































































































〈(−Ty∇Tx + Tx∇Ty∇) ,∇T 〉















x − T 2y ) + TxTy(Tyy − Txx)
]
, (4.10)




















x − T 2y ) + TxTy(Tyy − Txx)
]
. (4.11)
Observe que as equações (4.10) e (4.11) formam uma identidade para (4.7). Acabamos de
mostrar que podemos resolver a equação iconal ancorada no ponto inicial A e retroceder
o caminho ótimo pelo método do gradiente, a partir de qualquer ponto B no domínio.
4.2 Aspectos da Implementação
O algoritmo que apresentaremos foi implementado em MATLAB. Suponha que tenhamos
o resultado do FM em formato matricial, isto é, a matriz dos tempos de trânsito T é
conhecida, então podemos aplicar o método do gradiente em T para extraír o caminho
ótimo. Aqui, o resultado é conseguido sem interpolação, esse método é mais simples do
que o tradicional método de Heun combinado com Euler, veja Sethian (1999), página
283. Detalhando um pouco mais, olhamos para cada elemento de T e notamos os quatro
vizinhos de cada elemento, ou célula, ideia similar ao da configuração da narrow band.
Para isso, adotamos condições de contorno periódicas em T. Se a implementação for
realizada em MATLAB a função repmat executa tal tarefa. Calculamos o gradiente em
cada célula de T e armazenamos esse resultado numa matriz caminhoOtimo que possui
dimensões 2×N∗(número de elementos de T), onde N é um número, em geral maior do que
dez, que assegura que o cálculo dos pontos não exceda a trajetória do caminho ótimo. Na
primeira coluna dessa matriz inserimos o objetivo, as próximas colunas são calculadas de
forma iterativa.
Faremos um simples exemplo com T5×5, fonte em (2, 2) célula de cor verde e objetivo
em (4, 4) célula de cor azul, os valores de todas as células são oriundos de FM para
velocidade constante, Figura 4.1 (a). O laço pode ser executado no máximo em até 24
iterações (5× 5− 1). Nesse momento, caminhoOtimo possui a seguinte forma
caminhoOtimo =
[
4 0 · · · 0
4 0 · · · 0
]
.
Na Figura 4.1 (b), consideramos os vizinhos do ponto (4, 4). Como a fonte e o objetivo
não estão nas células da borda da matriz, não é necessário o uso de condições de con-
torno periódicas. Os vizinhos do eixo y são: viz(1) = 4 e viz(2) = 2.5, do eixo x:
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viz(3) = 2.5 e viz(4) = 4. Calculamos o gradiente da célula. Primeira componente
T (viz(4))− T (viz(3)) = 1.5, segunda componente T (viz(2))− T (viz(1)) = 1.5, normali-
zamos o resultado, obtemos (0.7071, 0.7071)T, o subscrito T indica a transposta. O cálculo
da segunda coluna (segunda iteração do laço) de caminhoOtimo é dado por




















4 3.01 0 · · · 0
4 3.01 0 · · · 0
]
.
O algoritmo atualiza o novo ponto tomando o maior número inteiro de cada linha da
última coluna calculada resultando no ponto (4, 4), verifica-se a convergência da seguinte
forma. Toma-se uma variável auxiliar nulo = 0, e faz-se a seguinte pergunta: o valor
absoluto da fonte subtraído da última coluna é menor do que o passo e nulo6=0? Na
primeira iteração, o valor lógico dessa pergunta é falso. Assim, incrementamos nulo
= nulo + 1. Na segunda iteração, temos as mesmas condições de vizinhos e valor do
gradiente, então a terceira coluna toma a forma



















4 3.01 2.02 0 · · · 0
4 3.01 2.02 0 · · · 0
]
.
O novo ponto é (3, 3) e a verificação da convergência é válida, então






As colunas da matriz caminhoOtimo, representam as coordenadas no plano xy do cami-
nho entre os pontos (2, 2) e (4, 4), veja Figura 4.1 (c).






Figura 4.1: (a) matriz T5×5, célula verde representa a fonte, azul representa o objetivo.
(b) vizinhos do ponto (4, 4) em cor laranja. (c) linha sólida branca indica o caminho ótimo
entre os pontos (2, 2) e (4, 4) sobreposta no resultado do FM .
4.2.1 Exemplos
Todos os exemplos que constam nessa seção possuem velocidade constante igual em
todo domínio, exceto nos obstáculos. Iniciamos com um exemplo que possui um único
obstáculo central no domínio com 1001× 1001 pontos. A fonte está localizada na posição











200 400 600 800 1000
Figura 4.2: Esquerda: FM no domínio 1001× 1001, fonte (500, 900), o obstáculo possui
vagarosidade 1.e-12. Direita: linha sólida branca mostra o caminho ótimo entre os pontos
(500, 900) denotado por x e (436, 309) denotado por ?. As cores das imagens indicam os
tempos de trânsito.
A seguir, Figura 4.3, detalhamos o mesmo exemplo em outra perspectiva. Note que o
custo para atravessar o obstáculo é extremamente alto.
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Figura 4.3: Perspectiva tridimensional do obstáculo. O custo para atravessá-lo é extre-
mamente alto, logo, a melhor trajetória é contorná-lo.
No segundo exemplo, construímos um modelo de velocidade que representa um labirinto
com dimensão 1001× 1001. Suponha que um robô esteja na posição (100, 900), denotado
por x e queiramos que ele alcance as coordenadas (19, 943) denotado por ?. Como é de
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Figura 4.4: Esquerda: resultado do FM , paredes do labirinto possuem vagarosidade 1.e-
12. Direita: linha sólida branca indica o caminho ótimo entre os pontos x = (100, 900) e
? = (19, 943). As colorações das imagens representam os tempos de trânsito.
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No terceiro exemplo, aplicamos o algoritmo em um labirinto mais complexo do que o
anterior, as dimensões são 921× 921. Inserimos a fonte na posição (460, 460), orientamos







1000 2000 3000 4000 5000 6000 7000
Figura 4.5: Domínio 921×921, fonte (460, 460), as paredes do labirinto possuem vagarosi-
dade 1.e-12. A linha sólida branca indica a melhor saida do labirinto até o ponto (7, 493).
As cores indicam os tempos de trânsito.
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Agora, utilizamos o método para determinar uma rota marítima (desconsiderando ques-
tões técnicas de navegabilidade) entre as cidades de São Paulo e Tóquio.
 
 
Figura 4.6: Trajetória marítima ótima entre as cidades de São Paulo e Tóquio.
Os exemplos anteriores mostram aplicações singelas do potencial dessa aplicação. Em
Alvarez et al. (2014), o método é aplicado em âmbientes externos para Veículos Aéreos
Não Tripulados (VANT). Outro interessante trabalho foi realizado por Pêtrés and Pa-
trón (2010), ele demonstra técnicas semelhantes a que apresentamos aqui, porém, com
uma suavização do caminho para que o robô, (nesse trabalho, veículos subaquáticos) não
encoste nas paredes/obstáculos. Tal resultado é conseguido aplicando-se discretizações





5.1.1 Considerações sobre Fast Marching
O algoritmo Fast Marching bidimensional apresentado nesse trabalho, resolve, nume-
ricamente a equação iconal para a função velocidade v. Uma pergunta que pode surgir é:
para quais tipos de v essa implementação é válida? Se, v depende somente da posição, o
algoritmo sempre converge. Outras aproximações para o gradiente podem ser utilizadas,
por exemplo Rouy and Tourin (1992), que possui a seguinte forma
1
vij
= [max(max(D−xij T, 0),−min(D+xij T, 0))2+max(max(D−yij T, 0),−min(D+yij T, 0))2] = 1.
O quão geral o método FM pode ser? A forma mais geral da equação iconal bidimensional




Podemos rescrever essa equação na forma estática de Hamilton−Jacobi
H(Tx, Ty) = 1,
o que implementamos resolve o caso H = ∇T . Algumas variações sobre a Hamiltoniana
são H = max(|Tx|, |Ty|), H = |Tx| + |Ty|. Mesmo nesses casos o FM funcionará, já que
obdece a condição de entropia. Quando a velocidade v depende de uma forma sútil no
valor de∇T (por exemplo, alguns problemas de erosão de superfícies discutido em Sethian
(1995), a situação é mais delicada). Em geral, suponha que H é convexa e sempre positiva
(ou sempre negativa), e suponha que a aproximação com H satisfaz duas propriedades:
• O esquema de aproximação é consistente;
• Cada ponto da malha discretizada só faz uso de valores vizinhos menores ao atualizar
o valor naquele ponto (esta é a exigência upwind), e não pode produzir um novo
valor que é inferior a qualquer um dos vizinhos.
Então, podemos esperar que o método upwind funcionará. A procura do ponto trial
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irá fornecer uma maneira consistente de atualizarmos a malha discretizada afim de cons-
truir a superfície solução T . Os detalhes completos e muitos outros esquemas podem ser
encontrados em Adalsteinsson and Sethian (1999).
O método FM funciona porque ele constroi uma aproximação simples para o gradiente.
Isso se deve ao fato que a função de velocidade v não depende da orientação da frente de
propagação. Assim, voltando para a categorização anterior de funções de velocidade, o
FM funciona nos casos em que a velocidade v só dependa de variáveis independentes.
5.1.2 Considerações sobre Caminho Ótimo
O planejamento de caminho (navegação) de rotas de robôs aborda a questão de como um
robô deve mudar a sua posição entre duas configurações dadas. Com base em Kimmel and
Sethian (2001), lidamos com o problema de planejamento de caminho para um robô num
domínio bidimensional. Classicamente, os métodos baseados em pesquisa de grafos/redes
são aplicadas a este tipo de problemas, no caso em que o grafo impõe uma métrica não
natural no problema físico contínuo.
Em muitos casos o refinamento da rede não melhora os erros que caracterizam esses mé-
todos. Como uma substituição a esses métodos e com uma complexidade computacional
semelhante, o método FM pode ser utilizado. O que queremos dizer, pode ser esclarecido
com um simples exemplo. Vamos utilizar um método de busca em rede, por exemplo, o
método de Dijkstra. Esse método não funciona em problemas contínuos (por exemplo, o
caminho ótimo entre dois pontos).
Suponha que exista uma rede com nós de custo unitário e considere dois nós dessa rede
que estão posicionados em uma reta diagonal, veja Figura 5.1-(a). O algoritmo de Dijkstra
é incosistente nesse caso, por mais que refinamos a rede, ele nunca poderá distinguir
qual caminho tomar. De outro modo, ele não convergirá para a solução do caminho
ótimo Figura 5.1-(b). Por outro lado, a evolução do FM , permite uma aproximação do
problema contínuo, pois ele se aproxima diretamente da solução da equação diferencial




















Figura 5.1: (a) rede com nós de custo unitário. (b) a linha vermelha denota uma possível
solução do algoritmo de Dijkstra que não converge para um problema contínuo. (c) o
algoritmo FM converge em problemas contínuos (caminho ótimo).
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5.2 Conclusão
Este trabalho adordou diversos aspectos sobre a equação iconal; iniciamos a discussão
com aproximações assintóticas no espaço das frequências e consideramos a equação de
Helmholtz a qual deduzimos a equação iconal. Exibimos que o sistema das caracterís-
ticas aplicado a equação iconal (equações do raio) é o mesmo quando consideramos as
equações de Euler−Lagrange. Apresentamos quatro soluções para as equações do raio. A
dificuldade em encontrar mais soluções exatas nos conduziu para esquemas numéricos.
No Capítulo 2, abordamos a propagação de interfaces com estrutura Euleriana. Tal
abordagem possibilitou a eliminação de soluções multi-valuadas pelo uso da condição de
entropia definida por Sethian (1999). Soluções de viscosidade desenvolvidas por Lions
(1981) e Crandall and Lions (1983) garantiu que a solução fosse fisicamente correta e
única.
Construímos a solução de viscosidade para a iconal unidimensional e apresentamos o caso
em maiores dimensões por uso das semidiferenciais. A partir desse ponto, esquemas nu-
méricos upwind baseados nos trabalhos de Godunov (1959) e Rouy and Tourin (1992), nos
permitiu a seleção da solução viscosa. Apresentamos o caso unidimensional, que conduziu
de forma natural ao algoritimo Fast Marching bidimensional. A principal característica
do FM é o baixo custo computacional. Nossa implementação foi realizada em linguagem
C. Obtemos a validação do método utilizando a solução analítica apresentada no Capítulo
1 para o modelo de velocidade constante.
A principal aplicação numérica deste trabalho foi em problemas de caminhos ótimos.
Utilizamos o termo robô para o ponto inicial e final, porém, essa aplicação pode ser en-
contrada em muitos artigos médicos de imageamento e escaneamento de orgãos e também
em processamento de imagens em geofísica. Por exemplo, o Dynamic Time Warping
DTW que estima o tempo relativo deslocado entre duas imagens sísmicas, detalhes são
encontrados em Hale (2012).
Toda implementação dos algoritmos desse trabalho são em 2D. Modelos 3D e malhas
não uniformes são discutidos em Sethian (1999). Existem dezenas ou até centenas de
aplicações do algoritmo FM .
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Códigos
.1 Implementação - Caminho Ótimo
A seguir descrevemos o código em detalhes. Na linha 1 criamos a função caminhoOtimo
que recebe argumentos T, objetivo, fonte e passo. Nas linhas 2 e 3 , identificamos o
tamanho das linhas e colunas de T respectivamente. Em 4 utilizamos a função numel,
ela retorna a quantidade de elementos de T. Linhas 5 e 6 criamos a matriz caminho com
dimensão (2× caminhoTam). Em 7 inserimos a posição do objetivo, linha 8 recebe os
dados da fonte e em 9 a primeira coluna de caminho recebe os dados da fonte. Linha 10
calcula um novo nó, uma nova coluna de caminho. A configViz, linha 11 é uma matriz
(2× 4) cada coluna corresponde a um vizinho de algum elemento de T.
1 function caminho = caminhoOtimo (T, ob j e t ivo , fonte , passo )
2 m = s ize (T, 1) ;
3 n = s ize (T, 2) ;
4 numelT = numel(T) ;
5 caminhoTam = 20∗ ce i l ( sqrt (numelT) ) ;
6 caminho = zeros (2 , caminhoTam) ;
7 i n i c i o = ob j e t i v o ( 2 : - 1 : 1) ;
8 fim = fonte ( 2 : - 1 : 1) ;
9 caminho ( : , 1 ) = i n i c i o ;
10 novoNo = pegaNo ( i n i c i o ) ;
11 con f i gV i z = [ - 1 , 1 , 0 , 0 ; 0 , 0 , - 1 , 1 ] ;
12 nulo = 0 ;
O loop principal incia com o ciclo for que possui iterações de 1 até número de elementos
de T-1, pois já inserimos as coordenadas do objetivo em caminho. A variável no, linha 2 ,
recebe novoNo, inicialmente novoNo terá a posição do objetivo. Em 3, 4 e 5 configuramos
viz. Primeiro utilizamos repmat para criar uma matriz (2×4), depois indexamos de forma
linear pela função sub2indAlter, a partir desse momento, sabemos quem são os quatro
índices dos vizinhos de no. As linhas 6, 7, 8 e 9 executam o cálculo do gradiente, embora
artificiais as linhas 7 e 8 são necessárias para os casos de infinito e isnan.
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Em 10 a coluna iter+1 de caminho é atualizada por iter - passo*grad. A linha 11
atualiza novoNo. As linhas 12 até 27 realizam as condições de convergência e parada do
algoritmo.
1 for i t e r = 1 : numelT - 1
2 no = novoNo ;
3 v i z = repmat( no , 1 , 4) + con f i gV i z ;
4 v i z = 1 + mod( v i z - 1 , repmat ( [m; n ] , 1 , 4) ) ;
5 v i z = sub2indAlter ( viz , m) ;
6 grad = [T( v i z (2 ) ) - T( v i z (1 ) ) ; T( v i z (4 ) ) - T( v i z (3 ) ) ] ;
7 grad ( i s i n f ( grad ) ) = sign ( grad ( i s i n f ( grad ) ) ) ∗1 e50 ;
8 grad ( isnan ( grad ) ) = 0 ;
9 grad = grad/norm( grad ) ;
10 caminho ( : , i t e r + 1) = caminho ( : , i t e r ) - passo ∗grad ;
11 novoNo = pegaNo ( caminho ( : , i t e r + 1) ) ;
12 i f ( ( nulo | | abs ( f im (1) - caminho (1 , i t e r + 1) ) < passo ) . . .
13 && (abs ( f im (2) - caminho (2 , i t e r + 1) ) < passo ) )
14 i f nulo
15 i f (T( sub2 indAlter (novoNo , m) ) < T( sub2 indAlter (no , m) ) )
16 caminho = caminho ( : , 1 : i t e r + 1) ;
17 return ;
18 else




23 nulo = 1 ;
24 end
25 end
26 end
27 end
