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Re´sume´ – Cet article pre´sente une nouvelle technique de compression audio a` bas de´bit, base´e sur la de´composition EMD
(Empirical Mode Decomposition), en association avec un mode`le d’audition (seuil de masquage). Par un processus de tamisage,
le signal audio est de´compose´ en une somme finie de composantes de type AM-FM, appele´es IMF (Intrinsic Mode Function)
parfaitement de´crites par leurs extrema. En adoptant un seuillage approprie´, controˆle´ par le mode`le psycho-acoustique, seuls les
extrema pertinents d’une IMF sont code´s. Le nombre de bits alloue´ au codage des extrema seuille´s varie d’une IMF a` une autre
et respecte la contrainte d’inaudibilite´ de l’erreur de quantification. Les techniques de seuillage des extrema et d’allocation des
bits sur lesquelles repose le proce´de´ de compression propose´, garantissent un bas de´bit et une bonne qualite´ d’e´coute du signal
code´-de´code´. Les re´sultats obtenus sur diffe´rents signaux audio, mettent en e´vidence l’inte´reˆt de l’approche propose´e. Compare´ a`
une compression par ondelette et au codeur MP3, le codeur propose´ pre´sente un gain de performances significatif en termes de
taux de compression et de qualite´ d’e´coute.
Abstract – This paper presents a new audio compression method at low bit rates. It is based on the EMD (Empirical Mode
Decomposition), in association with a psycho-acoustic model. By using a time decomposition called sifting process, the signal is
decomposed adaptively into intrinsic oscillatory components called Intrinsic Mode Functions (IMFs), which can be fully described
by their extrema. The extrema are encoded after a specific thresholding defined from the psycho-acoustic model. The number
of bits allocated to the coding of the IMF’s maxima varies form an IMF to another and obeys to the coding error inaudibility
constraint. Finally, the decoder recovers the original signal after IMF reconstruction by means of spline interpolations and IMFs
summation. Simulation results clearly show the efficiency of the proposed approach. In particular, significant performance gain
is achieved here, both in terms of compression ratio and of listening quality, compared to wavelet and a MP3 codecs.
1 Introduction
De nombreuses applications telles que la radiodiffusion,
le stockage et la transmission dans les re´seaux informa-
tiques ou la te´le´diffusion par satellites mettent en oeuvre
des volumes de donne´es audio importants, ce qui conti-
nue a` motiver les recherches pour obtenir des flux audio a`
tre`s bas de´bit, tout en pre´servant la qualite´ d’e´coute des
signaux de´code´s [9].
Ainsi, diffe´rentes transformations, dont la transforme´e
en ondelette, ont e´te´ propose´es en association avec des
techniques de seuillage qui permettent de ne garder que
les informations les plus pertinentes d’un point de vue
psycho-acoustique [1, 2, 4, 11]. Pour atteindre un bas de´bit
et garantir une bonne qualite´ d’e´coute, l’allocation d’un
nombre re´duit de bits pour le codage des informations, re-
latives aux diffe´rentes composantes de la de´composition,
est re´alise´e sous le controˆle d’un mode`le d’audition [7],[9].
L’efficacite´ de la de´compostion par ondelettes est cepen-
dant largement tributaire du choix de l’ondelette me`re.
Dans ce travail, nous proposons une alternative a` la de´-
composition par ondelettes. Il s’agit de la de´composition
modale empirique (EMD) [8]. Contrairement a` la de´com-
position par ondelettes, l’EMD est entie`rement pilote´e par
les donne´es. Par conse´quent, l’EMD ne ne´cessite pas le
choix a priori d’une famille de fonctions de base de de´-
composition des signaux.
L’EMD consiste a` de´composer un signal en une somme
finie d’IMF. L’analyse du processus du tamisage qui ge´ne`re
les IMF montre qu’on peut envisager un sche´ma de com-
pression a` bas de´bit base´ sur le codage des IMF du signal
audio a` coder. En effet, chaque IMF peut eˆtre vue comme
la composante du signal dans une certaine sous-bande, im-
plicitement de´finie par l’EMD [10]. Du fait du caracte`re os-
cillant et de moyenne nulle des signaux a` bande e´troite, le
codage de chaque IMF peut eˆtre re´alise´ en ne conside´rant
que ses extrema. Notons, en particulier qu’une simple in-
terpolation de ces extrema au moyen de fonctions spline[5],
permet la reconstruction presque parfaite de l’IMF consi-
de´re´e. L’analyse du processus de tamisage qui ge´ne`re les
IMFs montre qu’on peut envisager un sche´ma de compres-
sion des signaux a` bas de´bit en utilisant l’approche EMD.
En effet, comme chaque IMF est repre´sente´e uniquement
par ses extrema et un mode`le d’interpolation spline, des
solutions efficaces peuvent eˆtre envisage´es pour leur com-
pression. Donc, le de´codeur aura besoin uniquement des
extrema pre´alablement stocke´s pour reconstruire les IMF
et par conse´quent le signal initial. L’association du mode`le
psycho-acoustique dans le proce´de´ de codage des extrema
des diffe´rents IMFs obtenus, garantira une bonne qualite´
d’e´coute du signal de´code´ pour un de´bit fixe´.
Le reste du papier est organise´ comme suit. Au paragraphe
2, nous rappelons le principe de l’EMD. Le codeur audio
perceptuel base´ sur l’EMD propose´ fait l’objet du para-
graphe 3. Dans le paragraphe 4, nous pre´sentons une e´va-
luation des performances du codeur propose´.
2 Principe de l’EMD
L’EMD repose sur la de´composition adaptative du si-
gnal en une se´rie d’IMF, au moyen du processus de tami-
sage. Chacune des IMF peut eˆtre conside´re´e comme un
niveau d’e´chelle distinct de la de´composition [8]. Cette
notion d’e´chelle est locale et la de´composition est non-
line´aire [8]. La de´composition de´crit localement le signal
comme une superposition de composantes harmoniques al-
lant des hautes vers les basses fre´quences et d’une ten-
dance. Contrairement aux ondelettes, l’EMD n’utilise au-
cun filtre ou fonction pre´de´termine´e. Notons que l’EMD
ne´cessite le choix d’une fonction interpolatrice (spline cu-
bique) afin d’estimer les enveloppes supe´rieures et infe´-
rieures du signal ne´cessaires a` la reconstruction de l’IMF
[8]. En fait, on ne parle d’une IMF que si elle ve´rifie les
crite`res suivants [8] :
1. Une moyenne nulle.
2. La diffe´rence entre le nombre d’extrema et le nombre
de passage a` ze´ros est au plus de un (c’est a` dire
qu’entre un minimum et un maximum successif, l’IMF
passe par ze´ro).
Le principe de de´composition de l’EMD est assure´ par le




IMFj(t) + rC(t), (1)
ou` IMFj est l’IMF d’ordre j, qui est de plus hautes fre´-
quences que l’IMFj+1, C est le nombre des IMF obtenus.
Le signal rC(t) est appele´ re´sidu, il correspond a` la compo-
sante de plus basses fre´quences du signal. D’apre`s l’e´qua-
tion (1) et en supposant que C est fini, on reconstruit le
signal original sans distorsion de l’information [8].
3 Compression audio par EMD
La nouvelle technique propose´e ici se de´compose en plu-
sieurs modules lie´s les uns aux autres. Le principe de l’ap-





































Fig. 1 – Organigramme de la compression par EMD.
3.1 De´composition par EMD
On de´coupe tout d’abord le signal audio en trames.
Dans la pratique on a conside´re´ lors des tests des trames
de longueurs 512 e´chantillons [9]. En utilisant le proces-
sus de tamisage, chaque trame du signal est ensuite de´-
compose´e temporellement en une somme de composantes
modales (IMFi)i=1,C , qui sont comple`tement repre´sente´es
par leurs extrema (Ei,Ni)i=1,C , avec Ea,b = (Xa,b, Ya,b) les
coordonne´es (position dans le temps et amplitude respec-
tivement) du be`me extremum de l’IMF a [5].
3.2 Seuillage des extrema selon le mode`le
psycho-acoustique
Notre objectif dans cette partie est de re´duire au maxi-
mum le nombre d’extrema d’une IMF, tout en assurant
que l’erreur entre l’IMF estime´e a` partir des extrema res-
tants et la vraie IMF reste au-dessous de son seuil de mas-
quage. Ce dernier est calcule´ en se basant sur le mode`le
psycho-acoustique utilise´ dans le codeur MPEG1 [3],[7]. Il
s’agit de de´terminer pour chaque IMF le seuil de masquage
et la puissance spectrale. Les extrema situe´s en dessous
du seuil de masquage ne sont pas code´s. La technique de
seuillage utilise´e ici est de type dur [13]. On obtient ainsi
un jeux re´duit d’extrema (ei,ni)i=1,C .
3.3 Quantification des extrema seuille´s
Puisque le nombre des extrema seuille´s de´croˆıt d’une
IMF a` la suivante (les IMF successives se´lectionnent des
composantes du signal de fre´quences de plus en plus basses),
le nombre de bits alloue´s varie d’une IMF a` l’autre afin
d’optimiser l’allocation de de´bit, comme c’est le cas dans
les codeurs en sous-bandes de type MPEG. Ainsi, le nombre
re´duit de bits utilise´s pour coder les extrema de chaque
IMF doit garantir l’inaudibilite´ de l’erreur de quantifica-
tion de l’IMF.
Pour cela, on commence par affecter un meˆme nombre
re´duit de bits pour chaque IMF. Ce nombre de bits peut
ensuite eˆtre augmente´ jusqu’a` assurer l’inaudibilite´ de l’er-
reur de codage de l’IMF. Il s’agit d’un proce´de´ ite´ratif de
quantification de l’IMF suivi de sa reconstruction, en aug-
mentant progressivement le nombre de bits alloue´s jusqu’a`
satisfaire la contrainte de masquage. En fait, ce proce´de´
consiste a` quantifier l’IMF, la reconstruire puis comparer
la Densite´ Spectrale de Puissance (DSP) son erreur par
rapport a` son seuil de masquage. Si la DSP de l’erreur est
au dessus du seuil de masquage, on recommence la quan-
tification en augmentant le nombre de bits alloue´s et ainsi
de suite jusqu’a` ce que la DSP de l’erreur soit au dessous
de la courbe de masquage.
Au de´but, on fixe le nombre de bits pour tout extrema des
IMFs (1 bit), la mise a` jour du nombre de bits est obtenue
en incre´mentant de 1 la valeur pre´ce´dente du nombre de
bits. De´s que la nouvelle IMF reconstruite respecte le seuil
de masquage, la boucle de quantification pour cette IMF
s’arreˆte.
Cette me´thode de quantification pre´sente un avantage :
le nombre de bits utilise´s pour respecter la contrainte
psycho-acoustique est ici minimise´ individuellement pour
chaque IMF.
3.4 Codage
La re´duction de l’information redondante re´siduelle est
alors assure´e par un codage d’Huffman. Son principe est
base´ sur une e´tude statistique de´finie par la PDF (Pro-
bability Density Function). Le code le plus fre´quent est
attribue´ a` un nouveau code contenant le nombre minimal
des bits possible et ainsi de suite.
4 Re´sultats de simulation
La compression par EMD est applique´e a` des signaux
audio de natures diffe´rentes (chanson, guitare, piano et
violon). Ils sont tous e´chantillonne´s a` la meˆme fre´quence
fe = 44.1KHz. La figure 2 pre´sente les signaux originaux.
Chaque signal est de´coupe´ en trames de taille 512 e´chan-
tillons [9]. Ensuite en utilisant le processus de tamisage,
chaque trame du signal est de´compose´e en un ensembles
d’IMFs et un re´sidu. Les positions des extrema sont co-
de´es sur 9 bits, alors que leurs valeurs sont code´es selon le
proce´de´ de quantification de´crit ci-dessus.






































Fig. 2 – Signaux audio (chanson, guitare, piano et violon)
Les re´sultats obtenus par la me´thode propose´e sont com-
pare´s a` ceux obtenus par la me´thode de compression par
ondelettes (Daubechies 8) [11] et le codeur MP3 [6]. En
fait, nous avons choisi l’ondelette avec db8 de 5 niveaux de
de´composition, parce qu’elle donne de meilleurs re´sultats
par rapport aux autres types d’ondelettes [11]. Comme cri-
te`res d’e´valuation des performances de la compression des
signaux audio, nous avons opte´ pour le Taux de Compres-
sion (TC), le Rapport Signal a` Bruit (RSB), le Subjec-
tive Difference Grade (SDG) et le Perceptual Similarity
Measure instantane´ (PSMt) [12]. Ces deux derniers cri-
te`res fournissent une e´valuation subjective de la qualite´
d’e´coute du signal.
Les valeurs de TC, RSB, SDG et PSMt obtenues par ces
diffe´rentes me´thodes sont pre´sente´es dans le tableau 1.
Tab. 1 – Re´sultats de la compression par EMD, MP3 et
par ondelette.




TC 11.62 :1 12.8 :1 11.96 :1 12.41 :1
RSB[dB] 22.28 19.15 21.43 20.03
SDG -0.63 -0.70 -0.9 -0.83





te TC 10.11 :1 9.42 :1 9.25 :1 9.83 :1
RSB[dB] 23.43 20.17 21.59 19.65
SDG -1.94 -1.51 -2.01 -1.76




TC 6.92 :1 7.37 :1 8.21 :1 7.84 :1
RSB[dB] 23.69 21.84 17.63 19.72
SDG -0.67 -0.79 -0.72 -1.05
PSMt 0.96 0.92 0.94 0.86
Le tableau 1 montre que notre approche pre´sente des
performances meilleures que celles des autres techniques
teste´es. En particulier, l’analyse des valeurs du TC et du
(SDG) montre qu’elle offre une ame´lioration en termes de
taux de compression et de qualite´ audio du signal de´code´
respectivement. Cette ame´lioration est clairement visible
surtout pour les signaux guitare et violon.
5 Conclusion
Dans ce papier, nous avons pre´sente´ une nouvelle ap-
proche de compression audio utilisant la me´thode EMD
en association avec une allocation de bits controˆle´e par
un mode`le psycho-acoustique. Les re´sultats d’e´valuation
des performances de l’approche de codage propose´e, ont
de´montre´ sa capacite´ a` offrir une bonne qualite´ audio du
signal de´code´ a` des de´bits relativement re´duits. Notre ap-
proche pre´sente aussi de meilleurs re´sultats en termes de
taux de compression et de qualite´ d’e´coute compare´ a` l’ap-
proche base´e sur l’ondelette et le codeur MP3.
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