Introduction
The topology of configuration spaces and their free and based loop spaces plays an important role in the study of the existence of periodic solutions of Hamiltonian systems of n-body type (see e.g. [1] , [6] , [7] ). In particular, if F n (R k ) is the configuration space of n-particles u = (u 1 , . . . , u n ) in R k , then the free loop space ΛF n (R k ) is, up to homotopy type, the domain of a functional f whose critical points are solutions of a corresponding n-body problem. Thus, the homotopy-type invariants of ΛF n (R k ) such as Lusternik-Schnirelmann (LS) category (and its generalizations -commonly called "index theories"), homotopy and homology play an important role in the subject. In some recent work ( [15] , [16] , [17] ), P. Majer and S. Terracini introduced an interesting "collision index" in the space ΛF n (R k ) which allowed contractions of subsets of ΛF n (R k ) to move through subspaces intermediate to ΛF n (R k ) and Λ(R nk ), thus allowing a limited number of collisions during the contraction. However, their index is based upon an equivalence relation which results in a generalized notion of collision. Namely, that u i "collides" with u j during the deformation h if there is a chain of indices i 1 , . . . , i s , such that u i = u i1 , u j = u is and u ir collides with u ir+1 , 1 ≤ r ≤ s.
One of our objectives here is to introduce an alternative and more natural approach to that of Majer and Terracini which is based on a modification of the classical concept of LS-category relative to a given open collection Γ = {Γ γ } in Λ(R nk ) which covers ΛF n (R k ). This approach substantially simplifies the topology involved as well as providing a useful tool for more general situations, e.g., when R k is replaced by an arbitrary manifold. In addition, the computational aspects of this "Γ-category" are more tractable.
In Section 2, we present some of the general theory of the topology of the based loops ΩF n (R k ). In particular, we exhibit the structure of its Hopf algebra.
The algebra structure is given in terms of generators and relations, while the primitives in the coalgebra structure are completely determined. The latter is relevant to determining the LS category of subsets A in ΩF n (R k ), which, by the results in [7] , are the same when considered as subsets of ΛF n (R k ). These calculations are made using a coproduct length introduced in [8] , [9] . The relations in the Hopf algebra H * (ΩF n (R k )) are obtained from Whitehead product identities in the homotopy groups π * (F n (R k )), which are of Yang-Baxter type. They appear in [10] and a more thorough treatment will be found in [11] . Section 3 contains the general development of Γ-category based on an open cover Γ, while the applications to the Majer-Terracini method are found in Section 4.
Topological preliminaries
The (free) loop space ΛX = C 0 (S 1 , R) of a topological space X plays an important role in nonlinear functional analysis especially when X is a subset of Euclidean space such as a finite dimensional manifold. For example, if H = W
1,2
T (R kn ) is the Sobolev space of T -periodic (absolutely continuous) functions u = (u 1 , . . . , u n ), u i : R → R k and if Λ = {u = (u 1 , . . . , u n ) ∈ H : u i (t) = u j (t), ∀t ∈ R}.
is its subspace of non-colliding orbits, then Λ is the same homotopy type [18] as ΛF n (R k ) where F n (R k ) is the n-th configuration space of R k . Thus, when employing homotopy-type invariants in Λ they may be computed in ΛF n (R k ).
In particular, in applying the Lusternik-Schnirelmann (LS) method in Λ , every subset of Λ of LS-category has its counterpart in Λ of the same LS-category. On the other hand, the space of based loops ΩX ⊂ ΛX plays the following role, where recall that u ∈ ΩX takes a basepoint of S 1 to a basepoint of X. If
A is a subset of ΩX then, under appropriate general conditions [6] , we have
where cat is LS-category. Since ΩX is an H-space [20] (using multiplication of loops) its homology has the structure of a Hopf Algebra which proves useful in computing in the LS-category of subsets of ΩX. Thus, we are led to a study of the Hopf Algebra H * (ΩF n (R k )).
We begin with a review of the homotopy groups π * (F n (R k )) ( [10] , [11] ). We assume k ≥ 3 so that F n (R k ) is simply connected (=1-connected). The case
) is the group of "pure braids" and will not be considered here. We recall that the fibration p :
. . , x m ), always admits a section [5] , and the fiber over
For later use we remark that for m ≥ 2, a section f for p may be chosen so that
where, for m + 1 ≤ i ≤ n, y i lies on the ray from x m−1 through x m . Thus we have a sequence of fibrations p i , 2 ≤ i ≤ n,
with the various fibers in the first row and where the fiber map p 2 is trivial, i.e.
A convenient set of generators for the homology H * (F n (R k )) which appear in F. Cohen and L. R. Taylor [3] have their following analogues in π * (F n (R k )). For
where q j = 4(j − 1)e 1 , 1 ≤ j ≤ n − 1, e 1 = (1, 0, . . . , 0) ∈ R k . α r,s may also be viewed as the map α r,s :
Now let α r,s denote the homotopy class of α r,s , so that one may consider
Since R k −Q r−1 is the homotopy type as the wedge of r−1 (k−1)-spheres, we write R k − Q r−1 ∼ S r,1 ∨ . . . ∨ S r,r−1 and also denote the generator of π k−1 (S r,s ) by α r,s . We also note that using the section f :
The full symmetric group Σ n , acts on π * (F n (R k )) via the usual free action
The set {α r,s , 1 ≤ s < r ≤ n} is fixed (up to sign) under the action of Σ n .
Proposition 2.1. If 1 ≤ s < r ≤ n and σ ∈ Σ k , then
with the convention that α σ(s),σ(r) = (−1)
This proposition is instrumental in proving certain Whitehead products vanish thus producing "commutativity" relations. First, recall that the Whitehead
where, when p = q = 0, [α, β] = αβα −1 β −1 and when X is simply connected,
[α, β] = 0 if and only the map α ∨ β :
Theorem 2.2 ([10], [11] ). For all σ ∈ Σ k the following identities hold:
or more simply
These identities resemble certain "braid relations" in the work of Baxter and Yang and will be called Y B-relations (see, for example [13] and [14] ). In the R 2 -case (which doesn't concern us here), they yield, when properly modified to to account for a base point, a nice presentation of the pure braid group. In our situation, i.e. k ≥ 3, they are simply Whitehead product relations in the graded Lie algebra π * (F n (R k )). They will be crucial in computing the algebra structure in the Hopf algebra H * (Ω n (R k )) which follows.
Recall that for any simply connected space X, there is a natural isomorphism π q (X) → π q−1 (ΩX) and the Hurewicz homomorphism π q−1 (ΩX) → H q−1 (ΩX) whose composition we denote by
In H * (ΩX) we use Z coefficients.
Samelson's Theorem [19] provides the relation between Whitehead products in π * (X) and multiplication (Pontryagin products) in H * (ΩX).
Applying Theorem 2.3 we obtain the following relations in the algebra
Theorem 2.5. The following relations hold in
both with the convention that α s,r = (−1) k α r,s for 1 ≤ s < r ≤ k.
Remark 2.6. We will refer to (i)-(iii) as the SYB-relations (for SamelsonYang-Baxter). Additional insight into the algebra H * (ΩF n (R k ) is gained by considering the fibration
which corresponds to the fibration
Then Ωf is a section for Ωp n , where f is a section for p n . Then we have a map
given by ψ(xy) = Ωf (x)Ωj n (y) (loop multiplication). ψ is readily seen to be a homotopy equivalence, (employing, for example, Dold's Theorem [4] ) which is fiber-preserving, up-to-homotopy. We stress here that ψ is not an H-space homotopy equivalence. Thus we obtain the following implications.
Proposition 2.7.
(a) ψ induces
Corollary 2.8.
is generated as an algebra by α r,s , 1 ≤ s < r ≤ k which satisfy the SYB-relations. (b) Every element u ∈ H * (ΩF n (R k )) may be written uniquely in the form
where H is reduced homology. (c) By induction on n, there is an isomorphism of Z-modules
Our next result is to show that H * (ΩF n (R k )) is in fact isomorphic to the free associative algebra generated by the set A n = {α r,s , 1 ≤ s < r ≤ n} and {1} modulo the SYB-relations. Let A n denote the free, graded, associative algebra generated by A n modulo the 2-sided ideal I n generated by the SYB-relations, with the grading corresponding to that of H * (ΩF n (R k )). Then, there is an
where K n is the kernel of g n , which is the two-sided ideal generated by α n,s 1 ≤ s < n.
Lemma 2.9. A n is a left module over A n−1 and A n = A n−1 ⊕ A n−1 A n,n−1 , where A n,n−1 is the subalgebra generated by α n,s 1 ≤ s < n.
Proof. It suffices to show that α n,t α r,s = ±α r,s α n,t + x, r < n, where x ∈ A n,n−1 . First of all, if n, t, r, s are mutually distinct then using the SYBrelations α n,t α r,s = ±α n,t α r,s . Next, we observe that the SYB-relation
and hence
Then let σ denote a permutation such that σ(1) = s, σ(2) = 2, σ(3) = n. Then, applying σ to (4)
In a similar fashion, using (5) and an appropriate σ,
which completes the remaining case.
Remark 2.11. The notation α r,s represents both an element of A n and H * (ΩF n (R k )) but the context makes clear wherein the element lies.
Theorem 2.12. ρ k is an isomorphism, for n ≥ 2.
Proof. The proof is by induction on n. The induction easily starts at n = 2,
, which is a polynomial algebra on α 21 . For n > 2 we have a diagram of exact sequences,
where ρ n−1 is an isomorphism by induction and ρ n,n−1 = ρ n |A n,n−1 :
) is the free associative algebra (without unit) on A n,n−1 . Let ρ * n−1 and ρ * n,n−1 denote, inverses for ρ n−1 and ρ n,n−1 respectively, and define (it is well-defined) an inverse ρ * for ρ n using the diagram
. Then, it follows that ρ n is an isomorphism.
The coalgebra structure in H * (ΩF n (R k )) is determined inductively using the homotopy equivalence
Hence,
as coalgebras.
Proposition 2.13. As coalgebras
We note at this point that each α r,s , 1 ≤ s < r ≤ n, is a primitive element (being spherical) and that
is completely determined by ∆ r * (α r,s ) = 1 ⊗ α r,s + α r,s ⊗ 1, 1 ≤ s < r, where ∆ r is the diagonal map. Let P(A) denote the set of primitives in a coalgebra A.
Corollary 2.14.
The set of primitives P(H * (ΩF n (R k ))) plays a role in the LS-category of subsets of ΩF n (R k ) as we review shortly. The following result is an exericse. Theorem 2. 16 .
where W r is the set of basic elements on the set α r,s , 1 ≤ s < r, and S w is a sphere whose dimension depends on the weight of w.
Corollary 2.17.
In particular, over
We now review the role that primitives in H * (ΩY ) play in computing category in the loop space of a space Y (see [8] and [9] ). We note also that H * (ΩY ) is a Hopf algebra without the finite type assumption on ΩY required for the corresponding cohomology H * (ΩY ) to form a Hopf algebra.
Let Y denote a 0-connected ANR (metric) with a base point * and A = φ a subset of Y . Let ∆ 
Then, following G. Whitehead [20] , cat Y A ≤ m if, and
On the other hand, for any coefficient ring R, consider the induced homomorphism on reduced homology The following is an immediate consequence.
Among other useful properties of coproduct length are the following (see [8] and [9] ).
The following is a modification of a result from [9] .
the corresponding Hopf algebra. We suppose R is a P.I.D. and H * (Y ; R) is a free R-module (e.g. R is a field or R = Z and H * (Y ; R) is free abelian).
We now turn to the question of compact subsets of ΩF n (R k ) which have high category which is important in subsequent applications in the next section. Consider a typical element α of H * (ΩF n (R k ); R) Then, sup(α) will denote any choice of compact support for α. Then set
Furthermore, in the representation Ω(R k − Q r−1 ) ∼ w∈W ΩS w , r ≥ 3, let
where w i is a basic element and α wi is the corresponding generator of ΩS wi .
Corollary 2.23. For n ≥ 2, k ≥ 3, ΩF n (R k ) contains compact subsets of arbitrarily high category.
Remark 2.24. Proposition 2.22 only illustrates the numerous possibilities.
A variant of the Majer-Terracini index
We begin with a brief review of the setting in which Majer and Terracini [15] - [17] introduce a variation of Lusternik-Schnirelmann (LS) category which when applied in the context of the LS min-max method gives an interesting technique for proving the existence of periodic solutions to dynamical systems of the type
where the V ij are periodic in t of period T and singular at the origin, u i ∈ R k , i = 1, . . . , n. As usual, the solutions of (1) are critical points of the functional
on the domain
where H is the Sobolev space W
1,2
T (R, R nk ). Λ is the same homotopy type as the (topological) free loop space ΛF n (R k ), where F n (R k ) is the nth configuration space of R k . Λ will also be designated by Λ F n (R k ).
Remark 3.1. We explicitly note here that the overall assumption on R k is always k ≥ 3, so that Λ is path connected. The methods do not apply in the case of R 2 since then Λ is disconnected, with contractible components.
The Majer-Terracini variation of LS-category goes as follows. Let D(H) denote the set of all deformations of H into the subspace R kn of constant functions.
Then define a relation r h,u on the set I = {1, . . . , n} of indices for each h ∈ D(H) and u = (u 1 , . . . , u n ) ∈ Λ by
i.e. at some stage λ ij of the deformation parameter, the ith and jth particles collide at time t ij . Let R h,u denote the smallest equivalence relation containing r h,u , i.e.,
Thus, iR h,u j need not mean that at some stage of the deformation the ith and jth particles collide but something more complicated. The relation R h,u is then used to define the class of closed sets A in Λ (the "admissible sets") over which one min-maxes the functional (2) to find critical values.
Definition 3.2.
A closed set A ⊂ Λ is called admissible if for every h ∈ D(H) there exists a u ∈ A such that iR h,u j for every i = j.
Thus, the admissible closed sets play the role of the "non-contractible sets" (category > 1) while a non-admissible set plays the role of a "contractible set" (category = 1). A central topological question then becomes the existence of admissible compact sets and indeed the existence of admissible compact sets which require an arbitrarily large number of non-admissible sets to cover them. In the Majer-Terracini method the existence of an admissible set is obtained in an ad hoc manner, relying on [6] . We propose here to give a modification of their concept of admissible set which will allow greater flexibility in "category" computations as well as being conceptually simpler. At the same time, we verify that in their methods the concept of non-admissible may be replaced by a classical notion of "categorical" without sacrificing the validity of their arguments and, indeed, shed more light on the existence of "admissible sets". A concomittant bonus is that the setting can be made quite general.
Let X denote a (separable) metric space and F n (X) the nth configuration space of X, i.e.
Let ΛF n (X) denote the free loop space on F n (X), i.e., ΛF n (X) = C 0 (S 1 , F n (X)) with the uniform topology, where S 1 is the unit circle. If base points are chosen in S 1 and X, ΩF n (X) is the space of based loops on F n (X), i.e. those u ∈ ΛF n (X) which take base point to base point. We then consider subsets Λ ij = Λ ij (X), 1 ≤ i < j ≤ n, of C 0 (S 1 , X n ) which do not allow i, j collisions, i.e.
Similarly, we define Ω ij = Ω ij (X), using based loops with base point in F n (X). Then, set
Observe that {Λ ij } and {Ω ij } are open covers of Λ * and Ω * , respectively, and we now move to a more general setting for the notion of Γ-category where Γ is a collection of open sets in a given space. Let Y denote an ANR (sep. metric) and Γ = {Γ γ } a fixed collection of open sets in Y . For simplicity, we assume Γ is a finite cover. Now let A denote a subset of Y such that A ⊂ Γ γ for every γ. 
Γ.1. (monotone) If
A 1 ⊂ A 2 , then Γ-cat A 1 ≤ Γ-cat A 2 . Γ.2. (subadditive) Γ-cat (A 1 ∪ A 2 ) ≤ Γ-cat A 1 + Γ-cat A 2 .
Γ.3. (continuity) Γ-cat A = p implies that there is an open set U such that
Γ-cat U = p.
Γ.4. (finiteness)
If A is compact, Γ-cat A is finite. Γ.5. Let X denote a subset of Y such that X ⊂ Γ γ for every γ and H : X × I → X a deformation of X, i.e. H 0 (x) = x for x ∈ X. Assume that for each γ, H extends to a deformation H γ : Γ γ → Γ γ . Then for
We note that if Γ-cat A = p, then A admits a decomposition
and A γ k is contractible in Γ γ , i.e. categorical (in the classical sense) in Γ γ . If we set B k = γ A γ,k , we are led to the following definition of Γ-categorical.
Definition-Proposition 3.7. Let B ⊂ γ Γ γ . Then, B is Γ-categorical if B admits a decomposition B = γ B γ and each B γ is categorical in Γ γ . Thus, Γ-cat A ≤ p if, and only if, A admits a decomposition A = p k=1 B k such that each B k is Γ-categorical. In particular, Γ-cat A = 1 is equivalent to saying that A is Γ-categorical.
As in the case of classical category, cup length in cohomology provides a lower bound for Γ-category. We now return to the previous configuration space setting: for examples of Γ-category.
X is a given ANR and F n (X), the nth configuration space of X. We define the following family of open sets in X n . Let
Then, i<j F n (i, j) = F n (X) and if A ⊂ F n (X) and Γ = {F n (i, j), i < j} we may consider Γ-cat A in this case.
On the other hand, we may apply the loop and free loop functors to the F n (i, j) and we have collections of open sets ΩΓ = {ΩF n (i, j) = Ω ij } and ΛΓ = {ΛF n (i, j) = Λ ij } where i<j ΩF n (i, j) = ΩF n (X) and i<j ΛF n (X) = ΛF n (X).
Thus, if A ⊂ ΩF n (X) or B ⊂ ΛF n (X), the concepts ΩΓ-cat A and ΛΓ-cat B apply.
From the point of view of estimating values of ΩΓ-and ΛΓ-category, the following lemma is very useful.
Proof. Consider the fibration ΩF n (i, j) → ΛF 2 (i, j) → F n (i, j). Then, using [6] , for every i < j we have
In order to apply the preceding discussion to the Majer-Terracini setting, we consider the configuration space F n (R k ) as a subspace of R kn and the Sobolev space of T -periodic functions W
1,2
T (R, R kn ) = H, with typical element u : t → (u 1 (t), . . . , u n (t)), u i (t) ∈ R k , and with inner product
is the subset of orbits without collision, i.e.
Λ F n (R k ) has the same homotopy type as ΛF n (R k ) (which has the uniform or compact-open topology). Indeed the natural inclusion
which is the homotopy equivalence (Palais [17] ). The analogue in H of the subspaces Λ ij = ΛF n (i, j), i < j fixed, are given by
and corresponding open collection Λ Γ = {Λ ij }. Note that ϕ also induces a homotopy equivalence
Recall that a deformation in H is a homotopy h : H × I → H such that h 0 is the identity. Let D(H) denote the set of all deformations of H with h 1 mapping into the space of constant functions (identified with R kn ).
Basic Lemma 3.11. Suppose A is a subset of Λ F n (R k ) such that there exists an h = (h 1 , . . . , h n ) in D(H) with the property that for every u ∈ A, there exists a pair i, j (depending on u), i < j, such that for every s ∈ [0, 1] and t ∈ R
Proof. Let V i,j = {u ∈ H : h i (u, s)(t) = h j (u, s)(t), ∀s, t}. Then, V i,j is deformable into F 2 (i, j) which has the same homotopy type as F 2 (R k ) which, in turn, has the same homotopy type as R k − 0 which has category 2. Hence, each V ij decomposes into 2 open subsets which are categorical in Λ ij . Thus, Λ Γ-cat|, A ≤ 2
Then for every h ∈ D(H), there is a u ∈ A such that for every i, j, there exists s ij ∈ [0, 1], t ij ∈ R, such that
i.e., if u = (u 1 , . . . , u n ), every pair of particles u i , u j collides during the deformation h.
Remark 3.13. Thus, every closed subset A ⊂ Λ F n (R k ) is admissible in the sense of Majer-Terracini [16] if it has ΛΓ -category greater than 2.
We will apply the above corollary to the simple deformation h = (h 1 , . . . , h n ):
where
to prove an inequality which is basic for the Majer-Terracini method.
Proposition 3.14. Let E denote the set
Proof. Suppose Λ Γ-cat E > 2. Then, using the deformation ( * ) above, for some u ∈ E and every pair i, j, there is a pair (s ij , t ij ) such that
This implies
Appling the Sobolev inequality we obtain
Therefore,
and hence 1 2n
The corresponding inequalities in Majer-Terracini [15] - [17] are not as sharp because the authors employed the relation iR h,u j described earlier in this paper rather than the simpler concept of Γ -category. Following Majer-Terracini we use as "control function" g(u) the function
to obtain the following restatement of Proposition 3.14.
where V (u, t) ≤ 0 for all u and 0 ≤ t ≤ 1, then
Corollary 3.17. For any c ∈ R and any b ≥ (T /3)c we have
Another important step in the Majer-Terracini method is to verify the existence of compact sets in Λ F n (R k ) of arbitrarily high Λ Γ-category.
A section for p n is defined by
where for j ≥ 3
Let C denote the corresponding set in
projection on the ith and jth coordinates. We define a homotopy H :
, and H 1 (y) is a point in F 2 (R k ), y ∈ C. Furthermore, if y = (y 1 , y 2 ), G 0 (r n (y)) = (y 1 , . . . , y n ) and y i and y j lie on the half-line L(y 1 , y 2 ) from y 1 to y 2 , where H 0 (y 1 , y 2 ) = (y i , y j ), i < j. Using a simple homotopy K taking (y 1 , y 2 ) along L(y 1 , y 2 ) to (y i , y j ), we see that K followed by H, gives a contraction of C in F 2 (R k ).
Remark 3.20. Our overall assumption is that k ≥ 3, so that F n (R k ) is 0-connected and contractions may always be assumed to be to any point of F n (R k ). Now, the arguments used above apply to the following situation. Using the notation above, the section σ n :
where in the last item above Ω F n (R k ) is the subset of Λ F n (R k ) consisting of loops based at a particular point.
The corresponding inequalities are valid for subsets of
using the open covers ΛΓ, ΩΓ and Ω Γ, respectively. 
The Majer-Terracini method
We now illustrate how the general concept of Γ-category and, in particular, Theorem 3.20 play a role in the Majer-Terriacini method by proving one of their main results.
First of all, the method requires the use of several results which are only valid modulo translation by R k . More precisely let H 0 denote the subspace of H defined by
[u i ] = 0 , and π : H → H 0 , the orthogonal projection given by πu = u − x, where
and one easily verifies that we have a homeo-
where π 0 is the restriction of π and ψ(u, x) = u + x, and x i = x ∈ R k . On the other hand, let R k act on H by translation, i.e. xu = u + x, where
. Thus, the statement that statements made in the context of ΛF n (R k )
are valid "modulo translations by R k " is equivalent to asserting validity in the orbit space Λ 0 F n (R k ). In short, the Majer-Terracini method has as its natural
In order to carry over the results of Section 3 to H 0 we employ the following
Proof. Since A and Λ ij are R k -invariant, π defines a homotopy equivalence from Λ ij to π(Λ ij ) which carries A to A 0 . Since cat Λij A = cat π(Λij ) A 0 for every i, j, 1 ≤ i < j ≤ n, the result follows.
Our next objective is to illustrate how to apply the properties of Γ-category in the proof of the following theorem of Majer-Terracini ( [16] , [17] ).
The setting is the following dynamical system of n-body type
The assumptions on the potentials V ij are the following:
(V 2 ) There exists U ∈ C 1 (R k − 0; R) such that lim x→0 U (x) = ∞ and there exists a ρ 0 such that for 0 < |x|
There exists ρ > 0 and θ, 0 ≤ θ < π/2 such that ang(∇V ij (x, t), x) ≤ θ for all x with |x| > ρ and i = j. As usual, the (non-collision) T -periodic solutions of (H) are critical points of the associated functional Before proceeding with the proof we state without proof the necessary analytic prerequisites (Propositions 4.7, 4.8, 4.10, 4.11) whose proofs may be found in [15] - [17] . Following Majer-Terracini let
Then, both f and g, which are defined on Λ F n (R k ) and for the remainder of this section we assume that f satisfies properties (V 1 )-(V 3 ). The motivation for the function g is the following simple purely algebraic lemma and its corollary. 
and (using the W 1,2
The proof of Corollary 4.6 is made simpler if one uses the equivalent norm
Corollary 4.6 leads to the following Palais-Smale condition. 
For the next proposition recall the following conventional notations. If f ∈ C 1 (Λ; R), where Λ is an open in a Hilbert space, then K c = {u ∈ Λ : f (u) = c and ∇f (u) = 0},
Also recall that a deformation η ∈ C 0 (Λ × I, Λ) is a homotopy such that for Then, for every ε > 0 and every neighbourhood N of K c ∩ g b there is a deformation η : Λ × I → Λ and an ε, 0 < ε < ε, such that:
(1) η(u, s) = u, for any s, 0 ≤ s ≤ 1, if |f (u) − c| ≥ ε or g(u) ≥ b.
(2) η preserves sublevels of f , i.e. η(f a , s) ⊂ f a for a ∈ R.
Remark 4.12. As is customary, when K c ∩ g b = φ, we take N = φ. The above deformation result will be applied in the special case of Λ = Λ 0 F n (R k ) and the restriction of the functional f of Theorem 4.4 to Λ 0 F n (R k ). Now, we turn to the proof of Theorem 4.4 which is a variation of the argument in [17] with some essential changes since we will be employing Λ 0 Γ-category in the space Λ 0 F n (R k ). and
This, contradicts the definition of c m . Thus, in this case Λ 0 Γ-cat(K c ∩ g b ) ≥ 2s + 1.
To prove that the sequence {c m } is unbounded, suppose lim c
