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On the Strong Brillinger-Mixing Property of
α-Determinantal Point Proesses and Some
Appliations
LOTHAR HEINRICH
Abstrat
First we derive a representation formula for all umulant density funtions in terms of the
non-negative denite kernel funtion C(x, y) dening an α- determinantal point proess
(DPP). Assuming absolute integrability of the funtion C0(x) = C(o, x) we show that a
stationary α-DPP with kernel funtion C0(x) is "strongly" Brillinger-mixing implying,
among others, that its tail-σ-eld is trivial . Seond we use this mixing property to prove
rates of normal onvergene for shot-noise proesses and sketh some appliations to sta-
tistial seond-order analysis of α-DPPs.
Keywords : determinantal and permanental point proess, trivial tail-σ-
field, exponential moment, shot-noise proess, Berry-Esseen bound, multi-
parameter K-funtion, kernel-type produt density estimator, goodness-
of-fit test
MSC 2010 : Primary 60G55 60F05 Seondary 62G10 62G20
1 Introdution
In the last 15 years determinantal and permanental point proesses (DPPs resp. PPPs for
short) have attrated inreasing attention in pure and applied mathematis as well as of math-
ematial physis. The rst steps to implement this lass of point proesses began with the
desription of nite random point patterns in bounded subsets of an Eulidean spae Rd of
dimension d ≥ 1 in terms of Janossy densities, see Vol. I, Chapters 5.3 and 5.4, of the mono-
graph [3℄ whih also serves us as main referene on point proess theory. A ruial step was
done by Mahi [19℄ by introduing DPPs and PPPs as mathematial models for ongura-
tions of fermions and bosons, respetively. Regarding this physial bakground DPPs/PPPs
provide models that an be used to desribe point proesses with repulsion/attration fores
between the atoms. From this view point these PPs are ounterparts to Poisson proesses
whih onsists of non-interating atoms. An embedding of DPPs and PPPs into the theory
of Gibbsian PPs an be found in [11℄.
Next, to avoid ambiguities, we introdue in a rigorous way some denitions and basi notions
from PP theory. For the denition of α-DPPs and an overview on the state of art of the
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theory and the diverse appliations of DPPs and PPPs we refer the reader to Camilier &
Dereusefond [2℄ and the list of referenes therein. The main part of our paper is foused on
stationary α-DPPs and is inspired by the reent paper [16℄ and its extended arXiv-versions.
Let [N,N ] denote the measurable spae of all loally nite ounting measures on Rd (equipped
with its σ-algebra Bd of Borel sets), where the σ-algebra N is generated by the family of sets
{ψ ∈ N : ψ(B) = n} for n ∈ R ∪ {0} and B ∈ Bdb (= ring of bounded sets in Bd). A
PP on Rd is dened to be a measurable mapping Ψ from a hypothetial probability spae
[Ω,F ,P] (it always exists!) into [N,N ]. Throughout in this paper we assume that Ψ is
simple, i.e. P
(
Ψ({x}) ≤ 1,∀x ∈ Rd) = 1. We briey write Ψ = ∑i≥1 δXi ∼ P with Dira
measure δx(B) = 1B(x) = 1 or = 0, if x ∈ B or /∈ B, respetively. Here, the ountable set
{Xi : i ≥ 1} of atoms of Ψ (having multipliity 1) an be onsidered as loally nite random
losed (onguration) in Rd and the probability measure P = P◦Ψ−1 indued by Ψ on [N,N ]
is alled the distribution of Ψ. Thanks to the simpliity of Ψ the distribution of Ψ is uniquely
determined by the void probabilities P(Ψ(C) = 0) for all ompat C ⊂ Rd. Further, let E and
Var denote expetation and variane, respetively, with respet to P.
If EΨk(B) <∞ for B ∈ Bdb , then there exist the loally nite k-th fatorial moment measure
α(k) and the (signed) k-th fatorial umulant measure γ(k) on [Rdk,Bdk] dened, for any
B1, . . . , Bk ∈ Bdb , by
α(k)
( k×
j=1
Bj
)
:=
∫
N
∑6=
x1,...,xk
∈supp(ψ)
k∏
j=1
1Bj (xj)P (dψ) = (−1)k lim
z1,...,zk↓0
∂k
∂z1 . . . ∂zk
GP
[
1−
k∑
i=1
zi 1Bi
]
,
respetively, by
γ(k)
( k×
j=1
Bj
)
:= (−1)k lim
z1,...,zk↓0
∂k
∂z1 . . . ∂zk
logGP
[
1−
k∑
i=1
zi 1Bi
]
, (1.1)
where the probability generating funtional GP [f ] := E
(∏
i≥1 f(Xi)
)
of Ψ =
∑
i≥1 δXi is
dened for any measurable f |Rd 7→ [0, 1] suh that of supp(1 − f) ∈ Bdb . For a stationary
Poisson proess with intensity λ it has the simple exponential shape exp
{
λ
∫
Rd
(f(x)−1)dx}.
Here and below,
∑ 6=
indiates summation over tuples onsisting of pairwise distint ele-
ments. If α(k) is absolutely ontinuous w.r.t. the Lebesgue measure on Bdk the orrespond-
ing Radon-Nikodym density ̺(k)|Rdk 7→ [0,∞] is alled k-th produt density, k-th orrela-
tion funtion or k-point intensity. These names are motivated by the interpretation that
P(Ψ(dx1) = 1, · · · ,Ψ(dxk) = 1) ≈ ̺(k)(x1, . . . , xk) dx1 · · · dxk. The existene of produt
densities ̺(1), . . . , ̺(k) implies the existene of a Lebesgue density c(k)|Rdk 7→ [−∞,∞] of γ(k)
alled k-th umulant density or k-th trunated orrelation funtion. Sine γ(k) is a signed
measure, the funtion c(k) may take positive and negative values. The evaluation of the log-
arithmi derivatives in (1.1) yields the formula (whih goes bak to the pioneering paper of
Leonov & Shiryaev [18℄, see also [3, Vol. I, pp. 147/148℄ or [8℄)
c(k)(x1, . . . , xk) =
k∑
ℓ=1
(−1)ℓ−1(ℓ− 1)!
∑
K1∪...∪Kℓ
={1,...,k}
ℓ∏
j=1
̺(κj)(xkj ; kj ∈ Kj) (1.2)
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and by inverting the latter relation we get that
̺(k)(x1, . . . , xk) =
k∑
ℓ=1
∑
K1∪...∪Kℓ
={1,...,k}
ℓ∏
j=1
c(κj)(xkj ; kj ∈ Kj) , (1.3)
where the sum
∑
K1∪...∪Kℓ={1,...,k}
is taken over all partitions of the set {1, . . . , k} into ℓ
disjoint non-empty subsets Kj and κj := #Kj denotes the ardinality of Kj .
If Ψ ∼ P is stationary with intensity λ = EΨ([0, 1]d) > 0 the both measures α(k) and γ(k) are
invariant on the produt set ×kj=1Bj under diagonal shifts whih allows to dene impliitly
the k-th redued fatorial moment measure α
(k)
red resp. the k-th redued fatorial umulant
measure γ
(k)
red on [R
d(k−1),Bd(k−1)] by disintegration w.r.t. the intensity measure λ | · | :
α(k)
( k×
j=1
Bj
)
= λ
∫
Bk
α
(k)
red
( k−1×
j=1
(Bj −x)
)
dx and γ(k)
( k×
j=1
Bj
)
= λ
∫
Bk
γ
(k)
red
( k−1×
j=1
(Bj −x)
)
dx ,
see [3, Vol. II, p. 238℄ for more details.
If the k-th produt density ̺(k)(x1, . . . , xk) exists then α
(k)
red and γ
(k)
red possesses the Lebesgue
densities λ−1 ̺(k)(x1, . . . , xk−1, o) and λ
−1 c(k)(x1, . . . , xk−1, o), respetively.
The total variation measure |γ(k)red| is dened by |γ(k)red|( . ) = (γ(k)red)+( . )+(γ(k)red)−( . ), where the
measures (γ
(k)
red)
+
and (γ
(k)
red)
−
are given by the Jordan deomposition γ
(k)
red( . ) = (γ
(k)
red)
+( . ) −
(γ
(k)
red)
−( . ). The total variation of γ
(k)
red is dened by the number ‖γ(k)red‖TV := |γ(k)red|(Rd(k−1)).
Denition 1 A stationary PP Ψ ∼ P with intensity λ > 0 suh that EΨk([0, 1]d) < ∞ for
all k ≥ 2 is said to be Brillinger-mixing if the total variation ‖γ(k)red‖TV is nite for all k ≥ 2.
In ase umulant densities c(k) of any order k ≥ 2 exist, this means that, for all k ≥ 2,
‖γ(k)red‖TV =
1
λ
∫
Rd(k−1)
| c(k)(x1, . . . , xk−1, o) |d(x1, . . . , xk−1) <∞ , see [13, 4, 7, 8℄ . (1.4)
Ψ ∼ P is alled strongly Brillinger-mixing if ‖γ(k)red‖TV ≤ ak k! for some a > 0 and all k ≥ 2,
see [10℄.
Finally, if the PP Ψ ∼ P is stationary and isotropi then its seond-order properties are
determined by the intensity λ > 0 and Ripley's K-funtion K(r) := λ−1 α
(2)
red(Bd(r)) with
Bd(r) := {x ∈ Rd : ‖x‖ ≤ r} or, if ̺(2) exists, by the pair orrelation funtion g|(0,∞) 7→
[0,∞] dened by g(r) := λ−2 ̺(2)(x, o) for x ∈ Rd with Eulidean norm ‖x‖ = r > 0. For non-
isotropi PPs we suggest to onsider the multiparameter K-funtion K(r) := λ−1 α
(2)
red(Bd(r))
with symmetri retangles Bd(r) = ×di=1[−ri, ri] for r = (r1, . . . , rd) ∈ Rd+, see [9℄.
The remaining part of the paper is organized as follows. Set. 2 summarizes essential proper-
ties of α-DPPs. Theorem 1 provides a omparatively simple representation of the umulant
density funtion in terms of α and kernel C whih forms the basis to prove the strong Brillinger-
mixing property of stationary α-DPPs in Set. 3. An interesting appliation of this fat to
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(integrated) shot-noise proesses driven by stationary α-DPPs is formulated in Theorem 3.
Set. 4 ontains further appliations of this mixing property to prove asymptoti Gaussianity
of empirial (redued) moment measures (on large sampling windows) of stationary α-DPPs
with a speial fous on the K-funtion, the seond produt density and the pair orrelation
funtion. These results enable us, at least in priniple, to onstrut asymptoti goodness-of-t
tests to hek hypotheses onerning the kernel funtion C0(x).
2 Denition and Properties of α-Determinantal Point Proe-
sess
The denition of an α-DPP is based on three inredients : (i) an admissible real parameter
α ≥ −1, (ii) a Radon measure ν on Bd whih is hosen in this paper to be the Lebesgue
measure ν(·) = | · | and (iii) a (omplex-valued) ovariane funtion C|Rd 7→ Rd → C, that is,
C is the non-negative denite, i.e.
n∑
i,j=1
zi C(xi, xj) zj ≥ 0 for all x1, . . . , xn ∈ Rd , z1, . . . , zn ∈ C and n ≥ 1. (2.1)
This implies that C(x, x) ≥ 0, C(x, y) = C(y, x) and |C(x, y)|2 ≤ C(x, x)C(y, y) for x, y ∈
Rd.
Denition 2 A simple PP Ψα =
∑
i≥1 δXi ∼ Pα on Rd is alled α-determinantal PP for
an admissible α ≥ −1 with ovariane funtion C (α-DPP(C) for short) if, for all k ≥ 1, the
k-th produt density ̺
(k)
α is given by
̺(k)α (x1, . . . , xk) =
∑
π∈P(1,...,k)
αk−n(π)
k∏
i=1
C(xi, xπ(i)) (2.2)
for all x1, . . . , xk ∈ Rd, where the sum is taken over the set P(1, . . . , k) of all permutations of
{1, . . . , k} and n(π) is the number of yles in the permutation π.
Here, a yle in the permutation π ∈ P(1, . . . , k) is an ordered subset {i1, . . . , iℓ} of {1, . . . , k}
that is ylially permuted, i.e., π(i1) = i2, . . . , π(iℓ−1) = iℓ, π(iℓ) = i1 if yle length ℓ ≥ 2
and π(i1) = i1 else. Note that any π ∈ P(1, . . . , k) has a unique deomposition in n(π) pairwise
disjoint yles overing {1, . . . , k}, see [21, Chapt. 6℄. The number sgn(π) := (−1)k−n(π) is
alled the sign of π.
Using the sign sgn(π) of a permutation π and the usual (Leibniz) denition of a determinant,
see e.g. [21, p. 221℄, we get from (2.2) the representations
̺
(k)
−1(x1, . . . , xk) = det
(
C(xi, xj)
)k
i,j=1
=
∣∣∣∣∣∣∣∣
C(x1, x1) ·· C(x1, xk)
.
.
. ·· ...
C(xk, x1) ·· C(xk, xk)
∣∣∣∣∣∣∣∣
(2.3)
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of any order k ≥ 1 dening the determinantal PP with kernel funtion C (DPP(C) for short).
For α = 1, the orresponding PP with k-th produt density
̺
(k)
1 (x1, . . . , xk) = per
(
C(xi, xj)
)k
i,j=1
:=
∑
π∈P(1,...,k)
k∏
i=1
C(xi, xπ(i)) (2.4)
for k ≥ 1 is alled the permanental PP with kernel funtion C (PPP(C) for short).
Notie that a real parameter α is admissible if there exists a ovariane funtion C suh that
the funtions ̺
(k)
α dened by (2.2) turn out to be produt densities of some PP Ψα ∼ Pα.
For example, α < −1 is not admissible sine ̺(2)α (x, y) = α |C(x, y)|2 + C(x, x)C(y, y) takes
negative values on the diagonal. Notie that it is still a non-trivial problem to determine
the set of admissible parameters, see e.g. [17℄, [22℄, [2℄. To avoid some tehnial prob-
lems we assume throughout that the ovariane funtion C is ontinuous on (Rd)2. Be-
low we will show that Ψ ∼ P (if it exists) is uniquely determined by its fatorial moments
α(k)(Bk) =
∫
Bk ̺
(k)
α (x) dx for all B ∈ Bdb and k ≥ 1. In [2℄, the set of admissible parameters
α ∈ {2/m : m ∈ R} ∪ {−1/m : m ∈ R} is disussed in onnetion with frational powers
−1/α of ertain Fredholm determinants expressing the Laplae funtional GP [exp{−h}] of
α-DPPs for positive, ompatly supported h on Rd. The best understood ases are DPPs
and PPPs, see e.g. [2℄ for details. The ruial role plays the selfadjoint integral opera-
tor (CDf)(·) =
∫
D C(x, ·) f(x) dx mapping from L2(D) in L2(D), whih turns out to be a
Hilbert-Shmidt operator for any ompat D ⊂ Rd (loally trae-lass operator) with norm
‖CD‖2 :=
( ∫
D×D |C(x, y)|2d(x, y)
)1/2
. In partiular, a DPP(C), i.e. α = −1, with ontinuous
C exists i, for eah ompat D, all real, non-negative eigenvalues of CD belong to [0, 1], see
[16℄. For a stationary DPP(C), this spetral ondition an be expressed more expliitly, see
Set. 3.
Lemma 1 For an admissible α ≥ −1 let Ψα ∼ Pα be an α-DPP(C) on Rd with ovariane
funtion C suh that ‖CB‖ :=
∫
B C(x, x)dx < ∞ for B ∈ Bdb . Then, for any B ∈ Bdb , there
exists a number s = s(α,B,C) > 0 suh that EesΨα(B) <∞. In other words, Ψα(B) possesses
an exponential moment whih implies the uniqueness of the distribution Pα.
Proof of Lemma 1. We may assume the existene of at least one PP Ψα ∼ Pα with produt
densities dened by (2.2) for ertain ovariane funtion C. Let Bk denote the k-fold artesian
produt of B. Then α(k)(Bk) oinides with the k-th fatorial moment E
[
Ψα(B)(Ψα(B) −
1) · · · (Ψα(B)− k + 1)
]
of Ψα(B). On the other hand, (2.2) yields that
α(k)(Bk) =
∫
Bk
̺(k)α (x) dx ≤ k! (α ∨ 1)k−1 max
π∈P(1,...,k)
∫
B
· · ·
∫
B
k∏
i=1
|C(xi, xπ(i))|dx1 . . . dxk
By the inequality |C(x, y)|2 ≤ C(x, x)C(y, y) with C(x, x) ≥ 0 for all x ∈ Rd, it follows that
k∏
i=1
|C(xi, xπ(i))| ≤
k∏
i=1
C(xi, xi) for eah π ∈ P(1, . . . , k) .
5
Hene, applying Fubini's theorem leads to α(k)(Bk) ≤ k! (α∨1)k−1 ‖CB‖k. Using the fatorial
moment generating funtion of Ψα(B) we arrive at
E(1 + s)Ψα(B) = 1 +
∞∑
k=1
α(k)(Bk)
sk
k!
≤ 1
1− s ‖CB‖ (α ∨ 1) for 0 ≤ s <
1
‖CB‖ (α ∨ 1) .
Finally, the elementary estimate es ≤ 1 + 2s for 0 ≤ s ≤ 2/3 yields
EesΨα(B) ≤ 1
1− ‖CB‖ (α ∨ 1) for 0 ≤ s <
2
3
∧ 1
2 ‖CB‖ (α ∨ 1) ,
whih terminates the proof of Lemma 1. ✷
Remark 2.1 In ase of a DPP(C) Ψ−1 the bounds of the fatorial moments α
(k)(Bk) an
be improved. The positive deniteness of the Hermitian matrix (C(xi, xj))
k
i,j=1 dening ̺
(k)
−1
in (2.3) allows to show, see [21, Theorem 9.4.10℄, that
̺
(k)
−1(x1, . . . , xk) ≤ ̺(k−1)−1 (x1, . . . , xk−1)C(xk, xk) ≤
k∏
i=1
C(xi, xi)
whih implies that α(k)(×ki=1Bi) ≤
∏k
i=1 ‖CBi‖k for all k ≥ 1 and B1, . . . , Bk ∈ Bdb . Thus,
Ψ−1 turns out to be a so-alled sub-Poisson proess with an entire fatorial moment generating
funtion
MB(z) := E(1 + z)
Ψ−1(B) = 1 +
∞∑
k=1
α(k)(Bk)
zk
k!
for z ∈ C , B ∈ Bdb
providing the void probabilities P(Ψ−1(B) = 0) = MB(−1) and the bound |MB(z)| ≤ e|z| ‖CB‖ .
The following result is ruial for proving the strong Brillinger-mixing property of stationary
α-DPPs in the next setion.
Theorem 1 For any admissible α ≥ −1 and k ≥ 2, the k-th umulant density c(k)α (x1, . . . , xk)
dened by (1.2) with produt densities ̺
(1)
α , . . . , ̺
(k)
α given in (2.2) an be expressed as follows:
c(k)α (x1, . . . , xk) = α
k−1
∑
π∈P({2,...,k})
C(x1, xπ(2))C(xπ(2), xπ(3)) · · ·C(xπ(k), x1) (2.5)
= αk−1
∑
π∈P({1,...,k}\{j})
C(xj , xπ(1)) · · ·C(xπ(j−1), xπ(j+1)) · · ·C(xπ(k), xj) (2.6)
for any x1, . . . , xk ∈ Rd and j = 2, . . . , k, where the set P(k1, . . . , kℓ) ontains all ℓ! permuta-
tions of the distint numbers k1, . . . , kℓ. (In (2.6) set π(k + 1) := k for j = k)
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Proof of Theorem 1. For notational ease we put Cij = C(xi, xj) for x1, . . . , xk ∈ Rd. To begin
with we show that eah summand on the r.h.s. of (2.5) ours in the sum (2.6) and vie
versa. For xed π ∈ P({2, . . . , k}) and j ∈ {2, . . . , k} there exists an i ∈ {2, . . . , k} suh that
π(i) = j. This gives
C1π(2) Cπ(2)π(3) · · ·Cπ(i−1)j Cjπ(i+1) · · ·Cπ(k)1
= Cjπ(i+1)Cπ(i+1)π(i+2) · · ·Cπ(k)1 C1π(2)) · · ·Cπ(i−2)π(i−1) Cπ(i−1)j .
Obviously, the numbers 1, π(2), . . . , π(i − 1), π(i + 1), . . . , π(k) form a permutation of the
set {1, . . . , k} \ {j} onrming the rst part. With the same argument it follows that every
summand in the sum (2.6) shows up on the r.h.s. of (2.5). The representation (2.5) an be
veried by indution on k ≥ 2.
For k = 2 the formulae (1.2) and (2.2) ombined with ̺
(1)
α (xi) = C(xi, xi) yield
c(2)α (x1, x2) = ̺
(2)
α (x1, x2)− ̺(1)α (x1) ̺(1)α (x2) = αC(x1, x2)C(x2, x1) . (2.7)
This oinides with (2.5) for k = 2. Together with the trivial relation c
(1)
α (x) = C(x, x) we
now assume the validity of (2.5) for umulant densities c
(κ)
α of order κ = 2, . . . , k − 1. For
k ≥ 3, an obvious rearrangement of (1.3) gives the relation
c(k)α (x1, . . . , xk) = ̺
(k)
α (x1, . . . , xk)−
k∑
ℓ=2
∑
K1∪...∪Kℓ
={1,...,k}
ℓ∏
j=1
c
(κj)
α (xkj ; kj ∈ Kj) . (2.8)
for any x1, . . . , xk ∈ Rd, where the sum on the r.h.s. and the κj 's are the same as in (1.3).
For j = 1, . . . , ℓ, let Kj = {kj1, kj2, . . . , kjκj} with kj1 < kj2 < . . . < kjκj and πj ∈ P(Kj \
{kj1}) strethes over all (κj−1)! permutations of the set Kj \{kj1} (whih is empty if κj = 1).
If ℓ ≥ 2 the above assumption enables us to write
c
(κj)
α (xq; q ∈ Kj) = ακj−1
∑
πj∈P(Kj\{kj1})
Ckj1πj(kj2) Cπj(kj2)πj(kj3) · · ·Cπj(kjκj )kj1 , (2.9)
for j = 1, . . . , ℓ. Here, the sum runs over all yli permutations of the yle kj1, kj2, . . . , kjκj
of length κj ≥ 2, where eah of them begins and ends with the smallest element kj1 and the
remaining elements are permuted. Let us abbreviate suh yle by σ(kj1, kj2, . . . , kjκj ). We
put c
(1)
α (xkj1) = Ckj1kj1 if κj = 1 in aordane with a yle of length 1.
Next we make use of the fat that eah permutation π ∈ P(1, . . . , k) an be written in a
unique way as union of yli permutations of pairwise disjoint yles (ordered aording to
asending smallest yle elements). To obtain all π ∈ P(1, . . . , k) we deompose {1, . . . , k}
into non-empty, pairwise disjoint sets K1, . . . ,Kℓ for ℓ = 1, . . . , k and take the union of
the k-tuples
⋃ℓ
j=1 σ(kj1, πj(kj2), . . . , πj(kjκj)) over all yli permutations πj of the yles
Kj = {kj1, . . . , kjκj} for j = 1, . . . , ℓ. With the above notation this an be formally expressed
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by
P(1, . . . , k) =
k⋃
ℓ=1
⋃
K1∪...∪Kℓ
={1,...,k}
⋃
πj∈P(Kj\{kj1})
j=1,...,ℓ
ℓ⋃
j=1
σ(kj1, πj(kj2), . . . , πj(kjκj)) ,
implying the following alternative representation of (1.3):
̺(k)α (x1, . . . , xk) =
∑
π∈P(1,...,k)
αk−n(π)
k∏
i=1
Ciπ(i)
=
k∑
ℓ=1
∑
K1∪...∪Kℓ
={1,...,k}
αk−ℓ
ℓ∏
j=1
∑
πj∈P(Kj\{kj1})
Ckj1πj(kj2)Cπj(kj2)πj(kj3) · · ·Cπj(kjκj )kj1 . (2.10)
Finally, inserting the latter expression of ̺
(k)
α (x1, . . . , xk) (with k − ℓ =
∑ℓ
j=1(κj − 1)) and
the formulae (2.9) on the r.h.s. of (2.8) we reognize that c
(k)
α (x1, . . . , xk) is just equal to the
rst summand (for ℓ = 1) of (2.10) whih oinides with (2.5). This ompletes the proof of
Theorem 1. ✷
Supplements to the proof of Theorem 1 Clearly, #P(1, . . . , k) = k!. Hene, the sum on
the r.h.s. of (2.10) must run over k! summands. This is seen as follows: With the obvious
relations∑
K1∪...∪Kℓ
={1,...,k}
1 =
1
ℓ!
∑
κ1+...+κℓ=k
κ1,...,κℓ≥1
k!
κ1! · · · κℓ! and
∑
πj∈P(Kj\{kj1})
1 = (κj − 1)! for j = 1, . . . , ℓ
we have show that
∑k
ℓ=1
1
ℓ! akℓ = 1 for all k ≥ 1, where akℓ :=
∑
κ1+...+κℓ=k
1
κ1···κℓ
. This is
seen together with log 11−x =
∑
k≥1
xk
k by omparison of oeients from the identity
∑
k≥1
xk =
x
1− x =
∑
ℓ≥1
(
log
1
1− x
)ℓ 1
ℓ!
=
∑
ℓ≥1
1
ℓ!
∑
k≥ℓ
xk akℓ =
∑
k≥1
xk
k∑
ℓ=1
akℓ
ℓ!
.
Further, for α = −1, we obtain by ombining (2.3) and (2.10) an alternative denition of
determinants without using the sign of permutations:
det
(
Cij
)k
i,j=1
=
k∑
ℓ=1
∑
K1∪...∪Kℓ
={1,...,k}
(−1)k−ℓ
ℓ∏
j=1
∑
πj∈P(Kj\{kj1})
Ckj1πj(kj2) Cπj(kj2)πj(kj3) · · ·Cπj(kjκj )kj1 .
Remark 2.2 Let C be a ovariane funtion andm ≥ 2 some integer suh that the DPP(C/m)
Ψ−1 with ovariane funtion C/m exists. Aording to (2.5) its k-th umulant density
c
(k)
−1(x1, . . . , xk) satises the relation
m c
(k)
−1(x1, . . . , xk) =
(
− 1
m
)k−1 ∑
π∈P({2,...,k})
C(x1, xπ(2))C(xπ(2), xπ(3)) · · ·C(xπ(k), x1)
for every k ∈ R. Obviously, the expression on r.h.s. is exatly the k-th umulant density of
an α-DPP(C) with α = −1/m. This PP an be obtained by superposition of m independent
opies of the DPP(C/m) Ψ−1. A similar onstrution holds for α = 1/m using a PPP(C/m)
Ψ1.
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3 Strong Brillinger-mixing property of stationary α-DPPs with
appliations to shot-noise proesses
An α-DPP(C) Ψα ∼ Pα (with admissible α ≥ −1 and ovariane funtion C) turns out to
be (stritly) stationary if and only if C(x, y) = C(o, y − x) = C0(y − x) for all x, y ∈ Rd,
where C0(x) is a omplex-valued, non-negative denite funtion on R
d
, i.e.
∑n
i,j=1 ziC0(xi −
xj) zj ≥ 0 for all x1, . . . , xn ∈ Rd , z1, . . . , zn ∈ C and n ≥ 1 implying that C0(o) ≥ 0,
C0(−x) = C0(x) and |C0(x)| ≤ C0(o) for x ∈ Rd. For stationary α-DPPs with ovariane
funtion C0(x) we write α-DPP(C0) for short. We assume in addition that C0(x) is ontinuous
in the origin o (and hene everywhere) suh that C0(o) > 0 and ‖C0‖1 :=
∫
Rd
|C0(x)|dx <∞
implying ‖C0‖22 :=
∫
Rd
|C0(x)|2dx ≤ C0(o) ‖C0‖1.
Under these onditions a famous result by S. Bohner & A.Ya. Khinthine, see [16℄ for ref-
erenes, ensures that there exists a nite (spetral) measure µ on [Rd,Bd] having even a
bounded, ontinuous and square integrable Lebesgue density ϕ on Rd suh that
C0(x) =
∫
Rd
e2πi 〈x,y〉ϕ(y)dy and ϕ(y) =
∫
Rd
e−2πi 〈x,y〉C0(x)dx ,
where 〈·, ·〉 denotes the salar produt in Rd. These Fourier representations shows immediately
that C0(o) =
∫
Rd
ϕ(y)dy and supx∈Rd ϕ(x) ≤ ‖C0‖1. A remarkable result proved in [16℄
for DPPs is as follows: Provided that the ovariane funtion C0 is ontinuous and square
integrable on Rd, then there exists a stationary DPP(C0) if the orresponding spetral density
ϕ is integrable with 0 ≤ ϕ(x) ≤ 1 , ∀x ∈ Rd. A suitable way to nd pairs (C0, ϕ) is to onsider
the harateristi funtion C0 of a random vetor having a bounded (symmetri or unimodal)
probability density ϕ, see e.g. [20℄.
We give some examples: Let S be a positive denite d× d-matrix with det(S) > 0.
Gaussian distribution: C0(x) = exp
{− 1
2
〈x, Sx〉} , ϕ(y) = exp
{− 12 〈y, S−1y〉}√
(2π)d det(S)
Cauhy distribution: C0(x) = exp
{−√〈x, Sx〉} , ϕ(y) = Γ(d+12 )π−(d+1)/2
det(S) (1 + 〈y, S−1y〉)
The onditions on det(S) to ensure the existene of a DPP(C0) an be easily found.
Eulid's hat: C0(x) =
2ωd−1
ωd
∫ 1
‖x‖
(1− t2)(d−1)/2 dt 1Bd(1)(x) , ϕ(y) =
J2d/2
(‖x‖/2)
ωd ‖x‖d
Shoenberg's harateristi funtion: C0(x) = Γ
(d
2
) ∫ ∞
0
J(d−2)/2(t ‖x‖)
(t ‖x‖/2)(d−2)/2 dF (t) ,
where F is a distribution funtion on [0,∞), Jm a Bessel funtion and ωd = |Bd(1)|.
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Below we give the essential seond-order harateristis for a stationary α-DPP(C0) with
intensity λ = C0(o):
(i) (redued) seond produt density ̺α(x):
̺α(x) := λ
−1 ̺(2)α (x, o) = C0(o) + α
|C0(x)|2
C0(o)
≥ 0 for x ∈ Rd , α ≥ −1 , (3.1)
(ii) pair orrelation funtion gα(r): If the α-DPP(C0) is motion-invariant, i.e. c(‖x‖) = C0(x)
for some funtion c(·) on [0,∞), we dene
gα(r) := λ
−2 ̺(2)α (x, o) = 1 + α
|c(r)|2
C0(o)2
≥ 0 for r = ‖x‖ ≥ 0 , α ≥ −1 , (3.2)
(iii) Ripley's and multiparameter K-funtion : K(r) := K(Bd(r)) and K(r) := K(Bd(r)),
where
K(B) := λ−1 α(2)red(B) = |B|+
α
C0(o)2
∫
B
|C0(x)|2 dx ≥ 0 for B ∈ Bdb , α ≥ −1 . (3.3)
Theorem 2 For an admissible α ≥ −1, let Ψα ∼ Pα be a stationary α-DPP(C0) dened by
the produt densities (2.2) with an absolutely integrable ovariane funtion C0 and intensity
λ = C0(o). Then Ψα ∼ Pα is strongly Brillinger-mixing. More preisely, the orresponding
total variations (1.4) expressed by the umulant densities (2.5) possesses the following bounds:
‖γ(k)red‖TV ≤
|α|k−1
C0(o)
(k − 1)! ‖C0‖k−21 ‖C0‖22 ≤ (k − 1)! (|α| ‖C0‖1)k−1 for k ≥ 2 . (3.4)
Proof of Theorem 2. From (2.6) with j = k, xk = o and C(x, y) = C0(y − x) we see that
c
(k)
α (x1, . . . , xk−1, o) takes the form
αk−1
∑
π∈P({1,...,k−1})
C0(xπ(1))C0(xπ(2) − xπ(1)) · · ·C0(xπ(k−1) − xπ(k−2))C0(−xπ(k−1)) ,
whene together with |C0(x1))C0(−xk−1)| ≤ 12 |C0(x1)|2+ 12 |C0(xk−1)|2 and ‖C0‖22 ≤ λ ‖C0‖1
it follows that
λ ‖γ(k)red‖TV =
∫
(Rd)k−1
|c(k)α (x1, . . . , xk−1, o)|d(x1, . . . , xk−1)
≤ 1
2
|α|k−1 (k − 1)!
∫
(Rd)k−1
(|C0(x1)|2 + |C0(xk−1)|2) k−1∏
j=2
|C0(xj − xj−1)|d(x1, . . . , xk−1)
= |α|k−1 (k − 1)!
∫
Rd
|C0(x)|2 dx
( ∫
Rd
|C0(x)|dx
)k−2
≤ λ (k − 1)! |α|k−1 ‖C0‖k−11 .
The last line is equivalent to the asserted estimate (3.4). Thus, Theorem 2 is proved. ✷
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Corollary 1 Under the assumptions of Theorem 2 the stationary α-DPP(C0) Ψα ∼ Pα has
a trivial tail-σ-algebra FΨα∞ :=
⋂
r>0FΨαr , where FΨαr := σ
({Ψα(B ∩ Bd(r)c) = n} : n ∈
R, B ∈ Bdb
)
.
The proof of Corollary 1 whih holds true for any strongly Brillinger-mixing PP an be found
in [10℄.
To the best of the author's knowledge strongly Brillinger-mixing PPs (without using this
name) has been rst onsidered in [4℄ in order to study rates of onvergene in the entral limit
theorem (CLT for short) for so-alled shot-noise proesses driven by stationary independently
marked Brillinger-mixing PPs on Rd.
Let Ψα =
∑
i≥1 δXi ∼ Pα be a stationary α-DPP(C0) with intensity λ = C0(o) satisfying the
assumptions of Theorem 2 Further, let {Mi : i ≥ 1} be a sequene (being independent of Ψα)
on [Ω,F ,P] of independent opies of a generi (or typial) random mark M0 taking values
in a Polish mark spae [M,M] having the mark distribution Q on M. A shot-noise proess
(SNP for short) driven by the α-DPP(C0) and mark distribution Q with measurable response
funtion fn|Rd ×M 7→ R1 is dened by random sum
S(fn,Ψα) :=
∑
i≥1
fn(Xi,Mi) for n ≥ 1 . (3.5)
Here, the mark Mi an be interpreted as random eet, e.g. the strength of a shot, onneted
by the response funtion fn with the loation Xi. (3.5) expresses the total eet generated
by the atoms Xi of Ψα in some window set Wn ⊂ Rd. For example, Mi ould be the radius of
the ball entered at Xi and fn(Xi,Mi) = |(Xi+Bd(Mi))∩Wn|, where the sequene (Wn)n∈R
onsists of inreasing, onvex and ompat sets in Rd with inball radius r(Wn) −→
n→∞
∞, see
e.g. [9℄.
The umulants Cumk(S(fn,Ψα)) := i
−k limt→0
dk
dtk
log E exp{itS(fn,Ψα)} of any order k ≥ 1
an be alulated by means of generalized versions of the Campbell theorem, see [3℄, and
expressed and estimated in terms of the umulant densities (2.5) (with C replaed by C0) and
the moment quantities u
(n)
k (x) :=
∫
M
fn(x,m)
k Q(dm) and v
(n)
k (x) :=
∫
M
|fn(x,m)|k Q(dm)
for k ∈ R .
For example, the mean E(S(fn,Ψα)) equals C0(o)
∫
Rd
u
(n)
1 (x)dx and the variane of (3.5)
takes the form
Var
(
S(fn,Ψα)
)
= C0(o)
∫
Rd
u
(n)
2 (x) dx+ α
∫
(Rd)2
u
(n)
1 (x)u
(n)
1 (x+ y) |C0(y)|2 d(x, y) .
Now we are able to formulate the results on rates of onvergene in the CLT for the standard-
ized SNP Z(fn,Ψα) :=
(
S(fn,Ψα)−E(S(fn,Ψα))
)
/
√
Var(S(fn,Ψα) driven by an α-DPP(C0).
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Theorem 3 Let (An)n∈R be an unboundedly inreasing sequene as n → ∞ suh that, for
a, b > 0 and all k ≥ 2,
Var
(
S(fn,Ψα)
)
/An ≥ a , sup
x∈Rd
v
(n)
k (x) ≤ bk k! ,
∫
Rd
v
(n)
k (x) dx ≤ An bk k! . (3.6)
Then,
sup
x∈Rd
∣∣P(Z(fn,Ψα) ≤ x )− Φ(x) ∣∣ ≤ const(a, b, α,C0)A−1/2n , (3.7)
where Φ(x) := (2π)−1/2
∫ x
−∞ e
−y2/2dy denotes the standard normal distribution funtion. Fur-
ther, large deviations relations in the sense of H. Cramér hold: There is a positive onstant ε
depending on a, b, α,C0 suh that in the interval 0 ≤ x ≤ ε
√
An the asymptoti relation
P(Z(fn,Ψα) ≥ x )
1− Φ(x) = exp
{ ∞∑
k=3
Λ
(n)
k x
k
}(
1 +O
(1 + x√
An
))
as n→∞ (3.8)
hold, where the so-alled Cramér series in the exponent onverges absolutely for x ∈ [0, ε√An]
with oeients Λ
(n)
k depending on the umulants Cumj(Z(fn,Ψα)), j = 3, . . . , k, see [4, p.
724℄ for an expliit formula. A orresponding relation is also valid for the ratio P(Z(fn,Ψα) ≤
−x)/Φ(−x).
Proof of Theorem 3. The proof of (3.7) and (3.8) is based on sharp bounds of the umulants
Cumk(S(fn,Ψα)). For obtaining these we have only to mimi the proof of Theorem 5 in [4℄.
From (3.6) we immediately nd that aAn ≤ Var(S(fn,Ψα)) ≤ 2 b2 (C0(o) + |α| ‖C0‖22)An.
Further, we nd a onstant B depending on a, b, α,C0 suh that |Cumk(S(fn,Ψα))| ≤ AnBk k!
for k ≥ 2 whih implies |Cumk(Z(fn,Ψα))| ≤ aB2 k!/∆k−2n with ∆n = a
√
An/B. Now we
are in a position to apply a famous lemma due to V. Statulevi£ius, see [23℄, whih provides
the optimal Berry-Esseen bound (3.7) as well as the large deviations relation (3.8) ompleting
the proof of Theorem 3. ✷
Corollary 2 In the partiular ase of an unmarked stationary α-DPP(C0) satisfying the
assumptions of Theorem 2 with response funtion fn(x,m) = 1Wn(x), the assumptions (3.6)
are fullled (due to (3.4)) for An = |Wn|. Hene, the Berry-Esseen bound (3.7) and (3.8)
are valid for the total number of atoms S(fn,Ψα) = Ψα(Wn) in an inreasing domain Wn as
dened above.
An analogous result an be obtained for an integrated SNP S(fn,Ψα) =
∫
Wn
∑
i≥1 g(y −
Xi,Mi) dy with response funtion fn(x,m) =
∫
Wn
g(y − x,m)dy for some weight funtion
g|Rd ×M 7→ R1 satisfying ∫
M
( ∫
Rd
| g(x,m) |dx )kQ(dm) ≤ bk k! for k ≥ 2 .
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4 Some appliations to statistial seond-order analysis of sta-
tionary α-DPPs
At the beginning of this nal setion we generalize a CLT proved in [9℄ for stationary Poisson
proesses on Rd with the aim to establish a goodness-of-t tests for the K-funtions of sta-
tionary α-DPPs dened by (3.3). For this purpose, let Ψα =
∑
i≥1 δXi ∼ Pα be a stationary
α-DPP(C0) with intensity λ = C0(o) satisfying the assumptions of Theorem 2. We assume
that Ψα an be observed in an expanding observation window Wn as dened in Set. 3. We
introdue the empirial set-funtion
(λ̂2K)n(B) :=
∑6=
i,j≥1
1Wn(Xi) 1Wn(Xj) 1B(Xj −Xi)
|(Wn −Xi) ∩ (Wn −Xj)| for B ∈ B
d
b ∩ [−R,R]d , (4.1)
where the sum
∑ 6=
runs over pairwise distint indies. It turns out that (4.1) is unbiased
and strongly onsistent estimator (sine Ψα is ergodi thanks to Corollary 1) for λ
2K(B) :=
λα
(2)
red(B) = C0(o)
2 |B| + α ∫B |C0(x)|2 dx, see (3.3). Estimators of this type are known as
edge-orreted, Horvitz-Thompson or Ohser-Stoyan estimators. For a detailed disussion of
suh estimators and K-funtions we refer to the monograph [12, Chapt. 4.3℄.
In what follows we onsider the estimator (4.1) only on the family Bdsym(R) of entrally
symmetri sets B, i.e. B = −B ontained in [−R,R]d, in partiular d-balls Bd(r) for r ∈ [0, R]
and uboids Bd(r) = ×di=1 = [−ri, ri] for r = (r1, . . . , rd) ∈ [0, R]d.
Next we formulate a multivariate CLT for the sequene random vetors (Xn(B1), . . . ,Xn(Bk))
for B1, . . . , Bk ∈ Bdsym(R), where
Xn(Bi) =
√
|Wn|
(
(λ̂2K)n(Bi)− λ2K(Bi)
)
for i = 1, . . . , k . (4.2)
Theorem 4 Let Ψα =
∑
i≥1 δXi ∼ Pα be a stationary α-DPP(C0) with intensity λ =
C0(o) satisfying the assumptions of Theorem 2. Then, the sequene (Xn(B1), . . . ,Xn(Bk))
onverges in distribution to mean zero Gaussian vetor (X(B1), . . . ,X(Bk)) with ovariane
matrix (E(X(Bi)X(Bj))
d
i,j=1, where, for any B,B
′ ∈ Bdsym(R), we have
E(X(B)X(B′)) = 2λ2K(B ∩B′) + 4αλ
∫
B
∫
B′
(|C0(x)|2 + |C0(y)|2 + |C0(x − y)|2) dxdy
+ 4αλ2 |B||B′|
∫
Rd
|C0(u)|2du+ 8α2
∫
B
∫
B′
Re
(
C0(x)C0(y)C0(x+ y)
)
dxdy
+ 4λ3 |B ∩B′|+ 2α2
∫
B
∫
B′
∫
Rd
|C0(u)|2|C0(u+ x+ y)|2dudxdy
+ 4α2 λ
∫
B
∫
B′
∫
Rd
Re
(
C0(x)C0(u)C0(x+ u) + C0(y)C0(u)C0(y + u)
)
dudxdy
+ 4α3
∫
B
∫
B′
∫
Rd
Re
(
C0(x)C0(y)C0(u)C0(x+ y + u)
)
dudxdy
+ 2α3
∫
B
∫
B′
∫
Rd
Re
(
C0(u)C0(u + x+ y)C0(u+ x)C0(u + y)
)
dudxdy .
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The proof of Theorem 4 is based on the Brillinger-mixing property for α-DPP(C0) and a
CLT for empirial higher-order moment measures of stationary (not neessarily strongly)
Brillinger-mixing PPs rst proved by E. Jolivet in [13℄, see also [14℄,[15℄ for similar results.
The expression (4.3) ould be derived from a general formula for the ovariane of two seond-
order statistis in [5, p. 97℄. Theorem 4 an be extended to a funtional CLT for the random
proesses Yn(r) := Xn(Bd(r)) in the Skorokhod-spae D[0, R]
d
of àdlàg-funtion on the
ube [0, R]d. It is a hard and tedious job to verify the tightness onditions in detail but the
ontinuity of C0(x) on [0, R]
d
is suient. The limiting Gaussian proess Y (r) := X(Bd(r))
is indeed (P-a.s.) ontinuous with a ovariane funtion γ(s, t) := E(Y (s)Y (t)) ompletely
determined by α and C0. A simulation of Y (r) on [0, R]
d
seems to be possible and would
provide the quantiles of sup− and L2−norms for testing the goodness-of-t in analogy to
Poisson proesses, see [9℄. This ould be a hallenge for future researh.
To onlude with we mention of two possible goodness-of-t tests for stationary (and isotropi)
α-DPPs(C0) Ψα =
∑
i≥1 δXi with intensity λ = C0(o) satisfying the assumptions of Theo-
rem 2. For this purpose we dene kernel-type estimators for λ ̺α(x) and λ
2 gα(r), see (3.1)
resp. (3.2),
(λ̂ ̺α)n(x) :=
1
bdn
∑6=
i,j≥1
1Wn(Xi)1Wn(Xj)Kd((Xj −Xi − x)/bn)
|(Wn −Xi) ∩ (Wn −Xj)| , x 6= o , (4.3)
(λ̂2 gα)n(r) :=
1
bn dωd
∑ 6=
i,j≥1
1Wn(Xi)1Wn(Xj)K1((‖Xj −Xi‖ − r)/bn)
‖Xj −Xi‖d−1 |(Wn −Xi) ∩ (Wn −Xj)| , r > 0 , (4.4)
where ωd := |Bd(1)|, Wn is expanding as dened in Set. 3, Ks is a symmetri, bounded and
boundedly supported funtion suh that
∫
Rs Ks(x)dx = 1 and bn ↓ 0 suh that bsn |Wn| −→n→∞∞
for s = 1, d.
For Brillinger-mixing PPs various CLTs have been proved in [7℄, [8℄ for both estimators (4.3)
and (4.4). These results permits us onstrut asymptoti χ2-tests to hek hypotheses about
seond produt densities and pair orrelation funtions. In our situation these tests an
be reformulated to hek hypotheses about the funtion |C0(x)| or its isotropi ounterpart
|c(r)| = |C0(x)| for r = ‖x‖. The following two limit theorems ( proved in [8℄ in a more
general setting, see [1℄ for a thorough hek of all onditions) provide the basis for these tests.
Theorem 5 In addition to the above assumptions, let bd+2n |Wn| −→n→∞ 0 and let |C0(·)|
2
be
Lipshitz-ontinuous at x1, . . . , xq 6= o (xi 6= ±xj, i 6= j) and in the isotropi ase, let
b3n |Wn| −→n→∞ 0 and let |c(·)|
2
be Lipshitz-ontinuous at r1, . . . , rq > 0 (ri 6= rj, i 6= j). Further,
let ‖Ks‖22 =
∫
Rs K
2
s (x)dx for s = 1, d. Then eah of the test statistis
4 bdn |Wn|
‖Kd‖22
q∑
i=1
(√
(λ̂ ̺α)n(xi)−
√
λ2 + α |C0(xi)|2
)2
and
2 dωd bn |Wn|
‖K1‖22
q∑
i=1
rd−1i
(√
(λ̂2 gα)n(ri)−
√
λ2 + α |c(ri)|2
)2
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onverges in distribution to a hi-square-distributed random variable χ2q with q degrees of
freedom.
Furthermore, it holds that λ̂n := Ψα(Wn)/|Wn| P−a.s.−→
n→∞
λ = C0(o) (by virtue of Corollary 1)
and
√|Wn| (λ̂n − C0(o)) turns out to be asymptotially normally distributed with mean zero
and variane σ2 = C0(o)+α
∫
Rd
|C0(x)|2 dx (by applying Corollary 2). σ2 an be onsistently
estimated by σ̂2n from an observation of Ψa in Wn, see [6℄ for details and proof, so that hypo-
thetial values of λ = C0(o) an be heked by an asymptotially standard normally distributed
test statisti.
Remark 4.1 Essential parts of this paper has been presented at the 18th SGSIA-Workshop
in Lingen, Marh 22 - 27, 2015. Meanwhile the arXiv-paper [1℄ appeared onerning the
usual (not strong) Brillinger-mixing property of DPPs (α = −1) with a variety of statistial
appliations. A preise omparison of both papers reveals that there is only a minor overlap
due the dierent methods, generality and aims. In onlusion both papers supplement eah
other.
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