


















illustrated. The combined consideration of the atmospheric transport pathways, airflow probability
fields,andsensitivityfunctionsofthesource–receptorrelationshipaswellasestimationof itsspatial
distribution and levels of joint impact/influence is presented. Based on the principal and adjoint
equationsfortheregionaltransportofpollutantsintheatmosphereamethodforreceptorsensitivity






















respect to anthropogenic impact is actively used in recent
environmental studies. The problem of risk assessment became
especially urgent in connection with different accidents of
radioactive, chemical, and biological danger. One of the most
importantaspectsofthisproblemisthesourcetermestimationfor
emergency response systems.E.g.,after theAlgecirasaccident in
Spain (May, 1998) many European monitoring stations had
measuredpeaksofradiation,butduringseveraldaysthereasonof
such peaks was unknown. A similar situation occurred after an
accidental release at the Chernobyl nuclear power plant (NPP),
Ukraine (April, 1986). Such accidents show the importance and
necessitytodeveloppracticalmethodsforestimationofunknown
source term based on availablemonitoring data, prediction and
assessmentofriskandvulnerabilitylevelsforvariouspotentialrisk
sites and situations under conditions of both ordinary and
extraordinaryanthropogenicloads.

Methodsofnumericalmodelling arewidelyused for solving





in a chosen domain the distribution of pollutant concentration
releasedfromasetofpotentialsources.Thesetwoapproachesare
not alternative, they supplement each other, although each
approach has its own advantages and shortcomings as well as
applicationareas.

Depending on the goal of investigation, the forward and
inverseproceduresofmodellingaredistinguished.Themethodsof
forward modelling are traditionally used for the solution of
forecast problems. For their realization, the values of allmodel
input parameters, boundary and initial conditions, sources of
external and internal forcing, etc. should be given. Forward
problems are used to study the processes of propagation of
perturbations from various sources. These are so–called source–
receptor problems. The spatial–temporal domains, where
perturbations are observed, play role on zones–receptors. The
methodology of inverse modelling is mainly oriented towards
diagnosisandsolutionofinverseproblems.Itsvalueisthatitstarts
from the result (receptor)andmoves to the sourcesand causes.
From a viewpoint of environmental protection, health risk and
ecologicalsafety,inverseproblemsofthereceptor–sourcetypeare
of interest, since they allow determining a degree of potential
dangerofcontaminationofzone–receptorbypollutantsenteringit
andtoidentifysourcesofthisdanger.Incombinationwithforward
modelling, the inverseapproachopensanewprospect toextend












had suggesteda theoreticalmethod for inversemodelling,based
onadjointequations (Marchuk,1982;PenenkoandAloyan,1985;
Marchuk,1995;Marchuk andAloyan,1995;Baklanov,2000) and
suitable for the Eulerian models (Pudykiewicz, 1998). Recently,
Penenko and Baklanov (2001) and Penenko et al. (2002) have
suggested theoreticalmethods for source–termestimationbased
on variational principleswith adjoint equations and suitable for
both the Eulerian and Lagrangian models. It is combined with
decomposition, splitting, and optimisation techniques for
construction of numerical algorithms. The novel aspects are the
sensitivity theory and inverse modelling for environmental
problems, which use the solution of the corresponding adjoint
problems for a given set ofmodels and functionals (which are
criteria of the atmospheric quality and/or informative quality of
measurements).

The long–term dispersion modelling approach (AR–NARP,
2001; Baklanov et al., 2002a; AR–NARP, 2003; Baklanov et al.,
2008)forevaluationofSRRforvariouspollutantsincludingnuclear,
chemical, biological, etc. danger can be realized employing the
DanishEmergencyResponseModel forAtmosphere (DERMA) for
different resolutionsandgriddomains (Sorensen,1998;Baklanov
andSorensen,2001;Sorensenetal.,2007).Similarly, theEURAD
model system (EURopeanAtmosphericDispersionmodel system)
employing a four–dimensional variational (4D–var) chemicaldata
assimilation, and advanced scheme for dynamical and chemical
aerosolsimulation,canbeusedforevaluationofsource–receptor
relationship (Hass et al., 1990; Elbern and Schmidt, 1999; Elbern
and Schmidt, 2002). Rather than doing a full source–receptor
calculation,thechemicaltransportmodeldataassimilationsystem
calculates a cost–function – source relationship (in the case that
source determination is the task), i.e. the gradient of the cost
functionwithrespecttothecontrolvariables(Stohletal.,2002).It
works forboth the linearandnonlinearproblems.For linearSRR
(and linear cost functions), the optimisation problem of inverse
modelling is solved alternatively on the basis of  the source–
receptormatrixwith analytical techniqueswherematrix can be
calculated with the Eulerian as well as Lagrangian particle
dispersion models in forward/backward mode (Seibert, 1999;
Seibert,2001).Theneuralnetworksapproachcombinedwithaset






arediscussedwith illustrations.Themaingoalof thepaper is to
consider two different SRR modelling methods and suggest an
integrated approach for evaluation of the source–receptor
relationship based on combination of methods of long–term
trajectorymodelling,clusterandprobabilityfieldanalyses,aswell










simple approaches tomodel trajectories: isobaric and isentropic.
The latter (used in this study) type of trajectorymodelling uses
assumptionofadiabaticallymovingairparcelsandneglectsvarious
physicaleffects,but it isstillauseful research tool forevaluating
theSRR.Someuncertaintiesof suchmodellingare related to the
interpolation of meteorological data, applicability of the
consideredhorizontal and vertical scales, assumptionsof vertical
transport,etc.(Kahl,1996;Stohl,1998).Inourstudy,modellingof
forward/backward trajectories (duration of 5 days) originated




into the isentropic system of coordinates. Then, the wind
componentson the isentropic surfaceswere calculatedby linear
interpolation on pressure, defined as a function of the potential
temperature. These components are further used to calculate
(kinematicapproach–usingonlyvelocitywinds)trajectoriesofair
parcelsmotion from/to selected points on a geographicalmap.
Instead of calculating only one trajectory, four trajectories for
everycalculationwereusedsimultaneously(thisallowstoevaluate
aconsistencyofthewindfieldinthedirectionoftheatmospheric
transport). The initial points of trajectories are located at each
cornerofa1°x1°oflatitudevs.longitudebox,wherethesiteisin
thecentreof thebox.Dependingonapurposeof the study, the
duration of calculated trajectories could be varied. For example,
the longer duration of trajectories is more valuable when the
geographicalboundariesof thepotential remote source/receptor
regionsareunder investigation.Note,thatsuchselectionwillalso
depend on: (1) quality and accuracy of trajectory calculations





Further, the calculated trajectories can be a subject to the
cluster or probability fields analyses to explore the existing
structureof trajectorydataset. Inclusteranalysis, the trajectories






motion.Note, the similarity among trajectories ineach cluster is
maximized considering the full length of each trajectory.Within
eachcluster, individualtrajectoriescanbeaveragedtoobtainthe
meanclustertrajectory(theatmospherictransportpathway,ATP)
(Mahura et al., 1999; Baklanov et al., 2002b). Thus, the original
largedatasetof trajectoriescanbe reduced toaplotwithATPs.
These plots can be interpreted to summarize the airflow
climatology.

The other way is the probabilistic analysis, which allows
estimatingthelikelihoodofoccurrenceofoneormorephenomena
or events. Each calculated forward/backward trajectory contains
information about longitude, latitude, altitude, pressure,
temperature, relative humidity, etc. at each modelling time
interval.Theprobabilityfieldsforthesementionedcharacteristics,
either individual or combined, can be represented by a
superpositionofprobabilitiesforairparcelsreachingeachgridcell
inthemodellingdomainoronageographicalmap.Theapproaches
to construct such fields are discussed byMahura and Baklanov
(2004); Baklanov and Mahura (2004). In our study we just




The individual probabilistic fields of atmospheric transport
(such as airflow, fast transport, etc., seeMahura and Baklanov,
2003) based on a multiperiod (month, season, annual, etc.)
forward/backward trajectories originated/arrived at selected
source/receptorpointswereusedtoevaluateaspatialdistribution
ofpotential receptor/ source regions, theirdetailedgeographical
boundaries, dominating transport patterns, levels of potential
impact, transport times, and probabilities. Moreover, the
combined consideration of probabilistic fields for source and
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receptor points was investigated by introducing the sensitivity
function of relationship between source and receptor points as
well as estimation of its spatial distribution and levels of joint
impact. The shortcoming of such approach is considering only
atmospheric flow patterns, which may not be “fully and
completely”representativeofthesource–receptorrelationship.In
addition toatmospheric transportanddiffusion, theprocessesof
depositionandremovalbyprecipitationarenotincluded,although
they can play a substantial role in re–evaluation of relationship.
These missing mechanisms are considered in the atmospheric
pollution modelling approach, see Baklanov et al. (2008) and
Section2.2.

Note, forexamplesof illustrations (given inSections3.1and
3.2),thegriddeddataset(GlobalTroposphericAnalyses;horizontal
resolutionof2.5°x2.5° latitudevs. longitude,and temporal–00
and12UTC)of theNationalCentre forEnvironmentalPrediction






pollution sources on the ecological state of a given region, the
equations of atmospheric pollution transport considering the
turbulent exchange and interaction of pollutants with the
underlyingsurfaceareused.Themodelusesthesphericalsystem
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Here,  , , ,z tI I O \ isthepollutantconcentration;  , ,u wX 
– wind velocity components along the , ,zO \  directions,
respectively; gw – gravitational settling velocity; and ,P Q  –
turbulent exchange coefficients in the horizontal and vertical
directions, respectively;  , , ,F F z tO \  describes emission
source;anda –Earth'smeanradius.

The problem is considered in the region > @0,tD G T u ,
> @,G S b H u ,  ^ `, : 0 2 , 0S O \ O S \ S d d d d , where





Marchuk and Aloyan (1995). The computational algorithms that
areapplied to solve theproblem formulatedabovearebasedon
the operator splitting method (Marchuk, 1982; Penenko and
Aloyan, 1985; Aloyan, 2008). At each time step, there is the
numerical scheme that (1) describes the differential operator of
pollutant transport along trajectories and (2) approximates the
turbulent diffusion. At the first stage, a second–order explicit
monotonic conservative scheme is used; and then, an implicit
schemeisutilized(Marchuk,1977).

For consideration of the “source–receptor” problem and
sensitivitystudieslet’sconsiderthefunctionalofthesolution:
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
where the functional J represents the totalmass of pollutant in
selected subdomain Z of thedomainGweightedwithaweight
0p .TheregionZ correspondstothezonewherethepollutionis









1982;Marchuk, 1995) is employed that allows to estimate the
extent of potential danger of pollution in the region G from all
sources located in thedomainGX [0,T] forgivenmeteorological
scenarios. The adjoint problem (Marchuk and Aloyan, 1995;
Penenko et al., 2002; Aloyan, 2008) formulation with a set of
conditionsis:

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For the regional problem, as noted above, the normal
derivativeswithrespectto ,O \ aretakentobezero.Thesolution
*I totheproblemEquations(4)and(5) iscontinuous inGX[0,T]
and differentiable with respect to t. Besides, let
   * * 2D A D A LI    for every t. All other functions and
parametersaresupposed tobedifferentiable,asearlier,so there
existsauniquesolutionofEquations (4)and (5).As follows from
the general theory, this problem is correctly posedwhen solved
fromt=T tot=0.Therefore,߮כ ൌ Ͳatt=T  istakentobethe
initialconditioninEquation(5).
 Baklanovetal.–AtmosphericPollutionResearch2(2011)400Ͳ408 403
The stability of the numerical algorithm is insured by
transposingtheschemesofrealizationsbyspace,time,andstages
of splitting of the principal problem, Equation (1). Taking scalar
productsofEquation (1)by *I andEquation (4)by I  in  2L G ,
subtractingtheresultsfromoneanother,thenintegratingofwhat
follows over the interval [0,t] and, finally, integrating by parts
accounting for the boundary conditions, another representation
followsforthefunctional J :













Since߮כ is smallat largeT, the second term inEquation (6)
canbeneglected, andhence, Equation (6) canbe approximately
expressedas:







Thus,thetotalamountofpollutant inthesubdomain Z can
beestimatedbyobtaining thesolution *I of theadjointproblem
givenbyEquations(4)and(5).Thephysicalmeaningof߮כisthatit
is a weighting function determining the contribution of each
pollutionsourceFandtheinitialfunction 0I tothepollutioninthe
selected region Z . Inotherwords, itcharacterises thedegreeof
atmospheric pollution over the domain Z  from the accidental
sourceatanypoint in the regionDt; i.e. the contributionof that
sourcetothefunctionalisequaltotheproductofitsemissionrate
and *I foreveryt.TheregionDtcanbedividedintosubregionsby





European Centre forMedium–rangeWeather Forecast (ECMWF)
was used as the input meteorological data for simulations of
sensitivity functions due to radioactive contamination for
territoriesofseveralEuropeancountries–ScandinavianandBaltic
States. Since such simulations with a finer time steps required
significantcomputationalresources,themodellingtodemonstrate
the capabilities of the suggested approach was done for one
month(January,asanexample).

For multi–year assessments, considered in this paper, the
resolution of meteorological data for both the trajectory and
dispersionapproachesisnothighlysensitiveforcontinentalscales.
Stohl (1998) analysed both spatial and temporal resolution of
meteorological data for trajectory multi–year modelling and
showedthattheconsideredresolution(1.0°x1.0°or2.5°x2.5°and6
or 12 hours) were suitable for scales larger than regional
(continentalorhemispheric).Mahuraetal. (1999)alsosupported
this conclusion for the Far East region. The adjoint approach
showed also a slight dependence of the results on those data
resolution because the considered integral parameters reflected
the total amount of pollutant in a given area. However, this
conclusion is not valid for specific short–term episodes. E.g.,
sensitivityofthespatialresolutionofmeteorologicaldataandtheir
temporal resolutions (coupling interval) were analysed by
















atmospheric transport for a particular/specific date (when, for
example,anelevatedconcentrationofpollutantwasmeasured,or
anaccidentalreleaseofhazardousmatterwasobserved,etc.)can
be used for evaluation of potential source vs. receptor relationͲ
ships(Jaffeetal.,1997;MahuraandBaklanov,2003).SuchindividͲ
ual trajectory can be used as a preliminary indicator of (1)
existence of potential source/receptor geographical region, (2)
travel time from/to potential source/receptor regions, and (3)
spatial variations during atmospheric transport. The issue arises
when the longer term measurements and observations of
pollutants are studied, identified or non–identified sources of
accidental, continuous, potential emissions are under
investigation.

The combined cluster analysis of both multiyear forward/
backward trajectories allows identification of the common
atmospherictransportpathwaysandtheircharacteristics (suchas
average transport timesandprobabilitiesof transport) from/toa
selected site, region,etc. (source/ receptorpoint).An illustration




As seen in Figure 1a, for the Kamchatka site, on an annual
scale, sixclusters (oratmospheric transportpathways,ATP)were
identifiedforthetrajectoriesoriginatingoverthesiteregionwithin
theboundary layer.Fourofthem (1,2,3and4with2,31,8and
22% of occurrence, respectively or 63% in total) showed the
westerlyflows.ForAnchorage(Figure 1b),morethan80%ofthe
time the transport is from the south and south–west, when
clusters (1,2,3,and5)havea significant cyclonic curvatureand
correspondwith transportby theAleutian Low. In about13%of
the cases the transport is associated from the Kamchatka
Peninsula as shown by cluster 5. Note, in 7% of the cases the





Analysis shows, that for the Kamchatka site, the remote
populated receptor regions aremore likely tobe situatedwithin
theRussian FarEast (less than10%of transportoccurred in this
direction)andtheStateofAlaska,US(morethan60%oftransport)
territories. Moreover, approximately 30% showed that the
receptor regionsareon the local tomeso–scales.ForAnchorage,
allpotential source regionsare situated farther thana1000–km
range. These are the Kamchatka and Chukotka regions ofRussia
withthesurroundingseas,CanadianArcticterritories,andtheGulf
ofAlaska.Practicallyallthesesourceregions,excepttheCanadian,
are located to the west of the site showing the dominating
transportbywesterlysources(92%ofthetime).

Amongallclusters,shown inFigure1,only four foreachsite
were intercepted along the paths of air parcels motion. The
atmospheric transport – along the northern part of theAleutian
Chain Islands and the southern aquatoria of the Bering Sea (1st
path)–fromtheKamchatkasiteoccurred53%vs.50%ofthetime
for airmasses arrived at Anchorage. Transport toward/from the
GulfofAlaska (2ndpath)occurred8%vs.30%of the time for the
















fromKamchatka toAnchoragewillbe though the first jointpath
occurredmore than50%of the time forboth siteswith timesof




Basedoncombinedcomparisonof the intersections forATPs
from/to sites of concern (source/receptor) it is possible to: (1)
identify themostprobable joint transportpathway forairparcels
departing/arriving from/at the sites, (2) evaluate probabilities of
occurrenceofsuch transportpathway, (4)estimate the time that




Note, for clustered both forward and backward trajectories,
used in interpretation of potential SRR there is an issue:What
occursinareasbetweentheatmospherictransportpathwayssince
informationaboutpeculiaritiesofatmosphericflow isnotshown?
Will itchange the identificationofSRR?Hence, let’sconsider the
otherillustration.

3.2. Combined analysis of airflow probabilistic fields for
identificationofpotentialsource–receptorrelationship

The evaluation of potential SRR for source (Kamchatka) vs.
receptor (Nome and Anchorage, Alaska, US) points is shown on
exampleof theprobability field analysis’ results for the seasonal
(summer)airflowprobability fields (MahuraandBaklanov,2003).
The combinationsof airflowprobability fields for these locations
are shown in Figure 2. The isolines of airflow probability fields,
basedon forward trajectoriesoriginated from theKamchatkarisk
site(KNRS),areshownbythinblacklines(Figures2aand2b),and




black lines. Note, that in general, the prevailing flows for
atmospherictransportfromtheKamchatkasitearewesterlywhich
mainlytransportairparcelsthroughtheBeringSeaandalongthe
Aleutian Chain Islands. The dominating direction for air parcels
arrivalsatNome is from thesouth–westof thesite, i.e. from the
aquatoria and surroundings of the Bering Sea. The dominating
directionforairparcelsarrivalsatAnchorageisfromthesouthern




The intersections of airflow probability field isolines (thick
colour lines) showed a significant overlapping of these fields.As
seeninFigure2a,duringsummerthepossibilityforanairparcelto
leave the Kamchatka site region and arrive at Nome is high.
Moreover, the rateofoverlapping is thehighestover the south–
westernpartsof theBeringSea,where it reachesamaximumof
50% of the area of the highest probability of possible impact
(AHPPI)fromtheKamchatkasiteasasourcepoint,or50%ofthe
areaoftheremotepotentialimpact(ARPI)forNomeasareceptor
point. Let’s call such interrelations (represented by overlapping
between AHPPI and ARPI) as a sensitivity function field
(represented by isolines of similarmagnitudes and showing the
areas and boundaries on a geographicalmap enclosed by these
isolines).TheboundariesoftheNome’sairflowfieldarealsomore
extended in the south–easterndirectionover theGulfofAlaska.
Mahura andBaklanov (2003)mentioned that the annual areaof
thisoverlappingisalmost6timessmallercomparedwithsummer.
Throughout the year, the distance between the sites and the
lowest isoline(10%) ishigher(upto6times,a600vs.100km)for
Nome compared with the Kamchatka site. Hence, Nome, as a
receptorpoint,willbemoresensitivetoreleasesattheKamchatka
source point (as 10% of isolines pass along the shore of the
Kamchatka Peninsula), although for the source this city will be













Asseen fromFigure2b,duringsummer thepossibility foran
air parcel to leave the Kamchatka site region and arrive at
Anchorage isnot veryhigh.Moreover, the rateofoverlapping is
thehighestover theBeringSea,where it reachesamaximumof
25%oftheareaofAHPPIfromtheKamchatkaasasourcepoint,or
25% of the area of ARPI for Anchorage as a receptor point.
Throughouttheyear,thedistancebetweenthepointsand lowest
isoline (10%) is higher (up to 10 times: a1000 vs. 100 km) for
AnchoragecomparedwiththeKamchatkasite.SimilarlytoNome,
AnchoragewillbemoresensitivetoreleasesattheKamchatkasite





The use of combined fields for both receptor and source
points simultaneously is more representative. These combined
fields,representing thesensitivity function fieldscanallow to: (1)
identifythemostprobabledirectionsandpathwaysofatmospheric
transportfrom/tosource/receptorpoints/regionsandtheirspatial
distribution; (2) underline the geographical territorieswhere the
intersections of airflow fields had occurred andwhere they are
more frequent; (3) evaluate the farthest boundaries on a
geographical map from/to where the potential pollutants can
arrive; (4) ifseveralsitesareconsideredsimultaneously then it is
possible to estimate and rank theAHPPI and ARPI levels, range,
and probabilities of impact from the source points/regions on a
geographicalmapwithrespecttothereceptorpoints;(5)evaluate




onmultiyear calculated trajectories and representing simultaneͲ
ously several important characteristics of the source–receptor
relationship isneededtobedeveloped. Itshould includesimultaͲ
neous information on a geographical map about each day of
atmospheric transport and consist of the: (1) most probable
boundariesof territorieswith theAHHPIandARPI includingarea
estimation by enclosed isolines, (2) probabilities and times of
transport for each grid cell, (3) farthest geographical boundaries








of SRR there is an issue: What occurs if during atmospheric






The simulations of the regional atmospheric transport and
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where z' is1500m, jmesZ –areaofj–thregion, jZ 
corresponds togeographical regionsofNorway,Sweden,Finland,
and the Baltic States. As mentioned above, it is advisable to




sensitivity functions *I in the latitude vs. longitude plane. These
characterise the relative contribution from all surface sources
withinABLintothetotalconcentrationovertheselectedregion.As
seeninFigure3a,thegreatestcontributionforFinlandcomesfrom
territories of the Scandinavian and Kola Peninsulas, Leningrad
region, and Baltic States. Figure 3b represents the sensitivity
functionforSweden,andasseen,thegreatest impact isfromthe
sourcesoftheScandinavia,BritishIslands,andnorthernGermany,
witha relativelyminor influenceof theKolaPeninsula.Figure3c
presents thesituation forNorwaywhich isalmostsimilar that for
Sweden.FortheBalticStates(Figure3d),theareaofmostimpact
includesPoland,CzechRepublicandSlovakia,aswellasalongwith
other Eastern and Western European countries, although the
influenceoftheNorth–WestRussiaisalsonoticeable.

Note that due to computational expenses the simulations
were performed only for one month, as an illustration of the
adjointequationsapproach,andtheconfigurationofthesensitivity
function fields for other months/seasons may be distinct from
those shown in Figure 3. Based on the analysis of *I , one can
conclude that itsmaximum is reached within the region under
consideration,with thedimensionsof these regionsbeing larger.
Thisevidentlyshouldbeexpected,sincethecontributionfromthe
nearest sources is always greater, and the degree of pollution
hazard decreases as the sources withdraw from the considered
region.Sincethefunctionalsaredefinedbyproductsofsensitivity
functions and source rates, the sourceswith a low hazardmay
stronglycontribute to the total functionalof theregionpollution.
This is explained by the fact that strong releases from a given
sourcecanoccur.Thedimensionsandconfigurationoftheregions
dependon the current stateof theatmosphere.Theanalysesof
the experimental results showed that the spatial–temporal
structureofthesolutionsofadjointproblemsprovidesinformation





In this paper, different approaches to evaluate source–
receptorrelationship(SRR)forpotentialatmosphericpollutantson
examplesof the sourceand receptorpoints/regionsof theEuro–
ArcticandNorthPacificwereconsidered.Illustrationsofthesimple
trajectorymodelling approach combinedwith statisticalmethods
of cluster analysis and probability field analysis were discussed
consideringonlyvariabilityoftheatmospherictransportpatterns.
Then, the adjoint equations approach, taking into account
atmospheric dispersion and deposition of pollutants, was
suggestedandillustratedalso.

The combined consideration of results of cluster and
probability field analyses for source and receptor points was
investigated by introducing the atmospheric transport pathways,
airflowprobabilityfields,andsensitivityfunctionsofSRRaswellas













The trajectory approach is simple and computationally less
expensivethantheadjointapproach;however,itdoesnotprovide
a possibility to represent complete characteristics of receptor
sensitivity, because of the missing mechanisms in trajectory
calculations (e.g., the dry and wet deposition). Besides, if we
consider simulations for a multiple number of receptors, the







The results of this study can be used for the environmental
andhealthriskstudies,emergencyresponse,anddecision–making,
etc.by thenationaland internationalorganisations,programmes.
Performingmonitoring and control of the pollution situation as
well as by the administrative, decision–making. Services and
organizationsof local (city,object, site), regional (county, region,




climate change, environmental pollution, dust events, volcano
eruptions, and natural hazards; (2) estimation of informative
quality ofmonitoring systems and assessment of environmental
quality, efficiency of  environmental protection measures; (3)
valuationof sensitivity functions for selectedareasandpotential
source risk sites for regional socio–economic planning and
sustainable regionaldevelopment; (4)estimationofpotential risk
and vulnerability of regions, consequence analysis, probabilistic
assessment of  local–, regional–, and long–range transport of
pollution resulted from short–term accidental and continuous
releasesordischargesfromNCB(nuclear,chemical,biological)and
natural hazard sites; (5) during evaluation and decision–making
processes for construction of a new facility or complex of
enterprises posing potential risk of NCB contamination for
neighbouring regions, environment, and population; (6)
improvement inplanning the emergency response anddecision–
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