In this paper, we prove the asymptotic stability of solitons to nonlinear Schrödiger equations with subcritical nonlinearity. Since dispersive methods mostly fail for subcritical nonlinearities, we develop a time-dependent commutator method which dates back to the work of S. Cuccagna, V. Georgiev, N. Visciglia [2] . It is the first time that asymptotic stability for non-integrable subcritical nonlinear schrodinger equations is proved.
Introduction
In this paper, we consider the following nonlinear schrodinger equation(NLS),
where u : [h, ∞) × R 3 → C. The asymptotic stability of solitons states that for any solution of NLS with initial data near some soliotn trends to a modulated soliton and a dispersive part up to a remainder small in time. This is best known for completely integrable equations for instance the cubic NLS in one dimension. The basic tool for this case is the inverse scattering.
For general nonlinearities, the first asymptotic stability was obtained by A. Soffer and M. I.
Weinstein [12] in context of the equation
There has been a lot of succeeding works in this direction such as E. Kirr, A. Zarnescu [8] , S.
Gustafson, K. Nakanishi, T.P. Tsai [5] , and M. Tetsu [13] . In Buslaev and Perelman [1] , the
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authors consider one dimensional equation
under some spectral assumptions, they proved the asymptotic stability for some special nonlinearities, indeed they require the nonlinearity to be a polynomial with degree more than four.
Their work was extended to high dimensions in Cuccagna [3] . Then in Perelman [10] and I. Rodnianski, W. Schlag, A. Soffer [11] , the asymptotic stability for multi-solitons in high dimensions was proved. Since dispersive method mostly fails for subcritical nonlinearities, the asymptotic stability for subcritical NLS is largely open. In this direction, E. Kirr, O Mizrak [6] partly solves the problem in three dimension for equation (1.2) . Moreover, their results excludes the case V = 0. The solitons of equation (1.2) arise as a perturbation of the eigenfunctions of the operator −∆ + V , in contrast to the case of (1.1), they have a fixed center, which makes the analysis partially easier.
In this paper, we aim to extend the result of [1] to subcritical nonlinearities. The degree restriction in [1] is due to the decay estimates of the linearized operator. Moreover, it seems impossible to remove the degree assumption only by dispersive methods. In order to deal with low degree nonlinearity, we develop a time-dependent commutator method, which dates back to the work of S. Cuccagna, V. Georgiev, and N. Visciglia [2] .
Solitons
When nonnegative radial function ϕ and σ(t) = (β, (v 2 − α 2 ). We call w(x; σ) solitons. It is known that when p is mass-subcritical, ϕ exists and it decays exponentially at infinity.
Linearized equation
As in [1] . the linearization of (1.1) around the soliton {w(x, t; σ)} is i∂ t χ = −∆χ + F (|w| 2 )χ + F ′ (|w| 2 )w(wχ + wχ)
If we denote χ(x, t) = exp(iΦ)f (y, t), Φ = −β(t) + 1 2 vx, y = x − b.
The function f satisfies the equation
where L(α)f = −∆f + α 2 f /4 + F (ϕ 2 )f + F ′ (ϕ 2 )ϕ 2 (f + f ), ϕ = ϕ(y, α).
From this, we can get its complexification :
where θ 2 and θ 3 are the matrices:
Generalized eigenfunctions for H(α)
From now on, we only consider radial functions. It is known that the only two radial generalized eigenfunctions for H(α) are ξ 1 and ξ 2 , where
Before going to the main theorem, we give a proposition on the wellposedness. The proof is presented in Appendix A.
there exists a unique solution u(t) to equation (1.1), furthermore, we have
Define u Σs = u H s + |x| s u 2 . Now we give our main theorem:
. Then under the assumptions that H(α) has no resonance, and Hypothesis B in section 3.1, for radial initial data u h in Proposition 1.1, satisfying
+ , h is sufficiently large, as t → ∞, it holds that the solution u(x, t) behaves like u(x, t) = w(x; σ + (t)) + χ(t), where w(x; σ + (t)) is a soliton, and χ(t) q ≤ Ct −s+1 for 2 < q ≤ ∞.
In order to prove asymptotic stability, we need split the solution into a modulated soliton and a remainder term. If we define the remainder term as χ, the starting point of our work is the following inequality:
where |J V | s is the commutator operator having the form U (t)t s K s/2 U (−t) defined in section 3.
A similar estimate for Schrödinger operator is given in [2] by using inverse scattering theory.
Different from their case where no discrete spectrum occurs, K has eigenvalues here. The other difference is that K is inhomogeneous, which leads to a faster decay of χ. Another difference is K is essentially time-dependent. To overcome these difficulties, we develop some functional analysis method, which highlights the power of functional calculus and perturbation theory of the linear operators. Specifically speaking, in order to get the inequality (1.4), we abandon appealing to inverse scattering theory which seems really tough to establish for K. Instead, we translate the problem to the corresponding estimate of the inverse of K, which combined with resolvent estimates yields our desired result. In this process, another problem emerges naturally due to the fact (1.4) remains valid only for χ satisfying U (−t)χ ∈ P c (K), where P c is the projection to the continuous part of K. Hence orthogonal conditions should be added to
χ. An important observation is that to apply the orthogonal conditions, we need compare the generalized eigenfunctions of K with that of the linearized operator, which has its independent interest. By using the technique in perturbation theory of linear operator, we successfully prove that the generalized eigenfunctions are close in some sense.
The whole proof is divided into five steps. In the first step, we split the solution into a modulated soliton and a remainder term. The second step is introducing orthogonal conditions.
Usually, the orthogonal conditions are assumed to ensure the remainder lying in the continuous spectral space of the linearized operator. In our paper, a different orthogonal condition is imposed to the remainder. Indeed, we introduce a commutative operator B V (t), to which the orthogonal conditions are adapted. Furthermore, roughly if we denote the remainder as χ, then
Thus the problem reduces to bound
. To achieve our goal, we need an equation After bounding the
, we get the asymptotic stability due to the estimate (1.4).
2 Orthogonal conditions and the system for the components of the decomposition.
where M (t) = e i|x| 2 /4t . The definition of (H(α(t)) s/2 is given in section 3.2. Here, we only need the fact that H(α) s/2 ξ i = 0, and (
We represent the solution to (1.1) in the following form:
Here σ(t) = (β(t), ω(t), 0, 0) is not a solution of (1.3) in general. Defining χ(x, t) = exp(−iβ(t))f (x, t), f = (f,f ) t , and
we impose four orthogonal conditions to f , namely for i = 1, 2,
and
Here ξ means ξ(α(t)).
First we make some simplifications. Since (H * (α)) s/2 θ 3 = θ 3 H(α) s/2 , it holds
From H(α) s/2 ξ i = 0, we deduce,
Thus the orthogonal conditions reduce to
The existence of σ(t) follows from the following lemma.
Proof We first prove it for t = h, namely finding appropriate α and β such that
This solvability is a consequence of the non-singularity of the corresponding Jacobian. Indeed, 
The system of equations for parameters
Define β(t) = t 0 ω(τ )dτ + γ, then we write (1.1) in terms of f :
Because of the orthogonal conditions (2.7), equation H(α)ξ 2 = iξ 1 , and the obvious commutator inequality, we have
Combined with (2.9) and (2.10), it follows,
where O 1 is the linear term of f , and O 2 is the quadratic term of f , and O 2 ≤ C(|f | m + |ϕ| m−2 |f | 2 ). Thus we have proved the following lemma:
Rewrite the equation
For a fixed time t 1 , suppose the values of σ(t) in the decomposition at time t 1 is σ 1 = (β 1 , ω 1 , 0, 0).
Let
where
Preparations in functional analysis
Taking the domain of K as the standard Sobolev space H 2 , we know that its continuous spectrum
Perturbations of generalized eigenfunctions
From now on, we normalize ξ 1 and ξ 2 such that ξ 1 2 = 1, ξ 2 2 = 1. In this section, we compare the generalized eigenfunctions of K with that of H(α(t)), when α 1 → α(t), and Ω(t) → 0.
(Hypothesis B) The generalized eigenfunction spaces of K is at most two dimensional.
Lemma 3.1. If α 1 is sufficiently close to α(t), and Ω(t) is small enough, then the generalized eigenfunction space for K is two dimensional, say span{η 1 , η 2 }, and they correspond to the same eigenvalue λ. Furthermore, we can always assume η 1 is the eigenfunction, η 2 is the generalized eigenfunction, and they satisfy the following normalized conditions:
Proof
Step one, we prove if α 1 is close to α(t), Ω(t) is small, the eigenvalues of K stay close to zero, and the corresponding root space is two dimensional. Precisely, for a fixed ε, there exists a constant δ, such that if |α 1 − α(t)| < δ, |Ω| < δ, then the eigenvalues of K stay in the ε neighborhood of zero. Indeed, it follows quickly from the perturbation theory. Supposing, there exits a sequence α , Ω j ), such that |λ j | > ε, we will drive a contradiction. Define
where Γ ε is the circle originated at zero with radius ε/2. First, we prove P j is well-defined, namely when α j 1 → α(t), and Ω j → 0, Γ ε lies in the resolvent set of K j . Indeed formally,
Therefore, from Newmann's series, it suffices to prove (λ − H(α))
Meanwhile, when λ ∈ Γ ε , we have
Thus the operator P j is well-defined, and we have proved a stronger result, namely
Indeed, from (3.13),
It is well-known that for two projective operator, if the norm of their difference is less than 1, then their range have the same dimension. Hence,
But there exists a eigenvalue of K j staying out of ε neighborhood of zero, and K j has at most two eigenvalues, which yields a contradiction. Besides proving the eigenvalues of K trend to zero as α 1 → α(t), Ω → 0, we have in fact proved the generalized eigenfunction space for K is two dimensional, when α 1 is close to α(t), and Ω is small, Step2, in this step, we prove K j has only one eigenvalues, if α 1 is close to α(t), Ω is small.
Supposing there exists a sequence α j 1 converging to α, and Ω j converging to 0, and K j has two eigenvalues λ converges weakly to η 1 (respectively η 2 ) in L 2 . Results in step one indicates that λ
We claim a j is bounded, namely (λ
Denote the circle centered in λ
For II, similar arguments show
Combining the estimates for I and II, letting θ → 0, we obtain our claim. Since a j is bounded, then b j is bounded, and after extracting a subsequence, a j →ã, b j →b. Thus for any x ∈ L 2 ,
However,
contradicts with (3.17).
Step three. In this step we prove there exists only one dimensional eigenfunction. Suppose
But (λ j − K j )P j → −H(α(t))P , which yields a contradiction if we take x = ξ 2 .
Step four. In this step, we prove it is possible to find η 1 and η 2 to satisfy the normalized conditions. From step one to step three, if α 1 is close to α(t), and Ω is sufficiently small, then K has one eigenvalue say λ, with eigenfunction η 1 , and generalized eigenfunction η 2 . First, we normalize η 1 such that η 1 = 1; second, we choose η 2 such that η 2 , η 1 = 0; third, we normalize η 2 ; take η i → ±e iµ i η i if necessary, we finish the proof of Lemma 3.1.
Lemma 3.2. When α 1 → α(t), and Ω → 0, we have η 1 → ξ 1 , and η 2 → ξ 2 in L 2 .
Proof
Step one. Suppose α 
in distribution sense. Therefore, η 1 = aξ 1 , and η 2 = bξ 1 + dξ 2 . For any x ∈ L 2 , considering
, since η j 1 and η j 2 are orthogonal and normalized, we have {a j }, {b j } are bounded. Thus after extracting a subsequence, we can assume a j →ã, b j →b. Taking x = ξ 1 ,
Case 1. Ifb = 0, then
we have |a| = 1. Due to the normalization condition η j 1 , ξ 1 ≥ 0, we get a = 1. Hence η
Similar arguments as proving
which is a contradiction.
Step two. We finish the proof of our Lemma. Supposing there exits ε 0 , a sequence α 
Resolvent estimate
Define
and for 2 ≤ p ≤ ∞,
Proof It is a direct corollary of the explicit formula for the kernel of H 0 and Young's inequality.
where c is independent of V .
proof Formally we have
2 , then the above formula makes sense. Moreover,
Hence if (Re
Here a > 0 is some appropriate constant close to τ excluding discrete spectrum of K in the interior of Γ, and ε is sufficiently small to ensure γ 1,± (t) and γ 2,± (t) lie in some single-value branch of z s/2 . It is a direct corollary that K s/2 x = 0 if x lies in the discrete part. The integration is well-defined for each x ∈ D(K), because of Lemma 3.4. Similarly, we define H s/2 0 , and H(α) s/2 .
For β < 0, define
For each x ∈ L 2 , the integration is well-defined due to Lemma 3.4.
Lemma 3.5. Denote H as the continuous spectral part of K in L 2 , then in H,
Proof
Step one. We claim [K] −1 is exactly the inverse of K in H. Namely,
Define 1
Noticing K andK are unitary equivalent, and
Supposing x and y are the discrete part of K, andKx = µx,Ky = νx, it is easily seen
In other words, it vanishes in discrete part ofK. Denote
In order to prove (3.20), we need check the following two things:
(i)L is a projection;
(ii) Lv, θ 3 w = 0, for each v ∈ L 2 and w belonging to the discrete part ofK.
First we show (ii) is right. Indeed,
Second, we prove (i) is valid. Taking curve Γ ′ as follows,
where a < a ′ < τ , we will show
Indeed, we can prove
where γ 1,n is oriented downward, Γ 1,n and Γ ′ 1,n are oriented anticlockwise. Then from the analyticity of resolvent,
Considering Γ and Γ ′ are symmetric respect to y axiom, it suffices to prove
From the decay of resolvent, we have
Since as n → ∞, arg (τ ± (it − n)) ∼ ± arctan ε , we find Re τ ± (it − n) −2 ∼ c|n| −1 , which immediately leads to (3.22). Then we have
Step two. We prove for each α, β < 0,
The following two steps are standard (see A. Pazy [9] ), but for completeness, we give a sketch.
Step three. In this step, we define [K] α for α ∈ R, and extend (3.23) to α, β ∈ R. From step one, we find [K] −1 is one to one in H. Therefore, for any integer n ≥ 1, [K] −n is one to one.
Supposing [K] α x = 0, taking n ≥ |α|, then from step two, we have
This implies x = 0, thus [K] α is one-to-one, then we can define
−α−β y, which follows quickly from step 2.
Step four. In this step, we finish our proof. 
Proof We prove (3.24), (3.25) is similar. It is easy to see
Therefore, from (3.19), we have
The only singular point for (3.26) is infinity, but at infinity, the integrand behaves like |λ|
which is integrable. Noticing that (Re
the curve Γ 2 , Γ 3 , Γ 4 are actually bounded, thus the remaining three terms can be estimated by
Lemma 3.7. For 1/2 < s < 2, 2 ≤ p ≤ ∞, it holds
Proof From Fourier transformation, it is easy to see H s/2 0 is roughly (τ −∆) s/2 . Indeed, applying
Fourier transformation, we have
Standard Sobolev imbedding theorem yields
Lemma 3.8. For f in the continuous spectral part of K, 1/2 < s < 2, 2 ≤ p ≤ ∞, we have
Proof It suffices to prove [K] −s/2 f p ≤ C f 2 , due to Lemma 4.4. Similar arguments as Lemma 3.6 yield,
Applying Lemma 3.4, Lemma 3.3 and Lemma 3.7, using similar arguments in Lemma 3.6, we obtain Lemma 3.8.
Lemma 3.8 and the definition of |J V | s u immediately yields Corollary 3.9. If U (−t)u belongs to the continuous part of K, 2 ≤ p ≤ ∞ then
Modified commutative operator and orthogonal conditions
Recall the modified commutative operator:
Denote the projection to the continuous part of K as P 1 . Now we return to equation (2.12).
The following lemma shows B V and |J V | s are almost the same.
Lemma 3.10.
Proof The proof is similar to that of Lemma 3.6.
Lemma 3.11. If α 1 is sufficiently close to α(t), and Ω is small, then for 2 ≤ p ≤ ∞,
Proof Define Θ = e iΩ e −iΩ .
Since Θ g = f , the orthogonal conditions become Θ g, U (t)θ 3 ξ i = 0. Writing
and Ω → 0, we have
Thus k ≤ C P 1 U (−t) g p . Corollary 3.9 yields our desired estimate.
From section 1.3, we know that the discrete spectral part of K 2 is ξ 1 (α 1 ) and ξ 2 (α 1 ). Hence
Define the projection to the continuous part of K 2 as P 2 . For simplicity, we sometimes write g as g.
Lemma 3.12.
Therefore Lemma 3.11 yields
4 Nonlinear estimates
+ , then from Lemma 2.2, we find 
From Lemma 3.11 and Lemma 3.12, we find
then direct calculations imply Lemma 4.1.
. Lemma 4.2.
. Lemma 4.3.
Proof It is easy to see
Moreover,
For potential term, we have [V, U (t)] = 0
then it holds that
Proof Because of the decay of the resolvent and Hölder inequality, we find
Indeed, equality K(λ − K) −1 = −I + λ(λ − K) −1 , Lemma 3.4 and Hölder inequality give
Therefore, (4.28), (4.30), Lemma 3.11 and Lemma 3.12 imply
For B(s), we have Lemma 4.7.
Proof Indeed, a small modification of the proof of Lemma 7.1 in [2] leads to
Similar arguments as Lemma 3.6 yields our lemma.
Proof Lemma 3.6, Lemma 3.11, Lemma 3.12 and Moser's inequality imply
Proof Thanks to Lemma 3.11, Lemma 4.7 and Lemma 3.12, it is easy to see
Lemma 4.10.
Proof From (4.27), (4.29) and Lemma 3.11, Lemma 3.12, We take |φ + τg| m−3 (φ + τg)|g| 2 as an example to illustrate how to bound them. From Lemma 
Proof of main Theorem
Applying |J V | s and P 2 to equation (2.12), then by commutator relations (4.31), we obtain
From Lemma 4.6, Lemma 4.8, Lemma 4.9, Lemma 4.10, and Strichartz estimates (see J. Krieger, W. Schlag [7] ), we have
If h is large enough, g h Σs is sufficiently small, from standard continuity method, we obtain
Thus (4.27) implies, γ, ω have limits γ ∞ , ω ∞ . Consequently, we can introduce the limit trajectory σ + (t):
Obviously, σ(t) − σ + (t) = O(t −s+1 ) as t → ∞. Hence, the limit soliton w(x; σ + (t)) aries, and w(x; σ(t)) − w(x; σ + (t)) = O(t −s+1 ) in the space of L 2 L ∞ . Introducing transformation χ = e iΦ∞ g(x, t), Φ ∞ = −β + (t). Repeat the construction in section 2 to section 4, with the operator K, K 2 , P 1 , and P 2 replaced by K + , K 2,+ , P 1 (K + ) and P 2 (K 2,+ ), where
−V 1 (α) , Ψ = Φ ∞ − β(t);
Then we can also prove χ p ≤ Ct −s , therefore, we have obtained u = w(x; σ + (t)) + χ + O(t −s+1 ).
Combined with the estimate of χ, Theorem 1.1 follows.
5 Appendix A Gronwall's inequality yields u|x| 2 ≤ C(t + 1). Second, we prove u ′ |x| 2 ≤ C(1 + t 3 
