The prefrontal cortex (PFC) provides the structural basis for numerous higher cognitive functions. However, it is still largely unknown which mechanisms provide the functional basis for flexible cognitive control of goal-directed behavior. Here, we review recent findings that suggest that the functional architecture of cognition is profoundly rhythmic and propose that the PFC serves as a conductor to orchestrate task-relevant large-scale networks. We highlight several studies that demonstrated that oscillatory dynamics, such as phase resetting, cross-frequency coupling (CFC), and entrainment, support PFC-dependent recruitment of task-relevant regions into coherent functional networks. Importantly, these findings support the notion that distinct spectral signatures reflect different cortical computations supporting effective multiplexing on different temporal channels along the same anatomical pathways.
The prefrontal cortex (PFC) provides the structural basis for numerous higher cognitive functions. However, it is still largely unknown which mechanisms provide the functional basis for flexible cognitive control of goal-directed behavior. Here, we review recent findings that suggest that the functional architecture of cognition is profoundly rhythmic and propose that the PFC serves as a conductor to orchestrate task-relevant large-scale networks. We highlight several studies that demonstrated that oscillatory dynamics, such as phase resetting, cross-frequency coupling (CFC), and entrainment, support PFC-dependent recruitment of task-relevant regions into coherent functional networks. Importantly, these findings support the notion that distinct spectral signatures reflect different cortical computations supporting effective multiplexing on different temporal channels along the same anatomical pathways.
The Functional Architecture of Cognition Is Rhythmic
Cognition and the executive control of goal-directed behavior are highly flexible and rapidly integrate task-relevant information according to the current contexts and demands. However, the neuronal basis of higher cognitive functions is still largely unknown. Results from numerous lesion studies have suggested that the PFC is essential for the organization and control of goaldirected behavior [1] . In addition, various reports have emphasized the role of PFC activity patterns, thought to reflect goals and the means to achieve fluid behavior [2] .
It has been argued that cognition might be the result of frequency-specific interactions of specialized but widely distributed cortical regions [3, 4] . Importantly, this line of research accentuates the importance of rhythmic brain activity for the coordination of large-scale cortical dynamics to support cognitive processing and goal-directed behavior [5] . It has also been demonstrated that neuronal oscillations have a causal role for perception and cognition [5, 6] and do not constitute an epiphenomenon of spiking activity. Most of the oscillatory mechanisms were initially described in the hippocampus and primary sensory areas of rodents and nonhuman primates [7] [8] [9] [10] [11] , but recent advances suggested that higher cognitive processing uses similar network mechanisms.
Several studies have begun to demonstrate that cognitive processing exhibits rhythmic fluctuations, linking the oscillatory patterns of neuronal activity to periodic fluctuations in perception [12] , attention [13] [14] [15] , decision-making [16] , or memory reactivation [17] . For example, it has been demonstrated that visual perception cycles as a function of the cortical alpha (8) (9) (10) (11) (12) phase [12] . In addition, recent reports have shown that the allocation of attention varies periodically as a function of low frequency oscillations [13] [14] [15] . Several novel non-invasive brain stimulation (NIBS; see Glossary) approaches, which allow for the frequency-specific entrainment of neuronal activity, have causally linked neuronal oscillations to perception and behavior [5, 18, 19] . In this review, we integrate these diverse lines of research and review findings
Trends
Prefrontal oscillatory dynamics coordinate cortical and subcortical largescale networks, providing a functional basis for flexible cognitive control of goal-directed behavior and do not constitute an epiphenomenon of spiking activity.
Nonlinear dynamics, including phase resetting, endogenous entrainment, and CFC, support the spatiotemporal organization of functional networks and predict behavior on the single-trial level.
Neuronal oscillations provide the temporal reference frame for activity-silent encoding in neuronal assemblies, which complements the view that the neuron is the structural and functional unit of the nervous system.
Multiplexing on different temporal channels reflects distinct canonical computations and increases cortical coding capacity.
Directionality analyses reveal the timing of information flow along established anatomical pathways.
Glossary
Activity-silent encoding: traditionally, active processing has been associated with an increase in neuronal spiking or high frequency activity (HFA). However, meaningful processing with behavioral consequences has also been observed without changes in spiking and is referred to as 'activity silent'. Cognitive control: summarizes various executive functions, such as attention, working memory, error monitoring, inhibitory control, or planning, which reflect the means to achieve fluid behavior. Cross-frequency coupling (CFC): describes a systemic correlation between two oscillations with different frequencies. Most CFC is assessed by phase-amplitude coupling (PAC), where the phase of slow oscillations correlates with the amplitude of a faster oscillation. Functional connectivity (FC): a measure of interaction between two signals based on their amplitude or phase relations. Most commonly, FC is assessed by coherence or phaselocking analyses of band-limited signals or by linear correlations of the amplitude/power time series. High-frequency activity (HFA): also referred to as high gamma, describes activity in the 70-200-Hz range that is commonly observed in the local field potential (LFP) of electrocorticography (ECoG) studies and closely correlates with population spiking activity. It is often used to infer whether a cortical region is actively engaged in a task or not. Entrainment: describes the directed synchronization of one oscillator by another. Exogenous entrainment occurs when brain oscillations adapt their rhythm to track an exogenous periodicity. Endogenous entrainment explains how one region might drive activity in a second region. Non-invasive brain stimulation (NIBS): here, we mainly refer to rhythmic transcranial magnetic stimulation (rTMS) and transcranial alternating current stimulation (tACS), which both have been suggested to entrain frequency-specific activity to causally link neuronal oscillations to distinct cognitive processes. Phase resetting: refers to a process where the phase of the ongoing band-limited brain activity is adjusted to a certain angle by either an external or internal cue. that endogenous neuronal oscillations provide the functional architecture of conscious perception and various higher cognitive functions.
Several behavioral findings have suggested that cognitive processing is discrete and not continuous [20] . Thus, we first survey several oscillatory mechanisms that may guide goaldirected behavior and then discuss how oscillations form transient large-scale frequencyspecific networks to support cognitive processing [3, 21, 22] . We focus mainly on intracranial electrophysiological studies in human and nonhuman primates, which provide an unprecedented spatiotemporal resolution to study cognition in the submillisecond and subcentimeter range. Next, we discuss the functional organization across several spatial and temporal scales and how different oscillations might dynamically interact to enable cognitive control. Importantly, we review recent advances in analyzing nonlinear neural dynamics that predict behavior on the single-trial level. Finally, we highlight how different state-of-the-art methods can be utilized to fully characterize the structural and functional constitution of the frontoparietal network. Thus, we propose that the PFC serves as a 'conductor' that rapidly integrates task-relevant information and orchestrates large-scale networks. We argue that oscillatory dynamics might support rapid activity-silent encoding and the selective modulation of activity in distant cortical sites. Taken together, this review posits that the functional architecture of cognition is innately rhythmic.
Oscillatory Mechanisms Guiding Behavior and Cognition
Classic models of cognitive processing, such as the drift diffusion model for decision-making or the persistent delay activity model of working memory (WM), emphasize the importance of the activation of single neurons for effective cortical processing [23] . These models have recently been questioned by several studies [24] [25] [26] . For example, it has been suggested that sustained activity at the population level reflects an artifact of averaging across multiple trials with different onset latencies of short-lasting activity bursts [23] . While activation does not necessarily imply causation [27] , several recent findings convincingly demonstrated that the exact timing of ensemble activity predicted behavior on the single-trial level [28] . In this context, it has been argued that neuronal oscillations could provide a temporal reference frame to control cortical excitability and spike timing [6, 7, 29] . Traditionally, the local field potential (LFP) has been seen as an epiphenomenon of spiking activity [7] , but recent findings revealed that narrow-banded oscillatory activity could reflect a feedback mechanism to control spiking activity [6] and coordinate neuronal ensembles to generate behavior [26] . These studies do not imply that single-unit activity (SUA) is not a central component of behavior, but rather suggest that oscillations triggered by SUA activity are used in concert with SUA to shape behavior [26] .
Findings from several studies indicate that much of the processing in the PFC is activity silent [30] . For example, a human intracranial study measuring high-frequency neural activity demonstrated that the PFC only became active when unpredicted deviants were detected ( Figure 1A ) [31] . Neither predicted deviants nor standards elicited any meaningful PFC activation, while sensory areas did not distinguish between predicted and unpredicted deviants. Notably, the PFC became active when unexpected errors were detected [32] . This raises the question how the PFC encodes predicted task contexts and other behaviorally relevant rules. Here, we argue that oscillatory dynamics at the level of large-scale networks support the activity-silent encoding of task-relevant contexts and rules ( Figure 1B) . We then discuss exemplary mechanisms ( Figure 1C-F) of how endogenous oscillations might be used by the PFC to guide behavior.
Multiple studies have demonstrated that phase resetting of low-frequency oscillations by taskrelevant cues facilitates subsequent behavior [33] [34] [35] . For example, it has been shown that correct shifts in attention lead to pronounced phase resets in prefrontal and cingulate areas, which were absent on error trials ( Figure 1C ) [33] . The authors argued that phase resetting imposes coherent activity in widespread cortical regions aligning spatiotemporal dynamics in task-relevant sites. Hence, phase resetting could control the exact timing of neuronal activity, so that, for example, a burst of activity coincides with the next behaviorally relevant event at a certain LFP phase to enable efficient cortical processing and interareal communication [33, 34] . However, it is currently unclear whether the observed theta phase resetting signatures in nonhuman primates generalize to humans, where the opposite has been reported [36, 37] .
The importance of the oscillatory phase was further highlighted by the recent observation that distinct stimulus categories might be encoded at different phase angles of low-frequency oscillations ( Figure 1D ) [38] . This finding was in line with the notion that activity at different phase angles supports temporal order in WM [39] . Interestingly, both reports implied that this phase encoding is also associated with an increase in CFC [38, 39] . In particular, CFC might subserve the cortical organization across temporal scales ( Figure 1E ) [11, 40] . In other words, activity at different phases of the ongoing activity might carry distinct, behaviorally relevant, information.
Finally, it has been suggested that phase synchronous ensembles form task-relevant networks, which coordinate intra-and interareal information flow. For example, it was demonstrated that different rules are reflected in distinct synchronization patterns within prefrontal assemblies [41] . Next, we discuss PFC-dependent large-scale networks that support distinct cognitive processes and goal-directed behavior.
Prefrontal Cortex Dependent Large-Scale Networks
It has long been suspected that cognitive control and the means to achieve fluid goal-directed behavior stem from activity patterns in the PFC, which selectively bias neuronal activity in distant cortical and subcortical regions and control the information flow in large-scale neuronal networks [2] . The popular communication-through-coherence (CTC) hypothesis suggested that neuronal communication is established through coherently oscillating neuronal assemblies [4] . Over the past decade, numerous studies investigated large-scale neuronal dynamics and the role of synchronous activity for cognition and behavior. However, most studies focused on corticocortical interactions [3] . In particular, the frontoparietal network has been studied extensively and it has been suggested to constitute a core element of flexible cognitive control. Recent findings further supported the role of synchronous oscillatory activity for effective fronto-parieto-occipital [34, [42] [43] [44] [45] [46] and frontotemporal communication [47, 48] .
Here, we focus on prefrontal-subcortical interactions, which are less accessible by non-invasive approaches. For example, a recent intracranial study in humans investigated the role of phase synchrony between frontal areas and the anterior thalamic nucleus (ATN) for memory formation ( Figure 2A ) [49] . The authors found increased PFC-ATN phase-locking in the theta band (4-8 Hz) for successfully encoded items. In general, theta oscillations have long been associated with memory formation and are most prominent in the MTL [35, 50] . The role of prefrontal-hippocampal theta synchrony for memory integration was further substantiated by recent MEG studies, which showed that stronger theta coherence between PFC and hippocampus predicted subsequent memory formation [51, 52] . In addition, several studies also established a link between beta oscillations and memory formation [39, 53, 54] . A recent study in monkeys found that synchronous beta-band activity between the PFC and the striatum was stronger during category learning ( Figure 2B ) [54] . Interestingly, a related study revealed that both theta and alpha/beta synchrony were elevated during learning and recall ( Figure 2C ) [55] . A similar study in humans also reported a dissociation of different frequency bands and attributed prefrontalparahippocampal network connectivity in the delta/theta range (1-4 Hz) to successful spatial context retrieval, while increased theta/alpha synchrony (7-10 Hz) correlated with correct temporal context retrieval ( Figure 2D ) [56] .
Phase coding: constitutes an elegant mechanism to increase cortical coding capacity. Activity by the same neuronal population might reflect distinct pieces of information, depending on when the activity occurs relative to the phase of the band-limited local field potential (LFP).
Taken together, these findings have been interpreted as evidence that the rich spatiotemporal correlation structure of the brain might enable effective cortical computation and information transfer [3, 4, 57] . This is in line with the spectral fingerprint hypothesis, which proposed that different spectral patterns might reflect distinct canonical neuronal computations [3] . Interestingly, most findings on interareal long-range connectivity highlighted a role of synchronized lowfrequency oscillations (<30 Hz), while high-frequency activity (HFA; >30 Hz) probably reflects , and faces (black) were encoded at different phases and frequencies of the underlying low-frequency oscillation. (E) Cross-frequency coupling could mediate cortical computations and information integration across several temporal scales. The example data show that the phase of delta/theta activity (2-5 Hz) modulates the amplitude in a broad range of frequencies (10-250 Hz). (F) Frequency-specific connectivity patterns encode distinct task relevant rules. The schematic depicts how the same neuronal assembly might have been differentially connected to encode two different rules (rule 1: color versus rule 2: orientation [41] ). Furthermore, different frequency bands allow multiplexing different computations on several temporal scales. Graphs in (A) and (C) reproduced, with permission, from [31, 33] ; graphs in (D,E) reproduced, under the Creative Commons Attribution (CC BY) license, from [28, 38] . Abbreviation: CFC, cross-frequency coupling.
broadband shifts due to changes in the neuronal firing rate [58, 59] . Recently, it was argued that amplitude correlations of HFA might capture interactions between functionally connected, but nonsynchronous regions [57] . Currently, it is unclear whether phase-and amplitude-based connectivity metrics capture similar dynamics or whether they constitute independent modes of interaction [60, 61] . Thus far, most of the presented evidence has been correlative in nature. NIBS approaches were recently used to causally probe the role of distinct spectral signatures for top-down processing [5, 18] . For example, transcranial alternating current stimulation (tACS) was used to confirm the role of prefrontal theta activity [62] and long-range theta synchronization for WM [63] . In the future, network perturbation approaches will become more important to causally link synchronized neuronal oscillatory activity to perception and behavior [5, 18] .
Taken together, there is increasing evidence that the PFC constitutes a central hub that flexibly interacts with task-relevant cortical sites to implement flexible cognitive control and goal-directed behavior. However, it is unclear how prefrontal ensembles are organized to integrate multiple endogenous priors with task-relevant cues to orchestrate subsequent behavior.
Multiplexed Cognition and its Spatiotemporal Organization
Results from several single-unit studies indicate that neuronal populations in the PFC exhibit a mixed selectivity [64] [65] [66] [67] [68] ; that is, these populations are able to engage in different tasks facilitating cognitive flexibility. However, it is unknown how these neuronal assemblies are recruited into an active circuit while simultaneously providing feedback to downstream regions. It has been suggested that temporal multiplexing constitutes a key mechanism of prefrontal integrative functions [2, 69, 70] . Multiplexing refers to a process where different computations are carried out in distinct frequency bands and, thus, can successfully be separated on different temporal channels [69] . For example, it was shown that spatial and temporal context retrieval is supported by the same anatomical network, which included prefrontal and MTL structures ( Figure 2D ) [56] . Crucially, the authors demonstrated that the exact frequency determined whether spatial or temporal context was recalled. Notably, a similar mechanism was observed for PFC-hippocampus interactions in rats [71] and monkeys [55] , where the exact frequency determined the directionality of the information flow. While directional PFC to hippocampus synchrony was implemented in the theta band, feedback was provided in the alpha/low-beta band ( Figure 2C ). Interestingly, these spectral fingerprints changed during learning: while theta synchrony dropped after the initial learning, alpha synchrony increased. In other words, during the initial learning, the information flowed mainly from PFC to the hippocampus, while the direction reversed in later learning stages. Multiplexing has also been observed in the visual system of both humans and monkeys [72, 73] . Here, theta and gamma oscillations mediate feedforward influences (from lower to higher visual areas), while alpha and low-beta oscillations provide top-down feedback. A recent lesion study in monkeys confirmed the top-down nature of beta oscillations, which were still present in extrastriate areas after removal of the primary visual cortex [74] . Taken together, there is increasing evidence that cognitive processing is simultaneously distributed across several spatiotemporal scales, raising the question how these distinct spectral signatures dynamically interact to enable effective cortical processing and communication [75] .
Over the past decade, multiple findings suggested that different spectral signatures do not occur in isolation, but are functionally coupled through CFC [11] . It has been argued that CFC constitutes a key mechanism to coordinate the spatiotemporal organization of neuronal networks. Therefore, it has been proposed that regions that exhibit local CFC are also more likely to engage in inter-regional connectivity [35, 60] . CFC captures these nonlinear cortical dynamics, which might track behavior better than linear measures (Box 1). For example, a recent intracranial attention study in humans showed that delta-gamma CFC in frontal and parietal areas predicted reaction times on a trial-by-trial basis ( Figure 3B , [28] ). Recent tACS studies confirmed that cognitive control critically depends on both coordinated theta-gamma CFC in PFC [76] and PFC-posterior parietal cortex (PPC) synchrony [63] . Notably, there is an ongoing debate about whether the low-frequency phase drives the amplitude of the high-frequency component or vice versa [77] . It has been suggested that both components drive the interaction to facilitate information integration across temporal scales [78] , but it is unclear how directional synchrony across several spatiotemporal scales is established.
Entrainment as a Mechanism of Top-Down Control
The directionality of complex neuronal interactions across several spatiotemporal scales is often difficult to infer, since oscillatory signals are periodic in nature, often lack a defined beginning, and Box 
Pitfalls of Analyzing Nonlinear Dynamics in Electrophysiological Data
Linear analysis techniques provide valuable insights into brain-behavior relations. Recently, nonlinear approaches assessing the phase of oscillatory brain activity have gained interest. For example, circular statistics [116] have been used to reveal periodicities in sensory or cognitive functions [117] and address the CTC hypothesis [4] , which postulates an important role of the oscillatory phase for inter-areal communication.
Furthermore, CFC analyses demonstrate a systematic relation between the phase of slower oscillations and the amplitude of HFA [11, 118] . Hence, CFC has been suggested to have an important role in the spatiotemporal organization of large-scale networks [11] . However, several pitfalls hamper the phase-dependent analyses [40] . In general, connectivity and CFC analyses are problematic if a single process affects multiple sensors (e.g., volume spread in the cortical tissue) or has multiple spectral components (e.g., eye movements [119] or sharp transient evoked activity; Figure IA) . Furthermore, it has been argued that the sustained HFA ( Figure IA , upper white box) and the simultaneous oscillatory reduction in lower frequencies ( Figure IA , lower white box) in fact reflect the same underlying process: the rotation of the power spectrum ( [98, 120] ; Figure IB) . Likewise, CFC analyses are also hampered by several methodological limitations [40] . For instance, nonsinusoidal brain activity can lead to spurious coupling effects, which might be obscured by band-pass filtering in narrow frequency bands, which will yield an artefactual sinusoidal signal, even if there is no true sinusoidal oscillatory activity present ( Figure IC ) [121] .
Taken together, the analysis of oscillatory phase requires a careful inspection of the underlying data. Furthermore, amplitude correlations [57, 60] might exhibit similar characteristics and could be applied to both connectivity and CFC analyses [78] and could serve as a useful control analysis [60] . The mutual information framework provides a promising approach to capture nonlinear dependencies in electrophysiological data [122, 123] (Figure ID ), which cannot be described by linear correlation analyses. may also be confounded by evoked activity. Several methods have been proposed to estimate directionality in electrophysiological recordings (Box 2). Currently, Granger causality (GC [79] ) is among one of the most popular techniques. A recent study investigating PFC-striatum interactions during category learning demonstrated enhanced nondirectional beta-band synchrony during category learning ( Figure 2B ) [54] . In a second step, the authors used GC to demonstrate that the striatum entrained the PFC and not vice versa. could be phase synchronous and exhibit local cross-frequency coupling. Hence, the amplitudes of the high-frequency activity should also be correlated over time, which might be reflected in interareal phase-amplitude coupling (PAC; red arrow). However, it is currently unclear whether these phenomena always interact or whether they could occur in isolation. (B) Local cross-frequency coupling (CFC): the strength of PAC in frontal and parietal regions correlated with reaction times if attention was deployed to the contralateral hemifield. Circled electrodes show significant effects, the yellow-circled electrode indicates the example electrode. (C) Upper: directional PAC between the frontal theta phase and high gamma in M1. Lower: directionality was most pronounced at encoding onset and scaled with task demand. (D) Upper: directional PAC from prefrontal cortex (PFC) to posterior parietal cortex (PPC). Lower: interareal theta-gamma PAC was stronger for remembered than for forgotten items between frontal seed regions and parieto-occipital EEG sensors. Graph in (B) reproduced, under the Creative Commons Attribution (CC BY) license, from [28] ; graphs in (C,D) reproduced, with permission, from [82, 83] .
However, how synchrony is established on the network level remains unknown. It has been demonstrated that endogenous burst firing synchronizes PFC and cingulate cortex in lower frequencies during the allocation of attention [80] . In addition, there is emerging evidence that the thalamus has a key role in establishing widely distributed cortical networks [81] . Given the linkage between HFA (70-200 Hz) and population-spiking activity [58] , several studies have addressed directionality by means of directional CFC [33, 82] . In contrast to within-region CFC, directional CFC explores the relation between the oscillatory activity in one region (typically <20 Hz) and the HFA in another. Converging evidence suggests that prefrontal low-frequency oscillations (<20 Hz) have a key role in organizing large-scale neuronal networks through directed entrainment. In a recent study, it was demonstrated that PFC-M1 theta-gamma interactions increased with task demand ( Figure 3C ) [82] . Crucially, the authors revealed that the frontal theta-phase modulated M1 activity, but not vice versa. In addition, they showed that the strength of the Box 
Assessing Directionality in Connectivity Analyses
It has been suggested that conscious experiences and behavior arise from synchronous activity in widespread (sub-) cortical regions and a variety of measures have been introduced to assess inter-regional neuronal communication [124] . In particular, the CTC hypothesis suggested that areas that exchange information transiently synchronize their activity in distinct narrow frequency bands [4] . However, the information flow through the cortical hierarchy requires that the information flow is directional along defined anatomical pathways. Latency analyses of evoked activity constitute the most commonly accessible approach to trace the flow of neuronal activity through different cortical regions ( Figure IA ) [21] .
To estimate the directionality of the interactions, several methods have been suggested ( Figure IB) . Much of the early work used cross-correlation analyses and generally assumed that the interaction was from A to B, when the lag was smaller than the lag from B to A. Recently, more sophisticated statistical model-based techniques have been suggested, such as GC [79] or the phase slope index (PSI [125] ). While GC utilizes an autoregressive model to predict the future time course, the PSI considers circular dependencies across several temporal scales to infer directionality. Furthermore, directionality can be assessed with the mutual information framework by means of the transfer entropy [124] . In addition, these methods can be used to unravel the directionality of cross-frequency interactions [77, 78] . For example, it was recently demonstrated that the gamma envelope might drive alpha oscillations in parieto-occipital cortex and not vice versa, as previously assumed ( Figure IB) [77] .
However, all these metrics are only correlative in nature. Novel brain stimulation tools, such as rTMS [5] , tACS [18] , or direct cortical stimulation [126] , allow entraining distinct spectral signatures to subsequently study cross-frequency interactions. Using this approach, it has been demonstrated that both alpha and gamma oscillations might drive CFC interactions, which allows for true bidirectional information integration across temporal scales [78] . In addition, several groups have started to assess inter-regional CFC, where typically the low-frequency phase in one area drives HFA in a second area [33, 82, 83] . Here, directionality is assumed if the directional CFC from A to B is significantly higher than the CFC from B to A. directional phase-amplitude coupling (PAC) scaled with task demands and more abstract tasks led to more PFC-M1 coupling. In contrast to previous studies, the authors time-locked their directional PAC analyses to the putative encoding onset in PFC. The encoding onset was defined as the time point where the PFC-M1 theta-phase relation exhibited a systematic bias between electrodes, which could have been established through phase resetting. A similar approach was used in a recent study that investigated PFC-cingulate interactions during an attention task [33] . The authors reported that theta in the cingulate cortex entrained HFA in the PFC. Crucially, interareal PAC indexed correct attention shifts and might have been dynamically established through phase resetting after burst firing [80]. Theta-gamma directional PAC has also been observed in the frontoparietal ( Figure 3D ) [83, 84] and the frontothalamic [49] network during memory formation and recall. Taken together, these lines of research suggest that directional PAC reflects a key feature of information transfer and integration across several spatiotemporal scales. Therefore, rhythmic endogenous entrainment might organize the spatiotemporal network dynamics to prioritize neuronal processing in nearby and distant cortical sites.
Linking Structural and Functional Connectivity
Structural and functional connectivity and their relation to behavior are often studied in isolation. While structural connectivity is mainly assessed by diffusion imaging, functional connectivity can be inferred by circular or linear correlation analyses of band-limited electrophysiological signals ( Figure 3A ) [3] . Several studies have begun to unravel the structural and functional architecture of the frontoparietal network and its role for spatial attention [85] [86] [87] . Decreased alpha and increased gamma synchronization contralateral to the attended hemi field have been suggested to constitute a hallmark of visuospatial attention. Here, we review multimodal evidence for the causal relation of how coupled alpha and gamma oscillations support attentional allocation in the frontoparietal network. We focus on this well-established network, since several converging studies provide a clear view of how the network is organized [88] . In a first step, it was demonstrated that the individual ability to lateralize alpha-and gammaband synchronization depended on the volume of superior longitudinal fasciculus, which links the PFC with the PPC ( Figure 4A [86] . The authors then used transcranial magnetic stimulation (TMS) to causally probe the role of the frontal eye fields (FEFs) in PFC for top-down control of oscillatory synchronization in the PPC ( Figure 4B ) [87] . They convincingly showed that inhibition of the FEF impairs the lateralization of alpha and gamma synchronization. Taken together, both studies suggest that top-down signals from the FEF are mediated via corticocortical fibers. Similar findings have been described for interhemispheric connectivity in extrastriate areas. Specifically, it was shown that the integration of a bistable motion stimulus across both visual hemi fields was mediated by callosal fibers connecting bilateral motion-sensitive regions [89] .
Subsequently, it has been demonstrated that the instantaneous percept depended on the level of interhemispheric gamma-band synchrony, which could selectively be modulated by tACS [90] . Taken together, these findings highlight that synchronized oscillatory brain activity is mediated by corticocortical connections between specialized regions to facilitate cortical information transfer and integration within narrow frequency bands [91] [92] [93] .
Oscillopathies and Network Disorders
The synchronization of neuronal oscillations across several spatiotemporal scales constitutes a hallmark of the physiological brain function [3, 7, 18] . Hence, numerous neuropsychiatric diseases have been associated with pathological changes in oscillatory processes. In particular, the symptoms of Parkinson's disease (PD) might be caused by abnormal oscillatory activity. For example, Parkinson rigidity has been linked to elevated CFC between the basal ganglia and motor cortex [94] . However, it is currently unclear whether this effect might constitute an artifact of the nonsinusoidal characteristics of beta rhythms in PD [95] . Furthermore, another recent report demonstrated that low-frequency tACS that was frequency and phase matched to the tremor frequency could reduce the shaking through phase cancellation [96] . Similar oscillatory alterations have been proposed to underlie schizophrenia, autism, or attention deficit hyperactivity disorder [97] [98] [99] .
Here, we consider a simplified model of network disorders, namely circumscribed lesions to key PFC regions. In line with previous findings (Figure 4A ,B), a recent lesion study also demonstrated pronounced parieto-occipital alpha asymmetries following unilateral prefrontal lesions ( Figure 4C ) [100] . Again, this finding highlighted that parieto-occipital alpha oscillations might be under prefrontal top-down control. However, it remained unclear what signal might reflect this if the lesion hemisphere is challenged (e.g., in a three-item working memory (WM) task, upper right) then a compensatory increase in theta power is observed over the nonlesioned PFC, which correlates with electrophysiological signatures over contralateral visual areas. Lower: this effect was restricted to patients with lateralized prefrontal lesions and was not observed in age-matched healthy control group, independent of WM load (one or three items). Graph in (A) reproduced, under the Creative Commons Attribution (CC BY) license, from [86] . Graphs in (B-D) reproduced, with permission, from [87, 100, 101] .
top-down influence. A related study described increases in low-frequency power in the nonlesioned PFC, but only when the lesioned hemisphere was challenged ( Figure 4D ) [101] . This finding was interpreted as a dynamic compensatory mechanism and implied that prefrontal activity in the delta/theta range might control parieto-occipital activity. In addition, a lesion study in monkeys reported that unilateral PFC lesions impaired attentional processes in parietooccipital cortex, but did not eliminate them [102] . Again, this could indicate compensation through the intact PFC. This idea had recently been substantiated by the finding that alpha oscillations are co-modulated by a delta rhythm [103] , which might arise from the PFC when topdown control was deployed [28, 101] .
Taken together, the lesion approach allows researchers to causally link spectral signatures to distinct cortical areas and cognitive processes. In the future, this might enable tailored interventions by means of frequency-specific NIBS to dynamically compensate impaired nodes of the network [18, 19] .
Concluding Remarks
Neuronal oscillations have been considered an epiphenomenon in the past. However, over the past decade, several findings have demonstrated that oscillations guide cortical spiking activity [6] and have a causal role in conscious perception and cognitive processing [5, 18, 19, [104] [105] [106] .
In particular, several lines of research have provided evidence that cognition emerges from coordinated neuronal activity in specialized yet widely distributed cortical regions [3, 4, 81] . Although lesion studies have implicated the PFC in cognitive control [1] , it remains unclear how the PFC represents goals and provides bias signals to other brain structures [2] .
Here, we have reviewed recent evidence that supports the notion that the PFC uses oscillatory dynamics to coordinate large-scale neuronal interactions, which support the integration of taskrelevant goals and rules in activity-silent cortical states [30, 107, 108] and predict behavior [28, 33, 38, 41, 82] . In particular, these findings suggest that phase resetting [33, 35] and neuronal entrainment [72, 109] reflect key mechanisms of PFC mediated top-down control. Hence, oscillatory dynamics support the multiplexing of different tasks on distinct temporal channels and facilitate the organization of task-relevant coherent networks [69, 70] , by providing the temporal structure, which may support phase coding by CFC [38, 39] . CFC has been proposed to coordinate spatiotemporal dynamics and has been shown to predict behavior on the singletrial level [28, 82] .
Taken together, neuronal oscillations support flexible cognitive processing by recruiting mixedselective neuronal assemblies into frequency-specific circuits [2, 30, [64] [65] [66] [67] [68] 110, 111] , which then bias distant cortical sites through directed endogenous entrainment [3, 7, 33, 82] . Hence, temporal multiplexing might be ideally suited to subserve cognitive flexibility [65, 69] . In particular, the most recent findings highlight the role of slow oscillatory activity for sensory selection, information integration, and goal-directed behavior, which might determine the timescale and capacity of cognitive processing [112] [113] [114] [115] .
In conclusion, accumulating evidence supports the notion that endogenous oscillatory activity in large-scale networks has a causal function for goal-directed behavior and constitutes a promising direction for future research to unravel to core mechanisms of goal-directed behavior (see Outstanding Questions).
Outstanding Questions
What is the timescale of cognitive processing? Does the frequency and timing of slow-frequency oscillations determine cognitive capacity limitations?
Do different frequency bands resemble distinct canonical cortical computations? For example, do parieto-occipital alpha oscillations subserve the same purpose as frontal alpha signatures? Do theta oscillations always support memory processes? Are low-frequency oscillations always coupled to HFA or can they occur in isolation?
How do spectral signatures generalize across species? Do higher cognitive functions in humans rely on the same physiologic principles as in nonhuman primates?
Most of the cortical processing is rhythmic. However, it is unclear how discrete sampling and periodic processing supports our continuous perception of the world.
What is the role of nonsinusoidal rhythms in neuronal processing? Does the phase of nonsinusoidal rhythms carry meaningful information? What is the role of the absolute voltage gradient? How does the shape of the power spectrum influence neuronal processing? Do different coupling modes (phase or amplitude based) reflect distinct cortical entities and how do they relate to each other?
What is the role of subcortical structures in modulating cortical circuits? In particular, how do higher cognitive processes rely on thalamic and striatal regions?
How do neuronal rhythms relate to spike-timing dependent plasticity? Does endogenous entrainment promote plasticity and do entrained circuits strengthen their synaptic connections? Are synaptic changes frequency dependent?
Are neuropsychiatric disorders, such as schizophrenia or attention deficit hyperactivity disorder, a result of too little or too much functional connectivity? Can NIBS be used to therapeutically adjust these connectivity patterns? Are high levels of functional connectivity associated with increased white matter volume?
