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Abstract
It is not until we become senior citizens do we recognise how much we took maintaining a simple standing posture for
granted. It is truly fascinating to observe the magnitude of control the human brain exercises, in real time, to activate
and deactivate the lower body muscles and solve a multi-link 3D inverted pendulum problem in order to maintain a
stable standing posture. This realisation is even more apparent when training an artificial intelligence (AI) agent to
maintain a standing posture of a digital musculoskeletal avatar due to the error propagation problem. In this work we
address the error propagation problem by introducing an iterative training procedure for deep reinforcement learning
which allows the agent to learn a finite set of actions and how to coordinate between them in order to achieve a stable
standing posture. The proposed training approach allowed the agent to increase standing duration from 4 seconds using
the traditional training method to 348 seconds using the proposed method. The proposed training method allowed the
agent to generalise and accommodate perception and actuation noise for almost 108 seconds.
Keywords: Postural Balance, Deep Reinforcement Learning, Postural Stabilisation, Fall Prevention
1. Introduction
Human posture stabilisation is a classic control prob-
lem known as the inverted pendulum problem. While the
bipedal inverted pendulum problem has been addressed
with many approaches as documented in the control the-
ory literature [1], the case with the human body is slightly
more complicated. This is because of the soft nature of the
actuators (i.e. muscles), increased degrees of freedom (i.e.
lower body joints) and its removable platform (i.e. feet).
Moreover, in contrast to the common intuition, standing
does require more refined levels of control than walking.
This is because maintaining a standing posture requires
fighting against gravity. In contrast, humans do take ad-
vantage of gravity and harness the potential energy of their
upper body during walking. This is communicated by No-
vacheck’s description of walking as controlled falling [2].
Modern human movement studies rely on a multidisci-
plinary integration between computer vision (e.g. motion
capture) and biomechanics (e.g. kinesiology) [2–7]. While
many studies rely on collecting motion capture data (MO-
CAP) from participants; studies investigating injuries and
surgeries may not have the luxury of trying new setups
on humans and thus have to rely on biomechanic simu-
lation such as OpenSim [8], Anybody [9] and, most re-
cently, MASS [10]. These biomechanic solutions do pro-
vide a great test-bed for investigating what-if scenarios of
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bone deformities and muscle routing yet they have to rely
on MOCAP data [11–13]. Relying on the physics of rigid
body interaction allowed these simulation environments to
also simulate ocular movements as described in [14–17].
In some studies (e.g. fall detection and prevention),
collecting motion data does impose ethical and safety risks
on participants. In order to accommodate these chal-
lenges, researchers usually make a choice of hiring stunt
actors who can fall safely or rely on 3D animation artists
to generate these dangerous postures [18, 19]. Both solu-
tions, however, do not produce realistic posture sequences
and thus the need for self induced motion derived by the
desire of an AI agent was highlighted in [10, 20, 21]. In [22],
Hossny and Iskander presented an argument for using an
AI agent’s failed attempts as a dataset for fall detection.
In the early stages of humanoid robotics research, sev-
eral control theory principals were investigated and em-
ployed. However, despite the great success of PD con-
trollers in a wide spectrum of control problems, walking
and bipedal standing remains a challenging task because of
environment factors [23]. This was one of the motivations
deriving bio-inspired robotics. Although PD controllers
remain a critical component in solving bipedal problems,
the magnitude of the problem and the increased sensory
information, highlighted the need for algorithms which can
mimic higher levels of natural intelligence. Furthermore,
the dynamic nature of the problem rendered all super-
vised learning approaches ineffective. This is because it is
wildly impractical to collect and label enough data that
can capture the different scenarios an AI agent may en-
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counter. Thus, relying on physics based simulation engines
was adopted as a viable solution. This solution was widely
supported and reinforced with the recent advances in the
software and hardware behind physics engines.
Over the past couple of decades, two schools of ma-
chine learning models and algorithms emerged; evolution-
ary algorithms (EA) [24] and policy gradient reinforce-
ment learning (RL) [25]. Both approaches rely on allow-
ing an AI agent exploration capabilities and providing a
feedback score1 for the AI agent to optimise. The explo-
ration component allows trying new policies to solve the
problem while the obsession to optimise the feedback score
allows the AI agent to fine tune the adopted policies fur-
ther to actually solve the problem. In practice, evolution
algorithms research has matured over the past decade and
does provide viable solutions to different control problems.
Perhaps the work done by Geijtenbeek et al. in [21] on the
locomotion of bipedal creatures using covariance matrix
adaptation [26] is the most impressive thus far. Its major
drawback, however, is purely fundamental because it is
a stochastic approach and relies on selective breeding and
not deriving strategies to solve the problem. This makes it
a very powerful optimisation tool but lacks in providing a
deterministic explanation. Reinforcement learning, on the
other hand, is a deterministic approach, however it was
more successful with discrete actions and lacked effective
solutions for continuous control problems [27]. In fact, RL
was considered only a powerful decision making tool un-
til the introduction of policy gradient algorithms [28, 29]
which allowed deriving fine policies which can now solve
continuous control problems such as the inverted pendu-
lum problem.
With the accelerating advancements in deep learning
hardware and software, the policy gradient approach was
further refined into the Deep Deterministic Policy Gradi-
ent (DDPG) [28]. DDPG adopted an actor-critic architec-
ture where both the actor and the critic are modelled as
deep neural networks. The actor neural network, serves
as the control module, accepts observations from the sim-
ulation/physical environment and produces actions which
can affect the environment. The critic neural network is
responsible for building an approximation on how the en-
vironment would behave given the current state and the
action provided by the actor. Other techniques such as
Soft Actor Critic (SAC) [30, 31] and Proximal Policy Op-
timisation (PPO) [32] have also demonstrated promising
results in continuous control problems.
Typically, the actor and critic neural networks are mod-
elled using a multi-layer-perceptron (MLP)2. The actor
neural network acceptsN -dimensional observation and pro-
duces M -dimensional action while the critic accepts N +
M -dimensional observation/action pair and produces an
1The score is called fitness in EA and reward in RL
2Depending on the environment inputs may be multidimensional
where convolutional neural networks would be more suitable.
estimated reward. However, for complex problems such as
posture stabilisation, this typical setup suffers from one
major drawback of updating the entire policy at once.
This, in return, causes a rapidly changing policy every
time step. Hossny and Iskander did address this issue
in [22] by introducing a modular design of the actor. In
their paper, they separated observation encoding from the
policies. Then they introduced the concept of using multi-
ple policies and a coordination network to choose between
them. The coordination network allows inferring a finite
state machine choosing between actions produced by sev-
eral policies. While the modular concept is sound, the
training procedure did not take full advantage of the intro-
duced modularity and lacked in terms of accommodating
accumulating error and generalisation over environment
variations.
In this study we expand on Hossny and Iskander’s work
in [22] to solve the generalisation problem. In doing so,
we introduce an iterative training procedure. We built a
similar modular actor where sub-policy neural networks
are allocated and initialised randomly. We also utilised
the parameterised tanh activation function to accommo-
date the characteristic variations of different muscles as
suggested in [22, 33]. Then, iteratively, we trained each
sub-policy for a specified number of simulation steps in
two stages. During the first stage of the training, both the
observation sub-network and the coordinator sub-network
are trainable alongside the sub-policy network. This al-
lows the agent to constantly modify the observer and co-
ordinator networks over all sub-policies. In the second
stage of the training, we fine tune only the coordination
network while locking the observer, policies, and critic net-
works. This forces the agent to learn how to coordinate
and choose between different sub-policies according to the
current state of the musculoskeletal body. We hypothe-
sise that training on separate policies individually allows
the agent to identify the actions needed for posture sta-
bilisation as well as the coordination pattern needed to
engage these sub-policies. This, in return, allows for bet-
ter accommodation of propagating error and thus leads
to prolonged stable standing posture for 1.8 minutes with
perception and actuation noise and 5.8 minutes without
noise (Supplementary Video 1).
2. Materials and Methods
2.1. Biomechanics Simulation Environment
The simulation environment used is based on human
musculoskeletal modelled using OpenSim [20, 34], and Ope-
nAI gym [35], and used previously in [22]. The muscu-
loskeletal model [11, 36, 37] is made up of seven body
parts that includes the upper body, represented as a sin-
gle unit, along with, two leg, each represented by three
units, upper leg, lower leg and foot. The model has 14
degrees-of-freedom (DoF), 3 rotational and 3 translational
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DoFs for the pelvis, 2 rotational DoFs for each hip, one ro-
tations DoF for each knee and finally, one rotational DoF
for each ankle. The model includes 22 muscles [38] for
actuation, 11 muscles for each leg. The leg muscles in-
cludes the hip adductor, hip abductor, hamstrings, biceps
femoris, gluteus maximus, iliopsoas, rectus femoris, vastus
intermedius, gastrocnemius, soleus, and tibialis anterior.
To model ground reaction forces Hunt-Crossley model is
used as contact effect [39]. For each foot, contact spheres
are positioned at the heel and toes and a rectangular con-
tact plane is placed over the ground. Force is generated
when the objects come into contact, which depends on the
velocity of the collision and depth of penetration of the
contact objects [20].
2.1.1. Observation Space
The observation fed to the AI agent included 169 val-
ues covering 3D coordinates for 14 bones (42 values), 3D
Euler orientation angles for 14 bones (42 values), as well as
63 values representing angles, angular velocity and angular
acceleration of 7 joints (21 values each joint including the
ground platform). Finally, the current muscle activation
from previous state (22 values) was also included. It is im-
portant to note, that the ground reaction forces (GRFs),
the centre of mass/gravity (COM/COG) and the zero mo-
ment point (ZMP) were not included in the observation
space.
2.1.2. Action Space
The aforementioned environment was controlled by 22
continuous actions representing the muscle excitation sig-
nals of the 22 muscles. Each excitation signal has a dy-
namic range of 0.0 (not excited) and 1.0 (fully excited).
2.1.3. Reward Function
We chose a simple reward function which emphasise
maintaining the pelvis height while having both feet on the
ground in addition to an effort minimisation penalty. This
is achieved by imposing a penalty based on the squared dis-
tance of the pelvis height (H) from the initial height H0.
Another penalty is also added for the weight distribution
on both feet (WL,WR). A third penalty is added if either
feet lost contact with the ground. Finally, an additional
effort penalty is added to encourage the agent to reduce
muscle activation (m). The agent was rewarded each sim-
ulation time step with both feet on the ground. This is
determined by the force (||Fg||) between the ground plat-
form and each foot separately. To that end, the reward
function is formulated using the following equations.
RGRF =
{
1, ||Fg|| > 0
0, otherwise
(1)
Penalty = ||m||2
− 16 (H −H0)2
− 64 (1− WL0.65)2
− 64 (1− WR0.65)2− 128 (1−RGRF ) ,
(2)
Norm. Penalty =
Penalty
1 + 16 + 64 + 64 + 128
(3)
Reward = 2 RGRF −Norm. Penalty (4)
Unlike the reward described in [13] and [22], we did not
add a penalty for the cross leg problem. We also did not
incorporate the centre of mass into the reward funnction.
2.2. Coordinated Multi-Policy AI Agent
We adopted the Deep Deterministic policy Gradient
(DDPG) reinforcement learning [28] method for training
the AI agent controlling the digital musculoskeletal model.
The DDPG AI agent is composed of two main multi-layer
perceptron (MLP) neural networks; i.e. an actor and a
critic. The actor serving as the controller which derives
muscle excitation signals based on the observed input from
the environment. The critic serves as an estimator to as-
sess the efficacy of the actions produced by the actor given
the feedback from the environment in terms of a single re-
ward value. The critic neural network is a standard MLP
with one input layer accepting 191 of concatenated inputs
from the observation and action spaces, followed by three
hidden layers with 256 neurons, and produces one out-
put value (i.e. estimated episode reward). As shown in
Figure 1, the actor neural network, inspired by [22], fea-
tured six observation mapping sub-networks, eight policy
sub-networks, one policy coordination sub-network and a
parameterised Tanh layer [33] for mapping produced ac-
tions to the action space. This architecture facilitates high
flexibility in terms of enabling and disabling parts of the
actor neural network during training.
2.2.1. Multiple observers
The multi-head observer sub-networks enables control-
ling the gradient flow with updates suitable for the dy-
namic range of the input fed to each observer [22]. Each
observer consists of an input layer, two hidden layers (64
neuron es each) and an an output layer representing the
encoded observation inn 64 values. A total of six observer
sub-network were constructed to accommodate the obser-
vation space featuring bone positions (42 inputs), bone
orientations (42 inputs), joint angles (21 inputs), joint ve-
locity (21 inputs), joint acceleration (21 inputs) as well
as muscle activation from previous state (22 inputs). The
final representation of the observation is then encoded as
a concatenation of the outputs from the the six observer
sub-networks to produce a hidden feature vector of 384
values which will be fed to the subsequent policy and co-
ordinator sub-networks. A Tanh activation function was
used after each layer.
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Figure 1: Neural network architecture of the actor in the trained agent. The actor architecture is adopted from [22] while the action mapping
using parameterised tanh is adopted from [33]. The entire actor is trained first for 3000 episodes while only the coordinator sub-network is
fine tuned later for 3000 more episodes.
2.2.2. Multiple policies
The multi-policy sub-network allows the agent to learn
different one skill per network using the proposed itera-
tive training method. Each policy sub-network takes 384
features as a concatenated input from the aforementioned
observer sub-networks. For each policy sub-network, the
348 input is fed into one hidden layer (256 neurons with
Tanh activation). Each policy sub-network then produces
a 22 excitation signal representing the action each policy
would take given the observed state. The output layer
used a linear activation function.
2.2.3. Coordinator policy
The role of the coordinator policy is to derive the ac-
tion as a linear combination of the actions produced by
the multiple policy sub-networks. It takes the concate-
nated 348 features produced by the observer sub-networks
and feeds them into one hidden layer (256 neurons with
Tanh activation). The coordination network produces a
weighting factor for each action produced from the pol-
icy sub-networks via a 6-neurons Softmax layer. The six
actions produced from the policy sub-networks are multi-
plied by the weighting produced from the Softmax layer
to produce an approximated action. The approximated
is then passed through a 22-neurons parameterised Tanh
layer [33] to produce the final action.
2.3. Proposed DDPG training procedure
The proposed training took place in two stages (3000
episodes each); i.e. iterative training and coordination re-
finement. The iterative training is responsible for train-
ing the observers, the coordination sub-network and one
policy sub-network independently while locking the other
policy sub-networks for 5000 simulation steps. Then the
active policy sub-network is locked and the next policy
sub-network is allowed to train. In doing so, the other
policy sub-network serves as a regularising component and
both the coordination and observer sub-networks learn to
accommodate all policy sub-networks.
In the second training stage, all sub-networks in the
actor were locked and only the coordination sub-network
was allowed to train. This declares the learned policies
as part of the environment and forces the coordination
sub-network to learn the coordination patterns given the
observed environment.
The training of the neural networks was optimised on
64-samples mini-batches using the Adam optimiser [40] with
a learning rate, decay rate and first and second moments
set to 1−4, 0.0, 0.9, 0.999, respectively. The DDPG update
took place using soft update with update rate τ = 5−3 and
discounted reward γ = 0.99. The experience replay buffer
was allocated to accommodate 106 experience samples.
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Iterative Iterative & RefinedBaseline
Baseline & Refined
(a) (b)
Figure 2: Left: An overlaid time-lapsed visual representation of the AI agent’s behaviour to compare between the brute force back-propagation
(baseline) and the iterative training method (proposed). Muscle activation is colour coded (blue=0.0, purple=0.5 and red=1.0). Frames were
loosely sampled for the Iterative & Refined model to demonstrate the motion. Best viewed in colour. Right: A performance comparison
of the same agent trained using the traditional and the proposed scheduled training. The comparison performance metric is the standing
duration in seconds.
2.4. Baseline DDPG training procedure
The baseline training took place in two stages. In
the first stage, we trained the agent with all the sub-
policy neural networks and coordinator at once for 3000
episodes. This is the typical training approach used in
deep reinforcement learning. The second stage branched
into two approaches (3000 episodes each); that is contin-
uing the training as the first step or fine tuning the co-
ordinator neural network only. This produced the agents
we called Baseline and Baseline Refined, respectively.
During fine tuning of the coordinator network, all other
sub-networks were locked.
2.5. Checkpoint selection
For model selection, we adopted a strict selection cri-
terion for the first stage by saving the model recording the
highest instantaneous reward, highest average reward over
the past 10 episodes and highest median reward over the
past 10 episodes. This ensured selecting the model with
highest sustainable reward. The nature of the problem
dictated using such a strict criterion because during a fall
(early termination), the actor’s failed attempts to prevent
falling results in altering the state of the actor neural net-
work. This means, that even when a certain checkpoint
does produce a good reward, it is not guaranteed that it
will be saved by the time the episode ends. During the sec-
ond stage of the training, i.e. coordination refinement, we
relaxed the strict criteria to choose the best model based
on the highest reward only. The reason behind this is that
the baseline method failed to enhance the learned skills af-
ter the first few episodes which relying on not yet refined
neural networks pre-trained from the first stage.
2.6. Reproduciblity
For training, we chose an arbitrary seed of 107 and
tested over five different seeds in {10638, 12190, 12944,
13734, 14798}. The test seeds featured a balanced repre-
sentation of 1’s and 0’s in the binary representation of each
seed number 56% ± 12%. More technical details and the
source code are available in the supplementary material.
3. Results
The AI agent was trained on a single scenario which
features the mannequin dropping from a 2 ± 2 centime-
tres onto a levelled ground platform. During testing we
expanded the drop to range from 94 to 100 centimetres.
We also tested the trained agent on inclined ground plat-
form. All tests were conducted with five different seed
values to ensure a wide variety of initial conditions. A vi-
sual comparison between the brute force backpropagation
(baseline) and the proposed iterative training method is
demonstrated in Figure 2-a.
3.1. Coordinated posture stabilisation
Iterative training of the AI agent did allow for more
flexibility in terms of learning to achieve sub-goals (e.g.
abduction and adduction of legs) in order to achieve the
final goal of maintaining a standing posture as shown in
Figure 2-b. The brute force back propagation baseline
(Baseline) was not able to handle a standing posture for a
duration more than 2 seconds after 3000 episodes. Extend-
ing the training of the Baseline to refine the coordination
network while locking sub-actor networks did achieve an
extra second of standing duration after additional 3000
episodes. The iterative learning (Iterative), on the other
hand, did achieve a 50% improvement over the Refined
Baseline model with an average of 6 seconds. We then
extended the training of the Iterative model to fine tune
the coordination neural network which achieved a signifi-
cant improvement of 300% over the Iterative model.
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3.2. Generalisation over perceptive perturbation noise
We also assessed the robustness of the trained agent
against misleading observations. In order to achieve this,
we added Gaussian noiseN(0, σ) with different levels, mea-
sured by the standard deviation σ, to the observation val-
ues obtained from the environment before engaging the
control agent. We tested this on the best model Refined
Iterative dropped from 6 cm height on a levelled plat-
form. We increased the noise level exponentially with
σ = 0.0 (no noise) to σ = 0.64. The physical inter-
pretation of the added noise for each observation reading
differs depending on the measured physical phenomenon.
For angular measurements, velocities and accelerations,
the noise levels ranges from [−36.7, 36.7] deg. For spa-
tial localisation of the rigid bodies, the noise levels range
from [−64, 64] centimetres. In terms of muscle activa-
tion, the added noise also translates to ±0.64 which is
clipped to a minimum activation of 0.0 (no muscle activa-
tion) and 1.0 (fully activated muscle). The results shown
in Figure 3 demonstrate that the trained agent is stable
with ±1.15 deg angular noise, ±2.0 cm spatial noise. The
robustness drops logarithmically with {±2.29,±4.58} deg
angular noise, {±4.0,±8.0}cm spatial noise. In this case,
the agent can sustain a stable standing posture for 25
and 10 seconds, respectively. The robustness drops ex-
ponentially as the angular and spatial noise level increase
to {±9.17,±36.67} deg and {±8.0,±64.0}cm, respectively
(Supplementary Video 2).
3.3. Generalisation over falling distance
In order to assess the performance of the trained AI
agent, we conducted testing with randomly generated drop
distances while fixing the ground forward and lateral in-
clination to 0 deg. As shown in Figure 4-a, the iterative
agent does outperform the baseline agents within a drop
range of [2, 4] but performs similarly as the drop distance
increases. It is worth noting that fine tuning the coor-
dination neural network does allow for better generalisa-
tion over drop distance as shown by comparing the box
plots of Baseline and Baseline Refined. A significantly
higher improvement can be observed by comparing the
box plots of Baseline and Baseline Refined which is
due to the iterative training of the sub-actors in the first
3000 episodes. The increased duration or stable posture
for drop heights in [6, 10] centimetres is attributed to the
fact that the AI agent has more time to alter the landing
posture by spreading the legs. This comes at the price
of attempting to balance the body after bouncing off the
ground. Although a similar pattern can be witnessed with
the Baseline Refined agent, it could not maintain bal-
ance for more than 5 seconds. This was not achievable by
the non-refined AI agents. This, in return, suggests that
the Iterative Refined agent is capable of handling un-
foreseen scenarios. This is the main advantage of isolating
sub-policies and shift the decision making to the coordina-
tion network. Videos of the generalisation behaviour are
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Figure 3: The effect of different state noise levels (perceived by the
trained agent) on the posture stabilisation procedure.
available in the supplementary material (Supplementary
Video 3).
3.4. Generalisation over inclined platforms
The success in handling out-of-range drop heights prompted
us to test the trained AI agent on different forward and
lateral inclination platform setups. We tested the best
model from each method in a setup where the muscu-
loskeletal model drops from [0, 4] centimetres to land on an
inclined ground platform. The forward/lateral inclination
angle was randomly generated according to a normal dis-
tribution with a mean in {−2.5, 0.0, 2.5} deg with a stan-
dard deviation of 2.5 deg to generate random inclination
angle θ ∈ (−10, 10) deg. The drop height was adjusted
accordingly with an offset of sin(θ)/2. The results shown
in Figure 4-b, Figure 4-c demonstrate the superiority of
iterative training with coordination fine tuning especially
when θ ∈ (−5.0, 5.0] deg. This demonstrate the generali-
sation capability of the trained AI agent and the effect of
refining the coordination policy (Supplementary Video 4).
Furthermore, the trained agent also managed to generalise
on obliquely inclined platforms where lateral and forward
inclination angle θ ∈ [−2.5, 2.5] (Supplementary Video 5).
4. Discussion
During the design stage of this study, we hypothesised
that the AI agent will be able to subdivide the task of
maintaining a standing posture into 8 different sub-tasks
spanning four directions which each leg can move along
(i.e. forward, backward, left and right). We also hy-
pothesised that each of these skills cannot solely maintain
a standing posture. Yet the coordination between these
skills should allow the AI agent to excite the lower body
muscles in order to maintain balance.
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Figure 4: The effect of different drop heights and forward/lateral ground inclination on the posture stabilisation procedure.
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(a) Policy 1: CW Rotation (b) Policy 2: Lean Backward (c) Policy 3: CCW Rotation (d) Policy 4: Left Abduction
(e) Policy 5: Left Adduction (f) Policy 6: Right Adduction (g) Policy 7: Thrust Forward (h) Policy 8: Right Abduction
Figure 5: An overlaid visual representation of the learnt skills required to maintain a standing posture. Muscle activation is colour coded
(blue=0.0, purple=0.5and red=1.0). Best viewed in colour.
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(b) Iterative With Refined Coordination
Figure 6: Comparison between muscle activation signals of the proposed method with and without coordination refinement.
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Upon closer inspection of the learnt sub-tasks, the AI
agent did indeed learn to identify and solve several sub-
tasks. However, the learnt policies do not exhibit the an-
ticipated sub-tasks we hypothesised. As shown in Figure 5,
the learnt skills fall into three categories; that is leg abduc-
tion, leg adduction and weight shift. The weight shifting
sub-policies are also split into pelvis rotation (Policies 1
and 3) and leaning backward and thrusting forward (Poli-
cies 2 and 7). Both rotation directions used the left leg
as the pivot point while adjusting the right leg to perform
the rotation. Both left and right abduction policies were
mainly engaged to widen the standing base (Policies 4 and
8). The adduction policies were the most unstable and yet
crucial for performing a conservative abduction (Policies
5 and 6). The rotation policies were engaged in coopera-
tion with right leg adduction (Policy 6) to shift the weight
to the left and right in order to maintain lateral balance.
Videos of learnt skills are available in the supplementary
material (Supplementary Video 6).
It is worth noting that while symmetry was observed
in the policies dedicated to left and right leg, some poli-
cies appear to have matured for one leg more than their
counterparts for the other leg. For instance, while Policy
8 demonstrate a successful lateral step using right leg ab-
duction, Policy 4 does include a CW rotation. Another
example is the difference in policies used during maintain-
ing anterior/posterior balance where the agent thrusts for-
ward (Policy 7) instead of leaning (like in Policy 2). This
raises two important points. Firstly, the coordination re-
finement is an extremely important step during training.
This has already been demonstrated by the results illus-
trated in Figure 2-b. This is also demonstrated in Figure 6
which shows the effect of fine tuning the coordination pol-
icy on the stability of the assumed posture. This is because
without fine tuning the coordination policy changes along
with all the other policies; i.e. observers, policies and ac-
tion mapping policies. Fine tuning the coordination policy
alone allows the AI agent to focus only on deriving the lin-
ear combination of the actuation signals produced by the
policies. The second point is related to the apparent ev-
idence that the number of individual policies is not enough
to exhibit all degrees of freedom the AI agent can exploit
in order to achieve a balanced standing posture. This is
clearly demonstrated in Policy 3 where the agent takes a
small forward step with the right leg during a CCW pelvis
rotation.
The coordination policy does serve a long term goal
beyond maintaining a prolonged standing posture; i.e. ex-
planation of produced actions. The use of a coordina-
tion policy allowed the AI agent to develop an internal
finite state machine of the learned policies. While this al-
lows choosing between policies, in practice it derives a lin-
ear combination of the actuation signals produced by the
learnt policies. We investigated the possibility of training
the coordination policy to produce discrete choices but the
lack of backward derivatives for the argmax operator ren-
dered this option infeasible. Another point to note is that
the linear combination derived by the coordination policy
assumes each actuation signal from each policy as a single
vector and thus all actuation signals are scaled using the
same weighting factor. This opens an important room for
improvement if the coordination network is allowed to de-
rive the linear combination of each muscle independently.
However, this may affect the achieved visibility of the pol-
icy engagement procedure.
5. Conclusions
Allowing the AI agent to learn each policy as well as
the coordination independently serves two important roles.
First, it enables the AI to develop the finite state model for
solving the problem. Second, it provides visibility over the
decision making process the AI agent does when choosing
one policy over another. The trained finite state model is
an important step in expanding this research to assess the
ergonomics of assembly tasks. While portable ergonomic
assessment tools (e.g. [41]) do provide a convenient as-
sessment, thee real challenge lies in assessing this before
hand. Combined with the principle of energy conservation
(i.e. minimising effort), a trained RL agent would provide
an insight on how an operator is likely to behave in differ-
ent setups and thus conducting the ergonomic assessment
before deployment. This can also expand to cover visual
ergonomics using ocular biomechanics [42] as well as the
impact of the spatial location of visual stimuli on moti-
vated rotations of the neck and the spine [14, 17] in real
world as well as in virtual environments [15, 16]. The
combination of biomechanics and reward-driven AI can
also provide a data generation pipeline for MOCAP data
of animals which cannot accommodate markers placed on
their bodies (e.g. cats) as well as animals in dangerous
setups [43, 44].
It is important to note that a PD controller was not
used at any stage of the training and testing. However,
we would like to emphasise that complex control tasks
such as maintaining biomechanic balance and locomotion
of bipedal entities require several granularity levels of con-
trol. In theory, machine learning can provide a solution to
several complex problems given enough compute power ac-
cording to the universal approximation theorem [45]. How-
ever, in practice narrowing the scope of the problem to fine
tune parameters of existing models may prove more prac-
tical and cost effective. The methodology we presented
in this work embraces this approach and articulates the
advantage of solving multiple narrow-scoped tasks in con-
trast to solving the overall goal at once. Perhaps the recent
results from Seoul National University on bipedal locomo-
tion [10] serves as another testimony of this argument.
In their work, Lee et al. introduced an interesting inte-
gration of classic control and deep reinforcement learning.
Particularly, they used a PD controller to serve as a cata-
lyst during the training of two deep neural networks which
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mimics a reference motion (i.e. input by the user) and the
muscle coordination needed to produce this motion. This
highlights an important point; that is as the field of arti-
ficial intelligence (AI) research progresses towards general
intelligence (AGI), it is important to acknowledge the effi-
cacy of training procedures and thus expand the discipline
of machine learning to accommodate machine teaching as
well.
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