Abstract -Diversity is considered as one of the main prerequisites for an efficient use of ensemble systems. One way of increasing diversity is through the use of feature selection methods in ensemble systems. In this paper, a class-based feature selection method for ensemble systems is proposed. The proposed method is inserted into the filter approach of feature selection methods and it chooses only the attributes that are important only for a specific class. An analysis of the performance of the proposed method is also investigated in this paper and it shows that the proposed method has outperformed the standard feature selection method.
Introduction
In the search for efficient pattern recognition systems, it has been often found that no single classifier is entirely satisfactory for a particular task, and hence the idea of combining different classification methods has emerged as potentially very promising [2] , [4] . The main example of this idea is the ensemble systems (or committees), which exploit the idea that a pool of different classifiers can offer complementary information about patterns to be classified, improving the effectiveness of the overall recognition process.
In the context of ensemble, diversity is one aspect that has been acknowledged as very important [5] . For example, there is clearly no accuracy gain in a system that is composed of a set of identical base classifiers. One way of increasing diversity is through the use of feature selection or data distribution in ensemble systems. Feature selection methods can be divided into two main approaches, which are: filter or wrapper. This paper presents a filter feature selection method for ensemble systems. Unlike most of the filter methods, the method proposed in this paper uses a class-based filter method, in which attributes that are good only for the corresponding class are chosen to represent this class. The ensembles systems will be composed by classifiers which are expert in answering about the belongingness of an input pattern to a specific class. In this sense, there will be, at least, one classifier per class in the ensemble systems.
In order to analyze the feasibility of the proposed method, it will be compared with a standard filter-based method, which also uses a class-based procedure and they will be applied to four different datasets. In addition, the performance of these systems will be analyzed in different structures (homogeneous and heterogeneous).
Feature Selection in Ensembles
Feature selection methods can be defined as the process that chooses the best attributes subset according to a certain criterion, excluding the irrelevant or redundant attributes. In using feature selection [3] , [6] , [7] , [9] , [10] . There are several feature selection methods that can be used for ensembles, which can be broadly divided into two main approaches, which are: filter and wrapper. In the filter approach, as it can be found in [6] , [7] , [8] , no need for a classification method to be used during the feature selection process. In other words, the feature selection process is independent from the classification method. On the other hand, the wrapper approach, as it can be found in [3] , [9] , [10] , the feature selection process is dependent from the classification method. The feature subset is chosen based on the classification method used. Two different classification methods lead to different feature subset chosen. The major drawback of the filter approach is the efficiency of these methods, while the major drawback of the wrapper approach is the computational time, since e the filter approach is generally computationally more efficient than the wrapper approach. In the context of ensembles, the major drawback of the wrapper approach is emphasized, since the assessment criterion usually has to take into consideration the accuracy of the whole ensemble system, increasing even further the complexity of this function. In contrast, as the ensemble system used a two-step decision making process (individual classifiers and combination method), the dependency of the chosen subset with the classification methods can be smoothed out, since the classifier accuracy is not the only parameter to define the accuracy of the ensemble system. Because of this, the use of the filter approach to select different subsets of attributes for the individual classifiers in an ensemble has become an interesting choice.
In the filter approach, usually, a ranking procedure is performed in which attributes are assessed for all classes of the problem, called general ranking process. However, it is well known that different classes of a problem can have different particularities and levels of difficulty. When using a general ranking procedure (for all classes), difficulties of one class are distributed among all others. In this sense, classes which are not very difficult to be classified may become more difficult. Moreover, different classes of one problem might need a different number of attributes to be classified. For instance, an attribute can be very important to one class and not very important to other classes. Because of this, the idea of using class-based ranking has emerged.
There are some works in the literature which use class-based feature selection, such as the favorite class method [5] . In these works, the choice of the attributes is based on the importance of the attributes for the analyzed class. However, an attribute can have a similar importance for two or more classes. In this sense, even when using class-based feature selection, this attribute will probably be chosen for both classes. Nonetheless, the choice of this attribute may affect the accuracy of the classifiers, making it confuse patterns of both classes.
The Class-based Feature Selection Method
Aiming to smooth out the aforementioned problems, a feature selection method is presented. It is a filter method which will search for attributes that are important for one class and not very important for other classes, letting the classification method more secure about the class to be classified (attribute which will not make confusion in the classification method). The main idea is that one classifier, which will be responsible for classifying patterns of one class, will base its decision on attributes which are important only for this class.
In this method, a new ranking strategy is added in the feature selection method. As already mentioned, in a class-based ranking, attributes are ranked, for each class, based on a criterion from the most important to the least one. Then, the first N attributes are picked. In the presented method, a second ranking is executed, in which the position of the attribute in the ranking of the analyzed class, along with the position of this attribute in the other classes are taken into consideration. In this second ranking process, the idea is that if an attribute is highly (in the top positions) ranked in an analyzed class, this means that this attribute is important for the classification process of this class and this will be positively counted for this attribute. Also, if an attribute is also highly ranked on the other classes, this means that this attribute is important for more than one class and the choice of this attribute can affect the accuracy of the classifiers, making it confuse patterns of all classes. This will be negatively counted for the attribute.
The second ranking procedure will be performed based on a RP parameter, in which a parameter is rewarded for this position in the ranking of the analyzed class (the magnitude of this reward depends on the position of the attribute in the ranking) and it is punished by its position in the ranking of the other classes (the magnitude of this punishment depends on the position of the attribute in the ranking). The RP parameter can be described as follows:
Where:
Where: V ic is the value of attribute i for class c; R ic is the ranking of attribute i in class c, A is the number of attributes and NA is the total number of attributes used in the dataset.
Using eq. 1, the second ranking process is made and the first N attributes are picked.
Experimental Works
In this paper, an analysis of the presented method is performed, comparing it with the original filter method (only the first ranking). The ensemble systems using feature selection are also compared with ensemble systems with no feature selection. For the ensemble systems using feature selection (original and proposed), two criteria were used as basis (first ranking) for the ranking of the attributes, Spearman Correlation and Variance. The idea of using Spearman Correlation is to have a rank-based correlation measure, while the use of variance is because it is a criterion that does not need the class label vector to calculate its ranking [8] .
Four databases are used for the experiments, which are: Gaussian3, Simulated6, St. Jude and Splice. The first two are synthetic databases that simulate microarray data in the gene expression analysis [12] . These two synthetic databases have attributes related to each of their classes. Thus, there is a set of 200 attributes in Gaussian3 that determine each class. This relation between attribute and class is exclusive. The 200 attributes that determine Class 2, for example, do not determine Class 0 or Class 1. Similarly, Simulated6 presents sets of 50 attributes exclusively related to each class. Simulated6 has 6 classes with 50 exclusively related attributes, totaling 300 attributes. As Simulated6 actually has 600 attributes, the remaining 300 are noise.
The last two are real datasets. Splice dataset contains a primate splice-junction gene sequences (DNA) with associated imperfect domain theory, obtained from UCI repository [1] . A total of 3190 Instances using 60 attributes were used. These attributes describe sequences of DNA used in the process of creation of proteins. Finally, St Jude Leukemia is a database obtained from gene expression data of leukemia cells [13] . Its data represents genes of samples of cells with Leukemia. It has 248 samples and each cell has 985 attributes. Each attribute is a number that measures the expression level of a gene found in a cell sample. In this paper, all attributes were normalized to the interval [0], [1] .
Four classification methods are used as base classifiers for the ensemble systems, which are: k-NN (nearest neighbor), C4.5 (decision tree), NB (Naïve Bayesian Learning) and MLP (multi-layer Perceptron) neural network. In addition, three fusion-based combination methods will be used, which are: sum, majority vote (MV) and weighted sum (WS).
The ensemble size is defined by the number of classes of the used dataset. In this sense, ensembles of size 3 are used for Gaussian and splice and ensembles of size six are used for Simulated6 and St. Jude. Also, several different configurations are used, which varied from non-hybrid (homogeneous) to nonhybrid (heterogeneous) structures of ensembles. For the heterogeneous structures, ensembles with 2 (HYB 2), 3 (HYB 3) and 4 (HYB 4) different types of classifiers were taken into consideration. As there are several possibilities for each structure, this paper presents the average of the accuracy delivered by all possibilities of the corresponding hybrid structure.
The base components and the ensemble systems were built by using the 10-fold cross-validation methodology. In addition, to compare the impact of the proposed feature selection method, the accuracies of the ensembles when using the proposed feature selection method were compared with the original feature selection methods. To do this comparison, a statistical test was applied, which is called hypothesis test (t-test) [5] , with a confidence level of 95% (α = 0.05). Table 1 shows accuracy and standard deviation of the ensemble systems when using no feature selection. As it can be observed from Table 1 , the HYB 4 structure was not applied to the Gaussian and splice datasets. It is because these datasets have only three classes and it was used one classifier per class. In this sense, at most, three different classifiers (HYB 3) were used in this dataset. As it can be seen from Table 1 , the accuracy of the ensemble systems, in most of the cases, increased when increased the number of different types of classifiers. In all datasets, the highest accuracies were obtained, for all combination methods, when using complete hybrid structures (HYB 4 for simulated and St. Jude and HYB 3 for Gaussian and splice). Table 2 shows accuracy and standard deviation of the ensemble systems when using both feature selection methods and, in both methods, a fixed number of attributes was allocated for each classifiers As it can be seen from Table 2 , all the ensemble systems using feature selection have a similar accuracy than the ensembles without feature selections (Table 1) for Gaussian3 dataset. For Simulated6 dataset, the ensemble systems provided accuracies which are lower than the ones obtained by the ensemble systems with no feature selection (Table 1) , when using Spearman Correlation. This fact is because this synthetic dataset has noisy attributes. When these noisy attributes are related with the class label, these attributes will have high correlation with the specific class, being selected to be part of one classifier.
Results and Discussion

The Synthetic Datasets
Still in Table 2 , as it happened with systems with no feature selections, the hybridization of the ensemble systems has caused an increase in the accuracy of these systems. In addition, the use of variance has caused an improvement in the accuracy of the ensemble systems, when compared with Spearman correlation, for both feature selection methods. The ensemble systems using the proposed feature selection method have provided higher accuracies than the systems with the original method, for both datasets, for most of the cases. Finally, the use of weights was positive for the ensemble systems, since it caused an increase in the accuracy of these systems, when using the original and proposed feature selection method.
In order to evaluate whether the improvement in accuracy delivered by the proposed feature selection method is significant, the hypothesis tests (t-test) is performed. In this test, the accuracy of the proposed feature selection method is compared with the original method, using a confidence level of 95%. As a result of the hypothesis test, it was observed that the improvements reached by the proposed method were statistically significant in 6 out of 18 analyzed cases for Gaussian3 and 9 out 24 analyzed cases for Simulated6. In most of the cases, the statistically significant improvements were reached when using Spearman correlation (all 6 cases of Gaussian3 and 6 cases of Simulated6). It is important to emphasize that the small number of statistically significant improvements is due to the high scale of the standard deviation, which is caused by the small number of samples in these datasets. Table 3 shows accuracy and standard deviation of the ensemble systems when using a threshold to define the number of attributes for the subsets of attributes. For Gaussian3, the thresholds were defined for each criterion and it was 0.75 for Spearman and 0.5 for Variance. The average number of attributes for Spearman was 72 (original) and 45 (proposed) and it was 83 (original) and 52 (proposed) for Variance. This means that the number of attributes in the subsets was lower than the ones used in Table 2 , mainly for Spearman. For simulated6, the threshold used was 0.8 for Spearman and 0.6 for variance, reaching an average size of 51 (original) and 48.16 (proposed) for Spearman and 56.33 (original) and 39.5 (proposed) for Variance. Table 3 , it can be seen that, in a general perspective, there is a decrease in the accuracy of the ensemble systems, when compared with the fixed numbers ( Table 2 ). This is because these datasets are synthetic, in which all classes have the same level of difficulty. The use of subsets of variable size did not affect positively the accuracy of the ensemble systems. It is important to emphasize that the proposed method used fewer attributes than the original one and it provided higher accuracy. This shows that the proposed method is more efficient than the original one, for both datasets.
As a result of the hypothesis test, it was observed that the improvements reached by the ensemble systems using the proposed method were statistically significant 5 out of 18 analyzed cases for Gaussian3 and 10 out 24 cases for Simulated6. 
Real Datasets
In this part of the experiments, two real datasets will be analyzed, which are: St Jude Leukemia and Splice. Table 4 shows accuracy and standard deviation of the ensemble systems when using both feature selection methods with a fixed number of attributes (160 attributes for St Jude and 20 attributes for Splice). Like the synthetic datasets, all the ensemble systems using feature selection have a similar accuracy than the ensembles without feature selections (Table 1 ). In addition, the use of weights was positive for the ensemble systems, since it caused an increase in the accuracy of these systems, when using the original and proposed feature selection method (apart from variance for St Jude dataset). Finally, the more heterogeneous an ensemble is, the higher accuracy it has.
In relation to the chosen criterion, for St Jude, both criteria (Spearmann and Variance) have a similar performance. However, an interesting point is the poor performance of the original method when using variance for Splice dataset. This might be because this dataset is composed of nominal attribute and a simple ranking of the attributes was not enough to detect important attributes. However, the reward/punishment process of the proposed smoothed out this problem.
The result of the statistical test shows that the ensemble systems with the proposed method had statistically improvements in most of the cases (17 out of 24), when compared with the ensemble systems with the original feature selection method and in all analyzed cases for Splice dataset. Table 5 illustrates accuracy and standard deviation of the ensemble systems when using a threshold to define the number of attributes for the subsets of attributes. For St Jude dataset, the threshold used was 0.7 for Spearman and 0.65 for variance, reaching an average size of 207 (original) and 74.83 (proposed) for Spearman and 38.16 (original) and 37.87 (proposed) for Variance. For Splice dataset, the threshold used was 0.4 for Spearman and 0.6 for variance, reaching an average size of 43.33 (original) and 10.66 (proposed) for Spearman and 43 (original) and 18 (proposed) for Variance. Once again, the ensemble systems have similar accuracies than the ensemble systems with fixed number of attributes. Both criteria (Variance and Spearmann correlation) have a similar performance, with improvements when using the proposed method and when using weights. When applying the statistical test to compare the proposed method with the original one, the proposed method had statistically improvements in most of the cases for St Jude (17 out of 24) and Splice (13 out of 18).
Final Remarks
This paper presents an analysis on filter-based feature selection methods for ensembles. One of them uses a class-based method (original), while the other one uses a two-step ranking procedure (proposed). This proposed method selects important attributes to a corresponding class and the ensemble systems need to have, at least, one classifier to correctly recognize each class. Through this analysis, it could be observed that the use of the proposed method resulted in an improvement in the accuracy of the ensemble systems, when compared with the original method, for homogeneous and heterogeneous structures. These improvements were statistically significant (t-test) in most of the analyzed cases, mainly for the real datasets. The small number of statistically significant improvements in the synthetic datasets is due to the small number of samples (it causes instability of the systems). In addition, it provided accuracies which were higher than the ones of the ensemble systems with no feature selection in some cases.
