SUMMARY Software defined networking (SDN) and OpenFlow, which enables the abstraction of vendor/technology-specific attributes, improve the control and management flexibility of optical transport networks. In this paper, we present an interoperability demonstration of SDN/OpenFlow-based optical path control for multi-domain/multi-technology optical transport networks. We also summarize the abstraction approaches proposed for multi-technology network integration at SDN controllers. key words: software defined networking (SDN), OpenFlow, multi-domain and multi-technology optical transport networks
ples the network control and forwarding functions, and enables the network control to become directly programmable, and the underlying infrastructure to be abstracted. OpenFlow [5] , which is standardized by the Open Networking Foundation (ONF), is a de facto open equipment control protocol. In fact, OpenFlow-enabled SDN solutions have been commercially deployed in both data center networks and enterprise networks [6] . Intensive investigations have aimed at moving the SDN/OpenFlow concept out from data center networks to optical transport networks. For example, [7] reports an OpenFlow-based unified control plane architecture for multi-layer/multi-granularity optical switching networks, and demonstrates its performance. An experiment conducted in an environment including adaptive erbium-doped fiber Raman amplifiers, multi-degree Superchannel transponders, and flexible grid switching nodes has also been reported [8] . In addition, prototypes of transport SDN technologies (e.g. OpenFlow extension, prototypes of controller northbound interfaces) are being actively demonstrated [9] .
One of the most effective uses of SDN-based transport network control is datacenter interconnection [10] . With the popularization of cloud computing and datacenters, there is a growing demand for datacenter interconnection, as well as a need to dynamically establish high-volume transmission pipes through multiple optical network domains.
However, certain difficulties inhibit practical use of SDN-based transport network control. In multi-domain optical transport networks, vendor and technology-specific attributes such as switching capability, physical layer constraints, accessibility of optical paths, the fault isolation process, and switching time have to be considered during path provisioning. These attributes should be abstracted so that an SDN controller can uniformly manage multi-technology optical transport networks. In this paper, we present an interoperability demonstration of SDN/OpenFlow-based optical path control for multi-technology optical transport networks comprised of elastic lambda aggregation networks, 100 Gbit/s optical packet and circuit integrated (OPCI) networks, and 100 Gbit/s wavelength division multiplex (WDM) networks. We also summarize the abstraction approaches proposed to date for multi-technology network integration at an SDN controller.
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In several related SDN controller/orchestrator platforms such as ODENOS [11] and OpenDaylight [12] , dedicated modules (e.g. packet module, OpenFlow module, VLAN module and so forth) corresponding to each technology are plugged in to orchestrate the multi-technology network. Differently to these approaches, a unified control approach [7] is used in this paper. It reduces the complexities of preparing plug-in modules for the SDN controllers/orchestrators. In this approach, the SDN controller controls several network controllers using a unified control protocol (e.g. OpenFlow). The network controllers of each technology domain are expanded to act as SDN adaptors for unified protocol termination and protocol conversion between the unified protocol and the domain-specific protocols. The SDN controller does not need to have modules added to handle other protocols and thus can control the entire network via a unified protocol. Therefore, this approach leads to a reduction in the complexity of constructing an SDN controller/orchestrator.
The rest of this paper is organized as follows. In Sect. 2, we present details of the abstraction approaches. Section 3 introduces the experimental setup and reports the experimental results, while Sect. 4 summarizes additional issues for future investigation. Finally, Sect. 5 establishes the direction of our future work and concludes this paper. Figure 1 shows the architecture of an SDN-controlled multi-technology transport network. The network comprises multi-domain and multi-technology networks and data centers, the whole coordinated by an SDN controller which controls the southbound network controllers by using the OpenFlow protocol. With the SDN controller and the network controllers working in co-operation, flexible control over the multiple networks based on data center requests can be achieved. The network controllers abstract and partition the resources of the network elements including ports, links and available bandwidths, and supply the information to the SDN controller so that the SDN controller can have knowledge of the network topology and the available resources. Only the abstracted network topology is presented to the SDN controller in order to improve the scalability. Each network domain is configured autonomously by its own network controller. When a connection request is sent to the SDN controller from a data center, the SDN controller performs end-to-end path computation based on the abstracted topology, and informs each network domain of the results. Each network controller then computes the path and resource allocation within its own domain. After all the networks have completed their configuration work, end-to-end transmission is established.
Network Architecture and Abstraction Approaches

SDN Controlled Multi-Technology Transport Network
a) SDN controller
b) Flowvisor
With the introduction of a Flowvisor [13] between the SDN controller and a network element such as a network controller and its associated network equipment, it is possible to create multiple slices for management by separate SDN controllers. A Flowvisor can enforce isolation between the slices. Slices can be defined by any combination of parameters such as switch ports, source/destination addresses, etc. In this architecture, each access/metro/core network domain is virtualized and autonomously configured by its own network controller and further sliced by the Flowvisor.
Core Network/WDM Network
The role of a core network is to provide high-capacity, longhaul connections between metro networks. Based on the concept of "loosely coupled orchestration", the core network is designed to provide an abstracted point-to-point path on demand. Figure 2 shows a conceptual system designed around a WDM network. Each WDM network element (NE) is equipped with 100 Gbit/s optical transceivers with digital signal processing (DSP) [14] technology, and an optical cross-connect switch (OXC) with CDC [15] capability. The NEs are connected to each another in a mesh topology, and the transceivers and OXCs of the system are configured to form an optical path on request. Thanks to the CDC capability of the OXCs and the DSP in the transceivers, an end-to-end optical path can be established on demand, without reconfiguring patch cords, installing dispersion compensation fibers, etc. As a result, the network behaves as a monolithic circuit switch. While not discussed here, an NE can be equipped with sub-lambda switches, or with elastic optical network [3] functions. Such equipment can provide granular circuit capacity or multi-layered functions traded off against increasing path management complexity.
The SDN controller is the centralized control plane for a set of multi-domain/multi-technology networks which incorporate large scale WDM networks. The current SDN technology is designed to control the L2/L3 network of a data center. However, the control and optimization of a WDM network is more complex. Also, the required resource control capacity becomes a big challenge for the SDN controller. Therefore, we expand the network management system (NMS) of the WDM network to act as an adaptor to support the SDN controller in controlling the multidomain/multi-technology networks. The NMS is designed with vendor-specific attributes such as the fault isolation pro- cess, accessibility of wavelength paths, and switching time taken into account during the path provisioning and restoration processes. All these attributes should be abstracted by the NMS so that the SDN controller described in Fig. 1 can uniformly manage multi-domain/multi-technology networks without any need to deal with vendor-specific attributes.
We incorporate the SDN adaptor in a conventional NMS to take advantage of the existing system. The function blocks of the SDN adaptor and the NMS are shown in Fig. 3 . The SDN adaptor updates the abstracted WDM network for the SDN controller and receives control messages from the SDN controller via an open interface. Then the PCE calculates the optimal path based on the converted control messages, and the equipment management function sends path provisioning commands to the ingress NE via the NE interface. The ingress NE uses distributed path control such as GMPLSbased RSVP-TE signaling to establish the optical paths [16] .
There are three functions in the SDN adaptor: the north bound interface (NBI) termination function, the network abstraction function and the protocol conversion function.
a) NBI Termination function
The NBI termination function supports standardized northbound interfaces such as Multi-Technology Network Management (MTNM) [17] , Multi-Technology Operations Systems Interface (MTOSI) [18] or OpenFlow for interfacing with a higher level management system. The SDN adaptor can act as an OpenFlow agent (OFA) in this experiment.
b) Network Abstraction function
The originality of our SDN adaptor lies in the abstraction mechanism: it abstracts the entire WDM network to an L2 switch. The SDN adaptor sends the L2 switch configuration to the SDN controller via the NBI termination function. Therefore, the SDN controller can control the WDM network as a layer-2 (L2) network, without considering any optical parameters during path provisioning.
This function provides the abstraction mechanism for mapping the physical resources of the WDM network to the abstracted resources. In the abstraction mechanism, intermediate nodes in the WDM network are omitted and only edge nodes are taken into consideration. The client ports of the edge nodes are abstracted as the ports of the L2 switch. We use a resource mapping table to manage the abstracted resources. This table shows the correspondence between each port of the abstracted L2 switch and its corresponding client port in the edge node.
The network abstraction function also holds an optical path table to update the port state of the abstracted L2 switch. The current optical path and state of the ports of the abstracted L2 switch are maintained in this table. If there is no optical path between two ports of an edge node, the state of the corresponding two ports in the abstracted L2 switch is "idle". If an optical path is set up between these two ports, the state of the two corresponding ports in the abstracted L2 switch is changed to "used". If the optical path goes down, the two corresponding ports will be deleted from this table and from the abstracted L2 switch.
c) Protocol Conversion function
All the SDN control messages are translated to vendorspecific messages in the protocol conversion block. The protocol conversion function extracts the numbers of input and output ports. Depending on these numbers, vendor-specific parameters such as wavelength numbers and transponder numbers are established based on the NE database of the Network management function and the optical path management function. For example, the protocol conversion function extracts port numbers from the Flow_Mod message of OpenFlow. It then finds the corresponding transponder in the NE and an available wavelength. Finally, it creates vendor-specific commands based on these parameters.
Metro Network/Optical Packet and Circuit Integrated Network
We apply an OPCI network [19] , [20] to a metro network infrastructure because this network provides both high-speed data transfer and bandwidth-guaranteed data transfer, which suits it to providing diversified services to users. The network separates the wavelength bandwidth into OPS and optical circuit switching (OCS) resources, and dynamically moves the boundary between those resources depending on service usage. In order to effectively transfer a large number of traffic flows from SDN-based networks to the OPCI network, interworking between both types of network is desirable, which interworking has been demonstrated experimentally [21] , [22] . Figure 4 illustrates this interworking. Traffic flows requiring a high quality of service (QoS) can be transferred on OCS links, while others are transferred on highcapacity OPS links. The SDN controller specifies flexibly how to transport each flow's data on the OPCI network, which includes the switching method, the preferred route for the packets and the wavelength of the optical path. In  Fig. 4 , Flow 1 is associated with OCS and a wavelength path is established between Node 1 and Node 2. Flow 2 is associated with OPS and a route for OPS is configured. The SDN controller controls the OPS systems via an OFA while it sends control request to the OCS control plane directly. The OFA serves as the SDN adapter and provides protocol conversion function for interworking between the SDN controller and OPS control systems. The OFA converts each received OpenFlow message to OPS control message. We explain the interworking in more detail below.
a) Interworking between SDN (OpenFlow) and OCS
The OPCI network uses distributed path control for OCS signaling and routing [19] , while OpenFlow is based on centralized control. Hence, we need an interworking function to go between OpenFlow and OCS [21] . Each flow entry in an OpenFlow network is flexibly associated with a path. That is, simply by designating a destination IP address, a path is established on the preferred wavelength and route. b) OPS system in the OPCI network Figure 5 illustrates the OPS system. The OPS control includes header processing, switching and buffer scheduling [20] . The optical packet transponder has a Label Mapping Table ( LMT) which associates label IDs with values in the header field of the 10 Gbit/s Ethernet (10GE) frame, adds a label ID to the 10GE frame, and converts it to a 100 Gbit/s colored optical packet. The destination IP addresses of the incoming 10GE frames are employed for the label mapping process. The header processor has a Switching Table (ST) that associates label IDs with output ports of the optical packet switch, and each incoming optical packet is trans- ferred to the corresponding output port. The OPS systems in multiple OPCI nodes can be collectively controlled from just one SDN controller [19] , [22] . Figure 6 illustrates interworking between SDN (OpenFlow) and OPS. The SDN control part consists of the SDN controller and Flowvisor as discussed in 2.1. When the SDN controller receives a Packet_In message, it calculates the route and assigns a label ID to the packets in the same flow. The Flowvisor can virtualize multiple flows' data for each destination IP address by associating it with OPS label IDs. The SDN controller sends requests to the OFAs to add and delete entries in the LMTs and STs via the OpenFlow protocol as Flowtable modification (Flow_Mod) messages [22] .
c) Interworking between SDN and OPS
Since the OPS system does not yet support OpenFlow, the OFAs translate the messages into proprietary OPS commands and send them to Nodes 1 and 2. Each node then configures its LMT and ST in accordance with these commands.
Access Network/Elastic Lambda Aggregation Network
The Elastic Lambda Aggregation Network (EλAN) has been presented as an access/aggregation integrated network [23] [24] [25] [26] . In EλAN, different varieties of network services that have different protocols and QoS requirements are supported by introducing programmable optical line terminals and optical network units (P-OLT, P-ONU) [4] and access paths Figure 7 shows the architecture of the EλAN. The virtual layer-2 network (VL2NW) connects the metropolitan area network and the P-OLTs. The VL2NW transfers the data frames of multiple network services to and from the appropriate P-OLTs. The P-OLTs and P-ONUs respectively configure logical OLTs and logical ONUs (L-OLT, L-ONU). The L-OLTs and L-ONUs provide the medium access control (MAC) and physical layer (PHY) functions required for each network service, such as frame processing, time synchronization, Multipoint Control Protocol (MPCP), dynamic bandwidth allocation (DBA), rate adaptation, and forward error correction (FEC) coding. Access paths are configured on the optical distribution network (ODN), which consists of all-optical devices such as wavelength cross connects (WXCs), optical splitters, and optical amplifiers. The EλAN NMS (access NMS) performs as a SDN adapter. It provides network abstraction function, EλAN control function, and EλAN configuration function. The EλAN NMS abstracts the internal architecture of the EλAN to an L2 switch. According to OpenFlow messages from the SDN controller, the EλAN NMS controls the VL2NW, the P-OLTs, and the ODN. In detail, the EλAN NMS computes the route of the access path in the EλAN domain and reconfigures devices that compose the VL2NW and the ODN. The EλAN NMS also manages the P-OLTs to configure the L-OLTs in appropriate position.
b) SDN based control implementation
We implemented the unified EλAN control model [26] in the interoperability demonstration. In this control model, the NMS abstracts the detailed internal architecture of the EλAN to reduce the complexity of computing end-to-end optical paths for the integrated SDN control system. Only the network-network interface (NNI) of the VL2NW and the user-network interfaces (UNI) of the P-ONUs are visible to the integrated SDN control system.
In this implementation, OpenFlow 1.0 is used to control multi-layer devices from the EλAN NMS. The VL2NW consists of a generic layer-2 switch with OFA that translates OpenFlow messages to device-specific commands. The POLTs and P-ONUs are implemented on generic Linux-based servers. Simple MAC functions for the L-OLTs are realized by C programs running on virtual machines. The ODN consists of optical circuit switches with OFAs.
The operation of the demonstration is described below. The integrated control system sends Flow_Mod (add) messages to the EλAN NMS when the system establishes an optical path. The messages identify the interfaces (NNI and UNI) at which the optical path is to be established and a service type (e.g., virtual local area network (VLAN) ID). The NMS that receives the messages calculates the placement of the L-OLTs and the routing and wavelength allocation of the access paths in the ODN. The NMS then directs the VL2NW and the optical devices in the ODN to establish the optical path by sending further OpenFlow messages. The OFAs translate the messages and configure the devices. At the same time, the NMS also directs a P-OLT to generate an L-OLT. As a result, the system establishes an end-to-end optical path without considering the detailed internal architecture of the EλAN and sending OpenFlow messages to all the devices. The integrated control system sends Flow_Mod (delete_strict) messages to the EλAN NMS when the system releases an optical path.
Experiments and Results
To demonstrate SDN/OpenFlow-based end-to-end path control for a multi-domain/multi-technology optical transport network, we set up an experimental network test bed as shown in Fig. 8 . Two SDN controllers are used to control the entire network via the Flowvisor. In this demonstration, SDN Controller #1 establishes the end-to-end path between the GbE Testers and SDN Controller #2 establishes the endto-end path between the 10GbE Testers. The experimental network consists of three different domains: a WDM core network domain (C), OPCI metro network domains (B and D), and EλAN access network domains (A and E). The core network domain (C) comprises two WDM nodes and an NMS with an SDN adaptor. Each node is equipped with a 2-degree ROADM and 100 Gbit/s optical transponders to provide a 100 Gbit/s wavelength transmission pipe for the attached metro networks. The OPCI metro networks are rings comprising two OPCI nodes with OFAs. The OPCI metro network domains (B) and (D) provide one 100 Gbit/s optical packet transmission pipe and two 10 Gbit/s transmission pipes for the attached datacenters emulated respectively by 10GE traffic testers and client networks. The access networks are constructed from EλANs and associated NMSs as discussed in 2.4. Data centers emulated by 1 Gbit/s Ethernet (GbE) traffic testers with OpenFlow protocol emulation functions are connected to the P-ONUs in each EλAN.
In the control plane, the SDN controllers were connected to the WDM NMS, all the OPCI nodes with OFAs in the metro networks, and all the EλAN NMSs. As an NBI, several remote control protocols such as REST [27] and NETCONF [28] are also discussed. All the contributors to this demonstration are implementing OpenFlow in their prototypes, and some can support REST and NETCONF. Since OpenFlow is standardized for control of the traffic flow, we decided that OpenFlow is the most suitable approach to path provisioning in this demonstration.
The OpenFlow used in this experiment was specification 1.0 without technology-specific extension for underlying networks. Later versions of OpenFlow are extended to support optical networks. In our approach, the optical network and other-technology networks are abstracted to the L2 network. No optical network parameters such as wavelength need to be considered when provisioning end-to-end paths. Therefore, we could use OpenFlow ver.1.0, which is not extended for the optical layer, in this demonstration.
We verified end-to-end path provisioning across the core, metro and access networks. Figure 9 (a) shows the OpenFlow signaling sequence for setting up an end-toend path in the multi-domain network. We observed that, once the SDN Controller receives a connection request (a Packet_In message from a Tester), it calculates a route based on an abstracted network topology. Figure 9(b) illustrates the abstracted network topology as managed at the SDN Controller. EλAN access network domains (A and E) and core network domain (C) are respectively abstracted as virtual L2 switches. After calculating the end-to-end route, the SDN Controller sends Flow_Mod messages to establish the optical paths. In the access and core domains, the EλAN NMSs and the WDM NMS terminate the Flow_Mod messages. Instead of the SDN Controller, the EλAN NMSs and the WDM NMS handle the path provisioning by controlling the equipment in each domain under their control to abstract the technology-specific approach. Figure 10 shows the Wireshark [29] capture of the Flow_Mod messages for setting up a 100 Gbit/s wavelength path.
Since OpenFlow is designed to set up uni-directional flows, the SDN controller sent two Flow_Mod messages to signal bi-directional wavelength paths. On receipt of the Flow_Mod messages, the WDM NMS initiated a vendorspecific signaling procedure. We confirmed that GMPLSbased RSVP-TE signaling messages were transmitted between ROADM#1 and ROADM#2 via an internal data communication network on the optical supervisory channels, and that the 100 Gbit/s wavelength path was activated successfully.
In the metro networks, the OPCI nodes (OPCI#1, OPCI#2, OPCI#3, and OPCI#4) are controlled directly by the SDN controller via the OFAs. OPCI#1 and OPCI#4 do not send Packet_In messages to the SDN controller. Setting up the path in the OPCI network is also triggered by the leftmost Packet_In in Fig. 9 , which is sent from the tester. Based on this Packet_In message, the route of the optical packets in the OPCI network and the label ID are decided. Note that, in this experiment, we split one physical OPCI node virtually into four logical nodes by logically dividing multiple input/output ports. The OFAs successfully updated the LMTs for adding the label-ID associated with the desti- nation IP address to each incoming 10GE frame. The OFAs also updated the STs for transferring each optical packet to the corresponding output port of the optical packet switch on the basis of the label-ID. In this way, an optical packet path capable of up to 100 Gbit/s of bandwidth-shared data transfers can be established by the proper configuration commands from the SDN controller. Due to equipment resource constraints, we did not prepare an experimental environment for wavelength path setup from the SDN controller. In other words, in this experiment, the SDN controller did not send Flow_Mod messages to OPCI#3 and OPCI#4 because we established wavelength paths in advance. Note that we have experimentally demonstrated wavelength path setup from an SDN controller in another project [21] . Figure 11 shows the spectra of 10-wavelength 100 Gbit/s optical packets. The left-hand and right-hand figures are respectively the spectra before and during data transmission. As we can see in the right-hand figure, flat gain can be maintained over the target wavelength range due to the burst-mode erbium-doped fiber amplifiers installed in the OPCI nodes [20] .
Additional Issues for Future Investigation
For the future deployment of multi-technology optical network management using the SDN/OpenFlow approach, some additional issues may have to be considered.
We will be required to deal with how to manage faults in an abstracted network because the relationship between the real network and the abstracted network would not be unique. In addition, although CDC OXC-based DWDM is useful for SDN, it is difficult to localize a fault in a transparent optical network using CDC OXC-based DWDM because there is no termination of the optical signal.
In an OPCI metro network, we will be required to deal with how to transfer each traffic flow's data from the edge networks (e.g. SDN-based access, data center or LAN) to the OPS or OCS links on the basis of information such as end-hosts' QoS requirements, resource usage, the degree of congestion in the OPCI network and the traffic situation in the edge networks.
In the access network, we have proposed L-OLT migration to achieve more flexible utilization of the network resources in the EλAN project [24] , [30] . In the procedure for L-OLT migration, an L-OLT is moved from one P-OLT to another P-OLT as a virtual machine. As a result, the PONUs continues to receive the same service via the other P-OLT. By implementing L-OLT migration, we expect some advantages such as energy saving, load balancing between P-OLTs, and improved fault tolerance. In the interoperability demonstration, L-OLT migration was not implemented due to the suspension of communication that L-OLT migration causes.
In the unified EλAN control model, the EλAN NMS was able to execute L-OLT migration independently since the integrated control system is not concerned with the details of the internal architecture of the EλAN. However, overlong suspension of communication will cause degradation of the end-to-end service quality. We will continue to discuss improvement of the L-OLT migration procedure to minimize the period of suspension.
Conclusions
In this paper, we present an interoperability demonstration of OpenFlow-based end-to-end optical path control for multidomain/multi-technology optical transport networks. We apply abstraction approach for handling different switching capabilities, and we experimentally verify OpenFlow-based dynamic path provisioning across EλAN access networks, 100 Gbit/s OPCI metro networks, and a 100 Gbit/s WDM network.
We also summarize the additional issues for the future deployment of multi-technology optical network management. We believe that the study presented in this paper will benefit the ongoing SDN/OpenFlow standardization activities and facilitate the commercial deployment of the SDN/OpenFlow-based unified control plane in the near future.
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