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We propose a fast method for the calculation of short-range interactions in molecular dynamics
simulations. The so-called random-batch list method is a stochastic version of the classical neighbor-
list method to avoid the construction of a full Verlet list, which introduces two-level neighbor lists for
each particle such that the neighboring particles are located in core and shell regions, respectively.
Direct interactions are performed in the core region. For the shell zone, we employ a random batch of
interacting particles to reduce the number of interaction pairs. The error estimate of the algorithm is
provided. We investigate the Lennard-Jones fluid by molecular dynamics simulations, and show that
this novel method can significantly accelerate the simulations with a factor of several fold without
loss of the accuracy. This method is simple to implement, can be well combined with any linked
cell methods to further speed up and scale up the simulation systems, and can be straightforwardly
extended to other interactions such as Ewald short-range part, and thus it is promising for large-scale
molecular dynamics simulations.
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I. INTRODUCTION
Molecular dynamics (MD) has become one of the most
popular simulation tools in studies of systems at the
nano/micro scale such as chemical physics, biological and
soft matter systems. The MD measures equilibrium and
dynamical properties of physical systems by ensemble av-
erage of particle configurations [1–3] produced by inte-
grating the Newton’s equations of motion. This algo-
rithm is simple and highly parallel, whereas the calcula-
tion of the nonbonded forces on particles is the computa-
tional bottleneck and remains wide interest in algorithm
development and optimization. These nonbonded inter-
actions include the Lennard-Jones (LJ) and Coulomb po-
tentials. Coulomb interactions are usually calculated by
the Ewald-type lattice summation where the smooth part
is treated on uniform mesh via fast Fourier transform
[4, 5] and the real part decays rapidly, i.e., becomes short-
range interactions, similar to the LJ interaction. With
the increasing optimization of algorithms for long-range
forces [6], the proportion of the CPU cost on short-range
interactions tends to play essential contribution, and thus
it will be significant to develop novel algorithms for ac-
celerating short-range calculations.
Fast techniques for short-range interactions have been
extensively discussed in literature [7–21]. A simple idea
to reduce the computational cost is the cutoff scheme
which truncates the interaction potential between a pair
of particles at a radial cutoff distance and ignores the




neighboring particles can be efficiently built by the cell
list such that the linear scaling of the computational com-
plexity is achieved. The Verlet list [7] introduces an ad-
ditional larger cutoff radius to reduce the frequency of
neighbor list establishment. The prefactor of the linear-
scaling neighbor list algorithm depends on the average
number of particles within the cutoff radius, which can
be large for heterogeneous systems due to a big radius
having to be used. Scalable algorithms that work well
on modern computer architecture have been frequently
reported recently. Many of them devote to the improve-
ment of the linked cell list (LCL) algorithm employed for
the Verlet list construction [13–20], attempting to the
reduction of the memory access and computation cost.
Szilárd et al. [10] developed an algorithm for SIMD par-
allelization based on grouping a fixed number of parti-
cles into spatial clusters, which significantly reduces the
costly shuffling operations [22]. The requirements of high
level of parallelism and sensibility of memory access pat-
terns on GPU MIMD architecture also attract much in-
terest [12, 21, 23]. Most of these algorithms are imple-
mented into broadly-used MD packages, such as GRO-
MACS [24] and LAMMPS [11, 25].
In this work, we report a novel random-batch list
(RBL) method for the calculation of short-range inter-
actions in MD simulations. The RBL introduces two
neighbor lists in domains of core-shell structure around
each particle. The interactions with the core particles are
calculated directly. For particles in the shell, the random-
batch idea [26, 27] is introduced to build a minibatch of
particles randomly taken from the shell zone via stenciled
cells. The central particle only interacts with these par-
ticles with scaled interacting forces. Theoretically, our
algorithm provides an unbiased estimate of the force act-
ing on each particle. Our calculation on LJ fluids shows
that the core radius of the RBL can be much smaller
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than the cutoff radius in the classical scheme which com-
bines the Verlet and cell lists. Since the size of the batch
can be much smaller than the number of particles in the
shell zone, the algorithm significantly reduces the compu-
tational complexity as well as the storage reduction with
several folds.
The rest of the paper is organized as follows. In Sec-
tion 2, we introduce the LJ model, and then describes
the RBL in details. In Section 3, we perform numerical
calculations for benchmark problems of LJ fluids with
different temperatures and densities, and validate the su-
perior performance the method. Conclusions are given in
Section 4.
II. METHOD
We consider a system composed of N particles located
at ri, i = 1, . . . , N, within a cubic box of side length L.
One of the most widely used intermolecular potentials in













where ε, σ, and rij denote the depth of the attrac-
tive well, the interparticle distance at which the poten-
tial changes sign, and the Euclidean distance (or the
minimum-image distance [3] if the system is periodic)
between particle i and particle j, respectively. In practi-
cal calculation, a cutoff radius rs is introduced such that
pair contributions beyond this distance are ignored. An
energy shift is often added to maintain the continuity of
potential energy such that the energy becomes zero at
the distance rs. When the temperature is high and the
density is low, a small cutoff radius can be used, e.g.,
rs = 2.5σ can often predict very nice results [3]. But at
the gas-liquid coexistence state, as in the LJ fluid model
[28], one needs to choose large rs to correctly describe the
liquid phase. The particle number in the neighbor list will
be very large for such heterogeneous systems to achieve
high accuracy, limiting the computational efficiency for
large scale problems.
The RBL method proposed in this paper constructs
the neighbor list which significantly reduces the num-
ber of interacting pairs. The idea depends on the ran-
dom batch strategy [26] to solve stochastic differential
equations for interacting particle systems, originally from
stochastic gradient descent method [29, 30]. The random
batch idea has been successfully used in many fields such
as efficient samplings [31, 32], Monte Carlo [27, 33, 34],
and Coulomb systems [6, 35]. The random batch method
approximates the force acting on each particle by the
forces (with scaled strengths) due to the particles in the
chosen batch, which is shown to be an unbiased estimate
of the force. For LJ systems, the issue of kernel singular-
ity leads to uncontrolled variance. This can be treated
by acceptance-rejection rule in the classical Metropolis
manner to obtain a Monte Carlo scheme [27]. In the MD
method, we split the domain surrounding each particle
into a core region and a shell zone and employing the
random batch only on the shell zone. This strategy nat-
urally prevents unphysical overlap of particles. The force
variance is proven to be bounded and the computation
cost can be dramatically reduced. Moreover, an appro-
priate thermostat can be employed to further control the
force variance. For example, with the friction and diffu-
sion terms included in Newton’s equations of motion, the
Langevin dynamics is described by,
dri = vidt,




where vi is the velocity of particle i, γ is the reciprocal
characteristic time associated to the Langevin thermo-
stat, kBT is the thermal energy and {Wi}Ni=1 are i.i.d.
Wiener processes.
The RBL introduces two cutoff radii rc and rs such
that core-shell structured neighbor lists are constructed
around each particle. Let rc < rs and rs be the typical
radius in the traditional cutoff scheme. We treat the core
particles by direct summation and the shell particles by
the random batch. This strategy is expected to reduce
the number of interacting pairs as well as remain the
accuracy by resolving the kernel singularity issue.
Technically, the neighbor lists are obtained from the
stenciled cell list. The simulation box is divided into
uniform cells of edge rc, and the particle list in each cell
is built (see Fig. 1). For a particle i, the core neigh-
bor list is then constructed from the nearest 27 cells by
taking particles with distance less than rc. For the shell
particles, a stencil of cells, a combination of all neigh-
boring particles of i into uniformly sized cells of width
rc), I, is employed. The stencil is a larger box, includ-
ing (2⌊rs/rc⌋+3)3 cells where particle i is located at the
central cell. Here, we only need to know the number of
particles in the stenciled cells, NI, and it can be calcu-
lated in the step of constructing cell lists. In practice, the
edge of cell can be slightly larger than rc, so that updat-
ing the neighbor list is not required at every step [11]. If
the system has large disparity in interaction lengths, the
standard list is extended so that the cell width is based on
the smallest cutoff radius and each particle type searches
a different “stencil” of adjacent cells based on the largest
cutoff radius [12, 36]. Distances to each cell in the stencil
are precomputed and the particle distance check can be
skipped for many of the searched particles.
With these preparation, we discuss the force calcula-
tion on particle i, which is expressed as the summation
of two contributions from the core and the shell particles,
F̃i = Fi,c + F̃i,s. The contribution due to particles in the










Stenciled cells for a particle  
FIG. 1: Schematic of the construction of the neighbor
lists by stenciled cells. The core neighbor list is built by
the cell lists within the dashed line (27 cells in 3D). The
random batch of particles from the shell zone is
constructed by all the cells in the stencil.
where fij is the force on particle i due to particle j. The
force due to particles in the spherical shell zone F̃i,s is
calculated by using the random batch. Let p be the batch
size, i.e., we attempt to randomly choose p particles from,
I, the stenciled cells. If NI ≤ p, we can calculate F̃i,s by
taking contribution of all particles in the shell zone, and
the method reduces to the classical cutoff scheme for the
LJ system. Otherwise, the p chosen particles are grouped
into the batch B(i), and the force due to the contribution







where f̃ij = fij if particle j is in the shell zone rc < rij <
rs, and zero otherwise. Finally, the net force of all par-
ticles is calculated and we subtract the average net force
on each particle to obtain zero net force which ensures
the conservation of total momentum. Note this subtrac-
tion factor is a random variable with zero expectation
and bounded variance (see Appendix A).
Let χi = Fi − F̃i. It is proved in Appendix A that
the expectation of χi is zero and the variance of χi is
bounded, and therefore our approximation is unbiased.
The core list ensures that the particles do not get too
close to overlap, and the shell list is used to maintain
long-range correlation between particles. The difference
between the random-batch force and the true force is
small because of the accurate calculation of force in the
core list.










where Π(µ, ν) means all joint distributions with marginal
distributions, µ and ν respectively. Let τ be the timestep
of the velocity-Verlet algorithm for the underdamped
Langevin dynamics. The following result indicates that
our method is valid for capturing the finite time dynamics
(we take the Langevin thermostat for illustration, discus-
sions about other thermostats refer to [6]).
Theorem II.1. Let (Xi,Vi) be the solution to the fol-
lowing second-order system,
dXi = Vidt,




where D = γkBT , {Wi}Ni=1 are i.i.d. Wiener processes,
and Xi and Vi denote the coordinates and the velocities
of the i-th particle, respectively. The processes generated
by the RBL are determined by the following SDEs,
dX̃i = Ṽidt,




Suppose that two SDEs Eq.(II.6) and Eq.(II.7) share the
same initial data, and let R be the initial configuration of
the system. Suppose that the masses mi are bounded and
the forces Fi are bounded and Lipschitz and E(χi) = 0.
Then for any time t∗ > 0, there exists a constant C(t∗)
independent of N that
sup
R
W2(Q(R, ·), Q̃(R, ·)) ≤ C(t∗)
√








, Q(R, ·) and Q̃(R, ·) are the tran-
sition probabilities of the SDEs of the direct truncation
method Eq.(II.6) and the RBL Eq.(II.7).
The proof of Theorem II.1 is provided in Appendix B.
The molecular dynamics procedure using the RBL and a
heat bath with underdamped Langevin dynamics [38–40]
is summarized in Algorithm 1 below.
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Algorithm 1 (RBL)
1: Input initial data: N , V , T , initialize particle positions
and velocities, set Nt∗ be the total simulation steps, and
choose batch size p
2: for n in 1 : Nt∗ do
3: Create the cell lists
4: For each particle i, randomly choose p particles in I if
NI > p, otherwise choose all particles in I
5: Calculate forces Fi,c in the core region (II.3) and F̃i,s
in the shell zone (II.4), respectively
6: Calculate F̃i = Fi,c + F̃i,s and subtract the average net
force
7: Integrate Newton’s equations with suitable integrate
scheme and thermostat
8: end for
We now analyze the storage consumption and com-
putational complexity of the RBL, in comparison with
the classical direct truncation (DT) method combining
the cell list with Verlet list. Without loss of general-
ity, we assume that particles have a uniform distribu-
tion and the mean particle density is ρ. Both the RBL
and the classical method need to allocate total O(N)
memories for storing the information of particles. Re-
garding CPU memory usage for storing the neighbor
list, O(4πr3s ρN/3) is required for the classical method
whereas O(4πr3cρN/3) for the RBL. In practical simula-
tions, the average number of particles within the cutoff
radius for the classical method is about several hundred,
the RBL thus saves (rs/rc)
3 memories compared to the
classical method. The calculation complexity per parti-
cle in classical method is O(4πr3s ρ/3), whereas the RBL
reduced this cost to O(4πr3cρ/3 + p). In the comparison
below, if we safely adopt rs/rc = 2.5 and appropriate p,
both the storage saving and the speedup have about an
order of magnitude improvement via the RBL.
Remark II.2. In this paper, we mainly focus on devel-
oping the theoretical and experimental knowledge of the
RBL. The high-performance and parallel implementation
of the RBL are left for future exploration. We note that
the RBL will be friendly for parallelization. The strate-
gies of MPI communication reported in Ref. [11], includ-
ing the domain decomposition, the load balance, and the
diagnose, etc., can be naturally extended to the RBL.
The vectorization of the RBL can refer to the algorithm
in Ref. [10] which takes the benefit from the modern
SIMD instruction set.
Remark II.3. The LJ 12 − 6 potential is arguably the
most widely used pair potential in MD, whereas, as is
pointed in [41, 42], alternative short-range kernels are
sometimes needed. The RBL can be naturally extended
to these kernels, and the convergence proof provided in
Appendix B is available for general kernels.
Remark II.4. The RBL will bring in extra variance in
the force term, leading to the numerical heating effect.
Due to this reason, the RBL is not suitable for long
time simulation under the NVE ensemble (similar to the
work reported in [6]) if without an appropriate symplec-
tic scheme for time integration, but it should be good for
NVT ensemble with thermostats.
III. RESULTS
In this section, we consider the LJ fluid under different
conditions to validate the accuracy and efficiency of the
proposed RBL. We first calculate the equation of state
of the LJ fluid by using the DT and the RBL with dif-
ferent parameters. We then calculate physical properties
of a multiphase coexistence state and compare the time
consumption. All calculations are implemented by using
C++ and performed in a Linux system with Intel Xeon
Scalable Cascade Lake 6248@2.5GHz, 1 CPU core and 4
GB memory.
We consider the standard 12 − 6 type LJ potential
Eq.(II.1) with different temperatures, densities and batch
sizes in the RBL. All quantities are provided in reduced
units. We fix the particle number as N = 2000. The di-
ameter of each particle is σ = 1. The MD simulation uti-
lizes a time step τ = 0.002t0, where t0 = σ
√
m0/kBT is
the unit of time with the particle mass m0 = 1 (LJ unit).
The simulation proceeds with velocity-Verlet scheme in
the canonical ensemble using underdamped Langevin dy-
namics, where the thermal bath parameter takes γ = 1.0.
In each simulation, we perform 0.2 million timesteps for
the equilibrium phase and 0.1 million timesteps for the
statistics to compute ensemble averages. All contrastive
curves are produced by the DT or the RBL. The poten-
tial energy per particle and the system pressure at steady
state with different temperatures and different number
of p are used to examine the accuracy. Let the particle
density be ρ = N/L3 and the system be with periodic
boundary condition. With tail corrections, the potential





















































where the rightmost terms of the two formulas are the
tail corrections for rij ≥ rs [3], calculated by using the
mean field theory, and are calculated with rs = 6. Note
that both E and P are computed after the end of the
production step of the MD, based on the data collected.
For the DT, we use three cutoff radii, rs = 2, 3 and 6,
respectively. And for the RBL, we take rs = 6, rc = 2
and 3, and p = 20 and 100. The results are shown in Fig.
2. We observe that both the DT and the RBL are ac-
curate for systems at high temperature and high density.
But at low temperature and low particle density, the LJ
fluid system can be at multiphase coexistence state. In
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this situation, if one uses the DT, the stationary distri-
bution can be very sensitive to the cutoff radius rs, and
the the stationary state keeps unchanged until rs is large
enough to provide accurate prediction. From Fig. 2, it is
shown that the error produced by the RBL with differ-
ent parameters is acceptable and it forms the gas-liquid
state when T = 0.9 and ρ ≤ 0.6, in agreement with the
rs = 6 case of the DT. At low temperature and low den-
sity ρ ≤ 0.6, the rs = 3 case of the DT cannot converge
to the true values of the potential energy and pressure.
The RBL with rc = 2 and p = 20 is already very accurate
for both the energy and pressure calculations. The errors
with rc = 3 are slightly smaller than those with rc = 2
in the RBL, because the covariance when calculating F̃i,s
decreases quickly as rc increases.
In many applications, the DT with cutoff radius rs = 3
can provide enough accuracy, especially when the system
is homogeneous. In such cases, the core radius of the RBL
can be very small. To illustrate how small rc can be, we
simulate the LJ fluid system at T = 1.5, and the results
are shown in Fig. 3. Here, we choose rs = 6 for the DT as
the reference solution, and we can see that the DT with
rs = 3 has already reproduced the solution. For the RBL,
we take rc = 2
1/6 (∼ 1.12 which is the radius of the LJ
repulsive region), and the batch size p = 10 in the shell
zone of radius 3. The DT result with rs = 2
1/6 is also
plotted, for which the potential energy and the pressure
significantly deviate from the reference solutions, with
the maximum relative error about 20%. The RBL with
rs = 3 and small core radius rc = 2
1/6 is able to provide
accurate results.
Next, we calculate the radial distribution function
(RDF) and the mean-squared displacement (MSD) to
study the convergence of the batch size p against by the
result of the DT for the case of gas-liquid coexistence.











where the bracket represents the ensemble average, and
the MSD η(t) at time t reads
η(t) = 〈|r(t+ t0)− r(t0)|2〉, (III.4)
with the bracket representing the ensemble average over
t0. We fix N = 2000, ρ = 0.2 and T = 0.9, while the
system is at gas-liquid coexistence state, and consider
p = 10, 20, 50 and 100, respectively in the RBL. The sim-
ulation results produced by the RBL and DT are reported
in Fig. 4. Using the DT, the system is still in gas phase
if rs = 2, while it becomes the coexistence of gas and
liquid if rs = 3 and 6. The value of the first peak of RDF
is 6.1 when rs = 3 while the referred true value is about
7.02 as rs = 6. The relatively accurate result could be
obtained using the RBL even when rc = 2 with a small
batch size p = 10. In addition, it shows that the MSD
η(t) is quadratic of t when t is small and becomes linear
when t is large, and the error in the DT with rs = 2 is
very clear. Table I provides the values of the first peak
of the RDF and the slope of the MSD depicted in Fig. 4,
which are calculated from the average of ten simulation
runs. These data display the convergence of the RBL
with the increasing p.
TABLE I: The value of the first peak of RDF and the
slope of MSD, lim
t→∞
η(t)/t
DT RBL (rs = 6, rc = 2)
rs = 6 rs = 3 rs = 2 p = 10 p = 20 p = 50 p = 100
Peak 7.0196 6.1095 2.6592 7.1532 7.0849 7.0366 7.0141
Slope 2.1117 2.4668 3.7144 2.2367 2.0303 2.1669 2.1348
Then, we compare the CPU time of the DT and RBL.
We set rs = 6 for both methods and rc = 2, p = 20
and 100 for the RBL. Fig. 5 illustrates the average CPU
time per step of these two methods for different particle
densities (ρ = 0.2 for the left panel and 1.0 for the right
panel) as a function of the number of particles (up toN =
106). We observe linear growth of the CPU time with N
for large particle number for all cases. The estimated
CPU times of the RBL with different p are calculated by
using the DT time and the theoretical RBL/DT ratio of
the complexity discussed in Section II, and our results
show the correctness of the complexity analysis. Under
the low-density case with ρ = 0.2, the computational
time of the RBL with p = 20 has about 6−7 times faster
than that of the DT method. This speedup moves up to
over 10 times when the density of the system becomes
ρ = 1.0, indicating the efficiency of the RBL for systems
with high density is even more significant.
Finally, we examine the comparison on time perfor-
mance between the DT, the RBL, and the RBL acceler-
ated by the classical LCL [16]. To assess the efficiency, we
perform a set of simulations with varying average number
of interactions per particle M which is a value depending
on the particle density. Here M is calculated by the DT
with rs = 6. The CPU time is measured by the average
time per step and particle in the unit of microseconds,
i.e., the total simulation time divided by the product of
simulation steps and particle number. We set T = 2.0,
N = 10000, rs = 6 for all the cases, and rc = 2 and
p = 20 for the RBLs. The results are presented in Fig. 6,
showing that the RBL is very efficient and greatly accel-
erates the calculations, especially for systems with high
particle density. The LCL technique can further provide
about 15% acceleration. We remark that the efficiency
of the algorithms depends on actual implementations of
these methods and in this case the implementations were
carried out by different programmers. In particular, our
implementations of the RBL and the LCL method are
not fully optimized, and we believe that better perfor-
mance should be achieved by using state-of-the-art LCL
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FIG. 2: The ensemble average of pressure and potential energy per particle by simulation using the DT and the
RBL with different parameters (rc, p) at temperature (a,c) T = 2.0, and (b,d) T = 0.9.
IV. CONCLUSION
In summary, we have developed a novel neighbor-list
algorithm for MD with short-range interactions. The
RBL method benefits from a random mini-batch idea
for calculating the force in the shell zone. The accuracy
and efficiency of the proposed algorithm are examined
by reproducing the physical properties of the LJ fluid,
particularly the heterogeneous system in the case of gas-
liquid coexistence. The RBL can be applied into other
short-range interactions such as the error complementary
function over r, erfc(αr)/r, which is the short-range com-
ponent of Coulomb interactions. Thus, the RBL can be
used to treat the short-range part of the random batch
Ewald method for Coulomb interactions [6], and with
these treatment the MD simulation is expected to simu-
late larger systems. The research of all-atom simulations
coupling the random batch Ewald and RBL shall be stud-
ied in our subsequent works. Moreover, if the system is
partially periodic in some directions with dielectric inter-
faces (e.g., the solid/liquid/vapor interface) [43–45], the
extension of our algorithm is also straightforward.
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FIG. 3: The ensemble average of pressure and potential energy per particle by simulation using the DT with
different cutoff radius rs and the RBL (with rs = 3, rc = 2
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FIG. 4: RDF and MSD predicted by simulations using the DT and the RBL (rs = 6 and rc = 2) with different
parameters for N = 2000 and ρ = 0.2.
Data Availability
The data that support the findings of this study are
available from the corresponding author upon reasonable
request.
Appendix
Appendix A: Expectation and variance of the forces
The force on particle i with the cutoff radius rs can be
written as the summation of the core and shell contribu-
tions, Fi = Fi,c + Fi,s. In the RBL, the force on particle
i is F̃i = Fi,c + F̃i,s − Fcor, where the force due to the
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FIG. 5: CPU time per step for the DT and the RBL (rs = 6, rc = 2) with increasing N of two particle densities
ρ = 0.2 and 1.0. The red/blue solid lines show the estimated CPU time of the RBL obtained from the DT by using
the RBL/DT ratio from the theoretical complexity.
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FIG. 6: CPU time performance as function of the average number of interacting particles using the DT, the RBL,







(Fi,c + F̃i,s). (A.1)
Let Iij be the indicative function which is one if j ∈ B(i)






fijE(Iij) = Fi,s. (A.2)
The average net force has zero expectation due to the
force balance fij = −fji. And therefore, the expectation
of the force error is
E(χi) = E(Fi,s − F̃i,s + Fcor) = 0, (A.3)
i.e., the force by the RBL is unbiased.




i,s − F 2i,s + F 2cor − 2F̃i,sFcor). (A.4)
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where the second identity employs the fact of fij = −fji
and the mutual independence of forces on particles. The


























































































where the sum of force is over particles with i 6= j 6= k
and rc ≤ rij , rik ≤ rs, thus we obtain







Finally, we substitute Eq.(A.5), (A.6) and (A.8) into















where C(N) = N2 − 2N and the second term is derived
from the square expectation of correction term.
For the LJ fluid system in section III, we assume that
the system is homogeneous with particle density ρ. An





















This clearly shows that for pure LJ system the variance
of χi decays rapidly with the increase of rc.
Appendix B: Proof of Theorem II.1
Let (X,V ) be the solution to the desired second order
system Eq.(II.6), where X = {Xi}Ni=1 and V = {Vi}Ni=1
are 3N -dimensional column vectors. Let (X̃, Ṽ ) be the
solution to Eq.(II.7) by the RBL. Let us define Y =
[X ′ (MV )′]′ and Ỹ = [X̃ ′ (MṼ )′]′, where M is 3N ×
3N diagonal mass matrix and ′ indicates the transpose.
Then we rewrite Eq.(II.6) and Eq.(II.7) into the following
form, for t ∈ [0, t∗],
dY = (G1(Y ) +G2(Y ))dt+G3dW ,

























Here, F (Y ) = {Fi}Ni=1 and F̃ (Ỹ ) = {F̃i}Ni=1 are force
vectors on particles, and dW is 3N -dimensional standard
Brownian motion.
We define tk = kτ with τ the discrete step size and
let δY (t) = Y (t)− Ỹ (t). We consider numerical results
of Eq.(II.6) and Eq.(II.7) for t ∈ [tk, tk+1] and apply the
standard coupling technique to estimate the error of the
numerical solution Ỹ (t) compared with Y (t). By the
Itô’s calculus, it is found that,
d
dt
E|δY (t)|2 =2E[δY (t)] · [G1(Y (t))−G1(Ỹ (tk))
+G2(Y (t))− G̃2(Ỹ (tk))].
(B.2)
Let δG1(t) = G1 (Y (t)) − G1(Ỹ (tk)) and δG2(t) =
G2 (Y (t))− G̃2(Ỹ (tk)). The Itô’s formula gives
δY (t) = δY (tk) +
∫ t
tk
[δG1(s) + δG2(s)] ds (B.3)
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and
Gℓ(Y (t)) = Gℓ(Y (tk)) +
∫ t
tk


















where δG(t) = δG1(t) + δG2(t).
Since the masses mi are bounded, the forces Fi are
bounded and Lipschitz, E(χi) = 0 and E(χ
2
i ) are
bounded for all i, by Eq. (B.4), we obtain the follow-
ing estimate with constant C,
E (δY (tk)δGℓ(t)) ≤ C
[




where ‖ · ‖ :=
√






≤ C ‖δY (tk)‖2 τ
+ C(||δY (tk)||)(1 +D)τ2 + CDτ2,
(B.7)














Finally, substituting Eqs. (B.6)-(B.8) into Eq.(B.5)









‖δY (t)‖2 ≤ C
(
‖δY (tk)‖2 + (1 +D2)τ2
)
+2ξτ (B.9)
for all t ∈ [tk, tk+1]. Hence, we have
‖δY (tk+1)‖2 ≤(1 + Cτ) ‖δY (tk)‖2
+ 2ξτ2 + C(D2 + 1)τ3.
(B.10)
By the Gronwall inequality, the convergence reads
||δY (t∗)||2 . C(t∗)
[
ξτ + (1 +D2)τ2
]
, (B.11)
where C(t∗) is a constant depending on t∗. Let R be
the initial configuration of the system, the Wasserstein
distance between the SDEs of the DT and the RBL shows
sup
R
W2(Q(R, ·), Q̃(R, ·)) ≤ C(t∗)
√
ξτ + (1 +D2)τ2.
(B.12)
As analyzed in Appendix A, for the LJ fluid system,
assume that the system is homogeneous with particle
density ρ, one has ξ . ((NI − p)/p)ρr−11c . The O(τ1/2)
term in Eq.(B.12) vanishes with the increase of rc, thus
supR W2(Q(R, ·), Q̃(R, ·)) ∼ O(τ).
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