Abstract. Property matching is a biologically motivated problem where the task is to find those occurrences of an online pattern P in a string text T (of size n), such that the matched part in T satisfies some conceptual property. The property of a string is a set π of (possibly overlapping) intervals {(s 1 , f 1 ), (s 2 , f 2 ), . . .} corresponding to the part of T , and an occurrence of a pattern P at T [i.. (2008) introduced the indexing version of this problem, where they preprocess the text in O(n log σ + n log log n) time and maintain an O(n log n) bits index, named Property Suffix Tree (PST), where σ denotes the alphabet size. PST can perform property matching in optimal O(|P | log σ + occ π ) time, where occ π is the number of occurrences of P in T which satisfies the property. Later, Iliopoulos and Rahman (2008) proposed an alternative index which can be constructed in linear time. Recently Kopelowitz (2010) considered the dynamic version of this problem where intervals can be added or deleted. However, all these indexes requires space of O(n log n) bits, which can be much more than the size of the text (n log σ bits). In this paper, we propose the first index for property matching which takes space close to the entropy compressed space requirement of the text. Our compressed index takes |CSA|+n(2+ +o(1)) bits space and can perform query answering in O(t(|P |) + 1 occ π t SA ) time, where |CSA| is the size of compressed suffix array (CSA), t(|P |) and t SA are the time for searching a pattern of length |P | and the time for computing the suffix array value using CSA, respectively, and is a constant. We also introduce a dynamic index, taking |CSA| + n(2 + + o(1)) + O(|π| log n) bits of space, which can perform query answering in O(t(|P |) + 1 occ π (log n/ log log n + t SA ) log n) time and can update (insert or delete) an interval (s, f ) in O((f − s + 1)(log n + log |π| + t SA )) time.
Introduction
Given a text T of size n over an alphabet set Σ of size σ, the fundamental problem in text indexing is to preprocess this text and maintain an index such that whenever an online pattern P comes as query, all the occurrences of P in T can be reported efficiently. The classic data structures for solving this problem are suffix trees and suffix arrays. These data structures can perform pattern matching in optimal O(|P | + occ) time and O(|P | + log n + occ) time, respectively, where occ is the number of occurrences of P in T . However, both indexes take O(n log n) bits of space, which can be much more than the optimal n log σ bits. For example in case of genome data (Σ = {A, G, C, T }), log σ is 2 where as log n is around 30. As the memory of computers is limited, this gives a clear motivation to have compressed data structures for handling large data. This is shown to be possible by Grossi and Vitter [7] with the design of the compressed suffix array (CSA) and Ferragina and Manzini with the FM-index [3] . Until now, there are different versions of these indexes available which achieve different space-time trade-offs [6, 4, 14, 17] . Both types of indexes can handle general pattern matching efficiently in compressed space. The focus of this paper, however, is on a special kind of pattern matching called property matching.
The property of a text is a set π = {(s 1 , f 1 ), (s 2 , f 2 ), . . .} of (possibly overlapping) intervals, such that T [s i ..f i ] satisfies some conceptual property. Property matching is a variant of classic string matching with an additional constraint that an occurrence of a pattern P = T [i..(i + |P | − 1)] is completely contained in an interval (s j , f j ) ∈ π. The main motivation of this problem comes from biological applications. In molecular biology, there has long been a practice to consider special genome areas by their structures [11] . For example, the following problem can be modeled as property matching: Find all the occurrences of a query pattern in a genome, provided that it appears in a repetitive genomic structure such as tandem repeats, SINEs (short interspersed nuclear sequences), or LINEs (line interspersed nuclear sequences) [10] .
It is easy to solve the algorithmic version of this problem in time linear to the text size. Any standard string searching algorithm can be used to retrieve all the occurrences and later filter out those occurrences which are within the intervals in π. When it comes to the indexing problem, our task is to answer the query in time proportional to the pattern size (not to the text size) and the number of outputs. Popular string searching data structures like suffix trees or suffix arrays cannot be directly applied in this case as they report all the occurrences (occ) of P in T . Note that occ can be much more than occ π , which denotes the number of occurrences of P satisfying the text property π. Hence the above strategy is not optimal. This problem was first studied by Amir et al. [1] . They introduced a new data structure called property suffix tree (PST), which can solve the problem in O(|P | log σ + occ π ) time. Their structure is basically a suffix tree augmented with extra information so as to report only those occ π outputs. PST takes O(n log n) bits of space and can be constructed in O(n log σ + n log log n) time. Later Iliopoulos and Rahman [8] proposed an alternative index called IDS-PIP, based on Range Maximum Queries (RMQ), which can be constructed in linear time. However their index cannot correctly handle the case when the intervals are not disjoint. Recently Juan et al. [9] modified IDS-PIP to handle the general case. Another direction of research in this topic is to consider the dynamic version of the problem. Recently Kopelowitz [12] proposed an index which allows the insertions or deletions of intervals and still maintains the space-time bounds of the previous indexes.
All the previous indexes achieved optimal performance with respect to query answering time. However, none of them is optimal in terms of space bounds. It is open whether we can obtain a compressed index for this problem, analogous to compressed suffix trees (CST) instead of suffix trees. In this paper, we propose an index, called Compressed Property Suffix Tree (C-PST), which achieves this goal. C-PST takes |CSA| + n(2 + + o(1)) bits of space and performs query answering in O(t(|P |) + 1 occ π t SA ) time, where |CSA| is the size of a CSA, t(|P |) and t SA are respectively the time for searching a pattern of length |P | and the time for computing the suffix array value using the CSA, and is a constant. We also introduce a dynamic version of C-PST, taking |CSA| + n(2 + + o(1)) + O(|π| log n) bits of space, which can perform query answering in O(t(|P |) + 1 occ π (log n/ log log n + t SA ) log n) time and updating (insertion or deletion) of an interval (s, f ) in O((f − s + 1)(log n + log |π| + t SA )) time.
This paper is organized as follows. In Section 2, we introduce some definitions and preliminaries. In Section 3, we explain our index for the case when π is static. Section 4 is dedicated to handling the case when π is dynamic. We conclude the paper in Section 5.
Preliminaries and Definitions
Let T be the given string text of length n which is to be indexed, and P be the online query pattern of length |P |. All characters in T and P are drawn from the same alphabet set Σ of size σ. A substring of T which starts at location i and ends at location j is denoted by T [i..j]. The notion of property and property matching are formally defined as follows.
Definition 1 ([1])
A property π of a string T of length n is a set of intervals π = {(s 1 , f 1 ), (s 2 , f 2 ), . . .} where for each 1 ≤ i ≤ |π| it holds that: (1) s i , f i ∈ {1, ..., n}, and (2) s i ≤ f i . The size of property π, denoted by |π|, is the number of intervals in the property.
Definition 2 ([1])
Given a text T with property π and a pattern P , we say that
Suffix Trees and Suffix Arrays
Suffix trees [19] and suffix arrays [13] are two classic data structures for online pattern matching queries. For a text T [1.
.n], a substring T [i..n], with i ∈ [1, n], is called a suffix of T . The suffix tree for T is a lexicographic arrangement of all the n suffixes of T in a compact trie structure, where the ith leftmost leaf represents the ith lexicographically smallest suffix. Suffix array SA[1...n] is an array of length n, such that SA[i] is the starting position of the ith lexicographically smallest suffix of T . Suffix array has an important property that the starting positions of all suffixes with the same prefix are always stored in a contiguous region in SA. Based on this property, the suffix range of a pattern P in SA is defined as the the maximal range [ , r] such that for all j ∈ [ , r], SA[j] is starting point of a suffix of T with P as a prefix. Suffix trees and suffix arrays both take O(n log n) bits of space, while they can perform pattern matching in O(|P | + occ) time and O(|P | + log n + occ) time, respectively.
In the literature, there are space-efficient versions of the suffix trees and the suffix arrays, namely the compressed suffix trees (CST) [18] and the compressed suffix arrays (CSA) [7] , which take space close to the size of text (i.e., O(n log σ) bits). For each such index, there are different versions which achieve different space-time tradeoffs [6, 4, 14, 17] . In this paper we shall use CSA as a black box and any CSA will be sufficient. We denote the size of a CSA by |CSA|, the corresponding time of using the CSA to search a pattern P (or to find its suffix range) by t(|P |), and the corresponding time to access an SA entry by t SA . For instance, if we use the CSA proposed by Grossi et al. [6] , |CSA| = nH k +O(n log log n/ log σ n) bits, t(|P |) = O(|P | log σ + polylog(n)), and t SA = O(log 2 n/ log log n), where H k is the kth-order empirical entropy of T .
Range Maximum Query Structure on a Static Array
Let A be an array of length n, a range maximum query (RMQ) asks for the position of the maximum between two specified array indices [i, j] . That is, the RMQ should return an index k such that i ≤ k ≤ j and
When the array A is static, this query can be answered in O(1) time (without accessing the array) by maintaining an additional structure of size n(2 + o(1)) bits [5] .
The space for RMQ structure can be further reduced by a simple sampling technique as follows: Divide the array A into n/d contiguous blocks of size d. Store the maximum value in each block in another array A of length n/d, and maintain the above RMQ structure on A . This will take only (n/d)(2 + o(1)) bits of space. Note that the array A is only conceptual, which is not explicitly stored. When the query range is exactly between two blocking boundaries, we can query the RMQ structure on A (without accessing A ) and locate the block that contains the desired maximum in O(1) time. After that, the desired maximum can be computed by accessing A and checking all d elements in that block. When the range is not exactly between two blocking boundaries, we partition the query
, where [i , j ] denotes the maximal range of blocking boundaries. The RMQ on [i , j ] can be performed similarly as before, and the RMQs on the remaining two subranges can each be performed by accessing A and checking all O(d) elements within the corresponding subrange. The desired answer is the maximum among the maximums from these subranges. Note the we access at most 3d elements in the original array A. Let t access be the time for retrieving an element in array A (in case if this array is not stored explicitly). Then the following lemma summarizes the above result on sampled RMQ structure. Lemma 1 Let A be an array of size n and t access be the time for accessing an element in A. Then Range Maximum Queries on A can be answered in O( 1 × t access ) time by maintaining an additional structure of size n(1 + o(1)) bits.
Range Maximum Query Structure on a Dynamic Array
We next show how to maintain an RMQ structure on A when the values of elements in A can be updated (we are not considering the case with insertion or deletion of elements; hence the length of A remains the same throughout). The traditional RMQ techniques based on cartesian trees may not work, but this problem can be handled by a balanced binary tree of n leaves as follows. The leaves are numbered from 1 to n from left to right. Each leaf i stores the value A[i]. Each internal node stores the index of the leftmost and the rightmost leaves in its subtree and also the index of the leaf in its subtree with the maximum value. Now any given range can be split into at most 2 log n subranges, such that each of these subranges correspond exactly to the subtree of an internal node. Since the maximum of each subrange is stored in the corresponding internal node, the overall maximum can be computed by comparing 2 log n elements in O(log n) time. Whenever the value of a leaf changes, we need to update the values on all internal nodes which are in the path from that leaf to root. Since the height of the tree is O(log n), this operation can be bounded by O(log n) time.
Lemma 2 Let A be a dynamic array of size n, such that the values in A can be updated. A balanced binary tree structure of O(n log n) bits can be maintained to answer each Range Maximum Query and to perform each update in O(log n) time.
Note that the size of this structure is much more than that of static version. Here we can also apply the sampling technique (as explained in Section 2.2). The following lemma can be obtained by choosing d = O( 1 log n) and by adjusting the constants.
Lemma 3 Let A be a dynamic array of size n such that the values in A can be updated. Let t access be the time for accessing an element in A. A balanced binary tree structure of n(1 + o(1)) bits can be maintained to answer each Range Maximum Query in O( 1 × t access log n) time and to perform each update in O(log n) time.
Bit Vectors with Rank and Select
Let B be a bit vector of length n. The rank operation is defined as rank(k) = When B is static, these operations can be performed in constant time by maintaining an additional structure of size o(n) bits [16, 2] . In case of B is a dynamic bit vector, where we can flip a bit (f lip(i): flip the bit at position i in the bit vector), an additional o(n)-bit index can be maintained to support rank, select and f lip operations in O(log n/ log log n) time [15] .
Compressed Property Suffix Trees
In this section, we introduce our compressed index C-PST for property matching. C-PST consists of a compressed suffix array (CSA), a bit vector B (along with rank/select structures), and a Range Maximum Query (RMQ) structure. Since there are different versions of CSA available with different space time trade-offs, we denote the size of CSA by |CSA| and the time taken for retrieving the suffix array value SA[i] by t SA . Also, we use t(P ) to denote the time for searching a pattern P (or getting its SA ranges) with the CSA. The outline of the query answering algorithm is as follows. First we perform the pattern matching in O(t(|P |)) time using CSA and obtain the suffix range [ , r]. Since we are not interested in all the values in suffix range, we use the additional structures to retrieve only occ π valid outputs. Before going into the details, we review the following notions of extents and maximal extents from the previous papers.
Definition 3 ([12])
Given a text T with property π, then for every text location 1 ≤ i ≤ n, if there is an interval (s, f ) ∈ π such that s ≤ i ≤ f , the value f is called an extent of i. The maximal extent of i is the extent of i of the largest value. The maximal extent of i is denoted by end(i). If for some location i there is no interval in π containing it, end(i) is defined as NIL.
The following lemma explains the significance of the maximal extents in the property matching problem. In this paper, we change the definition of end(i) slightly as follows.
Definition 4 end(i)
Note that this definition will change only those entries with end(i) = NIL, so that Lemma 4 is still valid according to our new definition. We also define a function length, where length(i) = end(i) + 1 − i. This corresponds to the the length of the longest prefix of T [i..n] that is completely contained within an interval in π. Now a pattern P matches at location i under property π if and only if the match starts at location i in T and ends on or before end(i), i.e., P = T [i..(i + |P | − 1)] and |P | ≤ length(i). An important observation is that end is a non-decreasing function, and for each i, end(i) ≤ n. Thus end can be easily converted to a strictly increasing function ζ(i) as ζ(i) = i + end(i). It follows that ζ(i) < ζ(i + 1) ≤ 2n, so that ζ can be encoded as a bit vector B[1...2n], where B[ζ(i)] = 1, else 0. Further we maintain rank and select structure over array B. Based on B and the rank/select operations, the following functions can be computed in O(1) time as follows.
We define an array A, such that A[i] = length(SA[i]), which stores the length corresponding to the ith smallest suffix in lexicographical order. Note that given the CSA of T , together with the above bit vector B and its rank/select structures, each entry of A[i] can be computed on the fly in t access = O(t SA ) time. Thus by maintaining an RMQ structure on A[i] in n(1 + o(1)) bits as stated in Lemma 1, given any suffix range [i, j], we can directly return the suffix in the range with maximum length using O( 1 t SA ) time.
Query Answering
Here we show how to answer the query using CSA, B (along with rank/select structures) and the RMQ structure over array A (we do not store array A explicitly). First we match the pattern P using CSA and obtain the suffix range To retrieve all occ π outputs, we may do this procedure at most 2occ π + 1 times, hence the total time for reporting can be bounded by O(occ π t SA ). By combining the times for pattern matching and the RMQs on A, our query answering time will be O(t(|P |) + 1 occ π t SA ).
Theorem 1 A given text T of length n can be indexed in |CSA| + n(2 + + o(1)) bits such that the property matching can be performed in O(t(|P |) + 1 occ π t SA ) time, where P is the online query pattern, |CSA| is the size of compressed suffix array of T , t(|P |) is the time for searching P in CSA, and t SA is the time for computing the suffix array value.
Handling Dynamic Properties
In this section, we show a dynamic version of C-PST, which can handle dynamic updates in the property π. Let (s, f ) be an interval inserted to or deleted from π. The following observation simplifies our problem.
Observation 1 By the insertion or deletion of an interval (s, f ) in π, we need to update end(i) only for s ≤ i ≤ f .
Proof. From Definition 4, end(i) depends only on those intervals which start before i. Hence, insertion or deletion of an interval (s, f ) will not affect end(i) for i < s. But for i > f , the update may change end(i) only for those i's that are not contained by any interval in π. For each such position i, we always maintain the invariant end(i) < i, such that length(i) = end(i) − i < 0 will indicate T [i..] cannot match with any pattern. Note that this invariant remains unchanged even if we do not update end (as per Definition 4). In other words, the strategy of not updating end(i) for i > f will not affect the correctness or the performance of our algorithm, as long as end(i) returns some arbitrary value j < i when end(i) < i. Thus we need to update end(i) only for s ≤ i ≤ f .
As intervals may be deleted from π, to handle the updates properly, it is essential to maintain all the intervals in π. To do so, we maintain all the intervals in the form of a balanced binary search tree (BST) of |π| nodes (of size O(|π| log n) bits) such that the ordering is based on the starting point s (and among those intervals with the same starting point s, we order them based on f ). Intervals can be searched, inserted, or deleted from this BST in O(log |π|) time. After inserting or deleting an interval (s, f ) in BST, we run the following algorithm to recompute end(i) for s ≤ i ≤ f .
e ← end(s − 1) for i = s to f do if i is the starting point of some interval in π then e ← max {f | (i, f ) ∈ π} end if end(i) ← e end for
In each iteration, the search in BST takes O(log |π|) time. The number of updates in B (along with the rank select structures) and in the RMQ structure of A is bounded by O(f − s + 1). Using the dynamic indexes described in Section 2, we summarize our result in the following theorem. Note that the query time is different from the static version (Theorem 1) due to the change in query times in the dynamic versions of B and the RMQ structure of A.
Theorem 2 A given text T of length n and a property π, a dynamic C-PST can be maintained in |CSA|+n(2+ +o(1))+O(|π| log n) bits space such that the property matching can be answered in O(t(|P |)+ 1 occ π log n(t SA +log n/ log log n)) time and updating of an interval (s, f ) can be performed in O((f −s+1)(log n+log |π|+t SA )) time.
Conclusion
In this paper, we have proposed the first compressed index for property matching under a property set π of intervals. Our index can also be modified to support dynamic updates in π. However, to update an interval (s, f ) in π, the current update time is linear to the size of the interval |(s, f )| = f − s + 1. It will be interesting to design an update scheme with O(polylog(n)) time, independent of the interval size.
