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This thesis presents a novel approach for the modeling, simulation, and realization of
Cognitive Technical Systems.
In contrast to other approaches, in this thesis, the structure and dynamic of the real
world is initially formalized my means of an intermediate level instead of implementing a
technical model directly. Furthermore, human cognition is investigated in an integrated
manner and based on experiments with a mobile robot, as an example for a complex
technical system.
The formal description of human interaction and cognition is realized by Situation-
Operator-Modeling (SOM), which can be implemented technically by patterns of high-
level Petri Nets. With the state space of a SOM-based Petri Net, Human-Machine-
Interaction can be analyzed, e.g., in order to detect human errors automatically. Fur-
thermore, several cognitive functions, like planning, execution, perception, and learning,
can be simulated. The different cognitive functions and related representations, which
are all based on the same methodical background, are combined within an integrated
cognitive architecture. Only the interplay among several functions and a novel kind of
knowledge structuring, which contributes significantly to reduce the complexity of the
real world, enable the realization of human-like behavior for technical systems. The sys-
tem’s capability to establish and to refine goal-directed behavior from interaction with
the environment, also if no system-specific initial knowledge is available, is demonstra-
ted by experiments with a mobile robot interacting within a dynamic office environment.
An additional value of this thesis for further research is especially given by the
proposed generic approach for modeling, simulation, and analysis of Human-Machine-
Interaction. Moreover, the formal description and implementation of the cognitive functi-
ons, the developed knowledge structuring, and the cognitive architecture may be applied
to arbitrary kind of technical systems.
IV
VKurzfassung
In dieser Arbeit wird ein neuartiger Ansatz zur Modellbildung, Simulation und Reali-
sierung von Kognitiven Technischen Systemen pra¨sentiert.
Gegenu¨ber bestehenden Ansa¨tzen setzt sich diese Arbeit insbesondere dadurch ab,
dass die Struktur und Dynamik der realen Welt zuerst u¨ber eine methodische Zwische-
nebene formal beschrieben und erst danach technisch implementiert wird. Zudem wird
menschliche Kognition ganzheitlich untersucht und direkt mit Hilfe von Experimenten
mit einem mobilen Roboter, als Beispiel fu¨r ein komplexes technisches System, erprobt
und entwickelt.
Die formale Beschreibung von menschlicher Interaktion und Kognition erfolgt u¨ber
Situations-Operator-Modellbildung (SOM), welche u¨ber spezielle Muster ho¨herer Pe-
trinetze technisch implementiert werden kann. Durch den Zustandsraum eines SOM-
basierten Petrinetzes ist es mo¨glich, Mensch-Maschine-Interaktion zu analysieren, um
beispielsweise menschliche Fehler automatisiert zu erfassen. Zudem ko¨nnen verschiedene
kognitive Funktionen, wie Planen, Handeln, Wahrnehmung und Lernen simuliert wer-
den. Die verschiedenen kognitiven Funktionen und entsprechenden Repra¨sentationen,
welche auf der gleichen methodischen Grundlage basieren, werden in einer kognitiven
Architektur zusammengefu¨hrt. Erst das Zusammenspiel verschiedener Funktionen und
ein neuartiger Ansatz zur Wissensstrukturierung, wodurch insbesondere die Komplexita¨t
der realen Welt reduziert wird, ermo¨glicht die Realisierung menschena¨hnlichen Verhal-
tens fu¨r technische Systeme. Durch Experimente mit einem mobilen Roboter, der in einer
dynamischen Bu¨roumgebung interagiert, kann gezeigt werden, dass das vorgestellte Sys-
tem ohne anwendungsspezifisches Vorwissen in der Lage ist, zielfu¨hrendes Verhalten aus
der Interaktion mit der Umgebung zu erhalten und zu verbessern.
Ein Mehrwert aus dieser Arbeit fu¨r weiterfu¨hrende Forschungsarbeiten ergibt sich
insbesondere durch den vorgestellten generischen Ansatz zur Modellbildung, Simulation
und Analyse von Mensch-Maschine-Interaktion. Zudem ko¨nnen die formale Beschreibung
und die Implementierung der kognitiven Funktionen, der entwickelten Wissensstruktu-
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11. Introduction
This thesis presents the conceptual development and implementation of a novel approach
for the realization of autonomously performing Cognitive Technical Systems (CTSs). A
commonly accepted assumption is that cognitive systems, which can also be techni-
cal, perform upon a mental representation of the real world (e.g., see [SBF+96]). In
this regard, autonomy is related to a system’s dependence on its initial knowledge
(see [RN03a]). Hence, it is necessary that a system is able to learn by the construc-
tion and modification of its mental representation from interaction [Mic86] in order to
enhance its performance [Sim83]. However, the independence from a certain problem or
application field can not be achieved by simple parameterization or the adaptation of
domain-specific models. Hence, a sufficiently flexible and generic representation of the
real world is required.
In the following, the demand for autonomous systems is exemplarily illustrated for
several application fields. Accordingly, the required key technologies for the realization
of autonomy and central state-of-the-art approaches are highlighted and discussed. Af-
ter that, the previous work and aimed challenges of this thesis are focused. Finally, each
chapter of this thesis is briefly summarized.
1.1. Motivation
Technical systems which are denoted as autonomous are most often mobile systems,
like service robots, driverless cars, autonomous underwater vehicles, or unmanned aerial
vehicles. Systems like that usually act upon one or several models of their environment
to derive further information from their sensor measurements. Hence, they are typi-
cally designed and optimized for a certain kind of application. However, in this case,
the learning of completely new facts and the adaptation to environments changing in
an unexpected manner are not considered. Accordingly, the independence from initial
knowledge is not given or strongly limited.
Autonomous systems may be helpful in different areas in order to assist humans or
to take on tasks that can not be done by humans, e.g., due to safety reasons, etc. An
overview about different application fields is given in the following. Afterwards, the
realization of autonomous systems by cognition-inspired approaches is discussed. Here,
the utilization of methods from Artificial Intelligence (AI) as well as the application of
cognitive architectures is focused.
1
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(a) Model of the Mars rover Spirit (b) Emergency landing in the Hudson river
Figure 1.1.: Scenarios with demand for autonomous systems
Demand for autonomous systems
One of the most typical scenarios for autonomous systems is the interaction of mobile
robots with contaminated, extreme, or dangerous environments like the deep sea or the
outer space (see Fig. 1.1(a)). In these often unstructured and (partially) unknown areas,
autonomy can be necessary due to limited or impossible remote control, which may be
caused by large distances, EMC problems, etc. In order to improve the robot’s behavior,
learning mechanisms can be implemented to map new facts and relations from the real
world to the system’s internal model. Hence, the autonomous realization of goal-directed
behavior can be enabled or conserved respectively. Here, Simultaneous Localization and
Mapping (SLAM) is investigated in robotics [TBF05]. However, in addition to the build-
ing of navigation maps, the whole variety of a robot’s in- and outputs should be taken
into account.
Assistance systems are used in Human-Machine-Systems to support humans, like the
driver of a vehicle or the operator in a control room. These systems often provide ad-
ditional well-visualized information and can offer optimized behaviors or strategies to
be performed. In this regard, models of human performance can be utilized within a
technical system in order to act upon the current or expected behavior of a human.
This could be further optimized if the assistance system is personalized to a certain
human (which may also be considered as unknown and complex interaction partner) or
if it adapts to certain circumstances. Furthermore, flexible and autonomous assistance
systems could also be applied in safety critical systems. Although the standard tasks
in safety critical systems, like aircrafts or nuclear power plants, are fully automated,
the pilot or human operator is remained in the loop as a fallback solution. Thus, the
human, which is characterized by a high degree of flexibility, can overtake the control
in the case of unexpected critical situations (see Fig. 1.1(b)1). In such cases, assistance
systems would be valuable if they could ‘understand’ new and unexpected circumstances.
1Photo by the U.S. Army Corps of Engineers
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(a) Driverless car Boss (b) Vacuum-cleaner Roomba
Figure 1.2.: Examples for autonomous systems in environments of humans
More and more robotic systems are integrated in the environments of humans, like
office buildings, private households, road traffic, etc. In this regard, the driverless car
Boss (see Fig. 1.2(a)) is a famous example. The system is developed by the Tartan
Racing Team from Carnegie Mellon University, which won the DARPA Urban Challenge
in 2007 [UAB+08]. Moreover, several applications are already commercially available as
the vacuum-cleaner Roomba [Jon06, TD07] cleaning rooms without user control (see
Fig. 1.2(b)) or Lego Mindstorms robots [Wal01] which can be programmed even by
children. Nevertheless, environments of humans are dynamic and not structured in a
simple manner. Furthermore, intentions of humans can usually not be identified easily
by technical systems. Accordingly, also robotic systems, interacting in environments of
humans or with humans in general, require autonomy to adapt themselves to unusual
and changing situations.
Realization of autonomous behavior
According to the argumentation at the beginning of this chapter, learning capabilities
are necessary to realize autonomous systems, which are independent from their initial
knowledge. Thus, the required internal representation of the real world can be adapted
to enable goal-directed behavior permanently. However, in order to realize that also for
technical systems with several sensors and actuators, the real world’s complexity has
to be reduced and the related knowledge has to be structured in a suitable way. In
addition, the interplay among different information processing functionalities has to be
organized.
The inspiration for the realization of autonomous behavior is typically given by natu-
ral cognitive systems, like human beings or highly developed animals. Cognitive systems
perform complex behaviors in the real world and they are able to represent, understand,
and process complex sensations with surprising facility. In this regard, also technical
systems can be cognitive if they perform based on an internal representation of the real
world [SHKH03]. In literature, those systems are commonly denoted as Cognitive Tech-
3
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nical Systems or Cognitive Robots. According to some selected definitions, Cognitive
Technical Systems are able to replicate central properties of the human brain in order to
shape interaction [RHRS07]. They are information processing systems acting with the
physical world and have cognitive capabilities like perception, reasoning, learning, and
planning. Furthermore, Cognitive Technical Systems are also able to handle unexpected
situations and they have a certain kind of self-awareness [Bra02].
In order to model and simulate cognition, methods from Artificial Intelligence are typ-
ically combined within integrated cognitive architectures. Some of these architectures
are developed for robotic systems and they are strongly focused on capabilities like
motor control, image processing, and speech recognition [WKG+07, KPB+04, Bre01].
Other architectures are based on psychological theories and experiments [LNR87, AL98].
These architectures are originally developed to model human performance, but they are
also applied to control technical systems. Furthermore, several other architectures focus-
ing different aspects of cognition are currently under development (see [LLR08, VMS07]).
Existing cognitive architectures are structured according to the applied technical
methods or regarding certain basic representations. However, in this respect, the formal-
ization of human interaction and cognition in the sense of an intermediate level between
real world and technical model is not emphasized sufficiently. In addition, more research
is necessary regarding meta modeling approaches, the implementation to technical sys-
tems, and learning mechanisms in order to realize autonomously performing Cognitive
Technical Systems.
1.2. Aims of this work
In order to formalize the complexity of the real world and its mental representation in
a unified manner, meta modeling approaches may be helpful. The meta modeling ap-
proach applied in this thesis is Situation-Operator-Modeling (SOM) providing moreover
an intermediate level between real world and technical model.
The SOM approach introduced by So¨ffker [So¨f01c] extends the situations of the clas-
sical situation calculus [McC63] by an internal structure. Hence, the action logic as well
as the situation’s structure can be described by one meta model with multi-hierarchical
structure. By means of the SOM approach, the interaction of technical systems and
human operators (or drivers, etc.) as well as the human’s mental representation of the
real world can be described in a formal and unified way. Furthermore, SOM was used
to develop an architecture for cognitive autonomous systems (see [Ahl07]). Here, Ahle
demonstrated the implementation of a SOM-based architecture controlling a real tech-
nical system for the first time.
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Based on the achievements of previous work, this thesis presents a novel approach for
the realization of Cognitive Technical Systems. Here, also Situation-Operator-Modeling
is used to represent the real world’s structure and dynamics, but the proposed knowledge
structuring and related cognitive functions are completely revised. In this regard, the
thesis addresses
• modeling, simulation, and analysis of Human-Machine-Interaction,
• a representational level for the flexible processing of knowledge,
• suitable mapping from real to mental world with complexity reduction,
• the realization and combination of several cognitive functions, and
• the application to arbitrary technical systems in real world environments.
Each of the listed points addresses a separate problem, but can not be solved indepen-
dently from the others. Thus, the entire project represents a challenging task, which is
characterized by a high degree of complexity and a wide range of so far insufficiently
considered aspects.
1.3. Organization of this work
In Chapter 2, an overview about Cognitive Technical Systems and related scientific
disciplines is given. After some fundamentals about Cognitive Psychology and Neuro-
science, the most relevant subjects of Artificial Intelligence including Knowledge Rep-
resentation, Reasoning, and Machine Learning are detailed. In order to model and
simulate the whole variety of human cognition, certain methods from AI are combined
to integrated cognitive architectures. Hence, several examples with different structures
and fundamentals are briefly explained. Furthermore, four cognitive architectures con-
trolling technical systems are selected and described in detail. Finally, a summary and
a conclusion about the whole chapter are given. Especially, the conclusion highlights
those issues that are focused by this thesis and usually neglected within other approaches.
One of the basic ideas behind this thesis is the usage of a meta modeling approach
to formalize the real world’s structure and dynamics as well as its representation in the
human mind in a unified manner. Hence, the SOM approach which is used for this
purpose is presented in Chapter 3. After the methodical fundamentals, the simulation
of SOM through high-level Petri Nets is presented. From the SOM-based Petri Net, a
state space can be generated in order to analyze the represented interactions in the real
world, which is also explained in detail. Finally, all central aspects of this chapter are
illustrated by a simulation example presenting the automated detection of human errors.
The main contribution of this thesis is the development of a SOM-based framework
for the simulation of cognition. This framework consists of several models and cognitive
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functions based on the same methodical background and is used to realize cognitive
architectures. In Chapter 4, all concepts and implementations behind the developed
framework, such as the implementation of situations and operators by high-level Petri
nets and Java objects respectively, are presented. In this regard, also the design of
basic models, their combination to a complex hierarchical model, and related cognitive
functions are detailed. In particular, the developed learning mechanisms modifying all
models from interaction are described and validated. Finally, the cognitive architecture
ILCA is presented, which is an integrated model of cognition based on the developed
SOM-based framework.
In Chapter 5, the realization of Cognitive Technical Systems based on the developed
framework is presented. Therefore, some specifications for systems to be controlled are
described. This is especially related to the sensomotoric control of actuators and pre-
processing of sensor measurements. Due to the fact that it is intended to connect the
ILCA architecture with different kinds of systems, a middleware is used. The middle-
ware realizes a network communication and offers interfaces to different programming
languages. In order to validate the developed framework and cognitive architecture re-
spectively, a mobile robot is presented as a representative demonstrator. The robot
is a Pioneer 3 DX which is extended with further hardware and software. After the
description of the robot’s hard- and software, an example scenario is illustrated. The
robot interacts within a dynamical office environment and has to learn from interac-
tion. Therefore, the robot’s sensor measurements represented as characteristics and the
robot’s actions represented as operators are described.
The experiments with the mobile robot are presented in Chapter 6. It is shown how
the complex interaction with the real world environment is internally structured and how
plans are generated and executed. In particular, the system’s learning mechanisms are
focused. They comprehend generalization of knowledge, resolution of conflicts, and the
learning of new facts from interaction. In this regard, several snapshots of the system’s
working memory as well as some quantitative results are presented.
Finally, in Chapter 7, a summary and an outlook are given. The summary high-
lights the main contributions of this thesis and the outlook discusses how the proposed
approach could be applied and extended in order to solve other problems in the future.
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72. Cognitive Technical Systems
The term cognition derived from the Latin word cognoscere and the Greek word
gignoskein respectively is related to the human capabilities of knowing, perceiving,
and thinking. In Psychology, cognitive approaches are focused on the investigation of
an organism’s internal state, in contrast to behavioristic approaches considering exclu-
sively observable stimuli and responses (see [SBF+96]). One well known definition from
[SHKH03] concludes that also technical systems can be cognitive. Accordingly, cogni-
tive systems are characterized by the ability to represent system-relevant aspects of the
environment internally, which is the basis for cognitive functions. This allows flexible
behaviors and yields in the consequence to what is usually called intelligence. Another
definition from [Bra02] describes Cognitive Technical Systems as technical systems
that know what they are doing.
In addition to the definitions above, the term Cognitive Technical Systems (CTSs)
may also be used to denote an interdisciplinary field of research aiming to develop
technical systems whose behaviors are inspired by or correspond to the cognitive ca-
pabilities of humans. In this context, different methods from Artificial Intelligence are
typically applied to represent knowledge and to realize learning and reasoning tasks.
Hence, CTSs can be considered as an intersection of Engineering Science, Cognitive
Psychology, Neurobiology, Computer Science, and Artificial Intelligence (see Fig. 2.1).
Besides the term ‘Cognitive Technical Systems’, the term ‘Cognitive Robotics’ (CR) is
also often used in literature. Both terms denote areas with similar aims, applied methods,
and challenges, except that CR is focused on robots as the considered kind of technical
system. The large relevance of CTSs in today’s research becomes apparent through the
large number of public funded projects. As representative examples, the cluster of
excellence ‘Cognition for Technical Systems’1, the transregional collaborative research
center 28 ‘Cognitive Automobiles’2, and ‘Cognitive Systems, Interaction, Robotics’3 as
a challenge of the seventh framework programme of the European commission CORDIS
can be mentioned.
The following sections deal with the mentioned fields related to CTSs in order to
give an overview about the fundamentals of this thesis. After a short introduction to
Cognitive Psychology and Neuroscience, related fields from Artificial Intelligence are
presented. In this regard, Knowledge Representation, Reasoning, and Machine Learning
are focused as the most relevant topics for this thesis. After this, an introduction to cog-
nitive architectures and some examples for typical demonstrators are given. The chapter
1see http://www.cotesys.org (retrieved on December 12th, 2010)
2see http://www.kognimobil.org (retrieved on December 12th, 2010)
3see http://cordis.europa.eu/fp7/ict/cognition/ (retrieved on December 12th, 2010)
7












Figure 2.1.: Cognitive Technical Systems and related subjects
ends with a brief summary and a conclusion. The summary highlights central paradigms
and research trends and the conclusion discusses those issues which are considered by
this thesis for the first time.
2.1. Basics from Cognitive Psychology and Neuroscience
In Cognitive Psychology, it is investigated ‘how mind and psyche are organized’, ‘how
intelligent thinking is produced’, and ‘how processes of thinking become visible in the
brain’ [And07]. Typically, empirical studies are used to investigate issues as perception,
attention, problem solving, language processing, or knowledge representation. Due to
technological advances in recent years, Cognitive Psychology is more and more influenced
by Neuroscience investigating the visualization of cognition within the brain [And07].
Therefore, ‘functional Magnetic Resonance Imaging’ (fMRI) is applied to visualize the
used areas in the brain during thinking. It derives neural activities from the change
of blood flow within the brain. Hence, it is also possible to describe those cognitive
functions which are too complex for classical psychological methods.
In Fig. 2.2, the laterally view of the human brain is given in order to illustrate the
locations of its functionalities which are inspiration for several issues in this thesis. The
brain stem is one of the oldest parts of the human brain and is located in the lower
part. It realizes basic reflexes and can also be found in a large number of animal species.
The cerebellum is located in the lower right part and is partially responsible for the
representation of well trained skills like bicycling or speaking. The youngest part of the
human brain regarding human evolution is the cerebrum. The cerebrum is necessary for
8
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Figure 2.2.: Principal fissures and lobes of the cerebrum viewed laterally [Gra18]
higher cognitive functionalities and can be divided into primary and associative areas.
The primary areas are related to information from a certain type of quality and the
associative areas combine the information from several primary areas. As examples for
primary areas, the visual areas are located in the back part on the occipital lobe and
the auditory areas are located at the temporal lobe. Finally, the primary somatosensory
cortex for the sense of touch and the primary motor cortex for the planning and execution
of movements are located side by side at the central fissure.
As already mentioned, Cognitive Psychology and Neuroscience have influence to
other scientific disciplines and vice versa. For example, Artificial Neural Networks
which are inspired by biological neural networks within the central nervous system are
used in different application to learn and model dynamical and non-linear system behav-
iors. This and other methods will be detailed in the following section. In addition, it is
also investigated how humans are influenced by technological advances. In this context
human factors in Human-Machine-Systems are usually investigated by heterogeneous
teams of engineers and psychologists. Another example for a strong collaboration be-
tween Engineering Science, Neuroscience, and Medicine are ‘Brain-Machine-Interfaces’
(BMIs) which are used to exchange information directly with the brain, e.g., to develop
artificial eyes [Dob00] or to control technical systems by thoughts [DNBH07].
9
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2.2. Related issues from Artificial Intelligence
In order to describe Artificial Intelligence in a short and general manner, a relatively
recent definition of one of its pioneers, John McCarthy, can be taken. McCarthy states
that
it (Artificial Intelligence) is the science and engineering of making intelligent
machines, especially intelligent computer programs. It is related to the sim-
ilar task of using computers to understand human intelligence, but AI does
not have to confine itself to methods that are biologically observable. [McC07]
In addition to that, [RN03a] summarizes and categorizes several different definitions.
Accordingly, AI is related to human behavior, human functionality, rational behavior,
or rational functionality. As the quotation of McCarthy, some of these short defini-
tions include that intelligent machines (or agents, programs, etc.) are realized. However,
these leads to a further question of ‘what is intelligence’. This again is also not easy to
answer since the term has different meanings in different domains, which often contain
several competing opinions. For instance, in order to measure intelligence or cognitive
performance of humans, several tests were developed (see [Mac98]) to determine an
Intelligence Quotient (IQ). However, the existence of a unique measurable intelli-
gence is not commonly accepted (e.g., see [Thu38]). As an example, in [Gar83], multiple
kinds of intelligence are assumed. According to that, linguistic, logical-mathematical,
musical, spatial, bodily-kinesthetic, interpersonal, and intrapersonal intelligence are dis-
tinguished.
Independently from the definitions, AI is a sub-domain of Computer Science and
investigates human capabilities like perception, learning, reasoning, language, or problem
solving. In the context of autonomous systems, which are focused in this thesis, the
concept of an agent plays an important role. An agent
perceives its environment through sensors and acts upon that environment
through actuators. The agent lacks autonomy if it relies on the prior knowl-
edge of its designer rather than on its own percepts. A rational agent should
be autonomous - it should learn what it can compensate for partial or incor-
rect prior knowledge. (see [RN03a])
Accordingly, an agent’s degree of autonomy is related to the agent’s dependence on its
initial knowledge or in other words on the agent’s capability to extend and modify its
knowledge through learning. Furthermore, functions for reasoning tasks are necessary
to use the knowledge to inference about the real world and to predict their own and
other agents’ behaviors (see Fig. 2.3).
Reasoning and learning are often investigated independently from each other which is
also denoted as ‘applied AI’ [Ful06]. In this context, certain AI methods are developed
to solve special problems. In contrast to that, the so-called ‘strong AI’ [Kur05] also
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Figure 2.3.: Structure of an autonomous agent
denoted as Artificial General Intelligence [GP06] is related to the investigation of a whole
intelligent system with several different capabilities combined in one architecture. These
‘cognitive architectures’ include AI methods for Knowledge Representation, Reasoning,
and Machine Learning, which are described in the following sections. The fundamen-
tals of cognitive architectures and some examples are presented afterwards in section 2.3.
2.2.1. Knowledge Representation and Reasoning
Since the cognitive revolution in the middle of the last century, mental models of the
real world [JL83] are investigated by the arising field of Cognitive Science and related
disciplines. Two of the main questions are ‘how those models should look like’ and
‘how they can be used to solve problems’. In this context, a large number of different
approaches which can be directly implemented to technical systems are published in
the fields of Computer Science and Artificial Intelligence. Hence, the definitions and
methods given below are taken from these fields. According to [Sow00], Knowledge
Representation can be defined as
a multidisciplinary subject that applies theories and techniques from three
other fields: 1. Logic provides the formal structure and rules of inference. 2.
Ontology defines the kinds of things that exist in the application domain. 3.
Computation supports the applications that distinguish knowledge represen-
tation from pure philosophy. [Sow00]
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Hence, a strong connection to Reasoning is described, which is moreover confirmed
in [BL04]. Through reasoning the represented knowledge is used which is also described
by the following definition from [RN03a].
The concepts that we discuss - the representation of knowledge and the rea-
soning processes that bring knowledge to life - are central for the entire field
of artificial intelligence.
In order to represent knowledge, several different approaches with related reasoning
mechanisms exist. They can be divided into
• symbolic systems where knowledge is represented explicitly, and
• subsymbolic systems where knowledge is represented implicitly.
In Fig. 2.4, an overview about different symbolic and subsymbolic representation meth-
ods is given. The different methods are divided into declarative (symbolic systems)
and procedural (subsymbolic systems) knowledge representations. Declarative knowl-
edge describes the ‘what’ as certain facts and relations about the real world and can be
interpreted by humans. It is further divided into episodic knowledge which is related
to special events and semantic knowledge which describes facts of the real world. In
contrast to that, procedural knowledge describes the ‘how’ something works. Methods
for the modeling and processing of subsymbolic represented knowledge are connectionist
approaches where knowledge is described by the combination of several equal elements.
Hence, these approaches, like Artificial Neural Networks, can not easily interpreted by
humans.
According to [SVS99], symbolic and subsymbolic approaches can be contained to-
gether in three different kinds of hybrid intelligent systems, which are detailed in
the following:
• Combined intelligent systems: Symbolic systems use subsymbolic approaches
and vice versa.
• Transformational intelligent systems: Symbolic and subsymbolic representa-
tions can be transformed into each other.
• Coupled intelligent systems: Symbolic and subsymbolic components commu-
nicate with each other.
In literature, also the term ontology appears in relation to the representation of
knowledge. The term ontology is traditionally used in Philosophy and goes back to
Aristotele’s work about metaphysics (see [Ari04]). In Computer Science, it is defined
as follows.
A specification of a representational vocabulary for a shared domain of dis-
course - definitions of classes, relations, functions, and other objects - is
called an ontology. (see [Gru93])
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Thus, an ontology can be considered as the description of a certain kind of knowledge
representation. Nowadays, ontologies are investigated to define mediums for conversa-
tion of different knowledge-based systems. This is especially relevant for the ‘semantic
web’ which should make the world-wide-web understandable for software [BLHL01].
Different kinds of methods for representation and reasoning
In the following, several different symbolic systems for the representation of knowledge
are presented. As an example for a subsymbolic representation, Artificial Neural Net-
works are described in Section 2.2.2 since in this case the learning mechanism should be
detailed, too.
Typical knowledge representations in AI are formal languages [RN03a] as ‘propo-
sitional logic’, ‘first-order logic’, ‘temporal logic’, or ‘fuzzy logic’ [Zad96]. They offer
in contrast to higher programming languages as C++ or Java inference mechanisms to
derive new facts from known facts. Propositional logic describes whether a fact is true
or false. An extension of that is first-order-logic, which can also express objects, rela-
tions, and functions. It is more expressive than propositional logic and frequently used
in AI (see [GRS03, RN03a]). Furthermore, in temporal logic, facts also hold at certain
instances of time which are ordered. In all three mentioned formal languages the belief
about a fact can be true, false, or unknown. In contrast to that, in probability theory



























Figure 2.4.: Overview of knowledge representation models (ref. to [Hel06])
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and fuzzy logic the belief about a fact has a certain degree of truth (e.g., between 0 and
1). In order to solve problems by formal languages, algorithms for forward and backward
chaining (repeated application of inference rules) can be used. Forward chaining uses
inference rules to extract new facts from known facts until a given goal is reached. In con-
trast to that, backward chaining starts from the goal and infers in the opposite direction.
Production systems are popular reasoning systems using forward chaining of first-
order-logic. They consist of a database containing objects, a set of rules (termed produc-
tions), and a rule interpreter. Production rules are If-Then statements where the If-part
describes the precondition and the Then-part describes the action to be executed. Dur-
ing runtime, the rule interpreter compares the content of the database with the If-part
of the productions. If the precondition of more than one production matches, the rule
interpreter has to use a mechanism for conflict resolution to select the production to be
‘fired’. If a production is chosen and fired, the database is changed and a new production
to be executed has to be found. This circle of finding suitable productions, conflict reso-
lution, and execution of productions’ actions repeats until no production can be applied
anymore. Some of the most popular cognitive architectures as ACT-R, Soar, and EPIC
are also production systems (see Section 2.3).
In order to represent changes within the real world, Situation Calculus originally
introduced by McCarthy [McC63] can be used. This representation uses first-order logic
to describe how situations are changed by actions [RN03b]. Furthermore, relations be-
tween objects within a situation can be described by so-called fluents. The Situation
Calculus is often applied to robotics and can be used to infer a sequence of actions,
which have to be executed to reach a given goal. A similar kind of discretization is
also assumed by the SOM approach (see Section 3.1), which is used in this thesis for
knowledge representation and meta-modeling as well. Here, a time-fixed, system, and
problem equivalent situation [So¨f04a] with a hybrid (different types of characteristics
and relations) and open (hierarchical and adaptable) structure [So¨f08] is used. Thus,
SOM is suitable to describe the connections of planning, execution, learning, and errors
within human interaction [So¨f01c].
If reasoning is based on a representation of situations and actions, it can also be
denoted as planning. According to [GNT04],
planning is the reasoning side of acting. It is an abstract, explicit delibera-
tion process that chooses and organizes actions by anticipating their expected
outcomes.
Hence, planning is used to generate a sequence of actions from a certain problem de-
scription. The desired sequence of actions is termed plan and includes those actions
which have to be executed to transfer a system from an initial to a desired state/sit-
uation. Hence, planning also enables a system to anticipate about future situations if
the execution of own actions and/or actions of other agents or dynamical processes are
taken into account. In technical systems, like mobile robots, it is distinguished between
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local and global planning. Global or strategic planning usually uses static world models
to generate a plan to be executed. The changes within the real world, which are not
considered by the static world model, are handled by local or tactic planning. Here, a
certain behavior is generated on a more detailed description of the current situation,
e.g., to avoid collisions etc. In the case of robotic systems both planning strategies are
usually applied in parallel. If the representation of the real world is very complex, the
planning task can also be very time-consuming and should be simplified in a certain
manner. A possible solution for this is hierarchical planning, where the planning task
has several grades of abstraction [BL04].
If a problem may be described by a state space representation, which is defined
as a set of discrete states and state transitions [Bec03] (in contrast to the state space
representation in control), search algorithms can be applied to find a solution. A state
space consists of a certain number of states and state transitions which transfer one
state to another. Hence, state spaces can also be visualized as a directed graph where
the nodes represent the states and the arcs represent the state transitions. Besides
the state space, the initial and desired situations have to be defined to apply search
algorithms. The search algorithms can be divided into complete (or blind) and heuris-
tic methods. Complete methods as breadth-first-search or depth-first-search [GRS03]
explore every node (if necessary) to find a solution. If more than one solution exists,
usually the optimal one, e.g., the shortest path for not weighted state spaces, has to
be chosen. However, if the states or state transitions are weighted, other approaches as
the Dijkstra-algorithm [Dij59] can be applied to find a path with the minimum costs.
Finally, heuristic methods as the A*-algorithm [HNR68] can be used to speed the search
process up (e.g., for very large state spaces). However, in this case the optimal solution
can not be guaranteed (see also [RSORS96]).
One of the oldest type of knowledge representation are Semantic Networks (SNs).
They are represented as directed or undirected graphs with concepts as nodes and rela-
tions as arcs. Some SNs can be very informal and are merely used for the visualization
of knowledge. On the other side, they may also be highly formalized and can be used
for automated inference. One of the simplest and oldest kind of a SN is termed ‘Defi-
nitional Network’ and uses a ‘is-a-relation’ to combine types of concepts with subtypes,
e.g., a dog is a mammal and a mammal is an animal etc. Hence, a hierarchical structure
results where the properties of the supertypes are copied to their subtypes. In [Sow92],
six different kinds of SNs are distinguished and denoted as the already described Def-
initional Networks, ‘Assertional Networks’, ‘Implicational Networks’, ‘Executable Net-
works, ‘Learning Networks’, and ‘Hybrid Networks’.
A further kind of structure for the representation of knowledge are Frames, which
can be used to model stereotype situations or objects (see [Min74]). In general, a Frame
consists of a name and a certain number of ‘slots’ (attributes of the Frame) with ‘fillers’
(values of the attributes). Furthermore, a frame can have one or several sub-frames tak-
ing the fillers of their super-frame as default fillers. However, the fillers of the sub-frames
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can also be changed if the situation or object to be described differs to the described
super-frame. For example, the super-frame mobile robot could have the slot distance
sensor with the filler ultra sonic and the slot color sensor with the filler camera.
Then, a sub-frame with the name Robi the robot could have the same slots and change
the filler of the slot distance sensor to laser range finder and take the filler of the
second slot from the super-frame as default.
2.2.2. Machine Learning
In the previous section, different kinds of knowledge representations and related reason-
ing methods are briefly presented. In order to close the circle of functionalities which
are necessary for the development of autonomous agents (see Section 2.2), this section
focuses on the acquisition of new knowledge and its modification, which is covered in AI
by the field of Machine Learning. Two traditional definitions from Computer Science
define Machine Learing as follows.
Learning denotes changes in the system that are adaptive in the sense that
they enable the system to do the same task or tasks drawn from the same
population more efficiently and more effectively the next time. [Sim83]
Learning is constructing or modifying representations of what is being ex-
perienced. [Mic86]
Hence, a strong dependency to the improvement of the learning system’s performance is
assumed and the representation of knowledge is also taken into account. Nevertheless,
the concrete challenges are also not detailed. In [Alp10], it is described that
machine learning is programming computers to optimize a performance cri-
terion using example data or past experience... The model may be predictive
to make predictions in the future, or descriptive to gain knowledge from data,
or both.
Accordingly, Machine Learning in more related to the detection of certain patterns or
regularities, which implies indirectly the improvement of the system’s understanding and
would provide more precisely information for problems to be solved. Furthermore, the
representation is also considered since a model is built or modified.
Machine Learning has some connections to other areas including ‘Data Mining’ and
‘Pattern Recognition’. The term Data Mining, which is an analogy to the ‘mining’ of
coal or gold from sand and rocks, describes the application of Machine Learning methods
on large amount of data to extract knowledge and patterns respectively (see [WF05]).
Furthermore, it is one step in the process of ‘Knowledge Discovery in Databases’ (see
[HK06]). Besides Engineering and Computer Science, it is also typically used in Eco-
nomics (see [Alp00]). In contrast, Pattern Recognition is focused on the classification
of objects into categories (see [TK08]) by the application of methods from Machine
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Learning (see [Bis06]). As Knowledge Discovery in Databases, it describes a whole
process and contains also other steps for the pre- and post-processing of data. Typical
application scenarios can be found in Machine Vision, Character, or Speech Recognition.
The methods from Machine Learning and related areas are used in several different
applications to solve certain kinds of problems. Depending on the kind of problem to
be solved, the learning task can be assigned (see [RN03a]) to
• supervised learning,
• unsupervised learning, or
• reinforcement learning.
However, it has to be mentioned that a lot of methods are not restricted to one kind of
learning. They offer a certain representation and learning mechanism and can be ap-
plied in different ways. Within supervised learning methods, the training examples
to be learned contain in- and outputs. Hence, the result or classification of some input
data is known during learning/training. In contrast to that, the training examples in
unsupervised learning tasks do not include the output. Thus, new clusters have to be
derived exclusively from the input data. Finally, reinforcement learning uses positive
and negative rewards for executed actions based on a performance measure to learn an
optimal strategy.
Another classification of learning methods is given [Lug01]. It is related to the kind of
represented knowledge (see Section 2.2.1) and distinguishes symbol-based, connectionist,
and emergent learning methods.
Overview about different learning methods
In the following, some of the most significant methods fromMachine Learning as Decision
Tree Learning, Artificial Neural Networks, Support Vector Machines, and Reinforcement
Learning are briefly described. The chosen methods are relevant in some parts of this
thesis and give an overview about different research directions.
Decision-Tree-Learning is one of the easiest, but very successful learning approach-
es. From a certain number of training examples (with several attributes) logical rules
for sequential hierarchical decisions related to one certain question are derived. If the
class of each training example is known (supervised learning), the approach can be used
for the automated classification of other unclassified examples. The rules describe the
general difference of the examples and can be visualized clearly as a tree. The tree
consists always of one root, an arbitrary number of children nodes representing logic
rules, and at least two leaves representing the answers to the rules. Besides the learning
of examples with discrete values, the learning of continuous functions is also possible and
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denoted as regression [RN03a]. In Fig. 2.5, an example decision tree describing ‘whether
a robot can grip a green object‘ is shown. The decision tree shows that the action ‘grip
green object’ is only possible if a green object is detected, the distance to the object is
shorter than 500 mm, and no other object is currently gripped.
The rules can be derived by recursive induction. Therefore, an attribute is cho-
sen, which is sufficiently for a correct classification of the most examples. Then, it
is tried to classify the remaining examples which can not be classified by the first at-
tribute by another attribute and so on. The generation of decision trees can be re-
alized by several different algorithms as the CART-algorithm (Classification And Re-
gression Tree) [BFOS84], the CHAID-algorithm (Chi-square Automatic Interaction De-
tector) [SM64], the C4.5-algorithm [Qui93], and the ID3-algorithm [Qui86]. In order
to increase the efficiency of the algorithms so-called ‘pruning methods’ can be applied.
They are used to ignore some information during (pre-pruning) or after the learning
phase (post-pruning). A typical problem of Decision-Tree-Learning is that the resulting
rules are not correct or too simple if the training examples are not sufficiently different.
Furthermore, the algorithm does not produce unambiguous results for training data from
non-deterministic systems or if the training examples are partially erroneous (noisy). In
this case, the decision supported by the most training examples might be preferred.
The training of Artificial Neural Networks (ANNs) is one of the most favored
learning mechanism for the modeling of technical applications since they are also able
to represent the behavior of non-linear dynamical systems (e.g., see [NRPH00]). ANNs
are inspired by the net of nerve cells in the human brain and spinal cord. They can be
classified as connectionist approach, where knowledge is represented by the connection
of several simple elements (the artificial neurons) by weighted and directed links. Each
of these elements contains an activation function (e.g., threshold, sigmoid function etc.),
which defines the output based on the sum of all inputs and an individual threshold value.











Figure 2.5.: Example for a decision tree
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simple kind of ANNs, the feed-forward networks, the artificial neurons are only connected
in one direction (from the input to the output) and are arranged in an input layer, an
output layer, and one or several hidden layers. In Fig. 2.6, an example for a feed-
forward network with three inputs, one output and four hidden neurons is illustrated.
In addition to that, the hidden neurons of so-called feedback networks can be connected
in both directions. During the training of an ANN, the number of artificial neurons,
the threshold values, the activation functions, and the weights of their connections can
be changed. However, usually the weights of the neuron’s connections are changed. A
typical algorithm for that is Backpropagation [RHW86], which determines the error of
the network (difference between learned and original behavior) and modifies each weight
in order to reduce this error. Although ANNs are very successful in many applications,
there are also some drawbacks which have to be mentioned. Some weak points are that
ANNs can not be interpreted by humans intuitively, they are relatively slow, and do not
convergent necessarily to a global optimum. In order to reduce some of these drawbacks,
ANNs can be connected with other approaches like fuzzy logic etc. (see [NBFK03]).
If a huge amount of unstructured data has to be classified, Support-Vector-Machi-
nes (see [SS02, CST00]) are often the first choice to train a corresponding model. They
have better generalization performance in comparison to ANNs and converge definitively
to a global optimum. Within this approach, training objects are represented as vectors.
These vectors are transferred to a space with a higher dimension, to find a hyperplane
(for n-dimensional spaces, the hyperplane has the dimension of n−1) which can separate
the vectors. The vectors which are next to the hyperplane are taken as support vectors
to define the hyperplane mathematically. In order to keep the effort of calculation small
and the representation of the hyperplane as easy as possible, certain kernel-functions are
used, which correspond to a certain high-dimensional space of features.
Reinforcement learning [SB98] can be applied to systems executing actions in en-
vironments which can be represented by a certain number of finite states. The method
Input Hidden 1 Output
Figure 2.6.: Example for an Artificial Neural Network
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aims to determine an optimal policy pi describing which action should be performed in
which state. This optimal policy directly leads to an optimal sequence of actions, which
have to be performed to reach the related goal. If a deterministic world is assumed, the
reinforcement problem can be defined by a set of finite states S, a set of finite actions
A, a transition function δ(st, at), and a reward function r(st, at). If an action a is ex-
ecuted in a state st, a new state st+1, and a related positive or negative reward result.
In this regard, it is assumed that the resulting state and reward only depend on the
current state and not on the interaction far in the past, which is also known as Markov
Decision Process (MDP) [Bel57a]. In order to determine the optimal policy, also the
rewards of following states/actions have to be taken into account. This can be achieved
by ‘Dynamic Programming’ [Bel57b] using the results of several similar subproblems to
solve one complex problem. The classical example for a Dynamic-Programming-based
algorithm is ‘Value Iteration’. It calculates a utility for each states and represents them
by a value function V (st). In this case, a calculated utility depends on the reward of the
related state as well as on the rewards of all successor states. Another very successful
algorithm is Q-learning [Wat89, WD92]. It learns an action-value function Q(st, at) from
interaction and does not require a world model as the transition function.
Besides the learning methods mentioned above, several other successful methods exist.
Some of them are listed in the following with representative references.
• Genetic Algorithms are used to solve optimization problems heuristically. They
are inspired by natural evolution and use strategies as mutation, recombination,
and selection to create new solution candidates from existing solutions for the given
problem. (see [AWWB09, Gol89])
• Case-based Reasoning tries to solve a problem by known solutions of past prob-
lems which are similar to the problem to be solved. (see [Lea96])
• Correlation and Regression Analysis come from statistics and are used to
detect relevant values from example data and derive general functions respectively.
(e.g., see [Bob01])
• Chunking is the classical learning mechanism of the cognitive architecture Soar
representing knowledge by production rules (permanent knowledge) and objects
(temporary knowledge). Through chunking, a new production rule is generated
from the solution of an impasse (lack of production rules) occurring during problem
solving. (see [LRN86])
Several of the presented methods are included in commercial software tools as Mat-
lab etc. In addition, some software tools containing the same algorithms are also avail-
able for free (e.g., under the GNU Public License). Two of these software tools are the
‘WEKA Data Mining Software’ [HFH+09] or ‘Rapidminer’ [MWK+06] which is applied
within this thesis. It offers several so-called operators for pre- and post-processing of
data as well as operators for different kinds of learning tasks. With an easy to use GUI,
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sequences of operators can be created and executed. Furthermore, the resulting models
and outputs can be visualized in different ways. Besides the GUI, the operators can also
be used in own programs by implementing the corresponding Java library.
2.3. Cognitive architectures
The previous sections give an overview about some major topics and methods from Ar-
tificial Intelligence. However, modeling and simulation of functionalities comparable to
human cognition requires more than the application of well-developed methods related
to single functions as learning or planning. Moreover, if the structure of the human
brain is considered, it can be supposed that only large-scale theories and complex sys-
tems of several functionalities are able to conquer this challenge. The related theories
and software systems in this context are denoted as cognitive architectures.
In the following parts of this section, different definitions and approaches are sum-
marized to give an impression of what a cognitive architecture is. Additionally, in
Section 2.3.2, some well-known and successful architectures are classified and briefly
described.
2.3.1. What is a cognitive architecture?
According to [New90], an integrated theory of mind is necessary for the modeling of
human cognition to realize real cognitive systems. Additionally in [LLR08], the following
classical AI-oriented definition is given.
A cognitive architecture specifies the underlying infrastructure for an intel-
ligent system. Briefly, an architecture includes those aspects of a cognitive
agent that are constant over time and across different application domains.
These typically include: 1) the short-term and long-term memories stores the
agent’s beliefs, goals, and knowledge; 2) the representation of the memories
content organization into larger-scale mental structures; and 3) the functional
processes that operate on these structures for usage and learning
Hence, a cognitive architecture builds a fixed framework containing knowledge as the
variable part. Unfortunately, it is sometimes (usually in AI) exclusively aimed to im-
prove a special algorithm to a certain application [Lan06]. In contrast to that, a cognitive
architecture covers the whole area of human cognition (see [ABB+04, LLR08]).
In [LLR08], several capabilities of cognitive architectures are summarized. It
is stated that some capabilities as recognition and decision making are necessary as
minimum requirements for a cognitive architecture. However, the more capabilities are
supported, the more capable the architecture is to represent the whole range of human
cognition. These capabilities involve recognition and categorization, decision making
and choice, perception and situation assessment, prediction and monitoring, problem
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solving and planning, reasoning and belief maintenance, execution and action, interac-
tion and communication, and remembering, reflection, and learning.
In addition to the description above, simulation of cognition is also claimed by a large
number of approaches which do not correspond to the classical definition. Accordingly
in [VMS07], the term ‘cognitive system’ is considered more widely. It is stated that
...the minimal configuration of a system that is necessary for the system to ex-
hibit cognitive capabilities and behaviors: the specification of the components
in a cognitive system, their function, and their organization as a whole.
which emphasis the need of systems that are developmental and emergent, rather than
preconfigured. In order to distinguish different approaches, two paradigms of cognition
are proposed for classification. The paradigms comprehend the cognitivist approach
and the emergent systems approach. The cognitivist approach include systems
which process and represent information symbolically and the emergent systems ap-
proach includes system which have the ability of self-organization and are further di-
vided into connectionist systems, dynamical systems, and enactive systems. In addition
to that classification, also hybrid systems are considered. They include characteristics
of both, the cognitivist and the emergent systems approach.
In [Cac98], also two different perspectives for the study of cognition are described.
On the one hand, it is investigated how cognition works in the human mind and on the
other hand it is investigated how cognition (considered as the input/output-behavior of
humans) is used to perform certain tasks. It is stated that
micro-cognition denotes the academic pursuit of modeling psychological
phenomena and macro-cognition lies, instead, in an engineering context,
where the primary purpose is to construct a representation of a phenomenon
or system. This is then used to calculate or predict how the system will
develop.
Hence, micro-cognition investigates cognitive processes and mechanisms as the human
memory, problem solving, or learning in detail. This does not necessarily have to be
related to a certain application area. Examples for systems which can be related to
micro-cognition are cognitive architectures with a background in cognitive psychology.
In contrast to that, macro-cognition is related to systems modeling cognitive phenomena
which are related to interaction with the environment. Here, it is focused how a task is
performed and how efficiently it is in order to reach a goal.
The step ladder model of Rasmussen (see [Ras83, Ras86]) models the decision
making process of human operators in complex physical systems (see Fig. 2.7). It as-
sumes three different levels of cognitive behaviors as the knowledge-based, the rule-based,
and the skill-based level [Ras79], which is also applied in this thesis. Furthermore, the
step ladder model contains ‘states of knowledge’, which are linked by ‘information pro-
cessing activities’. The application of known rules by using all or some information
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Figure 2.7.: Step ladder model (ref. to [Cac98])
processing activities to find a decision is denoted as rule-based behavior. Skill-based be-
havior occurs if the activities of activation and execution are directly linked. This is the
case if a behavior is well experiences and no doubt about alternatives exists. However, if
the human operator is confronted with unexpected or unknown situations and the avail-
able rules are not sufficiently to find a decision, knowledge-based behavior is necessary.
Therefore, knowledge about the system and appropriate reasoning mechanisms have to
be used.
In [Cac98], the Human Model of Reference is presented (see Fig. 2.8). It com-
bines some fundamental aspects for the modeling and simulation of human cognition
and is one of the major approaches that inspired some central ideas of this thesis. The
model contains four main cognitive functions and two cognitive processes. The cognitive
functions are perception, interpretation, planning, and execution, which are summarized
under the term PIPE. The cognitive function ‘perception’ is related to the sensory in-
put of a human and moreover is also influenced by the operator’s expectations. Hence,
perception is more than sensing as assumed by some other approaches. The perceived
information is further processed by the function ‘interpretation’ relating this informa-
tion to the knowledge base for the identification of relevant meanings. In the function
‘planning’, decisions are made to generate a plan of actions to be executed. This is real-
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Figure 2.8.: Human Model of Reference (ref. to [Cac98])
ized by the function ‘execution’, which can result in performing an action or in starting
a new cognitive process. The considered cognitive processes are ‘Memory/Knowledge
Base’ (KB) and ‘Allocation of Resources’ (AoR). The Knowledge Base is connected
to all cognitive functions and supports them with (learned) knowledge. Allocation of
Resources influences also the whole system since it describes the level of operability and
relative sequence of cognitive functions (see also [Wer06]). Furthermore, it defines how
much and in which way knowledge is available.
2.3.2. Overview about different systems
The first architectures aiming simulation of intelligent behavior are the Logic Theo-
rist [NS56] and the General Problem Solver (GPS) [NS61]. The GPS uses ‘means-
ends analysis’ as search heuristic in order to solve logic problems, but is not applicable
to arbitrary kinds of problems and does not include learning mechanisms [GRS03]. Nev-
ertheless, it had large impact to the development of subsequent approaches.
The cognitive architectures presented in the following are classified as cognitivist,
emergent, and hybrid approaches as proposed in [VMS07].
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Emergent systems approaches
Although the majority of approaches presented below assume the existence of a repre-
sentational level as mandatory aspect for the simulation of cognition, they are sometimes
compared with purely reactive systems (see [CTN07, VMS07]). A popular example for
such a system is Brooks’ Subsumption Architecture [Bro99], which neglects repre-
sentation [Bro91] and emphases embodiment as important issue to realize intelligence.
Nevertheless, also in this thesis the existence of a representational level is assumed as
necessary condition in order to classify a system as cognitive.
According to [VMS07], the Subsumption Architecture and similar approaches based
on autonomous agents and behaviors can be assigned to the class of emergent systems.
Further approaches in the context of emergent systems are the Global Workspace
Cognitive Architecture [Sha06] implemented as connectionistic system, SDAL (Self-
Directed Anticipative Learning) [CH00] a dynamical embodied approach, and the
SASE (Self-Aware Self-Effecting) [Wen04] architecture with many aspects of en-
active approaches. Furthermore, aspects of enactive and connectionistic models can be
found in the robot platforms called Darwin [KE08].
In the Society of Mind theory [Min86], it is assumed that intelligent behavior results
from the interplay of several independent not intelligent agents. Hence, it is also a typ-
ical and popular example for a connectionist approach. Although the Society of Mind
theory does not describe the technical realization of a cognitive architecture in detail,
it inspired many other approaches and can be found in some of today’s architectures.
In a following book of Minsky [Min06], the relevance of emotions is taken more into
account in the way that they are considered as ‘ways to think’. A first implementation
of this Emotion Machine theory is the cognitive architecture EM-ONE [Sin05], which
is demonstrated by controlling robots in a simulated world environment.
Cognitivist approaches
Classically, cognitive architectures are less related to the realization of autonomous sys-
tems, but rather to the exact modeling and simulation of human performance under
psychological constraints. Three of the most cited cognitive architectures are
• Soar (prev. State, Operator, And Result) [LNR87],
• ACT-R (Adaptive Control of Thought–Rational) [AL98], and
• EPIC (Executive-Process/Interactive Control) [KM97].
All three approaches are implemented as production systems (see Section 2.2.1) and
represent knowledge symbolically. Additionally, ACT-R also contains subsymbolic rep-
resentation. Contrary to EPIC, the architectures Soar and ACT-R provide different
kinds of learning mechanisms and are moreover available as freeware. Furthermore, in
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addition to the originally aimed usage for human performance modeling, ACT-R and
Soar are also applied to control technical systems. As an representative example, Sec-
tion 2.4.2 presents the combination of ACT-R with different kinds of technical systems
and provides more information about its knowledge representation and learning mecha-
nisms.
The cognitive architecture ADAPT (Adaptive Dynamics and Active Percep-
tion for Thought) [BLL04] is based on the Soar architecture and especially designed
to control robots. As denoted by its name, two of its main features are active perception
and adaptive dynamics. ‘Active perception’ means that the system’s perception depends
on the current goal and context. On the other side, the feature ‘adaptive dynamics’ gen-
erates complex behaviors from one or several simple behaviors. The architecture is
implemented and tested on a Pioneer 2 mobile robot platform.
Another classical cognitivist approach is the architecture ICARUS [LC04, LC06].
The approach focuses on perception and action and is intended to be implemented on
physical agent [LCR09] as long-term goal. It contains two kinds of knowledge divided
into concepts for perception and skills for action. Furthermore, long-term and short-
term memories are implemented for both kinds of knowledge. The long-term memory
has a clear hierarchical structure and is related to the short-term memory containing
special knowledge related to certain structures in the long-term memory.
Prodigy is a modular and engineering-oriented architecture developed originally for
problem-solving and planning [CEG+90]. The knowledge is represented as a set of ‘oper-
ators’ which are related to physical actions and are described by conditions and effects.
These operators build the problem space used to generate plans from initial to desired
states. Furthermore, Prodigy provides several kinds of learning mechanisms [VCP+95].
The architecture is also implemented within a framework on a mobile robot [HV96].
The CogAff (Cognition and Affect) scheme [Slo01] describes a theoretical ap-
proach for various kinds of intelligent systems and is not focused on human intelligence
in particular (a related scheme specified to humans is termed HCogAff). As known from
other approaches, a framework with three different kinds of processing levels is assumed,
however, a certain kind of representation is not specified and related computational sim-
ulation systems are not existing yet.
Within the Psi theory [Do¨r01], the behavior of a cognitive agent is influenced by
drives, emotions, and motivations. The theory is implemented to control a software
agent in a simulation environment [DSD01]. Here, the steam engine ‘Psi’ exists on a lost
island and learns how to interact with objects and how to satisfy its drives. Another
implementation of the Psi theory is microPsi [Bac09] which is also used as a robot con-
trol architecture [BBV06]. As an example, microPsi is implemented on a mobile robot
which is based on a Mac Mini [Bac05].
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Hybrid approaches
Besides the described emergent and cognivist approaches, also some hybrid architec-
tures can be found in the literature. Accordingly, hybrid systems as Cerebus, LiCAI,
Polyscheme, CLARION, LIDA, and an architecture for humanoid robots are briefly de-
scribed in the following.
The Cerebus project [Hor01] combines parallel and distributed computations as
known from behavior-based robotics with an approach for symbolic representation and
inference. As a main difference to classical approaches, the proposed architecture does
not contain one central unit for representation and inference. Instead of that, several dif-
ferent representations as a semantic network and an inference network are implemented.
Hence, one certain object or concept can be described in different ways. The architec-
ture is demonstrated with a mobile robot and communicates with humans over spoken
language. However, the implementation of learning mechanisms has not been presented
so far.
The model LiCAI (Linked model of Comprehension-based Action planning
and Instruction taking) [KP97a] simulates the interaction between a human opera-
tor and an interface. In the first of two phases of execution, connectionist networks of
alternative meanings of sentences or alternative actions are generated. Then, a selec-
tion process follows, which allows to simulate how tasks are performed by exploration.
Extensions of LiCAI are LiCAI+ [KP97b] incorporating learning mechanisms andCoL-
iDeS [KBP00] simulating navigation on the World Wide Web.
The Polyscheme framework [Cas02, CBB+10] is used to create an equally named
cognitive architecture containing several modules (denoted as ‘specialists’) which are
based on different kinds of representation and inference methods. It uses a ‘focus of
attention’ approach to execute hybrids of algorithms. In the main control cycle, a ‘fo-
cus manager’ selects a certain proposition (relation which can be true or false) to be
focused. All specialists take this proposition and give their opinion on its truth. Then,
the specialists reason again about the proposition’s truth by taking the results of the
other specialists into account. The final result of each specialist is then provided to
the focus manager which selects the new proposition. The approach is implemented
to different kinds of systems as a mobile robot [CTBS04] or a heterogeneous database
retrieval system [Cas03].
The hybrid cognitive architecture CLARION (Connectionist Learning with Ad-
aptive Rule Induction ON-line) [SZ06] consists of an ‘action-centered subsystem’,
a ‘non-action-centered subsystem’, a ‘motivational subsystem’, and a ‘meta-cognition
subsystem’. The action-centered as well as the non-action-centered subsystem represent
procedural knowledge implicit on a bottom level and declarative knowledge explicit on
a top level. In the case of the action-centered subsystem, symbolic rules are stored on
the top level and neural networks are stored on the bottom level. The action-centered
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subsystem controls the non-action-centered subsystem representing general knowledge
about the world as chunks and associative rules on the top level and associative memory
networks on the bottom level. However, the architecture can also perform without any
initial knowledge. Therefore several bottom-up and top-down learning mechanisms are
used. As an example for bottom-up learning, implicit knowledge on the bottom level
(e.g., acquired by reinforcement learning) can be used to extract explicit rules stored
on the top level (see [SMP01]). In order to reason about the knowledge, also several
mechanisms as similarity-based and rule-based reasoning are applied. Finally, the mo-
tivational subsystem represents explicit goals and drive states (which may generate the
goals) and the subsystem for meta-cognition regulating goal structures and other cog-
nitive processes (see [Sun07]). CLARION, whose source code is freely available, is used
to solve several different problems. However, the implementation to a technical system
seems not to be focused.
Another hybrid system is the LIDA framework [FP06, RBDF06] extending the pre-
vious IDA [Fra03] system by several learning mechanisms. It contains different kinds
of knowledge representations and is executed in a cognitive cycle. Furthermore, three
different types of learning as ‘perceptual learning’, ‘episodic learning’, and ‘procedural
learning’ are integrated. The architecture is intended to create intelligent (human-like)
performing agents interacting in real or simulated environments. However, experiments
with real technical systems are not presented so far.
In [BMS+05, Bur07], a cognitive architecture for humanoid robots is presented.
It consists of a hierarchical perception system divided into tree modules for low-level
(fast interpretation, no memory access), mid-level (further recognition with memory ac-
cess), and high-level (multimodal fusion, situation recognition, etc.) perception. On the
opposite side, actions are planned, coordinated, and executed by a three-level hierarchi-
cal task handling system. In order to plan a sequence of actions, a global knowledge base
acting as long-term memory is used. The knowledge base contains different kinds of rep-
resentations which are partially related to the considered application. The scheduling of
tasks and resource management is realized by an ‘execution supervisor’. All three level
of the task-handling and perception system are connected with so-called ‘active models’
acting as working memory of the system. The communication with humans is realized by
a ‘dialogue manager’ serving as intermediate component between task planning and per-
ception. As learning mechanism, tasks, flows of actions, and additional information as all
occurring states etc. are simply stored. The cognitive architecture is developed for the
humanoid robot ARMAR III and its functionalities are illustrated by a scenario where
a robot arm interacts with a human mentor in order to learn and perform a puzzle game.
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2.3.3. Critique
In [LLR08], an overview of open issues regarding cognitive architectures is given. It is
distinguished between new or improved capabilities that are required and the structures
and processes supporting these capabilities:
• Regarding new capabilities for cognitive architectures, it is written that more
research on capabilities of categorization and understanding is necessary. Further-
more, cognitive architectures should also contain the representation of episodic
knowledge which is not considered sufficiently. Moreover, a variety of representa-
tional schemes should be supported instead of only logic-based formalisms. The
processing of natural language is rarely used for communication tasks and also
emotions and their connections to other cognitive processes should be investigated.
• Although a lot of architectures are used to control technical systems as mobile
robots etc., the physical embodiment and its influence to mental processes is not
considered sufficiently. In this context, also the management of resources to selec-
tively focus on the agent’s perceptual attention, effectors, and current tasks has to
be implemented. Finally, it is pointed out that the reuse of functional capacities
as well as the reuse of knowledge plays an important role in engineering.
• Improvements regarding cognitive architecture’s structures and processes,
alternative representational frameworks instead of the often used production sys-
tems should be considered. Furthermore, the utilization of knowledge should be
more dynamically and related on the current situation. Last but not least, learn-
ing should also be focused. Although a lot of different approaches were presented
and some problems are already solved, the realization of a real autonomous system
which can be compared to a human is not solved yet.
2.4. Existing technical applications and demonstrators
In addition to the cognitive architectures presented above, several selected examples for
successful implementations to technical demonstrators are described more detailed in
the following. As important criteria in the context of this thesis, systems are selected
that
• interact with real environments,
• behave upon a certain approach, like a cognitive architecture, and
• should represent and acquire knowledge from interaction.
According to these criteria, three different systems are selected. Although other systems
as those described in the previous section might also match to the given criteria, the
following detailed description should be limited to only a few representative examples.
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Furthermore, the first implementation of a cognitive architecture based on Situation-
Operator-Modeling (SOM) is presented. Since the results and ideas of this work in-
fluenced the process of this thesis in particular, the previous concepts of SOM-related
knowledge representation and learning mechanisms are described in detail.
2.4.1. Humanoid robot ISAC
The humanoid robot ISAC (Intelligent SoftArm Control) [KPB+04] is a research
platform for service robotics and Human-Robot-Communication (see Fig. 2.9). It con-
sists of two 6-degree-of-freedom robot arms, which are actuated by pneumatic mus-
cles. Each robot arm is connected to an anthropomorphic manipulator with four touch-
sensitive fingers and a force-torque sensor at the wrists. Furthermore, two controllable
color cameras for visual sensing are mounted on the top of the robot.
In order to control ISAC, a multi-agent software system called Intelligent Machine
Architecture (IMA) [PWK97] is used. It consists of different memory structures as
well as different independent software agents interacting with each other to produce
intelligent behavior. Here, atomic agents and compound agents consisting of several
atomic or compound agents are distinguished. ‘Hardware agents’ accessing the sensors
and actuators of the robot can store sensory data in the short-term memory realized by
a ‘Sensory EgoSphere’ [PHKW01]. The Sensory EgoSphere represents a geodesic dome
surrounding the robot. Hence, currently sensed as well as previous sensed information
Figure 2.9.: Humanoid robot platform ISAC [KPB+04]
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can be related to certain locations at the dome. Furthermore, a long-term memory stores
behaviors and parameters (to execute the behaviors) as procedural knowledge and in-
formation about objects and percepts as semantic knowledge. Based on short-term and
long-term-memory a working memory provides task-related chunks, which are managed
by a neural network. All memories are connected with a ‘self agent’ which is responsible
for cognitive activities as sensor signal monitoring, planning, and cognitive control. It is
moreover connected to a ‘human agent’ monitoring the features of persons and deriving
their intentions.
As learning mechanism, ISAC can be trained to identify simple objects in its envi-
ronment. Furthermore, a method called ‘Verbs and Adverbs’ [JM03] is used to generate
new motions (based on one or several parameters) from a set of example motions. In the
case of ISAC, the behaviors handshake, reach, and wave are trained. In order to acquire
a desired behavior, the artificial neural network in the system’s working memory can
also be learned from interaction with the environment. Here, Reinforcement Learning is
used to train which chunks should be loaded by the working memory to reach a certain
goal [SNW+04, GH06]. Finally in [EFK+08], the training of a robot’s attention by the
usage of ‘affordance relations’ connecting situational features to behaviors is presented.
The described functionalities of the IMA are demonstrated by different scenarios where
ISAC interacts with humans and a table of colored objects. For example, ISAC commu-
nicates with persons by spoken language and can pick and place objects on the table.
Here, the demonstration of the system’s learning mechanisms is focused in particular.
Furthermore, the IMA and parts of it are also implemented to other kinds of systems,
like mobile robots.
2.4.2. ACT-R and technical systems
ACT-R is one of the most popular and widely used cognitive architectures (besides Soar).
In addition to the provided functionalities, this might result from the fact that the soft-
ware is free of charge and pretty well documented. Furthermore, a lot of applications
exist, where ACT-R is used to model (human-like) agents interacting with humans in
virtual or real environments.
The cognitive architecture ACT-R is implemented as a production system and
provides two different kinds of knowledge representations, declarative and procedural
knowledge. The declarative knowledge is represented by chunks consisting of a unique
name and attributes (so-called slots). Each attribute has a value that can be a chunk
again. Here, the value of the special slot isa (obligatory for every chunk) defines a
chunk’s type. Chunks are used and changed by the procedural knowledge which is
represented by production rules consisting of a condition and an action part. The ar-
chitecture consists of several modules, which are related to certain parts of the human
brain. The long-term memory of the architecture contains the productions and is con-
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nected to different buffers storing in every case at most one chunk. Each of the buffers,
which build the working memory of the system as a whole, is connected to a certain
module with different characteristics. Some of these modules are the visual module
for visual input, the manual module executing actions, the intentional module creating
imaginations, and the declarative module storing facts. If a model (consisting at least
of some chunks and productions) is executed, a main cycle of matching, selection, and
execution is performed. Accordingly, at first it is checked which productions have a
condition part matching to the current state of the buffers. Then, a conflict resolution is
used to select one production which is executed afterwards. This can change the buffers
(e.g., changing the contained chunks or requesting new chunks from the corresponding
modules etc.) and a new cycle is started.
The architecture provides also several mechanisms in order to learn chunks and pro-
ductions. Basically, chunks are stored in the declarative memory if they are deleted
from the buffers (after the action of production was executed). If this occurs several times
for the same chunk, the chunk’s activation can be enhanced, as a subsymbolic compo-
nent of the architecture. Furthermore, also utilities of productions can be changed by
rewards resulting if a desired or non-desired state of the model is reached (reinforcement
learning). Finally, new productions can be created by combining the condition and ac-
tion parts of two productions if the action of the first production leads directly to the
conditions of a second production (production compilation).
ACT-R is utilized in many applications for different purposes. In [FKHB06], it is part
of an interaction infrastructure. The developed system provides a software framework
for teams of robots and humans. Here, ACT-R is used as a spacial reasoning agent. The
teams can contain several robots as NASA’s humanoid robot Robonaut (see Fig. 2.10(a))
and several human astronauts. Another application, where ACT-R is also implemented
to Robonaut, is presented in [SPS+04]. Furthermore, other robot platforms (see [BL06])
are used for implementation as the Pioneer series of MobileRobots, Ing. Here, also the
modeling of synthetic agents interacting with real human operators in a virtual environ-
(a) NASA’s Robonaut [FKHB06] (b) UAV STE [GBG+05]
Figure 2.10.: Technical examples using ACT-R
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ment is described. This kind of application is also typical in the aviation context. For
example, ACT-R is used in [BMH+09] to model a synthetic team mate acting as the
pilot of a UAV within a Synthetic Task Environment (STE) (see Fig. 2.10(b)).
Besides the selected examples, ACT-R is also used in several other systems. However,
it can be observed that it is often used as a component of other software. Here, it is
used to model, reason, and learn a certain part of the system’s environment.
2.4.3. Ripley the robot
The demonstrator Ripley is a robot arm with 7 degrees of freedom, force feedback
actuators, and a gripper (see Fig. 2.11). The attached sensors are force-sensitive touch-
sensors in the gripper, joint angle encoders, and a camera. The system interacts with a
table with colored objects and a human for conversational interaction. Based on com-
mands or questions of the human, the robot answers with spoken language or performs
actions as ‘turning to a certain direction’ or ‘gripping a certain object’.
The control of the robot is based on a modular architecture containing a so-called
Grounded Situation Model (GSM). The GSM is used to represent the current situ-
ation of the system. It is structured hierarchically and it is updated by the architecture.
On the top level the situation contains ‘agents’ and ‘agent relations’. Each agent is fur-
ther detailed by ‘physical objects’ and ‘object relations’. Besides the physical objects,
agents can also be described by ‘mental constructs’ connected to the physical world by
an interface. The objects consist of several ‘properties’, e.g., a ball on the table is rep-
resented by the properties position, shape, etc. The properties again are described by
3 different layers for 1) stochastic, 2) continuous, and 3) categorical representation. As
Figure 2.11.: Ripley the robot [Mav07]
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a fourth layer, the interaction with the sensing and acting modules of the surrounding
architecture is considered. Further information about the GSM and the modular archi-
tecture can be found in [Mav07] and [MR06] respectively.
Learning is realized by the storage of so-called events. An event occurs if a certain
parameter, e.g., the speed of an object, changes. In order to represent these changes,
the current and previous states of the GSM are stored as moments and combined to an
event. By storing lists of events, the system is able to remember previous states and
answer questions related to the past.
Experiments show that the system interacts with a human through natural language,
which is considered as the main problem to be solved. As demonstrating example sce-
nario, the ‘token test for children’ [Di’78] is used. The test contains several steps and
is originally used to help children with conversational problems. Here, the successful
handling of the first two steps is shown. Furthermore, experiments show qualitatively
that the system performs well. Although it is described that the GSM can also be im-
plemented to other kinds of systems, this is currently not demonstrated. Furthermore,
other learning mechanisms besides the storage of events are not presented.
2.4.4. SOM-based cognitive architecture
The first concept of an architecture for cognitive autonomous systems based on Situation-
Operator-Modeling [So¨f01c] as underlying approach was originally proposed by So¨ff-
ker [So¨f01a, So¨f01b]. Subsequently, in [Ahl07] (see also [AS08]), the implementation to
a real technical system was presented for the first time. The realized modular archi-
tecture (see Fig. 2.12) consists of a module for basic control, which may be an arbitrary
technical system, and a module for cognitive-based control. The sensor measurements
of the technical system to be controlled are filtered by a prefilter module which has to
be configured by the system designer. The resulting ‘prefiltered situation’ containing
a set of ‘characteristics’ describing the current state of the real world is further inter-
preted by an interpretation module. The resulting ‘interpreted situation’ is a subset of
the prefiltered situation with respect to the situation’s characteristics. The cognitive
control is realized by the cognitive functions of learning, testing, exploration, planning,
and plan supervision, which are realized as algorithms using and modifying a knowledge
base. As an example application, the cognitive architecture learns from a mobile robot’s
interaction with the real world. In the scenario, the architecture learns how to gener-
ate successful plans for the execution of pick and place tasks in a laboratory environment.
The knowledge of the system is represented by C++ objects stored in an object-
oriented database. The central data structure termed ‘experience’ is used to store the
initial situation, the name of the executed ‘operator’ (models an action of the system),
and the resulting final situation. Furthermore, different ‘interpretations’ for the initial
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Figure 2.12.: Architecture of the cognitive autonomous system [So¨f01a, Ahl07]
and final situations are also stored. In order to acquire new knowledge, four different
levels of learning are proposed, which include the
1. changing of the ‘transition probability’ of experiences,
2. application of heuristics to generate new interpretations,
3. changing of parameters within the prefilter, and
4. creation of new interpretations by the combination of other interpretations through
genetic algorithms
(see Fig. 2.13). From the proposed four levels, the first two levels are implemented and
tested. By changing the transition probability, it is stored how often a certain experience
was performed successful in the real world. Hence, the system can detect successively
which experiences and contained operators respectively have the highest chance of suc-
cess if the system has the choice of several alternative operators. However, here, unusual
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Figure 2.13.: Different levels of learning [Ahl07]
experiences with a low transition probability are ignored although they might be useful
in certain (infrequent) situations.
The generation of plans (sequence of operators from the current to a given desired
situation) is realized by graph search algorithms as breadth-first-search or depth-first-
search. If no plan can be found due to a lack of suitable experiences in the knowledge
base, heuristics (see [HR83, Sal85]) are applied to generate new experiences. Through
this process, the interpreted initial and final situations of the known experiences are
modified by adding and/or deleting of characteristics.
The proposed architecture implements Situation-Operator-Modeling as meta-model-
ing technique and representational level for the first time and offers a promising basis
for the realization of real autonomous systems. Furthermore, the cognitive control of a
mobile robot in a laboratory environment was presented. Nevertheless, there are several
open issues which have to be considered for technical systems interacting with real
world environments:
• In the proposed approach, an infrequent experience gets a low transition probabili-
ty if its initial situation is changed by other observed experiences with the same
operator more often in another way. Nevertheless, this experience might be useful
in some situations. Hence, since an experience with a low transition probability
is automatically ignored, the system loses action alternatives and flexibility. Fur-
thermore, the ‘blind’ application of heuristics to complex situations may lead to a
relative large number of iterations in order to identify a correct hypothesis, which
moreover does not have to be the optimal one.
• The planning function considers recent experiences in the same way as experiences
which were stored a long time ago. However, for the interaction with dynamical
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environments, this differentiation should be taken into account more stronger.
Furthermore, since the used planning algorithms are only applicable to determine
the shortest path regarding the number of operators, it is not possible to estimate
paths regarding other criteria (e.g., time, energy, safety, etc.), which are essentially
more important for technical applications.
• The usage of only one kind of memory (as the proposed object-oriented database)
might fail for complex systems since with increasing number of stored experiences,
calculation routines for planning and learning takes too much time. Due to the
fact that not all information is necessary in each situation, a further structuring
(e.g., with different levels of abstraction) would be helpful in order to reduce the
complexity.
• Due to the fact that the characteristics of the prestructured situation and the rela-
tions of the interpreted situation are set by the system designer, the system lacks
autonomy. Hence, the automatic adaptation of parameters and recombination of
relations as proposed by the third and fourth levels of learning would be helpful. In
addition to that, also the generation of completely new relations and the automatic
selection of sensor measurements should be possible.
The results of the described work provide a good basis for further investigation. How-
ever, the mentioned improvements can not be realized by simple modifications or new
modules since they have influence to the whole architecture and therefore require also a
conceptual revision.
2.5. Summary and conclusion
In the previous sections, an overview about the field of Cognitive Technical Systems is
given. The sections include definitions of central paradigms and detailed descriptions
of important approaches regarding knowledge representation, reasoning, and learning.
Furthermore, some examples for integrated cognitive architectures combining several
models and mechanisms are described since it is commonly assumed that only such sys-
tems are able to model and simulate the variety of human cognition.
In this regard, several different approaches with own concepts of the system’s structure
exist. Classically, cognitive architectures (especially those that are related to Cognitive
Psychology) propose a few kinds of predominantly explicit representations. However, the
trend goes to systems representing knowledge explicit and implicit by several kinds of
representations (e.g., production rules, neural networks etc.). Nevertheless, some basic
paradigms as the step ladder model or the differentiation among working memory, long-
term memory, and short-term memory can be found in a large number of approaches.
Another trend is that the source code of components which are typically part of cogni-
tive architectures (models, learning methods etc.) as well as the source code of whole
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architectures itself (CLARION etc.) are available for free. Hence, they can be modified,
tested, and easily integrated into other applications.
Classical cognitive architectures are typically intended to model human performance.
However, they are more and more applied to control technical systems (sometimes as
a part of another system). Furthermore, some of the younger cognitive architectures
are basically intended for this kind of application. Typical demonstration examples
are mobile robots, humanoid robots, or software agents. In simulations or real experi-
ments, architectures’ functionalities as the solution of certain problems, the acquisition
of knowledge, or the communication with humans are shown. However, the format of
used memory is often aligned to a certain application and the system borders are typi-
cally well defined.
It can be concluded that all presented approaches might be useful to solve some
important problems and reach some research goals. This could be the communication
by spoken language with humans, the exact modeling of human behavior, or the learning
of how to interact with a certain environment. However, in order to develop a general
purpose system, which can enable different technical systems to interact autonomously
with their environment, research should be more related to
• fundamental methodical approaches for the unified formalization of real world’s
structure and dynamics,
• application-independent implementation to arbitrary kinds of technical systems,
and
• realization of real autonomy by flexible representations of knowledge and learning
mechanisms.
Although some of today’s systems solve some aspects such as embodiment and learning
very well, a lot of approaches neither consider them nor realize them in a flexible man-
ner. In summary, no system or concept exists which can fulfill all the mentioned issues
sufficiently.
Although architectures or parts of it are partially recycled, each approach proposes
different models, functions, and system structures. However, the development of new
candidates of such systems require a lot of work and time. In contrast to that, ap-
proaches with variable structures and the ability to add and modify new models and
functions more easily are a promising alternative. Consequently, to handle the arising
complexity and to simplify the communication between system designers, specialized
meta-modeling approaches are necessary. Such approaches should be able to formal-
ize the interaction between cognitive systems and real world environments as well as the
representation of that by corresponding mental structures in a unified manner.
The development of many architectures is neither intended to control technical
systems nor driven by experiments in real world environments. In this respect, the
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question arises whether a model of human performance can be transferred one by one
to a technical system whose interaction is based on totally different requirements re-
garding hardware and information processing in general. Furthermore, in the case of
architectures that are developed in order to control a certain technical system, the used
representations and functions are often specified to the related hardware and applica-
tion respectively. Although this can lead to successful results, the learning of unexpected
facts and relations is avoided.
Although many systems provide learning mechanisms, it seems to be sometimes
not intended from the very beginning. However, learning is a fundamental characteristic
of cognitive systems, influences their structure, and can not be simply added. Hence,
this might be the reason why some systems only provide simple learning mechanisms
as the storage of events or experiences respectively. However, for the realization of real
autonomy, it is moreover necessary that all cognitive functions and used models are in-
fluenced by learning. Especially, learning regarding a system’s recognition and attention
capabilities is often missing.
This thesis describes an approach considering (in contrast to other approaches) all
mentioned demands for representation, learning, and embodiment, in order to realize
Cognitive Technical Systems. Here, Situation-Operator-Modeling is applied as method-
ical background to realize a framework consisting of several models and mechanisms,
which can be used to realize an integrated cognitive architecture based on a unified
formalization of the real world. The approach is related to arbitrary technical systems
enabling the portability of knowledge and functionalities. The development is driven by
experiments with a mobile robot, whereas human cognition serves as inspiration for the
realization of a flexible and adaptive system behavior. The internal representation is
hierarchized in two dimensions and realizes the situational and task-relevant reduction
of complexity. Furthermore, knowledge can be illustrated clearly and is therefore acces-




3. Modeling of human interaction
In this thesis, the Situation-Operator-Modeling approach [So¨f01c] is applied to formalize
the interaction of agents (humans, robots, etc.) with other agents or objects. In order to
develop an executable model which can be used for simulation and analysis, high-level
Petri Nets (HPNs) are used for implementation.
The SOM-based analysis of Human-Machine-Interaction is visualized in Fig. 3.1. As
the first step, the interaction between a human operator and a technical system is qual-
itatively described by the SOM approach. Here, the perceived scenes are modeled as
situations and the performed actions are modeled as operators. Furthermore, certain
behavior patterns as typical human errors can be defined [So¨f01c, So¨f04b]. In order to
simulate and to analyze this interaction, the resulting SOM-based model can be described
by patterns of high-level Petri Nets which can be implemented by special software tools.
Besides graphical modeling and different kinds of simulation functions, some of these




























Figure 3.1.: From modeling to analysis of Human-Machine-Interaction
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state transitions of the Petri Net. Since the complete or relevant parts of a Petri Net’s
dynamic can be represented by the state space, it can be used to analyze the considered
Human-Machine-System. Therefore, search algorithms or query functions can be used,
e.g., to detect defined human errors (see [GOS09, GOS08]), etc.
Due to the fact that Situation-Operator-Modeling, the implementation with high-level
Petri Nets, and the state-space-based analysis build the technical core of the proposed
new approach, the relevant parts of each step are detailed in the following sections. In
Section 3.1, methodical basics of Situation-Operator-Modeling, the SOM-based formal-
ization of a typical human error behavior, some details about the hierarchy in SOM-based
models, and a technique for the computer-aided visualization of SOM-based models are
described. After that, Section 3.2 illustrates the implementation and simulation with
high-level Petri Nets. Therefore, the similarities between SOM and HPN as well as the
two example patterns for SOM-based Petri Nets are presented. In Section 3.3, state
spaces of HPN models, their automatic generation, and their analysis are described.
Finally, the automated detection of the human error ‘rigidity’ is illustrated in order to
give an example for the presented approach.
3.1. Situation-Operator-Modeling (SOM)
Situation-Operator-Modeling (see [So¨f01c, So¨f08]) can be applied in order to model Hu-
man-Machine-Interaction. In the following paragraph, the structure of a SOM-based
model and the functions of its elements are described briefly. Afterwards, Section 3.1.1
describes the formalization of human errors as examples for certain behavior patterns.
Finally, the hierarchy within a SOM-based model as it is used in this thesis is detailed
in Section 3.1.2 and Section 3.1.3.
Within the SOM approach the processes in the real world are considered as sequences
of scenes and actions, which are modeled as situations (time-fixed description of the
considered system or problem) and operators (changes within the considered system)
respectively (see Fig. 3.2). A situation si consists of relations ri and characteristics ci
with the parameters pi (values of the characteristics). In technical systems, the charac-
teristics can be physical quantities measured by the sensors. The relations represent an
internal structure of the situation by linking the characteristics to each other through
arbitrary functions. The operators oi have the same quality as the relations of the sit-
uation. An operator transfers a situation to another (oi : sx → sy). Depending on the
operator’s function F, the characteristics, the characteristic’s parameters, or the rela-
tions can be changed. The condition, whether an operator can be applied, is described
by the operator’s assumptions. An operator on a higher hierarchical level can be built
by the combination of several operators termed as meta operator (oi→n : si → sn).
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Figure 3.2.: SOM-related notation and graphical representation
Although Situation-Operator-Modeling is related to logic-based approaches as the
classical situation calculus [McC63], which assumes also discrete changes of the real
world, it is more than a certain kind of knowledge representation. Besides the pure rep-
resentation of knowledge, SOM can also be used as meta modeling approach in order to
structure the complexity of human interaction and mental representations of cognitive
systems as well.
The SOM approach includes also a graphical representation, in which situations are
illustrated by gray ellipses with black dots denoting characteristics and white circles
denoting relations (see Fig. 3.2). Such as the relations (or passive operators), also the
active operators are represented by white circles. As shown in the figure, certain parts of
the complete model as the outer connections of situations and operators or the situations’
internal structure can be also represented as graphs if they are considered separately.
3.1.1. Formalization of human errors
The SOM approach can also be used to formalize human errors [So¨f01c, So¨f04b]. Ac-
cording to Do¨rner [Do¨r97], human errors are classified with respect to the interactions
of humans in complex dynamical systems. Coming from psychology, word models are
typically used to describe and to distinguish different human errors, which are divided
into four main clusters: goal elaboration, decision processing, control of the actions,
and errors due to internal cognitive organization problems. The term ‘human error’ is
used in psychology (e.g., [Do¨r97]). In general, the term ‘error’ describes differences to
a defined desired behavior etc. In this regard, ‘human error’ is also used to describe
behaviors which are not optimal (regarding a certain quantity) and which lead to un-
desirable situations respectively. Nevertheless, these kinds of behaviors could also be
useful strategies in certain situations.
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As an example, the human error ‘rigidity’ is described and visualized with SOM no-
tation in Fig. 3.3 (see also [So¨f04b]). The situations (si) including the characteristics
(ai, bi) and relations (ri) are represented by gray ellipses and the operators (oi) are
represented by white circles. In the situation trajectory depicted in the lower part of
the figure, the desired situation s2 is not reached as planned in the upper part, due to
external effects and disturbances. Instead, a different and unexpected situation s2a is
resulting. Hence, o2 will not lead to the desired goal due to the changed situation s2a.
The human error rigidity includes that the known and previously planned operator o2 is
nevertheless realized inconsiderately by the human operator, although the assumptions
for its application are no longer fulfilled.
Besides the classification according to Do¨rner, human errors are also classified and
informally described in [Rea90], [Hac05], and [RR83]. In each classification, different as-
pects of human behavior are focuesed, but some of the error descriptions from different
classifications are nevertheless very similar to each other (although termed differently
in some cases). For example, in the classifcation according to Reason, also ‘slips’
and ‘lapses’ are considered besides rule-based and knowledge-based mistakes. Slips and
lapses are errors related to the skill-based level of human behavior and not considered
by the classification of Do¨rner.
Independently whether the description of a certain behavior is considered as erroneous
or desired, these word models may be formalized by Situation-Operator-Modeling and
detected automatically based on a state space analysis (as shown by the example above).
















Figure 3.3.: SOM-based formalization of the human error rigidity [So¨f04b]
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In [Has08], e.g., the formalization and state-space-based detection of the human errors
methodism, thematic vagabonding, slips, and lapses are presented.
3.1.2. Hierarchical relations among situations
SOM situations are characterized by an internal structure and they can be considered as
hybrid and open vectors of characteristics. This means that the characteristics can have
different datatypes and that the number of characteristics related to a situation does not
have to be fixed, which is a key feature regarding learning [So¨f01c]. Furthermore, the
types and number of relations can also vary. The situation plays a central role for the
information processing in this thesis. Hence, it is necessary to define when two situations
are equal or if not, in which way they are related to each other. Through the hybrid and
open character of situations, the equality of situations and their hierarchical relations
can be defined in different ways. However, in the context of this thesis, it is sufficient
to describe those aspects from the characteristics point of view. Thus, the equality of
situations and two different relations among situations are defined as follows.
A situation is related to a certain set of characteristics. Each characteristic is defined
by a unique name (or identifier) and a variable parameter (or value) that is related to
a certain datatype. Furthermore, one characteristic can be contained in different situ-
ations, however, not several times in one situation. Accordingly, it is defined that two
situations are equal if they consist of the same set of characteristics and if all same
characteristics have the same parameters.
If two situations have different characteristics or different amounts of characteristic,
they can not be compared in the described manner. Nevertheless, two situations that
do not fulfill the defined condition of equality, can represent one and the same scene
anyway. Due to the fact that these relations play an important role in the next chapter
of this thesis, two different relations of situations describing one and the same scene are
defined and visualized in Fig. 3.4. In both cases, the left situation is more special and
the right situation is more general. Hence, the following definitions describe hierarchical
relations.
The first hierarchical relation is illustrated in Fig. 3.4(a). The set of characteristics of
the right situation is a subset of the set of characteristics of the left situation. Hence,
the corresponding scene is described by the right situation more generally than by the
left situation. If such a hierarchical relation exists, the more general situation is denoted
as ‘subsituation’ of the more special one (see Def. 3.1).
Definition 3.1: Subsituation
If a situation sa contains the same but less characteristics than a situation
sb, the situation sa is termed a ‘subsituation’ s
sub
b of the situation sb.
The second hierarchical relation is shown in Fig. 3.4(b). Here, the left situation
is illustrated with its internal structure in a combined view. The parameter of the
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third characteristic depends on the parameter of the first and second characteristic and
describes therefore the same information in another or more abstract manner. If the
characteristics are divided into different situations (as shown in the figure), also a special
and a more general view to the same scene arises. According to Fig. 3.4(b), the middle
and right situations are subsituations from the left situation and the right situation is a
‘derived situation’ from the middle situation (see Def. 3.2).
Definition 3.2: Derived situation
If the parameters of a situation sa’s characteristics depend on the parameters
of situation sb’s characteristics, the situation sa is termed ‘derived situation’
s′b of the situation sb.
Due to the given definitions, situations can also be compared if they are linked in a
hierarchical manner. If a situation has to be compared to a subsituation, it has to be
simply checked if the parameters of the subsituation’s characteristics are equal to the
parameters of the corresponding characteristics in the situation. If a situation has to
be compared to a derived situation, the corresponding relations have to be applied to
the situation in order to estimate whether the resulting characteristics have the same
parameters as the characteristics of the derived situation.
3.1.3. Action spaces
According to the SOM approach, the possible interaction of an agent (human, robot,
etc.) can be illustrated by a net of scenes and actions or from a modeling point of view
























Figure 3.4.: Hierarchical relations between situations
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functions and assumptions of operators. The net is related to a certain initial situation
and can contain the same operator several times. In order to generate such a net, all
possible operators have to be applied to an initial situation. Then, new situations result,
which have to be changed again by the operators and so forth. Due to the fact that the
resulting net represents the interaction within the real world, the net is denoted in the
following as ‘action space’ (see Def. 3.3).
Definition 3.3: Action space
The term ‘action space’ denotes a set of situation-action-sequences resulting
from the propagation of alternative actions from a certain initial situation.
If a general model of an agent’s possible operators exists, the general model and the
current situation could be taken to generate an action space. However, this net becomes
very large and complex if an agent can perform a lot of actions and/or if moreover the
action’s of other agents are taken into account. Hence, the complexity of the considered
action space has to be reduced in a suitable manner. Besides the current situation which
is the origin of the action space, also the current task of the agent defined by one or
several goals can be used to neglect irrelevant aspects.
If an action space is generalized, groups of the contained situations are represented by
subsituations (or derived situations). Hence, the subsituations also represent a certain
subset of the previous action space. This subset represents the interaction that is possible
as long as the corresponding subsituation is valid and ends if the subsituation changes.
The connections between the subsituations are meta operators, which are sequences of
the previous action space’s operators. They can be directly derived from the interaction,
which is represented by the meta operator’s initial subsituation. The resulting general
action space is termed as ‘meta action space’ (see Def. 3.4). Of course, the meta action
space can be generalized, too. Then, the resulting action space is termed as meta action
space of 2nd order, which is related to operators which are defined as the system’s basic
operators. All meta operators can be considered as virtual abstractions of the basic
operators.
Definition 3.4: Meta action space
The term ‘meta action space’ denotes a general version of an action space
resulting from the propagation of alternative actions from a certain initial
situation’s subsituation.
In order to take the agent’s tasks into account, the defined subsituations of the meta
action space can be related to the agent’s goals if these goals are defined by subsitua-
tions (see Fig. 3.5). However, the behavior of a complex system can be hierarchized in
different ways. For example, also other characteristics which are not contained in the
goals can be added to the subsituations to abstract regularly occurring action pattern.
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Figure 3.5.: Hierarchization of action spaces
As an example, the usual working day of an arbitrary employee is considered. The
day starts in the morning, when she/he is at home. Then, the employee drives to
her/his office (or workshop etc.) in order to do her/his work. Finally, she/he drives
back home. This action space contains two operators (odriveToWork and odriveHome) and
two situations with the characteristic catHome. In one situation, the parameter of the
characteristic catHome is true and in the other situation the parameter is false. An
action space with a lower degree of abstraction can describe how to come from home to
work. This action space is more complex with several alternatives, depends of course
on the current situation, and ends if the characteristic’s parameter of the subsituation
(here: catHome) changes. Hence, the employee (who is able to perform a broad variety of
different interaction patterns) only considers the situation- and task-relevant actions and
characteristics. If the employee is in vacation, the action space at the top level and all
lower ones can have a totally different structure and a lot of knowledge (not everything)
that is necessary for her/his work does not have to be considered.
3.2. Simulation of SOM
The introduced SOM technique provides a qualitative modeling approach starting from a
symbolic notation to structure and investigate human interaction with technical systems.
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In order to analyze complex systems with many degrees of freedom, computer-based rep-
resentations of SOM-based models have to be built and simulated. The computer-aided
simulation of SOM-based models has formerly been realized in the form of both textual
programming languages [AS08] and high-level Petri Net (HPN) formalisms [Gam06].
3.2.1. Implementation with high-level Petri Nets
High-level Petri Nets combine the advantages of a graphical representation with the ben-
efits of a formal executable model. According to [Bau96], HPNs are defined as a class of
net formalisms, which extends the classical Petri Net formalism originally introduced by
Petri [Pet62] (consisting of places, transitions, arcs, and black, uniform tokens) mainly
in that HPNs allow several different tokens (such as numerical values, data structures,
or complete software objects) at the same time on the same place and often support net
hierarchization.
Between SOM and HPNs certain structural similarities exist. They are both inherently
bipartite formalisms consisting of an active element representing the system function-
ality and a passive element representing the system state. In this respect, a natural
and intuitive correspondence exists between the notion of operators in SOM and tran-
sitions in HPNs. The meanings of the term situation in SOM and the term place (in
combination with one or several tokens) in HPNs are also closely related. Additionally,
some Petri Net software are provided with a well developed repertoire of basic graph
theoretic analysis techniques (e.g., [JCK06]). These techniques are useful to prove indi-
vidual properties on SOM-based models and they allow analyzing interaction described
by SOM-based approaches.
Nevertheless, the SOM approach goes further than the presented method using Petri
Net patters. This becomes apparent if the modeling of open systems is considered. In
such cases, the learning of the model or parts of it should be possible. However, for
complex systems (as Human-Machine-Systems) the simple adaption of parameters (or
add some markings on a place) is usually not enough. In fact, the model sometimes has
to be restructured, to map the new dynamics of the considered system adequately. A
further discussion of this issue can be found in the next chapter.
3.2.2. Example for a SOM-based Petri Net
Two different basic net patterns are briefly presented in this section, which define a
correspondence between the elements situation, operator, characteristic, relation, and
assumption of a SOM-based model and the terms place, transition, arc, and token of
a HPN model. In these patterns, relations ri and operators oi are assumed to be time
invariant. Thus, similar patterns can be realized with most discrete HPN formalisms,
including Coloured Petri Nets [Jen97, JKW07] and Reference Nets [Kum02]. Both for-
malisms were formerly used to model systems as the ones focused in this thesis. Espe-
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(b) Net pattern with variable operator function
Figure 3.6.: SOM-based net patterns
cially, Coloured Petri Nets are frequently applied to model Human-Machine-Interaction
and Cognitive Systems (e.g., see [Wer06, MOW08]). In contrast to that, Reference Nets
are more often applied to model Multi-Agent-Systems (e.g., see [vLMV+03]).
In the first pattern, the situation si is represented by a place containing a single token.
The token is a data structure potentially consisting of different data types, representing
the characteristics Ci of the situation si. The function of the operator is represented
by fixed code of the transition (fixed operator function) with the initial situation sinit
as input and the final situation sfinal as output. The assumptions IAi and EAi for the
execution of a certain operator oi are validated by the guard function and the actual
bindings of the transition. The resulting HPN structure is shown in Fig. 3.6(a).
In the second pattern, the situation si is also represented by a place, containing a
single token with the characteristics of the situation si. However, in contrast to the
first pattern, here, a transition represents a group of operators with similar structure
and function, while the exact quantitative effects of the individual operator are spec-
ified in an operator token ot (variable operator function). The operator token has a
format (i,m, b, p) consisting of constraints (specifying assumptions EAi and IAi when
the operator can be used) and instructions (parameters for modifying the characteris-
tics). Through handling of the basic operators as dynamic tokens, learning of operator
effects can be realized within certain narrow bounds as long as the basic structure of the
operator oi is known beforehand. The resulting structure for this net pattern is shown
in Fig. 3.6(b).
Besides the described kind of patterns with time invariant relations and operators, also
patterns with continuous parts are possible if this is provided by the used simulator. For
example, the software Renew [KWD08] allows the parallel execution of the Petri Net and
Java threads simulating continuous processes. More details about these kind of patterns
and the simulation of SOM in general can be found in [Gam06].
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3.3. State space analysis
State spaces of HPN models can be represented as discrete, directed graphs (digraphs).
The nodes of the graph represent different states (markings), which the model may
obtain, starting from a certain initial state. The arcs of the graph represent possible
transitions between these states. Adopting an appropriate implementation technique
and net patterns to model SOM in HPN software as presented in [Gam06], the states
are interpreted as SOM situations, while the state transitions are associated with SOM
operators. Depending on the properties of the model and available computational re-
sources, the resulting state spaces may be complete (representing all reachable states)
or only partial (representing a subset of all reachable states, e.g., within a certain search
depth with regard to the initial condition). Accordingly, it becomes possible to automat-
ically determine a (partial or complete) set of reachable SOM situations and calculate
possible SOM-operator-sequences between these situations.
State spaces can be generated automatically in some software tools providing more-
over a large repertory of query functions which can be used, e.g., to determine states
with certain properties or a shortest sequence of firing transitions between two states.
However, if the automatic generation of a state space is not provided by the software
tool to be used, the state space can also be generated by the model itself. Therefore,
the effects of all modeled operators related to an initial situation have to be calculated.
Then, the same calculation has to be done with the new situations resulting from the
previous calculation. This procedure can be repeated until a certain number of situa-
tions is calculated or until no new situation results from the calculation. The result of
a single calculation can be stored in an object with a certain data structure containing
the initial situation, the operator, and the final situation. Finally, the state space corre-
sponds to the set of generated objects and it can be analyzed by graph search algorithms.
Applying the calculated space of reachable situations is a helpful approach for the
analysis of Human-Machine-Interaction. As an example, the detection of human errors
can be investigated since the approach allows to relate the observed actions of the hu-
man operator to the (known) set of reachable situations and executable operators of
the system. On the basis of the state space, it becomes possible to formally determine
desirable (goal) and non-desirable (unsafe) states/situations which can be reached by
the HMS and then check if the human operator’s actions tend to achieve (come closer
to) a certain goal situation. It is also possible to observe if an action sequence serves to
pursue one single goal consistently or iterates/jumps between various competing goals
etc.
According to Def. 3.3, the calculated space of situations and operators can be denoted
as action space. However, it has to be guaranteed that the Petri Net exclusively rep-
resents the interaction and does not contain further administrative parts, which could
be activated during simulation. Furthermore, if the model is established based on the
described patterns in Section 3.2, only one degree of abstraction can be considered. How-
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ever, as argued in Section 3.1.3, the complexity of many real world systems can only be
managed if the interaction can be described by several situation- and task-related action
spaces with different degrees of abstraction. Hence, it is difficult to model the whole
interaction of a complex system in one Petri Net, especially if new abstraction levels
have to be generated during runtime. A solution of this problem is the usage of several
Petri Nets (or action models), which is detailed in the next chapter.
3.4. Example: Automated detection of human errors
This section finally illustrates the application of the whole sequence of modeling, simula-
tion, and analysis to the detection of human errors. Therefore, the interaction between
a gamer and an arcade game is considered. As representative example, the human error
rigidity (see Section 3.1.1) as a certain behavior pattern can be detected by query func-
tions if the performed actions of the gamer are analyzed with respect to the whole state
space of interaction (action space).
The automatic detection of human errors within the interaction of the system can
be realized through formal state space query functions. In order to make the functions
reusable for different kinds of Human-Machine-Systems, the queries should be built in
a manner that the structure of the error detection is generic and remains independent
of the specific system. Only the concrete meanings of desirable/non-desirable goal sit-
uations in a certain application context are system-specific and have to be exchanged.
The presented approach was already realized and tested successfully for different human
errors by a simulation environment named HMI Analysis Architecture. In Fig. 3.7, the





































Chapter 3: Modeling of human interaction 52
Here, the interaction between a human operator and a (real or simulated) process is
modeled using the SOM approach. This action model is implemented with HPNs. From
the Petri Net describing the interaction of the real world a state space is generated. An
analysis model uses the state space as well as the actions of the real world (modeled as
operators) as inputs to evaluate the behavior of the human. As an example, the interac-
tion with an arcade game between a human operator (gamer) and a computer (arcade
game [Art10]) is chosen. The arcade game enables the design of custom scenarios and
it can be replaced by other simulated or real technical processes. The modeling and
analysis of the interaction is realized by the software CPN Tools.
As described in Section 3.1.1, the human error rigidity describes a human behavior, in
which a human operator adheres rigidly to a previously planned strategy although due
to external effects a change would be necessary and more efficient respectively. Through
the formalization of rigidity with formal query functions, the automated detection is
possible. Therefore, a set of possible final goal situations is calculated using the full
state space. From these situations and the observation of user actions, a set of user
goal situations (those final goal situations to which the user actions are directed) can be
derived. Both, the possible final goal situations and the user goal situations are updated
after every observed action. The detection of rigidity itself is based on two conditions.
The first condition is fulfilled, if a user action is not directed to a final goal situation
and the second condition is fulfilled, if the user action was directed to a previous user
goal situation. This implicates the occurrence of a user independent action, which was
not detected or ignored by the user corresponding to the definition of rigidity.
In the arcade game (see Fig. 3.8), the human operator (or gamer) has to control the
humanly looking agent. It has to pick up at least one emerald and leave the level by
reaching the exit door in the lower right corner. Besides the agent controlled by the hu-
man operator, there are two hostile monster agents. These agents move autonomously
Figure 3.8.: Arcade game (see also [Art10])
52
Chapter 3: Modeling of human interaction 53
and pose a threat to the player’s agent exposing different behaviors. The light-colored
monster (on the right side) moves to one direction. If it reaches an emerald or a wall
it changes the moving direction to the opposite side. The dark-colored monster (in the
middle) moves to one direction, too. However, in the lowest position, it decides weather
it keeps the vertical moving direction or changes to a horizontal moving direction. Fur-
thermore, the dark-colored monster is able to ‘eat’ emeralds.
Before the first action, the human operator observes the behavior of both monsters.
After these monsters have returned to their initial location (Fig. 3.8), the human oper-
ator starts to control the agent to the bottom emerald. The exact sequence of actions
observed in this example is then: agent-left (1), agent-left (2), dark-monster-down (3),
agent- down (4), dark-monster-down (5), agent-down (6), dark-monster-right (7) and

















































































































































































































































































































































Figure 3.9.: State-space-based detection of the human error rigidity
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operator the possible user goals will be determined. Observing the anticlockwise move-
ment of the operator towards the lower emerald the ‘possible user goals’ will initially
include all situations where either the user has collected the lower emerald and leaves
the level through the door directly, or has collected the lower emerald, then the upper
emerald and then exits the level either way. In any case collecting the lower emerald is
the obvious intermediate goal state. However, this intermediate goal is no longer reach-
able after the 7th action (dark-monster-right). Due to the fact that the human operator
further pursues the old action plan/goal by performing the 8th action (agent-down) the
human error ‘rigidity’ is detected (marked through the lightning in Fig. 3.9).
3.5. Concluding remarks
In the previous sections, an approach for the analysis of Human-Machine-Interaction
is presented. This approach is based on a concrete (measured) behavior of a human
operator, a formal description of a certain behavior pattern (as proposed in [So¨f04b]),
and a represention of all action alternatives. The representation of the action alterna-
tives is a state space and the formal description of behaviors is based on word models
from psychologie (in this case according the classification of Do¨rner). Hence, limited
resources or similar cognitive aspects are not explicitly modeled, but derived from the
error description and a certain human behavior to be analyzed.
In the field of Human Factors, human behaviors are often investigated based on cog-
nitive models. As an example, Werther [Wer06] proposes an integrated model of a
Human-Machine-System, which is also based on Coloured Petri Nets. The model can be
applied to detect critical situations and estimate reasons for certain erroneous behaviors.
However, this approach differs basiscally to the approach presented in this thesis since
the modeling is not based on an intermediate level, as provided by Situation-Operator-
Modeling, and it is not inteded to detect typical behavior patterns related to human
errors.
The proposed SOM-based patterns of high-level Petri Nets are also applied in the fol-
lowing chapter in order to realize an integrated model of human cognition. However, this
thesis focuses on the development of a cognitive architecture for the guidance of techni-
cal systems. The cognitive architecture is characterized by several learning mechansims,
which usually do not have to be considered if the performance of a well skilled human
operator is to be modeled. Nevertheless, the cognitive archicture by itself may also be
applied in the future to model and analyze human performance.
54
55
4. SOM-based design of Cognitive Technical
Systems
The modeling and simulation of cognition and the design of Cognitive Technical Systems
is intended by several different approaches (see Section 2.3). These approaches usually
propose a fixed system architecture defining the connection and interaction of different
modules, models, functions, etc. The connections within frameworks or agent-based
systems are more flexible, but they often do not provide a clear structure. In order
to allow the design and handling of complex cognitive models, this thesis assumes that
system constants have to exist in a general manner and should not limit the modeling
capabilities through a specific architecture. Hence, an intermediate level between the
real world and the model world is necessary to map the external interaction and internal
representation of cognitive agents in a formal and unified manner.
The definition of an intermediate level should be realized by an approach which is
not limited regarding a certain kind of implementation and which provides the integra-
tion of new concepts and other approaches. Here, the suitable combination of different
special representations within a meta model would be helpful since only one kind of
representation may not be able to describe the whole variety of human cognition (see
also [Min91]). In this regard, it should be possible to structure the complex relations
between a cognitive system’s action- and perception-based capabilities in an intuitive
and unified manner.
In this thesis, an intermediate level is defined by Situation-Operator-Modeling since
it provides the described requirements. It can be used for knowledge representation
and meta modeling as well. In Fig. 4.1, the basic idea of this thesis is visualized. The
figure is divided into three levels. At the top level, the considered aspects of the real
world are illustrated. These aspects include the interaction of agents as well as the
corresponding mental representation and mechanisms of an involved cognitive system,
which are formalized at the intermediate level by the SOM approach. Finally, the
resulting formal representation can be transferred into computational models as Petri
Nets. The Petri Nets can be simulated (see Section 3.2) or analyzed (see Section 3.3) to
realize Cognitive Technical Systems interacting autonomously with their environment.
The following sections describe the development of a SOM-based framework for the
design of Cognitive Technical Systems. At first, the implementation of situations and
operators are explained in detail. Therefore, high-level Petri Nets and Java classes are
used. Then, the development of models based on the defined implementation and the
functions processing the models are discussed. Due to the fact that learning is the key
55
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Figure 4.1.: Required intermediate level between real world and technical system
feature of cognitive and autonomous systems respectively (see Section2), several kinds
of learning mechanisms for different purposes are presented. Finally, the ILCA archi-
tecture as an example for a cognitive architecture based on the developed framework is
illustrated.
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4.1. Representational level
In order to implement SOM, high-level Petri Nets and Java objects are used (see Sec-
tion 3.2). In the proposed framework, situations and operators are represented by SOM-
based Reference Nets implemented with the high-level Petri Net simulator Renew. Ref-
erence Nets are based on a net-in-net formalism [Val98] which allows Java objects and
whole nets as tokens. Hence, the model is characterized by a hierarchical structure of
different nets. These nets can be simulated independently from each other and com-
municate via so-called ‘synchronous channels’. Furthermore, synchronous channels can
be used to control and communicate with other software. One drawback might be the
fact that Renew does not provide the generation of a state space and related analysis
methods. Thus, these functionalities are realized within the model.
The implementation of SOM-based models and their simulation with Renew works
quite well, but comparable Java objects can be processed by algorithms much faster
than Petri Nets. Hence, the Petri Net’s functionality can be replaced by a corresponding
object-oriented representation if fast calculation is required. Nevertheless, the modeling
with Petri Nets is necessary for the development of the framework since it offers an
intuitively access for the implementation of SOM.
In the following, the implementation of SOM by Reference Nets and Java objects is
explained. The core of the information processing within the proposed framework is the
situation. In this thesis, three different kinds of situations are distinguished, which are
described in the next section. Then, two different strategies for the representation of
the real world’s actions are illustrated. On the one hand, effects which are related to
certain situations are represented by so called ‘experiences’ and on the other hand, the
situation’s structure as well as the general conditions and effects of actions are repre-
sented by nets for passive operators (relations) and active operators. The presented data
constructs are used in the following sections below in order to build particular models
for certain cognitive functions.
4.1.1. Different types of situations
The key element for the whole information processing of the proposed SOM-based frame-
work is the situation. A situation is represented by the class Situation (see Fig. 4.2)
contained in the Petri Net model as token. The characteristics of a situation are repre-
sented by a list of the class Characteristic which consists primarily of the attributes
name and value (see Fig. 4.3). In contrast to [Ahl07], the relations are not attributes of
Situation, but by the implementation they are linked indirectly through a list of char-
acteristics (assumptions of the relation). The assumptions of a relation define whether
a relation belongs to a situation or not (different to previous implementations of SOM).
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Figure 4.3.: Class Characteristic
One of the main differences between SOM and other approaches is the ability for open,
hybrid, and generic modeling of scenes by situations using internal structuring, which
allows to describe a certain time-fixed state of the real world. Hence, it is possible to rep-
resent different hierarchical levels of situations and a dynamic change of the considered
situation’s structures, which correspond to the human capabilities of pattern recognition
and attention. Thus, it is possible to reduce the complexity of the represented real world
to make the system’s input processable and to keep the allocation of resources small.
Therefore, the situation considered by the system should be as small as possible and
should contain characteristics on a preferably high degree of abstraction.
In order to realize the basis for the capabilities of pattern recognition and attention
for technical systems, different groups of characteristics (combined in situations) with
respect to their usage are proposed here. In the following,
• measured characteristics,
• derived characteristics, and
• focused characteristics
are distinguished. The connections between the different types of characteristics and
situations respectively are visualized in Fig. 4.4.
The measured characteristics Cm are closely related to the sensors of a technical
system and they have to be defined by the system designer. They can contain raw sen-
sor data or more abstract information, e.g., from a user defined filter. The definition of
measured characteristics should be well-considered since they define which effects of the
real world are observable by the system.
In contrast to the measured characteristics, the number of derived characteristics
Cd is not fixed. They can be generated by the system itself during runtime as a result
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Figure 4.4.: Connections between the different types of situations
from learning. By the combination and filtering of measured characteristics and other
derived characteristics, they build new virtual characteristics with a high degree of ab-
straction.
The set of focused characteristics Cf or the focused situation respectively is a
variable combination of measured and/or derived characteristics. It can be changed
completely from one situation to another depending on the current parameters of mea-
sured characteristics, derived characteristics, and the next operator(s) to be executed.
Different kinds of situations are also used in [Ahl07] distinguishing prefiltered and in-
terpreted situations. Here, a prefiltered situation contains sensor measurements filtered
by user-defined functions and algorithms respectively. Hence, it is similar to the mea-
sured situation. Interpreted situations are similar to the focused situations. Due to the
different learning strategies proposed in this work, especially the automatic learning of
relations which is not realized in [Ahl07], a level between measured and focused situation
is necessary to keep the structure of the entire model clear and traceable.
4.1.2. Experiences and action spaces
The described situations represent time-fixed parts of the real world. In order to rep-
resent changes of the real world, two situations representing an initial scene and a final
scene are required. The action(s) between these scenes are described by an operator or
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Figure 4.5.: Class Experience
meta operator respectively. If the name of this operator and both situations are known,
these three information can be taken together to describe the effect of a certain action
regarding a certain initial scene.
According to [So¨f01c], the combination of an initial situation sinitial, the name of an
operator noperator, and a final situation sfinal is denoted as ‘experience’. In the proposed
framework, experiences are represented by the class Experience (see Fig. 4.5) contained
in the Petri Net as token. Besides the two situations and the name of the performed
operator, also further information as the required time and energy for execution as well
as an index for safety (or risk) of the related action or situation are connected to the
experience object.
Several objects of the class Experience can be used to represent an action space if
the final situations of some experiences are also initial situations of some others. If the
objects are stored in a database or simple list, search algorithms or query functions can
be used to estimate paths of operators between situations or to draw the action space.
Hence, action spaces are represented by objects of the type ArrayList<Experiences> or a
database object. Both objects are contained in the Petri Net as tokens.
In this thesis the open source object database db4o1 is applied. The software can
be integrated easily into own projects in order to store and to process object-oriented
data structures (see [EHHP06, RV06]). The complete object hierarchy can be stored
persistently and processed by three different query languages.
1http://www.db4o.com/ (retrieved on November 2nd, 2010)
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Figure 4.6.: Structure of an operator net
4.1.3. Passive and active operators
The SOM relations and operators are represented by special nets (operator nets). An
operator net (see Fig. 4.6) gets an initial situation as input and generates a final situ-
ation depending on the operator net’s function and assumptions. Several operator nets
can be connected in a sequence (different to the term meta operator) to calculate the
effects to the initial situation successively. The function and assumptions can be set
during modeling as an initial mental model or during runtime to learn the interaction
with the environment autonomously. Besides the representation as Petri Nets, also an
equivalent representation by operator classes is used since this allows faster computation
for complex systems and does not require a Petri Net simulator.
The assumptions of operator nets can be represented either positively or negatively
by a 2-dimensional array of the class Assumption. Hence, the array consists of related
individual lists of the class Assumption. Each list represents observed or inferred as-
sumptions of the corresponding operator regarding a certain characteristic. A positive
assumption is a condition which has to be fulfilled and a negative assumption is a con-
dition which does not have to be fulfilled. Sometimes a single situation has to be set
as an assumption and sometimes it has to be set as an exception or restriction. If the
assumptions are not fulfilled, the operator net does not change a situation (initial sit-
uation is equal to final situation). The class Assumption (see Fig. 4.7) has the same
quality as the class Characteristic. Furthermore, the class Assumption contains the
three attributes uncertain, occurrenceProb, and lastSuccess. These attributes are
used to represent uncertainty and they are detailed in the following section.
61








Figure 4.7.: Class Assumption
The function of an operator net is implemented by the combination of several ‘func-
tion nets’ changing the parameters of the characteristics. Hence, the whole function
of an operator or the whole structure of a situation respectively is the combination of
the functions of those operator nets with fulfilled assumptions. A function net contains
an arbitrary function which outputs a list of the class Characteristic (characteristic
list) and takes a list of parameters and two characteristic lists as inputs. One of the
two characteristic lists is also used to parameterize the function and the other sets the
characteristics for the output. The parameters of a function net could be simple values
or even complex variables as models interpreting the sensor measurements, representing
the environment, etc.
Operator nets can also be connected in parallel, e.g., two or more operator nets are
related to the same characteristic and have the same function, but partially different
assumptions. In this case, at least one set of assumptions has to be fulfilled. If the
sequence of nets contains two or more operator nets which are related to the same char-
acteristic and which have equivalent assumptions, but different functions, also several
alternative final situations are generated.
Furthermore, the interaction with dynamically changing environments can be repre-
sented with the proposed approach. Therefore, the whole observable dynamics of the
environment is considered as several ‘dynamic elements’ which are independent from
each other and the ego system. In the real world, a dynamic element could be ev-
erything that acts independently from the ego system. The behavior of each dynamic
element is represented by an operator net describing a waiting action of the ego system
(waiting operator) and characteristics which are mainly influenced by the related dy-
namic element.
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4.1.4. Uncertain knowledge and conflicts
In order to reduce the complexity of the real world, humans do not consider all sensed
stimuli, but perceive their environment in an abstract manner. Furthermore, the atten-
tional focus may change according to the current situation and context. However, this
naturally implies that a situation or a problem can also be simplified to much. In psy-
chology, this effect is known as ‘central reduction’ describing a behavior when humans
reduce the dependency of a system to only one or a few central elements [Do¨r97]. Due
to the fact that the proposed representational level assumes situations with different de-
grees of abstraction, a transferable effect can also be described for technical agents. In
this regard, some conditions or effects can simply not be measured if the required sensors
are not available or if the effects take place in an unobservable part of the environment
(e.g., in another room). However, also if certain conditions or effects may be measured,
they can only be taken into account if the corresponding characteristics are also included
in the focused situation, which is considered for further information processing.
If a sequence of operator nets is built of experiences whose focused situations does not
contain all characteristics that are necessary to describe the assumptions of a certain
operator, it may represent the action logic ambiguously. In this case, the system ob-
serves two different effects of a certain action in two apparently equal situations. These
ambiguities again can result in the fact that an action space derived from the operator
net sequences (see Section 4.3.1) may contain paths which are mutually exclusive. Due
to the fact that this uncertain representation offers different alternative paths to be se-
lected by a planning function, the described case is denoted in the following as ‘conflict’
(see Def. 4.1).
Definition 4.1: Conflict
An action space contains a conflict if one and the same operator transfers a
certain initial situation to several different final situations.
In the following, two different types of representations for conflicts are presented. These
representations are used to store further statistical and measured information about the
existing conflicts gathered from interaction. The gathered information can be finally
used to solve the conflicts.
Statistical information about conflicts
A conflict occurs if a sequence of operator nets already contains an operator net which
has the same assumptions, but different functions, as a new operator net to be added.
If this is the case, the corresponding assumptions can be marked as uncertain (attribute
uncertain=true) and their occurrence probability (attribute occurrenceProb) is set to
a value between 0 and 1. The occurrence probability λo describes how often a certain
function connected to a certain set of assumptions was observed by the system related
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Figure 4.8.: Class Conflict
to the entire number of functions connected to the same set of assumptions. A simi-
lar approach is also used in [Ahl07]. Here, a transition probability describes how often
a certain operator was applied successfully to a certain initial situation resulting in a
certain final situation. Besides the occurrence probability λo, also a variable µo is set
(attribute lastSuccess), which describes when a certain assumption/function-pair was
observed the last time instead of the other pairs involved in the same conflict. If a set
of assumptions has a very low value of λo and a very high value of µo, the system can
assume that the related operator net was resulting from an accidental observation which
does not map the real world in general.
Measured information about conflicts
The representation of a conflict is realized by the class Conflict, which is generated if a
conflict is detected the first time. The class Conflict (see Fig. 4.8) stores the performed
operator, the changed characteristic, and a list of situations for each different function
changing the characteristic. Furthermore, the common assumptions and different func-
tions of the conflict cases are also stored as a link between the Conflict and the related
operator nets. Whenever the conflict occurs, the initial situation of the experience is
stored in the corresponding list of situations. Since the focused characteristics are not
sufficient to solve the conflict, the stored situation gets all measured and derived char-
acteristics of the system. If this situation is stored for each of the different functions
(earliest after the second time a certain conflict is detected), the information stored in
the related class can be used to determine the significant difference of the initial situa-
tions, which can be used to distinguish the different cases. Depending on the data types
of the measured characteristics, different data mining methods can be applied to analyze
the data sets stored in the class Conflict. Thus, the focused situation is extended by
measured and/or derived characteristics (see Section 4.3.5).
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4.2. Knowledge and cognitive functions
The proposed framework for Cognitive Technical Systems contains several models and
modules, which are based on the described representational level. The models are used
to store and exchange knowledge and the modules simulate cognitive functions by us-
ing and modifying the models. In order to extend this framework, new modules can
be added easily if the defined representation is used to connect or combine them with
the already existing modules. After the description of the models, the different mod-
ules simulating cognitive functions are explained. The framework consists of models for
planning, perception, as well as goal generation and selection.
4.2.1. Knowledge representation
In the following, the developed models representing knowledge are explained. In contrast
to previous work (see [Ahl07]), here, also the representation of perceptual knowledge
besides the representation of action logic is considered. Furthermore, the hierarchization
of these models is taken into account in order to reduce the complexity by focusing only
the relevant parts of the real world.
Action model and action spaces
The actions of the ego system and the dynamics of its environment are represented in
action models containing operator nets for each action (or sequence of actions as de-
tailed below) of the ego system and each observed action of other independent agents.
The action model can be generalized and specialized and it is a suitable description for
long-term representation of action logic. However, due to the fact that the action model
stores the conditions and effects of all actions, the calculation time for planning increases
with the amount of stored information. Furthermore, the Petri Net representation is not
suitable to derive a goal-directed sequence of actions directly. Hence, the focusing to a
relevant part with a suitable format is also necessary.
In this thesis, action spaces are used to represent selected parts of the system’s long-
term knowledge. In order to generate an action space, the effects of all possible operator
nets based on the current situation are calculated and stored as experiences. Then, the
resulting situations are used as initial situations for the calculation until already explored
situations result or if a certain number of experiences is reached. Hence, the action space
may also change during runtime according to the current situation. This action space
results from the combination of long-term memory (action model) and short-term mem-
ory (current situation) and can be utilized as working memory.
If an action model contains operator nets with uncertainty, also the resulting action
space may be influenced. In such cases, operators are connected multiple times to the
same initial situations and lead to different final situations (see Fig. 4.9). Hence, the
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Figure 4.9.: Action space with alternatives
representation offers several action alternatives although only one actually exists. The
resulting action space’s operators are weighted with the occurrence probability leading
to a representation that corresponds to a Markov chain (see [CN10]). Although the
percentage weighting could be used for planning (see [Ahl07]), here, this stochastic re-
presentation is merely an indicator that the currently available knowledge is too general.
Hierarchical representation of action logic
In order to reduce the complexity of a real world’s representation, a hierarchical struc-
ture is necessary. According to the proposed approach, human interaction can be divided
into several action spaces differing with respect to the characteristics which have to be
considered and the actions which can be performed. Hence, the result of human action-
oriented reasoning is a hierarchical plan. The different steps of the plan are not detailed
from the very beginning. They are detailed and modified dynamically if the human tries
to reach the next sub goal.
A hierarchical representation with different degrees of abstraction can be realized by a
structure of action spaces and meta action spaces with different orders. Here, the oper-
ators of meta action spaces are related to other action spaces or meta action spaces (see
Section 3.1.3). However, in order to utilize the flexibility of this representation, which is
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Figure 4.10.: Relations among action spaces, action models, and meta operators
restructured if the current situation and/or knowledge change, each action space has to
be based on a generalizable action model. Thus, real world’s action logic is represented
by several action models with different degrees of abstraction. Each action model can
be extended and refined by learning and it can be used to generate a context-sensitive
action space with a corresponding degree of abstraction.
In Fig. 4.10, the relations among action spaces, action models, and meta operators
are shown. The action space on the lower part of the figure describes a certain part
of the possible real world’s interaction and depends on the current situation and the
criterion used to abstract the upper action space (e.g., the current goal). The operators
of the lower action space are related to the basic actions of the considered systems and
the lower action space itself represents a whole operator of the meta action space on
the next higher level of abstraction. Furthermore, the operators of this meta action
space may also be represented by meta operators. The assumptions and functions of
each action space’s operators are represented by the corresponding action models on the
right side of the figure.
Meta operators
According to [So¨f01c], a meta operator corresponds to a sequence of connected operators
and is itself an operator on a higher hierarchical level. Its assumptions and function re-
sult from the combination of the connected operators’ assumptions and functions. Thus,
meta operators can be used to model actions on a higher degree of abstraction and de-
scribe strategies or rules to reach certain goal situations.
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Figure 4.11.: Graphical representation of a meta operator
In this thesis, the real world’s action-logic is represented by a hierarchical structure of
action models and meta action models with different degrees of abstraction (see above).
Here, the meta action models describe the general assumptions and functions of certain
meta operators with the same degree of abstraction. If a plan is to be generated, the
meta action model on the highest level is used to generate a meta action space. The
contained operators are represented by a separate action model, which again is used to
generate action spaces with a lower degree of abstraction. However, the generation of
these action spaces stops if the situation resulting from the corresponding operator on
the higher level is reached. The whole procedure repeats until a generated action space
contains basic operators, which can be directly executed by a connected technical system.
However, besides the general representation of meta operators by the meta model’s
operator nets, the special effects of meta operators can be described by a sequence of
experiences containing operators of the next lower level of abstraction (see Fig. 4.11).
Hence, these sequences are rules, which describe how to achieve a certain final situation
from a certain initial situation. The representation within the proposed framework is re-
alized by a class metaOperator (see Fig. 4.12) storing the name of the meta operator and
an array of the class Experience. The name of the meta operators is used to relate the
class metaOperator to the operators of a meta action model. The class metaOperator
is used to store executed sequences of actions which transferred the system to a goal and
subgoal respectively (see also Section 4.3.3).
The representation of meta operators by sequences of experiences can be useful in
different ways. First of all, a plan to be executed can be extracted from existing meta
operators if they contain the current situation and goal. However, this is only applicable
if the situations of the contained experiences consist exclusively of characteristics with
nominal parameters. Independently, from the contained situations, a meta operator can
also be used to support the planning process. If several different paths to the goal are
identified in an action space which is not completely correct (may happen if the operator’s
assumptions were generalized), the meta operator provides the information whether one
of the available sequences of operators in the path were already executed successively
before. Hence, the system can prefer the previously executed path if the exploration of
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Figure 4.12.: Class metaOperator
new (risky, but maybe faster) paths is not favored. Finally, meta operators can also be
applied to speed up the generation of large action spaces. Here, the exploration of those
paths is preferred which are also contained in meta operators leading to the current
goal. If these paths do not exist, each path is considered equally. Hence, the action
space generation alternates between an exploration based on breadth-first-search and
depth-first-search.
Perception model
Some of the human’s most powerful characteristics are the capabilities to recognize per-
ceptual patterns and to switch the focus of attention to relevant aspects. Through these
capabilities, humans consider the perceived world in an abstract manner depending on
the current situation and context and they are able to handle the complexity of the real
world. Hence, the implemented perception model is subdivided into a recognition and
an attention model. The recognition model contains the relations which are used to de-
termine the parameters of the derived characteristics and the attention model contains
rules representing which characteristics have to be focused in which situation.
The recognition model contains operator nets from the same quality as the ones in the
action model. These operator nets represent the relations and are linked to the situations
by their assumptions. Due to the fact that the relations can not be measured directly,
new operator nets can only be added through the designer in advance (human interprets
structure of the situation) or through learning from experiences (application of pattern
recognition methods). The operator nets stored in the recognition model are used during
perception in order to determine the parameters of certain derived characteristics from
the parameters of measured characteristics and/or other derived characteristics.
The attention model is realized by a set of rules describing which measured and/or
derived characteristics are to be contained in the systems focused situation. This may
depend on the next operator to be applied and/or a set of characteristics (e.g., related
to the current goal or to a certain initial situation of the defined operator). Thus, the
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Figure 4.13.: Class Goal
focused situation can be set dynamically during perception and is a context-sensitive
representation of the current scene and its mental mapping respectively. As the recogni-
tion model, also the attention model can be set by the system designer and also refined
automatically from interaction with the environment.
The learning of new relations and new characteristics to be considered is one of the
main contribution presented in this thesis. Thus, the situation’s internal structure can be
adapted to a certain environment automatically in order to realize autonomous systems
performing independently from their initial knowledge. The related learning mechanisms
are detailed in Section 4.3.5.
4.2.2. Goal generation and selection
The behaviors of biological systems as humans and animals are strongly influenced by
natural drives. These drives can be divided into primary drives that exist after birth and
secondary drives which are developed in the first years of a being’s life (e.g., see [Hul52]).
Examples for primary drives are the sex drive or hunger assuring the surviving of an
individual or a whole population. Social acceptance is an example for a secondary drive.
From a black-box point of view, drives increase with time or certain circumstances,
which is inspiration for the generation and selection of goals in the proposed framework.
A goal usually denotes a desired state or situation and the interaction of a considered
system is characterized in order to transfer the system from the current state to the de-
sired one. Furthermore, usually several goals (also those which exclude each other) with
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different subjective priorities exist. In the proposed framework, a goal is represented
by the class Goal (see Fig. 4.13) and contains a list of characteristics such as the class
Situation. Hence, the system has to find a sequence of actions leading to a situation
whose characteristics have the same parameters as the goal’s characteristics.
In contrast to the class Situation, the class Goal has additional attributes which are




• deactivation assumptions, and
• activation time.
The priority is an integer value between one and ten. The lower the value of priority,
the more urgent is the goal. The activation and deactivation assumptions are lists of
situations. If a situation in one of the lists is a subsituation of the current situation,
the current goal is activated and deactivated respectively. Finally, the activation time
simply stores when a goal was activated.
In the framework, goals are either active or inactive and stored in one of two related
lists (see Fig. 4.14). The goal generation module compares the current situation with
the activation and deactivation assumptions of each goal and shifts the goal to the cor-
responding list if required. If a goal is shifted from the list with inactive goals to the list
with active goals, also the activation time is updated. The characteristics of the goals
and the situations for activation and deactivation are defined by the system designer.
However, goals could also be learned from interaction by generating new goals and stor-
ing them in one of the two lists.
In order to select a goal from several ones, a goal selection module is used. This
module compares the priorities of the goals in the active list and selects the goal with
the highest priority. If two goals have the same priority, the activation time can be used
to select the goal which was activated firstly. Alternatively, the goal selection module
could also take the current action space into account in order to check which goal can
be achieved faster. Furthermore, the whole set of goals and the current action space
could be used to generate a complex strategy in order to achieve all goals in an optimal
sequence regarding time or energy.
4.2.3. Planning
As described in Section 2.2.1, planning is the reasoning side of acting (see [GNT04]).
Accordingly, the interaction with the real world is mentally simulated a priori in order
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Figure 4.14.: Goal generation and goal selection
to realize goal-directed behavior. Furthermore, this also implies the existence of a rep-
resentational level.
In the proposed approach, the real world is mapped internally by a combination of
different kinds of representations. However, here, the action space is best suited for
planning since it is a reduced and context-sensitive derivation of the other representa-
tions. More precisely, the action space contains all known and currently available action
alternatives regarding a certain degree of abstraction.
The considered action space is analyzed by a planning module to generate an appro-
priate list of operators whose sequential application would transfer the system from the
current to a desired situation. Since the action space is a state space representation,
search algorithms can be applied. If the situations or operators in the action space are
not weighted, breadth-first-search may be applied to generate a path with a minimum
number of actions. If situations or operators are weighted, the Dijkstra algorithm [Dij59]
can be applied. Furthermore, also other search or optimization algorithms can be added
simply into the planning module.
In order to use the planning module a certain search algorithm has to be set. Then,
the module takes a set of experiences (here: an action space), the current situation, and
a goal situation to generate the plan. The resulting plan consists of a sorted sequence
of experiences where the initial situation of the first experience is the current situation
and the final situation of the last experience is the goal situation. The situations are
contained in the plan in order to compare them with the situations which are obtained
if the plan is executed in the real world.
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Figure 4.15.: Different representations of an apple
4.2.4. Perception
A cognitive system’s function of perception is more than the sensing of physical quan-
tities. Perception implies also the fusion and interpretation of stimuli from different
sources by the capability of pattern recognition. Furthermore, only a small relevant part
of the sensed data is really focused, which is typically denoted as attention. Hence, the
complex scene of the real world is mapped to an abstract and context-sensitive situation.
As an example in Fig. 4.15, three different representations of an apple are illustrated.
The left representation shows a photo of a green apple. The photo consists of a large
number of colored pixels. These pixels are sensed by the human’s eye, but they are not
perceived by the human brain completely. The sensed data are directly interpreted in
order to derive more abstract information as illustrated by the middle representation.
Here, a large amount of data is reduced to the necessary information and some irrelevant
attributes as the color or texture of the apple (depends on the context) are not consid-
ered. Finally, the right representation illustrates the attentional focus on a certain part
of the abstract representation (here, the leave of the apple).
In order to simulate the cognitive functions of recognition and attention, the three
different kinds of situations (see Section 4.1.1) are processed by two related modules
which are combined in a perception module. The recognition module determines the
parameters of derived characteristics from measured characteristics and other derived
characteristics. After that, the focused situation is established by the attention module
selecting certain characteristics from the measured and derived characteristics.
Recognition module
The recognition module takes the measured characteristics (which are closely related
to the physical quantities sensed by the system) and determines the (usually nominal)
parameters of derived characteristics. These derived characteristics can also be taken
to determine the parameters of other derived characteristics and so forth. Hence, a hi-
erarchical structure with different degrees of abstraction can be established. The SOM
relations among the different characteristics are represented by the sequences of opera-
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Figure 4.16.: Measured and derived characteristics in focused situation
tor nets (and corresponding Java objects respectively) stored in the recognition model.
Here, each sequence of operator nets corresponds to a certain unique derived characteris-
tic. Whether these relations may be applied or not (the parameter of the corresponding
derived characteristic is changed or not) is represented by their assumptions (similar to
the assumptions of active operators). The final result is a set of measured and derived
characteristics, which is further processed by the attention module. A derived character-
istic abstracts information of another characteristic or fuses the information of several
other characteristics. Hence, the described recognition module enables the system to
reduce the measured scene and handle the complexity of the real world.
Attention module
The attention module establishes the focused situation (see Fig. 4.16) based on the avail-
able measured and derived characteristics. Therefore, the rules stored in the attention
model (see Section 3.1.2) are used to select those characteristics which are relevant in
the current context. Here, the current context is related to the actual goal to be reached
and/or the next operator to be applied. Moreover, the subsituations resulting from
attention (and recognition), which are reduced representations of the measured scenes,
can be used to generate meta actions spaces with different degrees of abstraction (see
Section 3.1.3).
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4.3. Key feature: learning
Autonomous systems are in one way or another independent from their initial know-
ledge. Hence, an autonomous system has to be able to learn from interaction due to
the fact that the environment is usually not static and partially unknown. Cognitive
systems have this ability. They acquire new knowledge from interaction and refine/re-
structure their mental models of the real world by a variety of different mechanisms
leading to a better performance in future interaction. Here, also hierarchical abstraction
plays an important role to detect patterns and to reduce the complexity of gathered
data. Accordingly, the realization of autonomy requires more than the simple storage
of input/output-pairs or the adaption of certain parameters and the interplay among
different cognitive functions has to be considered.
The proposed framework supports several different learning mechanisms which can
be related to three different categories regarding an alternating execution of perception,
planning, and interaction. Here, learning takes place during interaction, after interac-
tion by perception, as well as before or after planning (see Fig. 4.17). During interaction
perceptual skills and skills for action control are tuned and optimized. After an action
or a sequence of actions is executed, the perceived effects are stored in the short-term
























Figure 4.17.: Different learning functions
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weight operators. Also during planning, where explicit represented knowledge is used,
the system learns by generalizing or specializing the old knowledge.
In the following, the supported learning mechanisms are described in detail. At first,
the learning of action models from experiences, the weighting of operators, and the
learning of meta operators are presented. Afterwards, the storage and usage of perceived
experiences in a short-term memory is detailed. Finally, the learning during planning
which is generalization of operator’s assumptions and specialization through conflict
resolution is presented.
4.3.1. Operator’s function and assumptions
The functions and assumptions of operators are represented by experiences and operator
nets as well. Both representations have certain advantages and are useful for different
purposes. An experience represents the effect of a certain operator related to a certain
initial situation and several experiences can be used to represent a whole action space.
The action space considers the relevant interaction based on the current situation and
can be utilized for planning. In contrast to that, operator nets represent the action logic
in a general manner. The action models can have different degrees of abstraction and the
assumptions of the contained operator nets can be refined by deduction and induction
in order to learn a general representation of an operator through interaction.
In order to use the advantages of both representations, they have to be converted into
each other. In Fig. 4.18, the learning of an action model from measured experiences is
illustrated. After a planned action was executed and the perceived effects were stored
as experience, an operator net is created for each characteristic of that experience. The
new operator nets get the characteristics of the initial situation as assumptions and the
function is derived from the difference between the related characteristic in the initial
and final situation. In the easiest case, the function is a simple change from the charac-
teristic’s parameter in the initial situation to the characteristic’s parameter in the final
situation. The new operator nets are integrated in the existing operator net sequences
of the action model if they are not contained so far. Here, also conflicts can occur (see
Section 4.1.4), whose solution is described in Section 4.3.5. From the action model and
the current situation, a new action space consisting of experiences is generated. The
action space again is used to plan the next action to be executed.
In order to learn more complex functions of operators, the action model has to contain
a certain number of operator nets whose functions have a similar structure. For example,
if a certain operator adds or subtracts a certain value to/from a certain characteristics,
several operator nets with the function net change can be replaced by one operator net
with the function net add which requires a positive or negative parameter k added to
the parameter of the initial characteristic. Function nets with a more complex trans-
fer behavior, e.g., with a high order differential equation, are possible, but not suitable
since the proposed approach assumes symbolic representation for the action logic. The
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Figure 4.18.: Learning of operators’ functions and assumptions
subsymbolic representation is realized by perception, where nominal values are derived
from numerical values.
The deviation of experiences from the action model is related to the systems reasoning
capabilities. A detailed description of this process can be found in Section 4.2.1.
4.3.2. Weighting of operators
Especially for planning, several different operators have to be compared in order to cal-
culate the best path according to a certain criterion. For example, the time for executing
an operator successfully could be such a criterion. Although the needed time could be
described by an operator’s function (e.g., represented by an initial and final situation),
this should be avoided due to several reasons. If time would be represented by char-
acteristics, the estimation of general assumptions and functions would be very difficult
since time continuously increase. Additionally, the time to execute an operator may
vary extremely depending on the specific current situation.
Nevertheless, criteria as the required time should be considered in a certain manner.
Hence, further variables are required to describe common qualities which are important
for each operator independently from the operator’s assumptions and functions. How-
ever, to avoid the storage of thousands of different experiences with different time values,
statistical quantities as the mean value or the variance can be used.
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Due to the fact that criteria as the time is related to a certain situation in which
the operator is applied, the weightings of operators can be represented by experiences.
Since the experience is represented as a class, further parameters can be simply added
as attributes. Several experiences regarding a certain operator can be stored in a list
(one list for each operator). If an action space is generated, the calculated experiences
can be compared with the lists of previous executed operators in order to assign the
corresponding weightings to the action space. Furthermore, the initial situations of the
stored experiences can also be generalized if the experiences have the same weightings.
Besides the mean value and variance of needed time, also other values of statistical
variables can be derived after the execution of an operator and used for future planning
processes. Examples for these variables are
• the average energy consumption,
• the degree of an operator’s safety or risk, and
• the uncertainty of knowledge.
As the required time, the required energy for the execution of an operator can also be
simply measured, e.g., by comparing the charging states of batteries before and after ex-
ecution. The calculation of safety or risk may be estimated by storing the ratio of trials
an operator was successfully executed (or stopped if a certain characteristic exceeds a
critical value etc.). Furthermore, the safety of operators and situations respectively can
be derived from a model with general safety principles, which may be set by the designer
(see [EGVS10]). Finally, the statistical variables can also be used in order to describe
the uncertainty of knowledge in addition to the representation given in Section 4.1.4
The discussed further quantities are merely statistical values. They are neither suit-
able to describe action logic nor to describe the internal structure of situations. The
quantities can be simply logged during interaction and used for planning in order to
select a certain path from several alternatives.
4.3.3. Meta operators
The assumptions and function of a meta operator can be represented generally by a
meta action model or more specially by a sequence of experiences (see also 4.2.1). Both
representations are closely related to each other and can be learned from interaction with
the environment. By meta action models, the action logic is hierarchically structured
and represented in a reduced and context-sensitive manner. Furthermore, knowledge
about previously successful sequences of experiences may support or supersede planning
processes in the future.
Meta action models may be derived from an existing action model with a lower degree
of abstraction. From the existing action model an action space is generated. After that,
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the initial and final situations of the action space’s experiences are reduced to subsitu-
ations. Additionally, these subsituations can also be extended by characteristics which
are derived from the characteristics contained in the original situations. After that, the
generalized experiences are used to build the meta action model. As a reference for
the characteristics remaining after generalization, the system’s goals (subsituations of
the focused situation) should be taken into account. Hence, it is guaranteed, that the
achieved meta actions spaces can be applied for planning.
For each meta operator which is identified if the meta action model is derived, a new
class metaOperator is generated. This class is extended by operator sequences which are
learned from interaction. Here, especially successful plans are stored since they describe
how to transfer the system through an action space from one subgoal to another. If the
system observes several different sequences of experiences which correspond to the same
meta operator, these sequences are stored also in the same class.
In [Ahl07], meta operators are also learned from interaction. They are derived from
successful plans and from operator sequences in the database, which are free of ambi-
guities. Here, a meta operator is a sequence of several basic operators. Its assumptions
correspond to the assumptions of the first operator and its function results from the
sequential execution of all basic operators. The meta operators are used to reduce the
size of the database and to speed up the planning process. Similar approaches are also
used in other cognitive architectures. For example, in ACT-R ‘production compilation’
is used to generate a new rule from a sequence of others, which has the same function
as the original rules [ABB+04]. Through production compilation, rules are specialized.
However, depending on the rules, this approach can also be used for the generalization
of knowledge [TD03].
4.3.4. Short-term memory
If the action space contains conflicts (operators whose functions are mutually exclusive),
the correct path matching to the real world can not be estimated by weightings and
meta operators.
As described in section 4.1.4, a conflict occurs if the system observes different effects of
an operator although the operator is executed in apparently equal initial situations. This
is the case if the environment is changed permanently or temporally and also if the sys-
tem does not consider the relevant details of a scene (see also subsection 6.5). Due to the
fact that the system stores the successfully execution of an operator in the corresponding
assumptions’ attributes lastSuccess and occurrenceProb (see section 4.1.3), perma-
nent changes of the environment can be easily detected. However, if the environment
or the behavior of other agents changes temporally, the described uncertainty remains
during the whole interaction.
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Here, a short-term memory may be helpful in order to remember which paths of the
action space could not be followed and in order to avoid recurrently planning of plans
which are not successful. By using a short-term memory, the system is able to solve
current conflicts by taking the recent past into account (e.g., an operator will effect the
real world in the same way as observed a few minutes ago).
The short-term memory is represented by a list of experiences which is currently up-
dated by the newest experience (derived from executed operators and meta operators)
assigned with a time stamp. In order to define how long the experiences are stored in
the short-term memory a global dwell time has to be set. If the difference between an
experience’s time stamp and the current time is larger that the dwell time, the experi-
ence is deleted from the list.
If the mental action space contains conflicts (an operator leads to different final sit-
uations although it is connected to the same initial situation), the short-term memory
is applied to check whether one of the alternative functions was recently observed. In
this case, the alternative function (represented as experience in the mental action space)
corresponding to the recently observed one is considered as the valid one and the other
alternative functions are ignored or deleted from the mental action space. If more than
one alternative functions (related to the same conflict) are stored in the short-term mem-
ory, only the latest one is considered.
4.3.5. Situation’s structure
The learning mechanisms described in the sections above are used to build a represen-
tation of the real world which can be used for action planning. During these processes,
the function of perception is used continuously to reduce the complexity of sensed mea-
surements and mental representations as well. However, due to the fact that the real
world may change, also the system’s perception capabilities have to be adapted.
In the proposed framework, the cognitive function of perception is subdivided into
recognition and attention, which make use of the system’s knowledge about the situa-
tion’s structure. In order to refine this knowledge, three different learning mechanisms,
which realizes processes of deduction and induction, are presented in the following. These
learning mechanisms
• generalize the operators’ assumptions,
• add new characteristics to perceptual focus, and
• generate new relations among the characteristics.
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Figure 4.19.: Robot learning the assumptions of the operator odriveForward
Thus, a system becomes capable to generate an abstract and focused view of the real
world automatically. This again reduces a system’s dependency on its initial knowledge
implying a high degree of autonomy.
Example scenario
In the example scenario, a mobile robot has to drive forward by increasing its trans-
lational velocity (see Fig. 4.19). However, in order to avoid a collision with any kind
of obstacles, the application of the operator odriveForward is only possible if the distance
between the robot and an object in front of the robot is larger than 500 mm. Since
this distance is measured with a laser range finder which can only detect objects with a
minimum height of 300 mm, also two light barriers inside the robot’s gripper are used to
detect smaller objects. Hence, the operator odriveForward can also not be applied if one of
the two light barriers within the gripper is closed. In both cases (distance too short or
light barrier closed), the motors of the robot are blocked in the corresponding direction.
In the scenario, the robot’s measurements are represented by ten different charac-
teristics and the initial and final situations are stored as experience after the operator
odriveForward is executed. The ten characteristics are
• ctransVel {zero, slow,medium, fast},
• credObjDet {true, false},
• cgreenObjDet {true, false},
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• cyellowObjDet {true, false},
• cblueObjDet {true, false},
• cx−position {p ∈ R},
• cy−position {p ∈ R},
• corientation {p ∈ R | 0 ≤ p < 360},
• cdistanceToFront {p ∈ R}, and
• clightBarrierClosed {true, false},
whereas only the characteristics cdistanceToFront and clightBarrierClosed are required to esti-
mate whether the operator odriveForward can be executed. If the operator odriveForward is
executed the parameter of the characteristic ctransVel changes from zero to slow, from
slow to medium, or from medium to fast. However, in this example only the change from
zero to slow is considered. The set of situations representing the assumptions to be
generalized are generated randomly in order to have a representative number of different
examples. At first a table of 1000 different situations is generated, whereof only 25 % ful-
fill the assumptions of the operator odriveForward. Then, the table is permuted to calculate
50 different sequences of situations. However, only the first 100 situations are considered.
Generalization of assumptions
The operator’s assumptions are learned regarding the focused situations. Hence, the
initially learned sets of assumptions are usually too special and some of the contained
characteristics might not be relevant to describe whether an operator can be applied or
not. A possible reason for that are changes in the environment, but also simplifications
and mistakes in the initial knowledge (set by the system designer). The irrelevant charac-
teristics have to be estimated and deleted from the operator’s set of assumptions. Thus,
the assumptions are generalized and the operator can be applied mentally also to those
situations which were not explored before in the physical world (see also [GS10b, GS09]).
In order to reduce the assumptions of an operator to the relevant ones, a regression
analysis can be used. Therefore, all assumptions of the operator nets changing a consid-
ered characteristic ci with a certain function Fi and all assumptions of the operator nets
changing the considered characteristic ci in another way (or not) are analyzed regarding
correlation. If some characteristics correlating to the function Fi are found, the corre-
lating characteristics can be used as a new set of assumptions replacing the old sets of
assumptions of the corresponding operator net.
As an example, the described robot scenario is used. All six characteristics with
nominal values are contained in the focused situation. Furthermore, the characteristic
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Figure 4.20.: Correlation of the general assumptions in the example scenario
cdistanceToFront is converted to a Boolean value and added to the focused situation. If the
distance is smaller than 500 mm the parameter is false and if the distance is larger
or equal than 500 mm the parameter is true. Hence, the focused situation and the set
of learned assumptions as well consist of six characteristics with nominal parameters.
Several focused situations and the information whether they fulfill the operator’s as-
sumptions are generated randomly and used in an accumulated way to estimate which
characteristics correlate. If a characteristic correlates, a related weighting increases and
vice versa.
In Fig. 4.20, the average correlation of the six characteristics over the number of con-
sidered example situations is shown. The diagram shows that the weightings of the
relevant characteristic increase and the weightings of the irrelevant characteristics de-
crease significantly if only 5 to 10 example situations are considered. This difference
gets larger with increasing number of considered example situations.
Conflict resolution and learning of new characteristics
The learned action model has a certain degree of uncertainty and the corresponding
action space based on this action model contains operators with alternative functions
if a focused situation is too general (characteristics which are crucial for action plan-
ning are missing). Hence, conflicts exist and the system has to decide among several
alternatives which may be true or not. Here, the decision could be realized simply by
a selection based on the occurrence probability λo (see Section 4.1.4). However, this
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heuristic approach is not applicable for systems in dynamical environments since it is
strongly influenced by random occurrences and may never guarantee a correct solution
(also not if the environment does not change). In contrast to that, the existence of
uncertain knowledge should initiate a process of refining the mental model and to solve
the conflicts respectively (see also [GS10a]).
As described in Section 4.1.4, conflicts occur if the mental model has not enough infor-
mation or is not detailed enough to determine the differences between apparently equal
situations. In order to solve this problem, it can be helpful to extend or restructure the
focused situation which is considered if the operator (with the uncertain representation)
is executed. Therefore, additional information (here: additional measurements) have to
be gathered to estimate one or several new characteristics solving the conflict.
The new characteristics can be selected from the set of measured characteristics which
are stored in corresponding class Conflict. In order to select the new characteristics
solving a conflict, a regression analysis can be applied. Therefore, all situations stored
in the lists of the class Conflict build the set of examples with the different cases as
labels. Depending on the result of the analysis, all attributes of the example set, which
correspond to the measured characteristics, get weightings. The weighting is used to
judge whether a measured characteristic is added to the considered characteristics or
not. How many characteristics are added and/or how large the threshold weighting has
to be, can be defined separately.
In the example, it is assumed that the operator nets describing the function of the
operator odriveForward contain only the characteristic ctransVel as assumption. Hence, the
system assumes that the operator can be applied in every situation where the robot does
not drive forward. The other nine characteristics are contained in the measured situa-
tion. According to this measured situation with nine characteristics, example situations
are generated randomly. These random situations and the information whether they
fulfilled the assumptions of the operator odriveForward are used sequentially to determine
which characteristics correlate to the change of the characteristic ctransVel. The results of
the example simulation (see Fig. 4.21) are similar to the results of the previous example
(see Fig. 4.20) with the difference that some characteristics also have numerical param-
eters. The weightings of the relevant characteristics increase significantly if five to ten
example situations are considered.
The class Conflict keeps unchanged if no correlating characteristics are found (e.g.,
due to a lack of sufficiently different example situations). In this case, the conflict is tried
to be solved again when it occurs the next time. If correlating characteristics are found,
the characteristics are added with corresponding parameters to the operators function.
Furthermore, the related characteristics are added to the focuses characteristics and the
class Conflict is marked as not active. Now, the characteristics in the focused situa-
tion should be sufficient to determine the operator’s correct function related to a certain
situation. However, the simple adding of situations is only recommended for charac-
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Figure 4.21.: Correlation of the characteristics required for conflict resolution in the ex-
ample scenario
teristics with nominal values. If a correlating characteristic has a numerical parameter,
the characteristic has to be converted to a nominal value which is added to the focused
situation instead of the correlating characteristic. Through this process, a new relation
is generated, which is described in the following section.
In the case that a deactivated conflict occurs again, the class Conflict can be reacti-
vated. In this case, the result of the analysis was not detailed enough, usually due to a
lack of examples. Through the reactivation, the old and new data can be mixed to get
a better result. Furthermore, after deactivation of a class Conflict, the added charac-
teristics can also be stored. Hence, the extension of the focused situation can also be
reversed to keep the focused situation as small as possible. Furthermore, characteristics
which are added to the focused characteristics wrongly can also be removed by a future
generalization process.
Learning of new relations
Characteristics with numerical parameters are not suitable as assumptions without fur-
ther interpretation since a certain numerical parameter usually does not occur several
times again. Furthermore, the deviation of an operator’s function regarding characteris-
tics with numerical parameters may be relatively complex. Hence, the focused situation
should only contain characteristics with nominal parameters (although also character-
istics with numerical parameters are possible). In order to consider the corresponding
physical quantity of a characteristic with a numerical parameter even so, the charac-
teristic has to be converted to a characteristic with nominal value. In this case, the
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two characteristics are linked via a relation, which could be described by the system
designer. However, the anticipation of all situations occurring in a dynamical system,
which should be moreover free of mistakes, can be a very complex task. Accordingly,
a technical system should also be able to learn new relations from interaction with the
environment automatically.
New relations can be learned by analyzing the coherence between an operator’s func-
tion and the initial situation. Hence, the examples to be analyzed consist of the initial
situation’s characteristics and an additional attribute labelling different functions of the
operator (e.g., label = true: parameter of characteristic c1 changes from 1 to 3, label
= false: parameter of characteristic c1 does not change). The result of this analysis
is a model which represents the relation between the characteristics contained in the
initial situations and a new characteristic with nominal parameter, which is related to
the previous label attribute. Hence, the model can be used to derive the parameter of
the new characteristic from the parameters of the characteristics contained in the initial
situations.
This described procedure can be applied to generalize assumptions or solve conflicts.
If an operator’s assumptions should be generalized the set of examples to be analyzed
consists of the observed special assumptions. After a successful analysis, the previous
assumptions are exchanged by the new characteristic derived by the model. In the case
of conflict solution, the set of examples to be analyzed consists of the gathered measured
situations which are stored in the class Conflict. If an unambiguous model could be
generated, the new characteristic can be added to the focused situation to avoid conflicts
in the future. Alternatively, the procedure can be applied after a regression analysis.
Here, considered example situations contain only the determined correlating character-
istics in order to convert them to a characteristic with nominal parameter.
The learned model is stored as the function of a new operator net which is added to
the recognition module. Hence, the recognition module can apply the new relation in
order to add the new characteristic to the derived situation and derive the new charac-
teristic’s parameter from the other characteristic’s parameters (see also Section 4.2.4).
Furthermore, also the attention model is modified to add the new characteristic to the
focussed situation.
In the example scenario, the CART-algorithm (e.g., see [BFOS84]) is used to gener-
alize assumptions with nominal and numerical parameters. At the beginning, the first
situation of a table is used as example to build the model based on the CART algorithm
(see Fig. 4.22). Then, the learned model is used to estimate whether the next ten situ-
ations fulfill the assumptions. If one prediction is wrong, the model is assumed as not
good enough. In the next step an additional situation is used to refine the model and
the next ten situations are used to check the model again. This procedure repeats until
200 different situations are used to refine the model.
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Repeat until model was build with 200 situations
Figure 4.22.: Sequence of different steps in the experiment
In Fig. 4.23, the average success of prediction over the number of considered exam-
ple situations is illustrated. Furthermore, the learned relation regarding an arbitrary
selected table with a certain sequence of situations is visualized as decision tree after 10,
20, and 30 considered situations. The curve shows that a certain minimum number of
examples is necessary to build a model with an acceptable accuracy, which depends on
the variety of the learned examples. Furthermore, the model is sequentially optimized
since the threshold for the characteristic cdistanceToFront is reached more and more pre-
cisely. After ten different example situations, the created model is still absolutely wrong
since only the characteristic cx−position is assumed as significant. After 20 example situ-
ations, the right characteristics are found and after 30 example situations the threshold
for the fourth characteristic is further refined.
Summary
This section presents three different mechanisms to learn the situations’ internal struc-
ture. If the system processes exclusively characteristics with nominal parameters, a
regression analysis can be applied to generalize the assumptions of operators and solve
uncertainties in an action space. However, if the system also processes characteristics
with numerical parameters, new relations have to be learned. These new relations are
used to derive new characteristics with nominal parameters, which may represent the
(sometimes complex) connections between the initial situation’s characteristics and the
operators’ functions in a reduced way.
By the proposed approach, a technical system’s degree of autonomy can be signif-
icantly increased. In contrast to other state-of-the-art approaches, where perception
denotes the same as measuring or the application of deterministic interpretation rou-
tines, here, the system has the flexibility to adapt its perception automatically to a
certain environment.
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Figure 4.23.: Average success of automatically learned relations in the example scenario
The presented results are used to illustrate the proposed learning mechanisms. How-
ever, the approach can also be applied to other kind of systems with different characteris-
tics and operators. How fast the correlating characteristics are detected or how efficiently
a general function can be derived, depends primarily on the example situations’ struc-
ture and sequence. From the application’s point of view, here, the performance of the
learning algorithms, which can be easily substituted by other data mining methods (like
artificial neural networks or support vector machines), is subordinated.
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4.4. The cognitive architecture ILCA
By means of the representations and functions provided by the developed framework,
central characteristics of human interaction and cognition can be modeled and simu-
lated. Here, the relations among the different functions are intentionally open in order
to conserve the flexibility regarding modeling and to avoid that (in the future) new func-
tions have to be forced inside a fixed (and maybe not suitable) structure. Hence, the
underlying SOM approach remains as constant exclusively. However, for the realization
of a cognitive architecture, it is commonly accepted and necessary that relations among
all functions are defined precisely. This is also the case for ILCA, which is an exemplar-
ily implementation of a cognitive architecture based on the developed framework. The
acronym ILCA stands for Interactive, Learning, Cognitive Automat and refers to the
cognitive architecture’s main features including
• interaction with the environment,
• learning capabilities realizing autonomy, and
• simulation of cognitive functions.
Thus, the cognitive architecture is also structured according to the defined intermediate
level between real world and technical model. In addition to that, the uniqueness of
ILCA results from the combination of several outstanding characteristics as the con-
tained novel kind of knowledge structuring, the related learning mechanisms, and the
applicability to arbitrary kinds of technical systems.
In the following, the structure of the ILCA architecture is presented from two differ-
ent perspectives regarding the representational level on the one side and regarding the
cognitive functions on the other side. After that, the processing sequence of the different
modules is described by the main cognitive cycle, which consists of a cognitive process,
an interaction process for the realization of skill-based behaviors, and two subprocesses
for the realization of learning. Here, the cognition process realizes rule-based as well as
knowledge-based behaviors and combines the modules for perception, goal selection, goal
generation, action space generation, and planning. Besides the four primary processes
of the main cognitive cycle, the architecture may also be extended by functions realized
as secondary processes. Some examples of those secondary processes are described at
the end of this section.
4.4.1. Structure of the representational level
The cognitive architecture’s representational level is divided into a short-term memory,
a long-term memory, and a working memory (see Fig. 4.24). Hence, the information pro-
cessing can be related to the currently relevant knowledge and does not have to process
one large database. Furthermore, a memory with continuously changing information
exists. The different memories contain one or several of the SOM-based representations
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Figure 4.24.: Memory-oriented connection between representation and functions
described in the previous section. Thus, the SOM-based representations can also be
considered as submemories.
The relations among the submemories and the cognitive functions are illustrated in
Fig. 4.24. Situations and experiences are generated by a sensing module. The situ-
ations are further processed by the perception module (see Section 4.2.4) in order to
derive further characteristics and to establish the focused situation. This is based on
the knowledge stored in the perception model (subdivided into recognition and attention
model), which is part of the long-term memory. The focused situation and the execut-
ed/observed operator are stored in a list of experiences which is part of the short-term
memory (see Section 4.3.4). The second part of the short-term memory is a list of goals.
The first element of the list is the current goal and the following elements are previous
goals. The working memory is an action space (see Section 3.1.3) which is generated
by a module combining information from the short-term and long-term memory. Since
the working memory represents the mental counterpart of the real worlds interaction,
it is also denoted as ‘mental action space’ (see Def. 4.2). The long-term memory con-
sists of the action models, the perception model, weightings, and meta operators. (see
Section 4.2.1) Finally, the working memory and the short-term memory are used to gen-
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Figure 4.25.: Three-level-structure of the cognitive architecture’s modules
erate the current plan to be executed. The plan appears as a list of experiences and is
successively executed by the execution module.
Definition 4.2: Mental action space
A mental action space is an action space (see Def. 3.3) which is related to a
mental representation of the real world.
4.4.2. Structure of the cognitive functions
The proposed cognitive architecture (see Fig. 4.25) comes with the known three levels
for skill-based, rule-based, and knowledge-based decision behavior introduced by Ras-
mussen [Ras83]. Hence, also more simple kinds of agents (simple reflex agent, model-
based reflex agent, etc. [RN03a]) can be realized if the highest and highest two levels
respectively are neglected. Nevertheless, for the realization of a cognitive system with a
high degree of autonomy, the modules on all three levels have to be utilized.
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On the skill-based level, a situation is established from sensor measurements which
can be partially prefiltered. Furthermore, operators (with additional parameters or not)
are executed as actions in the real world. Hence, the modules for sensing and execution
are the interfaces between the architecture and a connected technical system’s sensors
and actuators. Here, the arrow between the sensing and the execution module indicates
the performance of sensomotoric actions and fast reflexes, which are implemented di-
rectly at the technical system (see Section 5).
On the rule-based level, modules for perception, goal selection, and planning are imple-
mented. Here, the perception module is further divided into two modules for attention
and recognition. In all four modules, rules are used to interpret the measured situa-
tion from the sensing module (recognition), to focus on those characteristics which are
relevant in the current situation and/or for the next operator (attention), to reorient
the behavior (goal selection), and to generate a sequence of actions to be performed
(planning module). The applied rule-based knowledge can be previously defined by the
system designer or learned from interaction with the real world.
The knowledge-based level becomes important if the internally represented mental
world does not correspond to the real world, e.g., if a plan to a desired situation can
not be generated or if ambiguous knowledge exists. Furthermore, the system may con-
tinuously learn new facts from interaction with the environment. The knowledge of the
architecture comprehends several models which are related to different memories (see
above). In this context, the models can represent general knowledge or rule-based knowl-
edge (see Fig. 4.25). All of these models are based on the SOM approach as common
methodical background and they together build the mental model of the system. Except
the mental action space, all models can be directly modified by two learning modules.
However, also the mental action space may change since it is generated from the general
knowledge changed by the learning modules.
4.4.3. Main cognitive cycle
In the previous paragraphs, the structure of the architecture’s representational level and
cognitive functions is described. However, for the realization of a cognitive system, also
a certain procession order has to be defined, which is denoted in the following as the
main cognitive cycle. The cognitive architecture is implemented within one computer
program communicating with other software (e.g., controller and/or filter programs of a
technical system) over a network connection. This program realizes the cognitive cycle
by using the modules of the developed framework and is divided into the four primary
processes
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1. cognition,
2. interaction,
3. learning of new facts, and
4. learning from deliberation.
The primary process cognition contains the modules for perception, goal selection, goal
generation, action space generation, and planning. Here, the focused situation is estab-
lished and it is checked whether the current goal is still valid. If a new goal is selected
or if an unexpected situation occurred, a new action space and a new plan is generated.
After a planned action was executed by the interaction process, the deliberation process
starts again in order to process the sensed measurements by the perception module.
Both learning processes may be started optionally within the cognition process. Learn-
ing of new facts starts directly after the focused situation was established and is used
to integrate new facts as the current situation and experience into the system’s mental
model. Learning from deliberation may start after the learning of new facts or after the
planning module. In both cases, the systems knowledge may be refined by generalizing
the assumptions of known operators or by the resolution of conflicts (uncertainty about
the real world’s dynamic).
Cognition
The primary process cognition utilizes the modules of the developed framework in order
to realize rule-based and knowledge-based behaviors. As long as the available action
spaces are applicable to generate plans which can be moreover executed successfully, the
behavior may remain completely rule-based. Otherwise, the system has to switch to the
knowledge-based level. Here, new action spaces (with different degrees of abstraction)
can be generated and learning mechanisms are applied.
The cognition process starts after the interaction process, which provides the mea-
sured situation. At first, the measured situation is processed by the perception module
to establish the current focused situation and an experience representing the considered
effects of the last action. These information are integrated in the system’s knowledge by
the subprocess learning of new facts, but they do not have any influence to the action
planning if the old action space remains. After that, the goal selection module checks
whether the current goal is still valid or another goal (e.g., with a higher priority) has
to be aimed. If a plan exists from a previous cognition process (including the current
situation) and if the related goal is still valid, the next operator can be simply selected
and executed. Otherwise, a new plan has to be generated based on the current situation,
goal, and mental action space. Here, also the short-term memory and meta operators
may be considered.
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If planning fails due to the fact that the mental action space does not contain a path
from the current situation to the desired situation (which happens automatically if a
subgoal is reached), the system has to switch to the knowledge-based level to generate a
new mental action space based on the current situation. Whether only the action space
with the lowest degree of abstraction is updated or if also action spaces on higher degrees
of abstraction are affected depends on the current goal. Nevertheless, in all cases, also
the new facts learned from interaction are taken into account. Hence, the obligatory
generation of a new mental action space before planning may be helpful in any case
(also if the old mental action space contains a path to the current goal).
If the planning still fails after the mental action space was regenerated, the operator’s
assumption represented in the action models can be generalized systematically by the
subprocess learning from deliberation. If planning still fails after learning from deliber-
ation, which may happen if a completely new environment is explored, the next action
can also be chosen according to a certain (maybe random-based) selection pattern. How-
ever, due to the generalization and the learning of new facts, the system may represent
ambiguously knowledge. In this case, the existing conflicts can also be solved by the
subprocess learning from deliberation. Both learning mechanisms, the generalization of
assumptions and the solution of conflicts, may be executed optionally within the cogni-
tion process and lead to the successively refinement of the system’s mental model.
Interaction
If a plan exists, the contained operators can be executed successively by the primary
process of interaction. Here, the architecture sends the name of the operators (with ad-
ditional parameters if necessary) to the technical system. Then, the architecture waits
until the technical system received the command and until the corresponding action was
executed respectively. After the execution, the architecture receives a message contain-
ing the information in which way the operator was finished. Besides the information that
the operator was executed successfully, the message can also contain that the operator’s
assumptions were not fulfilled or that the operator had to be aborted.
From the application of the operator, the required time for execution and new para-
meters of the measured characteristics result. The measured characteristics are processed
in the subsequent cognitive process by the perception module to establish the current
focused situation. Furthermore, the current focused situation is used to establish the
current experience, which is provided with the required time for execution to the first
learning process (learning of new facts).
Due to the underlying SOM approach, the presented process of interaction only ex-
ecutes operators sequentially. However, this does not imply that a technical system to
be controlled is only able to control its actuators in a sequential order. Since the pro-
posed system is able to focus different characteristics depending on the current situation
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and the operator to be performed, the focused situation may be constant although one
or several actuators are controlled and certain characteristics are changed respectively.
Hence, also complex behaviors can be executed if several operators are executed sequen-
tially in order to start or modify several control routines. In this regard, also the parallel
execution of several interaction processes or several main cycles (as interacting agents)
would be possible extensions.
Learning
After an action was performed within the real world, new facts from the sensed infor-
mation have to be integrated in the system’s mental model and they are used to derive
more general information or to solve uncertainties. Hence, learning is realized within
the proposed cognitive architecture by two different processes including
1. learning of new facts, and
2. learning from deliberation.
The available facts consist of the current experience, the system’s plan, and the time
required for execution (as an example for a certain weighting). Here, the current ex-
perience was provided by the perception module and consists of the previous situation,
the name of the applied operator, and the current situation. The learning from delib-
eration may be executed after the system’s mental model was updated by new facts or
alternatively after the system was not able to generate a mental action space or plan re-
spectively. In this case, planning is executed a second time within one cognitive process
based on the modified knowledge.
In order to integrate new facts in the system’s mental model, several steps are ex-
ecuted. At first, the current experience is added to the short-term memory. If the
contained final situation was moreover not expected (not contained in the plan), the
current experience is also integrated in the action model. Here, uncertainties can occur,
which lead to the generation or update of corresponding classes in order to solve the
conflict afterwards. Furthermore, if the current situation corresponds to the current goal
and if the executed action was planned by the system, the corresponding plan is stored
as a meta operator. Finally, the required time for executing the operator is integrated
within a list of weightings.
If a new experience was added to the action model, the system can try to generalize
the assumptions of the related operator. Thus, the system is enabled to apply this
operator also to situations which were exclusively generated mentally (not measured
before). Furthermore, if an existing conflict was updated, the system can try to solve
the conflict by the integration of new (previously not considered) characteristics in the
focused situation in order to reduce the uncertainty about the real world’s dynamic.
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4.4.4. Secondary processes
In addition to the main cognitive cycle with the presented primary processes, some of
the contained cognitive functions may also be realized as secondary processes. These
secondary processes can be considered as independent threads interacting with each other
and the main cognitive cycle. Hence, it is possible to consider a certain problem from
different perspectives, e.g., with different degrees of abstraction or based on different
models. Furthermore, cognitive functions as perception could also run in parallel to
the interaction process in order to stop the execution if necessary. In the following,
four different processes are presented exemplarily. The first three processes can observe
internal and external states of the system and may interrupt the main cognitive cycle
to handle the corresponding exception or problem. The fourth process performs parallel
computing and generates additional knowledge or solutions.
• The first kind of secondary process is an alternative implementation of the cognitive
function of perception. Thus, the system can permanently observe the current sit-
uation independently of other functions of the main cognitive cycle. For example,
if the current situation is identified as dangerous (e.g., by comparing the perceived
situation with a database of dangerous or undesired situations), the main cognitive
cycle can be interrupted in order to plan and execute an alternative sequence of
operators.
• Also the generation and selection of goals can be realized as secondary process.
Since the current situation may change during the interaction process, also a new
goal can be activated and selected if its priority is higher than the current goal. If
this is the case, the main cycle can be interrupted in order to generate a new plan
leading to the new goal.
• A further kind of secondary process could use the current situation, goal, and
mental action space in order to search for alternative paths which would lead to
the goal more quickly or secure. If such an alternative solution is detected, it might
be useful to stop the currently executed operator and generate a new plan.
• Finally, secondary processes may also be used to generate new hypothetic knowl-
edge from existing knowledge, which is the case for computationally intensive func-
tions as generalization or conflict resolution (depending on the complexity of the
system). If these calculations are only used to optimize the system’s behavior
and are not required to reach the current goal in a better way, they could also be
executed by secondary processes running in parallel to the main cognitive cycle.
All of the proposed secondary processes can be realized by the functions and repre-
sentations of the developed framework. Neither the number nor the type of secondary
processes is fixed. Hence, the concept offers a comfortable way to integrate additional
functionalities to the cognitive architecture.
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5. Realization of Cognitive Technical Systems
A large number of cognitive architectures are applied to realize cognitive control for
technical systems (see Section 2). In this regard, the kinds of implementation vary such
as the kind of applied architectures. Some architectures have interfaces with sensors
and actuators and some architectures are parts of other software systems communicat-
ing with technical devices. In some approaches, architectures are applied, which are
originally designed for human performance modeling and in other approaches, functions
are contained, which are exclusively designed for a certain technical system. However,
there is no system available that can be simply connected to arbitrary technical sys-
tems to perform cognitive control and to learn a mental model automatically. In order
to address this issue, the ILCA architecture has a general interface, which can be used
to communicate with a large number of different kinds of technical systems (see Fig. 5.1).
This chapter describes how to connect the proposed cognitive architecture with tech-
nical systems in general. Therefore, it is detailed in which way the technical system has
to be specified and how the communication between architecture and technical system is
solved. As an example, the cognitive control of a mobile robot interacting with a dynam-
ical environment is chosen. After a brief introduction to the robot’s hard- and software,
the example scenario and the defined characteristics and operators are given. The ex-
ample scenario is also referred by the following chapter to demonstrate the developed
planning and learning functions.
5.1. Specifications of technical systems to be controlled
Cognitive systems have self-awareness available, which allows them to reflect on their
own behavior and the behavior of their environment. In this respect, the related con-
scious parts of the cognitive functions of planning or learning do not have to be free of
errors and do not have to be performed in real-time. In contrast to that, some sensomo-
tor behaviors as reflexes or trained skills are performed very fast and in parallel. The
behaviors are unconscious and the related underlying knowledge is represented impli-
citly. Not every sensed fact is considered in detail and only abstract versions of these
behaviors are processed consciously and represented in an explicit manner.
The proposed cognitive architecture represents and processes explicit and implicit
knowledge as well. However, if a certain behavior has to be performed in real-time, a
direct connection of sensors and actuators is necessary. This again results in additional
implicit knowledge to be implemented. Hence, the communication among sensors, actu-
ators and the cognitive architecture has to be designed appropriately.
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Figure 5.1.: Cognitive architecture for arbitrary kinds of technical systems
Due to the fact that the proposed cognitive architecture should be able to control
different kinds of technical systems, a standardized interface to sensors and actuators
is necessary. Therefore, the proposed cognitive architecture makes use of a middleware
(see [HS10]) allowing network communication among different software almost inde-
pendently from programming language or operating system. Via the middleware the
cognitive architecture receives the current situation as a list of characteristics and sends
the operators or operator sequences as commands with additional parameters. The ap-
proach assumes one or several control programs which communicate with one or several
sensors and/or actuators in real-time and communicate via the middleware with the
cognitive architecture (see Fig. 5.2). Consequently, the technical system to be controlled
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needs an appropriate communication port and a control unit supporting programs that
contain an interface to the used middleware (as provided by a usual personal-computer).
The control programs could work as filters and/or controllers, which are used or started
by the cognitive architecture.
A filter program (or subroutine) communicates with one or several sensors providing
continuous or discrete signals which correspond to certain effects of the physical world.
The received signals are used to calculate the parameters of measured characteristics.
Here, signals can also be fused, interpreted, or used to extract new features [GGNZ06].
The measured characteristics are locally stored and they can be provided to the cogni-
tive architecture or to a controller subroutine.
A controller program (or subroutine) is started by the cognitive architecture and re-
alizes an action of the technical systems. The action is represented in the cognitive
architecture as basic operator. If a controller program has one or several parameters
influencing the corresponding action of the system, several basic operators are repre-
sented. In order to perform an action, a controller program uses sensor signals and/or
the parameters of measured characteristics (provided by a filter program or subroutine)
to control the actuators. Due to the fact that the sensor signals are filtered, the control
algorithms should be designed in a way, so that they also change one or several of the
measured characteristics. Hence, it can be guaranteed that initiated changes in the real
world are also observed by the cognitive architecture in order to learn the function of
the mapped action. Due to safety reasons, not every control program can be started in
Network communication
(TCP/IP, UDP, etc.)





Figure 5.2.: Architecture communicates with technical system(s) over middleware
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every situation. Hence, the parameters of some relevant characteristics (that have to be
defined by the system designer) can be checked at the beginning of the related control
program to prevent that the control algorithm starts and causes a dangerous situation.
In order to monitor a controller program by the cognitive architecture, it should also
be possible to check whether a controller program is still running or already finished
with or without errors. Finally, the controller programs can also be used to realize re-
flexes in real time (e.g., to avoid dangerous situations) implemented by hard-coded rules.
In the described approach, the control programs are defined in a ‘hard-wired’ way.
They can not be changed during runtime such as the electrical and mechanical parts of
a technical system. Nevertheless, the control programs could also be defined in a more
variable way in order to realize skill-based learning by the fusion of trajectories or meth-
ods from adaptive control [AW94]. However, due to the fact that the implementation
can be very system specific, this thesis focuses on the learning mechanisms which can
be realized in the cognitive architecture.
5.2. Realization of a cognitive mobile robot
As an application example, a cognitive control system consisting of the ILCA archi-
tecture and a Pioneer 3 DX (see [Mob10]), which is a commercial mobile robot with
several sensors and actuators, is presented. In the following subsections, the hardware
and software components of the whole system realizing a cognitive mobile robot are de-
scribed. Afterwards, the operators and measured characteristics of an example scenario
are defined. The same scenario is also used as the basis for practical experiments, which
are presented in the following chapter to demonstrate the developed cognitive functions.
5.2.1. Hardware
The whole system consists of the Pioneer 3 DX (see Fig. 5.3) containing an onboard PC
(see [Ver10]) and an additional laptop where the ILCA architecture is installed. This
structure is simply motivated by some advantages regarding the evaluation of exper-
imental data and a clear separation of technical system and cognitive architecture as
well. On the onboard PC, a control program with several filter and controller routines
runs, which communicate (partially) over a micro controller with the robot’s sensors
and actuators. The technical communication between control program and cognitive
architecture is realized by a WiFi connection. Therefore, the robot is equipped with a
network card and an antenna, which restricts the robot’s operation area to a certain
distance to the laptop’s location. However, this operation area is large enough for the
chosen example scenario. Furthermore, the operation area can be enhanced arbitrarily
if the cognitive architecture it is running on the onboard PC.
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Figure 5.3.: Sensors and actuators of the mobile robot
The mobile robot contains three lead-acid secondary batteries, each with a capacity of
7,200 mAh. Depending on the scenario to be realized and the batteries state-of-health,
the robot can perform approximately two hours independently from an external energy
supply. However, a complete charging takes much longer, especially if the onboard PC
is running. Hence, the robot has to be charged in regular periods to realize longer oper-
ation times (which automatically reduces the batteries’ lifetime extremely).
The system is mechanically designed for the navigation in office environments and it
is also equipped with several sensors and actuators to perform related tasks. In order
to move transversally and radially in a building, the robot contains two large wheels
mounted laterally and a small freemoving wheel at the back side. The large wheels can
be controlled independently from each other by two motors, whose rotation is measured
by odometry sensors, which are applied to estimate the driven way roughly. Due to
several influences as slipping wheels or measurement errors, the internal representation
of the system’s position in the environment has to be adjusted continuously. Possible
solutions for this are probabilistic approaches estimating the robots position from a geo-
graphical map and distance measurements. In order to measure the distance to other
objects, the robot is equipped with 16 ultra sonic sensors and a laser range finder. The
ultra sonic sensors are mounted around the robot and they can be used to measure the
rough distance to obstacles on different heights. Hence, also chairs and tables can be
detected. In contrast to the ultra sonic sensors, the laser range finder can detect the
distance to objects very precisely, but only on a certain height and only at the robot’s
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front side within a range of 180◦. Besides the distance, also the color and the shape of
objects can be measured by a controllable video camera (see [Mob04]). Finally, objects
can be gripped and lifted by a gripper (see [Mob07]) mounted at the front of the robot,
which contains two light barriers and a touch sensor. Hence, the robot can carry objects
if they have a suitable size and weight.
Besides the sensors and actuators provided with the Pioneer 3 DX system originally,
the robot is equipped with additional components as a RFID-reader, an I/O-card and
two speakers. The RFID-reader generates an electromagnetic field and detects whether
a transponder-tag is within this field. The used transponder-tags are smart labels which
can be read or written. Hence, the RFID-reader can be used to detect fixed landmarks in
order to estimate the location of the robot. Alternatively, also a probabilistic approach
(included in ARNL [Mob09], an API provided by the robot’s manufacturer) could be
applied. However, due to the fact that this approach makes use of static geographi-
cal maps which do not represent a dynamical changing environment, the localization
through landmarks is chosen. The RFID-reader is connected with the onboard PC by a
separate USB-port. Depending on the orientation of the RFID-reader, transponder-tags
within a range of up to one meter can be detected. However, since the RFID-reader is
mounted on a metallic body containing several devices with electromagnetic radiation
(disturbing the electromagnetic field of the RFID-reader) and the robot is moving dur-
ing measuring, the measuring range is reduced extremely. Hence, the RFID-reader is
located beneath the robot in order to detect transponder-tags on the corridor’s ground
with a high probability.
To realize simple interaction with humans, an additional I/O-card and two speakers
are added to the system. The speakers can be used to generate acoustic signals, e.g.,
to warn passersby. Furthermore, simple statements or questions can be addressed to
humans. In order to answer the robot’s questions or to give certain information (e.g.,
to define a goal), two buttons are mounted on the robots back side and connected to
the I/O-card. The I/O-card is connected again with the onboard PC’s USB-port and
contains eight digital inputs, eight digital outputs, and eight analog inputs. Hence, the
connection of further sensors and/or actuators with the robot is relatively simple.
5.2.2. Software
The connection between cognitive architecture and technical system is realized by the
used middleware providing a network communication of a server and several clients.
Here, the cognitive architecture acts as the server and runs on the external laptop. Al-
though the cognitive architecture (receiving measured characteristics and sensing com-
mands to execute operators) could communicate with several control programs acting
as clients, only one control program is necessary in the presented example system since
all required software components are available for the same programming language. The
control program contains several controller and filter routines and is running on the
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robot’s onboard PC. In order to communicate with the sensors and actuators of the
robot system, the filter and controller routines use several API’s (Application Program-
ming Interfaces). The most important API is ARIA, which is provided with the Pioneer
3 DX system. The other API’s are used to communicate with the I/O-card and the
RFID-reader.
The classes provided by ARIA can be used within a C/C++ program to request and
control the robot’s motors, gripper, ultrasonic sensors, laser range finder, video camera,
and power supply system. Some of the classes’ methods initiate routines in the robot’s
microcontroller that again communicates with the technical devices on the lowest level.
Hence, the actuators can be operated in real time. In order to detect colors, the soft-
ware ACTS (see [Mob08]) runs in parallel to the control program and is also accessible
through methods from ARIA. The software receives the video signal from the robot’s
camera and provides information about color blobs. Here, a blob is a certain area in the
video image, which exclusively contains pixels with the same color. In the same way as
the software ACTS, also other software tools may be added to the system.
The I/O-card and the RFID-reader are accessed by separate API’s and the genera-
tion of sounds is initiated by commands from a standard C/C++-library. Nevertheless,
the complete code can be combined in one control program and it is used by several
controller and filter routines. If one of the I/O-card’s digital inputs is closed only for a
short time, a corresponding internal variable representing the parameter of a measured
characteristic is set to true. Hence, this function can also be used to stop the execution
of a certain operator or to set a previously defined goal at the robot system directly.
Analogically, the API of the RFID-reader is used to query the ID of a transponder-tag
if one is detected within the generated electromagnetic field. Additionally, detected
transponder-tags could also be written in order to use the RFID-reader as actuator.
5.2.3. Example scenario: office navigation and service
As an example for a complex and dynamical real world scenario, the navigation and
performance of service tasks in an office environment is chosen. The mobile robot has
to drive among different rooms which are connected by a circular corridor (see Fig. 5.4).
Furthermore, the robot has to pick up objects from certain offices and has to place them
in another office or the kitchen. The defined standard task is the collection of empty
bottles from the offices. If an empty bottle is found, it has to be placed at a certain
position in the kitchen. Additionally, the robot has to rest in regular time intervals in
order to charge the batteries in one of the offices. Therefore (and for other tasks), also
the communication with humans is necessary since the system does not have an actuator
available, which can be used to connect itself with the power supply unit automatically.
The complexity of the scenario arises from the fact that the chosen corridor has no
clear structure as a laboratory environment. Due to the fact that also humans interact
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Figure 5.4.: Mobile robot navigating through the office environment
independently from the robot within the same environment, the interaction of the robot
has a dynamic, uncertain, and open character. Human passengers can cross the robot’s
way and influence whether office doors are opened or closed. Furthermore, humans usu-
ally do not have simple behavior patterns, their intention is hard to measure, and they
can change the environment in an (for the system) unexpected manner. Hence, the
generation and usage of static navigation maps is not suitable for localization and path
planning.
In the following, the system’s measured characteristics and defined operators are de-
scribed. These are necessary to perform successfully in the advised scenario and to learn
an appropriate mental model containing all relevant facts and relations in order to en-
hance the system’s behavior.
Measured characteristics
The robot’s sensors measure different physical effects which are further processed by
the control program’s filter routines providing the parameters of the resulting measured
characteristics to the cognitive architecture. In the following, the measured character-
istics describing the scenes of the chosen example scenario as unambiguous and clear
as possible are explained in detail. Furthermore, Table 5.1 summarizes all measured
characteristics, their range of parameters, and related sensors.
• With the video camera the four colors red, yellow, green, and blue can be de-
tected (e.g., credObjDet). Furthermore, their vertical orientation to each other (e.g.,
cposOfYellowObj) can also be taken into account.
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• With the laser range finder, the shortest distance to an obstacle in a certain di-
rection can be measured. Here, the distances to objects in front and on the sides
of the robot are used (e.g., cobstacleInFront). Furthermore, an additional characteris-
tic caccessibleAreaInFront is used to describe whether the area in front of the robot is
accessible in general (e.g., open door in front) or not (e.g., closed door in front or
wall in front).
• By the odometry sensors, the x-position (cxPos) and y-position (cyPos) of the robot
regarding the initial coordinates are estimated. Furthermore, the robot’s orienta-
tion (corientation) within the environment is derived. All three characteristics have
numerical parameters, which are strongly influenced by integrating measurement
errors.
• If a RFID-tag is detected, ctagDet is set to true and cidOfDetTag stores the related ID
of the tag.
• The gripper has two light barriers (one at the front and one at the rear part) which
can be free or blocked (e.g., cfirstBarrierClosed=true). Additionally, with cobjGripped, it
is described whether the gripper is opened or closed.
• In ctimeOfDay, the current time of day (morning, noon, and afternoon) is contained.
Hence, the behaviors of different humans depending on the time of day, e.g., not
in the office before 6.00 am and after 8.00 pm, can be considered.
• The batteries’ state-of-charge is represented by the characteristic cbatteryStatus. De-
pending on the measured cell voltage, the related parameter is set to empty, middle,
or full. Furthermore, the characteristic cisCharging changes based on sudden changes
of the cell voltage or related information from a human which connected/discon-
nected the robot with the power supply.
• The characteristic clastOperator stores the previous action of the robot. Here, the pa-
rameter of clastOperator changes after ocreateSound(pleaseConnect) to 1, after ocreateSound
(pleaseDisconnect) to 2, after ocreateSound(openDoor) to 3, after ocharging to 4, and
after all other operators to 0. Hence, it is also possible to represent the dependency
of a certain operator to its predecessor. If the robot drives into a room, the charac-
teristic cinsideRoom is set to true and the corresponding room number (detectable by
RFID-tags before the rooms) is stored in cnoOfCurRoom. Furthermore, the character-
istic crelOrientation changes if the robot turns. The characteristic describes whether
the robot is oriented to the center of the office environment, to the corridor (in
clockwise (cw) and anticlockwise (acw) direction respectively), or to the windows
(see Fig. 5.4).
• Finally, the answers and commands of humans are represented by two characteris-
tics describing whether a related button was pressed or not (e.g., cfirstButtonPressed=
yes).
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Source Characteristic Range of parameters




cposOfRedObj {nil, top,middle, down}
cposOfYellowObj {nil, top,middle, down}
cposOfGreenObj {nil, top,middle, down}
cposOfBlueObj {nil, top,middle, down}
Laser cobstacleInFront {close, between, far}
cobstracleLeft {close, between, far}
cobstracleRight {close, between, far}
caccessibleAreaInFront {true, false}
Odometry cxPos {p ∈ R}
cyPos {p ∈ R}
corientation {p ∈ R | 0 ≤ p < 360}
RFID cidOfDetTag {p ∈ N | 0 ≤ p}
ctagDet {true, false}
Gripper cfirstBarrierClosed {true, false}
csecondBarrierClosed {true, false}
cobjGripped {true, false}
System ctimeOfDay {morning, noon, afternoon}
cisCharging {true, false}
cbatteryStatus {empty,middle, full}
Operators clastOperator {p ∈ N | 0 ≤ p}




I/O-card cfirstButtonPressed {true, false}
csecondButtonPressed {true, false}
Table 5.1.: Characteristics defined for the scenario
106
Chapter 5: Realization of Cognitive Technical Systems 107
Operators
The operators represented by the cognitive architecture model the actions of the con-
trolled technical system. In the case of the chosen scenario, the robot has to perform
pick and place tasks in a specific dynamical office environment. Hence, the system has
to
• drive on the corridor from room to room,
• change its orientation by turning 90◦ or 180◦,
• drive inside and outside rooms,
• pick up and drop objects as bottles,
• generate different kinds of sounds, and
• wait for certain changes in the environment.
The assumptions of the corresponding operators can be divided into assumptions defined
by the system designer to protect the system and assumptions resulting from a certain
environment. The first type of assumptions is defined in the controller routines in order
to avoid dangerous situations. In contrast to that the second type of assumptions can
not be defined in advance since they result from the system’s interaction with the en-
vironment. However, the cognitive architecture does not distinguish between different
types of assumptions if they are derived from the system’s experiences.
In the following, the functions and assumptions of all operators are described in detail.
Furthermore, Tab. 5.2 gives a brief summary by relating each operator to their user-
defined assumptions and to the characteristics whose parameters are changed by the
operator.
• odriveToRoom(direction) With this operator, the robot can drive along an arbi-
trary formed corridor by following the wall. If an open or closed door is detected
(here, realized by RFID-tags on the floor), the robot stops. As assumptions for
this operator, the robot has to stand near an RFID-tag (e.g., cnoOfDetTag=3) and
besides a wall (e.g., crelOrientation=clockwise). Furthermore, no obstacle, excluding
a gripped object, may stand in front of the robot (cobstracleInFront=false).
• oturn(direction), ochangeDirection() Through these operators, the robot is turned
about a certain angle. Depending on the parameter ‘direction’, the first operator
turns the robot +90◦ and −90◦ respectively. As assumption, a RFID-tag has to be
detected (e.g., cnoOfDetTag=2). The second operator turns the robot through 180
◦.
Here, the robot has to be inside a room (e.g., cinsideRoom=true).
• ocreateSound(sound) This operator is used to create different (depending on the
parameter ‘sound’) predefined sounds, like a signal-horn or instructions/questions
to humans. It has no assumptions and it can be performed in every situation.
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• owaitForAnswer(question), owaitForFreeSpace() These operators are used to wait for
actions from humans. In both cases, the system waits for the corresponding change
of the situation (e.g., cfirstButtonPressed=true or caccessibleAreaInFront=true respectively)
without any own actions. If the situation is not changed adequately, the operators
finish after a certain time interval. As assumptions, the operator ocreateSound(sound)
has to be performed beforehand (e.g., clastOperator=1). The second operator requires
additionally that the space before the robot is not free (caccessibleAreaInFront=false).
• ocharging() Similar to the operators described above, this operator waits until the
parameter of the characteristic cbatteryStatus changes from empty to full. Alterna-
tively, the operator can be configured in the way that it stops after a certain time.
The operator can only be used after the operators ocreateSound(pleaseConnect) and
owaitForAnswer(connection) were applied.
• odriveInsideRoom(), odriveOutsideRoom() Through these operators, the robot drives
inside and outside rooms, like offices or the kitchen. To use the first operator, the
robot has to stand on the corridor before an open room (e.g., cnoOfDetTag=4 and
caccessibleAreaInFront=true) and has to be orientated to this room (crelOrientation=win-
dows). In order to use the second operator, the robot has to be inside a room (e.g.,
cnoOfCurRoom=2) and also has to be orientated to an open door (e.g., crelOrientation=
center and caccessibleAreaInFront=true).
• odirectToDoor() The operator can be used to direct the robot straightly to an open
door. If the robot turns to an open door by applying the operator oturn, it could
happen that the robot is not straightly directed to the door. In this case, the
open door is recognized correctly (caccessibleAreaInFront=true), but one of the door-
jambs is detected as obstacle (cobstacleInFront=true). Hence, the assumptions to
pass the door are not fulfilled, which can be changed by the mentioned operator
odirectToDoor. The operator can be applied if an open door is detected in front of
the robot (caccessibleAreaInFront=true).
• ogripOject(color), odropObject() These operators are used to pick and place colored
objects, like boxes or bottles. Depending on the parameter ‘color’, the first opera-
tor orientates the robot to the corresponding colored object, drives to the object,
and lifts it up with the gripper. For the execution of this operator, a colored object
has to be detected (e.g., cgreenObjDet=true). To place a griped object, the second
operator opens the gripper and drives a few centimeters backwards. As assumption
for this operator, an object has to be gripped (cobjGripped=true).
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Operator(s) Assumptions Relev. changes
odriveToRoom(clockwise) cobstacleInFront = far cidOfDetTag
crelOrientation = cw
cinsideRoom = false
odriveToRoom(anticlockwise) cobstacleInFront = far cidOfDetTag
crelOrientation = acw
cinsideRoom = false
oturn(left) cinsideRoom = false crelOrientation
oturn(right) clastOperator = 0 cobstacleInFront
caccessibleAreaInFront
ochangeDirection() crelOrientation = windows crelOrientation
cisCharging = false cobstacleInFront
clastOperator = 0 cgreenObjDet
cinsideRoom = true caccessibleAreaInFront
odirectToDoor() caccessibleAreaInFront = true cobstacleInFront
ocreateSound(openDoor) cobstacleInFront = middle cobstacleInFront
crelOrientation = windows clastOperator
clastOperator = 0 caccessibleAreaInFront
cinsideRoom = false
owaitForFreeSpace() cinsideRoom = false cobstacleInFront
crelOrientation = windows clastOperator
clastOperator = 3 caccessibleAreaInFront
odriveInsideRoom() cobstacleInFront = far cobstacleInFront
crelOrientation = windows cinsideRoom
cinsideRoom = false cnoOfCurRoom
clastOperator = 0 cidOfDetTag
caccessibleAreaInFront = true cgreenObjDet
caccessibleAreaInFront
odriveOutsideRoom() cobstacleInFront = far cobstacleInFront
crelOrientation = center cnoOfCurRoom
cinsideRoom = true cidOfDetTag
caccessibleAreaInFront = true caccessibleAreaInFront
ogripObject(green) cgreenObjDet = true cgreenObjDet




odropObject() cobstacleInFront = close cobjGripped
cinsideRoom = true cgreenObjDet
cobjGripped = true
cgreenObjDet = false
continued on the next page
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Operator(s) Assumptions Relev. changes
ocreateSound(pleaseConnect) cnoOfCurRoom = 1 clastOperator




owaitForAnswer(connection) clastOperator = 1 clastOperator
cisCharging
ocharging() cisCharging = true clastOperator
ocreateSound(pleaseDiscon.) clastOperator = 4 clastOperator
owaitForAnswer(discon.) clastOperator = 2 clastOperator
cisCharging
Table 5.2.: Assumptions and relevant changes of the defined basic operators
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6. Experiments and results
The representations and functions developed within this thesis are combined in the pro-
posed ILCA architecture in order to realize a Cognitive Technical System. The realized
functionalities are inspired by human cognition and moreover designed and adjusted by
experiments with a technical system interacting within a real world environment. In this
context, especially the practical work with the technical system provides an intuitively
access to the key features to be realized as learning, knowledge structuring, and com-
plexity reduction. Based on the scenario presented in the previous section, the planning
and learning capabilities of the cognitive architecture are exemplarily demonstrated by
five experiments. These experiments include
1. generalization of knowledge by new relations,
2. application of meta operators,
3. complexity reduction and hierarchical planning,
4. consideration of new facts from interaction, and
5. refinement of the system’s perceptual capabilities.
In the experiments, the described scenario is used in a complete version and in a reduced
version as well. The reduced version of the scenario is limited to a certain part of the
environment and used to demonstrate the generalization of knowledge. By generaliza-
tion, the system is able to build and to refine a mental model automatically. Here, the
cognitive function of planning can be further extended by the application of meta opera-
tors. In order to reduce the complexity of the complete scenario, the learned knowledge
is represented in a hierarchical structure of action models with different degrees of ab-
straction. Based on that knowledge, context-sensitive action spaces are derived, which
only contain the actually relevant information to generate goal-directed plans. In addi-
tion, the mental model can also be specified by new facts from interaction. By means of
changes in the environment, the generalization of knowledge, or perceptual limits, the
mental model may include certain ambiguities. Thus, the derived mental action space
can contain conflicts, which may be solved temporarily by a short-term memory and
persistently by the refinement of the system’s perceptual focus.
In order to support the work with the robot-system and the cognitive architecture, a
Graphical User Interface (GUI) is developed and applied. Here, the GUI (see Fig. 6.1)
is used to test new cognitive functions, to control the connected technical system, to
process and to visualize learned knowledge, and to monitor certain states of the system.
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Figure 6.1.: Graphical User Interface to configure and to control the experiments
Furthermore, the experiments that are presented in the following sections can be con-
figured and controlled by the GUI.
All quantitative and qualitative results presented in the following sections are mea-
sured from experiments with the mobile robot. Here, also the illustrated action spaces
are measured snapshots from the system’s knowledge and they are only edited in order
to highlight certain aspects. Although the experiments are exclusively focused on the
robot scenario, the presented results are also representative for similar systems. Neither
the proposed approach nor its implementation by the cognitive architecture is specified
to a certain kind of system or problem.
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6.1. Generalization by new relations
In this experiment, the improvement of the system’s behavior by learning from interac-
tion with the environment is to be investigated. For this purpose, the number of wrong
paths within the mental action space as well as the system’s capability to generate and
execute goal-directed plans are considered.
In order to illustrate the system’s independence from its initial knowledge, which is
an indication for a high degree of autonomy (see [RN03a]), only the number of available
operators, the measured characteristics, and goals are defined in the cognitive architec-
ture. Further initial knowledge or specific knowledge about the technical system to be
controlled is not known by the system. Hence, the lack of information within the mental
action space that is required to perform goal-directed behavior has to be learned au-
tomatically from interaction. In the considered scenario, the information to be learned
involve also new relations (see Section 4.3.5) since the measured situation includes char-
acteristics with numerical parameters.
Experimental set-up
The system gets two different goals, whereas only one is activated from the beginning.
If an active goal is reached, this goal is deactivated and the other goal is activated.
At the beginning of the experiment, the system has to perform a defined sequence of
actions. Here, the correct sequence of actions leading the system directly to a goal is
performed three times for every goal. Furthermore, all operators are also performed
at those positions of the robot, where they do not change the situation or where they
change the situation in a way which is not goal-directed. Hence, the first phase of the
experiment corresponds to a structured exploration of the environment, in which the
system performs 131 actions whose effects are stored as experiences. However, due to
the fact that also characteristics with numerical parameters are focused, all situations
differ from each other and the direct extraction of the operator’s assumptions is prohib-
ited. In the second phase of the experiment, several separate runs of interactions are
started iteratively based on the 131 experiences. Thus, each run gets the same initial
conditions and the expenditure of time for each run can be reduced significantly.
The different steps of each individual run are illustrated by the flow chart in Fig. 6.2.
At the beginning, the experiences from the first phase of the experiment are used to
build the action model and the operators’ assumptions are generalized for the first time.
After that, a mental action space is generated in order to plan a sequence of actions to
the first goal. If this was successful, the first operator of the plan is selected. However,
if the generation of a plan was not possible (e.g., no path between current situation and
desired situation), the next goal-directed action is selected by a human operator. Alter-
natively, the system could select the action by a random-based strategy. Both strategies
can be compared to the behavior of humans and they would finally induce similar re-
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Figure 6.2.: Flow chart of the experiment
sults. Hence, the user-based selection is chosen in order to safe time. After the next
operator is selected (from a self-generated plan or from a human operator), the corre-
sponding action is executed by the robot. The changes of the environment are stored as
experience and used to refine the system’s action model. If the current situation is equal
to the previous situation, uncertainties in the action model are assumed. In this case,
the operator’s assumptions are generalized based on the refined action model in order
to generate a new plan. Otherwise, if the situation changes after an operator was exe-
cuted, the system checks whether the current situation corresponds to the current goal
and selects a new goal if applicable. After that, a new plan is generated, independently
whether a new goal was selected or not. If planning was successful, the next operator is
executed and the lower loop repeats. However, if no suitable plan was found, the process
of generalization is executed again. Hence, the user-based selection is not utilized until
planning failed two times in series.
114
Chapter 6: Experiments and results 115
As mentioned above, only a subset of the defined operators is used in this experiment.
The available operators are ochangeDirection(), oturn(left), odriveInsideRoom(), odriveOutsideRoom(),
odirectToDoor(), ogripObject(), and odropObject(). Hence, the whole interaction takes place in
one room and the part of the corridor in front of that room. Therefore, the focused situa-
tion contains the characteristics cinsideRoom, crelOrientation, caccessibleAreaInFront, cobstacleInFront,
cgreenObjDet, cobjGripped, cxPos, cyPos, and corientation. In the first situation of the experiment,
the robot stands inside the room and it is orientated to the opened door. Furthermore,
a green bottle is placed behind the robot. The defined goals are g1 = (cinsideRoom=false,
cobjGripped=true) and g2 = (cinsideRoom=false, cobjGripped=false), which is set to active ini-
tially. Hence, the robot drives between room and corridor (alternately, with and without
a gripped bottle) if all assumptions and functions of the available operators are correctly
known by the system.
By means of the generalization process, new relations are learned. These relations
describe the dependency between a derived characteristic and one or several measured
characteristics. As learning algorithm, here, Decision-Tree-Learning is applied. How-
ever, the same functionality could also be realized by other learning algorithms based
on methods as Artificial Neural Networks or Support-Vector-Machines. The previous
assumptions of an operator, which were used to learn the new relation, are replaced by
the new derived characteristic. Hence, in the future, the operator can be applied also
to situations which were not observed before. This is especially important in the used
example scenario where the characteristics cxPos, cyPos, and corientation with numerical
parameters are contained in the focused situation. Hence, all situations differ at least
regarding the parameters of these three characteristics. In Fig. 6.3, an example for a
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Figure 6.3.: Example for a new relation learned from interaction
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scribes whether the operator odropObject() can be applied or not. The dependency between
the derived characteristic and the measured characteristics cnoOfCurRoom, cobjGripped, and
cobstacleInFront is represented by the decision tree contained in the relation as model. If the
robot stands in front of a wall within the room and if an object is gripped, the operator
odropObject() can be applied to drop the object.
Experimental results
The more experiences are learned from interaction the more precisely the correct as-
sumptions of the operators can be estimated. Especially at the beginning of each run, a
lot of assumptions are not generalized correctly. Nevertheless, these wrong assumptions
lead to hypothetic paths in the mental action space, which may be checked through real
interaction with the environment. In Fig. 6.4, several mental action spaces are plotted,
which were generated successively during a certain run. Between two successive action
spaces, the robot performed a certain number of actions and the corresponding expe-
riences were used to enhance the mental model, which can be seen by the decreasing
number of wrong paths (red-colored).
In the situation s1 of each mental action space, the robot stands in the room and it is
orientated to the bottle. The active goal g2 = (cinsideRoom=false, cobjGripped=false) is high-
lighted in the plots and it can be reached by the meta operator ometa = [ochangeDirection(),
odriveOutsideRoom()]. This is possible in all of the plotted mental action spaces, except the
one in Fig. 6.4(b). Moreover, it is remarkable that those mental action spaces generated
in the early phase of the run contain a relatively large number of wrong paths. Never-
theless, these hypothetic paths also occur in the later phase of the run. For example, in
Fig. 6.4(g), an additional wrong path is contained although the mental action space in
Fig. 6.4(f) represents the interaction already more correct.
In order to compare the correctness of the mental models in different phases of the
run, the mental action space after 26 actions (Fig. 6.4(a)) and the mental action space
after 103 actions (Fig. 6.4(h)) are illustrated together in Fig. 6.5. The mental action
space in Fig. 6.5(a) contains the correct path to the current goal, but ends after the
operator oturn(left) is applied the second time in series. Furthermore, the operators
odriveInsideRoom() and odropObject() are not contained. Hence, the mental action space can
not be applied to plan longer paths, e.g., to the second goal. In addition to that, also
a large number of wrong paths, which are actually not executable in the real world, are
contained. This result from the fact that operators’ assumptions are generalized indeed,
but not very accurate due to a lack of sufficiently different experiences. In contrast to
that, the mental action space in Fig. 6.5(b) can be applied to plan paths to both goals.
The complete interaction is represented correctly except the operators o10→8 = oturn(left)
and o9→7 = oturn(left). These wrong paths are still contained since they are not directed
to any goal. Hence, the system had no inducement to check the paths during interaction.
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(h) Action space after 139 actions
Figure 6.4.: Several mental action spaces generated during a run of the experiment
Within the second phase of the experiment, a total of three different runs with 180,
119, and 153 actions were accomplished. The runs were stopped after the robot planned
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the path to each goal at least 12 times correctly. According to that, it is assumed that
the systems will also generate exclusively correct plans in the future if the environment
does not change. Before the execution of each action, the set of learned experiences and
the current mental action space were stored. Furthermore, it was estimated
• how many actions were at least necessary to reach the current goal,
• whether the selection of the current operator was user-based, and
• whether the plan generated by the system was correct.
The fact whether a plan was generated correctly and the fact whether an operator was
selected user-based is plotted in Fig. 6.6 over the number of all executed actions in each































































(b) Action space after 103 actions
Figure 6.5.: Comparison of two mental action spaces regarding correctness
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smoothed with a centered moving average of the order 11. According to the progression
of the curves, the runs can be roughly divided into three different parts. In the first
part of the run, the system is not able to generate a lot of plans correctly and requires
the user-based selection of operators (or random-based selection alternatively) relatively
often. Here, the peak at the beginning results from the fact that the path to the goal
contained only one operator, which was correctly planned in each run. After a certain
number of actions, the processions of the curves abruptly increase and decrease respec-
tively. In this part the system learned how the situation changes if the robot drives from
the office to the corridor and vice versa. Hence, the system is also able to generate longer
plans by itself and the user-based selection becomes dispensable. From this time, the
performance of the system is enhanced successively until all plans are generated correctly.
In order to illustrate the results of the experiment, the interaction is divided into sev-
eral goal-related phases. A phase starts if a new goal is selected and ends if the selected
goal is reached. According to this definition, the number of different events occurred
between two goals is shown in Fig. 6.7 (except the first phase, which contains only one
action). Here, the curves can be divided again into the three different parts mentioned
above. The first diagram illustrates the number of executed actions and the number of
user-selected operators. At the beginning, the system has to execute much more actions
as required to reach the goal. This again changes abruptly so that the system is able
to reach the goal in a minimum number of actions. However, as shown by the curve of
number of user-selected operators and the curves in Fig. 6.7, further interaction is neces-
sary until the mental model is accurate enough to generate all plans independently and
correctly. In Fig. 6.7, the number of correct plans and the number of user-selected op-
erators is plotted relatively regarding the number of actions within a goal-related phase.





























Figure 6.6.: Number of correct plans and user-selected operators
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(a) Number of events





























(b) Probability of events
Figure 6.7.: Results regarding the phases between two reached goals
In addition to the analysis presented above, the interaction can also be sorted regarding
the minimum number of actions which have to be executed to reach the current goal.
Therefore, the results of all situations where the system had a certain distance to the goal
are combined to one data set and sorted regarding the time of occurrence. In Fig. 6.8,
the number of correct plans and the number of user-selected operators are plotted over
the situations with the same minimal distance to the goal (smoothed with a centered
moving average of the order 5). If the system requires only one action to reach the goal,
the plan can be generated correctly from the very beginning. The larger the action-
related distance between current situation and goal, the later the system can generate
correct plans and does not require user-based operator selection.





































1 action to the goal
2 actions to the goal
3 actions to the goal
4 actions to the goal
5 actions to the goal
6 actions to the goal
(a) Probability of correct plans











































1 action to the goal
2 actions to the goal
3 actions to the goal
4 actions to the goal
5 actions to the goal
6 actions to the goal
(b) Probability of user-based selections
Figure 6.8.: Results of the analysis regarding the minimum path to the goal
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6.2. Application of meta operators
The results of the first experiment show that the system is able to learn goal-directed
behavior automatically and that the real world is mapped during the experiment more
and more precisely in the system’s mental model. Thus, the number of performed ac-
tions between two subgoals, the number of randomly selected actions (here, guided by
a human), and the number of wrong plans decrease with the number of reached goals.
However, due to the fact that a wrong plan can also be generated although a correct
sequence of operators exists in the mental action space, these results might be enhanced
if the planning process is optimized. Here, the application of meta operators (see Sec-
tion 4.2.1) is a possible approach, which is presented in the following.
The problem is illustrated by the mental action space in Fig. 6.9. The mental ac-
tion space was generated within a certain run of the first experiment between the 58th
and 59th action. In situation s1, the robot stands in the corridor, grips the bottle
and is oriented to the office. Hence, the system has the goal g2 = (cinsideRoom=false,
cobjGripped=false), which is a subsituation of the situations s9 and s10. However, only
situation s10 can be reached by the correct meta operator o1→10 = [odriveInsideRoom(),
odropObject(), ochangeDirection(), odriveOutsideRoom()]. In contrast to that, situation s9 can not
be reached due to the fact that operator odriveOutsideRoom can actually not be applied to
situation s4 (robot is oriented to the door of the office).
If no additional information are available, the planning process selects the shortest
path regarding the number of contained operators between the current situation and
a goal situation. Furthermore, if several shortest paths exist, one of them is selected















































Figure 6.9.: Action space from the first experiment with wrong paths
121
Chapter 6: Experiments and results 122
alternative solution is also available (see above). In order to support the planning pro-
cesses, meta operators represented by certain sequences of successful executed actions
can be applied. Here, the meta operators can be compared with a set of available al-
ternative paths in the mental action space. Based on the assumption that the order of
goal-directed actions performed in the past is still goal-directed in the future interaction
and/or in similar environments respectively, those paths of the current mental action
space which correspond to the known meta operators are preferred.
Experimental set-up
In order to demonstrate the application of meta operators, two different runs of the
first experiment are analyzed. Here, the meta operators represent sequences of actions
which transfer the system directly from goal g1 to goal g2 and vice versa. For exam-
ple, a possible meta operator is ometa = [oturn(left), oturn(left), odriveInsideRoom(), odropObject(),
ochangeDirection(), odriveOutsideRoom()]. Based on the defined meta operators, which could
also be learned from interaction (see Section 4.3.3), it is checked whether the mental
action spaces, which were used at the time when the system generated wrong plans,
contain correct paths, too.
Experimental results
The results of the analysis are illustrated in Fig. 6.10. Here, the occurrence probabil-
ity of different events (arithmetical mean over two runs) is plotted over the number
of phases between two reached goals (see also Fig. 6.7). As presented in the previous



























Correct plans without meta operator
Correct plans with meta operator
User-based selection
Figure 6.10.: Probability of different events during the experiment
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section, the diagram contains the curves illustrating the number of user-selected op-
erators and the number of correctly generated plans without the application of meta
operators. Furthermore, also the number of potentially correct paths selected based on
known meta operators is plotted. According to the curve progression, the application of
meta operators may influence the interaction especially at the beginning of each run if
the knowledge was generalized, but still characterized by a high degree of incorrectness.
Hence, the probability to generate a correct plan can be increased by the application of
meta operators, at least in the chosen example scenario.
6.3. Complexity reduction and hierarchical planning
The proposed system is able to learn the general assumptions of operators from several
special examples, as shown in the first experiment. Hence, a correct prediction about an
operator’s function in a certain situation can also be made although the operator was
not executed in exactly the same situation before. The experiment presented in this
section starts with a correct and generalized action model in order to demonstrate an
example of the system’s capabilities to generate and execute plans which are based on
a hierarchical structure of action models.
Experimental set-up
The system is provided with a set of already generalized experiences which allows the
generation of correct plans from the beginning of the experiment. Furthermore, a set of
experiences to be avoided is given. These user-defined operators, whose initial and final
situations contain only a small number of characteristics, are used to remove undesired
experiences (e.g., due to safety reasons) from the current mental action space before
a plan is generated. Due to the fact that the meta action model is derived from the
system’s goals, the represented action-logic is structured in a context-sensitive manner.
At the beginning of the experiment, a meta action space is generated based on the
available initial knowledge. After that and after each execution of an operator, the pro-
cess of goal generation and selection is started in order to update the current goal if it is
necessary. The current situation, the current goal, and the meta action space are used to
derive a meta plan. According to the next operator of the meta plan, a local action space
and a local plan respectively are estimated. Finally, the operators contained in the local
plan are executed successively. If an unexpected situation occurs or if all operators of
the local plan are executed, a new local action space is generated and the process repeats.
The initial knowledge defined by the system designer considers all operators de-
scribed in the previous chapter and the related focused situation contains the charac-
teristics cinsideRoom, crelOrientation, caccessibleAreaInFront, cobstacleInFront, cgreenObjDet, cobjGripped,
cnoOfCurRoom, clastOperator, cidOfDetTag, cbatteryStatus, and cisCharging. Hence, the robot can
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interact with the whole environment including the corridor, the kitchen, and a vari-
able number of offices. As operators to be avoid, the gripping of objects within the
kitchen and the dropping of objects within the offices are defined. The defined goals
are g1 = (cnoOfCurRoom=0, cobjGripped=true) with the priority of 2, g2 = (cnoOfCurRoom=0,
cobjGripped=false) with the priority of 2, g3 = (cnoOfCurRoom=1, ccharging=true) with the
priority of 3, and g4 = (cnoOfCurRoom=1, ccharging=true) with the priority of 1. Goal
g1 is activated at the beginning of the experiment, deactivated if the related situation
is reached successfully, and reactivated if the characteristic cisCharging has the parameter
true. Also goal g2 is deactivated if it is reached successfully and activated if g1 is reached.
In contrast to that, g3 is always activated, but due to its priority only selected if no other
goal is active. Finally, the goal g4 is activated if the characteristic cbatteryStatus has the
parameter ‘empty’ and it is deactivated if the parameter changed to ‘middle’.
Experimental results
According to the described definitions, the robot can pick up an empty bottle in an office
and it can place it in the kitchen. Moreover, the robot drives to the office in order to
charge its batteries if the bottle is placed successfully in the kitchen or if the batteries are
very low of charge (cbatteryStatus = empty). In Fig. 6.11, the entire action space and the
related meta action space are shown for an environment with only one office (to keep the
figure clear). The meta action space contains seven situations representing all possible




























































































































































Figure 6.11.: Graphical illustration of the system’s meta action space
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Figure 6.12.: Graphical illustration of the system’s local action space
contains the characteristics cnoOfCurRoom=0, cobjGripped=false, and cisCharging=false. This
situation can be transfered by the operator o12 to situation s3 with the characteristics
cnoOfCurRoom=1, cobjGripped=false, and cisCharging=false. The situations of the entire action
space and the subsituations of the meta action space, which correspond to each other,
are highlighted with the same color (red, blue, gray). Here, the situation s6 (blue) and
the situation s3 (red) of the meta action space correspond to 12 situations and five
situations respectively of the entire action space. As an example, the local action space
corresponding to the operator o12 is illustrated in Fig. 6.12. This action space contains
all 12 situations represented by the meta situation s6 and the paths to the the directly
connected situations represented by the situation s3 of the meta action space (in this
case 2).
The presented experiment demonstrates an example for the proposed architecture’s
capability of hierarchical planning. Due to the fact that a generalized action model is
already available, the system is able to generate a meta action space and several local
action spaces in order to derive a shortest sequence of operators leading to the goal
situation and subgoal situations respectively. Nevertheless, if an unexpected situation
occurs, which happens regularly in real world environments, the current action space is
no more valid and has to be rejected. Hence, a new action space is generated based on
the new (previously unexpected) situation. In the experiment above, this effect typically
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happens if the robot is within an office and tries to turn to the open door. Due to the fact
that the shapes of all offices are more or less different, it can happen that the robot is not
perfectly oriented to the open door after the operator ochangeDirection() is executed. The
resulting situation (with the characteristic cobstacleInFront = close/between) is unexpected
to the system since the described alternative function of the operator ochangeDirection() is
not contained in the provided initial knowledge. Now, the previously neglected operator
odirectToDoor() can be taken into account in order to generate a new local action space
and plan.
6.4. Consideration of new facts from interaction
The experiment presented in the previous subsection illustrates the usage of the mental
model in order to generate a goal-oriented sequence of actions. If the plan is executed in
the real world, the system may transfer the current situation into a desired final situa-
tion. However, there are usually more than one alternative paths available and only one
can be selected. In order to support the decision for technical systems, certain criteria,
like the required time for execution, could be taken into account. Alternatively, also the
required energy or the system’s safety are suitable decision criteria. The related addi-
tional information (required time/energy and safety) can be logged during interaction
(represented as weightings of the operators), but it give no evidence whether a whole
(theoretically/mentally connected) sequence of operators is also executable successfully
in the real world. Therefore, meta operators represented as a list of experiences can be
used (see also Section 4.2.1). Meta-operators document the success of certain sequences
of operators (at least for past interaction) and they can moreover be used to generate
paths to standard goal-situations. Nevertheless, if the mental action space contains con-
flicts, the correct path matching to the real world can not be estimated by weightings
and meta-operators.
Conflicts occur if the action model represents ambiguous information resulting from
generalization, limited perceptual capabilities, or changes in the environment. Here, a
certain operator may transfer one initial situation to several different final situations. In
order to solve a conflict, this thesis proposes the refinement of the system’s perception
and/or the implementation of a short-term memory. If a conflict results from permanent
changes in the environment, it can be helpful if the system’s perceptual capabilities are
refined (presented in the next section). In contrast to that, conflicts that are based on
temporally changes in the environment might be solved by a short-term memory in order
to enhance the performance of the system. For instance, the doors within the example
scenario may be opened or closed (dependent or independent on a certain measurable
fact), which is perceived by the robot as recently as it turns to the door. Here, it has to be
avoided that the system recurrently plans to execute the operator ocreateSound(openDoor)
or the operators oturn(left) and oturn(right) alternatively.
126
Chapter 6: Experiments and results 127
Experimental set-up
The experiment corresponds nearly to the one presented in the previous subsection,
but with the extension that the system learns additional facts from interaction. These
additional facts include
• the average time required to execute the basic operators,
• successfully executed goal-oriented sequences of actions, and
• observed effects of all recently executed operators and meta operators.
The logged time is represented as weighting of the related operator. As soon as a weight-
ing is measured for a certain experience, this information can be utilized to chose between
different paths in the mental action space. If no weighting exists for a certain experience
in the mental action space, this experience is weighted with the value 0. Hence, the ap-
plied Dijkstra-algorithm (e.g., see [Dij59]) tends to select all goal directed paths at least
one time in order to update the corresponding weighting. All observed effects are stored
as experiences in a short-term memory for a certain period of time. Thus, the currently
right path in the mental action space regarding a certain conflict can be stored in order
to avoid that the system tries to integrate one of the other alternative paths (involved
in the same conflict) within a plan. Finally, successfully executed action sequences
are represented as meta operators, but do not influence the behavior of the system in
the chosen scenario. A suitable application of meta operators is presented in Section 6.2.
In this experiment, the environment of the robot is limited to the corridor, the kitchen
and two offices. Apart from that, the scenario corresponds to the one of the last sub-
section. Hence, only the set of experience to be avoided and the experiences regarding
the operators odriveToRoom(clockwise) and odriveToRoom(anticlockwise) have to be adapted.
Consequently, the robot drives to the offices, collects empty bottles, carries them to the
kitchen, and charges the batteries periodically. During the experiment, the doors of the
offices are not opened the whole time and will also not be opened at all times when
the robot asks for that. Furthermore, the robot may not find every time a bottle if it
drives inside an office. In order to handle these situations, the mentioned short-term
memory, whose dwell time is set to two minutes, is necessary. Furthermore, due to the
fact that the system plans based on an action space, which is weighted regarding the
operator’s time for execution, the corresponding influence to the robots behavior can
also be observed in the experiment.
Experimental results
In Fig. 6.13, the system’s meta action space is illustrated. In the situation s1, the robot
stands in office 1 and its gripper is opened. The next goal corresponds to situation s9,
which can be reached by the red-colored path. Thus, the robot grips the object (o1),
drives to the corridor (o2), and drives inside the kitchen (o14). Here, each operator
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Figure 6.13.: Meta action space of an environment with two offices
corresponds to a separate local action space. The local action spaces related to the
operators o2 and o10 are shown in the Fig. 6.14 and 6.15 in order to illustrate the usage
of weightings, meta operators, and short-term memory.
The local action space in Fig. 6.14 corresponds to the interaction of the robot on the
corridor before office 1 (operator o2) and it is used to illustrate the learning and the usage
of weightings. Every time the robot performs a certain operator, the time required for
execution is stored in a list of experiences. Then these experiences are used to weight the
mental action space. Due to the fact that the weightings are assumed as zero from the
beginning of the experiment, the robot explores automatically different paths until the
one with the lowest expenditure of time is found. In the situation s1 of the mental action
space in Fig 6.14, the robot stands on the corridor, grips a bottle, and is oriented to the
wall (after the robot performed the operator odriveOutsideRoom()). Due to the fact that the
system has no information about the operator’s weightings at this time, the shortest path
regarding the number of operators is chosen. Hence, the system plans the execution of
the green-colored path oturn(left), odriveToRoom(clockwise), oturn(left), and odriveInsideRoom()
in order to reach the current goal g1 = (cnoOfCurRoom=0, cobjGripped=true). If this was
successful a corresponding list of experiences is stored to describe the operator o2 of
the meta action space. Hence, this meta operator can be chosen instead of planning in
the local actions space to transfer the robot from the situation s2 to the situation s3 of
the meta action space. Besides the meta operator also the weightings of the contained
basic operators are stored. Hence, the system plans a different path the next time if the
robot is in the same situation (s1 of the local action space) and the same goal (g1) is
aimed. However, after the meta operator ometa = [oturn(right), oturn(right), oturn(right),
odriveToRoom(clockwise),...] is executed, the system is able to recognize that this path is
much longer regarding the expenditure of time and it will chose the shorter path in the
future. Nevertheless, this interaction was useful to explore different goal-directed paths.
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Figure 6.14.: Local action space related to the operator o2 of the meta action space
The usage of short-term memory is illustrated by the local action space in Fig. 6.14,
which corresponds to the operator o10 of the meta action space in Fig. 6.13. In situation
s1, the robot stands in front of the office 2, it has no object gripped, and it is directed to
a closed door. In order to reach the current goal g1 = (cnoOfCurRoom=0, cobjGripped=true),
the next subgoal corresponds to the situation s8. Accordingly, the system executes the
operators ocreateSound(openDoor), owaitForFreeSpace(), oturn(left), and oturn(right). However,
due to existing conflicts, the operators owaitForFreeSpace() and (oturn(right) do not change
the situations in the desirable goal-directed way. This is also stored in the system’s short-
term memory illustrated in the lower part of Fig. 6.15. After the operator (oturn(right)
is executed the second time, the system recognizes that the aimed subgoal is currently
not reachable. Hence, also a new meta plan has to be generated to the current goal g1
in order to exchange the subgoals.
The presented example describes the utilization of a short term-memory, but its bene-
fit becomes not apparent until the experiment is accomplished with a dwell time of zero.
Here, the system would lose the information that the door of the office 2 was not opened
after the operator owaitForFreeSpace() was performed. Hence, the system would plan and
execute the operator again and again. The same effect can also be observed if the robot
drives into an office where no bottle is placed. In this case, the robot would plan and
execute the same sequence of operators (ochangeDirection(), odriveOutsideRoom(), oturn(left),
oturn(left), odriveInsideRoom()) iteratively until a bottle is placed at the defined position.
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Figure 6.15.: Local action space related to the operator o10 of the meta action space
6.5. Refinement of perceptual capabilities
In this thesis, conflicts are considered as ambiguous representations in the system’s men-
tal model. Such a conflict exists if more than one function of a certain operator is known
(from previous observations). One strategy to solve these conflicts is the usage of a short-
term memory as presented in the previous subsection. Thus, the system stores recently
gathered facts from interaction in order to estimate the temporally correct functions
of those operators which are represented uncertainly. However, in most of the cases,
this strategy does not consider the roots of the existing conflicts: an incomplete and/or
wrong focused perception of the system. E.g., if the relevant details of two different
scenes are not considered (or can not be measured), they are represented by the same
situation. In this case, two different effects of a certain operator may be observed if
this operator is applied to the different scenes which are represented equally. Hence, a
cognitive system should also be able to refine its perception in order to understand the
behavior of its environment (which may moreover change during runtime) fundamentally.
Experimental set-up
In common with the system in the previous experiment, here, the system gets also a
set of experiences as initial knowledge and interacts with the environment according to
the defined goal situations and undesired experiences. Furthermore, a short-term mem-
ory is used to store the results of each performed operator for a certain period of time.
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In addition, if an experience corresponding to a conflict occurs, the system stores the
measured characteristics of the initial situation and tries to find a previously not con-
sidered characteristic which can be used to distinguish initial situations unambiguously.
Therefore, the measured characteristics of all initial situations involved in a conflict are
analyzed and weighted (between 0.0 - 1.0) by a correlation-based weighting algorithm
(see [Rap10]). If a characteristic with a nominal parameter gets the weight 1.0, the
characteristic can solve the conflict and is added to the system’s perceptual focus in
order to refine the knowledge about the operators’ assumptions and avoid the conflict
in the future.
In this experiment, the same scenario is used as in the previous section, except that
the goals g3 and g4, which are related to the charging of the batteries, are permanently
deactivated. Accordingly, the characteristics cinsideRoom, crelOrientation, caccessibleAreaInFront,
cobstacleInFront, cgreenObjDet, cobjGripped, cnoOfCurRoom, clastOperator, cidOfDetTag, cbatteryStatus, and
cisCharging are focused. Furthermore, these characteristics and all other ones (see Sec-
tion 5.2.3) are contained in the measured situation. In order to handle temporary
changes in the environment, like the opening and closing of doors, a short-term memory
with a dwell time of two minutes is used. However, the learning of weightings and meta
operators is not considered due to the fact that both representations can not be used
to solve conflicts. As an additional arrangement, closed doors of unoccupied offices are
marked with a red sticker to give the robot the information that the door is not opened
if it asks for that. However, this is not represented in the system’s mental model and
has to be learned from interaction. Similar arrangements or changes in the environment
can also be done during runtime. Thus, the humans can place signs and the system
has to derive their meanings automatically as a certain type of communication between
human and technical system. According to the defined conditions, the robot drives to
the offices and tries to carry empty bottles to the kitchen. If an office door keeps closed
or if an office does not contain an empty bottle, the system changes its plan and tries
to reach the given goal by an alternative sequence of actions. As soon as the system
percepts an experience which belongs to a known conflict, the system tries to solve this
conflict.
Experimental results
The local action space illustrated in Fig. 6.16 already contains several conflicts. As
indicated by the situation in the upper left corner, the robot stands on the corridor,
grips no object, and it is oriented to a closed door of office 2. Due to the conflicts, the
system is uncertain about whether the door of the office is opened after the operators
ocreateSound(openDoor) and owaitForFreeSpace() are performed. Furthermore, the office door
can be opened or closed if the robot orients itself to the office by the operators oturn(left)
and oturn(right) respectively. Finally, an empty bottle can be within an office or not.
However, that is not realized by the system until the operator odriveInsideRoom() was exe-
cuted. As described in the previous section, all observed alternative experiences related
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to these conflicts are stored in the system’s short-term memory. Hence, the mental
model is adapted to the current circumstances in the environment and may be used to
generate action spaces without conflicts. However, this action space may only be valid
for a certain period of time due to the fact that the environment is changing continuously.
By the experiment, the permanent solution of conflicts through the adaptation of the
system’s perceptual capabilities is shown. However, this requires that suitable measured
characteristics are available. During the experiment, no bottle is placed inside the of-
fices. Hence, the robot drives alternately between both offices. The door of the office 2
is always closed and it is only opened if someone is within the office. If this is not the
case, a red sign is placed at the door. Although the red color is detected by the robot
and represented by the characteristics credObjDet and oposOfRedObj, this does not influence
the system’s behavior due to the fact that the characteristics are not considered in the
focused situation.
The first time the robot drove to office 2, nobody was inside the office. However, due
to a lack of enough example situations, the solution of the corresponding conflict were
not executable. When the robot drove to office 2 the second time, someone was inside
and opened the door after the robot asked for that. After that, the system had two differ-
ent example situations (one for each observed function of the operator owaitForFreeSpace())
and started the process of conflict resolution. Here, the only characteristic, which was
weighted with 1.0, was the characteristic cxPos. However, due to the fact that this char-
acteristic has a numerical parameter, the conflict can still not be solved. Finally, if
the robot drove the third time to office 2, nobody was inside again. By the additional
example situation, the characteristics credObjDet and cposOfRedObj were weighted with 1.0
and suitable to solve the conflict permanently.
In order to solve the conflicts in the mental action space, all operator nets of the
operator owaitForFreeSpace() are deleted from the systems action model. After that, those































Figure 6.16.: Local action space with several conflicts
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(b) New characteristic credObjDet=true
Figure 6.17.: Local action space after conflict resolution
Therefore, the characteristics of the initial and final situations contained in these ex-
periences are limited to the previously focused characteristics and the characteristics
credObjDet and cposOfRedObj. Furthermore, the two new characteristics are also included
in the focused situation. By means of the described changes, the system may consider
two different local action spaces if it stands in front of a closed door, which is illustrated
in Fig. 6.17. In situation s1 of Fig. 6.17(a), the red sign is not detected by the system.
Hence, the system assumes based on the refined mental model that the door of the of-
fice will be opened after the operators ocreateSound(openDoor) and owaitForFreeSpace() were
performed. In contrast to that, the system assumes that the door is not opened if it
perceives a red object (see Fig. 6.17(b)). In this case, the system does not perform the
operator ocreateSound(openDoor), but it generates an alternative plan directly.
In the experiment, the conflict regarding the operator owaitForFreeSpace() was resolved
persistently. However, through further interaction with the environment, another conflict
is extended. Now, the system can perceive an open door, a closed door without red sign,
and newly a closed door with red sign if it turns to an office. Candidates for the solution
of that conflict may be the characteristics cobstacleLeft, cobstacleRight, ctimeOfDay, and/or
cidOfDetTag. Nevertheless, the mental action space of a system in a dynamical environment
can never be completely free of conflicts due to the fact that it is impossible to predict
all events (also true for humans). However, this does not mean that the behavior of the
system is not rational.
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6.6. Methodical conclusions
In the previous subsections, the functionalities of the developed cognitive functions and
related representations are presented by five experiments with a mobile robot as an ex-
ample system. Here, qualitative as well as quantitative results illustrate the performance
of the system. In addition to that, this section presents several methodical conclusions,
which have to be considerd in the overall context of the five experiments.
The experiments show that the proposed learning functions enable a system to ob-
tain goal-directed behavior although no initial knowledge or system-specific settings are
provided to the cognitive architecture. Furthermore, the system’s behavior is enhanced
(e.g., less wrong paths in the mental action space) with the number of perceived ex-
periences, but the system keeps flexible in order to consider new facts and unexpected
changes in the environment. Especially, the first experiment demonstrates that the sys-
tem’s knowledge seems to change stepwise. In this case, the learning behavior can be
divided roughly into three different phases. However, this effect might also result from
the specific experimental set-up and it will probably vary with different scenarios or
technical systems.
According to the experiments, it has to be emphasized that a single learning mecha-
nism or a single kind of knowledge representation is not enough to build and to structure
a mental model mapping the real world sufficiently. Only the interplay among the dif-
ferent cognitive functions and related representations, which are all based on the same
methodical background, allows the realization of a flexible system which is capable to
interact goal-directed within a complex environment. Also the combination of all func-
tions within one algorithm a posteriori would not be helpful since in this case the further
development of the approach would be limited strongly. If the proposed cognitive ar-
chitecture is applied to other systems, additional cognitive functions or variants of the
existing cognitive functions (e.g., with a different search algorithm etc.) might be useful.
However, the extension of the architecture is explicitly intended and prepared.
As exemplarily illustrated by the experiments with the mobile robot, the proposed
knowledge structure combines all representations, which are used and modified by the
different cognitive functions. Especially, the function of perception, which is also based
on learned knowledge, plays a central role due to the fact that it is used to process
situations from the real and mental world as well. Without a common methodical back-
ground, like the one used in this thesis, the realization of an efficient interplay among
all cognitive functions and the integration of new mechanisms is more difficult and less
flexible.
The qualitative results of the experiments are visualized according to the symbolism
coming with the SOM approach. By means of the graphical illustration of the system’s
knowledge (e.g., the relations among characteristics or the current mental actions space),
which is the basis of decision-making, the system’s behavior can be tracked and ana-
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lyzed in an intuitive manner. Moreover, the visualization is an essential element for the
purpose of the design and the test of new cognitive functions.
Finally, it becomes apparent that the realization of a Cognitive Technical System
requires experiments with a real technical system interacting in a dynamical environment
at an early stage of development. Experiments which are based on simulated world
environments may help to design some basic functionalities, but they are not suitable
to design cognitive functions to be implemented in a technical system. In this regard,
the development of cognitive functions, which are used to handle uncertain and/or noisy
sensor measurements, is a typical example. Moreover, applications with mobile systems,




7. Summary and future work
This thesis presents the realization of Cognitive Technical Systems by means of the de-
velopment of a novel framework which is based on Situation-Operator-Modeling. The
resulting main achievements and related benefits are summarized in the next subsection.
In addition, new ideas and alternative applications, which were identified in conjunction
with this thesis, are listed at the end of this chapter, each with a brief description.
7.1. Summary
In previous work, the Situation-Operator-Modeling approach [So¨f01c] and the first im-
plementation of a SOM-based cognitive architecture [Ahl07] were presented. Based on
that research, Petri net patterns were developed to simulate and to analyze SOM-based
models [Gam06, GOS07] in an intuitive and flexible manner.
The developed SOM-based Petri net patterns and the closely related state space anal-
ysis technique offer the perfect basis for modeling and simulation of human interaction
and cognition. In order to develop a SOM-based representational level for technical
systems, the Petri nets patterns are used to design a framework modeling the functions
and procedures of the human mind. Here, especially learning plays a central role for
the realization of autonomous behavior. Different memories and cognitive functions are
combined within a cognitive architecture, which is used to control a mobile robot within
a dynamical environment.
The successful completion of each step described above builds an important mile-
stone in order to realize a Cognitive Technical System. Furthermore, the developed
approaches exhibit also additional benefits for alternative purposes and applications. In
the following, the main achievements of this thesis are given in detail.
• As a first step, the implementation of SOM-based models through patterns of high-
level Petri nets was considered. Here, an arcade game application was used as an
example micro world with human interaction. The interaction was represented by
state space patterns, which were used to generate an action space corresponding
to a discrete state space representation with situations as states and operators as
state transitions. As an example, the action space was analyzed by formal state
space queries in order to detect human errors automatically. For systems with a
higher degree of complexity, the complexity was reduced by the usage of partial
action spaces focusing only the relevant aspects of interaction. Based on that
research, adaptable Petri nets patterns were developed, which can also be changed
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during interaction. Finally, the represented interaction can also be automatically
visualized and converted to a general exchange format.
Through the developed methodology, the interaction of arbitrary systems of hu-
mans and technical systems can be represented, analyzed, and visualized.
• The high-level Petri net patterns were used to develop elements as well as related
cognitive architectures to realize a flexible and adaptive knowledge representation
for technical systems in order to realize autonomous behavior. Therefore, the
SOM approach was utilized as an intermediate level between real world’s phenom-
ena and technical model. Based on the action space as central problem description,
a framework of several cognitive functions and representations were developed in
order to model human capabilities as learning, planning, and complexity reduction.
Thus, it was possible to design a novel kind of hierarchical knowledge represen-
tation, which can be restructured from interaction with the environment. In this
regard, different learning functions were developed, which are also applicable in real
world scenarios. These learning functions realize the integration of new facts from
interaction, the generalization of knowledge from special observations, the consid-
eration of temporal dependencies, the simplification of complex action spaces by
abstraction, and the resolution of uncertainties by the adaptation of perception.
The developed framework, which can be extended easily by other KI methods, can
be used to design integrated cognitive architectures for different purposes.
• The representations and functions of the developed framework were combined
within a cognitive architecture. The architecture coordinates the execution of
cognitive functions and it is structured into three levels for skill-based, rule-based,
and knowledge-based behavior. As the basis for planning, a context-sensitive ac-
tion space (working memory) is derived from the recently perceived experiences
(short-term memory) and the system’s general knowledge (long-term memory). If
planning fails, the system’s knowledge is refined by processes of deduction and
induction. Furthermore, the knowledge is extended by new facts learned from in-
teraction. The cognitive architecture itself is completely independent from specific
problems or applications. Here, only the measured characteristics and available
operators have to be named. In addition, also goals, actions to be avoided, and
initial knowledge can be defined.
The cognitive architecture can be connected through a network connection with
different kinds of technical systems in order to provide cognitive control or coop-
erate with them.
• The development of the cognitive architecture was attended by experiments with a
mobile robot interacting in a dynamical office environment. In contrast to virtual
or laboratory environments, here, it was necessary to consider aspects as safety
(the robot may not drive against walls or humans), erroneous measurements, and
changes of the environment (especially caused by humans), which significantly in-
fluenced the developed functions. Therefore, an existing Pioneer 3DX platform had
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to be adapted by additional software and hardware components. With the robot
as experimental platform and the chosen scenario, it was possible to demonstrate
that the developed methodology can be applied actually to complex technical sys-
tems. In this regard, qualitative as well as quantitative results, which illustrate
the learning behavior of the system, were measured.
The extended robot system provides an ideal experimental platform for future
research on Cognitive Technical Systems.
Without formalisms, the complexity of the real world is not comprehensible and can
not be described in a unified manner. However, formalisms are limited and may not
describe all relations sufficiently. Hence, an intermediate level between real world and
technical model is necessary.
This thesis refines the approach of a structured intermediate level between real world
and technical model, which is unique and not comparable to other existing approaches.
Based on the work of [So¨f01c] and [Ahl07], this thesis contributes an extensive description
of human cognition by Situation-Operator-Modeling and adds crucial details as the
automatically adaptation of perception, complexity reduction by differentiation among
short-term, long-term, and working memory, the hierarchical structure of action spaces
with different degrees of abstraction, the automatically selection of goals, and learning
functions which are applicable in real world scenarios. In this regard, the novel kind of
knowledge structuring, which is developed and tested in this thesis has a strong benefit,
also for other scientific fields. The proposed models and mechanisms were developed
through experiments with a real mobile robot, but they can also be applied to arbitrary
kinds of technical systems.
7.2. Future work
During the research of this thesis, which was primarily focused on the realization of a
Cognitive Technical System, several alternative application fields and ideas for method-
ical extensions were identified. The most promising ones are listed below in order to
indicate possible future work based on this thesis.
• Besides the presented scenario, the cognitive architecture can also be used in
combination with other systems in different applications. This is especially sup-
ported by the underlying generic concept and its system-independent implemen-
tation. Furthermore, a standardized communication interface is provided to con-
nect different systems and to exchange information easily. Possible applications
would be the cognitive control of technical systems (as demonstrated with the
robot), the cooperation with other cognitive systems, and the assistance of hu-
mans (see [GS07, FGM+09]. For Human-Machine-Systems in particular, it can
be helpful if technical systems can behave like humans and understand human
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behavior respectively. However, in which way the communication and interac-
tion between humans and Cognitive Technical Systems (based on the proposed
cognitive architecture) have to be designed, has to be investigated in the future.
• If the cognitive architecture is applied within other contexts, novel kind of chal-
lenges might arise, which were not focused within this thesis. However, due to
the fact that the cognitive architecture is only a special instance for a combined
system of the underlying framework’s representations and functions, the archi-
tecture can be modified, extended, and completely revised easily. In this regard,
this thesis provides a comfortable starting point for further investigation regarding
the proposed approach and its technical implementation. For example, the devel-
oped cognitive functions could be extended and improved. Here, especially the
implemented algorithms for the generation of action sequences and the analysis of
measured data can be simply exchanged.
• In addition to the already existing models, which represent general knowledge or
rules, the system could be extended by other representations. Thus, completely
new research directions can be focused. The additional representation may be
learned and processed within the main cognitive cycle of the architecture directly
or through secondary processes. As an example, the system might learn safety
critical information about situations and/or operators from the interaction with
the environment or the communication with other systems. Currently, those as-
pects are considered by weightings in the action model and mental action space
respectively (see also [EGVS10]).
• In the presented cognitive architecture, two modules are used to generate and select
goals. However, here, the generation is limited to the activation and deactivation
of goals. Furthermore, the selection of goals is exclusively based on the active
goals’ priorities and activation times. The next level of development could be the
learning of goals from interaction. In this regard, goals are derived from certain
‘primary drives’ like the need for energy, etc. (see [Hul52]). After that, these
goals may be further abstracted according to the existing structure of the systems
knowledge. Hence, the influence of emotions and drives to a system’s behavior
may be investigated and the advantages and disadvantages for different systems
and applications can be judged. In addition, the selection of goals can be based
on the current mental action space in order to optimize the sequence of reached
subgoals. The described functionalities can be based on the proposed framework,
which already provides the required basic representations and functions.
• At a connected technical system, the basic actions and measured characteristics
are defined by hard-coded controller and filter routines. Based on the available
sensor measurements, the proposed cognitive architecture is able to learn abstract
rules from interaction in order to enhance its planning and perception capabilities.
This is realized exclusively within the cognitive architecture independently from
a certain technical system. However, this leads also to the fact that learning of
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sensomotoric behaviors and reflexes is not focused by this thesis. Nevertheless,
the cognitive architecture also allows the addition of new operators and measured
characteristics during runtime. Like the learning of skills in a biological system by a
large number of iterations, also a technical system could be directly equipped with
pattern recognition algorithms and adaptive controllers to provide new measured
characteristics and operators to the cognitive architecture. Thus, the autonomy of
the combined system could be increased significantly.
• In order to solve complex problems, also several instances of the cognitive archi-
tectures can be applied together. Here, the architectures could work on the same
level or might be connected in a hierarchical and heterogeneous (architectures with
different tasks) structure. In any case, this is provided by the proposed framework,
which enables the definition of architectures as class objects with suitable inter-
faces. Hence, several similar cognitive architectures can communicate with each
other or process certain models collaboratively. Nevertheless, whether a collective
of cognitive architectures (which may be realized as incoherent entities or as ele-
ments of a certain meta system) can be used to simulate cognitive behavior has




This thesis presents an approach for the representation and simulation of human inter-
action and cognition based on Situation-Operator-Modeling. By means of Situation-
Operator-Modeling an intermediate level between the real world and technical models
is realized. The step from the real world to a SOM-based description is explained in the
previous chapters in detail. In the following, the technical implementation, which cor-
responds to the step from the SOM-based description to an executable technical model,
is focused.
In the context of this thesis, the technical implementation is realized by patterns of
high-level Petri Nets and class objects, which are utilized within the Petri Nets and
independently as well. The applied Petri Net formalism is called Reference Nets, which
can be designed and simulated by the software tool Renew standing for Reference Net
Workshop. As a special feature, Reference Nets can contain class objects as tokens
which may switch from one place to another if transitions fire. Hence, the formalism
Reference Nets belongs to the class of object-oriented Petri Nets. In the case of the
software tool Renew, class objects are formatted according to the specifications of the
higher programming language Java.
In addition to class objects and simple standard tokens, the formalism Reference Nets
allows to design nets that contain other nets as tokens. Hence, a supernet can con-
tain several subnets. This kind of hierarchization is realized by so-called synchronous
channels, allowing to design transitions, e.g., one in a supernet and another one in a
corresponding subnet, which fire simultaneously. Thus, one or several tokens may be ex-
changed between a supernet and a subnet. Besides synchronous channels, the formalism
Reference Nets also allows to structure the modeled Petri Nets through fusion places.
A fusion place (which is symbolized by a circle with double edging) of a regular place
contains the same tokens of that regular place at the same time, but it can be placed to
arbitrary position in the same net. Hence, even complex Petri Nets may be visualized
in a clear manner.
In the following, the formal representations of situations and operators are illustrated
by Petri Nets and UML1 diagrams.
1Unified Modeling Language
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SOM-based class structure
The implementation is partially realized by SOM-based data structures, which are de-
fined through classes of the programming language Java. After an object of these classes
is created, this object is initialized with certain values and it may be related to other
objects hierarchically and netlike respectively. In Fig. A.1, the corresponding class struc-









are illustrated. In contrast to that, operators and relations are represented by patterns
of high-level Petri Nets. These Petri Net patterns, which contain objects of the listed
classes, are detailed in Section A.
The class Situation is the central data structure of the whole information process-
ing. In this respect, two lists of the class Characteristic, which represent measured
and focused characteristics, are the most important attributes. The list representing the
measured characteristics is set by a constructor if an object of the class Situation is
first created. In contrast to that, the focused characteristics, which may correspond to
the measured characteristics or represent them in a more abstract manner, are set during
information processing (see also Chapter 4). In order to compare two situations, the
class Situation includes different methods. For example, the method compare(sit:
Situation): Boolean can be used to estimate whether the related situation corre-
sponds to the situation sit taken by the method as attribute. Furthermore, the method
isSubSitOf(sit: Situation): Boolean may be applied in order to check whether
the related situation is a subsituation of the situation sit (see also Section 3.1.2). Some
of the presented learning algorithms (see Chapter 4.3) require that the characteristics’
parameters of a situation may be changed. Therefore, the methods add(m: String,
k: Double) and change(m: String, k: Double), which are detailed in Section A,
can be applied. Finally, also methods for the visualization of situations are available.
For example, the method autoprint() displays the names and parameters of all focused
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Figure A.1.: Class diagram with SOM-based data structures
characteristics of the related situation in an IDE’s2 output window.
As already mentioned above, there is an aggregation between the class Situation
and the class Characteristic. An object of the class Situation requires at least two
objects of the class Characteristic in order to describe the measured and focused
characteristics as well. If an object of the class Characteristic is created, the values
of the attributes name and value may be set by the constructor. However, if the values
are to be changed also after an object was created, e.g. by a learning mechanism, the
values can also be changed by simple ‘set methods’, like set name(name: String) or
set value(value: Double). A specialized version of the class Characteristic is the
class Assumption, which also includes the attributes name and value. Furthermore, the
class Assumption contains additional attributes as uncertain, occurrenceProb, and
lastSuccess (see also 4.1.3), which are utilized by several cognitive functions (see also
Chapter 4.3). Lists of the class Assumption are applied within operator nets, which is
detailed in Section A.
2Integrated Development Environment
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In this thesis, situations may also be goals. Hence, the class Goal corresponds to a
specialization of the class Situation. The class Goal also contains lists of the class
Characteristic and includes the same methods as the class Situation. Further-
more, the class Goals contains additional attributes as priority, actAssumptions,
deactAssumptions, and activationTime (see also Section 4.2.1).
The key attributes of the class Experience are initSit, finalSit and operator,
which may be set by the constructor. Hence, there is an aggregation between the
class Situation and the class Experience. Further attributes are time, energy, and
safety. The values of these additional attributes can be learned from interaction and
may be set by the methods set time(time: Double),set energy(energy: Double),
and set safety(safety: Double). Several objects of the class Experience can be
used to represent a meta operator. Therefore, it is required that the experiences can
be arranged in a logical sequence, where the final situation of a certain experience cor-
responds to the initial situation of a succeeding experience (expect for the last element
of that sequence). Hence, the related class MetaOperator includes an attribute storing
a list of lists of the class Experience, which can be edited by the constructor and the
method update(expList: ArrayList<Experience>).
Action spaces are represented by a set of the class Experience. A related list is also
utilized by the class ActionModel. By the method generateFromExperiences(expList:
ArrayList<Experience>), a list of the class Experience may be used to derive an ac-
tion model, which is represented by a list of lists of the class OperatorClass. In this
regard, a list of the class OperatorClass corresponds to a sequence of operator nets (see
Section A) and may be processed analogically. Furthermore, several additional methods
for the processing of action spaces are implemented. For example, the class Plot consists
of methods which can be used to convert action spaces into other representations. With
the method ExpToXML() a set of experiences, which are stored in the attribute expList,
is converted to a .xml-file in order to store the related information persistently. Ana-
logically, the method ExpToDot() can be used to visualize action spaces. If the method
is executed, a .dot-file is created. This .dot-file can be interpreted by the software tool
GraphViz illustrating the action space as directed graph (see also Section A).
Operator nets
In the approach presented in this thesis, operators and relations are represented by spe-
cial patterns of high-level Petri Nets, which generate and contain the SOM-related class
objects explained in Section A. By means of the patterns of high-level Petri Nets, action
logic as well as the internal structure of situations may be represented. As a special
feature, the net patterns can be adapted and restructured during simulation. Thus, it
is possible to model learning abilities of cognitive systems.
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Figure A.2.: Operator net (implemented with Renew)
One of the most important net pattern utilized in this work is illustrated in Fig. A.2.
This net pattern is denoted as ‘operator net’ and describes the modification of an input
situation depending on certain assumptions (or exceptions). However, in order to rep-
resent the function of operators and relations, in general, more than one operator net
is required. Hence, several operator nets are interlaced into each other and related as a
whole to a certain operator or relation. Accordingly, this kind of net pattern is denoted
as a ‘sequence of operator nets’ or ‘operator net sequence’ (see Fig. A.3). Each operator
net of an operator net sequence takes an initial situation and a situation that may be
modified successively (in the following denoted as situation to be modified) as inputs.
Within each single operator net, the assumptions for a modification is checked based
on the initial situation. Depending on whether the assumptions are fulfilled or not, the
situation to be modified is changed or remains unchanged. After that, the situation to
be modified and the initial situation are taken and processed by the next operator net,
which repeats for each operator net of a sequence. The last operator net in a sequence
contains only a simple dummy net, which forwards the initial situation and the situation
to be modified (now the final situation) to the super net containing the sequence of op-
erator nets (see Fig. A.3). In this regard, each operator net initially contains a dummy
net. Hence, the dummy net of an operator net sequence may by simply exchanged by a
new operator net in order to extend the number of operator nets in that sequence.
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Figure A.3.: Sequence of operator nets (implemented with Renew)
The inputs of operator nets (two objects of the class Situation) are taken by means
of the synchronous channel :in(sit init,sit). In the case of the first operator net
in a sequence, the values of the variables sit init and sit, which are objects of the
class Situation (taken from the super net) containing the sequence of operator nets,
are equal. In all other cases, the values of sit init and sit may differ from each other.
The variable sit init takes in any case the initial situation, which is used to check
whether the assumptions for the modification of a situation are fulfilled. In contrast to
that, the variable sit takes the situation that is changed successively and that describes
the final situation at the end.
Assumptions and exceptions
Assumptions of operators are represented by lists of the class object Assumption and are
stored within the operator nets. However, in contrast to previous implementations of
SOM, here, also exception can be defined. Exceptions are negated assumptions and may
also be represented by lists of the class object Assumption. The adding and storage of
assumptions and exceptions is realized by two separated net patterns within the opera-
tor nets. These separated net patterns are placed at the lower right part of the operator
nets and are linked with the remaining net via fusion places (see Fig. A.2). Thus, the
overall net structure keeps clear, although assumptions and exceptions are processed
at different positions. In order to check whether the assumptions and exceptions are
fulfilled, the stored lists of the class object Assumptions are compared with the initial
situation stored in the variable sit init. If the assumptions are fulfilled, the value of
the variable sit out, which is the situation to be modified including the changes of the
current operator net, is taken by the next operator net in the sequence. Otherwise, if
the assumptions are not fulfilled, the value of the variable sit, which is the situation
to be modified without the changes of the current operator net, is taken by the next
operator net in the sequence. This is realized within the upper right part of the operator
net including several fusion places that store the lists of the class object Assumption
(see Fig. A.2).
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(a) Function net addition (b) Function net change
Figure A.4.: Examples for function nets (implemented with Renew)
Function nets
The modification of situations is realized by function nets, which are subnets within the
operator nets and added to them via synchronous channels (e.g., :add change([m,k]))
located at the bottom left part of an operator net (see Fig. A.2). The final situation
of an operator net is generated by applying all stored function nets to the situation
to be modified. Whether the resulting situation stored in the variable sit out is also
taken by the next operator net in the sequence, depends on the defined assumptions and
exceptions, as explained in the previous subsection.
In Fig. A.4, two examples for function nets are shown. Both net patterns consist of
a synchronous channel :set([m,k]), which is used to define the values of the variables
m and k. The value of the variable m is a character string corresponding to the name of
a certain characteristic and the value of the variable k is numerical. Both net patterns
also consist of a second synchronous channel. Thus, a new object of the class Situation
is created and initialized with the characteristics of the situation to be modified. Fur-
thermore, a method of the created class object, which takes the values of the variables
m and k as attributes, is executed.
Within the function net illustrated in Fig. A.4(a), the method add(m: String, k:
Double) is executed. Thus, the parameter of the characteristic with the name m is in-
creased/decreased by the value k (depending on the algebraic sign of k). Similarly, the
method change(m: String, k: Double) is executed within the function net shown
in Fig. A.4(b). By the execution of this method, the parameter of the characteristic
with the name m is exchanged with the value k.
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Generation of action spaces
The generation of SOM-based action spaces is a key feature of the approach presented
in this thesis. These action spaces are inspired by reachability graphs of Petri Nets,
but they are not to be confused to them. A reachability graph of a Petri Net contains
all states which are reachable related to a certain initial state. In this regard, a state
corresponds to a certain configuration of tokens on the Petri Net’s places. Furthermore,
each edge within the directed graph is related to the firing of a certain transition within
the Petri Net. In contrast to that, action spaces, as defined in this thesis, contain situ-
ations and operators. Hence, an action space can be used to estimate those sequences
of operators that may be performed in order to transfer a certain initial situation into
a certain final situation. In this work, however, situations and operators are not related
to single places and transitions. As mentioned above, situations are represented by class
objects, which are tokens within the Petri Net, and operators are represented by whole
patterns of Petri Nets.
In order to generate an action space, all available operators are applied to a certain
initial situation and all resulting situations as well. The application of all available
operators to an initial situation leads in most cases to several new final situations. In
the next step, all available operators are applied again to the final situations resulting
from the previous step. This procedure repeats until no more new situations result
or if a certain amount of final situations is reached. The result of each calculation is
stored within a new object of the class Experience, which consists of attributes for the
initial situation, the name of the performed operator, and the final situation (see also
Section A). Hence, the object of the class Experiences represents the function of the
performed operators with respect to a special initial situation. Finally, an action space
is described by a collection of several objects of the class Experience, which may be
utilized in order to generate possible paths from an initial situation to a desired situation.
The net pattern in Fig. A.5 is used to generate action spaces according to the descrip-
tion above. Here, all operator net sequences lie on the white-colored place in the upper
part of the net. The initial situation and all situations which are created during action
space generation are deposited on the gray-colored oval place in the middle. If the oval
place contains a situation that was already selected before, the situation is deleted from
that place by the transition with the guard function sit.SitInList(list). According
to the guard function, which is a method of the class Situation, the transition fires only
if the related situation (which is selected randomly) is contained in the variable list,
whose value is a list of objects of the class Situation. If a situation on the oval place
is not contained in the variable list, it may be taken by the transition with the guard
function !sit.SitInList(list), which is a negation of the guard function mentioned
first. Thus, several variables are updated and the selected situation is added to the vari-
able list. After that, the selected situation is deposited on another place in a combined
token with the names of the operators to be applied. By the firing of the transition
with the synchronous channel O:in(sit in, sit in), the selected situation is assigned
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Figure A.5.: Net pattern for the generation of action spaces (implemented with Renew)
to all operator net sequences and by the firing of the transition with the synchronous
channel O:out(sit in, sit out) the final situation is taken back from the operator net
sequences. The final situations taken by the variable sit out are deposited on the oval
place. Furthermore, an object of the class Experience is created. This objects takes the
initial situation from the variable sit in, the final situation from the variable sit out,
and the name of the related operator and is deposited on a separate place. The sum of
all generated objects of the class Experiences finally represents the generated action
space.
Graphical representation of SOM
The graphical notation of SOM can be used to visualize the interaction within Human-
Machine-Systems. In the case of complex systems, the separate visualization of certain
parts of the entire model might be helpful. For example, a system’s action logic as well
as the situation’s internal structure can be illustrated by different graphs. These graphs
represent the connections between situations and actions or the connections between
characteristics and relations respectively. In this regard, a complex model may also be
visualized clearly from different perspectives and degrees of abstraction. Hence, this
kind of illustration can also be understood easily by inexperienced viewers.
In order to visualize graphs automatically, software tools for graph visualization
can be used. A well-known tool is Graphviz [GN00, GKN09] providing several pro-
grams for graph visualization and layouting. Here, a graph’s nodes and edges are de-
scribed within a .dot-file, which can be created with text editors or drawing tools (e.g.,
dotty [KN96]). Another comfortable visualization tool, which can also interprete .dot-
files, is ZGRViewer [Pie05]. The general code and the description of a .dot-file for
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(a) Situation’s structure (b) Action space
Figure A.6.: SOM-based visualization with Graphviz and ZGRViewer
SOM-related visualization are given in Section A.
A SOM-based model implemented by a high-level Petri Net (see Section A) or another
formalisms (see Section 3.2) may be converted to a graph representation and stored as
.dot-file. If the SOM-based model changes, also the corresponding .dot-file can be up-
dated. In addition to that, the software tool ZGRViewer can be triggered (e.g., by hotkey
commands) in order to reload the .dot-file and to update the visualization. Hence, the
relation of particular situations (marked with different colors) and the change of an ac-
tion space’s structure can be observed online. If the model corresponds moreover to a
mental representation of the real world, also the observation of a system’s internal state
(in order to improve the evaluation of its behavior) is possible.
As explained above, the action logic as well as the situation’s internal structure can
be visualized by graphs. In order to illustrate that, Fig. A.6(a) shows two related exam-
ples. In Fig. A.6(a), two situations are shown. The right situation is a derived situation
of the left situation. Hence, the right situation contains characteristics which are ei-
ther taken or derived from the left situation. Accordingly, the lines with white circles
represent relations and the lines without white circles represent that the characteristics
on both sides are equal. In contrast to the original notation defined in [So¨f01c], here,
the relations are drawn between both situations in order to focus on the connections of
characteristics. An example for an action space is visualized in Fig. A.6(b). In this case,
also the names and parameters of characteristics are shown within the situations. Thus,
it may be traced how the parameters are changed by the execution of operators.
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Persistent storage of SOM-based knowledge
SOM-based knowledge such as certain situations, operators, or whole action spaces has
to be stored persistently in order to generate initial knowledge by hand, to analyze or
to modify learned knowledge, to save a certain state of knowledge, and to exchange
knowledge with other systems or software tools. In this thesis, knowledge is stored
persistently within an
• object-oriented database, and
• .xml-files.
Both approaches provide different advantages and are used in this work for different
kinds of purposes.
With object-oriented databases, it is possible to store and to reload whole object struc-
tures (objects containing other objects etc.) Furthermore, object-oriented databases
provide generally query languages, which may be used to analyze a contained class
structure. In [Ahl07], experiences are also stored in an object-oriented database and
the included query mechanism is used to generate plans. In this thesis, the open source
object database db4o is used to store the proposed action and perception models. This
database can easily be included into own applications and provides different kinds of
query mechanisms. Moreover, due to the fact that the database and the applied Petri
Net formalisms are both based on the programming language Java, an object of the
database can be integrated in a Petri Net as token.
The abbreviation XML stands for Extensible Markup Language and it is designed to
create hierarchical structured data files, which can be exchanged by different platforms
and software. For example, HTML is a specific kind of XML-based file format, which
is also denoted as ‘xml-scheme’. Furthermore, XML is provided by a lot of Application
Programming Interfaces (APIs) and IDEs. In this thesis, a SOM-based xml-scheme is
defined. Those files which are formatted according to that scheme are used to store
situations, operators, and action spaces. Furthermore, the SOM-based .xml-files may
be used to exchange information with other software.
In Listing A.1, an example for a SOM-based xml-files is given. The main element is
ActionSpace, which contains the elements Situations and Operators. The element
Situations contains several elements of the type Siutation, which further contain one
or several elements of the type Characteristic. Each element of the type Situation
has at least one mandatory attribute id. This attribute is used to relate the situations
to the operators described in the following. Besides the attributes id, also further at-
tributes, like the attribute safety, can be added in order to store general information
about the situations. Each element characteristic contains the attributes name and
value.
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Operators are described by the element Operator contained in the element Operators.
Each element Operator contains the attributes name, initSit, and finalSit. The at-
tribute name stores the name of the operator and the attributes initSit and finalSit
store the ids of the situations defined in the element Situations. In the example (see
Listing A.1), the operator o1 transfers the situation s1 to the situation s2. The operator
o2 transfers the situation s1 as well as the situation s2 to the situation s2. Besides the
three attributes contained in the example, also further attributes, like energy, safety,
and time, may be considered. However, if only information about situations are to be
stored or exchanged, the element ActionSpace and the element Operators can be ne-
glected.
Listing A.1: Example for a SOM-based .xml-file
<ActionSpace>
<S i t u a t i on s>
<S i tua t i on id=”1” s a f e t y=”1”>
<Cha r a c t e r i s t i c name=”c1” value=” 0 .0 ”></ Cha r a c t e r i s t i c>
<Cha r a c t e r i s t i c name=”c2” value=” 30 .0 ”></ Cha r a c t e r i s t i c>
<Cha r a c t e r i s t i c name=”c3” value=” 2 .0 ”></ Cha r a c t e r i s t i c>
</ S i tua t i on>
<S i tua t i on id=”2” s a f e t y=” 0 .8 ”>
<Cha r a c t e r i s t i c name=”c1” value=” 1 .0 ”></ Cha r a c t e r i s t i c>
<Cha r a c t e r i s t i c name=”c2” value=” 30 .0 ”></ Cha r a c t e r i s t i c>
<Cha r a c t e r i s t i c name=”c3” value=” 2 .0 ”></ Cha r a c t e r i s t i c>
</ S i tua t i on>
<S i tua t i on id=”3” s a f e t y=”1”>
<Cha r a c t e r i s t i c name=”c1” value=” 1 .0 ”></ Cha r a c t e r i s t i c>
<Cha r a c t e r i s t i c name=”c2” value=” 5 .0 ”></ Cha r a c t e r i s t i c>
<Cha r a c t e r i s t i c name=”c3” value=” 2 .0 ”></ Cha r a c t e r i s t i c>
</ S i tua t i on>
</ S i t u a t i on s>
<Operators>
<Operator name=”O1” i n i t S i t=”1” f i n a l S i t=”2”></Operator>
<Operator name=”O2” i n i t S i t=”1” f i n a l S i t=”3”></Operator>
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