Abstract-A substantial variety of control algorithms to adjust carrier sensing, transmission power, and transmission rate have been proposed for IEEE 802.11 wireless networks in the recent literature. Their objectives range from maximizing throughput, spatial reuse, and fairness to minimizing interference and congestion within the network. However, only a few of these have been implemented and analysed in practice, often because accessing and changing the necessary parameters in the wireless hardware is too difficult. Essentially, there is little understanding about the interactions of jointly adjusted transmission rate, power and carrier sense thresholds, and their impact on the aforementioned objectives. Therefore, in this paper, we focus on transmission rate, power and carrier sensing settings. We provide a detailed description of the common IEEE 802.11 radio hardware, especially in terms of carrier-sensing circuitry. We then present our results from our validation and initial measurement study, which demonstrate interactions between transmit power and rate under different carrier-sensing settings in a two link scenario. Our initial findings indicate there exists a limited number of ratepower combinations that achieve high performance in terms of either throughput and fairness both with and without carrier sensing. Furthermore, in the case of both strong and weak links exist in the network, turning carrier sensing off significantly improves performance.
I. INTRODUCTION
In CSMA (Carrier Sense Multiple Access) wireless networks, there exist several mechanisms, such as transmit rate [1] , [2] and transmit power [3] , [4] , [5] control, and carrier sensing [6] , which aim to maximize throughput. While these mechanisms do operate independently, they present high dependency, which affects the optimality of transmission decisions. For instance, a rate adaptation mechanism searches for the best transmission rate under varying channel quality. A packet can be transmitted at a high rate if the SNR (Signal to Noise Ratio) at the receiver is high and otherwise, a lower transmit rate achieves more robust communication. Hence, the transmit rate adaptation algorithms in the literature [1] , [2] take packet loss and success ratios into account as an indicator to adapt the current rate. However, through transmit power control, the radio link transmit power can be dynamically tuned to compensate for variations and differences in channel conditions and hence, the SNR at a receiver is significantly affected by the transmission power settings. Similarly, observing that nodes should not adapt their rates due to losses during congestion, channel busy time (i.e., the fraction of time the medium is utilized) can be used as a metric [7] . Note that, in this case, the measurements of channel busy time are dependent on the underlying physical carrier sense mechanisms, which play a fundamental role in avoiding packet collisions. More specifically, the channel is declared as busy when (i) energy detected exceeds a certain threshold, (ii) a valid IEEE 802.11 signal is detected, or (iii) a combination of both. Again, this is also affected by transmit power control, which might cause hidden terminal problems due to not being able to detect the channel busy and not being able to identify the magnitude of interference on the ongoing transmissions. Therefore, it is essential to design joint rate, power and carriersense mechanisms to maximize the network capacity. Hence, the main focus of our research is to illustrate the performance under different rate, power and carrier-sense settings and investigate whether an optimal configuration can be found using these three control knobs.
Building joint rate, power and carrier sense mechanisms require a clear understanding of transmission and sensing processes performed at the physical layer. However, due to the lack of direct information, current research estimates transmission success and carrier sense relationships indirectly through measurement studies with specific setups. Because of these specific network and radio hardware setups, it is hard to reach a consensus about the general properties. For instance, in [8] , it is shown that carrier sense relationship between the links are often probabilistic and time-variant and hardly can be represented using a 0-1 contention graph, where two links either sense each other completely or not. In [9] , when physical transmission rate is set 1Mb/s, the wireless links are found to be highly stable. Additionally, the effect of proprietary solutions used in wireless interface cards should be taken into account [10] . Therefore, in this paper, we present the following contributions:
• A comprehensive description of the rate, power and carrier sense operation in the wireless interface cards used for measurements. Furthermore, we also consider the impact of radio calibration, which is often an ignored factor in measurement studies.
• Real time measurements of physical carrier sense mechanism. We carried out our measurements in an outdoor testbed varying transmit rate and power under two different settings: carrier sense enabled and carrier sense disabled. Our initial measurements illustrate there exists a limited number of rate-power combinations that achieve high performance in terms of either throughput and fairness. Furthermore, turning carrier sensing off might improve performance when link qualities are not identical.
• Advanced measurement tools. To carry out more thorough measurements, we extended the wprobe measurement tool [11] , which exports wireless measurement data to user space. The rest of the paper is organized as follows. We first present the details of our radio model based on the hardware, calibration mechanisms and firmware used in our testbed. Section III presents our measurement study, including our measurement set-up and tools developed. Section V concludes with discussion and future work.
II. SYSTEM DESCRIPTION: CARRIER SENSING AND SIGNAL DETECTION IN ATHEROS RADIOS
This section summarizes how a typical IEEE 802.11 radio [12] (in our case an Atheros radio) functions describing the several state registers that we are able to measure as well as the additional settable parameter registers that we can use to alter the operation. While some of the features that we describe are IEEE 802.11a specific, most of the discussion applies to IEEE 802.11 in general. We base our discussion mainly on empirical evidence gathered through experiments in our testbed, related work [10] , [8] , [7] , [13] , [14] , [12] In IEEE 802.11 networks, each packet contains a preamble, which is used for packet detection (also referred as signal detection) by the receiving radio as well as for timing acquisition (in order to find out when the payload actually begins), and also by various hardware calibration algorithms (for instance automatic gain control and frequency offset estimation) and channel estimation necessary for optimal decoding of the payload. The payload comprises the actual data to be transmitted and a header that contains information about the used transmission mode. Each transmission mode defines a transmission rate that corresponds to a particular modulation order and channel coding rate. Indeed, all IEEE 802.11 radios are able to adjust their transmission rate on a per packet basis. In contrast, transmission power on a per packet basis is not customary and only several chipset vendors, in particular Atheros, have implementations that permit adjustment per packet [17] . Using packet injection along with the Click modular router, we observed with the chipsets used by our hardware (Section III-A) a granularity of 1 dBm.
In addition to packet transmission, transmission power selection and transmission mode selection, an IEEE 802.11 radio must implement a packet/signal detection mechanism and a carrier sensing mechanism to support CSMA. Essentially, carrier sensing mechanism is used to detect whether there is any ongoing transmission before a transmission, in which case, a station must withhold its transmission. Note that the IEEE 802.11 standard also specifies a virtual carrier sensing mechanism [12] , which is out of the scope of this paper. In the next section, we present further details of the aforementioned functions. Simplified representation of the three most important blocks associated with packet reception and carrier sensing. The first two blocks address signal detection and are described in more details in Section II-B. The third block is an energy detection block parameterized by a threshold. The output of these blocks are periodically sampled to update three registers that allow to compute the distribution of the MAC state.
A. Basic States of an IEEE 802.11 Atheros Radio
The IEEE 802.11 standard covers both the physical layer (PHY) and the medium access control (MAC) layer. There are several state registers that we are able to sample in our hardware, from which we can derive the state of the MAC layer:
• TX: the radio is transmitting a packet.
• RX: the packet/signal detection mechanism detected a packet and attempts demodulation.
• BUSY: there is an ongoing radio transmission on the medium that the packet detection mechanism did not detect. This can happen if an IEEE 802.11 packet transmission started earlier. This can also be triggered by an out-of-band activity such as a microwave oven, a Bluetooth transmission or the transmission of an IEEE 802.11 packet on another channel (directly adjacent or further away).
• IDLE: if no other state applies. The radio can be in only one of these states at any point in time. To the best of our knowledge, it is currently not possible to obtain the instantaneous MAC state of the Atheros radio. However, it is possible to calculate the percentage of the time spent in each MAC state during a given observation duration T obs [11] . This calculation is based on the output of several signal processing blocks on the receive path of the radio. We first describe the relevant signal processing block in the following section and then next explain how the MAC state distribution is calculated. Figure 1 is a simplified representation of the three most important blocks associated with packet reception and carrier sensing. The first two blocks address signal detection and are described in more details in Section II-B. The third block is an energy detection block parameterized by a threshold (thr62 on Figure 1 ). The effect of identifying and changing the value of the corresponding register in the hardware for this threshold is left for future work.
1) Signal Detection and Energy Detection Blocks: Shown in
The output of these blocks is a binary {0, 1} signal sampled at a 40 MHz rate and is used to increment by one, one of the three corresponding 32-bit registers every sampling period:
• The RX register reg (RX) is incremented only if any of the two signal detection block outputs is positive.
• The TX register reg (T X) is incremented only if there is a packet transmission.
• The BUSY register reg (BU SY ) is the sum of the TX register value, the RX register value and the sampled output of the energy detection block. There is a fourth 32-bit CLOCK register reg (CLOCK) that is increased by one for every tick of the 40 MHz clock.
2) MAC State Distribution Calculation: The value of the four hardware registers can be sampled every T obs seconds using wprobe measurement tool [11] at a 100 Hz granularity 1 . However, as it is not possible to obtain the instantaneous MAC state due to lower sampling rate compared to the 40 MHz clock rate, we obtain the MAC state distribution during a T obs seconds long interval as follows:
where t is an arbitrary sampling time, t − T obs is the previous sampling time, reg (R) [t] is the value of the register reg (R) at time t and R ∈ {RX, T X, BU SY }. We validated this state distribution calculation by sending one 1470B packet from a sender to a receiver. Looking at the receiver's MAC states showed the expected increase in the register counters.
B. IEEE 802.11 Atheros Radio: Bells and Whistles
As already mentioned in the introduction and observed in [10] , modern radio chipsets implement a number of proprietary signal processing features that aim at increasing the radio performance. The rest of this section lists these features.
1) Weak and Strong Signal Detection: Atheros radio chipsets can run two signal detection algorithms concurrently [13] . Briefly, strong signal detection attempts to detect incoming packets by monitoring sudden changes of the received signal power. To the best of our understanding, its functioning is very similar to the energy detection block.
Weak signal detection performs a more classical detection algorithm, based on a correlation-based algorithm that takes advantage of the structure of the preamble signal. For more details, the reader can refer to [13] .
Experiments we performed reproduced findings in [10] that showed that, without weak signal detection, only packets with a reported RSS above 14dBm were successfully received. 2) Capture Effect: The reception of a packet is aborted. if a new stronger signal is detected. If the in-band power is measured to be above the strong signal detection, the receiver logic is reset and strong signal detection for the new packet is started. This is often referred to as "capture effect" in the literature.
3) Adaptive Noise Immunity (ANI) Algorithm: The ANI algorithm [18] , [10] attempts to adaptively set several receiver parameters to enhance its robustness to several external sources of interference created by RF impairments. Essentially, the algorithm monitors the rate of false detection. A false detection occurs when interference triggers the signal detection unit to believe that a packet is present. In particular, the algorithm can disable and enable weak signal detection automatically. Measurements in [10] showed that enabling ANI can obviously cause high variations when performing measurements. We switch the ANI algorithm off for all of our measurements.
4) Noise Floor Calibration:
The hardware regularly performs several internal calibrations. In particular, the noise floor of the radio circuit is periodically calibrated. This is a critical operation as several thresholds of the signal detection units are measured relative to the noise floor value. In particular, all signal strength measurements depend on this calibration. According to early measurement results, it appears that that such calibration operations may have a non-negligible effect on wireless measurements.
III. MEASUREMENT STUDY OF RATE AND POWER CONTROL, AND CARRIER SENSING INTERACTIONS
The main goal of our research is to understand the potential from joint transmit power, rate and carrier sensing control in a wireless mesh network. To this end, we built new tools to monitor the carrier sense behavior in terms of the different states of our Atheros wireless interface cards, which are explained in detail in Section II. In this paper, we present a validation of our implementation, describe the achievable measurement resolution and its cost in terms of CPU consumption. Additionally, we investigate the impact of transmit rate, power and carrier sensing settings using the following metrics:
• Throughput at the application layer (KBit/s) • Logarithmic sum of the throughput at the application layer to represent fairness • Mac utilization (% of time spent in a Mac state) We performed two different sets of measurements: (1) broadcast transmissions from different nodes, and (2) simultaneous unicast transmissions at 2 links. These measurements provide an initial understanding for the possible throughput performance at different transmit rate and power combinations with and without carrier sensing. The parameters of our measurement study are summarized in Table I .
A. Network and Node Setup
All the measurements were performed on the BOWL network [19] , an outdoor wireless mesh network deployed on the rooftop of the TU Berlin campus. The network comprises two separate networks, a 50-node network equipped with Avila Gateworks GW2348-4 motherboard, and a 13-node network with Asus WL-500GP Routers. Each Asus node has a MIPS 266MHz CPU, 32MB RAM, 8MB flash 1 miniPCI prt and 2xUSB interfaces. They are also attached 12dB omnidirectional antennas. We have both wireless and wired access to the nodes: the wireless interfaces are Atheros DCMA-82 miniPCI cards with an 5312 chipset. We use the 100Mbit Ethernet connection for measurements collection.
Nodes run a customized version of the OpenWrt operating system, a GNU/Linux distribution for embedded devices [15] and the Madwifi driver. Nodes communicate using the IEEE 802.11a standard, using different levels of transmit power and different OFDM modulation rates. We also integrated a patch to disable the carrier sensing functionality. Diversity and Atheros ambient noise immunity (ANI) are switched off. Dynamic frequency selection (DFS) is disabled to avoid one more source of uncertainty due to a channel switch caused by a radar signal detection. Weak signal detection is switched on, and therefore, we have higher receiver sensivity and lower noise immunity. Thresholds to change the behavior of the different detection units are left as they are initialized by the card.
B. Traffic Generation
For our measurements, we used Iperf version 2.0.4, singlethreaded, to generate UDP traffic with a constant datagram size of 1470 B with a rate of 35Mb to make sure that all lower layers including the wireless MAC layer are always saturated. Since the Iperf client (i.e., where the traffic is generated) is the load sensitive part, we placed the client on a dedicated machine that has an Ethernet connection to the wireless nodes. The Iperf server was placed on the wireless node itself, as the CPU load, even with a fully saturated 54Mb transmission, is under 10%.
C. Changing Carrier Sense Behavior
We use the following methods to change the carrier sense behavior for our experiments. First, in the OpenWRT proc file system, it is possible to enable and disable the OFDM weak signal detection unit on the wireless card. Second, we ported the patch provided from Anderson at University of Colorado [20] to our MadWiFi version and validated its functionality. The patch consists of a set of changes to the MadWifi driver which disable clear-channel assessment and other back-off mechanisms in Atheros 5212 and 5213-based wireless cards. The actions performed to disable backoff can be grouped as:
• Disable carrier sense and "virtual carrier sense" (NAV) functionality.
• For each queue, configure to send as many frames as possible in a burst, and do not perform post-frame backoff.
D. Validation
We validate the disabling of the carrier sensing with the help of wprobe. In our validation setup, two nodes, Node A and Node B, which are in transmission range of each other, start sending at the same time on channel 4 in the IEEE 802.11g band. Both nodes use a multicast rate of 1MBit/s and a power level of 19dBm. Iperf is used to broadcast UDP packets, hence no MAC-layer acknowledgement packets are generated. To understand the impact of turning carrier sensing on and off, we used the following scenario (where t is time) and follow the airtime utilization for Node A and Node B (see Figure 2 and Figure 3 ):
• t = 0+: Both nodes broadcast with 1MBit/s with carrier sensing on. Node A and Node B are either receiving or transmitting, where Node B is ≈ 60% of the time in transmit (TX) mode and 40% in receive (RX) mode, while Node A behaves vice versa.
• t = 30s: Carrier sensing is off for both nodes at the same time. In this case, both nodes switch to 100% TX mode.
• t = 50s: We enabled carrier sensing on both nodes again and after a short transition phase, Node A and Node B share the medium again with similar TX and RX ratios.
• t = 70s: Node A keeps carrier sensing enabled while we switch carrier sensing off at node B. In this case, Node A stops sending and stays in RX, while Node B is in 100% TX mode.
• t = 80s: We enable again carrier sensing on Node B and observe that Node A and B have a nearly equal RX and TX ratios.
• t = 90s: We disabled carrier sensing on Node A while Node B keeps carrier sensing on. In this case, Node A is 100% in TX mode and Node B is not able to send.
E. Rate and Power Configurations w/o Carrier Sense
To find out whether non-trivial rate and power combinations exist, we ran some initial experiments with and without carrier sensing. To this end, we chose two links in our mesh network consisting of 4 nodes and activate these links at the same time to send UDP traffic for 20 seconds with all possible rate and power combinations. Each such measurement runs for several days and we collected traces representing the application layer throughput using iperf, packet-level traces using tcpdump and MAC layer traces using wprobe. In this paper, we illustrate our initial findings from this measurement study. In Figure 4 (a) and (b), the sum of the throughput of both links and in Figure 5 (a) and (b), the sum of the log throughput, are depicted for the cases where carrier sensing is enabled and carrier sensing disabled. To plot this graphs, we sorted all tuples of power and rate combinations for the 2 links in decreasing order of throughput. Figure 4 (a) shows the sum of the throughput and individual link throughputs when carrier sensing is enabled. From the figure, we observe that the blue link has the higher share of the overall throughput as it is often active alone, preventing the red link from transmitting. In the case where carrier sensing is disabled, the red link does not stop from sending due to the transmissions on the stronger blue link and therefore, the throughput performance doubles compared to the case when the carrier sensing is on. Figure 4 (b) als shows that the throughput of the red and blue links is more evenly distributed as compared to the carrier sensing case, where the stronger blue link dominates the red link.
In Figure 5 (a) and (b), the sum of log throughput is plotted for all possible tuples of power and rate combinations to represent the proportional fairness of each link. When the two carrier sensing scenarios are compared, it is observed that in the case of no carrier sensing, there exists a higher number of power and rate combinations where the sum of the log throughput is greater than the log of the throughput of individual links. However, when carrier sensing is enabled, only the first 200 tuples have this property, which indicates fairness issues with carrier sensing, especially when one link is stronger than the other. This, in turn, also leads to reduction in throughput performance as shown in Figure 4 .
IV. RELATED WORK
The total capacity of a network is mainly determined by the capacity of the links and the total number of concurrent transmissions that can take place in the network [6] . While the former is affected by transmit rate and power control mechanisms in the network, the latter is mainly determined by carrier sensing. The literature is rich with heuristics-based proposals on transmit rate control [21] , [1] , [2] , [7] , power control [3] , [4] , [5] and carrier sensing [6] . Even the standard carrier-sensing mechanism is mainly a heuristic, which is performed at the senders but affects mainly the receivers (i.e., the intended receiver as well as the receiver of the ongoing transmission), which might or might not be experiencing the same conditions as the potential sender.
In addition to pure transmit rate, power and carrier sensing algorithms, current research also focuses on identifying relationships among these three. For instance, in [6] , dynamic transmit rate control and carrier sensing is shown to be advantageous, while [22] concludes that the product of transmit power and carrier sense threshold should be a fixed constant (i.e., should be changed at the same time). In [7] , passive measurements of channel busy time are used to perform rate adaptation under congestion. In [23] , [24] , joint transmit power and rate control algorithms are proposed. However, typically, solutions exclude either the impact of transmit power, transmit rate or carrier sensing. Furthermore, carrier sensing is modeled mainly in terms of a carrier sense threshold, while, in practice, more complex algorithms are used, as we explain in Section II.
Complementing theoretical work, several measurement studies, typically, in indoor test-beds, also exist. For instance, a measurement study of carrier sensing with IEEE 802.11 hardware and typical sensor radio hardware (Chipcon CC1000) [25] show that carrier sensing should be avoided at low rates due to capture effect. In [26] , carrier sense relationships among links in an indoor testbed is investigated, however, without varying transmit power and rate. In this work, we go a step further and analyze the effects from transmit rate, power, and carrier sensing in an outdoor network using advanced measurement tools that provide deeper understanding of relationships among these mechanisms.
V. CONCLUSION
The main goal of our research is to investigate the existence of transmit power, rate and carrier sensing configurations that maximize the capacity in wireless mesh networks. To this end, we have invested in designing and validating advanced measurement tools that allow us to understand the impact of these three control knobs. Our initial findings are promising in the sense that they show that there exist a limited number of configurations that might provide high performance (either in terms of throughput or fairness). Furthermore, in the case of a mix of strong and weak links, turning carrier sensing on might degrade performance. We are currently running more measurements to validate these initial findings and planning more complex scenarios involving more nodes. We believe that based on the results of our measurement study, it will become possible to understand the feasibility of joint adaptive algorithms for transmit power, rate and carrier sense settings in wireless networks.
