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STABILITY OF THE MARKOV OPERATOR
AND SYNCHRONIZATION
OF MARKOVIAN RANDOM PRODUCTS
LORENZO J. DI´AZ AND EDGAR MATIAS
Abstract. We study Markovian random products on a large class of “m-
dimensional” connected compact metric spaces (including products of closed
intervals and trees). We introduce a splitting condition, generalizing the clas-
sical one by Dubins and Freedman, and prove that this condition implies the
asymptotic stability of the corresponding Markov operator and (exponentially
fast) synchronization.
1. Introduction
The study of random products of maps has a long history and for independent
and identically distributed (i.i.d.) random products the first fundamental results
go back to Furstenberg [7]. In this paper, we study Markovian random products.
Given a compact metric space M , finitely many continuous maps fi : M → M ,
i = 1, . . . , k, and a Markov shift (Σk,F ,P, σ) (see the precise definition below) the
map ϕ : N× Σk ×M →M defined by
(1.1)
{
ϕ(n, ω, x)
def
= fωn−1 ◦ · · · ◦ fω0(x)
def
= fnω (x) for n ≥ 1,
ϕ(0, ω, x)
def
= x
is called a random product of maps over the Markov shift (or a Markovian product
of random maps).
The study of random products is of major importance in the study of the as-
ymptotic behavior of Markov chains. This is for example supported by the fact
that every homogenous Markov chain admits a certain representation by an i.i.d.
random product, see Kifer [12]. For additional references on Markovian random
products see [2, 6, 23, 8, 21], and references therein.
Associated to the Markovian random product ϕ there is a family of homogeneous
Markov chains
Zxn(ω)
def
= (ωn−1, X
x
n(ω)), n ≥ 1 and x ∈M,
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where Xxn is the random variable ω 7→ f
n
ω (x). We study the asymptotic behavior of
this family (synchronization) and also the dynamics of the corresponding Markov
operator.
We will focus on certain “m-dimensional” compact spaces, which include prod-
ucts of compact intervals and trees. More precisely, we will assume that the ambient
space is of the form Y m = Y × · · · × Y , where Y is a metric space such that every
connected non-singleton subset of Y has nonempty interior. In the particular case of
the interval (i.e., Y = [0, 1] and m = 1), the study of products of random maps goes
back to Dubins and Freedman [5], where i.i.d. random products of monotone maps
are considered and the asymptotic stability of the corresponding Markov operator
is obtained. There they assumed a certain splitting condition on the system (for
details see Definition 2.1 and the discussion in Remark 2.2) which we also invoke.
In the above context, we will prove that there is a unique stationary measure
and, in fact, show the asymptotic stability of the Markov operator (which implies
the former), see Theorem 1. Let us briefly discuss the results which are our main
motivation (see, in chronological ordering, [5, 10, 3, 2, 6]). As observed above,
in [5], assuming a splitting condition, it is proved the asymptotic stability of the
Markov operator associated to an i.i.d. random product of injective maps of the
closed interval. This result was generalized to higher dimensional non-decreasing
monotone maps in [3] . The asymptotic stability of the Markov operator is studied
in [2] for Markovian random products of maps1 which are contracting in average
(this generalizes the results in [10] for contractions). More precisely, they show that
there exists a unique stationary measure which attracts every probability measure
from a certain “representative” subspace. Finally, in [6] it is introduced the notion
of weak hyperbolicity (i.e., no contraction-like assumptions are involved, see the
discussion below) and proved that for every weakly hyperbolic Markovian random
product there is a unique stationary measure. With a slight abuse of terminology, we
can refer to the settings in [2, 6] as hyperbolic-like ones and observe that our setting
is “genuinely non-hyperbolic”. Here we consider the Markovian case instead of the
i.i.d. case and our approach allows to consider higher dimensional compact metric
spaces and continuous maps which may not be injective, in particular extending
the results in [3] to a larger class of random products of maps, see Section 2.4.2 .
As noted above, we are also interested in the asymptotic behavior of orbits and
study synchronization. This phenomenon was first observed by Huygens [9] in the
synchronizing movement of two pendulum clocks hanging from a wall and since
then has been investigated in several areas, see [19]. A random product ϕ is said to
be synchronizing if random orbits of different initial points converge to each other
with probability 1 (see Section 2.3 for the precise definition). In this context, a first
result was obtained by Furstenberg in [7] for i.i.d. products of random matrices
on projective spaces. The occurrence of synchronization for i.i.d. random products
of circle homeomorphisms is now completely characterized by Antonov’s theorem
[1, 14] and its generalization in [17]. We prove that a Markovian random product
defined on a connected compact subset of Rm satisfying the splitting condition
is (exponentially fast) synchronizing, see Theorem 3. In the i.i.d. case and when
m = 1, this result is obtained in [17]. In Section 2.4 we present some classes of higher
dimensional random products satisfying the splitting condition, see also Theorem 4.
1In [2, 6] it is used the terminology recurrent I.F.S. for a Markovian random products of maps.
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We note that Theorem 3 is a consequence of a general result of “contraction of
volume” in compact spaces, see Theorem 2.
Finally, let us observe that, besides its intrinsic interest, the study of the dy-
namics of Markov operators associated to random products is closely related to the
study of the corresponding step skew products. The latter is currently a subject of
intensive research and we refrain to select a list of references. We just would like to
mention [13], closely related to our paper, where it is proved that generically Mar-
kovian random products of C1 diffeomorphisms on the interval [0, 1] (with image
strictly contained in [0, 1]) has a finite number of stationary measures and to each
one it corresponds a physical measure of the associated skew product.
This paper is organized as follows. In Section 2 we state the main definitions
and the precise statements of our results. In Section 3 we state consequences of the
splitting hypothesis for general compact spaces. In Section 4 we draw consequences
from the splitting condition in one-dimensional settings. In Section 5 we prove the
asymptotic stability of the Markov operator (Theorem 1) and a strong version of
the Ergodic Theorem (Corollary 1). In Section 6 we study the synchronization of
Markovian random systems (Theorem 3) which will be a consequence of a contrac-
tion result for measures for general compact metric spaces (Theorem 2). Finally,
in Section 7 we prove Theorem 4 which states sufficient conditions for the splitting
property.
2. Main results
2.1. General setting. Let (E, E ) be a measurable space and consider a transition
probability P : E × E → [0, 1], i.e., for every x ∈ E the mapping A 7→ P (x,A)
is a probability measure on E and for every A ∈ E the mapping x 7→ P (x,A) is
measurable with respect to E . Recall that a measure m on E is called a stationary
measure with respect to P if
m(A) =
∫
P (x,A) dm(x), for every A ∈ E .
Suppose that E
def
= {1, . . . , k} is a finite set endowed with the discrete sigma-
algebra E . Consider the space of unilateral sequences Σk = E
N endowed with
the product sigma-algebra F = E N. Given a transition probability P on E and
stationary measure m, there is a unique probability measure P on Σk such that
the sequence of coordinate mappings on Σk is a homogeneous Markov chain with
probability transition P and starting measure m. For details see, e.g., [20, Chapter
1]. The measure P is the Markov measure of the pair (P,m). Denote by σ the
shift map on Σk. The measure P is σ-invariant and the metric dynamical system
(Σk,F ,P, σ) is called a Markov shift.
Throughout this paper (M,d) is a compact metric space. Let ϕ(n, ω, x) = fnω (x)
be a random product on M over the Markov shift (Σk,F ,P, σ) as in (1.1). Fix
x ∈M and note that the sequence of random variables Xxn : ω 7→ f
n
ω (x), in general,
is not a Markov chain on the probability space (Σk,F ,P). However, it turns out
that the sequence Zxn(ω) = (ωn−1, X
x
n(ω)), n ≥ 1, is a Markov chain with range on
the space M̂
def
= E ×M (see [2]) with probability transition given by
(2.1) P̂ ((i, z), B)
def
= P (i, {j : (j, fj(z)) ∈ B})
for every B ∈ E ⊗B, where P is the transition probability on E associated to P.
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Let M1(M̂) be the space of probabilities on M̂ equipped with the weak-∗ topol-
ogy. The Markov operator associated to ϕ is given by
(2.2) T : M1(M̂)→M1(M̂), T µ̂(B)
def
=
∫
P̂ ((i, z), B) dµ̂(i, z).
This operator is called asymptotically stable if there is a probability measure µ̂ such
that T µ̂ = µ̂ and for every ν̂ ∈ M1(M̂) it holds
lim
n→∞
T nν̂ = µ̂,
in the weak-∗ topology. Note that a measure µ̂ that satisfies T µ̂ = µ̂ is, by definition,
a stationary measure.
In this paper ,we obtain sufficient conditions for the asymptotic stability of the
Markov operator. We also investigate the (common) asymptotic behavior of the
family ((Xxn)n∈N)x∈X .
Finally, note that a probability transition and a stationary measure on the finite
set E = {1, . . . , k} are given respectively by a transition matrix and a stationary
probability vector. Recall that a k × k matrix P = (pij) is a transition matrix if
pij ≥ 0 for all i, j and for every i it holds
∑k
j=1 pij = 1. A stationary probability
vector associated to P is a vector p¯ = (p1, . . . , pk) whose elements are non-negative
real numbers, sum up to 1, and satisfies p¯ P = p¯.
A Markov shift (Σk,F ,P, σ) with transition matrix P = (pij) is called primitive
if there is n ≥ 0 such that all entries of Pn are positive. It is called irreducible if for
every ℓ, r ∈ {1, . . . , k} there is n = n(ℓ, r) such that Pn = (pnij) satisfies p
n
ℓ,r > 0.
An irreducible transition matrix has a unique positive stationary probability vector
p¯ = (pi), see [11, page 100]. Clearly, every primitive Markov shift is irreducible.
Finally, recall that a sequence (a1, . . . , aℓ) ∈ {1, . . . , k}ℓ is called admissible with
respect to P = (pij) if paiai+1 > 0 for every i = 1, . . . , ℓ− 1.
2.2. The splitting condition and the stability of the Markov operator.
Before introducing the main result of this section, let us define the splitting condi-
tion.
Let (Y, d0) be a separable metric space and let M be a compact subset of Y
m,
m ≥ 1. In Y m consider the metric d(x, y)
def
=
∑
i d0(xi, yi) and the continuous
projections πs : X
m → X , given by πs(x)
def
= xs, where x = (x1, . . . , xm).
Definition 2.1 (Splitting condition). Let ϕ(n, ω, x) = fnω (x) be a random product
on a compact subsetM ⊂ Y m over the Markov shift (Σk,F ,P, σ) and let P = (pij)
its transition matrix. We say that ϕ splits if there exist admissible sequences
(a1, . . . , aℓ) and (b1, . . . br) with aℓ = br, such that M1
def
= faℓ ◦ · · · ◦ fa1(M) and
M2
def
= fbr ◦ · · · ◦ fb1(M) satisfy
(2.3) πs(f
n
ω (M1)) ∩ πs(f
n
ω (M2)) = ∅
for every ω ∈ Σk, every n ≥ 0, and every projection πs, i = 1, . . . ,m.
The splitting equation (2.3) means that the action of the random product on
the sets M1 and M2 remains disjoint when projected in all “directions”. We will
present in Section 2.4 some relevant classes of random products for which if the
splitting equation (2.3) holds for n = 0 then the splitting condition is satisfied (i.e.,
equation (2.3) holds for every n ≥ 0). This is the case for instance, when m = 1
and all maps of the random product are injective.
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Remark 2.2. The splitting condition was introduced in [5, Section 5], in the
context of i.i.d. random products of monotone maps of the interval. Our definition
is more general and coincides with the original one in the case of monotone maps
of the interval. The above definition is somewhat similar to the strong open set
condition (SOSC) which is very often studied in the context of iterated function
systems, see [10], although mainly with a deterministic focus. The SOSC is for
instance satisfied if the interiors of the images fi(M) are all pairwise disjoint.
Our first result deals with the dynamics of the Markov operator.
Theorem 1 (Asymptotic stability of the Markov operator). Let Y be a separable
metric space such that every (non-singleton) connected subset of Y has nonempty
interior. Let M ⊂ Y m be a connected compact subset and consider a random
product ϕ on M over a primitive Markov shift and suppose that ϕ splits. Then the
associated Markov operator is asymptotically stable.
A natural context where the above theorem applies is when Y is the real line.
As a consequence of Theorem 1 we obtain a strong version of the Ergodic
Theorem. Under the assumptions of Theorem 1, the Markov chain Zxn(ω) =
(ωn−1, X
x
n(ω)) has a unique stationary measure µ̂. This allows us to apply the
Breimans’ ergodic theorem [4] to get a subset Ωx ⊂ Σk of full measure (depending
on x) such that
(2.4) lim
n→∞
1
n
n−1∑
i=0
φ̂(Zxj (ω)) =
∫
φ̂(i, x) dµ̂(i, x),
for every ω ∈ Ωx and every continuous function φ̂ : M̂ → R.
Thus, we can describe the time average of the sequence Xxn for every x. For
every ω ∈ Ωx and every continuous function φ : M → R we have that
(2.5) lim
n→∞
1
n
n−1∑
i=0
φ(f jω(x)) =
k∑
i=1
∫
φdµi,
where µi is the i-section of µ̂ (see Section 5.1 for precise definitions). To give a more
detailed description of the right hand side in (2.5) let us introduce two definitions.
Consider a transition matrix P = (pij) and a positive stationary probability
vector p¯ = (p1, . . . , pk) of P . The inverse transition matrix associated to (P, p¯) is
the matrix Q = (qij) where
(2.6) qij =
pj
pi
pji.
Note that Q is a transition matrix and p¯ is a stationary probability vector of Q.
The Markov measure associated to (Q, p¯) is called the inverse Markov measure and
is denoted by P−.
We say that a measurable map π : Σk → M is an invariant map of the random
product if
(2.7) fω0(π(σ(ω))) = π(ω), P
−-almost everywhere.
Invariant maps sometimes give relevant information about the random system. For
instance, in the theory of contracting iterated function systems, see [10], the coding
map is the unique (a.e.) invariant map and it is essential in the description of
properties of attractors and stationary measures of i.i.d random products.
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Recall that given a measurable map φ : X → Z and a measure µ in X the
pushforward of µ by φ, denoted φ∗µ, is the measure on Z defined by φ∗µ(A)
def
=
µ(φ−1(A)).
Corollary 1 (Strong version of the Ergodic Theorem). Let Y be a separable metric
space such that every (non-singleton) connected subset of Y has nonempty inte-
rior. Let M ⊂ Y m be a connected compact subset and consider a random product
ϕ(n, ω, x) = fnω (x) on M over a primitive Markov shift (Σk,F ,P, σ) and suppose
that ϕ splits. Then there is a unique (P−-a.e.) invariant map π : Σk →M . More-
over, for every x ∈M and for P-almost every ω ∈ Σk it holds
lim
n→∞
1
n
n−1∑
i=0
φ(f iω(x)) =
∫
φd(π∗P
−),
for every continuous function φ : M → R.
Remark 2.3. The proof of the corollary provides the unique invariant map: π is
the so-called (generalised) coding map (see (5.2)) that is defined on the subset of
weakly hyperbolic sequences of Σk (see (4.1)).
2.3. Synchronization. We now consider random products over irreducible Markov
shifts. Let ϕ(n, ω, x) = fnω (x) be a random product over a Markov shift (Σk,F ,P, σ).
We say that ϕ is synchronizing if for every pair x and y we have that
lim
n→∞
d(fnω (x), f
n
ω (y)) = 0, for P-a.e. ω ∈ Σk.
Let us start with a general result that states a weak form of synchronization in
general compact metric spaces.
Theorem 2 (Contraction of measures). Let ϕ(n, ω, x) = fnω (x) be a random product
on a compact metric space M ⊂ Y m over an irreducible Markov shift (Σk,F ,P, σ).
Suppose that ϕ splits. Let P = (pij) be the corresponding transition matrix and
suppose that there is u such that puj > 0 for every j. Then there is q < 1 such
that for every probability measure µ on Y and for every s = 1, . . . ,m, for P-almost
every ω there is Cs(ω) > 0 such that
µ(πs(f
n
ω (M))) ≤ Cs(ω)q
n, for every n ≥ 1.
The next result states the synchronization of Markovian random products on
compact subsets of Rm in a strong version: uniform and exponential. We consider
in Rm the metric d(x, y)
def
=
∑
i |xi − yi|.
Theorem 3 (Synchronization). Let ϕ(n, ω, x) = fnω (x) be a random product on a
compact set M ⊂ Rm over an irreducible Markov shift (Σk,F ,P, σ). Suppose that
ϕ splits. Let P = (pij) be the corresponding transition matrix and suppose that
there is u such that puj > 0 for every j. Then there is q < 1 such that for P-almost
every ω there is C(ω) such that
diam (fnω (M)) ≤ C(ω)q
n, for every n ≥ 1.
The above results extends [17, Corollary 2.11] stated for i.i.d. random products of
monotone (injective) interval maps. Note that our result holds in higher dimensions.
2.4. Random products with the splitting property. We now describe some
classes of random products for which the splitting equation (2.3) for n = 0 guaran-
tees the splitting condition.
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2.4.1. Injective maps on “one-dimensional” compact spaces. Let Y be a compact
metric space such that every (non-singleton) connected subset of Y has nonempty
interior. Let ϕ(n, ω, x) = fnω (x) be a Markovian random product on Y such that the
maps fi are injective. If there exist admissible sequences (a1, . . . , aℓ) and (b1, . . . br)
with aℓ = br, such that
faℓ ◦ · · · ◦ fa1(Y ) ∩ fbr ◦ · · · ◦ fb1(Y ) = ∅
then ϕ splits. This is a direct consequence of the injectivity hypothesis and the fact
that there is only one direction to project the space.
A natural context where the above comment applies is when Y is an interval. Ob-
serve that in the one-dimensional setting, there are certain topological restrictions.
For example, although every (non-singleton) connected subset of S1 has nonempty
interior, continuous injective maps on the circle have to be homeomorphisms and
hence the splitting equation (2.3) cannot be satisfied. We refer to [17, 22] for recent
results in the study of i.i.d random products of homeomorphisms on the circle. Let
us observe, however, that there are other ‘one-dimensional” metric spaces which
are not intervals which carry Markovian random products that split, for example
trees.
2.4.2. Monotone maps on compact subsets of Rm. Let f : Rm → Rm be a contin-
uous injective map. Let f i : Rm → R be the coordinates function of f , i.e., πi ◦ f .
We write f = (f1, . . . , fm). Since f is injective then for every i and every fixed
x1, . . . , xj−1, xj+1, . . . xm the map x 7→ fi(x1, xj−1, x, xj+1, . . . , xm) is monotone.
Following [3] (although our setting is more general) we will introduce a special
class of injective maps, called monotone maps. For that we need to introduce two
definitions.
A monotone map g : R → R is of type + if it is increasing and is of type − if it
is decreasing. We say that f i is of type (t1, . . . , tm) ∈ {+,−}m if for every j and
every (x1, . . . , xj−1, xj+1, . . . xm) ∈ Rm−1 the map
x 7→ f i(x1, xj−1, x, xj+1, . . . , xm)
is of type tj .
Given (t1, . . . , tm) ∈ {+,−}m a map f = (f1, . . . , fm) belongs to S(t1, . . . , tm)
if and only if
(1) If tj = t1 then f
j is of type (t1, . . . , tm),
(2) If tj 6= t1 then f j is of type (s1, . . . , sm), where sℓ = + if tℓ = − and sℓ = −
if tℓ = +.
We denote by SM (t1, . . . , tm) the maps f : M → M that admit an extension to
a map f̂ : Rm → Rm in S(t1, . . . , tm). We say that a Markovian random product
ϕ(n, ω, x) = fnω (x) is in S˜M (t1, . . . , tm) if the maps fi belongs to SM (t1, . . . , tm) for
every i.
Let A and B be bounded subsets of R. If supA < inf B then we write A < B.
In particular, if A < B then A ∩B = ∅.
Theorem 4. Given (t1, . . . , tm) ∈ {+,−}m consider a Markovian random product
ϕ(n, ω, x) = fnω (x) in S˜M (t1, . . . , tm) defined on a compact set M ⊂ R
m. Suppose
that there exist admissible sequences (a1, . . . , aℓ) and (b1, . . . br) with aℓ = br, such
that M1
def
= faℓ ◦ · · · ◦ fa1(M) and M2
def
= fbr ◦ · · · ◦ fb1(M) satisfy
• πs(M1) < πs(M2) if ts = + and
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• πs(M1) > πs(M2) if ts = −
for every projection πs. Then ϕ splits.
In particular, under the hypotheses of the previous theorem and adequate as-
sumptions on the transition matrix (see Theorems 1 and 3) it follows the exponential
synchronization and the asymptotic stability of the Markov operator. The case of
i.i.d. random products of maps in S˜M (1, . . . , 1) was treated in [3], where the asymp-
totic stability of the Markov operator is obtained. Here we consider the Markovian
random maps in the set S˜M defined by
S˜M
def
=
⋃
(t1,...,tm)∈{+,−}m
S˜M (t1, . . . , tm).
2.4.3. Minimal iterated function systems. Given a compact subset M ⊂ Rm and
finitely many continuous maps fi : M →M , i = 1, . . . , k, we consider its associated
iterated function system denoted by IFS(f1, . . . , fk). Let En = {1, . . . , k}n. The
IFS is called minimal if for every x ∈M it holds
closure
⋃
n∈N
⋃
(a1,...,an)∈En
fan ◦ · · · ◦ fa1(x)
 =M.
The next result is a consequence of Theorem 4.
Corollary 2. Consider a compact set M ⊂ Rm with non-empty interior and a ran-
dom product ϕ(n, ω, x) = fnω (x) over a Markov shift (Σk,F ,P, σ) in S˜M . Assume
P has full support, the IFS(f1, . . . , fk) is minimal, and there is a sequence ω ∈ Σk
such that
(2.8)
⋂
fω0 ◦ · · · ◦ fωn(M) = {p}
for some point p. Then ϕ splits.
Condition (2.8) is guaranteed, for instance, if some composition faℓ ◦ · · ·◦fa1 is a
contraction. Note that this condition is compatible with the minimality of the IFS.
Indeed, Corollary 2 is mainly illustrative, since the minimality condition is harder
to check than the splitting condition (which in many cases can be easily obtained).
2.4.4. Injective maps in a box. Let Y be a compact metric space such that every
(non-singleton) connected subset of Y has non-empty interior. Let ϕ(n, ω, x) =
fnω (x) be a Markovian random product defined on Y . Suppose that there is a
compact subset (a box) J ⊂ Y such that fi(J) ⊂ J and fi|J is injective for every
i = 1, . . . , k. If there exist admissible sequences (a1, . . . , aℓ) and (b1, . . . br) with
aℓ = br, such that
faℓ ◦ · · · ◦ fa1(Y ) ∩ fbr ◦ · · · ◦ fb1(Y ) = ∅ and
faℓ ◦ · · · ◦ fa1(Y ) ∪ fbr ◦ · · · ◦ fb1(Y ) ⊂ J,
then ϕ splits.
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3. Consequences of the splitting hypothesis
We now explore consequences of the splitting condition for Markovian random
products ϕ(n, ω, x) = fnω (x) on a general compact metric space M ⊂ Y
m over an
irreducible Markov shift (Σk,F ,P, σ). Note that with these assumptions P
− is well
defined.
We begin with some general definitions. Consider the cylinders
[a0 . . . aℓ]
def
= {ω ∈ Σk : ω0 = a0, . . . , ωℓ = aℓ} ⊂ Σk,
which is a semi-algebra that generates the Borel sigma-algebra of Σk. Given a
Markov measure P on Σk with transition matrix P = (pij) and a stationary measure
p¯ = (p1, . . . , pk) we have that
P([a0 . . . aℓ]) = pa0pa0a1 . . . paℓ−1aℓ .
A cylinder C = [a0a1 . . . aℓ] is P-admissible if P(C) > 0.
For the random product ϕ(n, ω, x) = fnω (x) and the projection πs we define two
family of subsets of Σk. First, for each x ∈ πs(M) and n ≥ 1 let
(3.1) Sxn(s)
def
= {ω ∈ Σk : x ∈ πs(fω0 ◦ · · · ◦ fωn−1(M))}
and observe that
(3.2) Sxn+1(s) ⊂ S
x
n(s).
Second, for each cylinder C of size N define
(3.3) ΣCn
def
= {ω ∈ Σk : σ
iN (ω) ∩ C = ∅ for all i = 0, . . . , n− 1}
and note that
(3.4) ΣCn+1 ⊂ Σ
C
n .
Proposition 3.1. Let M ⊂ Y m be a compact metric space and ϕ(n, ω, x) = fnω (x)
be a random product on M over an irreducible Markov shift (Σk,F ,P, σ). Let
[ξ0 . . . ξN−1] and [η0 . . . ηN−1] be P
−-admissible cylinders such that ξ0 = η0, ξN−1 =
ηN−1, and
(3.5) πs(f
n
ω (fξ0 ◦ · · · ◦ fξN−1(M))) ∩ πs(f
n
ω (fη0 ◦ · · · ◦ fηN−1(M))) = ∅
for every πs, every n ≥ 0, and every ω. If
0 < P−([ξ0 . . . ξN−1]) ≤ P
−([η0 . . . ηN−1]),
then the cylinder W
def
= [ξ0 . . . ξN−1] satisfies
P
−(W ) > 0 and P−(SxℓN (s)) ≤ P
−(ΣWℓ ),
for every ℓ ≥ 1, every s and every x.
Proof. By the admissibility of [ξ0 . . . ξN−1] we have
(3.6) 0 < P−([ξ0 . . . ξN−1]) ≤ P
−([η0 . . . ηN−1]).
Fix a projection πs. Take x ∈ πs(M) and for each ℓ ≥ 1 define the following two
families of cylinders:
(3.7) Σℓx(s)
def
= {[a0 . . . aℓN−1] ⊂ Σk : x ∈ πs(fa0 ◦ · · · ◦ faℓN−1(M))}
and
(3.8) Eℓ
def
= {[a0 . . . aℓN−1] ⊂ Σk : σ
iN ([a0 . . . aℓN−1]) ∩W = ∅, ∀ i = 0, . . . , ℓ− 1}.
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Note that
(3.9) SxℓN(s) =
⋃
C∈Σℓx(s)
C and ΣWℓ =
⋃
C∈Eℓ
C.
For each ℓ ≥ 1 we now introduce a “substitution function” Fℓ : Σ
ℓ
x(s) → E
ℓ.
First, for each cylinder C = [α0 . . . αℓN−1] ∈ Σℓx(s) we consider its sub-cylinders
[α0 . . . αN−1], [αN . . . α2N−1], . . . , [α(ℓ−1)N . . . αℓN−1] and use the concatenation no-
tation
[α0 . . . αℓN−1]
def
= [α0 . . . αN−1] ∗ [αN . . . α2N−1] ∗ · · · ∗ [α(ℓ−1)N . . . αℓN−1].
In a compact way, we write
C = C0 ∗ C1 ∗ · · · ∗ Cℓ−1, Ci
def
= [αiN . . . α(i+1)N−1].
With this notation we define Fℓ by
Fℓ(C)
def
= Fℓ(C0 ∗ C1 ∗ · · · ∗ Cℓ−1) = C
′
0 ∗ C
′
1 ∗ · · · ∗ C
′
ℓ−1,
where C′i = Ci if Ci 6= [ξ0 . . . ξN−1] and C
′
i = [η0 . . . ηN−1] otherwise. Note that by
definition Fℓ(C) ⊂ Eℓ for each C ∈ Σℓx(s) and hence the map is well defined.
Claim 3.2. For every C ∈ Σℓx(s) it holds P
−(C) ≤ P−(Fℓ(C)).
Proof. Recalling that η0 = ξ0 and ηN−1 = ξN−1, from equation (3.6) we immedi-
ately get the following: For every r, j ≥ 0 and every pair of cylinders [a0 . . . aj ] and
[b0 . . . br] it holds
(1) P−([a0 . . . ajξ0 . . . ξN−1b0 . . . br]) ≤ P
−([a0 . . . ajη0 . . . ηN−1b0 . . . br]),
(2) P−([ξ0 . . . ξN−1b0 . . . br]) ≤ P−([η0 . . . ηN−1b0 . . . br]), and
(3) P−([a0 . . . ajξ0 . . . ξN−1] ≤ P−([a0 . . . ajη0 . . . ηN−1].
The inequality P−(C) ≤ P−(Fℓ(C)) now follows from the definition of Fℓ. 
Lemma 3.3. The map Fℓ is injective.
Proof. Using the concatenation notation above, consider cylinders C = C0 ∗ C1 ∗
· · · ∗ Cℓ−1 and C˜ = C˜0 ∗ C˜1 ∗ · · · ∗ C˜ℓ−1 with C 6= C˜ in Σℓx(s). Write
Fℓ(C) = C
′
0 ∗ C
′
1 ∗ · · · ∗ C
′
ℓ−1 and Fℓ(C˜) = C˜
′
0 ∗ C˜
′
1 ∗ · · · ∗ C˜
′
ℓ−1.
Assume, by contradiction, that Fℓ(C) = Fℓ(C˜) and hence C
′
i = C˜
′
i for all i =
0, . . . , N − 1. Since C 6= C˜ there is a first i such that Ci 6= C˜i. Then, by the
definition of Fℓ, either Ci = [ξ0 . . . ξN−1] and C˜i = [η0 . . . ηN−1] or vice-versa. Let
us assume that the first case occurs.
If i = 0 then the definition of Σℓx(s) implies that
x ∈ πs(fξ0 ◦ · · · ◦ fξN−1(M)) ∩ πs(fη0 ◦ · · · ◦ fηN−1(M)),
contradicting the hypothesis in (3.5). Thus we can assume that i > 0. Write
(i− 1)N − 1 = r and consider the cylinders
[γ0 . . . γr]
def
= C0 ∗ C1 ∗ · · · ∗ Ci−1 = C˜0 ∗ C˜1 ∗ · · · ∗ C˜i−1,
[γr+N . . . γℓN−1]
def
= Ci+1 ∗ C1 ∗ · · · ∗ Cℓ−1,
[γ˜r+N . . . γ˜ℓN−1]
def
= C˜i+1 ∗ C1 ∗ · · · ∗ C˜ℓ−1
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and the corresponding finite sequences
γ0 · · · γℓN−1
def
= γ0 . . . γr ξ0 · · · ξN−1 γr+N · · · γℓN−1,
γ˜0 · · · γ˜ℓN−1
def
= γ0 . . . γr η0 · · · ηN−1 γ˜r+N · · · γ˜ℓN−1.
Since fi(M) ⊂M we have
fγ0 ◦ · · · ◦ fγℓN−1(M) ⊂ fγ0 ◦ · · · ◦ fγr ◦ fξ0 ◦ · · · ◦ fξN−1(M),
fγ˜0 ◦ · · · ◦ fγ˜ℓN−1(M) ⊂ fγ0 ◦ · · · ◦ fγr ◦ fη0 ◦ · · · ◦ fηN−1(M).
Hence, by the definition of Σℓx(s) in (3.7), we have
x ∈ πs(fγ0 ◦ · · · ◦ fγr ◦ fξ0 ◦ · · · ◦ fξN−1(M))∩πs(fγ0 ◦ · · · ◦ fγr ◦ fη0 ◦ · · · ◦ fηN−1(M)),
contradicting (3.5). Thus C = C˜, proving the lemma. 
Condition P−(W ) > 0 follows from the choice ofW . To prove that P−(SxℓN (s)) ≤
P
−(ΣWℓ ) note that
P
−(SxℓN (s)) =
(a)
∑
C∈Σℓx(s)
P
−(C) ≤
(b)
∑
C∈Σℓx(s)
P
−(Fℓ(C))
=
(c)
P
−
( ⋃
C∈Σℓx(s)
Fℓ(C)
)
≤
(d)
P
−(ΣWℓ ),
where (a) follows from the disjointedness of the cylinders C ∈ Σjx(s), (b) from
Claim 3.2, (c) from the injectivity of Fj (Lemma 3.3), and (d) from Fj(C) ∈ Ej ⊂
Qj. The proof of the proposition is now complete. 
4. Consequences of the splitting hypothesis in m-dimensional spaces
Throughout this section ϕ denotes a random product on a compact and con-
nected metric space M ⊂ Y m over a Markov shift (Σk,F ,P, σ). To state the main
theorem of this section (Theorem 4.1) we need some definitions.
For each ξ ∈ Σk we consider its fibre defined by
Iξ
def
=
⋂
n≥0
fξ0 ◦ · · · ◦ fξn(M).
Every fibre is a non-empty compact set: note that (fξ0 ◦ · · · ◦ fξn(M))n∈N is a
sequence of nested compact sets. Also note that Iξ is a connected set.
The subset Sϕ ⊂ Σk of weakly hyperbolic sequences is defined by
(4.1) Sϕ
def
= {ξ ∈ Σk : Iξ is a singleton}.
The main result in this section is the following:
Theorem 4.1. Let Y be a separable metric space such that every (non-singleton)
connected subset of Y has non-empty interior. Consider a random product ϕ over
a primitive Markov shift (Σk,F ,P, σ) defined on a compact and connected subset
M of Y m. Suppose that ϕ splits. Then P−(Sϕ) = 1.
This theorem is an important step of the proof of Theorem 1 and its proof is
inspired by the ideas in [15].
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4.1. Proof of Theorem 4.1. Fix s. Given x ∈ πs(M) define the set
Σx(s)
def
= {ξ ∈ Σk : x ∈ πs(Iξ)}.
Consider also the set Sϕ(s)
def
= {ξ ∈ Σk : πs(Iξ) is a singleton}. Since Y is separable
there is a dense and countable subset D of Y . Note that if ξ 6∈ Sϕ(s) then the set
πs(Iξ) is a connected subset of Y which is not a singleton and hence, by hypothesis,
its interior is not empty and thus πs(Iξ) contains a point of D. This implies that
(4.2) (Sϕ(s))
c = Σk \ Sϕ(s) ⊂
⋃
x∈D∩πs(M)
Σx(s).
Proposition 4.2. P−(Σx(s)) = 0 for every x ∈ πs(M).
In view of (4.2) this proposition implies that P−(Sϕ(s)) = 1. The theorem
follows noting that Sϕ =
⋂n
s=1 Sϕ(s).
Proof of Proposition 4.2. Fix x ∈ πs(M), recall the definition of Sxn(s) in (3.1) and
note that for every n ≥ 1 it holds Σx(s) ⊂ Sxn(s). Hence
Σx(s) ⊂
⋂
n≥1
Sxn(s).
Therefore, recalling that Sxn+1(s) ⊂ S
x
n(s), (3.2), it follows
(4.3) P−(Σx(s)) ≤ P
−
( ⋂
n≥1
Sxn(s)
)
= lim
n→∞
P
−(Sxn(s)).
Hence to prove the proposition it is enough to see that
Lemma 4.3. limn→∞ P
−(Sxn(s)) = 0.
Proof. By the splitting hypothesis there is a pair of P-admissible cylinders [a1 . . . aℓ]
and [b1 . . . br] with aℓ = br such that
(4.4) πs(f
n
ω (faℓ ◦ · · · ◦ fa1(M))) ∩ πs(f
n
ω (fbr ◦ · · · ◦ fb1(M))) = ∅
for every πs, every n ≥ 0, and every ω ∈ Σk.
Next claim restates the splitting property adding the condition that the two
sequences in that condition have the same length.
Claim 4.4. There are P−-admissible cylinders [ξ0 . . . ξN−1] and [η0 . . . ηN−1] with
ξ0 = η0, ξN−1 = ηN−1, such that
πs(f
n
ω (fξ0 ◦ · · · ◦ fξN−1(M))) ∩ πs(f
n
ω (fη0 ◦ · · · ◦ fηN−1(M))) = ∅
for every s, n ≥ 0, and every ω.
Proof. Consider a1, . . . , aℓ and b1, . . . , br as in (4.4). Since the transition matrix of P
is primitive then there is n0 such that for every n ≥ n0 there are P-admissible cylin-
ders of the form [1cn . . . c1a1] and [1dn . . . d1b1]. Take now n1, n2 ≥ n0 with n1+ℓ =
n2 + s and consider P
−-admissible cylinders [1cn1 . . . c1a1] and [1dn2 . . . d1b1]. Let
N = n1+ ℓ+2 and observe that by construction (and since [a1 . . . aℓ] and [b1 . . . br]
are both admissible) the cylinders
[ξ0 . . . ξN−1] = [aℓ . . . a1c1 . . . cn11] and [η0 . . . ηN−1] = [br . . . b1d1 . . . dn21]
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are P−-admissible. Note also that
fc1 ◦ · · · ◦ fcn1 ◦ f1(M) ⊂M, fd1 ◦ · · · ◦ fdn2 ◦ f1(M) ⊂M.
Hence the splitting condition in (4.4) for a1 . . . aℓ and b1 . . . br implies that ξ0 =
η0, ξN−1 = ηN−1, and ξ0 . . . ξN−1 and η0 . . . ηN−1 satisfy the empty intersection
condition in the claim. 
Let [ξ0 . . . ξN−1] and [η0 . . . ηN−1] the cylinders given by Claim 4.4. Suppose that
0 < P−([ξ0 . . . ξN−1]) ≤ P−([η0 . . . ηN−1]) and let W = [ξ0 . . . ξN−1]. We can now
apply Proposition 3.1 to W obtaining
(4.5) P−(SxℓN (s)) ≤ P
−(ΣWℓ ), for every ℓ ≥ 1.
We now estimate the right hand side of (4.5). Let
ΣW∞
def
=
⋂
ℓ≥1
ΣWℓ = {ω ∈ Σk : σ
iN (ω) ∩W = ∅ for all i ≥ 0}.
Remark 4.5. Since P is primitive the shift (Σk,F ,P
−, σ) is mixing and hence the
system (Σk,F ,P
−, σℓ) is ergodic for every ℓ ≥ 1, see for instance [18, page 64].
Since 0 < P−(W ), by Remark 4.5 we can apply the Birkhoff’s ergodic theorem
to get that P−(ΣW∞ ) = 0. Hence condition Σ
W
ℓ+1 ⊂ Σ
W
ℓ , recall (3.4), implies that
lim
ℓ→∞
P
−(ΣWℓ ) = 0.
It follows from (4.5) that
lim
ℓ→∞
P
−(SxℓN (s)) ≤ lim
ℓ→∞
P
−(ΣWℓ ) = 0.
The lemma follows recalling again that Sxn+1(s) ⊂ S
x
n(s), see (3.2). 
The proof of Proposition 4.2 is now complete 
The proof of Theorem 4.1 is now complete. 
5. Stability of the Markov operator
Throughout this section ϕ denotes a random product on a compact and con-
nected metric space (M,d) over a Markov shift (Σk,F ,P, σ) as in (1.1). In this
section we will prove Theorem 1 and Corollary 1. We begin by providing a handy
form of the Markov operator of ϕ.
5.1. The Markov operator. Let M̂
def
= {1, . . . , k} ×M . Given a subset B̂ ⊂ M̂ ,
its i-section is defined by
B̂i
def
= {x ∈M : (i, x) ∈ B̂}.
The i-section of a probability measure µ̂ on M̂ is the measure defined on M by
µi(B)
def
= µ̂({i} ×B), where B is any Borel subset of M .
Observe that µi is a finite measure on M but, in general, it is not a probability
measure. Since the measure µ̂ is completely defined by its sections we write µ̂ =
(µ1, . . . , µk) and note that
µ̂(B̂) =
k∑
j=1
µj(B̂j) for every Borel subset B̂ of M̂.
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Similarly, given a function ĝ : M̂ → R we define its i-section gi : M → R by gi(x)
def
=
ĝ(i, x) and write ĝ = 〈g1, . . . , gk〉. By definition, it follows that
(5.1)
∫
ĝ dµ̂ =
k∑
i=1
∫
gi dµi, for every µ̂ = (µ1, . . . , µk) ∈ M1(M̂).
For the next lemma recall that φ∗µ denotes the pushforward of the measure µ
by φ (i.e., φ∗µ(A) = µ(φ
−1(A))).
Lemma 5.1. Consider a random product ϕ(n, ω, x) = fnω (x) on M over a Markov
shift (Σk,F ,P, σ). Let P = (pij) be the transition matrix of P. The Markov
operator associated to ϕ is given by
T µ̂(B̂)
def
=
∑
i,j
pijfj∗µi(B̂j),
where µ̂ = (µ1, . . . , µk) ∈M1(M̂) and B̂ is any Borel subset of M̂ . In particular,
(T µ̂)j =
∑
i,j
pijfj∗µi.
Proof. Let B̂ be a Borel subset of M̂ . The transition probability on the set M̂ =
{1, . . . , k} ×M associated to ϕ is given by (recall (2.1))
P̂ ((i, z), B̂) =
k∑
j=1
pij1B̂(j, fj(z)),
and hence the corresponding Markov operator is given by (recall (2.2))
T µ̂(B̂) =
∫ k∑
j=1
pij1B̂(j, fj(z)) dµ̂(i, z) =
k∑
j=1
∫
pij1B̂(j, fj(z)) dµ̂(i, z)
=
by (5.1)
k∑
j=1
∫
pij1B̂j (fj(z)) dµi(z)
=
k∑
j=1
pij
∫
1
B̂j
(z) dfj∗µi(z) =
∑
i,j
pijfj∗µi(B̂j),
proving the lemma. 
5.2. Shrinking of the reverse order iterates. Recall the definition of the set
Sϕ in (4.1) and define the coding map
2
(5.2) π : Sϕ →M, π(ω)
def
= lim
n→∞
fω0 ◦ · · · ◦ fωn(p),
where p is any point of M . By definition of the set Sϕ, this limit always exists and
does not depend on p ∈M .
Lemma 5.2. For every sequence (µn) of probabilities of M1(M) and every ω ∈ Sϕ
it holds
lim
n→∞
fω0∗ . . .∗ fωn∗µn = δπ(ω).
2This is the standard terminology for the map pi when Sϕ = Σk.
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Proof. Consider a sequence of probabilities (µn) and ω ∈ Sϕ. Fix any g ∈ C0(M).
Then given any ǫ > 0 there is δ > 0 such that
|g(y)− g ◦ π(ω)| < ǫ for all y ∈M with d(y, π(ω)) < δ.
Since ω ∈ Sϕ there is n0 such that d(fω0 ◦ · · · ◦ fωn(x), π(ω)) < δ for every x ∈ M
and every n ≥ n0. Therefore for n ≥ n0 we have∣∣∣∣g ◦ π(ω)− ∫ g dfω0∗ . . .∗ fωn∗µn∣∣∣∣ = ∣∣∣∣∫ g ◦ π(ω) dµn − ∫ g ◦ fω0 ◦ · · · ◦ fωn(x) dµn∣∣∣∣
≤
∫
|g ◦ π(ω)− g ◦ fω0 ◦ · · · ◦ fωn(x)| dµn ≤ ǫ.
This implies that
lim
n→∞
∫
g dfω0∗ . . .∗ fωn∗µn = g ◦ π(ω)
Since this holds for every continuous map g the lemma follows. 
5.3. Proof of Theorem 1. Let π : Sϕ →M be the coding map in (5.2) and define
π̂ : Sϕ → M̂, π̂(ω)
def
= (ω0, π(ω)).
Since the random product ϕ splits it follows from Theorem 4.1 that P−(Sϕ) = 1.
Hence the map π̂ is defined P−-almost everywhere in Σk. This allows us to consider
the probability measure π̂∗P
−.
The next result is a reformulation of Theorem 1 (indeed, a stronger version of
it) and implies that the probability measure π̂∗P
− is the unique stationary measure
of the Markov operator and is attracting.
Theorem 5.3. Let ϕ be a random product on a compact metric space M over
a primitive Markov shift and suppose that P−(Sϕ) = 1. Given any measure µ̂ ∈
M1(M̂) and any continuous ĝ ∈ C
0(M̂) it holds
lim
n→∞
∫
ĝ dT nµ̂ =
∫
ĝ dπ̂∗P
−,
where T is the Markov operator of ϕ.
Remark 5.4. In [2] it is proved that the condition P−(Sϕ) = 1 implies the
existence of a unique stationary measure and that T nµ̂ converge in the weak∗-
topology to the unique stationary measure provided that µ̂ = (µ1, . . . , µk) satisfy
µi(M) = pi for every i, where (p1, . . . , pk) is the stationary probability vector. The
result in [2] is a version of Letac principle [16] for a Markovian random product.
Here we prove that T nµ̂ converges in the weak∗-topology to the unique stationary
measure for every µ̂ (and not only for measures µ̂ = (µ1, . . . , µk) with µi(M) = pi).
Proof of Theorem 5.3. It follows from (5.1) that
(5.3)
∫
ĝ dT nµ̂ =
k∑
j=1
∫
gj d(T
nµ̂)j , T
nµ̂ =
(
(T nµ̂)1, . . . , (T
nµ̂)k
)
.
We prove the convergence of the integrals of the sum in (5.3) in three steps
corresponding to Lemmas 5.5, 5.8, and 5.9 below. First, given a continuous function
g : M → R denote by ‖g‖ its uniform norm.
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Lemma 5.5. Consider µ̂ = (µ1, . . . , µk) ∈ M1(M̂) such that µi(M) > 0 for every
i ∈ {1, . . . , k}. Then for every g ∈ C0(M) it holds
lim sup
n
∣∣∣∣∣
∫
g d(T nµ̂)j −
∫
[j]
g ◦ π dP−
∣∣∣∣∣ ≤ k ‖g‖ maxi |µi(M)− pi|,
where p¯ = (p1, . . . , pk) is the unique stationary vector of P = (pij) is the transition
matrix of P.
Proof. Take µ̂ ∈ M1(M̂) as in the lemma and for each i define the probability
measure µi
µi(B)
def
=
µi(B)
µi(M)
, where B is a Borel subset of M.
A straightforward calculation and the previous definition imply that
(T nµ̂)j =
∑
ξ1,...,ξn
pξnξn−1 . . . pξ2ξ1pξ1j fj∗fξ1∗ . . .∗ fξn−1∗µξn
=
∑
ξ1,...,ξn
µξn(M) pξnξn−1 . . . pξ2ξ1pξ1jfj∗fξ1∗ . . .∗ fξn−1∗µξn .
Thus given any g ∈ C0(M) we have that∫
g d(T nµ̂)j =
∑
ξ1,...,ξn
µξn(M) pξnξn−1 . . . pξ1j
∫
g dfj∗fξ1∗ . . .∗ fξn−1∗µξn .
Let
Ln
def
=
∣∣∣∣∣
∫
g d(T nµ̂)j −
∫
[j]
g ◦ π dP−
∣∣∣∣∣
and write µξn(M) = (µξn(M)− pξn) + pξn . Then
Ln ≤
∣∣∣∣∣∣
∑
ξ1,...,ξn
(µξn(M)− pξn) pξnξn−1 . . . pξ1j
∫
g dfj∗fξ1∗ . . .∗ fξn−1∗µξn
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∑
ξ1,...,ξn
pξn pξnξn−1 . . . pξ1j
∫
g dfj∗fξ1∗ . . .∗ fξn−1∗µξn −
∫
[j]
g ◦ π dP−
∣∣∣∣∣∣
≤ max
i
|µi(M)− pi|‖g‖
∑
ξ1,...,ξn
pξnξn−1 . . . pξ1j
+
∣∣∣∣∣∣
∑
ξ1,...,ξn
pξn pξnξn−1 . . . pξ1j
∫
g dfj∗fξ1∗ . . .∗ fξn−1∗µξn −
∫
[j]
g ◦ π dP−
∣∣∣∣∣∣ .
To estimate the first term of this inequality note that
∑
ξ1,...,ξn−1
pξnξn−1 . . . pξ1j is
the entry (ξn, j) of the matrix P
n. Hence
∑
ξ1,...,ξn
pξnξn−1 . . . pξ1j =
k∑
ξn=1
∑
ξ1,...,ξn−1
pξnξn−1 . . . pξ1j ≤ k.
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Therefore
(5.4) max
i
|µi(M)− pi|‖g‖
∑
ξ1,...,ξn
pξnξn−1 . . . pξ1j ≤ k ‖g‖ max
i
|µi(M)− pi|.
We now estimate the second term in the sum above.
Claim 5.6. For every continuous function g it holds
lim
n→∞
∑
ξ1,...,ξn
pξnpξnξn−1 . . . pξ1j
∫
g dfj∗fξ1∗ . . .∗ fξn−1∗µξn =
∫
[j]
g ◦ π dP−.
Observe that equation (5.4) and the claim imply the lemma.
Proof of Claim 5.6. Consider the sequence of functions given by
Gn : Σ
+
k → R, Gn(ξ)
def
=
∫
g dfξ0∗fξ1∗ . . .∗ fξn−1∗µξn .
By definition, for every n the map Gn is constant in the cylinders [ξ0, . . . , ξn] and
thus it is measurable. By definition of P−, for every j we have that
pξnpξnξn−1 . . . pξ2ξ1pξ1j = P([ξnξn−1 . . . ξ1j]) = P
−([jξ1ξ2 . . . ξn]).
Hence ∑
ξ1,...,ξn
pξnpξnξn−1 . . . pξ1j
∫
g dfj∗fξ1∗ . . .∗ fξn−1∗µξn =
∫
[j]
Gn dP
−.
It follows from Lemma 5.2 that
(5.5) lim
n→∞
Gn(ξ) = g ◦ π(ξ) for P−-almost every ξ.
Now note that |Gn(ξ)| ≤ ‖g‖ for every ξ ∈ Σ
+
k . From (5.5), using the dominated
convergence theorem, we get
lim
n→∞
∫
[j]
Gn dP
− =
∫
[j]
g ◦ π dP−,
proving the claim. 
The proof of the lemma is now complete. 
Remark 5.7. Recall that, by hypothesis, the transition matrix P is primitive.
Hence by the Perron-Frobenius theorem (see for instance [18, page 64]) there is a
unique positive stationary probability vector p¯ = (p1, . . . , pk) of P such that for
every probability vector p̂ we have
(5.6) lim
n→∞
p̂ Pn = p¯ for every probability vector p̂.
The vector p¯ is the stationary vector of P .
Lemma 5.8. Let µ̂ = (µ1, . . . , µk) ∈ M1(M̂). Then
lim
n→∞
max
i
|(T nµ̂)i(M)− pi| = 0.
In particular, there is n0 such that the vector
(
(T nµ̂)1(M), . . . , (T
nµ̂)k(M)
)
is pos-
itive for every n ≥ n0.
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Proof. Note that by definition of the Markov operator(
(T µ̂)1(M), . . . , (T µ̂)k(M)
)
= p̂ P, where p̂ = (µ1(M), . . . , µk(M)).
Hence for every n ≥ 1
(5.7) (T nµ̂(M)) =
(
(T nµ̂)1(M), . . . , (T
nµ̂)k(M)
)
= p̂ Pn.
Now the lemma follows from (5.6). 
Lemma 5.9. Let µ̂ = (µ1, . . . , µk) ∈M1(M̂). Then for every function g ∈ C0(M)
it holds
lim
n→∞
∫
g d(T nµ̂)j =
∫
[j]
g ◦ π dP−.
Proof. By Lemma 5.8, we can apply Lemma 5.5 to the measure T n1(µ̂) for every
n1 ≥ n0, obtaining the following inequality for every g ∈ C0(M),
lim sup
n
∣∣∣∣∣
∫
g d(T n+n1 µ̂)j −
∫
[j]
g ◦ π dP−
∣∣∣∣∣ ≤ k ‖g‖ maxi |(T n1 µ̂)i(M)− pi|.
It follows from the definition of lim sup and the previous inequality that
lim sup
n
∣∣∣∣∣
∫
g d(T nµ̂)j −
∫
[j]
g ◦ π dP−
∣∣∣∣∣ ≤ k ‖g‖ maxi |(T n1 µ̂)i(M)− pi|
for every n1 ≥ n0. The lemma now follows from Lemma 5.8. 
To get the limit in the proposition take ĝ = 〈g1, . . . , gk〉, apply Lemma 5.9 to
the maps gi, and use (5.3) to get
lim
n→∞
∫
ĝ d T nν̂ =
(5.3)
k∑
j=1
lim
n→∞
∫
gj d (T
nν̂)j =
L. 5.9
k∑
j=1
∫
[j]
gj ◦ π dP
−.
Now observing that gj ◦ π(ξ) = ĝ ◦ π̂(ξ) for every ξ ∈ [j], we conclude that
lim
n→∞
∫
ĝ d T n(ν̂) =
k∑
j=1
∫
[j]
ĝ ◦ π̂ dP− =
∫
ĝ dπ̂∗P
−,
ending the proof of Theorem 5.3. 
5.4. Proof of Corollary 1. We first see that the coding map defined in (5.2) is
the unique invariant map of the random product (recall the definition in (2.7)).
Observe that by the definition of π we have
(5.8) fω0(π(σ(ω))) = π(ω), for every ω ∈ Sϕ.
By Theorem 4.1 we have that (5.8) holds P−-almost everywhere, getting the invari-
ance of the coding map. Let us now prove that π is the unique invariant map. Let
ρ be an invariant map. Inductively we get
(5.9) fω0 ◦ · · · ◦ fωn(ρ(σ
n(ω)) = ρ(ω)
for P−-almost everywhere. Thus, it is enough to consider ω ∈ Sϕ satisfying (5.9),
obtaining that
ρ(ω) = lim
n→∞
fω0 ◦ · · · ◦ fωn(ρ(σ
n(ω)) = π(ω),
for P−-almost everywhere. Note that the existence of the limit follows from ω ∈ Sϕ.
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We now prove the convergence result in the corollary. It follows from the proof
of Theorem 1 that for every x ∈M the Markov chain Zxn(ω) = (ωn−1, X
x
n(ω)) has
a unique stationary measure given by π̂∗P
−, where π̂(ω) = (ω0, π(ω)). This allows
us to apply the Breiman ergodic theorem, see [4], to obtain that for P-almost every
ω it holds
lim
n→∞
1
n
n−1∑
j=0
φ̂(Zxj (ω)) =
∫
φ̂(i, x) dπ̂∗P
−(i, x),
for every continuous function φ̂ : X̂ → R. Hence for P-almost every ω we have that
(5.10) lim
n→∞
1
n
n−1∑
j=0
φ̂(Zxj (ω)) =
∫
φ̂(π̂(ω)) dP−(ω) =
∫
φ̂((ω0, π(ω)) dP
−(ω).
Now take a continuous function φ : M → R. If we see φ as a function on M̂ that
does not depend on its first coordinate then it follows from (5.10) that for P-almost
every ω we have
lim
n→∞
1
n
n−1∑
i=0
φ(Xxi (ω)) =
∫
φ(π(ω))dP−(ω) =
∫
φd(π∗P
−),
completing the proof of the corollary. 
6. Synchronization of Markovian random products
In this section, we prove Theorems 2 and 3, see Sections 6.2 and 6.3. In what
follows, let Y be metric space and consider a random product ϕ(n, ω, x) = fnω (x)
defined on a compact subsetM of Y m over an irreducible Markov shift (Σk,F ,P, σ)
and suppose that ϕ splits.
6.1. An auxiliary lemma. For every n ≥ 0 and every s we define two sequences
of random sets
Jsn(ω)
def
= πs(fω0◦· · ·◦fωn−1(M)) and I
s
n(ω)
def
= πs(fωn−1◦· · ·◦fω0(M)) = πs(f
n
ω (M)).
It follows from the definition of the inverse Markov measure that
P(x ∈ Isn)
def
= P({ω ∈ Σk : x ∈ I
s
n(ω)}) = P
−({ω ∈ Σk : x ∈ J
s
n(ω)})
def
= P−(x ∈ Jsn).
We begin with the following auxiliary lemma:
Lemma 6.1. There is N ≥ 1 and 0 < λ < 1 such that for every s we have
P(x ∈ Isn) ≤ λ
n, for every n ≥ N
Proof. We need the following claim that has the same flavor as Claim 4.4.
Claim 6.2. There are P− admissible cylinders [ξ0 . . . ξN−1] and [η0 . . . ηN−1] such
that ξ0 = η0, ξN−1 = ηN−1, and pξ0j > 0 for all j, satisfying
πs(f
n
ω (fξ0 ◦ · · · ◦ fξN−1(M))) ∩ πs(f
n
ω (fη0 ◦ · · · ◦ fηN−1(M))) = ∅
for every n ≥ 0, every s, and every ω.
Proof. By the splitting hypothesis, there is a pair of P-admissible cylinders [a1 . . . aℓ]
and [b1 . . . br] with aℓ = br such that for every u it holds
(6.1) πs(f
n
ω (faℓ ◦ · · · ◦ fa1(M))) ∩ πs(f
n
ω (fbr ◦ · · · ◦ fb1(M))) = ∅
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for every n ≥ 0, every s, and every ω. By hypothesis, there is u such that puj > 0
for every j, thus we can assume that r = ℓ and b1 = a1 = u. Since the transition
matrix P is irreducible there is a finite sequence c1 . . . cℓ0 such that the cylinder
[uc1 . . . cℓ0aℓ] is P
−- admissible. Consider the two P−- admissible cylinders defined
by
[ξ0 . . . ξN−1]
def
= [uc1 . . . cℓ0aℓ . . . a1] and [η0 . . . ηN−1]
def
= [uc1 . . . cℓ0br . . . b1].
By construction, u = ξ0 = η0 and ξN−1 = ηN−1. It follows from the splitting
hypothesis (6.1) that
πs(f
n
ω (fξ0 ◦ · · · ◦ fξN−1(M))) ∩ πs(f
n
ω (fη0 ◦ · · · ◦ fηN−1(M))) = ∅,
proving the claim. 
Consider the two P− admissible cylinders [ξ0 . . . ξN−1] and [η0 . . . ηN−1] given by
the claim. Assume that 0 < P−([ξ0 . . . ξN−1]) ≤ P−([η0 . . . ηN−1]). It follows from
Proposition 3.1 that the cylinder W = [ξ0 . . . ξN−1] satisfies
(6.2) P−(x ∈ JsℓN ) ≤ P
−(ΣWℓ ), for every ℓ ≥ 1 and every s,
where ΣWℓ is the set defined in (3.3). Next claim states that (P
−(ΣWℓ ))ℓ converges
exponentially fast to 0 as ℓ→∞.
Claim 6.3. There is λ0 < 1 such that P
−(ΣWℓ ) ≤ λ
ℓ
0 for every ℓ ≥ 1.
Proof. Let Q = (qij) and p¯ = (p1, . . . , pk) be the transition matrix and the station-
ary probability vector, respectively, that determine the measure P−. Let
ρ
def
= inf
j
qjξ0qξ0ξ1 . . . qξN−2ξN−1 and ρ0
def
= min{ρ,P−(W )}.
Note that since pξ0j > 0 (and hence qjξ0 > 0, recall (2.6)) for all j we have that
ρ > 0 and hence 0 < ρ0 < 1. Note that
P
−(ΣW1 ) = 1− P
−(W ) ≤ 1− ρ0.
Suppose, by induction, that P−(ΣWn ) ≤ (1− ρ0)
n for every 1 ≤ n ≤ ℓ.
Given C = [a0 . . . aℓN−1] consider the concatenated cylinder C ∗ [ξ0 . . . ξN−1] =
[a0 . . . aℓN−1ξ0 . . . ξN−1]. Note that by the definitions of C and ρ0 we have
P
−(C ∗ [ξ0 . . . ξN−1]) ≥ ρ0P
−(C).
Recall the definition of the cylinders Eℓ in (3.8). By definition and (3.9),
ΣWℓ+1 =
⋃
C∈Eℓ
(C − C ∗ [ξ0 . . . ξN−1]).
Since the above union is disjoint, we have that
P
−(ΣWℓ+1) =
∑
C∈Eℓ
P
−(C) − P−(C ∗ [ξ0 . . . ξN−1])
≤
∑
C∈Eℓ
P
−(C) − P−(C)ρ0
= (1− ρ0)
∑
C∈Eℓ
P
−(C) ≤ (1− ρ0)
ℓ+1.
The claim now follows taking λ0 = 1− ρ0 ∈ (0, 1). 
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We are now ready to conclude the proof of the lemma. Let λ1 = λ
1
N
0 , where λ0
is as in Claim 6.3. From (6.2) and Claim 6.3 it follows that
P
−(x ∈ JsℓN ) ≤ λ
ℓN
1 , for every ℓ ≥ 1.
Now take λ < 1 with λ1 ≤ λN < λ. We claim that
P
−(x ∈ Isn) ≤ λ
n, for every n ≥ N .
To see why this is so given any n ≥ N write n = ℓN + r for some integer ℓ ≥ 1 and
r ∈ {0, . . . , N − 1}. Thus, observing that Jsn+1(ω) ⊂ J
s
n(ω), we have
P(x ∈ Isn) = P
−(x ∈ Jsn) ≤ P
−(x ∈ JsℓN ) ≤ λ
ℓN
1 ≤ λ
ℓN−1λr+1 = λn,
proving the lemma. 
6.2. Proof of Theorem 2. Let µ be a probability measure defined on Y . To prove
the theorem we need to see that there is q < 1 such that for P-almost every ω there
is constant C = C(ω) such that
µ(Isn(ω)) ≤ Cq
n, for every n ≥ 1.
Applying Fubini’s theorem and Lemma 6.1 we get
E(µ((Isn)))
def
=
∫
µ(Isn(ω)) dP =
∫
P(x ∈ Isn) dµ ≤ λ
n,
for every n ≥ N , where N and λ are as in Lemma 6.1.
In particular, taking any q < 1 with λ < q and applying the Monotone Conver-
gence Theorem we have that∫ ∞∑
n=1
µ(Isn(ω))
qn
dP =
∞∑
n=1
E(µ(Isn))
qn
<∞.
It follows that
∞∑
n=1
µ(Isn(ω))
qn
<∞,
for P-almost every ω. Therefore for P-almost every ω there is Cs = Cs(ω) such that
µ(Isn(ω)) ≤ Cq
n.
To complete the proof of the theorem note that µ(πs( f
n
ω (M))) = µ(I
s
n(ω)). 
6.3. Proof of Theorem 3. To prove the theorem observe that for any sub-interval
J of [0, 1] we have that diam J = m(J), where m is the Lebesgue measure on
[0, 1]. Recall that we are considering diameter with respect to the metric d(x, y) =∑
i |xi − yi|. Hence for every X ⊂ R
m we have that
(6.3) diam(X) ≤
m∑
s=1
diam (πs(X)).
Now it is enough to apply Theorem 2 to the Lebesgue measure on R. Then
for every s there is a set Ωs with P(Ωs) = 1 such that for every ω ∈ Ωs there is
Cs(ω) > 0 such that
(6.4) diam(πs(f
n
ω (M))) ≤ Cs(ω)q
n, for every n ≥ 1,
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for some constant 0 < q < 1 independent of s. Let Ω0
def
=
⋂
Ωs. Given ω ∈ Ω0
define C(ω)
def
= maxsCs(ω). Then it follows from (6.3) and (6.4) that
diam(fnω (M)) ≤ C(ω)q
n, for every ω ∈ Ω0.
Since P(Ω0) = 1 the theorem follows. 
7. The splitting condition
In this section, we prove Theorem 4. Given (t1, . . . , tm) ∈ {+,−}m consider the
subset A = A(t1, . . . , tm) of R
m×Rm defined as follows. A point (x, y) ∈ Rm×Rm
belongs to A(t1, . . . , tm) if and only if
• πs(x) < πs(y) if ts = + and
• πs(x) > πs(y) if ts = −.
Recall also the definition of SM (t1, . . . tm) in Section 2.4.2.
Claim 7.1. Let f ∈ SM (t1, . . . tm).
• If t1 = + then for every n ≥ 0 it holds
(x, y) ∈ A =⇒ (fnω (x), f
n
ω (y)) ∈ A
• If t1 = − then for every n ≥ 0 it holds
(x, y) ∈ A =⇒ (f2nω (x), f
2n
ω (y)) ∈ A and (f
2n+1
ω (y), f
2n+1
ω (x)) ∈ A.
Proof. For the first item just note that if f ∈ SM (t1, . . . , tm) then (x, y) ∈ A implies
that (f(x), f(y)) ∈ A.
For the second item it is sufficient to note that if f ∈ SM (t1, . . . , tm) then
(x, y) ∈ A implies that (f(y), f(x)) ∈ A. 
To prove the theorem first observe that if a subset I×J of Rm×Rm is contained
in A(t1, . . . , tm) then
(7.1) πs(I) ∩ πs(J) = ∅, for every πs.
Recall that the sets M1 = faℓ ◦ · · · ◦ fa1(M) and M2 = fbr ◦ · · · ◦ fb1(M) satisfy
• πs(M1) < πs(M2) if ts = + and
• πs(M1) > πs(M2) if ts = −.
Hence M1 ×M2 ⊂ A.
Suppose first that t1 = +. It follows from the first item in Claim 7.1 that for
every n ≥ 0 we have fnω (M1)× f
n
ω (M2) ⊂ A. Applying (7.1) we get that
πs(f
n
ω (M1)) ∩ πs(f
n
ω (M2)) = ∅, for every πs.
We now consider the case t1 = −. It follows from the second item in Claim
7.1 that for every n ≥ 0 we have that either fnω (M1) × f
n
ω (M2) ⊂ A or f
n
ω (M2) ×
fnω (M1) ⊂ A. Therefore, again from (7.1), it follows that for every n ≥ 0 we have
that
πs(f
n
ω (M1)) ∩ πs(f
n
ω (M2)) = ∅, for every πs,
ending the proof of the theorem. 
MARKOVIAN RANDOM PRODUCTS 23
References
[1] Antonov, V. A.Modeling of processes of cyclic evolution type. Synchronization by a random
signal. Vestnik Leningrad. Univ. Mat. Mekh. Astronom., vyp. 2 (1984), 67–76.
[2] Barnsley, M. F., Elton, J. H., and Hardin, D. P. Recurrent iterated function systems.
Constr. Approx. 5, 1 (1989), 3–31.
[3] Bhattacharya, R. N., and Lee, O. Asymptotics of a class of Markov processes which are
not in general irreducible. Ann. Probab. 16, 3 (1988), 1333–1347.
[4] Breiman, L. The strong law of large numbers for a class of Markov chains. Ann. Math.
Statist. 31 (1960), 801–803.
[5] Dubins, L. E., and Freedman, D. A. Invariant probabilities for certain Markov processes.
Ann. Math. Statist. 37 (1966), 837–848.
[6] Edalat, A. Power domains and iterated function systems. Inform. and Comput. 124, 2
(1996), 182–197.
[7] Furstenberg, H. Noncommuting random products. Trans. Amer. Math. Soc. 108 (1963),
377–428.
[8] Guivarc’h, Y. Marches ale´atoires a` pas markoviens. C. R. Acad. Sci. Paris Se´r. A-B 289,
10 (1979), A541–A543.
[9] Hugenii (Huygens), C. H. Horologium Oscillatorium. Paris, France, (1673).
[10] Hutchinson, J. E. Fractals and self-similarity. Indiana Univ. Math. J. 30, 5 (1981), 713–747.
[11] Kemeny, J. G., and Snell, J. L. Finite Markov chains. Springer-Verlag, New York-
Heidelberg, 1976. Reprinting of the 1960 original, Undergraduate Texts in Mathematics.
[12] Kifer, Y. Ergodic theory of random transformations, vol. 10 of Progress in Probability and
Statistics. Birkha¨user Boston, Inc., Boston, MA, 1986.
[13] Kleptsyn, V., and Volk, D. Physical measures for nonlinear random walks on interval.
Mosc. Math. J. 14, 2 (2014), 339–365, 428.
[14] Kleptsyn, V. A., and Nal’skii, M. B. Convergence of orbits in random dynamical systems
on a circle. Funktsional. Anal. i Prilozhen. 38, 4 (2004), 36–54, 95–96.
[15] Kudryashov, Y. G. Bony attractors. Funktsional. Anal. i Prilozhen. 44, 3 (2010), 73–76.
[16] Letac, G. A contraction principle for certain Markov chains and its applications. In Random
matrices and their applications (Brunswick, Maine, 1984), vol. 50 of Contemp. Math. Amer.
Math. Soc., Providence, RI, 1986, pp. 263–273.
[17] Malicet, D. Random walks on Homeo(S1). arXiv:1412.8618 .
[18] Man˜e´, R. Ergodic theory and differentiable dynamics, vol. 8 of Ergebnisse der Mathematik
und ihrer Grenzgebiete (3). Springer-Verlag, Berlin, 1987.
[19] Pikovsky, A., Rosenblum, M., and Kurths, J. Synchronization, vol. 12 of Cambridge
Nonlinear Science Series. Cambridge University Press, Cambridge, 2001. A universal concept
in nonlinear sciences.
[20] Revuz, D.Markov chains, second ed., vol. 11 of North-Holland Mathematical Library. North-
Holland Publishing Co., Amsterdam, 1984.
[21] Royer, G. Croissance exponentielle de produits markoviens de matrices ale´atoires. Ann. Inst.
H. Poincare´ Sect. B (N.S.) 16, 1 (1980), 49–62.
[22] Szarek, T., and Zdunik, A. Stability of iterated function systems on the circle. Bull. Lond.
Math. Soc. 48, 2 (2016), 365–378.
[23] Virtser, A. D. On the simplicity of the spectrum of characteristic Lyapunov exponents of
the product of random matrices. Teor. Veroyatnost. i Primenen. 28, 1 (1983), 115–128.
Departamento de Matema´tica PUC-Rio, Marqueˆs de Sa˜o Vicente 225, Ga´vea, Rio de
Janeiro 22451-900, Brazil
E-mail address: lodiaz@mat.puc-rio.br
Instituto de Matema´tica Universidade Federal do Rio de Janeiro, Av. Athos da
Silveira Ramos 149, Cidade Universita´ria - Ilha do Funda˜o, Rio de Janeiro 21945-909,
Brazil
E-mail address: edgarmatias9271@gmail.com
