Abstract. Benchmark state-to-state vibrational energy excitation cross sections have been calculated for O + CO. The rate constants derived from these cross sections agree with available equilibrium measurements, but the cross sections extend to much higher energies. These benchmark cross sections provide an opportunity to test a widely used DSMC chemistry model at a detailed level and provide insight on one of its adjustable parameters. It is shown that extrapolations to the higher energy regime can be in error by an order of magnitude or more. The benchmark cross sections are used in direct simulation Monte Carlo (DSMC) modeling of molecular beam experiments. The simulations are intended to remove a major source of experimental uncertainty in the rates derived from molecular beam measurements by computing local concentrations of reactants in the molecular beam chamber. Furthermore, by keeping track of multi-collision events in the reaction chamber, the present simulations will allow experiments to be designed which increase the amount of reactants beyond the single-collision regime normally employed, greatly extending the range of molecular beam measurements that can be made.
INTRODUCTION
Underlying the many models for simulating chemistry in rarefied gas flows are the cross sections for fundamental chemical processes occurring at high energy and under non-equilibrium conditions. As a rule, these cross sections are not known and must be extrapolated from thermal equilibrium measurements often beyond their measured energy range and far from thermal equilibrium. Large errors in the derived reaction probability can occur which are reflected in uncertainties in chemically reacting flow results. In this paper, benchmark state-to-state cross sections previously obtained on O + CO vibrational energy excitation provide an opportunity to check the validity of a widely used model for computing reaction cross sections from measured equilibrium reaction rates. To illustrate the impact of the use of the proper state-specific cross section on the results of rarefied gas simulations, the benchmark cross sections are used in the DSMC modeling of a high energy pulsed (non-steady) crossed-molecular beam experiment (MBE). A fully three dimensional DSMC simulation including reactive chemistry, energy exchange and radiative decay processes is described and used in the modeling. It is shown how these DSMC simulations can be an important diagnostic tool, enabling a more accurate extraction of fundamental cross sections from MBE data and extending the range of such measurements.
The paper proceeds as follows. Section II briefly describes the benchmark computational chemistry methods and results for O + CO collisions. Section III compares these benchmark results to those obtained with a widely used DSMC cross section model, showing the limitations of the method when only thermal rate constant measurements at relatively low collision energy are available. Section IV describes the DSMC simulation of a molecular beam 1 These authors measured the infrared radiation from vibrationally excited CO resulting from O + CO collisions but were not able to separate contributions from individual vibrationally excited states of the CO product. By making an approximation for the vibrationally excited state lifetimes, they converted the measured total radiation to the weighted sum of vibrational excitation cross sections defined above. The theoretical results are about an order of magnitude above the experimental measurement, which is surprising since there was good agreement with the high temperature vibrational relaxation measurements. Figure  Ib shows the calculated infrared emission spectra of the nascent distribution of excited CO at an O + CO collision energy of 3.4 eV. The resolution is 5 cm" and only quantum transitions to the next lowest vibrational state are included. The labeled peaks are locations of band heads to different final vibrational levels of CO. Very high vibrational excitation is evident. Figure Ic shows the same calculated spectrum but degraded in resolution to match the data of Upschulte and Caledonia 1 which are also shown. Because experimental spectra were obtained at pressures which correspond to ~5 collisions within the sensor field of view in order to achieve good signal to noise, a direct comparison is not possible. But the agreement suggests that the calculations are at least qualitatively correct.
DSMC CROSS SECTION MODEL
Most of the available measurements on chemical reactions provide information in the form of rate coefficients. Rate coefficients inherently assume either full equilibrium or at least translational equilibrium at some temperature. The physics of individual collisions, however, is described by cross sections for processes as a function of translational energy, internal quantum states of the reactants and products, impact parameter, etc. DSMC can potentially reproduce reacting flowfields under conditions that are far from equilibrium (even translational equilibrium), but the technique requires incorporation of physically realistic cross sections.
"R" branch heads O+CO(v=0) The importance of proper characterization of high-energy cross sections is illustrated in figure 2 with calculations by Duff et al. 6 for the reaction of N( 4 S) + O^NO + O. First, it is noted that for the relatively low energy thermal region for which experimental data is available, the theoretically computed rate constant is in very reasonable agreement with the measured data. Typical collision energies for high-altitude interactions between surface and outgassing-species and atmospheric O for space contamination applications, for example, are typically in the 1 to 6 eV regime for which rate constants and/or cross sections are rarely available. The standard procedure, lacking such data, is to extrapolate the Arrhenius-fitted lower energy data to high energy. The perils of this approach are demonstrated in figure 2b which shows that the extrapolated high energy cross sections underestimate the benchmark theoretical predictions obtained with computational chemistry tools by an order of magnitude in this case. This example underscores the importance of establishing a reliable means of extending the more widely available thermal rate data into the higher energy regime.
The accurate state-to-state cross sections for O + CO computed with the computational chemistry tools described above provide an opportunity to investigate a widely used model for obtaining reaction probabilities from equilibrium reaction rate coefficients. A DSMC model for reaction probability as a function of the total collision energy that reproduces measured equilibrium reaction rates over a range of temperatures has been given by Bird. 7 However, the role of the variable parameter (Q that represents the average degrees of internal energy that contribute to the reaction probability is not well understood. Some sensitivity studies have been performed for this parameter. Figure 3 shows the thermal rate coefficient for this process obtained by QCT and the best fit to the QCT rates using an Arrhenius expression. The fit parameters are: A = 4.6xlO~1 3 cm 3 /s, n = 0.5, E a = 0.465 eV. Using these Arrhenius parameters, figure 3 shows the cross section that is obtained for O + CO vibrational excitation using Eq. 6.8 from ref. 7 The importance of proper characterization of high-energy cross sections is illustrated in figure 2 with calculations by Duff et al. 6 for the reaction of N( 4 S) + O 2 →NO + O. First, it is noted that for the relatively low energy thermal region for which experimental data is available, the theoretically computed rate constant is in very reasonable agreement with the measured data. Typical collision energies for high-altitude interactions between surface and outgassing-species and atmospheric O for space contamination applications, for example, are typically in the 1 to 6 eV regime for which rate constants and/or cross sections are rarely available. The standard procedure, lacking such data, is to extrapolate the Arrhenius-fitted lower energy data to high energy. The perils of this approach are demonstrated in figure 2b which shows that the extrapolated high energy cross sections underestimate the benchmark theoretical predictions obtained with computational chemistry tools by an order of magnitude in this case. This example underscores the importance of establishing a reliable means of extending the more widely available thermal rate data into the higher energy regime.
The accurate state-to-state cross sections for O + CO computed with the computational chemistry tools described above provide an opportunity to investigate a widely used model for obtaining reaction probabilities from equilibrium reaction rate coefficients. A DSMC model for reaction probability as a function of the total collision energy that reproduces measured equilibrium reaction rates over a range of temperatures has been given by Bird. 7 However, the role of the variable parameter (ζ) that represents the average degrees of internal energy that contribute to the reaction probability is not well understood. Some sensitivity studies have been performed for this parameter. 8, 9, 10 For this study, we treat the ground and first excited vibrational levels of CO as separate chemical species, so that the collisional excitation process is treated as a chemical reaction: O + CO(v=0) → O + CO(v=1). Figure 3 shows the thermal rate coefficient for this process obtained by QCT and the best fit to the QCT rates using an Arrhenius expression. The fit parameters are: A = 4.6x10 -13 cm 3 /s, n = 0.5, E a = 0.465 eV. Using these Arrhenius parameters, figure 3 shows the cross section that is obtained for O + CO vibrational excitation using Eq. 6.8 from ref. The two curves in figure 3b represent the cases for £ = 0 and £ = 1. The £ = 1 value is the limit when CO rotational energy (in this case, internal energy is limited to rotational, since the vibrational levels are treated as separate species) contributes fully to the excitation process, while 0 is the limit where rotational energy does not contribute at all. While the two curves differ by less than a factor of two at higher energies, the difference is an order of magnitude at lower energies very close to the value of E a . It can be seen that the £ = 0 case is much closer to the QCT cross sections, especially near the energetic threshold. This is initially surprising, since one might expect that rotational energy as well as translational energy would contribute to the excitation process.
This expectation would appear to be supported by the QCT results 4 showing that, for collisional excitation at a translational energy (E^) = 3 eV, rotational and translational energy modes are populated nearly statistically in the product CO(v=l). However, specificity of energy consumption is not directly related to the specificity of product distribution, but rather to specificity of distribution in products of the reverse process. To assess the role of rotational energy in promoting CO vibrational excitation, figure 4 shows a plot of translational efficiency, defined: The two curves in figure 3b represent the cases for ζ = 0 and ζ = 1. The ζ = 1 value is the limit when CO rotational energy (in this case, internal energy is limited to rotational, since the vibrational levels are treated as separate species) contributes fully to the excitation process, while 0 is the limit where rotational energy does not contribute at all. While the two curves differ by less than a factor of two at higher energies, the difference is an order of magnitude at lower energies very close to the value of E a . It can be seen that the ζ = 0 case is much closer to the QCT cross sections, especially near the energetic threshold. This is initially surprising, since one might expect that rotational energy as well as translational energy would contribute to the excitation process.
This expectation would appear to be supported by the QCT results 4 showing that, for collisional excitation at a translational energy (E tr ) = 3 eV, rotational and translational energy modes are populated nearly statistically in the product CO(v=1). However, specificity of energy consumption is not directly related to the specificity of product distribution, but rather to specificity of distribution in products of the reverse process. To assess the role of rotational energy in promoting CO vibrational excitation, figure 4 shows a plot of translational efficiency, defined:
for those trajectories that produce CO(v=l), where the superscipt / indicates the pre-collision value. (Rotational energy efficiency is just defined as one minus the translational efficiency.) The QCT results for energy efficiency indicate that at low temperatures rotational energy is in fact not efficient in promoting the excitation process. Translational energy is nearly 100% efficient at the lowest temperature and falls to about 70% efficiency at the highest temperatures. This, then, explains the fact that the model prediction for cross section based on k(T) and £ = 0 is much closer to the QCT cross section. Note, however, that the translational efficiency decreases for higher temperatures, reflecting the fact that a simple assumed constant value for £ is an over-simplification. Unfortunately, we have no guidance on how to chose the most reasonable value for £ in the general case where the reaction dynamics are unknown. The uncertainty is exacerbated for the typical situation where "internal energy" may include both vibration and rotation. More work on this question would be very valuable. The difficulty in finding a reliable method for obtaining cross sections from rate coefficients underlines the valuable contribution that the increasing availability of computational chemistry tools will make. 
DSMC MODELING OF MOLECULAR BEAMS
In this section we use the state specific benchmark cross sections for O + CO in a DSMC simulation with the SOCRATES (Spacecraft/Orbiter Contamination Representation Accounting for Transiently Emitted Species) computer code.
1 ' 12 SOCRATES was developed over ~15 years in a collaboration between the United States Air Force (AFRL, Hanscom, MA) and Spectral Sciences, Inc. (SSI). It is a three-dimensional DSMC code based on the original treatment of Bird 7 and can treat steady, and non-steady (pulsed) flows, multiple interacting sources, nonequilibrium gas phase chemistry and infrared spectral emission from a wide variety of species. It can also treat solid bodies and model gas-surface interactions. Here it is applied to modeling the chemically reacting flow of a molecular beam experiment (MBE), and it is denoted as the molecular beam simulator or (MBS). We simulate the measurements described in Ref. 1 involving the interaction of high velocity oxygen atoms with carbon monoxide. A diagram of this experiment is shown in figure 5 . A fast pulsed atomic oxygen (AO) beam created by a pulsed laser intersects a much slower target beam of CO and vibrationally excites the target molecules. The radiation from the decay of the collisionally excited CO is detected by the optical system, perpendicular to the plane of the O and CO sources. Knowledge of this optical signal level and the densities and fluxes of the AO and CO reactants leads to a determination of the cross section for excitation of the CO by AO at the relative collision 662 for those trajectories that produce CO(v=1), where the superscipt i indicates the pre-collision value. (Rotational energy efficiency is just defined as one minus the translational efficiency.) The QCT results for energy efficiency indicate that at low temperatures rotational energy is in fact not efficient in promoting the excitation process. Translational energy is nearly 100% efficient at the lowest temperature and falls to about 70% efficiency at the highest temperatures. This, then, explains the fact that the model prediction for cross section based on k(T) and ζ = 0 is much closer to the QCT cross section. Note, however, that the translational efficiency decreases for higher temperatures, reflecting the fact that a simple assumed constant value for ζ is an over-simplification. Unfortunately, we have no guidance on how to chose the most reasonable value for ζ in the general case where the reaction dynamics are unknown. The uncertainty is exacerbated for the typical situation where "internal energy" may include both vibration and rotation. More work on this question would be very valuable. The difficulty in finding a reliable method for obtaining cross sections from rate coefficients underlines the valuable contribution that the increasing availability of computational chemistry tools will make.
11,12 SOCRATES was developed over ~15 years in a collaboration between the United States Air Force (AFRL, Hanscom, MA) and Spectral Sciences, Inc. (SSI). It is a three-dimensional DSMC code based on the original treatment of Bird 7 and can treat steady, and non-steady (pulsed) flows, multiple interacting sources, nonequilibrium gas phase chemistry and infrared spectral emission from a wide variety of species. It can also treat solid bodies and model gas-surface interactions. Here it is applied to modeling the chemically reacting flow of a molecular beam experiment (MBE), and it is denoted as the molecular beam simulator or (MBS). We simulate the measurements described in Ref. 1 involving the interaction of high velocity oxygen atoms with carbon monoxide. A diagram of this experiment is shown in figure 5 . A fast pulsed atomic oxygen (AO) beam created by a pulsed laser intersects a much slower target beam of CO and vibrationally excites the target molecules. The radiation from the decay of the collisionally excited CO is detected by the optical system, perpendicular to the plane of the O and CO sources. Knowledge of this optical signal level and the densities and fluxes of the AO and CO reactants leads to a determination of the cross section for excitation of the CO by AO at the relative collision velocity of the crossed beams (~8 km/s), the main result of the experiment. The principal uncertainty in the determination of the cross section in such an experiment derives from approximations of the number densities of the reactants in the interaction region. By directly computing these number densities, the present DSMC simulations can remove much of this uncertainty. The fast AO source and a slow CO target source in the crossed molecular beam laboratory experiment of Ref. 1 are modeled using the Brook far-field approximation 11 for an isentropically expanding jet exhausting from a nozzle. Far-field approximations are very useful when the ratio of the distance from the source to the nozzle exit radius is large. The relevant source parameters and experimental setup are described in Ref. 1 . The exit radius of the beam source nozzle is about 2.4 cm and the interaction region of the two crossing beams is 75 cm away from the AO source. We fit the experimentally determined number density profile of the AO source by varying the parameters within the Brook model. The Brook model gives a good fit to the data for AO. For CO similar data are not available, but the correct fluxes, number densities and nominal widths are reproduced.
It is important to derive an analytic model which predicts the amount of radiation observed by the optical system assuming single-collision conditions in the molecular beam experiment. This analytic model should be consistent with the assumptions used in the determination of the excitation cross section from experimental observables. Differences between the DSMC results and the analytic model can then be traced to a breakdown of assumptions in the analytic model used to derive the cross section from experimental observables, such as the "single-collision" assumption, or the simplified description of the source flows. The number densities and other quantities found in the DSMC calculation can then be used to obtain a more accurate determination of the excitation cross section which is one of the main goals of this effort. Alternatively, the excitation cross section in the DSMC calculation can be varied to match the experimental observable.
Following Ref. 1, we develop an analytical expression for the collisional excitation cross section in terms of the experimental observable (the number of photons/sec) and the number densities of O and CO in the interaction region. To reproduce these approximations in the derivation of the cross sections, we used the Brook source flow models described above. The number densities of O and CO are from Ref. 5 cm/second is a good approximation to the true collision velocity. When the excited number density is multiplied by the Einstein^ coefficient and integrated over the area of the detector this is equal to the number of photons/sec, which is what is observed. The value for the pulse time, T, is somewhat longer than the 7e-5 seconds used in the experiment, but this should not affect the overall conclusions very much. The maximum line density of excited CO at the origin is then predicted to be 5.54xl0
13 cm"
2
. This "single-collision" value should be compared with the MBS results.
The time-sequence of pulsed (non-steady) runs used in the present MBS DSMC calculations is as follows. The CO beam is turned on at t=0 seconds. The AO beam leaves the source perpendicular to the CO beam at tl=1.44xlO~3 seconds, and has a duration of 9.37xlO~5 seconds. At t3 (1.56xlO~3) and t4 (1.60xlO~3) it overlaps the CO beam, until finally at t5 (1.65xlO~3) the O atom beam continues past the CO beam. After this time there will be few collisions between O and CO, but the CO(v=l) will continue to undergo radiative decay. Figure 6 shows the value of the line density at the origin of excited CO from the DSMC calculations as a function of time. The actual detector will integrate over a small area near the origin, a small correction to the coarse grid simulation. The peak of the line density is between t3 and t4, near where the AO pulse has finished crossing the CO beam. By t5, after the AO beam is past the CO target, the intensity continues to fall. Also shown is the value of the single-collision "analytic" result derived earlier. The DSMC peak is about a factor of 5 below the "analytic" result. This difference, we believe, comes from the multiple collision conditions in the flow, and can only be accounted for by a method like DSMC which goes beyond single collisions. The multi-collisions tend to push away the available CO target molecules in the interaction region, and therefore decrease the number of excitation collisions from that expected from single-collision densities. This suggests that the actual measurements reported a lower bound to the cross section, which is consistent with the theoretical cross sections in Ref. 4 . Calculations at lower AO fluxes show that these multi-collisions effects lessen considerably, and better agreement between the analytic model and MBS results are obtained.
To further illustrate this multi-collision effect, we show in figure 7 the MBS number densities in the plane of the O and CO crossed beams for time snapshots t4 and t5. This is toward the end of the time when the AO pulse crosses the CO beam. The flow of the CO beam appears to be changed from the undisturbed source toward the end of the AO pulse. The beginning of the AO pulse pushes away some of the target CO molecules, so by the end of the pulse there is a decreased number density of target CO in the interaction region for the AO to interact with. These multicollision effects result in a lower than expected product population of vibrationally excited CO seen in the MBS calculations compared with the analytic result based on a single collision approximation. To check these results we have done calculations with the O source number densities a factor of 10 lower. This should decrease the multicollision effects observed above. Indeed, the difference between the analytic result and the DSMC result decreases from a factor of 5 to a factor of 2 for the maximum line integrated number density of excited CO for these lower density calculations. In contrast to the higher density AO case shown in figure 7 , the CO target beam in this lower flux case seems almost completely undisturbed by the AO beam, which ultimately brings the observed signal closer to single-collision assumptions. We note that, if we were to use the model cross sections with £= 1, the vibrational excitation cross section would be smaller and so the signal levels would naturally be less than the benchmark cross sections. However, there would still be differences with the analytic model. A direct comparison with raw, experimentally observed signal levels would be helpful in understanding the relative value of these model cross section extrapolation errors.
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Line density CO (1) We note that, if we were to use the model cross sections with ζ = 1, the vibrational excitation cross section would be smaller and so the signal levels would naturally be less than the benchmark cross sections. However, there would still be differences with the analytic model. A direct comparison with raw, experimentally observed signal levels would be helpful in understanding the relative value of these model cross section extrapolation errors.
The flow-field effects found here in modeling the fast O + CO molecular beam measurements are not conclusive. Uncertainties in the source modeling, the relatively coarse spatial grid, and uncertainties in the VHS cross section used could all lead to problems in modeling the exact conditions of the molecular beam experiment. We note that in calibrating their measurements, the authors of Ref. 1 confirmed linearity of the signal with increasing pressure. Measurements at other energies and at much lower pressures would be helpful in resolving these issues.
CONCLUSIONS
In this paper, benchmark state-to-state cross sections previously obtained on O + CO vibrational energy excitation are used to check the validity of a widely used model for computing reaction probabilities from measured equilibrium reaction rates and to show the effect of the parameter £. To illustrate the impact of the use of a more accurate state-specific cross section on the results of rarefied gas simulations, the benchmark cross sections are used in the DSMC modeling of a high energy pulsed MBE. Flow field effects change the expected reactant concentrations in the chamber leading to some uncertainty in the derived cross section. Experiments at much lower pressures would help elucidate these effects.
