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PO´LYA URN SCHEMES WITH INFINITELY MANY
COLORS
ANTAR BANDYOPADHYAY AND DEBLEENA THACKER
Abstract. In this work we introduce a new type of urn model with
infinite but countable many colors indexed by an appropriate infinite set.
We mainly consider the indexing set of colors to be the d-dimensional
integer lattice and consider balanced replacement schemes associated
with bounded increment random walks on it. We prove central and
local limit theorems for the random color of the n-th selected ball and
show that irrespective of the null recurrent or transient behavior of the
underlying random walks, the asymptotic distribution is Gaussian after
appropriate centering and scaling. We show that the order of any non-
zero centering is always O (logn) and the scaling is O (√logn). The
work also provides similar results for urn models with infinitely many
colors indexed by more general lattices in Rd. We introduce a novel
technique of representing the random color of the n-th selected ball as
a suitably sampled point on the path of the underlying random walk.
This helps us to derive the central and local limit theorems.
1. Introduction
1.1. Background and Motivation. In recent years, there has been a wide
variety of work on random reinforcement models of various kind [3, 8, 10, 12,
14–17, 21, 28, 29, 32, 33, 35]. In particular, there has been several work on
different kind of urn models and their generalizations [3, 8, 10, 12, 15, 16, 21,
28–30]. For occupancy urn models, where one considers recursive addition
of balls in to finite or infinite number of boxes, there are some works which
introduce models with infinitely many colors, typically represented by the
boxes [19, 24, 26]. However, other than the classical work by Blackwell
and MacQueen [7], there has not been much development of infinite color
generalization of the Po´lya urn scheme. In this paper, we introduce and
analyze a new Po´lya type urn scheme with countably infinitely many colors
indexed by Zd.
Starting from the seminal work by Po´lya [36], various types of urn schemes
with finitely many colors have been widely studied in literature [1–3, 8–
11, 16, 21–23, 25, 27, 28, 34]. See [35] for an extensive survey of the known
results. The generalized Po´lya urn scheme with finitely many colors can be
described as follows:
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We start with an urn containing finitely many balls of differ-
ent colors. At any time n ≥ 1, a ball is selected uniformly at
random from the urn, the color of the selected ball is noted,
and it is returned to the urn along with a set of balls of var-
ious colors which may depend on the color of the selected
ball.
The goal is to study the asymptotic properties of the configuration of the urn.
Suppose there are K ≥ 1 different colors and let Un = (Un,1, Un,2 . . . , Un,K),
where Un,j denotes the number of balls of color j for 1 ≤ j ≤ K. The
dynamics of the urn model depends on the replacement policy which can
be presented by a K × K matrix with non-negative entries, say R :=
((R (i, j)))1≤i,j≤K . In literature, R is typically called the replacement ma-
trix. The dynamics of the model can then be written as,
(1) Un+1 = Un +Ri
where Ri is the i-th row of the replacement matrix R, where i is the random
color of the ball selected at the (n+ 1)-th draw. Although in the classical set
up [36] the entries of the replacement matrix are taken to be non-negative
integers, but for studying the evaluation of the urn such an assumption is
not necessary.
A replacement matrix is said to be balanced, if the row sums are constant.
In this case, after every draw a constant number of balls are added to the urn.
For such an urn, a standard technique is to divide each entry of the replace-
ment matrix by the constant row sum, thus without loss, one may assume
that the row sums are all 1. In that case, it is also customary to assume U0
as a probability distribution on the set of colors, which is to be interpreted
as the probability distribution of the selected color of the first ball drawn
from the urn. Note in this case the entries of Un = (Un,1, Un,2 . . . , Un,K)
are no longer the number of balls of different colors, instead the entries of
Un/ (n+ 1) are the proportion of balls of various different colors. We will
refer to it as the (random) configuration of the urn. It is useful noting here
that the random probability mass function Un/ (n+ 1) represents the prob-
ability distribution of the random color of the (n+ 1)-th selected ball given
the n-th configuration of the urn. In other words, if Zn is the color of the
ball selected at the (n+ 1)-th draw then
(2) P
(
Zn = j
∣∣∣U0, U1, . . . , Un) = Un,j
n+ 1
, 1 ≤ j ≤ K.
Since R is a stochastic matrix and U0 a probability distribution on the
set of colors, we can now consider a Markov chain on the set of colors with
transition matrix R and initial distribution U0. We call such a chain, a
chain associated with the urn model and vice-versa. In other words, given
a balanced urn model we can associate with it a unique Markov chain on
the set of colors and conversely given a Markov chain there is an associated
urn model with colors indexed by the state space. It is well known [8, 9, 16,
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25, 27] that the asymptotic properties of a balanced urn model with finitely
many colors are often related to the qualitative properties of this associated
Markov chain on the finite state space.
The above formulation can now easily be generalized for infinitely many
colors. More precisely, given any set S indexing the colors, a stochastic
matrix R on S and an initial configuration U0, one can define a process
(Un)n≥0 by the equation (1) and (2). When S is infinite we will call such a
process an urn model with infinitely many colors. In this paper, we study
such a process when S = Zd and R is the transition matrix of a bounded
increment random walk on Zd. This is a novel generalization of the Po´lya urn
scheme which combines perhaps the two most classical models in probability
theory, namely the urn model and the random walk.
Our main motivation to study such a process has been two fold. As
mentioned earlier, it is known in the literature [8, 9, 16, 25, 27] that the
asymptotic properties of a finite color urn depends on the qualitative prop-
erties of the under lying Markov chain. For example, for an irreducible
aperiodic chain with K colors, it is shown in [25, 27] that
(3)
Un,j
n+ 1
−→ pij a.s.
for all 1 ≤ j ≤ K, where pi = (pij)1≤j≤K is the unique stationary distribution.
It is also know [27, 28] that if the chain is reducible and j is a transient state
then
(4)
Un,j
n+ 1
−→ 0 a.s.
Further non-trivial scalings have been derived for the reducible case [8, 9,
16, 27, 28]. So one may conclude that asymptotic properties of an urn model
depends on the recurrence/transience of the underlying states. We want to
investigate this relation when there are infinitely many colors. The bounded
increment random walks on Zd is a rich class of examples of Markov chains
on infinite states covering both the transient and null recurrent cases. Need-
less to state that the no null recurrent state can appear in the finite case. As
we shall see later, our study will indicate a significantly different phenome-
non for the infinite color urn models associated with the bounded increment
random walks on Zd. In fact, we shall show that the asymptotic configura-
tion is approximately Gaussian, irrespective of whether the underlying walk
is transient or recurrent.
Our other motivation comes from the work of Blackwell and MacQueen
[7], where the authors introduced a possibly infinite color generalization of
the Po´lya urn scheme. In fact, their generalization even allowed uncount-
ably many colors; the set of colors typically taken as some Polish space. The
model then described a process whose limiting distribution is the Ferguson
distribution [6, 7], also known as the Dirichlet process prior in the Bayesian
statistics literature [20]. The replacement mechanism in [7] is a simple di-
agonal scheme, which reinforces only the chosen color. As in the classical
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finite color Po´lya urn scheme where R is the identity matrix, this leads to
exchangeable sequence of colors. Our model complements this work where
we consider replacement mechanisms with non-zero off diagonal entries. It
is worth noting that the models we consider do not include the Blackwell
and MacQueen scheme [7] and our results show that the asymptotic proper-
ties of our model are vastly different than those of Blackwell and MacQueen
[7]. We would also like to point out that due to the presence of off diagonal
entries in the replacement matrix our models do not exhibit exchangeability
and hence the techniques used in this paper are entirely different and new.
1.2. Model. Let {Xj}j≥1 be i.i.d. random vectors taking values in Zd with
probability mass function p (u) := P (X1 = u) , u ∈ Zd. We assume that the
distribution of X1 is bounded, that is there exists a non-empty finite subset
B ⊆ Zd such that p (u) = 0 for all u 6∈ B. It is worthwhile to note that
the assumption of B is finite may be removed. Instead, if we assume X1
has moment generating function on an open interval around 0, then all the
results of this paper hold. But for simplicity, we will assume B to be finite.
Throughout this paper we take the convention of writing all vectors as
row vectors. Thus for a vector x ∈ Rd we will write xT to denote it as
a column vector. The notation 〈·, ·〉 will denote the usual Euclidean inner
product on Rd and ‖ · ‖ the the Euclidean norm. We shall always write
(5)
µ := E [X1]
Σ := E
[
XT1 X1
]
e (λ) := E
[
e〈λ,X1〉
]
, λ ∈ Rd.
We shall write Σ := ((σij))1≤i,j≤d and assume that it is a positive definite
matrix. Also Σ
1
2 will denote the unique positive definite square root of Σ,
that is, Σ
1
2 is a positive definite matrix such that Σ = Σ
1
2Σ
1
2 . When the
dimension d = 1, we will denote the mean and variance simply by µ and σ2
respectively and in that case we assume σ2 > 0.
Let Sn := X0 +X1 + · · ·+Xn, n ≥ 0 be the random walk on Zd starting
at X0 and with increments {Xj}j≥1 which are independent. Needless to say
that {Sn}n≥0 is Markov chain with state-space Zd, initial distribution given
by the distribution of X0 and the transition matrix
R := ((p (v − u)))u,v∈Zd .
In this work, we consider the following infinite color generalization of
Po´lya urn scheme where the colors are indexed by Zd. Let Un := (Un,v)v∈Zd ∈
[0,∞)Zd denote the configuration of the urn at time n, that is,
P
(
(n+ 1)
th
selected ball has color v
∣∣∣Un, Un−1, · · · , U0) ∝ Un,v, v ∈ Zd.
Starting with U0 which is a probability distribution we define (Un)n≥0 re-
cursively as follows
(6) Un+1 = Un + χn+1R
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where χn+1 = (χn+1,v)v∈Zd is such that χn+1,V = 1 and χn+1,u = 0 if u 6= V
where V is the random color chosen from the configuration Un. In other
words
Un+1 = Un +RV
where RV is the V
th row of the replacement matrix R. We will call the
process (Un)n≥0 as the infinite color urn model with initial configuration U0
and replacement matrix R. We will also refer to it as the infinite color urn
model associated with the random walk {Sn}n≥0 on Zd. Throughout this
paper we will assume that U0 = (U0,v)v∈Zd is such that U0,v = 0 for all but
finitely many v ∈ Zd.
It is worth noting that ∑
u∈Zd
Un,u = n+ 1
for all n ≥ 0. If Zn denotes the (n+ 1)-th selected color then
(7) P
(
Zn = v
∣∣∣Un, Un−1, · · · , U0) = Un,v
n+ 1
which implies
(8) P (Zn = v) =
E [Un,v]
n+ 1
.
In other words the expected proportion of the urn at time n is given by the
distribution of Zn.
In Section 5 we will further generalize the model when the associated ran-
dom walk takes values in other d-dimensional discrete lattices, for example,
the triangular lattice in two dimensions.
We like to note here that our model is a further a generalization of a
subclass of models studied in [12], namely the class of linearly reinforced
models. In [12] the authors prove that for such models cardinality of all the
colors will grow to infinity. As we will see in the next section, our results
will not only show that the cardinality of all colors will grow to infinity but
also provide the exact rates of their growths.
1.3. Notations. Most of the notations used in this paper are consistent
with the literature on generalized urn models. For the sake of completeness
we provide below a list of notations and conventions which we use in the
paper.
• For two sequences {an}n≥1 and {bn}n≥1 of positive real numbers, we
will write an ∼ bn if lim
n→∞
an
bn
= 1.
• As mentioned earlier, all vectors are written as row vectors unless
otherwise stated. For example, a finite dimensional vector x ∈ Rd
is written as x =
(
x(1), x(2), . . . , x(d)
)
where x(i) denotes the i-th
coordinate. To be consistent with this notation matrices are mul-
tiplied to the right of the vectors. The infinite dimensional vectors
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are written as y = (yj)j∈J where yj is the j
th coordinate and J is
the indexing set. Column vectors are denoted by xT , where x is a
row vector.
• For any vector x, x2 will denote a vector with the coordinates squared.
• By Nd (µ,Σ) we denote the d-dimensional Gaussian distribution
with mean vector µ ∈ Rd and variance-covariance matrix Σ. For
d = 1, we simply write N(µ, σ2) with mean µ ∈ R and variance
σ2 > 0.
• The standard Gaussian measure on Rd will be denoted by Φd with
its density by φd given by
φd (x) :=
1
(2pi)d/2
e−
‖x‖2
2 , x ∈ Rd.
For d = 1, we will simply write Φ for the standard Gaussian measure
on R and φ for its density.
• The symbol⇒ will denote weak convergence of probability measures.
• The symbol p−→ will denote convergence in probability.
• For any two random variables/vectors X and Y , we will write X d= Y
to denote that X and Y have the same distribution.
1.4. Outline. In the following section we state the main results, which we
prove in Section 4. In Section 3, we state and prove two important results,
which we use in the proofs of the main results. In Section 5, we further gen-
eralize our results for urns with infinitely many colors, where the color sets
are indexed by other countable lattices on Rd. In particular, we consider the
example of the two dimensional triangular lattice. An elementary technical
result which is needed in the proofs of the main results is deferred to the
appendix.
2. Main Results
Throughout this paper we assume that (Ω,F ,P) is a probability space on
which all the random processes are defined.
2.1. Weak Convergence of the Expected Configuration. We present
in this subsection the central limit theorem for the randomly selected color.
The centering and scaling of the central limit theorem are of the order
O (log n) and O (√log n) respectively. Such centering and scalings are avail-
able because the marginal distribution of the randomly selected color be-
haves like that of a delayed random walk, where the delay is of the order
O (log n), see Theorem 11.
Theorem 1. Let Λn be the probability measure on Rd corresponding to the
probability vector 1n+1 (E[Un,v])v∈Zd and let
Λ
cs
n (A) := Λn
(√
log nAΣ−1/2 + µ log n
)
,
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where A is a Borel subset of Rd. Then, as n→∞,
(9) Λ
cs
n ⇒ Φd.
Recall that if Zn denotes the (n+ 1)-th selected color then its proba-
bility mass function is given by
(E[Un,v ]
n+1
)
v∈Zd
. Thus Λn is the probability
distribution of Zn. So the following result holds trivially.
Corollary 2. Consider the urn model associated with the random walk
{Sn}n≥0 on Zd d ≥ 1, then as n→∞,
Zn − µ log n√
log n
⇒ Nd(0, Σ).(10)
The following result is an immediate application of the Theorem 1.
Corollary 3. Consider the urn model associated with the simple symmetric
random walk on Zd, d ≥ 1. Then, as n→∞,
Zn√
log n
⇒ Nd(0, d−1Id),
where Id is the d× d identity matrix.
The above result essentially shows that irrespective of the recurrent or
transient behavior of the under lying random walk, the associated urn mod-
els have similar asymptotic behavior. In particular, the limiting distribution
is always Gaussian with universal orders for centering and scaling, namely,
O (log n) and O (√log n) respectively.
2.2. Weak Convergence of the Random Configuration. In this sub-
section we will present an asymptotic result for the random configuration
of the urn. Let M1 be the space of probability measures on Rd, d ≥ 1, en-
dowed with the topology of weak convergence. Let Λn ∈M1 be the random
probability measure corresponding to the random probability vector Unn+1 . It
is easy to see that the function Λn : Ω→M1 is measurable.
Theorem 4. Let
Λcsn (A) = Λn
(√
log nAΣ−1/2 + µ log n
)
.
Then, as n→∞,
(11) Λcsn
p−→ Φd in M1.
We note that the Theorem 4 is a stronger version of the Theorem 1.
2.3. Local Limit Theorem Type Results for the Expected Config-
uration. It turns out that under certain assumptions the expected con-
figuration of the urn at time n, namely,
(E[Un]
n+1
)
n≥0
satisfies a local limit
theorem.
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2.3.1. Local Limit Type Results for One Dimension. In this subsection, we
present the local limit theorems for urns with colors indexed by Z. Note
that X1 is a lattice random variable, so we can write
(12) P (X1 ∈ a+ hZ) = 1,
where a ∈ R and h > 0 is maximum value such that (12) holds. h is called
the span for X1 (see Section 3.5 of [18]). We define
(13) L(1)n :=
{
x : x =
n
σ
√
log n
a− µ
σ
√
log n+
h
σ
√
log n
z, z ∈ Z
}
.
Theorem 5. Assume that P [X1 = 0] > 0. Then, as n→∞
(14) sup
x∈L(1)n
∣∣∣∣σ√log nh P
(
Zn − µ log n
σ
√
log n
= x
)
− φ(x)
∣∣∣∣ −→ 0.
The above local limit theorem does not cover all cases. The next theorem
is for the special case when the urn is associated with the simple symmetric
random walk which is not covered by Theorem 5 or its generalization given
in Section 4.
Theorem 6. Assume that P (X1 = 1) = P (X1 = −1) = 12 . Then, as n→∞
(15) sup
x∈L(1)n
∣∣∣∣√log nP( Zn√log n = x
)
− φ(x)
∣∣∣∣ −→ 0
where L(1)n is given by (13) with µ = 0 = a and σ = 1 = h.
The following result is immediate from the above theorem.
Corollary 7. Assume that P (X1 = 1) = P (X1 = −1) = 12 . Then, as n →∞
(16) P (Zn = 0) ∼ 1√
2pi log n
.
2.3.2. Local Limit Type Results for Higher Dimensions. Now we consider
the case d ≥ 2. Note that X1 is then a lattice random vector taking values
in Zd. Let L be its minimal lattice, that is, P (X1 ∈ x+ L) = 1 for every
x ∈ Zd such that P (X1 = x) > 0 and if L′ is any closed subgroup of Rd,
such that P (X1 ∈ y + L′) = 1 for some y ∈ Zd, then L ⊆ L′ and the rank
of L is d. We refer to the pages 226 – 227 of [4] for formal definitions of the
minimal lattice of a d-dimensional lattice random variable and its rank. Let
l = det (L) (see the pages 228 – 229 of [4] for more details). Now let x0 be
such that P (X1 ∈ x0 + L) = 1 and we define
(17)
L(d)n :=
{
x : x =
n√
log n
x0Σ
−1/2 −
√
log nµΣ−1/2 +
1√
log n
zΣ−1/2, z ∈ L
}
.
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Theorem 8. Assume that P [X1 = 0] > 0. Then, as n→∞
(18)
sup
x∈L(d)n
∣∣∣∣∣det(Σ1/2)
(√
log n
)d
l
P
(
Zn − µ log n√
log n
Σ−1/2 = x
)
− φd(x)
∣∣∣∣∣ −→ 0.
Observe that as in the one dimensional case the above theorem does not
cover all the cases. The next theorem is for the special case when the urn is
associated with the simple symmetric random walk on Zd, d ≥ 2, which is
not covered by Theorem 8.
Theorem 9. Assume that P (X1 = ±ei) = 12d for 1 ≤ i ≤ d, where ei is the
i-th unit vector in direction i. Then, as n→∞
sup
x∈L(d)n
∣∣∣∣∣(d) d2 (√log n)d P
( √
d√
log n
Zn = x
)
− φd(x)
∣∣∣∣∣ −→ 0,(19)
where L(d)n is as defined in (17) with µ = 0 = x0, Σ = Id and L =
√
dZd.
Similar to the one dimensional case, the next result is immediate from
the above theorem.
Corollary 10. Assume that P (X1 = ±ei) = 12d for 1 ≤ i ≤ d, where ei is
the i-th unit vector in direction i. Then, as n→∞
(20) P (Zn = 0) ∼ 1(√
2pid log n
)d .
Remark: The assumption P [X1 = 0] > 0 can be removed, at least for
some cases. Theorem 6 and Theorem 9 are such examples. Because of
certain technical difficulties, we do not know the full generality under which
the local limit theorem holds, though we conjecture that it holds for all the
cases.
2.4. Sketch of the Main Tools Used in the Proofs. There are few
standard methods for analyzing finite color urn models which are mainly
based on martingale techniques [8, 9, 16, 25] and embedding into continuous
time pure birth processes [1, 3, 27, 28]. Typically the analysis of a finite color
urn is heavily dependent on the Perron-Frobenius theory [37] of matrices
with positive entries [1, 3, 8, 16, 25, 27, 28]. The absence of such a theory
for infinite dimensional matrices makes the analysis of urn with infinitely
many colors quite difficult and challenging.
Our approach is to relate the n-th configuration of the urn to the un-
derlying Markov chain, which in our case is a bounded increment random
walk. In particular, we show that the distribution of Zn, the color of the
(n+ 1)-th selected ball can be represented by
(21) Zn
d
= Z0 +
n∑
j=1
IjXj ,
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where {Ij}j≥1 are independent Bernoulli random variables with E [Ij ] =
1
j+1 , j ≥ 1 and are independent of {Xj}j≥1; and Z0 is a random vector
taking values in Zd distributed according to the probability vector U0 and
is independent of ({Ij}j≥1; {Xj}j≥1). Thus we can write
(22) Zn
d
= Sτn ,
where {Sn}n≥0 is the random walk with i.i.d. increments {Xj}j≥1 starting
at X0 and τn :=
∑n
j=1 Ij is a stopping time which is independent of (Sn)n≥0.
This helps us to derive the central and local limit theorems which are stated
earlier. This approach of coupling with underlying Markov chain is entirely
new and it helps us to completely bypass the technical difficulties which one
may face in using the eigenvalue techniques in the infinite color case. We
present this representation as an independent result in the following section
(see Theorem 11).
3. Auxiliary Results
In this section, we present two results which we need to prove our main
results. These results are two very important tools for studying infinite
color urn models associated with random walks on Zd and hence presented
separately.
Define Πn (z) =
n∏
j=1
(
1 +
z
j
)
for z ∈ C. It is known from Euler product
formula for gamma function, which is also referred to as Gauss’s formula
(see page 178 of [13]), that
lim
n→∞
Πn(z)
nz
Γ(z + 1) = 1(23)
uniformly on compact subsets of C \ {−1,−2,−3, . . .}.
Recall e (λ) :=
∑
v∈B e
〈λ,v〉p(v) is the moment generating function of X1.
It is easy to note that e (λ) is an eigenvalue of R corresponding to the right
eigenvector x (λ) =
(
e〈λ,v〉
)T
v∈Zd . Let Fn = σ (Uj : 0 ≤ j ≤ n) , n ≥ 0 be the
natural filtration. Define
Mn (λ) =
Unx (λ)
Πn (e (λ))
From the fundamental recursion (6) we get,
Un+1x (λ) = Unx (λ) + Xn+1Rx (λ)
Thus,
E
[
Un+1x (λ)
∣∣∣Fn] = Unx (λ) + e (λ)E [Xn+1x (λ) ∣∣∣Fn] = (1 + e(λ)n+1)Unx (λ) .
Therefore, Mn (λ) is a non-negative martingale for every λ ∈ Rd. In partic-
ular E
[
Mn (λ)
]
= M0 (λ).
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We now present a representation of the marginal distribution of Zn in
terms of the increments (Xj)j≥1. As mentioned earlier, this particular rep-
resentation is interesting and non-trivial, as it necessarily demonstrates that
the marginal distribution of the randomly selected color behaves like a de-
layed random walk.
Theorem 11. For each n ≥ 1,
Zn
d
= Z0 +
n∑
j=1
IjXj .(24)
where {Ij}j≥1 are independent Bernoulli random variables such that E [Ij ] =
1
j+1 , j ≥ 1 and are independent of {Xj}j≥1; and Z0 is a random vector
taking values in Zd distributed according to the probability vector U0 and is
independent of ({Ij}j≥1; {Xj}j≥1).
Proof. As noted before, the probability mass function for the color of the
(n+ 1)-th selected ball, namely Zn, is
(E[Un,v ]
n+1
)
vinZd
. So for λ ∈ Rd, the
moment generating function of Zn is given by
1
n+ 1
∑
v∈Zd
e〈λ,v〉E [Un,v] =
Πn (e(λ))
n+ 1
E
[
Mn(λ)
]
=
Πn (e(λ))
n+ 1
M0(λ)
= M0(λ)
n∏
j=1
(
1− 1
j + 1
+
e(λ)
j + 1
)
.(25)
The equation (24) follows from (25). 
Our next theorem states that around a non-trivial closed neighborhood
of 0 the martingales
(
Mn (λ)
)
n≥0 are uniformly (in λ) L2 bounded.
Theorem 12. There exists δ > 0 such that
(26) sup
λ∈[−δ,δ]d
sup
n≥1
E
[
M
2
n (λ)
]
<∞.
Proof. From (6), we obtain
E
[
(Un+1x (λ))
2
∣∣∣Fn] = (Unx (λ))2 + 2e (λ)Unx (λ)E [Xn+1x (λ) ∣∣∣Fn]
+e2 (λ)E
[
(Xn+1x (λ))2
∣∣∣Fn]
It is easy to see that
(27)
E
[
Xn+1x (λ)
∣∣∣Fn] = 1
n+ 1
Unx (λ) and E
[
(Xn+1x (λ))2
∣∣∣Fn] = 1
n+ 1
Unx (2λ) .
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Therefore, we get the recursion
E
[
(Un+1x (λ))
2
]
=
(
1 +
2e (λ)
n+ 1
)
E
[
(Unx (λ))
2
]
+
e2 (λ)
n+ 1
E [Unx (2λ)] .(28)
Dividing both sides of (28) by Π2n+1 (λ),
E
[
M
2
n+1 (λ)
]
=
(
1 + 2e(λ)n+1
)
(
1 + e(λ)n+1
)2E [M2n (λ)]+ e2 (λ)n+ 1 E [Unx (2λ)]Π2n+1 (λ) .(29)
Mn (2λ) being a martingale, we obtain E [Unx (2λ)] = Πn (e (2λ))M0 (2λ).
Therefore from (29), we get
E
[
M
2
n (λ)
]
=
Πn (2e (λ))
Πn (e (λ))
2M
2
0 (λ)
+
n∑
k=1
e2 (λ)
k

n∏
j>k
(
1 + 2e(λ)j
)
(
1 + e(λ)j
)2
 Πk−1 (e (2λ))Π2k (e (λ)) M0 (2λ) .(30)
We observe that as e (λ) > 0, so
1+
2e(λ)
j(
1+
e(λ)
j
)2 ≤ 1 and hence Πn(2e(λ))Π2n(e(λ)) ≤ 1.
Thus
E
[
M
2
n (λ)
]
≤M20 (λ) + e2 (λ)M0 (2λ)
n∑
k=1
1
k
Πk−1 (e (2λ))
Π2k (e (λ))
.(31)
Using (23), we know that
(32) Π2n (e (λ)) ∼
n2e(λ)
Γ2 (e (λ) + 1)
.
Since e (0) = 1 and e (λ) is continuous as a function of λ, so given η >
0, there exists 0 < K1,K2 < ∞, such that for all λ ∈ [−η, η]d, K1 ≤
e (λ) ≤ K2. Since the convergence in (23) is uniform on compact subsets
of [0,∞) , given  > 0 there exists N1 > 0 such that for all n ≥ N1 and
λ ∈ [−η, η]d,
(1− ) Γ
2 (e (λ) + 1)
Γ (e (2λ) + 1)
n∑
k≥N1
1
k1+2e(λ)−e(2λ)
≤
n∑
k≥N1
1
k
Πk−1 (e (2λ))
Π2k (e (λ))
≤ (1 + ) Γ
2 (e (λ) + 1)
Γ (e (2λ) + 1)
n∑
k≥N1
1
k1+2e(λ)−e(2λ)
.
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Recall that e (λ) =
∑
v∈B e
〈λ,v〉p(v). Since the cardinality of B is finite, we
can choose a δ0 > 0 such that for every λ ∈ [−δ0, δ0]d, 2e (λ) − e (2λ) > 0.
Choose δ = min{η, δ0}. Since 2e (λ) − e (2λ) is continuous as a function
of λ, there exists a λ0 ∈ [−δ, δ]d such that minλ∈[−δ,δ]d 2e (λ) − e (2λ) =
2e (λ0)− e (2λ0) > 0. Therefore
∞∑
k=1
1
k1+2e(λ)−e(2λ)
≤
∞∑
k=1
1
k1+2e(λ0)−e(2λ0)
.
Therefore given  > 0 there exists N2 > 0 such that ∀λ ∈ [−δ, δ]d.
∞∑
k>N2
1
k1+2e(λ)−e(2λ)
≤
∞∑
k>N2
1
k1+2e(λ0)−e(2λ0)
< .
Γ2(e(λ)+1)
Γ(e(2λ)+1) , e
2 (λ) andM0 (2λ) being continuous as functions of λ are bounded
for λ ∈ [−δ, δ]d. Choose N = max{N1, N2}. From (31) we obtain for all
n ≥ N
E
[
M
2
n (λ)
]
≤M20 (λ) + C1
N∑
k=1
1
k
Πk−1 (e (2λ))
Π2k (e (λ))
+ (33)
for an appropriate positive constant C1.∑N
k=1
1
k
Πk−1(e(2λ))
Π2k(e(λ))
and M
2
0 (λ) being continuous as functions of λ, are
bounded for λ ∈ [−δ, δ]d. Therefore, from (33) we obtain that there exists
C > 0 such that for all λ ∈ [−δ, δ]d and for all n ≥ 1
E
[
M
2
n (λ)
]
≤ C.
This proves (26). 
4. Proofs of the Main Results
We first note that to derive the central and local limit theorems, without
loss, we may assume that the initial configuration of the urn consists of one
ball of color 0, that is, Z0 ≡ 0. Hence, it follows from (24) that
Zn
d
=
n∑
j=1
IjXj .
4.1. Proofs for the Expected Configuration.
Proof of Theorem 1. Observe that
(34) E
 n∑
j=1
IjXj
− µ log n = n∑
j=1
1
j
µ− µ log n −→ γµ,
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where γ is the Euler’s constant.
Case I: Let d = 1. Let s2n = Var
(∑n
j=1 IjXj
)
. It is easy to note that
s2n =
n∑
j=1
1
j + 1
E
[
X21
]− µ2
(j + 1)2
∼ σ2 log n.
As the cardinality of B is finite, so for any  > 0, we have
1
s2n
n∑
j=1
E
[
IjX
2
j 1{IjXj>sn}
]
−→ 0
as n→∞. Therefore, by the Lindeberg Central Limit theorem, we conclude
that as n→∞
Zn − µ log n
σ
√
log n
⇒ N(0, 1).
This completes the proof in this case.
Case II: Now suppose d ≥ 2. Let Σn = [σk,l(n)]d×d denote the variance-
covariance matrix for
∑n
j=1 IjXj . Then by calculations similar to that in
one-dimension it is easy to see that for all k, l ∈ {1, 2, . . . d} as n→∞
σk,l(n)
(log n)σk,l
−→ 1.
Therefore for every θ ∈ Rd, by Lindeberg Central Limit Theorem in one
dimension,
〈θ,
n∑
j=1
IjXj〉 − 〈θ, µ log n〉
√
log n (θΣθT )1/2
⇒ N(0, 1) as n→∞.
Therefore by Cramer-Wold device, it follows that as n→∞
n∑
j=1
IjXj − µ log n
√
log n
⇒ Nd (0, Σ) .
So we conclude that as n→∞
Zn − µ log n√
log n
⇒ Nd (0, Σ) .
This completes the proof. 
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4.2. Proofs for Random Configuration. In this subsection we will present
the proof of Theorem 4. We start with the following lemma which is needed
in the proof of Theorem 4.
Lemma 13. Let δ be as in Theorem 12, then for every λ ∈ [−δ, δ]d as
n→∞,
(35) Mn
(
λ√
log n
)
p−→ 1.
Proof. From equation (30) we get
E
[
M
2
n (λ)
]
=
Πn (2e(λ))
Π2n (e(λ))
+
Πn (2e(λ))
Π2n (e(λ))
n∑
k=1
e2(λ)
k
Πk−1 (e(2λ))
Πk (2e(λ))
.
Replacing λ by λn =
λ√
logn
, we obtain
E
[
M
2
n (λn)
]
=
Πn (2e (λn))
Π2n (e (λn))
+
Πn (2e (λn))
Π2n (e (λn))
n∑
k=1
e2 (λn)
k
Πk−1 (e (2λn))
Πk (2e (λn))
(36)
Since the convergence in formula (23) is uniform on compact sets of [0,∞),
we observe that for λ ∈ [−δ, δ]d
lim
n→∞
Πn (2e (λn))
Π2n (e (λn))
=
Γ2 (2)
Γ (3)
=
1
2
.
We observe that limn→∞ e (λn) = 1 and
lim
n→∞
Πn (2e(λn))
Π2n (e(λn))
e2 (λn)
k
Πk−1 (e (2λn))
Πk (2e (λn))
=
1
2
1
k
Πk−1(1)
Πk (2)
.
Now using Theorem 12 and the dominated convergence theorem, we get
lim
n→∞
Πn (2e (λn))
Π2n (e (λn))
n∑
k=1
e2 (λn)
k
Πk−1 (e (2λn))
Πk (2e (λn))
=
1
2
∞∑
k=1
2
(k + 2)(k + 1)
=
1
2
.
Therefore, from (36) we obtain
(37) E
[
M
2
n (λn)
]
−→ 1 as n→∞.
Observing that E
[
Mn (λn)
]
= 1, we get
(38) Var
(
Mn (λn)
)→ 0,
as n→∞. This implies
Mn (λn)
p−→ 1 as n→∞,
completing the proof of the lemma. 
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Proof of Theorem 4. Note that Λn is the random probability measure on
Rd corresponding to the random probability vector 1n+1Un. For λ ∈ Rd the
corresponding moment generating function is given by
(39)
1
n+ 1
∑
v∈Zd
e〈λ,v〉Un,v =
1
n+ 1
Unx (λ) =
1
n+ 1
Mn (λ) Πn (e(λ)) .
The moment generating function corresponding to the scaled and centered
random measure Λcsn is
1
n+ 1
e−〈λ,µ
√
logn〉Unx
(
λ√
log n
)
=
1
n+ 1
e−〈λ,µ
√
logn〉Mn
(
λ√
log n
)
Πn
(
e(
λ√
log n
)
)
To show (11) it is enough to show that for every subsequence {nk}k≥1,
there exists a further subsequence {nkj}∞j=1 such that as j →∞
(40)
e
−〈λ,µ√lognkj 〉
nkj + 1
Mnkj
(
λ√
log nkj
)
Πn
(
e
(
λ√
log nkj
))
−→ eλΣλ
T
2
for all λ ∈ [−δ, δ]d almost surely, where δ is as in Theorem 12. From Theorem
1 we know that
Zn − µ log n√
log n
⇒ Nd (0, Id) .
Therefore using (25) as n→∞ we obtain,
e−〈λ,µ
√
logn〉E
[
e
〈λ, Zn√
logn
〉]
=
1
n+ 1
e−〈λ,µ
√
logn〉Πn
(
e
(
λ√
log n
))
−→ eλΣλ
T
2 .
Now using Theorem 17 from the appendix it is enough to show (40)
only for λ ∈ Qd ∩ [−δ, δ]d which is equivalent to proving that for every
λ ∈ Qd ∩ [−δ, δ]d as j →∞
Mnkj
(
λ√
log nkj
)
−→ 1 almost surely.
From Lemma 13 we know that for all λ ∈ [−δ, δ]d
Mn
(
λ√
log n
)
p−→ 1 as n→∞.
Therefore using the standard diagonalization argument we can say that given
a subsequence {nk}k≥1 there exists a further subsequence {nkj}∞j=1 such that
for every λ ∈ Qd ∩ [−δ, δ]d
Mnkj
(
λ√
log nkj
)
−→ 1 almost surely.
This completes the proof. 
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Remark: It is worth noting that the proofs of Theorems 1 and 4 go through
if we assume U0 to be non random probability vector such that there exists
r > 0 with
∑
v∈Zd e
〈λ,v〉U0,v <∞ whenever ‖λ‖ < r.
4.3. Proofs of the Local Limit Type Results. In this section, we present
the proofs for the local limit theorems. As before, we present the proof for
d = 1 first.
4.3.1. Proof for the Local Limit Theorems for d=1.
Proof of Theorem 5. Without loss of generality we may assume µ = 0 and
σ = 1. Xj is a lattice random variable, therefore IjXj is also so. Now by
our assumption that P (X1 = 0) > 0, we have 0 ∈ B, therefore IjXj and Xj
have the same lattice structure. Therefore Zn is a lattice random variable
with lattice L(1)n . Applying Fourier inversion formula, for all x ∈ L(1)n we
obtain
P
(
Zn√
log n
= x
)
=
h
2pi
√
log n
pi
√
logn
h∫
−pi
√
logn
h
e−itxψn(t) dt(41)
=
1
2pi
√
log n
pi
√
logn∫
−pi√logn
e−i
tx
h ψn
(
t
h
)
dt(42)
where ψn (t) = E
[
e
it Zn√
logn
]
. Notice that without loss of any generality, we
now can assume h = 1. Also by Fourier inversion formula, for all x ∈ R
(43) φ(x) =
1
2pi
∞∫
−∞
e−itxe
−t2
2 dt.
Given  > 0, there exists N large enough such that for all n ≥ N∣∣∣√log nP( Zn√
log n
= x
)
− φ(x)
∣∣∣
≤
pi
√
logn∫
−pi√logn
∣∣∣ψn(t)− e−t22 ∣∣∣ dt+ 2 ∫
[−pi√logn,pi√logn]c
φ(t) dt
≤
pi
√
logn∫
−pi√logn
∣∣∣ψn(t)− e−t22 ∣∣∣ dt+ .
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Given M > 0, we can write for all n large enough
pi
√
logn∫
−pi√logn
∣∣∣ψn(t)− e−t22 ∣∣∣ dt ≤ M∫
−M
∣∣∣ψn(t)− e−t22 ∣∣∣dt+ pi
√
logn∫
M
∣∣∣ψn(t)∣∣∣ dt
+2
pi
√
logn∫
M
e
−t2
2 dt.(44)
Given  > 0, we choose an M > 0 such that∫
[−M,M ]c
e
−t2
2 dt < .
Therefore,
pi
√
logn∫
M
e−
t2
2 dt ≤
∫
[−M,M ]c
e
−t2
2 dt < .(45)
We know from Theorem 1 that as n → ∞, Zn√
logn
⇒ N(0, 1). Hence for
all t ∈ R, ψn(t) −→ e−t
2
2 . Therefore, for the chosen M > 0, by bounded
convergence theorem we get as n→∞
M∫
−M
∣∣∣ψn(t)− e−t22 ∣∣∣dt −→ 0.
Let
I(n) =
pi
√
logn∫
M
∣∣∣ψn(t)∣∣∣ dt.
We will show that as n→∞, I(n) −→ 0. Since Zn d=
∑n
j=1 IjXj , therefore
E
[
eitZn
]
=
n∏
j=1
(
1− 1
j + 1
+
e (it)
j + 1
)
=
1
n+ 1
Πn (e (it))
where e (it) = E
[
eitX1
]
. Therefore,
ψn(t) = E
[
e
it Zn√
logn
]
=
1
n+ 1
Πn
(
e(it/
√
log n)
)
.
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Applying the change of variables t√
logn
= w, we obtain
I(n) =
√
log n
pi∫
M/
√
logn
∣∣∣ψn (w√log n) ∣∣∣dw.(46)
Now there exists δ > 0, such that for all t ∈ (0, δ) (see pages 133 of [18])
|e (it)| ≤ 1− t
2
4
.(47)
Therefore using the inequality 1 − x ≤ e−x, we obtain 1 − 1j+1 + |e(it)|j+1 ≤
e
− 1
j+1
t2
4 . Hence, for all t ∈ (0, δ)
1
n+ 1
|Πn (e (it))| ≤ e
− t2
4
n∑
j=1
1
j + 1
.(48)
We observe from (46) that we can write
I(n) =
√
log n
δ∫
M/
√
logn
∣∣∣ψn (w√log n) ∣∣∣ dw +√log n pi∫
δ
∣∣∣ψn (w√log n) ∣∣∣dw.
Let us write
I1(n) =
√
log n
δ∫
M/
√
logn
∣∣∣ψn (w√log n) ∣∣∣dw
and
I2(n) =
√
log n
pi∫
δ
∣∣∣ψn (w√log n)∣∣∣ dw.
From (48) we have I1(n) −→ 0, as n→∞.
Since we have assumed h = 1 so for all t ∈ [δ, 2pi), |e (it)| < 1. The
characteristic function being continuous in t, there exists 0 < η < 1 such
that |e (it)| ≤ η for all t ∈ [δ, pi]. Therefore
1− 1
j + 1
+
|e (it)|
j + 1
≤ 1− 1
j + 1
+
η
j + 1
≤ e− 1−ηj+1 .
It follows that
1
n+ 1
|Πn (e (it))| ≤ e
−
n∑
j=1
1− η
j + 1 ≤ C2e−(1−η) logn
where C2 is some positive constant. So as n→∞
I2(n) ≤ C2e−(1−η) logn (pi − δ)
√
log n −→ 0.
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Combining the facts that I1(n) −→ 0, I2(n) −→ 0 as n→∞ and from (44)
and (45), the proof is complete. 
Next we prove Theorem 6.
Proof of Theorem 6. In this case P (X1 = 1) = P (X1 = −1) = 12 . Thus the
span of X1 is 2. The random variables I1X1 is supported on the set {0, 1,−1}
and it has span 1. We have µ = 0 and σ = 1, so from equation 13 we get
L(1)n = 1√lognZ.
For all x ∈ L(1)n , we obtain by Fourier Inversion formula,
P
(
Zn√
log n
= x
)
=
1
2pi
√
log n
pi
√
logn∫
−pi√logn
e−itxψn(t) dt
where ψn (t) = E
[
e
it Zn√
logn
]
. Furthermore, by Fourier inversion formula, for
all x ∈ R
φ(x) =
1
2pi
∞∫
−∞
e−itxe
−t2
2 dt.
The proof of this theorem is also very similar to that of Theorem 5. The
bounds for
∣∣∣√log nP( Zn√
logn
= x
)
− φ(x)
∣∣∣ are similar to that in the proof of
Theorem 5 except for that of I2(n) where
I2(n) =
√
log n
pi∫
δ
∣∣∣ψn (w√log n)∣∣∣ dw
and δ is chosen as in (47). To show that I2(n) −→ 0 as n→∞, we observe
that
E
[
eitZn
]
=
n∏
j=1
(
1− 1
j + 1
+
cos t
j + 1
)
=
1
n+ 1
Πn (cos t)
since E
[
eitX1
]
= cos t. Therefore,
ψn(w
√
log n) = E
[
eiwZn
]
=
1
n+ 1
Πn (cosw) .
We note that cosw is decreasing in
[
pi
2 , pi
]
and for all w ∈ [pi2 , pi] ,−1 ≤
cosw ≤ 0. Therefore, there exists η > 0( small enough) such that [pi − η, pi) ⊂(
pi
2 , pi
]
and for all w ∈ [pi − η, pi) we have −1 < cos(pi − η) < 0 and∣∣∣ψn(w√log n)∣∣∣ ≤ 1
n+ 1
Πn (cos(pi − η)) .
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Since −1 < cos(pi − η) < 0, so for all j ≥ 1,
(
1 + cos(pi−η)j
)
< 1. Therefore,
Πn (cos(pi − η)) ≤ 1.(49)
Let us write
I2(n) = J1(n) + J2(n)
where
J1(n) =
√
log n
pi−η∫
δ
∣∣∣ψn (w√log n)∣∣∣ dw(50)
and
J2(n) =
√
log n
pi∫
pi−η
∣∣∣ψn (w√log n)∣∣∣ dw.
It is easy to see from (49) that
J2(n) ≤ η
n+ 1
√
log n −→ 0 as n→∞.
For all t ∈ [δ, pi − η] , 0 ≤ |cos t| < 1, so there exists 0 < α < 1 such that
0 ≤ |cos t| ≤ α for all t ∈ [δ, pi − η]. Recall that
ψn(w
√
log n) =
n∏
j=1
(
1− 1
j + 1
+
cosw
j + 1
)
.
Using the inequality 1− x ≤ e−x, it follows that for all t ∈ [δ, pi − η]
1− 1
j + 1
+
|cos t|
j + 1
≤ 1− 1
j + 1
+
α
j + 1
≤ e− 1−αj+1
and hence
1
n+ 1
|Πn (cos t)| ≤ e
−
n∑
j=1
1− α
j + 1 ≤ Ce−(1−η) logn
where C is some positive constant. Therefore from (50) we obtain as n→∞
J1(n) ≤ Ce−(1−α) logn (pi − η − δ)
√
log n −→ 0.

4.3.2. Proofs for the Local Limit Type Results for d ≥ 2.
Proof of Theorem 8 . Without loss of generality we may assume that µ = 0
and Σ = Id. Xj being a lattice random variable, IjXj is also so. By our
assumption P (X1 = 0) > 0, so 0 ∈ B, therefore Xj and IjXj are supported
22 ANTAR BANDYOPADHYAY AND DEBLEENA THACKER
on the same lattice. For A ⊂ Rd and x ∈ R, we define xA = {xy : y ∈ A}. By
Fourier inversion formula (see 21.28 on page 230 of [4]), we get for x ∈ L(d)n
P
(
Zn√
log n
= x
)
=
l
(2pi
√
log n)d
∫
(
√
lognF∗)
ψn(t)e
−i〈t,x〉 dt
where ψn(t) = E
[
e
i〈t, Zn√
logn
〉]
, l = |det (L)| and F∗ is the fundamental do-
main for X1 as defined in equation(21.22) on page 229 of [4]. Also by Fourier
inversion formula
φd(x) =
1
(2pi)d
∫
Rd
e−i〈t,x〉e−
‖t‖2
2 dt.
Given  > 0, there exists N > 0 such that n ≥ N ,∣∣∣(√log n)d
l
P
(
Zn√
log n
= x
)
− φd(x)
∣∣∣
≤ 1
(2pi)d
∫
(
√
lognF∗)
∣∣∣ψn(t)− e− ‖t‖22 ∣∣∣ dt+ 1
(2pi)d
∫
Rd\√lognF∗
e−
‖t‖2
2 dt
≤ 1
(2pi)d
∫
(
√
lognF∗)
∣∣∣ψn(t)− e− ‖t‖22 ∣∣∣ dt+ .
Given any compact set A ⊂ Rd for all n large enough∫
(
√
lognF∗)
∣∣∣ψn(t)− e− ‖t‖22 ∣∣∣ dt ≤ ∫
A
∣∣∣ψn(t)− e− ‖t‖22 ∣∣∣ dt+ ∫
(
√
lognF∗)\A
∣∣∣ψn(t)∣∣∣ dt
+
∫
Rd\A
e−
‖t‖2
2 dt.
By Theorem 1, we know that Zn√
logn
⇒ Nd(0, Id) as n → ∞. Therefore, for
any compact set A ⊂ Rd by bounded convergence theorem,∫
A
∣∣∣ψn(t)− e− ‖t‖22 ∣∣∣dt −→ 0 as n→∞.
Choose A such that ∫
Ac
e−
‖t‖2
2 dt < .
Let us write
I(n) =
∫
(
√
lognF∗)\A
∣∣∣ψn(t)∣∣∣ dt.(51)
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For the above choice of A, we will show that
I(n) −→ 0 as n→∞.
Since Zn
d
=
∑n
j=1 IjXj , we have
E
[
ei〈t,Zn〉
]
=
n∏
j=1
(
1− 1
j + 1
+
e (it)
j + 1
)
=
1
n+ 1
Πn (e (it))
where e (it) = E
[
ei〈t,X1〉
]
. So,
ψn(t) = E
[
e
i〈t, Zn√
logn
〉]
=
1
n+ 1
Πn
(
e
(
1√
log n
it
))
.
Applying the change of variables t = 1√
logn
w to (51), we obtain
I(n) = (
√
log n)d
∫
F∗\ 1√
logn
A
∣∣∣ψn (√log nw) ∣∣∣ dw.(52)
We can choose a δ > 0, such that for all w ∈ B(0, δ) \ {0} there exists b > 0
such that
|e(iw)| ≤ 1− b‖w‖
2
2
,(53)
(see Lemma 2.3.2(a) of [31] for a proof). Therefore, using the inequality
1− x ≤ e−x we have
|ψn(
√
log nw)| = 1
n+ 1
|Πn (e(iw))|
≤
n+1∏
j=1
(
1− 1
j + 1
+
|e(iw)|
j + 1
)
≤ e
−
n∑
j=1
b
j + 1
‖w‖2
2 ≤ C1e−b
‖w‖2
2
logn(54)
for some positive constant C1. From (52) we can write
I(n) = I1(n) + I2(n)
where
I1(n) = (
√
log n)d
∫
(
B(0,δ)\ 1√
logn
A
)
∩F∗
|ψn
(√
log nw
)
|dw
and
I2(n) = (
√
log n)d
∫
F∗\B(0,δ)
|ψn
(√
log nw
)
|dw.
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Since (54) holds, given  > 0, we have for all n large enough
I1(n) ≤ (
√
log n)d
∫
B(0,δ)\ A√
logn
C1e
−b ‖w‖2
2
logn dw ≤ .(55)
Since the lattices for X1 and I1X1 are same, for all w ∈ F∗ \B(0, δ), we get
|e(iw)| < 1, so there exists an 0 < η < 1, such that |e(iw)| ≤ η. Therefore,
using the inequality 1− x ≤ e−x, we obtain
|ψn(
√
log nw)| ≤ e−
∑n
j=i
1
j+1
(1−η) ≤ C2e−(1−η) logn(56)
for some positive constant C2. Therefore, using equation (21.25) on page
230 of [4] we obtain
I2(n) ≤ C ′2(
√
log n)de−(1−η) logn −→ 0 as n→∞
where C ′2 is an appropriate positive constant. 
Proof of the Theorem 9. In this case P (X1 = ±ei) = 12d for 1 ≤ i ≤ d, where
ei is the i-th unit vector in direction i, thus µ = 0 and Σ =
1
dId.
For notional simplicity we consider the case d = 2, the general case can
be written similarly.
Now for each j ∈ N, IjXj is a lattice random vector with the minimal
lattice Z2. It is easy to note that 2piZ × 2piZ is the set of all periods for
IjXj and its fundamental domain is given by (−pi, pi)2. To prove (19), it is
enough to show
sup
x∈ 1√
2
L(2)n
∣∣∣∣(log n)P( Zn√log n = x
)
− φ2, 1
2
I2(x)
∣∣∣∣ −→ 0 as n→∞,
where φ2, 1
2
I2(x) =
1
pie
−‖x‖2 is the bivariate normal density with mean vector
0 and variance-covariance matrix 12I2 and
1√
2
L(2)n = 1√lognZ2. By Fourier
inversion formula (see 21.28 on page 230 of [4]), we get for x ∈ 1√
2
L(2)n ,
P
(
Zn√
log n
= x
)
=
1
(2pi)2 log n
∫
(−√lognpi,√lognpi)2
ψn(t)e
−i〈t,x〉 dt.
Also by Fourier inversion formula
φ2, 1
2
I2(x) =
1
(2pi)2
∫
R2
e−i〈t,x〉e−
‖t‖2
4 dt.
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Let us write Hn =
(−√log npi,√log npi)2 . Given  > 0, there exists N > 0
such that n ≥ N ,∣∣∣ log nP( Zn√
log n
)
− φ2, 1
2
I2(x)
∣∣∣ ≤ 1
(2pi)2
∫
Hn
∣∣∣ψn(t)− e− ‖t‖24 ∣∣∣ dt
+
1
(2pi)2
∫
R2\Hn
e−
‖t‖2
4 dt
≤ 1
(2pi)2
∫
Hn
∣∣∣ψn(t)− e− ‖t‖24 ∣∣∣ dt+ .
Given any compact set A ⊂ R2, for all n large enough we have∫
Hn
∣∣∣ψn(t)− e− ‖t‖24 ∣∣∣ dt ≤ ∫
A
∣∣∣ψn(t)− e− ‖t‖24 ∣∣∣ dt+ ∫
Hn\A
∣∣∣ψn(t)∣∣∣dt+ ∫
R2\A
e−
‖t‖2
4 dt.
By Theorem 1, we know that Zn√
logn
⇒ N2(0, 2−1I2) as n → ∞. Therefore,
for any compact set A ⊂ R2 by bounded convergence theorem,∫
A
∣∣∣ψn(t)− e− ‖t‖24 ∣∣∣dt −→ 0 as n→∞.
Choose A such that ∫
Ac
e−
‖t‖2
4 dt < .
Let us write
I(n) =
∫
Hn\A
∣∣∣ψn(t)∣∣∣dt.
For the above choice of A, we will show that
I(n) −→ 0 as n→∞.
Applying the change of variables t = 1√
logn
w, we obtain
I(n) = logn
∫
(−pi,pi)2\ 1√
logn
A
∣∣∣ψn (√log nw) ∣∣∣dw.
where for A ⊂ Rd and x ∈ R, we write xA = {xy : y ∈ A}. We can write
I(n) = I1(n) + I2(n)
where
I1(n) = log n
∫
(
B(0,δ)\ 1√
logn
A
)
∩(−pi,pi)2
|ψn
(√
log nw
)
| dw
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and
I2(n) = log n
∫
(−pi,pi)2\B(0,δ)
|ψn
(√
log nw
)
|dw.
where δ is as in (53). Using arguments similar to (55), we can show that
I1(n) −→ 0 as n → ∞. Therefore it is enough to show that I2(n) −→
0 as n → ∞. To do so, we first observe that for t = (t(1), t(2)) ∈ R2 the
characteristic function for X1 is given by e (it) =
1
2
(
cos t(1) + cos t(2)
)
. If t ∈
[−pi, pi]2 be such that |e (it)| = 1, then t ∈ {(pi, pi), (−pi, pi), (pi,−pi), (−pi,−pi)}.
The function cos θ is continuous and decreasing as a function of θ for t ∈[
pi
2 , pi
]
. Choose η > pi2 such that for t ∈ A1 = (−pi, pi)2 ∩ Bc(0, δ) ∩
Dc, we have |e (it)| < 1, where D = [pi − η, pi)2∪ [−pi − η,−pi)× [pi − η, pi)∪
[−pi − η,−pi)2 ∪ [pi − η, pi)× [−pi − η,−pi). Let us write
I2(n) = J1(n) + J2(n)
where
J1(n) = log n
∫
A1
|ψn
(√
log nw
)
|dw
and
J2(n) = log n
∫
D
|ψn
(√
log nw
)
|dw.
It is easy to note that
J1(n) ≤ log n
∫
A1
|ψn
(√
log nw
)
|dw
where A1 denotes the closure of A1. For w ∈ A1 there exists some 0 < α < 1
such that |e (it)| ≤ α. Therefore using bounds similar to that in (56) we can
show that
J1(n) −→ 0 as n→∞.
We observe that
J2(n) ≤ 4 log n
∫
[pi−η,pi]2
|ψn
(√
log nw
)
|dw.
Hence, it is enough to show that log n
∫
[pi−η,pi]2
|ψn
(√
log nw
)|dw −→ 0 as
n→∞. For w ∈ [pi − η, pi]2 we have 0 < |
(
1 + e(iw)j
)
| ≤
(
1 + cos(pi−η)j
)
≤ 1.
Therefore,
|ψn(w)| = 1
n+ 1
n∏
j=1
∣∣∣ (1 + e(iw)
j
) ∣∣∣ ≤ 1
n+ 1
.
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So,
log n
∫
[pi−η,pi]2
|ψn
(√
log nw
)
|dw ≤ η
2
n+ 1
log n −→ 0 as n→∞.

5. Urns with Colors Indexed by Other Lattices on Rd
We can further generalize the urn models with color sets indexed by cer-
tain countable lattices in Rd. Such a model will be associated with the
corresponding random walk on the lattice. To state the results rigorously
we consider the following notations.
Let {Xi}i≥1 be a sequence of random d-dimensional i.i.d. vectors with
non empty support set B ⊆ Rd and probability mass function p. We assume
that B is finite. Consider the countable subset
Sd :=
{∑k
i=1 nibi : n1, n2, . . . , nk ∈ N, b1, b2, . . . , bk ∈ B
}
of Rd which will index the set of colors.
Like earlier we consider Sn := X0 + X1 + · · · + Xn, n ≥ 0, the random
walk starting at X0. The transition matrix for this work is given by
R := ((p (v − u)))u,v∈Sd .
We say a process (Un)n≥0 is a urn scheme with colors indexed by S
d and
replacement matrix R and starting configuration U0, if (Un)n≥1 is defined
recursively by the equation
(57) Un+1 = Un + ζn+1R
where ζn+1 = (ζn+1,v)v∈Sd is such that ζn+1,V = 1 and ζn+1,u = 0 if u 6= V
where V is a random color chosen from the configuration Un. In other words
for n ≥ 0,
Un+1 = Un +RV
where RV is the V
th row of the replacement matrix R. Following the same
nomenclature as done earlier, we will call this process the infinite color urn
model associated with the random walk {Sn}n≥0 on Sd. Naturally, when
Sd = Zd, this process is exactly the one discussed earlier.
We will use same notations as earlier for the mean, non-centered disper-
sion matrix and moment generating function for the increment X1 (see (5)
for the definitions). Like earlier we denote by Zn the (n+ 1)-th selected
color. Just like in the previous case, the expected proportion of colors in
the urn at time n will be given by the distribution of Zn but now on S
d.
From the proof of Theorem 11 it follows that the result holds also for this
generalization. This enable us to generalize Theorem 1 and Theorem 4 as
follows.
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Figure 1. Triangular Lattice
Theorem 14. Let Λn be the probability measure on Rd corresponding to the
probability vector 1n+1 (E[Un,v])v∈Sd and let
Λ
cs
n (A) := Λn
(√
log nAΣ−1/2 + µ log n
)
, A ∈ B
(
Rd
)
.
Then, as n→∞,
(58) Λ
cs
n ⇒ Φd.
Theorem 15. Let Λn ∈M1 be the random probability measure correspond-
ing to the random probability vector Unn+1 . Let
Λcsn (A) = Λn
(√
log nAΣ−1/2 + µ log n
)
.
where A is a Borel subset of Rd. Then, as n→∞,
(59) Λcsn
p−→ Φd in M1.
The proofs of these two theorems are exactly similar to their counter parts
and hence are omitted.
As an application we now consider a specific example, namely, the tri-
angular lattice in two dimension. For this the support set for the i.i.d.
increment vectors is given by
B =
{
(1, 0), (−1, 0), ω,−ω, ω2,−ω2} ,
where ω, ω2 are the complex cube roots of unity (see Figure 1). The law of
X1 is uniform on B. This gives the random walk on the triangular lattice
in two dimension. The following is an immediate corollary of Theorem 14.
Corollary 16. Consider the urn model associated with the random walk on
two dimensional triangular lattice then as n→∞
Zn√
log n
⇒ N2
(
0,
1
2
I2
)
.(60)
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Proof. Since 1 + ω + ω2 = 0, therefore it is immediate that µ = 0. Also we
know that ω = 12 + i
√
3
2 . Writing ω = (Re ω + iIm ω), we get
E
[(
X
(1)
1
)2]
=
2
6
(
1 + (Re ω)2 +
(
Re ω2
)2)
.
Since Re ω = Re ω2, therefore
E
[(
X
(1)
1
)2]
=
2
6
(
1 + 2 (Re ω)2
)
=
1
2
.
Similarly, Im(ω) = −Im(ω2), and hence E
[(
X21
)2]
= 26
(
(Im(ω))2 +
(
Im(ω2)
)2)
=
1
2 . Finally
E
[
X
(1)
1 X
(2)
1
]
= −2
6
Im
(
1 + ω + ω2
)
= 0.
So Σ = 12I2. The rest is just an application of Theorem 14. 
Appendix
We present here an elementary but technical result which we have used
in the proof of Theorem 4. It is really a generalization of the classical result
for Laplace transform, namely, Theorem 22.2 of [5].
Theorem 17. Let νn be a sequence of probability measures on
(
Rd,B(Rd))
and let mn(· ) be the corresponding moment generating functions. Suppose
there exists δ > 0 such that mn(λ) −→ e
‖λ‖2
2 as n → ∞ for every λ ∈
[−δ, δ]d ∩Qd, then as n→∞
(61) νn ⇒ Φd.
Proof. Choose a δ′ ∈ Q such that 0 < δ′ < δ, and observe that for every
a > 0
νn
((
[−a, a]d
)c) ≤ d∑
i=1
e−δ
′a (mn(−δ′ei) +mn(δ′ei)) ,
where {ei}di=1 are the d-unit vectors. Now for our assumption we getmn(δ′ei)→
e
δ′2
2 and mn(−δ′ei)→ e δ
′2
2 as n→∞ for every 1 ≤ i ≤ d. Thus we get
sup
n≥1
νn
((
[−a, a]d
)c) −→ 0 as a→∞.
So the sequence of probability measures (νn)n≥1 is tight. Therefore, for
every subsequence {nk}k≥1 there exists a further subsequence {nkj}j≥1 and
a probability measure ν such that as n→∞,
νnkj ⇒ ν.
Then by dominated convergence theorem
mnkj (λ) −→ m∞ (λ) , ∀ λ ∈ (−δ, δ)
d ∩Qd
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where m∞ is the moment generating function of ν. But from our assumption
mnkj (λ)→ e
‖λ‖2
2 , ∀ λ ∈ [−δ, δ]d ∩Q.
So we conclude that
m∞ (λ) = e
‖λ‖2
2 , , ∀ λ ∈ (−δ, δ)d ∩Qd.
Since both sides of the above equation are continuous functions on their
respective domains, we get that m∞ (λ) = e
‖λ‖2
2 for every λ ∈ (−δ, δ)d.
But the standard Gaussian distribution is characterize by the values of its
moment generating function in a open neighborhood of 0, so we conclude
that every sub-sequential limit is standard Gaussian. This proves (61). 
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