Abstract. A simplified model of the tumor angiogenesis can be described by a KellerSegel equation [8, 11, 20] . The stability of traveling waves for the one dimensional system has recently been known by [9, 14] . In this paper we consider the equation on the two dimensional domain (x, y) ∈ R × S λ for a small parameter λ > 0 where S λ is the circle of perimeter λ. Then the equation allows a planar traveling wave solution of invading types. We establish the nonlinear stability of the traveling wave solution if the initial perturbation is sufficiently small in a weighted Sobolev space without a chemical diffusion. When the diffusion is present, we show a linear stability. Lastly, we prove that any solution with our front conditions eventually becomes planar under certain regularity conditions. The key ideas are to use the Cole-Hopf transformation and to apply the Poincaré inequality to handle with the two dimensional structure.
Introduction and main theorems
The formation of new blood vessels (angiogenesis) is the essential mechanism for tumour progression and metastasis. A simplified model of the tumor angiogenesis can be described by a Keller-Segel equation [8, 11, 20] . In this paper we consider the equation on the two dimensional cylindrical domain (x, y) ∈ Ω = R × [0, λ] with a front boundary condition in x and the periodic condition in y, both specified later, ∂ t n − ∆n = −∇ · (nχ(c)∇c), ∂ t c − ∆c = −c m n (1.1) with m ≥ 1, where n(x, y, t) ≥ 0 denote the density of endothelial cells, c(x, y, t) ≥ 0 stands for the concentration of the chemical substance or the protein known as the vascular endothelial growth factor (VEGF) and χ(·) : R + → R + is a decreasing chemosensitivity function, reflecting that the chemosensitivity is lower for higher concentration of the chemical. The system (1.1) includes the both zero chemical diffusion ( = 0) and non-zero chemical diffusion ( > 0) cases.
Endothelial cells forming the linings of the blood vessels are responsible for extending and remodeling the network of blood vessels, tissue growth and repair. Tumors or cancerous cells are also dependent on bloods supply by newly generated capillaries formed toward them, which process is called the endothelial angiogenesis. In the modeling the endothelial angiogenesis, the biological implication is that the endothelial cells behaves as a invasive species, responding to signals produced by the tissue. We choose the x-axis by the propagating direction.
A planar traveling wave solution of (1.1) is a traveling wave solution independent of the transversal direction y such that n(x, y, t) = N (x − st), c(x, y, t) = C(x − st) (1.4) with a wave speed s > 0. From now on, we consider only planar traveling waves (N, C) satisfying the above boundary conditions (1.2) and (1.3), and moreover we assume (1.5) N (±∞) = C (±∞) = 0.
(We denote lim x→∞ N (x) by N (∞) in short.)
In this paper we study the stability of a planar traveling wave solution (N, C) of (1.1) for ≥ 0 case assuming χ(c) = c −1 , m = 1,
(1.6)
We show that the planar traveling wave solution is asymptotically stable for certain small perturbations in a weighted Sobolev space when = 0 (Theorem 1.1), and linearly stable when > 0(Theorem 1.3). The restriction on m = 1 is required for treating the singularity of 1/c by the Cole-Hopf transformation, as is presented in Section 2.2. On the other hand, the nonexistence of traveling wave solutions was proved in [21] when m > 1.
The traveling wave solution with an invading front can be an evidence of the tumor encapsulation [1, 2, 22] . The existence of traveling wave solutions for a Keller-Segel model has been initiated by Keller and Segel [17] and was followed by many works. For instance, see [15] and the references therein. It is known that the chemosensitivity function χ(· c ) needs to be singular as c approaches to zero for a traveling wave solution to exist ( e.g. see [17, 21] ). The paper [17] and many others assume χ(c) = c −1 when studying traveling waves, which choice of χ(c) is also adopted when modeling the formation of the vascular network toward cancerous cells [8, 11, 20] . More general χ(c) other than 1/c together with the various production rates are studied in [16] .
Main Theorems. Let us introduce the weight function:
w(x) = 1 + e sx , x ∈ R factor (VEGF). VEGF acts on endothelial cells, causing them to proliferate and invade the hypoxic tissue to supply it with new blood vessels." We will assume the periodic boundary condition in y-direction for initial perturbation and use the Sobolev spaces H k p and H k w,p :
where S λ is the circle of perimeter λ and ϕ n (x) is the nth Fourier coefficient of ϕ(x, · y ).
In other words, ϕ ∈ H k w,p is a function on R 2 such that it is λ-periodic in y and its (weighted We perturb the system (1.6) around a planar traveling wave solution (N, C) with the front conditions (1.2), (1.3) and (1.5) in a way that n(x, y, t) = N (x − st) + u(x − st, y, t) and c(x, y, t) = C(x − st)e −ψ(x−st,y,t)
where the traveling wave speed s = n − 1+
> 0. What it follows, we will use the moving frame z = x − st. We consider the above perturbation (u, ψ) in the following function class.
(1) There exists a vector-valued function ϕ ∈ (H
In the subsection 2.2, the nonlinear perturbation (ϕ, ψ) is found directly related to the ColeHopf transformation. condtion for solvability. We refer to [23] for the solvability of the divergence equation on the more general noncompact domain.
When the chemical diffusion is present ( > 0), the above result of Theorem 1.1 is hard to obtain for technical reasons. Instead, we obtain a linear stability of the planar traveling wave solution (N, C) of the system (1.6) when > 0 for perturbations in a smaller class(mean-zero in y). Indeed, as will be derived in Section 2.2, the pertubation (ϕ, ψ) satisfies
where P := −(C /C, 0). Quadratic terms dropped out, the linearized system of (ϕ, ψ) is as follows:
What it follows we denoteφ(z) = λ 0 φ(z, y)dy. Theorem 1.3. For sufficiently small > 0 and for any given planar traveling wave solution (N, C) of the system (1.6) with (1.2), (1.3) and (1.5), the wave (N, C) is linearly stable in the following sense: There exist constants C 0 > 0, and λ 0 > 0 such that if 0 < λ ≤ λ 0 , then for any initial data (ϕ 0 , ψ 0 ) which is λ−periodic in y with
there exists a unique global classical solution (ϕ, ψ) of (1.10) which is λ−periodic in y and ϕ =ψ = 0 for each t > 0 and which satisfies the inequality:
The next theorem gives a hint why studying planar traveling waves is natural instead of studying general traveling waves in Ω. Roughly speaking, any smooth bounded solution with our front boundary conditions (1.2), (1.3) becomes eventually planar under some strong regularity conditions when > 0. This kind of nonlinear stability can be found in [3] on the stability of a reactive Boussinesq system in an infinite vertical strip. It also hints the asymptotic stability as in Theorem 1.1 might hold as well in a nonzero diffusion case. We state this theorem in terms of (n, q) in (2.5) which will be obtained in the subsection 2.2 by applying the Cole-Hopf transformation q := − ∇c c to (1.6). Theorem 1.4. Let > 0 and (n, q) be a global smooth solution of (2.5) which is periodic in y satisfying sup
for some constant C 1 . In addition, suppose that the derivatives of (n, q) vanish sufficiently rapidly as |x| → ∞. Then there exists a constant c = c( , λ) > 0 such that
for t > 0 if the transversal length λ > 0 is sufficiently small.
The remaining parts of the paper are organized as follows. In Section 2, we introduce the backgroud materials including the existence of traveling wave solutions and the Cole-Hopf trasformation. In Section 3, we prove Proposition 2.2 and 2.3, then establish Theorem 1.1. In Section 4, we prove the energy inequality (1.11) in Theorem 1.3. With (1.11) the existence part of Theorem 1.3 follows the same argument that works for the = 0 case, therefore we omitted. In the last section, we proves Theorem 1.4 which points out a nonlinear stability on a thin cylindrical domain for > 0 case would be expected as well.
There are many prior results on the existence of traveling wave solution and its stability. Among earlier analytic works is [19] , where they proved the existence and linear instability of traveling wave solution of the one dimensional system when the bacterial consumption rate is constant and χ(c) = 1/c. The existence of the traveling wave solution with the front conditions (1.2) and (1.3) was shown in [26] when = 0, and [14, 25] when > 0. In the one dimensional system, the nonlinear asymptotic stability results were shown under the aforementioned restrictions on χ(c) and m in [9] when = 0, and [14] when > 0 is small. To our knowledge, our Theorem 1.1 is the first result on a nonlinear stability of traveling wave solutions in a higher dimension.
For the results on the Cauchy problem of (1.1), see [4, 5, 7, 8, 12] , where [4, 5] prove the existence of a global weak solution, and [12] proves that of a global classical solution. Both results consider the zero chemical diffusion case in a multi-dimension. 
It is easy to see the above system integrable. We briefly discuss its solvability and properties of the solution for reader's convenience. What it follows in this subsection has been already well known (for instance in [13, 25] ).
Let H (·) = χ(·). We first solve N by
for some positive constant N 0 , which means a translation by z 0 when N 0 = e sz 0 . The system (2.1) with the front conditions (1.2) and (1.3) is translation invariant. It causes the undetermined constant N 0 .
To satisfy the front condition (1.2), we impose e H(C) → 0 as z → −∞, which implies H(·) is singular at zero such as lim C→0 H(C) = −∞. Substituting N to the C equation, we have
What it follows we let H(C) = ln C, m = 1. Figure 1 . Monotonicity of N , C and P.
We result in
we have a KPP-type equation for W : Moreover it is unique up to a translation in x, or t and has the following asymptotic behavior:
when > 0 and λ = −s when = 0.
To be consistent with Lemma 2.1, the wave speed s is uniquely determined by n − ,
Also from (C − sC) = e sz W < 0 and the boundary condition C(−∞) = C (−∞) = 0, we have W (−∞) = 0. We convert back N , C satisfying (1.4) from W with the required front condition (1.2), (1.3) and (1.5). The monotonicity of N, C follows from W < 0; the profile of N is decreasing, and C is increasing left to rightward. In the zero diffusion ( = 0) we can explicitly solve (2.1)
We have the relation n − = s 2 and the monotone profile of (N, C).
2.2.
Cole-Hopf transformation. By the Cole-Hopf transformation q = −∇ ln c = − ∇c c We translate (1.6) into the divergence type equations of (n, q)
This works only for m = 1 in (1.1). The Cole-Hopf transformation is initiated in [14] for the stability problem of the traveling wave equation in the one-dimensional angiogenesis. It appears in [12] studying the multi-dimensional angiogenesis equation for = 0 with vanishing boundary conditions, too.
We shall add the condition
This curl free condition on q is preserved in time until the classical local solution (n, q) exists. It holds that
with (2.6). We denote (2.8)
Note that N, P (:= (P, 0)) solves
The boundary conditions of (N, P ) are inherited from those of (N, C):
For a while we denote ∇ψ = p. So the curl-free condition is endowed to p. The perturbation (u, p) satisfies
2.3. Main proposition for Theorem 1.1. From now on, we fix a planar traveling wave solution (N, C) of the system (1.6) for = 0 with (1.2), (1.3) and (1.5), obtained in Section 2.1. The pertubation (ϕ, ψ) satisfies the system (2.8). In addition, recall the function spaces and the periodic condition (in y-direction) for (ϕ, ψ) which are discussed prior to the main Theorem 1.1.
First we state a result on the local existence of solutions for the system (2.14) which can be proved in the standard manner. The proof is presented at the end of the section 3 (Subsection 3.3).
Proposition 2.2. For λ > 0 and M > 0, there exists T 0 > 0 such that for any initial data (ϕ 0 , ψ 0 ) which is λ−periodic in y with ϕ 0
Moreover it holds the following inequality:
Let us state the result on the existence of global classical solution to the system (2.14). Due to our derivation of (2.14) from (1.6), the main Theorem 1.1 is the direct consequence of Proposition 2.3, which will be proved in Section 3. Proposition 2.3. There exist constants m 0 > 0, C 0 > 0, and λ 0 > 0 such that for 0 < λ ≤ λ 0 and for any initial data (ϕ 0 , ψ 0 ) which is λ−periodic in y with
which is λ−periodic in y for each t > 0 with ϕ| t=0 = ϕ 0 and ψ| t=0 = ψ 0 . Moreover, (φ, ψ) satisfies the inequality
In the below we summarize the notations used in the paper.
3. Uniform in time estimate when = 0
In this section we introduce the main proposition 3.1 below which implies Proposition 2.3.
Proposition 3.1. There exist constants δ 0 > 0, C 0 , and λ 0 > 0 such that for λ ∈ (0, λ 0 ], we have the following: If (ϕ, ψ) be a local solution of (2.14)
for some initial data (ϕ 0 , ψ 0 ) which is λ-periodic in y, then we have
This proposition will be proved in Subsection 3.2.
Remark 3.2. Note that the constant C 0 in the above proposition does not depend on the size of T > 0. This fact immediately improves the bootstrap assumption if we take a sufficiently small initial data, for instance, satisfying C 0 M 0 < δ 0 /2. Once we prove the proposition, then the global-existence statement in Proposition 2.3 follows the standard continuation argument as shown below: 
Hence we can extend the solution up to the time 2T 0 by Proposition 2.2 and we obtain
Thus we can repeat this process of extension to get
First we summarize some properties of traveling waves (N, P) for later analysis.
Properties on (N, P)
. From the equations:
we observe the relations
where s > 0, which is fixed throughout this paper, is the speed of our planar traveling wave (N, C). In fact, (N, P ) has the explicit formula:
s 2 e −sz + 1
Note that N and P are monotone with the boundary condition (2.11).
In the following lemma, we summarize some properties of (N, P).
There exists a constant M > 0 such that we have:
Proof. The first inequality follows from Lemma 2.1. The others are easily obtained from the equation (3.2) and (3.3).
3.2. Proof of Proposition 3.1. First assume 0 < δ 0 ≤ 1. During the proof, we will take δ 0 as small as needed to have the weighted energy estimate (3.1) (e.g. Lemma 3.10). Let us remind the system (2.14)
We will collect a few lemmas on energy estimates before proving Proposition 3.1. Here the constants C which will appear in the following lemmas are independent of T > 0.
Lemma 3.4. If λ > 0 is sufficiently small, we have the following:
Remark 3.5. This estimate (3.6) is not closed due to the second term in the right-hand side. This obstacle will be studied sequentially in the next lemmas. 
We estimate the cubic term first:
where we used ϕ L ∞ ≤ C ϕ H 2 ≤ C M (t) by the Sobolev embedding. Thanks to the relations (3.3), the quadratic term becomes
where ϕ(z) = (1/λ) [0,λ] ϕ(z, y)dy is the average in y of ϕ for each z. Note that we used the periodic condition for ϕ 2 . As a result, we get
where we used the Poincaré inequality
for z ∈ R.
Also we have s 2 |ϕ|
thanks to the relations (3.3). By assuming smallness of λ, we get the following:
It proves Lemma 3.4.
Let's study the first order estimate:
Lemma 3.6. If λ > 0 is small enough, then we have on the left-hand side of (3.9) (see Lemma 3.10).
Proof. Differentiating in z, we have
Multiply ϕz N and ψ z to the above equation. Integrating by parts, we have
Similarly, we get
First, we estimate by using Lemma 3.3
We estimate the quadratic terms as follows:
The cubic terms are bounded by
Adding up all the estimates above, we have
After integration in time, thanks to Lemma 3.4, we can control the last term above so that we arrive at (3.9).
Lemma 3.8. If λ > 0 is small enough, then we have
Remark 3.9.
(1) Roughly speaking, this estimate moves N (z) to the denominator, while the integral multiplied by M (t) which can be assumed small enough. N |∇ψ| 2 is due to the special structure (2.14). Note that the ϕ-equation has the term N ∇ψ on its right hand.
Proof. Multiplying ∇ψ to the ϕ-equation, we have
Let us rewrite the terms (A) and (B).
By using the ψ-equation which has ∇ · ϕ on its right side, we get
Integration on (3.11) gives us
We rearrange the above to get
Note that
For the second term (II), we estimate
|∇ · ϕ| 2 − (∇ · ϕ)P · ∇ψ ≤ C |∇ϕ| 2 N + 1 4 N |∇ψ| 2 , |∇ · ϕ||∇ψ| 2 ≤ C M (t) |∇ψ| 2 ≤ C M (t) |∇ψ| 2 N by bounding ∇ · ϕ L ∞ ≤ C ∇ · ϕ H 2 ≤ C M (t). Now integrating (3.12) in time, we get t 0 N |∇ψ| 2 ≤ C( ϕ(t) 2 + ∇ψ 0 2 + ϕ 0 2 ) + t 0 C ∇ϕ 2 w + 1 4 N |∇ψ| 2 + C M (t) |∇ψ| 2 N .
By Lemma 3.4 and by M (t) ≤ M (t), we have (3.10).
What remains to close (3.9) is to control the term M (t)
. Note that ψ-equation lacks diffusion of closing the estimates without weight. However, our choice of the one-sided exponential weight function w(·) gives a one-sided dissipation Proof. First we take ∇ to the ψ-equation then multiply by w∇ψ to get
Note that for some c > 0 w = se sz > cw for z > 0, (3.14)
Integrating on each half strip (notation :
f (z, y, t)dydz) and in time, we get z>0
Adding the above two then adding c 2 t 0 z<0 w|∇ψ| 2 to the both sides, we get
2 N where we used the previous estimate (3.10) for the last inequality. Thus we have
Then, by making M (t) small enough, it proves the estimate (3.13).
We are ready to obtain a closed energy estimate up to the first order derivatives: Proof. Plugging the estimates (3.10) and (3.13) into (3.9), we have
if we assume M (t) small enough. In addition, from the estimate (3.13) with the above estimate (3.17), we get Adding Lemma 3.4 and the above (3.17) and (3.18) and applying the estimate (3.13) into the sum, we have (3.16) . Note that we have used
From now on, we will repeat the preceding energy estimates up to the third order derivatives to have the weighted energy estimate (3.1). Since the key ideas were already presented in detail on the previous lemmas, we do not split the higher order estimates into several lemmas as in the first order case (Lemma 3.4, 3.6, 3.8, 3 .10 and 3.11) but state them in the following single lemma, and we do not write its proof in detail.
Lemma 3.12. If M (T ) > 0 and λ > 0 are small enough, then for k = 2, 3 we get
Remark 3.13.
(1) The proof for k = 2 is similar with that of the first order estimate except (3.24) and (3.25) . (2) For k = 3, we use
(see (3.28 ) and (3.29)) as well as ∇ϕ L ∞ ≤ M (t).
Proof of Lemma 3.12. Differentiating the ϕ, ψ equations i + j times in y or z, we have
What it follows we do not distinguish ∂ y and ∂ z derivatives. The quadratic terms are symbolically
By Lemma 3.3, these terms are estimated by
where we used integration by parts for the last estimate. The cubic terms are symbolically written as ∇ 2 (∇ϕ∇ψ)
. By using integration by parts once, it can be written as
So by assuming smallness of M (t), these terms are estimated by
Note that we used
. Up to now, by Lemma 3.11, we estimate (3.19) by
This estimate is the second order version of Lemma 3.6. Now we claim the following two estimates which are the second order versions of Lemma 3.8 and 3.10:
(3.23)
As we did in Lemma 3.8 and 3.10, our plan is to prove (3.22) first and to use the result in order to get (3.23). Then we will close the estimate (3.21) by using them.
• Proof of (3.22)
Taking ∇· to ϕ equation, we have
We multiply ∆ψ on the both sides and plug it in the equation
For (C), we get
So, integrating on the strip, we have
The terms in R 1 are estimated as follows;
by assuming smallness of M (t).
Collecting the above estimates and using Lemma 3.11, we have
To get (3.22) from the above estimate, we have to control N |∇ 2 ψ| 2 by N |∆ψ| 2 with lower order estimates. Observe
by N = −(P + s)N from (3.2). Thus we get
So we have
by Lemma 3.11. Thus we proved (3.22).
• Proof of (3.23)
Collecting the above estimates, and using Lemma 3.11 and the previous claim (3.22), we have
Then, by making M (t) small enough, it proves the claim (3.23).
Now we are ready to finish this proof for Lemma 3.12 for the second order. Plugging (3.23) into (3.21) with M (t) small, we have
In turns, we have
This proves Lemma 3.12 for case k = i + j = 2.
Remark 3.14. Together with 3.11, we have proved • Case k = i + j = 3
We repeat the previous argument for k = 3. When we see either N or P , we use the integration by parts to reduce the order of N or P by 1 (Recall Lemma 3.3). Then by a similar argument, we have
1,w + ψ 0 2 ) + the cubic terms .
All cubic terms can be estimated very similarly except ∇ 2 ϕ∇ 2 ψ
. Note that by the Sobolev embedding,
So we estimate
Using |(
3), we get
(3.29)
Collecting the above estimates and using (3.27), we get the third order version of (3.21):
As before, we claim the following two estimates for the third order derivatives:
(3.32)
These two claims can be proved similarly so we skip the proofs. Now we can finish the proof of Lemma 3.12 fully. Indeed plugging (3.32) into (3.30) with M (t) small, we have
So from (3.32), we have
This proves Lemma 3.12 for case k = i + j = 3.
Finally, we obtain Proposition 3.1:
where ·, · is the H 3 inner product of scalar valued functions, that is
The initial data g jk (0) is determined by Φ 0 = ∞ j=1 c j w j such that
The (3.36) determines the 3k × 3k system of ordinary differential equations with respect to g In this section we introduce the proposition 4.1 below which implies Theorem 1.3.
Proposition 4.1. There exist constants 0 > 0, C 0 , and λ 0 > 0 such that for 0 < ≤ 0 , and λ ∈ (0, λ 0 ], we have the following: If (ϕ, ψ) be a local solution of (1.10) on [0, T ] for some T > 0 with M (T ) < ∞ for some initial data (ϕ 0 , ψ 0 ) which is λ-periodic in y and which has the zero average in y (φ 0 =ψ 0 = 0), then we have
(1) For this linear case, we do not need any smallness of M (T ) since such a condition can pop up only from the nonlinear term estimate which is not present in this linear case (1.10).
(2) As in Proposition 3.1, C 0 does not depend on the size of T > 0.
For the proof we shall proceed the similar line of arguments as for Propotision 3.1 with a minimal modification. First we recall that we assumedφ 0 = 0 andψ 0 = 0. Since the coefficient functions in the system (1.10) depend on z only, the zero average conditions are preserved over time. It enables us to use the Poincaré inequality to (ϕ, ψ) with respect to y−variable:
, z ∈ R. Second we collect some properties of traveling waves (N, P). Note that > 0 and N, P = (P, 0) solves
with the boundary condition (2.11). All the properties in Lemma 3.3 hold still true when > 0. Lemma 4.3. For 0 > 0, there exists a constant M > 0 such that for any 0 < ≤ 0 , we have:
(N (k) is any k−th derivative of N )
Proof. The first inequality follows Lemma 2.1. For the second line, it is obvious that k = 0 case holds. If |P (k) | < M (k = 1, 2) are shown, the other items follow the equation (4.1). In the below we present the proof of
This case |P | < C was proved in [13] . We sketch its proof for readers convenience.
Multiplying P to the second equation of (4.1) and integraing over (−∞, z), we have
by using monotonicity of N, P and P < 0. Next multiplying P to the same equation, we can show
On the other hand, from the first equation N = −sN − N P, we find
Thus we have
Also note that N 2 ≤ C. Plugging the bounds in the inequality
we conclude |P | < C.
• k = 2 First we observe P (−∞) = N (−∞) = 0 from the equations for any > 0. Multiplying P to the equation −sP − P = − (P 2 ) + N , and integrating over (−∞, z), we have
We use the monotonicity of N, P and P < 0 in the third line. We find
which can be shown bounded by substituting N , P with lower order terms following the equations and using N (k) < C , |P (k) | < C for k = 0, 1 and (4.2). On the other hand, we find
The first integral and the second term are bounded. It remains to estimate z −∞ N P dz and N P by the Cauchy-Schwartz inequality. From the first equation, it is easy to see
By multiplying P to the equation −sP − P = − (P 2 ) + N and integrating over (−∞, z), we have
Plugging the estimates above into (4.3), we obtain |P | < C.
Proposition 4.1 is proved by the lemmas below which are parallel to Lemma 3.4, 3.6, 3.8, 3.10, 3.11, 3.12. Here we present in detail the zeroth order estimate of > 0 case, where the zero average condition, hence the Poincaré inequality is essentially used. For the higher order estimates, we sketch their proof. 
Note that (3.3) does not hold for > 0. Instead, we estimate the quadratic term
where we used |P| ≤ C (Lemma 4.3) with the mean-zero condition for ϕ 0 (φ 0 (z) = 0), which is preserved in time, in order to use the Poincaré inequality
Also we estimate 1 2 |ϕ|
where we used the estimate |(1/N ) | ≤ C/N in Lemma 4.3 and the Poincaré inequality (4.5).
For the -term, we estimate
where we used the mean-zero condition for ψ to use the Poincaré inequality for ψ:
By assuming λ > 0 small enough, we arrive at (4.7)
Proof. We repeat the process in the proof of Lemma 3.6. For the term, we estimate − 2 (Pψ z ) z ψ z − 2 Pψ zy ψ y = −2 P ψ z ψ z − 2 Pψ zz ψ z − 2 Pψ zy ψ y
The last term is absorbed into the chemical diffusion term. Then we have
For the last two terms above we use Lemma 4.4. Then, by making small enough, it proves the estimate (4.10).
By adding all the above lemmas, we get where δ > 0 is small parameter to be chosen. Cλ 2 ≤ C 1 δ −1 ( n y 2 + q y 2 ) + C 1 (1 + δ −1 ) q y 2 + δ −1 q y 2 .
Thanks to > 0, we decrease λ > 0 to get d dt ( n y 2 + q y 2 ) + n y 2 + q y 
