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Abstract
In this paper we introduce the bosonic generators of the sp(4, R) algebra and study some of their properties,
based on the SU(1, 1) and SU(2) group theory. With the developed theory of the Sp(4, R) group, we solve
the interaction part of the most general Hamiltonian of a two-level system in two-dimensional geometry in an
exact way. As particular cases of this Hamiltonian, we reproduce the solution of earlier problems as the Dirac
oscillator and the Jaynes-Cummings model with one and two modes of oscillation.
1 Introduction
The group methods play an important role in the study and solution of many problems of theoretical physics.
For instance, group theory has been applied in high-energy physics, condensed matter, atomic, molecular, and
nuclear physics. The rotation group SO(3) was the first group to connect with quantum mechanics through
angular momentum formalism. Another important groups in quantum mechanics are the SU(1, 1) (which is locally
isomorphic to SO(2, 1)) and SU(2) (which is locally isomorphic to SO(3) and plays a key role in the theory of electron
spin). The SU(1, 1) and SU(2) groups, together with the so-called potential group SUp(1, 1) can be imbedded into
a larger group, Sp(4, R) [1]. The Sp(4, R) group has been extensively studied as can be seen in references [2–5].
One of the most important applications of this group is that it provides a way to calcule transitions from bound
states to the continuum for certain potentials, in order to study molecular dissociation. In addition, with this group
a unification of the various approaches to one-dimensional potential problems can be achieved [6].
In quantum optics, the Jaynes-Cummings model is one of the fundamental theoretical paradigms [7, 8]. This
model describes the interaction between a two-level atom and a quantized field and is the simplest and completely
soluble quantum-mechanical model. The exact solution of this model has been found by using the rotating wave
approximation (RWA) [9]. The Jaynes-Cummings model has also been the subject of many generalizations [10–14],
besides some of its generalizations are still under study, as shown in references [15–18].
In addition to the Jaynes-Cummings model, there are other equally important models in quantum optics like
the Rabi model [19, 20], the Dicke model [21] (also called Tavis-Cummings model [22]), the E
⊗
ǫ Jahn-Teller
Hamiltonian [23, 24], the modified Jaynes-Cummings model [25], among others [26]. Some of these models are
particular cases of a general Hamiltonian which is related to the Sp(4, R) group, as can be seen in reference [27].
The aim of the present work is to solve exactly the most general Hamiltonian of a two-level system in two-dimensional
geometry, by using the Sp(4, R) group theory.
This work is organized as follows. In Section II, we define the generators of the sp(4, R) Lie algebra and the
commutation relationships that these operators satisfy. Then, we study the eigenfunctions of the Sp(4, R) group
and introduce its coherent states. We obtain the tilting transformation of the generators of this group by using the
SU(1, 1) and SU(2) group theory. In Section III, we introduce a novelty method based on the theory developed
in Section II to solve exactly the interaction part of the most general Hamiltonian of a two-level system in two-
dimensional geometry. In Section IV, we study some particular cases of this general Hamiltonian to obtain their
energy spectrums. Finally, we give some concluding remarks.
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2 The Sp(4, R) group and its similarity transformations
In this Section, we give a brief introduction to the main realizations of the su(2) and su(1, 1) Lie algebras based
on the bosonic annihilation aˆ, bˆ and creation aˆ†, bˆ† operators. We shall obtain the commutation relations of the
sp(4, R) algebra which satisfy the operators of the su(2) and su(1, 1) Lie algebras realizations. Also, we compute
the transformations of the operators which belong to sp(4, R) algebra by using the similarity transformations of the
SU(2) and SU(1, 1) displacement operator.
2.1 The su(2) and su(1, 1) Lie algebras
The study of the Sp(4, R) group starts with the introduction of the su(1, 1) and su(2) Lie algebras, which satisfy
the following commutation relations
[K0,K±] = ±K±, [K−,K+] = 2K0, (1)
[J0, J±] = ±J±, [J+, J−] = 2J0. (2)
In these expressions, the operators K±, K0 are the generators of the su(1, 1) Lie algebra and the operators J± and
J0 are the generators of the su(2) Lie algebra. The Casimir operators K
2 and J2 for these algebras have the form
K2 = K20 −
1
2
(K+K− +K−K+) , J
2 = J20 +
1
2
(J+J− + J−J+) . (3)
which satisfy [K2,K±] = [K
2,K0] = 0 and [J
2, J±] = [J
2, J0] = 0,
Now, the discrete representation of the su(1, 1) Lie algebra is given by
K+|k, n〉 =
√
(n+ 1)(2k + n)|k, n+ 1〉, (4)
K−|k, n〉 =
√
n(2k + n− 1)|k, n− 1〉, (5)
K0|k, n〉 = (k + n)|k, n〉, (6)
K2|k, n〉 = k(k − 1)|k, n〉, (7)
where |k, n〉 are the eigenstates of K0 and K2, being k the Bargmann index and n a non-negative integer. The state
|k, n〉 can be generated from the “ground” state or the lowest state |k, 0〉 according to
|k, n〉 =
[
Γ(2k)
n!Γ(2k + n)
]1/2
(K+)
n|k, 0〉. (8)
The set of states |k, n〉,
Ssu(1,1) = {|k, n〉 | n = 0, 1, 2, ...; k = const.} (9)
becomes a complete orthonormal basis
∞∑
n=0
|k, n〉〈k, n| = 1, 〈k, n|k, n〉 = δk,n. (10)
On the other hand, the discrete representation of the su(2) Lie algebra is given by
J+|j, µ〉 =
√
(j − µ)(j + µ+ 1)|j, µ+ 1〉, (11)
J−|j, µ〉 =
√
(j + µ)(j − µ+ 1)|j, µ− 1〉, (12)
J0|j, µ〉 = µ|j, µ〉, (13)
J2|j, µ〉 = j(j + 1)|j, µ〉, (14)
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where J−|j,−j〉 = J+|j, j〉 = 0. Also, any state can be obtained in terms of the “ground” state by the relationship
|j, µ〉 =
[
(j − µ)!
(2j)!(j + µ)!
]1/2
(J+)
j+µ|j,−j〉. (15)
In this case j = 0, 1/2, 1, 3/2, 2, ... and µ = −j,−j + 1, ..., j − 1, j. The set
Ssu(2) = {|j, µ〉 | µ = −j,−j + 1, ..., j − 1, j; j = const.} (16)
becomes a complete orthonormal basis that satisfies
j∑
µ=−j
|j, µ〉〈j, µ| = 1, 〈j, µ|j, µ〉 = δj,µ. (17)
As it is well known, the bosonic annihilation aˆ, bˆ and creation aˆ†, bˆ† operators obey the commutation relations
[aˆ, aˆ†] = [bˆ, bˆ†] = 1, (18)
[aˆ, bˆ] = [aˆ†, bˆ†] = [aˆ†, bˆ] = [aˆ, bˆ†] = 0. (19)
These operators can be used to construct some of the su(2) and su(1, 1) algebra realizations. Thus, with the bilinear
products aˆ†aˆ, bˆ†bˆ, aˆ†bˆ and bˆ†aˆ we can construct the su(2) Lie algebra realization by introducing the four operators
J+ = aˆ
†bˆ, J− = bˆ
†aˆ, J0 =
1
2
(aˆ†aˆ− bˆ†bˆ), J2 = 1
4
N(N + 2), (20)
where N = aˆ†aˆ+ bˆ†bˆ.
In the same sense, with the operators aˆ†aˆ, bˆ†bˆ, aˆ†bˆ†, bˆaˆ, aˆ†2 and aˆ2 we can construct two different realizations
of the su(1, 1) Lie algebra with the set of operators
K
(ab)
+ = aˆ
†bˆ†, K
(ab)
− = bˆaˆ, K
(ab)
0 =
1
2
(aˆ†aˆ+ bˆ†bˆ+ 1), K2(ab) = J
2
0 −
1
4
, (21)
and
K
(a)
+ =
1
2
aˆ†2, K
(a)
− =
1
2
aˆ2, K
(a)
0 =
1
2
(
aˆ†aˆ+
1
2
)
, K2(a) = −
3
16
. (22)
Notice that for the second realization of the su(1, 1) Lie algebra, the Casimir operator K2(a) is constant. This
implies that the Bargmann index k only can take the values k = 14 and k =
3
4 . Now, if we define the set of operators
K
(b)
+ =
1
2
bˆ†2, K
(b)
− =
1
2
bˆ2, K
(b)
0 =
1
2
(
bˆ†bˆ+
1
2
)
K2(b) = −
3
16
, (23)
we can construct another interesting realization of the su(1, 1) Lie algebra, generated by the operators
K+ =
1
2
(
aˆ†2 + bˆ†2
)
, K− =
1
2
(
aˆ2 + bˆ2
)
, K
(ab)
0 =
1
2
(
aˆ†aˆ+ bˆ†bˆ+ 1
)
, (24)
K2 =
(
K
(ab)
0
)2
− 1
2
(
{K(a)+ ,K(a)− }+ {K(b)+ ,K(b)− }
)
− 1
4
(
J2+ + J
2
−
)
. (25)
2.2 The generators of the Sp(4, R) group
With the above background, we can introduce the most general quadratic form in terms of the boson operators aˆ
and bˆ, which is formed by the following 10 operators [3, 6]
K
(ab)
+ , K
(a)
+ , K
(b)
+ , J+, K
(ab)
− , K
(a)
− , K
(b)
− , J−, K
(ab)
0 , J0. (26)
These operators close the symplectic algebra sp(4, R). The Sp(4, R) group contains as subgroups the bound state
group SU(2) and its invariant K
(ab)
0 , and the scattering state group SU(1, 1) and its invariant J0. Thus, this group
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provides a unified framework of both bound and scattering states and therefore, a unified treatment of the various
approaches to the solution of problems which are described by the su(2) and su(1, 1) algebras.
The 10 operators of equation (26) belonging to the Sp(4, R) group obey the following commutation relations
[K
(ab)
0 ,K
(i)
± ] = ±K(i)± , [K(i)− ,K(i)− ] = [K(i)+ ,K(i)+ ] = 0, i = a, b, ab, (27)
[K
(ab)
0 , J0] = [K
(ab)
0 , J±] = 0. (28)
The rest of the commutation relations between these generators are given in Table 1.
K
(a)
− K
(b)
− K
(ab)
− J+ J0 J−
K
(a)
+ − 12
(
K
(ab)
0 + J0
)
0 −J+ 0 −K(a)+ −K(ab)+
K
(b)
+ 0 − 12
(
K
(ab)
0 − J0
)
−J− −K(ab)+ −K(b)+ 0
K
(ab)
+ −J− −J+ −2K(ab)0 −2K(a)+ 0 −2K(b)+
J+ −K(ab)− 0 −2K(b)− 0 −J+ 2J0
J0 −K(a)− K(b)− 0 J+ 0 −J−
J− 0 −Kab− −2K(a)− −2J0 J− 0
Table 1: Shows in a condensed way some of the commutation relations of the Sp(4, R) group generators.
Here, each term that appears in the body of the Table 1 is the commutator between one of the terms that appear
in the first column on the left-hand (K
(a)
+ , K
(b)
+ , K
(ab)
+ , J+, J0, J−) and one of the terms in the first row of the top
(K
(a)
− , K
(b)
− , K
(ab)
− , J+, J0, J−). For example, [K
(ab)
+ ,K
(a)
− ] = −J−.
Moreover, the generators of the Sp(4, R) group can be written in a representation defined in terms of 4 × 4
matrices as
J0 =
(
σ0 0
0 σ0
)
, J+ =
(
σ+ 0
0 −σ+
)
, J− =
(
σ− 0
0 −σ−
)
, (29)
K
(ab)
0 =
1
2
(
I 0
0 −I
)
, K
(ab)
+ =
(
0 0
iσ20 0
)
, K
(ab)
− =
(
0 −iσ20
0 0
)
, (30)
K
(a)
+ =
(
0 0
iσ+σ0 0
)
, K
(a)
− =
(
0 −iσ0σ−
0 0
)
, (31)
K
(b)
+ =
(
0 0
iσ0σ− 0
)
, K
(b)
− =
(
0 −iσ+σ0
0 0
)
, (32)
where all submatrices are 2× 2, I is the identity matrix and σ+, σ−, σ0 are the Pauli spin matrices
σ+ =
(
0 1
0 0
)
, σ− =
(
0 0
1 0
)
, σ0
(
1 0
0 −1
)
. (33)
It is easy to show that in this matrix representation the generators satisfy all commutation relations of Table 1.
These 10 generators of Sp(4, R) can be divided into three subsets: lowering, raising and weight operators. In
this realization, the set of raising operators is given by the operators {K(ab)+ ,K(a)+ ,K(b)+ , J+}, the set of lowering
operators is given by {K(ab)− ,K(a)− ,K(b)− , J−}, and the set of weight operators is given by {K(ab)0 , J0}.
In general, the lowest state of the Sp(4, R) group is characterized by a state |ω〉 which satisfies the equations [4]
K
(i)
− |ω〉 = 0, J−|ω〉 = 0, i = a, b, ab, (34)
K
(ab)
0 |ω〉 = k|ω〉, J0|ω〉 = −j|ω〉. (35)
Now, since we are using the realization of the Sp(4, R) group given in terms of the creation aˆ†, bˆ† and annihilation
aˆ, bˆ operators, we can use the usual number states of the two-mode field |n,m〉. These states satisfy the following
relationships with respect to the raising and lowering operators
K
(ab)
+ |n,m〉 −→ |n+ 2,m〉, K(a)+ |n,m〉 −→ |n+ 2,m+ 2〉, K(b)+ |n,m〉 −→ |n+ 2,m− 2〉, (36)
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K
(ab)
− |n,m〉 −→ |n− 2,m〉, K(a)− |n,m〉 −→ |n− 2,m− 2〉, K(b)− |n,m〉 −→ |n− 2,m+ 2〉, (37)
J+|n,m〉 −→ |n,m+ 2〉 J−|n,m〉 −→ |n,m− 2〉. (38)
The states |n,m〉 can be represented by states of the SU(1, 1) and SU(2) groups as |k,m0〉 and |j, µ〉, with the
following relationship between group numbers and quantum numbers
k =
m+ 1
2
, m0 =
n−m
2
, j =
n
2
, µ =
m
2
. (39)
The lowest states of the SU(1, 1) and SU(2) groups are given respectively by |k, 0〉 and |j,−j〉. Therefore, for the
state |k, 0〉 we have that k = (m + 1)/2 and n = m, and for the state |j,−j〉 we have that n = −m. Thus, the
lowest state of the Sp(4, R) group is given by
|ω〉 = |k, j,−j〉 = |k, 0〉
⊗
|j,−j〉. (40)
A complete set of states is given by applying powers of the raising generators to the lowest state |k, j,−j〉.
Therefore, as can be seen in Ref. [5] a general state of the Sp(4, R) group can be obtained as
|N,M, µ, σ〉 =
(
K
(a)
+
)(N+M−µ−σ)/2 (
K
(ab)
+
)µ (
K
(b)
+
)(N−M−µ+σ)/2
(J+)
j+σ |K, j,−j〉, (41)
where N,M, µ, σ are the Sp(4, R) group numbers. Also, it can be shown that (41) is an eigenstate of the operators
N and J0
N |N,M, µ, σ〉 = (N + k)|N,M, µ, σ〉 J0|N,M, µ, σ〉 =M |N,M, µ, σ〉. (42)
These expressions are the relations (6) and (13) of the SU(1, 1) and SU(2) group states, respectively.
The coherent states of Sp(4, R) group can be introduced as the action of the displacement operators for each
realization of the SU(1, 1) and SU(2) groups on the lowest state [5]
|ξa, ξb, ξ, χ, ω〉 =Dsu(1,1)(ξa)Dsu(1,1)(ξb)Dsu(1,1)(ξ)Dsu(2)(χ)|K, j,−j〉 (43)
=Dsu(1,1)(ξa)Dsu(1,1)(ξb)|ζ1〉|ζ2〉.
In this expression, the states |ζ1〉 and |ζ2〉 result to be the SU(1, 1) and SU(2) Perelomov coherent states of the
two-dimensional harmonic oscillator, for the realizations given in equations (20) and (21) (see the Appendices).
2.3 The similarity transformations of the Sp(4, R) group generators
Considering the realizations of equations (22) and (23) of the su(1, 1) Lie algebra, we can introduce the following
exponential operator
D(ξ)a,b = exp[ξaK
(a)
+ − ξ∗aK(a)− + ξbK(b)+ − ξ∗bK(b)− ]
= exp[ξaK
(a)
+ − ξ∗aK(a)− ] exp[ξbK(b)+ − ξ∗bK(b)− ]
= D(ξa)D(ξb), (44)
where the operators D(ξa) and D(ξb) are the SU(1, 1) displacement operators with different modes of oscillation
(see Appendix A). With this operator we can compute the similarity transformation of the Sp(4, R) generators as
follows
D†a,bJ0Da,b = (cosh(2|ξa|) + cosh(2|ξb|))J0 + (cosh(2|ξa|)− cosh(2|ξb|))K(ab)0 −
sinh(2|ξa|)
|ξa|
(
ξaK
(a)
+ + ξ
∗
aK
(a)
−
)
+
sinh(2|ξb|)
|ξb|
(
ξbK
(b)
+ + ξ
∗
bK
(b)
−
)
, (45)
D†a,bJ+Da,b = J+ cosha coshb−K(ab)−
ξ∗a
|ξa| coshb sinha−K
(ab)
+
ξb
|ξb| cosha sinhb+J−
ξ∗aξb
|ξa||ξb| sinha sinhb, (46)
5
D†a,bJ−Da,b = J− cosha coshb−K(ab)+
ξa
|ξa| coshb sinha−K
(ab)
−
ξ∗b
|ξb| cosha sinhb+J+
ξaξ
∗
b
|ξa||ξb| sinha sinhb, (47)
D†a,bK
(ab)
0 Da,b = (cosh(2|ξa|)− cosh(2|ξb|))J0 + (cosh(2|ξa|) + cosh(2|ξb|))K(ab)0 −
sinh(2|ξa|)
|ξa|
(
ξaK
(a)
+ + ξ
∗
aK
(a)
−
)
− sinh(2|ξb|)|ξb|
(
ξbK
(b)
+ + ξ
∗
bK
(b)
−
)
− 1, (48)
D†a,bK
(ab)
− Da,b = K
(ab)
− cosha coshb−J+
ξa
|ξa| coshb sinha−J−
ξb
|ξb| cosha sinhb+K
(ab)
+
ξaξb
|ξa||ξb| sinha sinhb, (49)
D†a,bK
(ab)
+ Da,b = K
(ab)
+ cosha coshb−J−
ξ∗a
|ξa| coshb sinha−J+
ξ∗b
|ξb| cosha sinhb+K
(ab)
−
ξ∗aξ
∗
b
|ξa||ξb| sinha sinhb, (50)
where cosha = cosh(|ξa|), sinha = sinh(|ξa|), coshb = cosh(|ξb|), sinhb = sinh(|ξb|) and ξa, ξb are complex constants.
The other important similarity transformations of the Sp(4, R) generators can be obtained in terms of the
SU(1, 1) displacement operator represented in the Jordan-Schwinger realization of equation (21)
D(ξ) = exp[ξK
(ab)
+ − ξ∗K(ab)− ]. (51)
Thus, with this operator we obtain the following results
D†K
(a)
− D =
K
(a)
−
2
(cosh(2|ξ|) + 1) +K(b)+
ξ
2ξ∗
(cosh(2|ξ|)− 1)− J− ξ
2|ξ| sinh(2|ξ|), (52)
D†K
(a)
+ D =
K
(a)
+
2
(cosh(2|ξ|) + 1) +K(b)−
ξ∗
2ξ
(cosh(2|ξ|)− 1)− J+ ξ
∗
2|ξ| sinh(2|ξ|), (53)
D†K
(b)
− D =
K
(b)
−
2
(cosh(2|ξ|) + 1) +K(a)+
ξ
2ξ∗
(cosh(2|ξ|)− 1)− J+ ξ
2|ξ| sinh(2|ξ|), (54)
D†K
(b)
+ D =
K
(b)
+
2
(cosh(2|ξ|) + 1) +K(a)−
ξ∗
2ξ
(cosh(2|ξ|)− 1)− J− ξ
∗
2|ξ| sinh(2|ξ|), (55)
D†J+D = J+ cosh(2|ξ|)−K(a)+
ξ
|ξ| sinh(2|ξ|)−K
(b)
−
ξ∗
|ξ| sinh(2|ξ|), (56)
D†J−D = J− cosh(2|ξ|)−K(a)−
ξ∗
|ξ| sinh(2|ξ|)−K
(b)
+
ξ
|ξ| sinh(2|ξ|), (57)
D†J0D = J0, (58)
where ξ is a complex parameter.
The last similarity transformations of the Sp(4, R) generators is obtained by using the SU(2) displacement
operator based on the realization of equation (20):
D(χ) = exp[χJ+ − χ∗J−]. (59)
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We obtain
D†K
(a)
− D =
K
(a)
−
2
(cos(2|χ|) + 1)−K(b)−
χ
2χ∗
(cos(2|χ|)− 1)−K(ab)−
χ
2|χ| sin(2|ξ|), (60)
D†K
(a)
+ D =
K
(a)
+
2
(cos(2|χ|) + 1)−K(b)+
χ∗
2χ
(cos(2|χ|)− 1)−K(ab)+
χ∗
2|χ| sin(2|ξ|), (61)
D†K
(b)
− D =
K
(b)
−
2
(cos(2|χ|) + 1)−K(a)−
χ∗
2χ
(cos(2|χ|)− 1) +K(ab)−
χ∗
2|χ| sin(2|χ|), (62)
D†K
(b)
+ D =
K
(b)
+
2
(cos(2|χ|) + 1)−K(a)+
χ
2χ∗
(cos(2|χ|)− 1) +K(ab)+
χ
2|χ| sin(2|χ|), (63)
D†K
(ab)
+ D = K
(a)
+
χ
|χ| sin(2|χ|)−K
(b)
+
χ∗
|χ| sin(2|χ|) +K
(ab)
+ cos(2|χ|), (64)
D†K
(ab)
− D = K
(a)
−
χ∗
|χ| sin(2|χ|)−K
(b)
−
χ
|χ| sin(2|χ|) +K
(ab)
− cos(2|χ|), (65)
D†K
(ab)
0 D = K
(ab)
0 , (66)
where again χ is a complex parameter.
We observe from these transformations of the Sp(4, R) group generators that there is a connection between the
SU(1, 1) and SU(2) groups. This connection is made through the main realizations of the su(2) and su(1, 1) Lie
algebras, which are based on the bosonic annihilation aˆ, bˆ and creation aˆ†, bˆ† operators. In the next Section, we
shall use this connection to solve exactly a general Hamiltonian related to the su(1, 1) and su(2) algebras, as well
as the sp(4, R) algebra.
3 The general Hamiltonian of a two-level system in two-dimensional
geometry
The most general form of the Hamiltonian that describe a two-level system for a single particle with spin-1/2, in
two dimensional geometry is given by [27]
Hˆ = ~ω1aˆ
†aˆ+ ~ω2bˆ
†bˆ +
~ω0
2
σ0 + (κ1aˆ+ κ2aˆ
† + κ3bˆ+ κ4bˆ
†)σ+ + (γ1aˆ+ γ2aˆ
† + γ3bˆ+ γ4bˆ
†)σ−, (67)
where ωi, κi and γi are physical constants, σ0 and σ± are usual Pauli matrices, aˆ, bˆ and aˆ
†, bˆ† are the bosonic
annihilation and creation operators. This Hamiltonian can be written as Hˆ = Hˆ0 + HˆI , with
Hˆ0 = ~ω1
(
aˆ†aˆ+
σ0
2
)
+ ~ω2
(
bˆ†bˆ +
σ0
2
)
, (68)
HˆI = ~
(
ω0 − ω1 − ω2
2
)
σ0 + (κ1aˆ+ κ2aˆ
† + κ3bˆ+ κ4bˆ
†)σ+ + (γ1aˆ+ γ2aˆ
† + γ3bˆ+ γ4bˆ
†)σ−. (69)
We are interested in solving the eigenvalues equation of the interaction Hamiltonian
HˆI |ϕ〉 = E|ϕ〉, (70)
where |ϕ〉 is a two component spinor and E is its eigenvalue. The coupled equations for the spinor components |ϕ1〉
and |ϕ2〉 are (
κ1aˆ+ κ2aˆ
† + κ3bˆ+ κ4bˆ
†
)
|ϕ2〉 = (E − ~∆ω) |ϕ1〉, (71)(
γ1aˆ+ γ2aˆ
† + γ3bˆ+ γ4bˆ
†
)
|ϕ1〉 = (E + ~∆ω) |ϕ2〉, (72)
where ∆ω = ω0−ω1−ω22 .
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Uncoupling these relations we find that the equations for |ϕ1〉 and |ϕ2〉 result to be(
κ1aˆ+ κ2aˆ
† + κ3bˆ+ κ4bˆ
†
)(
γ1aˆ+ γ2aˆ
† + γ3bˆ+ γ4bˆ
†
)
|ϕ1〉 =
(
E2 − (~∆ω)2) |ϕ1〉, (73)(
γ1aˆ+ γ2aˆ
† + γ3bˆ+ γ4bˆ
†
)(
κ1aˆ+ κ2aˆ
† + κ3bˆ+ κ4bˆ
†
)
|ϕ2〉 =
(
E2 − (~∆ω)2) |ϕ2〉. (74)
Since these two equations have the same mathematical structure, we will focus only on the equation for |ϕ1〉. Then,
multiplying each term on the left-hand of the uncoupled equation for |ϕ1〉 and using the Sp(4, R) group generators
of equation (26), we can write the equation (73) as[
2α1K
(a)
− + 2α2K
(a)
+ + 2α3K
(b)
− + 2α4K
(b)
+ + (α5 + α6)K
(ab)
0 + α7K
(ab)
− + α10K
(ab)
+
+(α5 − α6)J0 + α8J− + α9J+ + α11 − α5 + α6
2
]
|ϕ1〉 = (E2 − (~∆ω)2)|ϕ1〉, (75)
where we have defined the α-constants as
α1 = κ1γ1, α2 = κ2γ2, α3 = κ3γ3, α4 = κ4γ4, α5 = κ1γ2 + κ2γ1,
α6 = κ4γ3 + κ3γ4, α7 = κ1γ3 + κ3γ1, α8 = κ1γ4 + κ4γ1,
α9 = κ2γ3 + κ3γ2, α10 = κ2γ4 + κ4γ2, α11 = κ1γ2 + κ3γ4.
Now, in order to remove the ladder operators in equation (75), we can apply the tilting transformation of the
SU(1, 1) group with the realization (21) as follows
D†(ξ)HID(ξ)D
†(ξ)|ϕ1〉 = (E2 − (~∆ω)2)D†(ξ)|ϕ1〉, (76)
H ′I |ϕ′1〉 = (E2 − (~∆ω)2)|ϕ′1〉. (77)
Here,D(ξ) is the displacement operator defined in equation (51). Notice that in these expressionsH ′I = D
†(ξ)HID(ξ)
is the SU(1, 1) tilted interaction Hamiltonian and |ϕ′1〉 its wave function. Thus, by using the tilting transformations
(52)-(58) of the Sp(4, R) generators the tilted Hamiltonian can be written as
H ′I = β
(a)
− K
(a)
− + β
(a)
+ K
(a)
+ + β
(b)
− K
(b)
− + β
(b)
+ K
(b)
+ + β
(ab)
0 K
(ab)
0 + β
(ab)
− K
(ab)
− + β
(ab)
+ K
(ab)
+
+ (α5 − α6)J0 + β−J− + β+J+ + α11 − α5 + α6
2
, (78)
where now the β-coefficients are given by
β
(a)
− = α1(cosh(2|ξ|) + 1) +
α4ξ
∗
ξ
(cosh(2|ξ|)− 1)− α8ξ
∗
|ξ| sinh(2|ξ|), (79)
β
(a)
+ = α2(cosh(2|ξ|) + 1) +
α3ξ
ξ∗
(cosh(2|ξ|)− 1)− α9ξ|ξ| sinh(2|ξ|), (80)
β
(b)
− = α3(cosh(2|ξ|) + 1) +
α2ξ
∗
ξ
(cosh(2|ξ|)− 1)− α9ξ
∗
|ξ| sinh(2|ξ|), (81)
β
(b)
+ = α4(cosh(2|ξ|) + 1) +
α1ξ
ξ∗
(cosh(2|ξ|)− 1)− α8ξ|ξ| sinh(2|ξ|), (82)
β
(ab)
0 = (α5 + α6) cosh(2|ξ|) +
α7ξ
|ξ| sinh(2|ξ|) +
α10ξ
∗
|ξ| sinh(2|ξ|), (83)
β
(ab)
+ =
(α5 + α6)ξ
2|ξ| sinh(2|ξ|) +
α7ξ
2ξ∗
(cosh(2|ξ|)− 1) + α10
2
(cosh(2|ξ|) + 1), (84)
β
(ab)
− =
(α5 + α6)ξ
∗
2|ξ| sinh(2|ξ|) +
α7
2
(cosh(2|ξ|) + 1) + α10ξ
∗
2ξ
(cosh(2|ξ|)− 1), (85)
β+ = α9 cosh(2|ξ|)− α3ξ|ξ| sinh(2|ξ|)−
α2ξ
∗
|ξ| sinh(2|ξ|), (86)
β− = α8 cosh(2|ξ|)− α4ξ
∗
|ξ| sinh(2|ξ|)−
α1ξ
|ξ| sinh(2|ξ|). (87)
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If we choose the θ and φ parameters of the complex number ξ = − θ2e−iφ as
θ = tanh−1
(√
(α3α8 − α1α9)(α4α9 − α2α8)
α1α2 − α3α4
)
, φ =
i
2
ln
[
α4α9 − α2α8
α3α8 − α1α9
]
, (88)
the coefficients β+ and β− vanish, so the tilted Hamiltonian of equation (69) is reduced to
H ′I = β
(a)
− K
(a)
− + β
(a)
+ K
(a)
+ + β
(b)
− K
(b)
− + β
(b)
+ K
(b)
+ + β
(ab)
0 K
(ab)
0 + β
(ab)
− K
(ab)
− + β
(ab)
+ K
(ab)
+
+ (α5 − α6)J0 + α11 − α5 + α6
2
. (89)
It is important to note that the parameters θ and φ are dimensionless as we expected. Now, we apply the tilting
transformation to the eigenvalue equation (77) in terms of the realization (20) of the SU(2) group. For this case,
we define the new tilting Hamiltonian H ′′I = D
†(χ)H ′ID(χ) and its wave function |ϕ′′1 〉 = D†(χ)|ϕ′1〉. Therefore, we
find that the SU(2) tilted Hamiltonian H ′′I results to be
H ′′I = α
(a)
− K
(a)
− + α
(a)
+ K
(a)
+ + α
(b)
− K
(b)
− + α
(b)
+ K
(b)
+ + β
(ab)
0 K
(ab)
0 + α
(ab)
− K
(ab)
− + α
(ab)
+ K
(ab)
+
+ (α5 − α6)D†(χ)J0D(χ) + α11 − α5 + α6
2
, (90)
where the new α-coefficients are given by
α
(a)
− =
β
(a)
−
2
(cos(2|χ|) + 1)− β
(b)
− χ
∗
2χ
(cos(2|χ|)− 1) + β
(ab)
− χ
∗
|χ| sin(2|χ|), (91)
α
(a)
+ =
β
(a)
+
2
(cos(2|χ|) + 1)− β
(b)
+ χ
2χ∗
(cos(2|χ|)− 1) + β
(ab)
+ χ
|χ| sin(2|χ|), (92)
α
(b)
− =
β
(b)
−
2
(cos(2|χ|) + 1)− β
(a)
− χ
2χ∗
(cos(2|χ|)− 1)− β
(ab)
− χ
|χ| sin(2|χ|), (93)
α
(b)
+ =
β
(b)
+
2
(cos(2|χ|) + 1)− β
(a)
+ χ
∗
2χ
(cos(2|χ|)− 1)− β
(ab)
+ χ
∗
|χ| sin(2|χ|), (94)
α
(ab)
+ = β
(ab)
+ cos(2|χ|)−
β
(a)
+ χ
∗
2|χ| sin(2|χ) +
β
(b)
+ χ
2|χ| sin(2|χ|), (95)
α
(ab)
− = β
(ab)
− cos(2|χ|)−
β
(a)
− χ
2|χ| sin(2|χ|) +
β
(b)
− χ
∗
2|χ| sin(2|χ|). (96)
This transformation will allow us to remove the ladder operators K
(ab)
± of the tilting Hamiltonian H
′′
I by choosing
suitably the parameters θ and φ of the complex number χ = − θ2e−iφ that make the coefficients α
(ab)
− and α
(ab)
+ zero.
These values of θ and φ are given by
θ = tan−1

2
√
(β
(a)
− β
(ab)
+ + β
(b)
+ β
(ab)
− )(β
(b)
− β
(ab)
+ + β
(a)
+ β
(ab)
− )
β
(b)
− β
(b)
+ − β(a)− β(a)+

 , φ = i ln


√√√√ β(ab)− β(ab)+ + β(a)+ β(ab)−
β
(a)
− + β
(ab)
+ + β
(b)
+ β
(ab)
−

 . (97)
Therefore, the tilting Hamiltonian H ′′I (90) is reduced to
H ′′I = α
(a)
− K
(a)
− + α
(a)
+ K
(a)
+ + α
(b)
− K
(b)
− + α
(b)
+ K
(b)
+ + β
(ab)
0 K
(ab)
0 + α11 −
α5 + α6
2
+ (α5 − α6)D†(χ)J0D(χ). (98)
Following the previous procedure, we apply the tilting transform of equation (44) to the Hamiltonian H ′′I . If we
consider that the boson operators aˆ and bˆ commute, we can transform the Hamiltonian H ′′I as
H ′′′I =
√
β
(ab)
0
2 − 4α(a)+ α(a)− K(a)0 +
√
β
(ab)
0
2 − 4α(b)+ α(b)− K(b)0 + (α5 − α6)D(ξ)†a,bD†(χ)J0D(χ)D(ξ)a,b
+ α11 − α5 + α6
2
. (99)
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Here, we have removed the ladder operators K
(a)
± and K
b)
± (see Appendix A) by choosing the parameters θa, φa
and θb, φb of the complex numbers ξa =
θa
2 e
−iφa and ξb =
θb
2 e
−iφb as
θa = tanh
−1

2
√
α
(a)
+ α
(a)
−
β
(ab)
0

 , φa = i ln
[
β
(ab)
o α
2α
(a)
− (2β + 1)
]
, (100)
θb = tanh
−1

2
√
α
(b)
+ α
(b)
−
β
(ab)
0

 , φa = i ln
[
β
(ab)
o α
2α
(b)
− (2β + 1)
]
. (101)
It is necessary to point out that the term D(ξ)†a,bD
†(χ)J0D(χ)D(ξ)a,b could return the ladder operators we have
eliminated in each transformation previously applied, but this will depend on the value of the constants κi and
γi which we choose from the Hamiltonian (69). Thus, to be able to give a solution of the eigenvalue equation
H ′′′ϕ1′′′ = E
2 − ((~∆)2)ϕ1′′′ of the Hamiltonian (99) we are going to consider that α5 = α6, namely
κ1γ2 + κ2γ1 = κ4γ3 + κ3γ4. (102)
With this assumption, the Hamiltonian H ′′′I is reduced to the diagonal form
H ′′′I =
√
β
(ab)
0
2 − 4α(a)+ α(a)− K(a)0 +
√
β
(ab)
0
2 − 4α(b)+ α(b)− K(b)0 + α11 − α5. (103)
Now, let us now look the eigenfunctions |ϕ′′′1 〉 = D(ξ)†a,b|ϕ′′1 〉 of the Hamiltonian H ′′′. Since the operator K0 is
the Hamiltonian of the two-dimensional harmonic oscillator and commutes with J0, we have that the eigenfunctions
of H ′′′ are given by
ϕ′′′nl,mn(ρ, φ) =
1√
π
eimnφ(−1)nl
√
2(nl)!
(nl +mn)!
ρmnLmnnl (ρ
2)e−1/2ρ
2
, (104)
where nl is the left chiral quantum number. The eigenfunctions of the Hamiltonian of a two-level system (67) under
the condition of equation (102) are obtained from the relationship
|ϕ1〉 = D(ξ)D(χ)D(ξ)a,b|ϕ′′′1 〉. (105)
By considering the action of the operators aˆ, aˆ† and bˆ, bˆ† on the basis |n,mn〉, we have
K0|n,mn〉 = 1
2
(aˆ†aˆ+ bˆ†bˆ+ 1)|n,mn〉 = n+ 1
2
|n,mn〉,
J0|n,mn〉 = 1
2
(aˆ†aˆ− bˆ†bˆ)|n,mn〉 = mn
2
|n,mn〉. (106)
Thus, from these results we can obtain that the energy spectrum of the general interaction Hamiltonian of a two-level
system (69) (submitted to condition of equation (102)) is given by
En,mn = ±
[(
~ω0
2
− ~ω1
2
− ~ω2
2
)2
+
(√
β
(ab)
0
2 − 4α(a)+ α(a)− +
√
β
(ab)
0
2 − 4α(b)+ α(b)−
)
n+ 1
4
+
(√
β
(ab)
0
2 − 4α(a)+ α(a)− −
√
β
(ab)
0
2 − 4α(b)+ α(b)−
)
mn
4
+ α11 − α5
] 1
2
. (107)
Analogously, if we apply the same procedure to the uncoupled equation for the other spinor component |ϕ2〉 we can
obtain a similar expression of the energy spectrum but with a shift in energy levels. However, since both energies
of the spinor components belong to the same solution, we must choose suitably the quantum numbers of the spinor
components so that their energy spectrum matches.
Therefore, we have obtained the energy eigenvalues of the most general interaction Hamiltonian of a two-level
system in two dimensional geometry by using of the sp(4, R) Lie algebra, which is based on bosonic annihilation aˆ,
bˆ and creation aˆ†, bˆ† operators. It is worthwhile to mention that to get this result we have imposed an order on
the application of the transformations. In our work, we first used the displacement operator of the SU(1, 1) group
based on the two-mode boson realization (21). Then, we have used the displacement operator of the SU(2) group
based on realization (20), and finally we have used the displacement operators of the SU(1, 1) group based on the
single-mode boson realizations (22) and (23).
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4 Special cases of the general Hamiltonian
In this Section, we will study some particular cases of the general Hamiltonian of equation (67). These cases are
of physical interest and are obtained by giving specific values to the parameters κi and γi. The Hamiltonians here
presented have an exact solution and can be written in terms of an appropriate Lie algebra.
4.1 The Jaynes-Cummings model
The Jaynes Cummings model (sometimes abbreviated JCM) is a theoretical model in quantum optics which describes
the system of a two-level atom interacting with a quantized mode of an optical cavity (or a bosonic field). The
Hamiltonian of this model can be obtained by setting κ2 = κ3 = κ4 = γ1 = γ3 = γ4 = 0 and κ1 = γ2 = κ [27].
Hence, with these values of the parameters κi and γi the Hamiltonian of equation (67) is reduced to
HˆJC = ~ω1aˆ
†aˆ+
~ω0
2
σ0 + κ(aˆσ+ + aˆ
†σ−). (108)
In this case, the Hamiltonian can be decomposed as HˆJC = Hˆ0 + HˆJCI , where
H0 = ~ω1
(
aˆ†aˆ+
σ0
2
)
, (109)
and with the definition ∆ω = ω0 − ω1, the interaction Hamiltonian (69) takes the form
HJCI =
∆ω
2
σ0 + κ(aˆσ+ + aˆ
†σ−). (110)
The uncoupled equation (75) for the spinor component |ϕ1〉 of the JC Hamiltonian is[
2κ2K
(a)
0 +
κ2
2
]
|ϕ1〉 =
(
E2 − (∆ω~)
2
4
)
|ϕ1〉. (111)
From the energy spectrum of equation (107), we obtain that the eigenvalues of the interaction JC Hamiltonian are
given by [27]
E = ±1
2
√
(∆ω~)2 + 4κ2(n+ 1). (112)
It is important to note that since the interaction Hamiltonian commutes with H0, the energy spectrum of the
Jaynes-Cummings Hamiltonian is
EJC = ~ω1
(
n+
1
2
)
+±1
2
√
(∆ω~)2 + 4κ2(n+ 1). (113)
4.2 2 + 1 Dirac-Moshinsky oscillator
The Dirac oscillator is a relativistic problem such that its non-relativistic limit leads to the Schro¨dinger equation
of the harmonic oscillator. The Hamiltonian of the Dirac-Moshinsky oscillator in 2+1 dimensions can be obtained
by setting the parameters ω1 = ω2 = κ2 = κ3 = κ4 = γ1 = γ3 = γ4 = 0, κ1 = γ2 = 2ic
√
mω~, and ω0 = mc
2/~ .
With these definitions the Hamiltonian of equation (67) is reduced to [27, 28]
H = mc2σ0 + 2ic
√
mω~(aˆσ+ + aˆ
†σ−). (114)
Here, the algebraic form of the uncoupled equation (75) for the spinor component |ϕ1〉 is given by
− 4c2mω~
[
2K
(a)
0 +
1
2
]
|ϕ1〉 =
(
E2 −m2c4) |ϕ1〉. (115)
Then, from equation (107) we obtain the following energy spectrum for the Dirac-Moshinsky oscillator in 2+1
dimensions [27]
E = ±
√
m2c4 − 4~ωmc2(n+ 1). (116)
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4.3 The generalized Jaynes-Cummings model
Another interesting Hamiltonian with one oscillation mode is a generalization of the Jaynes-Cummings model,
formed by a combination of a Jaynes-Cummings and an Anti-Jaynes-Cummings model [13]. This Hamiltonian is
obtained from equation (67) by setting the parameters κ3 = κ4 = γ3 = γ4 = 0, κ1 = ~f
∗, γ1 = ~g∗, κ2 = ~g,
γ2 = ~f and the frequencies ω1 = ω2 = 0 and ω0 =
mc2
~
. From this election of the parameters, the Hamiltonian
(67) is reduced to
H = ~
[
σ−(g
∗a+ fa†) + σ+(ga
† + f∗a)
]
+mc2σz . (117)
For this model, the uncoupled equation (75) for the spinor component |ϕ1〉 is in terms of the the SU(1, 1) Lie
algebra realization of equation (22) as
[α5K0 + 2α2K+ + 2α1K− + α11 − α5] |ϕ1〉 = (E2 −m2c4)|ϕ1〉, (118)
where α11 = ~
2|f |2, α5 = 2~2(|g|2 + |f |2), α1 = ~2f∗g∗ and α2 = ~2gf .
From the α′s values we have that β
(ab)
0 = α5, α
(a)
+ = 2α2 and α
(a)
− = 2α1. Therefore, from the β
′s values and
expression (103) we can obtain the energy spectrum for this model [13]
E = ±
√
~2(|g|2 − |f |2)n+m2c4. (119)
4.4 Single two-level atom interacting with two quantized modes
The Hamiltonian of a single two-level atom interacting with two quantized modes can be obtained from the modi-
fication of the JC Hamiltonian such that this model is the addition of two Jaynes-Cummings models with different
modes of oscillation. This Hamiltonian is often called the Modified Jaynes-Cummings model (MJC) and can be
obtained by choosing the parameters κ2 = κ4 = γ1 = γ3 = 0, κ1 = γ2 = λ1 and κ3 = γ4 = λ2. Then, the
Hamiltonian (67) becomes [27]
HMJC = ~ωaˆ
†aˆ+ ~ωbˆ†bˆ+
~ω0
2
σ0 + (λ1aˆ+ λ2bˆ)σ+ + (λ1aˆ
† + λ2bˆ
†)σ−. (120)
In this case, the Hamiltonian can be decomposed as HˆMJC = Hˆ0 + HˆMJCI , where
H0 = ~ω1
(
aˆ†aˆ+
σ0
2
)
+ ~ω2
(
bˆ†bˆ +
σ0
2
)
, (121)
and the interaction Hamiltonian of the MJC model is given by
HMJCI = ~
(
ω0 − ω1 − ω2
2
)
σ0 + (λ1aˆ+ λ2bˆ)σ+ + (λ1aˆ
† + λ2bˆ
†)σ−. (122)
Hence, the α-constants take the values α1 = α2 = α3 = α4 = α7 = α10 = 0, α5 = λ
2
1, α6 = λ
2
2, α8 = α9 = λ1λ2 and
α11 = λ
2
1 + λ
2
2. The uncoupled equation (75) for the spinor component |ϕ1〉 takes the form
HMJCI |ϕ1〉 =
[
(λ21 − λ22)J0 + λ1λ2J+ + λ1λ2J− + (λ21 + λ22)K(ab)0 +
(λ21 + λ
2
2)
2
]
|ϕ1〉
=
(
E2 − (~∆ω)
2
4
)
|ϕ1〉. (123)
Whit these values of the α constants we found that β
(ab)
0 = λ
2
1 + λ
2
2, β+ = β− = λ1λ2. Moreover, the above
expression is a equation of the type (B.11) of Appendix B. By using the tilting transformation with the SU(2)
displacement operator (see equation (B.16)) we obtain[√
(λ21 − λ22)2 + 4λ21λ22J0 + (λ21 + λ22)K(ab)0 +
(λ21 + λ
2
2)
2
]
|ϕ′1〉 =
(
E2 − (~∆ω)
2
4
)
|ϕ′1〉. (124)
Therefore, since H0 commutes with HMJCI the energy spectrum of the Modified Jaynes-Cummings Hamiltonian is
E = ~
(
ω1 + ω2
2
)
(n+ 1) + ~
(
ω1 − ω2
2
)
m± 1
2
√
(~∆ω)2 + 4 (λ21 + λ
2
2)
(n
2
+
m
2
+ 1
)
. (125)
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4.5 The two-mode Jaynes-Cummings-Anti-Jaynes-Cummings model
This model is a linear combination of the Jaynes-Cummings and Anti-Jaynes-Cummings models with different modes
of oscillation. To obtain this Hamiltonian we have to choose the parameters as follows κ2 = κ3 = γ1 = γ4 = 0,
κ1 = γ2 = λ1 and κ4 = γ3 = λ2. Therefore, the Hamiltonian (67) becomes [14]
HJC−AJC = ~ωaˆ
†aˆ+ ~ωbˆ†bˆ+
~ω0
2
σ0 + (λ1aˆ+ λ2bˆ
†)σ+ + (λ1aˆ
† + λ2bˆ)σ−. (126)
We can split this Hamiltonian as HJC−AJC = H0 +HJC−AJCI , where
H0 = ~ω1
(
aˆ†aˆ+
σ0
2
)
+ ~ω2
(
bˆ†bˆ − σ0
2
)
, (127)
and the interaction Hamiltonian of the JC-AJC model is given by the following expression
HJC−AJCI = ~
(
ω0 + ω2 − ω1
2
)
σ0 + (λ1aˆ+ λ2bˆ
†)σ+ + (λ1aˆ
† + λ2bˆ)σ−. (128)
In this problem the α-constants take the values α1 = α2 = α3 = α4 = α8 = α9 = 0, α5 = λ
2
1, α6 = λ
2
2, α7 = λ1λ2,
λ10 = λ1λ2 and λ11 = λ
2
1. Thus, the uncoupled equation (75) for the upper spinor component |ϕ1〉 takes the form
HJC−AJCI |ϕ1〉 =
[
(λ21 + λ
2
2)K
(ab)
0 + λ1λ2K
(ab)
+ + λ1λ2K
(ab)
− + (λ
2
1 − λ22)J0 +
(λ21 − λ22)
2
]
|ϕ1〉
=
(
E2 − (~∆ω)
2
4
)
|ϕ1〉. (129)
The constants β
(ab)
0 , β
(ab)
+ and β− of the expression (78) have the values
β
(ab)
0 = (2β + 1)(λ
2
1 + λ
2
2) +
ξ∗
|ξ|αλ1λ2 +
ξ
|ξ|αλ1λ2, (130)
β
(ab)
+
ξ
2|ξ|α(λ
2
1 + λ
2
2) + (β + 1)λ1λ2 +
ξ
ξ∗
βλ1λ2, (131)
β
(ab)
−
ξ∗
2|ξ|α(λ
2
1 + λ
2
2) +
ξ∗
ξ
βλ1λ2 + (β + 1)λ1λ2. (132)
The expression (129) is an equation of the type (A.15) of Appendix A (see equation (A.19)) and after the SU(1, 1)
tilting transformation we obtain the following result[√
(λ21 + λ
2
2)
2 − 4λ21λ22K(ab)0 + (λ21 − λ22)J0 +
(λ21 − λ22)
2
]
|ϕ′1〉 =
(
E2 − ~
2ω2
4
)
|ϕ′1〉. (133)
Therefore, since H0 commutes with HJC−AJCI the energy spectrum of the JC-AJC Hamiltonian is now given by [14]
E = ~
(
ω1 + ω2
2
)
n+ ~
(
ω1 − ω2
2
)
(m+ 1)± 1
2
√
(~∆ω)2 + 4 (λ21 − λ22)
(n
2
+
m
2
+ 1
)
. (134)
5 Discussion and Conclusion
In this paper we first review the main properties of the SU(1, 1) and SU(2) group bosonic realizations. With these
properties we constructed the generators of the Sp(4, R) group and the commutation relations satisfied by these
operators were obtained. With this theory, we computed the similarity transformation of the Sp(4, R) generators
in terms of the SU(1, 1) and SU(2) displacement operators.
Our procedure allowed to introduce a novel algebraic method to solve exactly the interaction part of the most
general Hamiltonian of a two-level system in two-dimensional geometry. More explicitly, to obtain the exact energy
spectrum of our problem we applied three tilting transformations to diagonalize the general Hamiltonian. The
importance of studying this Hamiltonian is due to the fact that, as particular cases, it reduces to other models
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of vital importance in quantum mechanics and in quantum optics, as the Jaynes-Cummings model, the Modified
Jaynes-Cummings model, the Jaynes-Cummings model with one and two modes, and the 2 + 1 Dirac-Moshinsky
oscillator, among others. In Section 4 of our paper, we reproduced the energy spectrum of these problems.
Is is important to note that this general Hamiltonian was previously studied in reference [27]. In their work, the
authors introduced an alternative and completely different algebraic method to solve some particular cases of the
Hamiltonian.
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Appendix A. The SU(1, 1) group theory and its tilting transformation
The su(1, 1) Lie algebra is defined by the following commutation relations [29]
[K0,K±] = ±K±, [K−,K+] = 2K0. (A.1)
The theory of unitary irreducible representations of the su(1, 1) Lie algebra has been studied in several works [30]
and it is based on equations (4)-(7). Thus, a representation of su(1, 1) algebra is determined by the number k,
called the Bargmann index.
The displacement operator D(ξ) for this algebra is defined in terms of the creation and annihilation operators
K+,K− as
D(ξ) = exp(ξK+ − ξ∗K−), (A.2)
where ξ = − 12τe−iϕ, −∞ < τ <∞ and 0 ≤ ϕ ≤ 2π. Since the ladder operators K± satisfy the properties K†+ = K−
and K†− = K+, it can be shown that the displacement operator possesses the property
D†(ξ) = exp(ξ∗K− − ξK+) = D(−ξ). (A.3)
A more useful representation of the displacement operator D(ξ) is given by the so called normal form of this
operator
D(ξ) = exp(ζK+) exp(ηK3) exp(−ζ∗K−), (A.4)
where ξ = − 12τe−iϕ, ζ = − tanh(12τ)e−iϕ and η = −2 ln cosh |ξ| = ln(1− |ζ|2) [31].
The SU(1, 1) Perelomov coherent state is defined as the action of the displacement operator D(ξ) on the lowest
normalized state |k, 0〉. The normal form of the displacement operator and equations (4)-(6) can be used to obtain
the following expression of the Perelomov coherent states [32]
|ζ〉 = D(ξ)|k, 0〉 = (1− |ξ|2)k
∞∑
s=0
√
Γ(n+ 2k)
s!Γ(2k)
ξs|k, s〉. (A.5)
The SU(1, 1) Perelomov number coherent state |ζ, k, n〉 is defined as the action of the displacement operator D(ξ)
on an arbitrary excited state |k, n〉 [14]
|ζ, k, n〉 =
∞∑
s=0
ζs
s!
n∑
j=0
(−ζ∗)j
j!
eη(k+n−j)
√
Γ(2k + n)Γ(2k + n− j + s)
Γ(2k + n− j)
×
√
Γ(n+ 1)Γ(n− j + s+ 1)
Γ(n− j + 1) |k, n− j + s〉. (A.6)
The tilting transformation of the su(1, 1) Lie algebra generators are computed by using the displacement operator
D(ξ) and the Baker-Campbell-Hausdorff identity
eABe−A = B + [B,A] +
1
2!
[[B,A], A] +
1
3!
[[[B,A]A]A] + ...
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These results are give by
D†(ξ)K+D(ξ) =
ξ∗
|ξ|αK0 + β
(
K+ +
ξ∗
ξ
K−
)
+K+, (A.7)
D†(ξ)K−D(ξ) =
ξ
|ξ|αK0 + β
(
K− +
ξ
ξ∗
K+
)
+K−, (A.8)
D†(ξ)K0D(ξ) = (2β + 1)K0 +
αξ
2|ξ|K+ +
αξ∗
2|ξ|K−, (A.9)
where α = sinh(2|ξ|) and β = 12 [cosh(2|ξ|)− 1].
A particular realization of the su(1, 1) Lie algebra is given by the Jordan-Schwinger operators
K0 =
1
2
(
a†a+ b†b + 1
)
, K+ = a
†b†, K− = ba, (A.10)
where the two sets of operators (a, a†) and (b, b†) satisfy the bosonic algebra
[a, a†] = [b, b†] = 1, [a, b†] = [a, b] = 0. (A.11)
If we introduce the difference of the number operators of the two oscillators Nd, it can be shown that it commutes
with all the generators of this algebra
[Nd,K0] = [Nd,K+] = [Nd,K−] = 0. (A.12)
Explicitly, Nd and the Casimir operator for this realization are give by [33]
K2 =
1
4
N2d −
1
4
, Nd = b
†b− a†a. (A.13)
Now, as an application of the theory developed above we are going to solve the following eigenvalue problem
AˆΦ = λΦ, (A.14)
where Aˆ is a operator of the form
Aˆ = a0K0 + a1K+ + a2K−. (A.15)
In order to do this, we apply a similarity transformation to this equation in terms of the displacement operator
(A.2) to obtain
Aˆ′Φ′ = λΦ′, (A.16)
where the eigenvalue λ remains unchanged, the eigenfunction is transformed as Φ′ = D†(ξ)Φ and the operator Aˆ
becomes
Aˆ′ = D†(ξ)AˆD(ξ) =
[
(2β + 1)a0 +
ξ∗
|ξ|αa1 +
ξ
|ξ|αa2
]
K0
+
[
ξ
2|ξ|αa0 + (β + 1)a1 +
ξ
ξ∗
βa2
]
K+
+
[
ξ∗
2|ξ|αa0 +
ξ∗
ξ
βa1 + (β + 1)a2
]
K−, (A.17)
with α = sinh(2|ξ|) and β = 12 [cosh(2|ξ|)− 1]. Then, by choosing the coherent parameters θ and φ of the complex
number ξ = − θ2e−iφ as
θ = tanh−1
[
2
√
a1a2
a0
]
, φ = i ln
[
aoα
2a2(2β + 1)
]
, (A.18)
we can remove the operators K± in the equation (A.17). Hence, the eigenvalue equation is reduced to√
a20 − 4a1a2K0Φ′ = λΦ′. (A.19)
Finally, if Φ′ is a eigenfunction of the operatorK0, we have solved the eigenvalue problem. Therefore, it is convenient
that K0 is an operator such that we know its eigenfunctions and eigenvalues. Moreover, notice that if the coefficients
a0, a1 and a2 are equal, the problem does not have a exact solution.
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Appendix B. The SU(2) group theory and its tilting transformation
The su(2) Lie algebra is spanned by the generators J+ = J1 + iJ2, J− = J1 − iJ2 and J0, which satisfy the
commutation relations [29]
[J0, J±] = ±J±, [J+, J−] = 2J0. (B.1)
The displacement operator D(ξ) for this Lie algebra is defined as
D(ξ) = exp(ξJ+ − ξ∗J−), (B.2)
where ξ = − 12θe−iϕ. In this case, the normal form of this operator is given by
D(ξ) = exp(ζJ+) exp(ηJ0) exp(−ζ∗J−), (B.3)
where ζ = − tanh(12θ)e−iϕ and η = −2 ln cosh |ξ| = ln(1 − |ζ|2). The SU(2) Perelomov coherent states |ζ〉 =
D(ξ)|j,−j〉 are defined in terms of D(ξ) as [32, 34]
|ζ〉 =
j∑
µ=−j
√
(2j)!
(j + µ)!(j − µ)! (1 + |ζ|
2)−jζj+µ|j, µ〉. (B.4)
The SU(2) Perelomov number coherent state |ζ, j, µ〉 is defined as the action of the displacement operator D(ξ) on
an arbitrary excited state |j, µ〉 [35]
|ζ, j, µ〉 =
j−µ+n∑
s=0
ζs
s!
µ+j∑
n=0
(−ζ∗)n
n!
eη(µ−n)
Γ(j − µ+ n+ 1)
Γ(j + µ− n+ 1)
×
[
Γ(j + µ+ 1)Γ(j + µ− n+ s+ 1)
Γ(j − µ+ 1)Γ(j − µ+ n− s+ 1)
] 1
2
|j, µ− n+ s〉. (B.5)
The tilting transformation of the su(2) Lie algebra generators are computed by using the displacement operator
D(ξ) to obtain
D†(ξ)J+D(ξ) = − ξ
∗
|ξ|δJ0 + ǫ
(
J+ +
ξ∗
ξ
J−
)
+ J+, (B.6)
D†(ξ)J−D(ξ) = − ξ|ξ|δJ0 + ǫ
(
J− +
ξ
ξ∗
J+
)
+ J−, (B.7)
D†(ξ)J0D(ξ) = (2ǫ+ 1)J0 +
δξ
2|ξ|J+ +
δξ∗
2|ξ|J−, (B.8)
where δ = sin(2|ξ|) and ǫ = 12 [cos(2|ξ|)− 1].
The Jordan-Schwinger realization of the su(2) algebra is given by the operators
J0 =
1
2
(
a†a− b†b) , J+ = a†b, J− = b†a, (B.9)
where again, the two sets of operators (a, a†) and (b, b†) satisfy the bosonic algebra. It is important to note that,
besides the Casimir operator, there is another operator Ns (called the number operator) which commutes with all
the generators of the su(2) algebra.
The Casimir operator J2 for this realization is written in terms of Ns and the two operators explicitly are
J2 =
Ns
2
(
Ns
2
+ 1
)
, Ns = a
†a+ b†b,
[Ns, J+] = [Ns, J−] = [Ns, Jz ] = 0. (B.10)
Analogously to the theory presented in Appendix A, if Aˆ is a operator of the form
Aˆ = a0J0 + a1J+ + a2J−, (B.11)
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the SU(2) displacement operator can be used to solve the eigenvalue problem
AˆΦ = λΦ. (B.12)
By applying the displacement operator (B.2) to the eigenvalue equation, we have that it becomes
Aˆ′Φ′ = λΦ′, (B.13)
where Φ′ = D†(ξ)Φ and the operator Aˆ transforms as
Aˆ′ = D†(ξ)AˆD(ξ) =
[
(2ǫ+ 1)a0 − ξ
∗
|ξ|δa1 −
ξ
|ξ|δa2
]
J0
+
[
ξ
2|ξ|δa0 + (ǫ + 1)a1 +
ξ
ξ∗
ǫa2
]
J+
+
[
ξ∗
2|ξ|δa0 +
ξ∗
ξ
ǫa1 + (ǫ+ 1)a2
]
J−, (B.14)
with δ = sin(2|ξ|) and ǫ = 12 [cos(2|ξ|)− 1]. Then, we can remove the operators J± by choosing the parameters θ
and φ of the complex number ξ = − θ2e−iφ as
θ = arctan
(
2
√
a1a2
a0
)
, φ = i ln
[
aoδ
2a2(2ǫ+ 1)
]
. (B.15)
With this particular choice the eigenvalue equation is reduced to√
a20 + 4a1a2J0Φ
′ = λΦ′. (B.16)
Finally, if Φ′ is a eigenfunction of the operator J0, we have solved the eigenvalue problem of equation (B.12).
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