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A MODEL FOR THE RELATIVELY FREE GRADED ALGEBRA
OF BLOCK-TRIANGULAR MATRICES WITH ENTRIES FROM
A GRADED PI-ALGEBRA
LUCIO CENTRONE AND THIAGO CASTILHO DE MELLO
Abstract. Let G be a group and A be a G-graded algebra satisfying a poly-
nomial identity. We construct a model for the relatively free G-graded algebra
of the G-graded algebra of block-triangular matrices with entries from A. We
obtain, as an application, the “factoring” property for the TZ2 -ideals of block-
triangular matrices with entries from the infinite dimensional Grassmann al-
gebra E for some particular Z2-grading.
1. introduction
Let F be a field and we denote by F 〈X〉 the free associative algebra freely
generated by the set X over F . We refer to elements of F 〈X〉 as polynomi-
als in the non-commutative variables of X . If A is an F -algebra we say that A
satisfies a polynomial identity (or A is a PI-algebra) if there exists an element
f = f(x1, . . . , xn) ∈ F 〈X〉 such that f(a1, . . . , an) = 0, for any a1, . . . , an ∈ A.
Such f is called a polynomial identity of A. The set of all polynomial identities of
A, denoted by T (A), is called the T-ideal of A. It is an ideal of F 〈X〉 which is invari-
ant under endomorphisms of the algebra F 〈X〉. The algebra F 〈X〉/(F 〈X〉∩T (A))
is called the relatively free algebra of A (see the paper of Belov [2] for a detailed
account on relatively free algebras and their representability in any characteristic).
We recall that if R is a block-triangular matrix algebra such that
R =
(
A M
0 B
)
,
where A and B are PI algebras and M is an A,B-bimodule, then R is a PI-algebra
too. We say that R (or also T (R)) satisfies the factoring property if T (R) =
T (A)T (B), where the product of T-ideals is the usual product of ideals. We refer to
the papers [10] and [9] by Drensky for a conjecture regarding the factoring property
of T-ideals of block-triangular matrices with entries from minimal algebras already
solved positively by Giambruno and Zaicev in [12].
In this paper we focus on the factoring property of block-triangular matrices in
the graded case. Let G be a group and let us consider a block triangular matrix
algebra
R =
(
A M
0 B
)
,
where A and B are PI G-graded algebras and M is an A,B-bimodule. In [7] Di
Vincenzo and La Scala gave a proof for the Theorem of Lewin in the graded case.
T. C. de Mello was partially supported by grants from Capes (AUX-PE-PRODOC-2548/2010)
and from FAPESP (No. 2012/16838-0).
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Moreover, if A is a G-graded subalgebra of Mn(F ) they introduce the notion of
G-regularity for A. We recall that a map | · | : {1, . . . , n} → G induces a G-grading
over Mn(F ) such that for each i, j the homogeneous degree of the matrix unit eij
is |j||i|−1. If A is a graded subalgebra of Mn(F ), graded by a finite abelian group
G, we have that A is G-regular if | · | is surjective and its fibers are equipotent
(see Theorem 5.4 of [7]). They also proved that if A ⊆ Mn(F ) and B ⊆ Mm(F )
are matrix algebras graded by a finite abelian group G, then R has the factoring
property for its ideal of graded polynomial identities if and only if one between A
and B is G-regular.
In the proof of the Theorem of Lewin, both in the ordinary and in the graded
case, one prominent role is played by the relatively free (graded) algebra. In [19]
Procesi showed the k-generated relatively free algebra of Mn(F ) is isomorphic to
the k-generated algebra of generic matrices over the polynomial ring, and such
construction can be generalized for relatively free algebras of finite dimensional PI-
algebras (see [18]). Moreover in [3] Berele constructed the k-generated relatively
free algebras of the minimal algebras Mn(E) and Ma,b(E). It turned out that
they are isomorphic to some k-generated subalgebra of generic matrices over the
supercommutative polynomial algebra.
Let A be an algebra over a field F . If d1, d2, . . . , dm are positive integers, we
denote by UT (d1, . . . , dm;A) the subalgebra of the matrix algebra Md1+···+dm(A)
consisting of matrices of the type


A11 A12 . . . A1m
0 A22 . . . A2m
...
. . .
...
0 . . . . . . Amm

 ,
where Aij ∈Mdi×dj (A) for each i, j. One such algebra is called the algebra of block-
triangular matrices of size d1, . . . , dm over A. We may observe that if in addition
A is a PI-algebra, then UT (d1, . . . , dm;A) is a PI-algebra, too. In this paper we
consider a PI G-graded algebraA and we construct a model for the relatively freeG-
graded algebra of UT (d1, . . . , dm;A). It turns out that the relatively free G-graded
algebra of UT (d1, . . . , dm;A) is isomorphic to the algebra of generic matrices with
entries from the graded relatively free algebra of A. We use the model to prove
that UT (d1, . . . , dm;A) has the factoring property when the relatively free graded
algebra of A has a partially multiplicative basis. We also observe that the factoring
property fails if we consider UT (d1, . . . , dm;E) with the grading induced by the
map | · |k∗ of the work of Di Vincenzo and Da Silva (see [8]). The paper is organized
as follows. Sections 2 is dedicated to the main definitions concerning the graded
polynomial identities. In Sections 3 we present the main tool of the paper: the
graded version of the Theorem of Lewin obtained by Di Vincenzo and La Scala in
[7]. In Section 4 we present the results regarding the Z2-graded identities of the
infinite dimensional Grassmann by Di Vincenzo and Da Silva (see [8]). The results
of Sections 4 will be used for applications of the main Theorem. Section 5 is devoted
to the construction of the model for the relatively free graded algebra of the upper
triangular block matrices with entries from a G-graded PI algebra. We obtain the
factoring property for UT (d1, . . . , dm;A), where A is a G-regular algebra having
the same TG ideal of Mn(F ) when G is a finite abelian group. In Section 6 we
present the main theorem and, as a consequence, we obtain the factoring property
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for UT (d1, . . . , dm;E) when Z2-graded by the Z2-grading induced by the natural
grading over E. We also mention that the factoring property for UT (d1, . . . , dm;E)
has been proved by Berele and Regev in the ungraded case (see [4]).
2. Graded structures
All fields we refer to are assumed to be of characteristic zero and all algebras we
consider are associative and unitary.
Let (G, ·) = {g1, . . . , gr} be any finite group, and let F be a field. If A is an
associative F -algebra, we say that A is a G-graded algebra (or G-algebra) if there
are subspaces Ag for each g ∈ G such that
A =
⊕
g∈G
Ag and AgAh ⊆ Agh.
If 0 6= a ∈ Ag we say that a is homogeneous of G-degree g or simply that a has
degree g, and we write deg(a) = g. We consider the following subset of G
Supp(A) = {g ∈ G|Ag 6= 0}.
The latter is called the support of the G-graded algebra A.
We define a free object; let {Xg | g ∈ G} be a family of disjoint countable
sets. Put X =
⋃
g∈GX
g and denote by F 〈X |G〉 the free associative algebra freely
generated by the set X . An indeterminate x ∈ X is said to be of homogeneous
G-degree g, written deg(x) = g, if x ∈ Xg. We always write xg if x ∈ Xg. The
homogeneous G-degree of a monomial m = xi1xi2 · · ·xik is defined to be deg(m) =
deg(xi1 ) · deg(xi2 ) · · · · · deg(xik ). For every g ∈ G, we denote by F 〈X |G〉
g the
subspace of F 〈X |G〉 spanned by all the monomials having homogeneous G-degree
g. Notice that F 〈X |G〉gF 〈X |G〉g
′
⊆ F 〈X |G〉gg
′
for all g, g′ ∈ G. Thus
F 〈X |G〉 =
⊕
g∈G
F 〈X |G〉g
proves F 〈X |G〉 to be a G-graded algebra. The elements of the G-graded alge-
bra F 〈X |G〉 are referred to as G-graded polynomials or, simply, graded polyno-
mials. An ideal I of F 〈X |G〉 is said to be a TG-ideal if it is invariant under all
F -endomorphisms ϕ : F 〈X |G〉 → F 〈X |G〉 such that ϕ (F 〈X |G〉g) ⊆ F 〈X |G〉g
for all g ∈ G. If A is a G-graded algebra, a G-graded polynomial f(x1, . . . , xn)
is said to be a graded polynomial identity of A if f(a1, a2, · · · , at) = 0 for all
a1, a2, · · · , at ∈
⋃
g∈GA
g such that ak ∈ A
deg(xk), k = 1, · · · , t. If A has a non-zero
graded polynomial identity, we say that A is a G-graded polynomial identity algebra
(GPI-algebra). We denote by TG(A) the ideal of all graded polynomial identities of
A. It is a TG-ideal of F 〈X |G〉. If A is ungraded, i.e., graded by the trivial group,
we talk about polynomial identities and T-ideal of A. We recall that if the group G
is finite and A is a G-graded PI-algebra, then it satisfies a polynomial identity (see
[1], [5]). Moreover, we recall that if two GPI-algebras A and B satisfy the same
graded identities, i.e., TG(A) = TG(B), then they satisfy the same identities, i.e.,
T (A) = T (B).
When one deals with TG-ideals, given a subset Y ⊆ X one can talk about the
least TG-ideal of F 〈X |G〉 which contains the set Y . Such TG-ideal will be denoted
by 〈Y 〉TG and will be called the TG-ideal generated by Y . We say that elements
of 〈Y 〉TG are consequences of elements of Y , or simply that they follow from Y .
Given a G-algebra A one of the main problems in PI-theory is to find a finite set Y
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such that Tg(A) = 〈Y 〉
TG . Such a Y is called a basis for the G-graded polynomial
identities of A.
We denote by UG(A) the factor algebra
F 〈X |G〉
F 〈X |G〉 ∩ TG(A)
and we shall call it
the relatively free G-algebra of A. We observe that if G = {1G}, we obtain the
definition of the relatively free algebra.
3. Z2-graded identities for the Grassmann algebra
In this section we recall the main tools and definitions that are necessary for the
study of graded polynomial identities of the Grassmann algebra. We shall indicate
the infinite dimensional Grassmann algebra by E.
The algebra E can be constructed as follows. Let F 〈X〉 be the free algebra of
countable rank on X = {x1, x2, . . .}. If I is the two-sided ideal of F 〈X〉 generated
by the set of polynomials {xixj + xjxi|i, j ≥ 1}, then E = F 〈X〉/I. If we write
ei = xi + I for i = 1, 2, . . . , then E has the following presentation:
E = 〈1, e1, e2, . . . |eiej = −ejei, for all i, j ≥ 1〉.
We say that the vector space V generated by X over F is the generating vector
space of E. Moreover, the set
B = {1, ei1 · · · eik |1 ≤ i1 < · · · < ik}
is a basis of E over F . Sometimes it is convenient to write E in the form E =
E0 ⊕ E1, where
E0 := span{1, ei1 · · · ei2k |1 ≤ i1 < · · · < i2k, k ≥ 0},
E1 := span{ei1 · · · ei2k+1 |1 ≤ i1 < · · · < i2k+1, k ≥ 0}.
It is easily verified that the decomposition E = E0⊕E1 is a Z2-grading of E called
the natural grading. Notice that E0 coincides with the center of E. We give a look
at the whole class of homogeneous Z2-grading of E. For more details we refer to
the work of Di Vincenzo and Da Silva ([8]).
For a homogeneous Z2-grading of E we mean any Z2-grading such that the
generating vector space V is a homogeneous subspace. This is equivalent to consider
a map
deg : V → Z2.
If w = ei1ei2 · · · ein ∈ E, then the set Supp(w) := {ei1 , ei2 , . . . , ein} is the support
of w and we define the Z2-grading of w by
deg(ei1ei2 · · · ein) = deg(ei1) + · · ·+ deg(ein).
If, for all ei ∈ B, one has deg(ei) = 1 ∈ Z2, then we obtain the natural Z2-grading
on E.
In this case, let E0 be the homogeneous component of Z2-degree 0 and let E
1
be the component of degree 1. As we said above, E0 = Z(E) is the center of
E and ab + ba = 0 for all a, b ∈ E1. This means that E satisfies the following
graded polynomial identities: [y1, y2], [y1, z1], z1z2 + z2z1. Now, let us consider
the Z2-gradings on E induced by the maps deg(·)k∗, deg(·)∞, and deg(·)k, defined
respectively by:
deg(ei)k∗ =
{
1 for i = 1, . . . , k
0 otherwise,
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deg(ei)∞ =
{
1 for i odd
0 otherwise,
deg(ei)k =
{
0 for i = 1, . . . , k
1 otherwise.
By [8], we have the following result.
Theorem 1. Let Y be a countable set of indeterminates of degree 0 and Z be a
countable set of indeterminates of degree 1 and put X = Y ∪ Z. Then:
(1) The TZ2-ideal of E graded by deg(·)∞ is generated by the polynomial
[x1, x2, x3].
(2) The TZ2-ideal of E graded by deg(·)k∗ is generated by the polynomials
[x1, x2, x3], z1z2 · · · zk+1.
(3) The TZ2-ideal of E graded by deg(·)k is generated by the polynomials
[x1, x2, x3], [y1, y2] · · · [yk−1, yk][yk+1, x] (if k is even),
[y1, y2] · · · [yk, yk+1] (if k is odd),
gk−l+2(z1, . . . , zk−l+2)[y1, y2] · · · [yl−1, yl] (if l ≤ k),
[gk−l+2(z1, . . . , zk−l+2), y1][y2, y3] · · · [yl−1, yl] (if l ≤ k, l is odd),
gk−l+2(z1, . . . , zk−l+2)[z, y1][y2, y3] · · · [yl−1, yl] (if l ≤ k, l is odd),
where the gm = gm(z1, . . . , zm) are some polynomials in the odd variables z1, . . . , zm.
Remark 2. We note that among the three Z2-gradings defined above, the Grass-
mann algebra satisfies a graded monomial identity only if its Z2-grading is induced
by deg(·)k∗ .
Remark 3. It is easily verified that a basis for the relatively free Z2-graded algebra
of E with the grading induced by deg(·)∞ is the following:
yi1yi2 · · · yinzj1 · · · zjm [xl1 , xl2 ] · · · [xl2s−1 , xl2s ],
where n ≥ 0, i1 ≤ · · · ≤ in, m ≥ 0, j1 ≤ · · · ≤ jm, s ≥ 0 and l1 < · · · < l2s.
On the other hand, a basis for the relatively free Z2-graded algebra of E with the
grading induced by deg(·)k∗ is the following:
yi1yi2 · · · yinzj1 · · · zjm [xl1 , xl2 ] · · · [xl2s−1 , xl2s ],
where n ≥ 0, i1 ≤ · · · ≤ in, 0 ≤ m ≤ k, j1 ≤ · · · ≤ jm, s ≥ 0 and l1 < · · · < l2s.
4. The graded Thorem of Lewin
We resume the work of Di Vincenzo and La Scala (see [7]) for the generalization
of the Theorem of Lewin (see [15]) in the graded case. In what follows the grading
group is supposed to be finite.
Let A, B be G-graded algebras and M be an A,B-bimodule, then it is possible
to consider the G-algebra
R =
(
A M
0 B
)
.
Let us call {xi}’s the generators of the relatively free graded algebra of A and B.
Then the following result holds.
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Proposition 4. Let A and B be GPI-algebras. If M contains a countable free
set {ui} of homogeneous elements such that deg(xi) = deg(ui) for any i ≥ 1, then
TG(R) = TG(A)TG(B).
We fix a map | · | : {1, 2, · · · , n} → G. Then | · | induces a grading on Mn(F ) by
setting |eij | = |j||i|
−1, for all matrix units eij . Indeed this is an elementary grading
defined by (|1|, . . . , |n|). If we assume A to be a matrix algebra, i.e., A ⊆ Mn(F ),
with an elementary G-grading, the authors introduce the notion of G-regularity. In
the case G is abelian, we have the following equivalence result.
Theorem 5. The G-algebra A is G-regular if and only if the map | · | is surjective
and all its fibers are equipotent.
Note that the G-regularity of A is verified when the order of G is exactly n and
the map | · | is bijective. This is the case, for instance, when we consider the Di
Vincenzo and Vasilovsky Zn-grading of Mn(F ) (see [6] and [20]). Moreover, for the
ordinary case, that is for G = {1G}, the algebra A is regular. We close the section
with the main result of [7].
Theorem 6. Let R be the G-graded block-triangular matrix algebra defined as
above, where A ⊆Mn(F ), B ⊆Mm(F ) are G-algebras and M is an A,B-bimodule.
If one between A and B is G-regular, then the TG-ideal TG(R) factorizes as: TG(R) =
TG(A)TG(B).
Corollary 7. Let
R =


A11 A12 . . . A1m
0 A22 . . . A2m
...
...
. . .
...
0 0 . . . Amm


be a G-graded subalgebra of some matrix algebra. Suppose that each Aii is a G-
regular G-graded subalgebra of some G-graded matrix algebraMdi(F ) and that Aij =
Mdi×dj (F ), for each i and j. Then
TG(R) = TG(A11)TG(A22) · · ·TG(Amm).
Proof. We prove the statement by induction on n. If n = 2, we are in the hypothesis
of Theorem 6 and we are done. Suppose the assertion true for m− 1, where m ≥ 3.
We consider
A =


A11 A12 . . . A1m−1
0 A22 . . . A2m−1
...
. . .
...
0 . . . . . . Am−1m−1

 ,
then
R =
(
A M
0 Amm
)
.
Due to the fact that R is a G-algebra, we have A is a G-algebra too. Now we are
again in the hypothesis of Theorem 6 and the proof follows. 
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5. A model for the relatively free graded algebra of
block-triangular matrices
In this section we construct a model for the relatively free graded algebra of
UT (d1, . . . , dm;A), where A is a GPI-algebra. We recall that in the finite dimen-
sional case there is a standard way to construct such a model. For more details we
refer to the book of Rowen [18].
Let A be a PI G-algebra over a field F . If d1, d2, . . . , dm are positive integers, we
denote by UT (d1, . . . , dm;A) the subalgebra of the matrix algebra Md1+···+dm(A)
consisting of matrices of the type


A11 A12 . . . A1m
0 A22 . . . A2m
...
...
. . .
...
0 0 . . . Amm

 ,
where Aij ∈ Mdi×dj(A) for each i, j. One such algebra is called the algebra of
block-triangular matrices of size d1, . . . , dm over A. In what follows we are going
to construct a model for the relatively free graded algebra of UT (d1, . . . , dm;A),
where A is any GPI-algebra.
We shall use the following notation: if f(x1, . . . , xn) is a graded polynomial of
F 〈X |G〉, we shall indicate by x the string of the homogeneous indeterminates ap-
pearing in f , i.e., x = (x1, . . . , xn), and we shall write f(x) instead of f(x1, . . . , xn).
Moreover, if we are dealing with any graded substitution of the type x
deg(x1)
1 7→
a
deg (x1)
1 , we shall indicate the valuation of f by f(a).
The model is based on the following construction. For each k ∈ N and g ∈ G,
we define the matrix ξ
(g)
k ∈ UT (d1, . . . , dm;UG(A)) by
ξ
(g)
k =


B
(g)
d1×d1,k
B
(g)
d1×d2,k
· · · B
(g)
d1×dm,k
0 B
(g)
d2×d2,k
· · · B
(g)
d2×dm,k
...
...
. . .
...
0 0 · · · B
(g)
dm×dm,k


Here, eachB
(g)
dr×ds,k
is a dr×ds matrix whose entry (i, j) is x
(g)
ij,k+TG(A) ∈ UG(A),
with d1+ · · ·+dr−1+1 ≤ i ≤ d1+ · · ·+dr and d1+ · · ·+ds−1+1 ≤ j ≤ d1+ · · ·+ds.
We denote by U(d1, . . . , dm;A) the subalgebra of UT (d1, . . . , dm;UG(A)), gen-
erated by the matrices ξ
(g)
k , k ∈ N, g ∈ G, defined above (we omit an index G in
order to simplify the notation).
Lemma 8. The algebra U(d1, . . . , dm;A) is a generic model for the relatively free
graded algebra of UT (d1, . . . , dm;A), i.e.,
U(d1, . . . , dm;A) ∼=
F 〈X |G〉
TG(UT (d1, . . . , dm;A))
.
Proof. Let X =
⋃
g∈GX
g, where the union is disjoint and each Xg is a countable
set of homogeneous indeterminates. Define the homomorphism
ϕ : F 〈X |G〉 −→ U(d1, . . . , dm;A)
x
(g)
k 7→ ξ
(g)
k .
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Of course ϕ is a graded homomorphism onto U(d1, . . . , dm;A). We shall show
kerϕ = TG(UT (d1, . . . , dm;A)).
First, observe that kerϕ ⊆ TG(UT (d1, . . . , dm;A)). Indeed, if f = f(x) ∈ kerϕ,
then ϕ(f) = f(ξ) = 0. Since UG(A) is the relatively free algebra of A, we have
that for any {a
(g)
ij,k} ⊆ A, there exists a graded homomorphism UG(A) −→ A, such
that x
(g)
ij + TG(A) 7→ a
(g)
ij,k. Since f(ξ) = 0 in U(d1, . . . , dm;A), the image of any
entry of the matrix f(ξ) under any homomorphisms UG(A) −→ A is zero. Then
f ∈ TG(UT (d1, . . . , dm;A)).
In order to show the reverse inclusion, we take f(x) ∈ F 〈X |G〉 a graded poly-
nomial identity for UT (d1, . . . , dm;A) and we consider the matrix M = f(ξ).
Each entry (r, s) of M has the form mrs(x
(g)
ij,k) + TG(A), for some polynomials
mrs ∈ F 〈X |G〉, with 1 ≤ r, s ≤ d1 + · · · + dm. We claim that M = 0. Indeed,
since f(u) = 0, for any u ∈ UT (d1, . . . , dm;A), we have that mrs(a
(g)
ij,k) = 0, for
any a
(g)
ij,k ∈ A and this shows that mrs ∈ TG(A), for any r and s, and hence M = 0,
which concludes the lemma. 
Remark 9. Notice that the above construction is still valid if we consider algebras
over arbitrary fields.
Now we present some applications of the above construction. In particular, we
are interested in studying the “factoring” property of T-ideals.
Lemma 10. Let A and B be GPI-algebras such that TG(A) = TG(B). Then
TG(UT (d1, . . . , dm;A)) = TG(UT (d1, . . . , dm;B)).
As a consequence, for n ∈ N, we have TG(Mn(A)) = TG(Mn(B)).
Proof. Let ξ
(g)
k be the generators of U(d1, . . . , dm;A) as in the previous theorem,
and ηk be the generators of U(d1, . . . , dm;B). Let
f(x) ∈ TG(UT (d1, . . . , dm;A)),
then we claim that f ∈ TG(UT (d1, . . . , dm;B)). Letmrs(x
(g)
ij,k+TG(A)) be the entry
(r, s) of the matrix f(ξ), where mrs are polynomials in the variables x
(g)
ij,k. Since
f ∈ TG(UT (d1, . . . , dn)), by Lemma 8 we have f(ξ) = 0, then mrs(x
(g)
ij,k+TG(A)) =
0, i.e., mrs ∈ TG(A) = TG(B). Hence, mrs(x
(g)
ij,k + TG(B)) = 0, for every (r, s).
Then we have f(η) = (mrs(x
(g)
ij,k + TG(B))) = 0, and f ∈ TG(UT (d1, . . . , dm;B)).
The other inclusion is analogous. 
Theorem 11. Let G be a finite abelian group and A be a GPI-algebra such that
TG(A) = TG(Mn(F )), where Mn(F ) is G-regular. Then for any set of positive
integers {d1, . . . , dm}, we have
TG(UT (d1, . . . , dm;A)) = TG(Md1(A))TG(Md2(A)) · · ·TG(Mdm(A)).
Proof. If TG(A) = TG(Mn(F )), by Lemma 8 we have
TG(UT (d1, . . . , dm;A)) = TG(UT (d1, . . . , dm;Mn(F ))).
In light of the fact that Mn(F ) is G-regular, the grading is induced by the n-tuple
g = (g1, . . . , gn). The n-tuple g gives rise to the map | · | : {1, . . . , n} → G such that
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its fibers are equipotent. It is easy to see that Mk(Mn(F )) is G-graded isomorphic
to Mnk(F ), for any k, where the G-grading is induced by the kn-tuple
g′ = (g1, . . . , gn, g1, . . . , gn, . . . , g1, . . . , gn).
Hence
TG(UT (d1, . . . , dm;Mn(F ))) = TG(UT (nd1, . . . , ndm;F ))).
Since each of the Mndi(F )’s is G-regular, it follows by Corollary 7 that the right-
hand side of the above equation is equal to
TG(Mnd1(F )) · · · T (Mndm(F )).
By Lemma 10, for each i, we have
TG(Mndi(F )) = TG(Mdi(Mn(F ))) = TG(Mdi(A)),
and the result follows.

6. The factoring property
In this section we shall use the model we constructed in the previous section
in order to obtain a “factoring” theorem for block-triangular matrices with entries
from a G-graded algebra A, whose relatively free graded algebra has a partially
multiplicative basis. As a consequence, we show that the Grassmann algebra E,
when Z2-graded by the grading inherited by the natural Z2-grading of E, has the
factoring property.
Let A be a GPI-algebra and consider the automorphism ϕ of UG(A) defined by
ϕ(x
(g)
ij,k) = x
(g)
i+1j+1,k, where the sum on the indexes is taken modulo n. Roughly
speaking, we consider the automorphism of UG(A), which sends each entry (i, j) of
a generic matrix to the next variable in its diagonal.
The next lemma shows how the entries of the elements of U(n;A) behave with
respect to this automorphism.
Lemma 12. Let A be a GPI-algebra and M = (mij) ∈ U(n;A). Then, for each i
and j, we have ϕ(mij) = mi+1j+1.
Proof. We use the same notations of Lemma 8. It is enough to prove the lemma
for monomials and we do it by induction on the degree of such monomials. We
consider the monomial f = f(B1, . . . , Br), where the Bt’s are the generic matrices
in U(n;A). If f has degree one, then f is a scalar multiple of one of such generic
matrices and the result holds. Suppose the result is true for monomials of degree
strictly less than m. If f has degreem, we write f = gBk, where g has degree m−1
and g = g(B1, . . . , Br) = (pij). If Bk = (x
(g)
ij,k), we have f =
(∑n
t=1 pitx
(g)
tj,k
)
. The
(i, j) entry of f is
∑n
t=1 pitx
(g)
tj,k. Hence ϕ(
∑n
t=1 pitx
(g)
tj,k) =
∑n
t=1 ϕ(pit)ϕ(x
(k)
tj ) =∑n
t=1 pi+1t+1x
(g)
t+1j+1,k that is the (i+ 1, j + 1) entry of f , and we are done. 
As a consequence, the next result shows that in order to verify whether the
elements of UG(n;A) are linearly independent, it is enough to verify the linear
independence of their k-th columns.
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Corollary 13. Let A be a GPI-algebra, UG(n;A) be the graded generic algebra of
Mn(A) and {f1, . . . fn} ⊆ UG(n;A). If f
k
i is the k-th column of fi then the set of
column vectors with entries from UG(A), {f
k
1 , . . . , f
k
n} is linearly independent over
F if and only if {f1, . . . fn} is linearly independent over F .
Remark 14. With the above notations, one can see that for each k, the map
pik :
n∑
i,j=1
aijeij 7→
n∑
i=1
aikeik
is an injective map from UG(n;A) into Mn(UG(A)).
Before stating our main theorem, we introduce the concept of partially multi-
plicative basis.
Definition 15. If A is a GPI-algebra, we say that the basis B of UG(A) is partially
multiplicative, if for any S1, S2 ⊆ B such that the elements of S1 and the elements
of S2 are polynomials in disjoint sets of graded variables, the set S1S2 = {s1s2 | s1 ∈
S1, s2 ∈ S2} is linearly independent over F .
Theorem 16. Let A be a GPI-algebra, graded by a group G such that Supp(A) = G.
Suppose that its relatively free graded algebra, UG(A), has a partially multiplicative
basis. If d1, . . . , dm are positive integers, then
TG(UT (d1, . . . , dm;A)) = TG(Md1(A)) · · · TG(Mdm(A)).
Proof. We prove the theorem by induction on m. If m = 1 the result is obvious.
Suppose the assertion true for m− 1, where m > 1. We use the same notation of
the proof of Lemma 8. By Lemma 8 we have
TG(UT (d1, . . . , dm;A)) = TG(U(d1, . . . , dm;A)).
The algebra U(d1, . . . , dm;A) is generated by the matrices
ξ
(g)
k =


B
(g)
d1×d1,k
B
(g)
d1×d2,k
· · · B
(g)
d1×dm,k
0 B
(g)
d2×d2,k
· · · B
(g)
d2×dm,k
...
...
. . .
...
0 0 · · · B
(g)
dm×dm,k

 , k ≥ 1,
where g ranges over G. We consider now the algebra C generated by the matrices
ω
(g)
k =


B
(g)
d1×d1,k
B
(g)
d1×d2,k
· · · B
(g)
d1×dm−1,k
0 B
(g)
d2×d2,k
· · · B
(g)
d2×dm−1,k
...
...
. . .
...
0 0 · · · B
(g)
dm−1×dm−1,k

 , k ≥ 1,
and the algebra B generated by the matrices η
(g)
k = B
(g)
dm×dm,k
, for k ≥ 1 and g ∈ G.
We recall that by Lemma 8, the algebra C is a relatively free G-graded algebra
of UT (d1, . . . , dm−1;A) freely generated by the matrices ω
(g)
k and B is a relatively
free algebra of Mdm(A), freely generated by the matrices η
(g)
k .
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Let d = d1 + · · · + dm−1, and let M be the (C,B)-bimodule generated by the
d× dm matrices
µ
(g)
k =


B
(g)
d1×dm,k
B
(g)
d2×dm,k
...
B
(g)
dm−1×dm,k

 , k ≥ 1,
with action given by the usual product of matrices.
By Proposition 4 (the graded theorem of Lewin), if M is freely generated by the
µ
(g)
k , we have
TG(U(d1, . . . , dm;A)) = TG(U(d1, . . . , dm−1;A))TG(U(dm;A))
and the proof follows by induction.
Due to the fact that Supp(A) = G, we have that the µ
(g)
k ’s are non-zero. In order
to show that the bimoduleM is freely generated by the µ
(g)
k , we take {µ1, . . . , µm} a
finite subset of {µ
(g)
k }, and we suppose {f1, . . . , fn} ⊆ B to be a linearly independent
set over F and {hij} ⊆ C. We need to show that if
∑n
i=1
∑m
j=1 hijµjfi = 0, then
each hij is zero in C. We have
∑m
j=1 (
∑n
i=1 hijµjfi) = 0, and each µj depends on
disjoint sets of variables. Then for each j ∈ {1, . . . ,m},
∑n
i=1 hijµjfi depends on
a different set of variables. Hence, if
∑n
i=1(
∑m
j=1 hijµjfi) = 0, we also have that∑n
i=1 hijµjfi = 0, for each j, then it is enough to prove the assertion for only one of
the µj , say µ, i.e., we need to prove that if {f1, . . . , fn} ⊆ B is linearly independent
over F and {h1, . . . , hn} ⊆ C is such that
∑n
i=1 hiµfi = 0, then each hi is zero.
We put d = d1 + · · ·+ dm−1 and rename the variables x
(g)
ij,k, 1 ≤ i ≤ d, d+ 1 ≤
j ≤ d + dm from µ
(g)
k by y
(g)
ij,k, 1 ≤ i ≤ d, 1 ≤ j ≤ dm and the variables x
(g)
ij,k,
d+ 1 ≤ i, j ≤ d+ dm from η
(g)
k by z
(g)
ij,k, 1 ≤ i, j ≤ dm.
For each t, ht = ht(ω
(g1)
1 , . . . , ω
(gt)
kt
) is a matrix of the form (hrs,t), where each
hrs,t = hrs,t(x
(g)
ij,k) is a polynomial in the variables x
(g)
ij,k, for 1 ≤ i, j ≤ d and k ≥ 1.
The matrix µ has the form (ypq), 1 ≤ p ≤ d and 1 ≤ q ≤ dm.
With this notation, multiplying matrices we have
htµ =
(
d∑
l=1
hrl,tyls
)
1≤r≤d, 1≤s≤dm
.
If ft = ft(η
(g1)
1 , . . . , η
(gt)
nt ), we can write it as a matrix of the form (fpq,t), where
fpq,t is a polynomial in the variables z
(g)
ij,k, 1 ≤ i, j ≤ dm and k ≥ 1. Then for each
t, we have
htµft =
(
dm∑
k=1
d∑
l=1
hrl,tylkfks,t
)
1≤r≤d, 1≤s≤dm
.
If
∑n
t=1 htµft = 0, we obtain
0 =
n∑
t=1
htµft =
(
n∑
t=1
dm∑
k=1
d∑
l=1
hrl,tylkfks,t
)
1≤r≤d, 1≤s≤dm
.
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Hence each entry of the above matrix is zero, i.e., for 1 ≤ r ≤ d and 1 ≤ s ≤ dm,
n∑
t=1
dm∑
k=1
d∑
l=1
hrl,tylkfks,t = 0.
Since the polynomials hlr,t depend only on the variables x’s, and the polynomials
fks,t depend only on the variables z’s, comparing the degree of the variables ykl in
the above sum, we have that for each k and l
n∑
t=1
hrl,tylkfks,t = 0.
For r = s = l = 1 we have the system of equations
n∑
t=1
h11,ty1sfs1,t = 0 1 ≤ s ≤ d.
Since {f1, . . . , fn} is linearly independent over F , Corollary 13 implies that the
set 



f11,t
...
fd1,t

 , 1 ≤ t ≤ n

 ⊆Md×1(UG(A))
is also linearly independent over F .
For each t ∈ {1, . . . , n}, and s ∈ {1, . . . , d} write
fs1,t =
m∑
i=1
α
(i)
s1,tbi and
h11,t =
r∑
j=1
β
(j)
t cj ,
where bi and cj are elements of a partially multiplicative basis of UG(A). Since
the f ′s and the h′s depend on disjoint sets of variables, the set {cjy1sbi, | i, j} is
linearly independent in UG(A).
This means that in the above system of equations, we have
n∑
t=1
r∑
j=1
m∑
i=1
α
(i)
s1,tβ
(j)
t cjy1sbi = 0, 1 ≤ s ≤ d,
that is equivalent to
r∑
j=1
m∑
i=1
(
n∑
t=1
α
(i)
s1,tβ
(j)
t
)
cjy1sbi = 0, 1 ≤ s ≤ d.
Since the set {cjy1sbi} is linearly independent over F , the above system is equiv-
alent to
(1)
n∑
t=1
α
(i)
s1,tβ
(j)
t = 0 for each 1 ≤ s ≤ d, 1 ≤ i ≤ m, 1 ≤ j ≤ r.
It is enough to prove that the only solution of the above system is β
(j)
t = 0, for
1 ≤ t ≤ n and 1 ≤ j ≤ r.
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Fix 1 ≤ j ≤ m; since the set



f11,t
...
fd1,t

 , 1 ≤ t ≤ n

 ⊆Md×1(UG(A))
is linearly independent over F ,
n∑
t=1
β
(j)
t


f11,t
...
fd1,t

 = 0
if and only if β
(j)
t = 0 for every t. We show now that the above equation is equivalent
to the system of equations (1).
Substituting the expressions for the fs1,t, the above equation is equivalent to

β
(j)
1 (α
(1)
11,1b1 + · · ·+ α
(m)
11,1bm) + · · ·+ β
(j)
n (α
(1)
11,nb1 + · · ·+ α
(m)
11,nbm)
β
(j)
1 (α
(1)
21,1b1 + · · ·+ α
(m)
21,1bm) + · · ·+ β
(j)
n (α
(1)
21,1b1 + · · ·+ α
(m)
21,1bm)
...
β
(j)
1 (α
(1)
d1,1b1 + · · ·+ α
(m)
d1,1bm) + · · ·+ β
(j)
n (α
(1)
d1,1b1 + · · ·+ α
(m)
d1,1bm)

 = 0.
Factoring the bi, we obtain

(β
(j)
1 α
(1)
11,1 + · · ·+ β
(j)
n α
(1)
11,n)b1 + · · ·+ (β
(j)
1 α
(m)
11,1 + · · ·+ β
(j)
n α
(m)
11,n)bm
(β
(j)
1 α
(1)
21,1 + · · ·+ β
(j)
n α
(1)
21,n)b1 + · · ·+ (β
(j)
1 α
(m)
21,1 + · · ·+ β
(j)
n α
(m)
21,n)bm
...
(β
(j)
1 α
(1)
d1,1 + · · ·+ β
(j)
n α
(1)
d1,n)b1 + · · ·+ (β
(j)
1 α
(m)
d1,1 + · · ·+ β
(j)
n α
(m)
d1,n)bm

 = 0.
Due to the fact that the bi are linearly independent over F , we conclude that
n∑
t=1
β
(j)
t α
(i)
s1,t = 0, for each 1 ≤ s ≤ d, 1 ≤ i ≤ m, 1 ≤ j ≤ r
that is exactly the system of equations (1), i.e., we have shown that the only solution
to the system (1) is the trivial one. As a consequence, we have that h11,t = 0, for
every 1 ≤ t ≤ n.
Similar calculations show that hpq,t = 0, for every 1 ≤ p, q ≤ d and 1 ≤ t ≤ n,
which concludes the proof of the theorem. 
7. Conclusions
We observe that the model we presented in this paper transfers the informa-
tion regarding the graded identities of a graded algebra A into the ideal of graded
polynomial identities of a block-triangular matrix UT (d1, . . . , dm;A). We may ob-
serve that the map deg(·)∞ induces a grading over E such that its relatively free
Z2-graded algebra has a partially multiplicative basis. We can state the following.
Theorem 17. Let E be the Grassmann algebra endowed with the Z2-grading in-
duced by the map deg(·)∞. If d1, . . . , dm are positive integers, then
TZ2(UT (d1, . . . , dm;E)) = TZ2(Md1(E)) · · ·TZ2(Mdm(E)).
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As we already noted in Remark 2, the only homogeneous Z2-grading over E that
gives rise to a monomial identity is the one induced by the map deg(·)k∗ . Indeed,
the relatively free Z2-graded algebra does not have a partially multiplicative basis.
In fact, the Theorems 16 and 17 cannot be generalized. We have the following.
Proposition 18. Let R be the Z2-graded algebra
R :=
(
E E
0 E
)
,
where the Z2-grading is induced by that of E. If E is graded by deg(·)k∗ , then
TZ2(E)TZ2(E)  TZ2(R).
Proof. It is easy to see that z1 · · · zk+1 is a graded identity of R but it is clearly not
a consequence of the product TZ2(E)TZ2(E) because TZ2(E) contains the identity
z1 · · · zk+1 (see Theorem 1). 
It is well known that the (ungraded) Grassmann algebra, E, has a partially mul-
tiplicative basis for its relatively free-graded algebra. As a consequence, Theorem
16 gives that UT (d1, . . . , dm;E) has the factoring property for its T-ideal.
A natural question arises: “what are the PI-algebras such that their relatively
free algebras do not have a partially multiplicative basis?”
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