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ABSTRACT 
The oil sands industry in Canada routinely uses soil-vegetation-atmosphere-transfer (SVAT) 
models, calibrated against short-term (<~10 years) field monitoring data to generate a single set 
of optimized soil hydraulic parameters.  These calibrated SVAT models are then used to evaluate 
long-term reclamation cover performance based on long-term (~60 years) historical climate data. 
This approach attempts to characterize variability in the long-term water balance of these covers 
using historical climate variability but does not incorporate the potential variability associated 
with soil hydraulic parameters.  In addition, little attention has been given to date on the 
variability that might be associated with future climate change.  
The focus of this research was on the long-term water balance of reclamation covers used in 
the oil sands industry.  The objectives of this research were to: (1) quantify parameter variability 
in the modelling of water balance; (2) characterize the impact that future projected climate 
change will have on the water balance; and (3) evaluate methods of downscaling global climate 
change projections to regional (local) scales to evaluate changes in future water balances.   
Parameter variability was characterized through Inverse Modelling (IM) of soil hydraulic 
parameters for 12 soil cover designs, replicated in triplicate, at Syncrude Canada Ltd’s Aurora 
North mine site.  Global scale climate change projections were downscaled (using LARS-WG) 
from Coupled Model Intercomparison Project Phase 5 (CMIP5) for the baseline and future 
periods at Fort McMurray Airport Station, while regional scale climate projections were 
generated for the 4km grid covering the Fort McMurray Airport station using the Weather 
Research and Forecasting (WRF) model.  
The key findings include the following: (1) variability in the simulated actual 
evapotranspiration (AET) is controlled primarily by climate variability, while variability in the 
simulated net percolation (NP) is controlled equally by parameter and climate variability; (2)  
future AET and NP will increase relative to the historical baseline period regardless of the 
climate change projection,  time period, or cover soil profile; and (3) relative increases in the 
future AET and NP from WRF are not significantly different from LARS-WG.  
Overall, the findings highlight that the relative increase in future NP is significantly higher 
than that for AET, particularly for the reclamation covers.  Increases in the NP rates are likely to 
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result in accelerated flushing of constituents contained within the mine waste but will also create 
larger water yields to surface waterbodies and downstream receptors. Here the water yield 
represents the total release of water from the covers that includes NP and runoff. These changes 
should be taken into account in the design of reclamation covers at oil sands mine sites.  
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 - INTRODUCTION 
1.1 Background 
Soil-vegetation-atmosphere-transfer (SVAT) models are routinely used in the mining 
industry to characterize the water balance for reclamation soil covers placed over mine waste. 
Conventional practice in the oil sands industry has been to calibrate SVAT models against 
short-term (e.g. 5-10 years) reclamation cover monitoring data and then to use these models 
to simulate expected cover performance over long-term (e.g. 60 years) historical climate 
cycles (Huang et al. 2015a). In this manner, optimal reclamation cover designs can be 
developed for various types of oil sands mine waste and targeted end land use.   
Conventional practice has been to develop an optimized parameter set based on one or 
two soil cover monitoring locations for each landform or alternative cover design prototype.  
Generally, this approach involves obtaining a single set of parameters that best simulates all 
the years monitored. However, the development of only a single ‘best’ set of calibrated 
(optimized) parameters has limitations and possibly missed opportunities to more fully 
understand the controls and sources of uncertainty in cover performance. First, in most 
methods of calibration to date, the uncertainty associated with the calibrated material 
(hydraulic) parameters is not quantified. Without this quantification, it is difficult to evaluate 
how this uncertainty will be expressed when predicting long-term cover performance. This 
uncertainty is likely to be accentuated by other uncertainties, especially those associated with 
climate variability as well as future climate change. Both parameter and climate variability 
lead to uncertainty in the predictions of water balance components.  
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The changes in the climate are currently characterized by General Circulation Models 
(GCM) and Representative Concentration Pathways (RCP) as well as downscaled 
(local/regional) projections for application to site-specific simulations.      
Another constraint of the conventional optimization approach is the model’s inability to 
differentiate and quantify variability associated with heterogeneity (i.e. spatial variability) 
versus temporal variability in cover properties. This constraint could be addressed if 
parameter variability was quantified for multiple monitoring sites over several years, enabling 
researchers to interpret and characterize sources of this variability. For example, pinpointing 
parameter differences between sites could help in the assessment of spatial variability, while 
doing the same for differences over time could help in the assessment of temporal variability.  
Temporal variability has been measured for oil sands reclamation covers using field 
testing; however, spatial variability is also expected to occur as a result of material 
heterogeneity, cover construction/placement conditions, topography, or vegetation 
development.  For example, the evolution of a key soil property (saturated hydraulic 
conductivity, Ks) was observed on the reclamation covers at South Bison Hill (SBH) of 
Mildred Lake Mine in northern Alberta, Canada (Meiers et al., 2011; Huang et al., 2016).  
This temporal variability was thought to be due to changes in density and pore-size 
distribution (e.g. formation of macropores) as a result of freeze/thaw or wet/dry cycles and 
vegetation establishment. Longer-term temporal variability may also occur due to climate 
change (i.e. changes in average annual precipitation and evaporation) (Huntington, 2006), 
which could potentially affect the long-term performance of oil sands reclamation covers. 
The central issue in long-term reclamation cover performance, then, is that spatial and 
temporal variability (i.e. variability in model parameters) has not been routinely quantified in 
the calibration of the SVAT models or applied in the evaluation of long-term cover 
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performance. Before being used, SVAT models should be calibrated using the best possible 
optimization technique. One such technique used over the years is inverse modelling (IM). 
Optimization is a method of searching for model parameters that minimize the discrepancy 
between the observed and estimated data. IM is a mathematical approach that estimates the 
causes (e.g. model parameters) iteratively using a system’s measured effects (e.g. water 
content or pressure head) during a historical period (Hopmans et al. 2002). Although several 
IM methods have been developed in recent years, they have not been applied to the SVAT 
models in oil sands mine industry.  
1.2 Problem statement 
The various sources of spatial and temporal variability make it challenging to calibrate a 
SVAT model using monitoring data sets, which are of limited spatial and temporal extent. It 
is particularly difficult to calibrate models for newly constructed oil sands reclamation 
covers, which are still rapidly evolving due to weathering (e.g. freeze/thaw, wet/dry cycling) 
and in which vegetation is still becoming established.  Spatial variability is unavoidable due 
to differences in material placement conditions (compaction, texture, and cover thickness) 
and material heterogeneity (texture or constituent content). Where possible, it is of value to 
quantify this variability and incorporate this variability in SVAT modelling.  
The potential impacts of climate change make the evaluation of long-term cover 
performance more challenging as the future water balance components are expected to 
changes relative to those that might occur within the baseline (historical) time period. The 
simulation of future water balance components is associated with uncertainties due to the 
choice of climate models, emission scenarios, time periods, and downscaling methods. 
Without the quantification of these uncertainties, a reliable evaluation of long-term future 
water balance components is not attainable.  
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1.3 Research objectives  
The overall goal of this research was to develop methods for evaluating spatial and 
temporal variability in hydraulic parameters affecting the hydrologic performance of oil 
sands reclamation covers and to incorporate variability in SVAT models to evaluate 
performance of these covers over the long-term.  
The specific objectives were. 
 (1) To quantify parameter variability in the modelling of water balance for oil 
sands reclamation covers by obtaining optimized parameter sets for the cover 
materials based on independent soil monitoring locations (spatial variability) and for 
different time series (temporal variability), using the combination of the SVAT 
modelling packages and inverse modelling techniques; 
(2) To characterize the impact that future projected climate change will have on 
the water balance of oil sands reclamation covers; and 
(3) To evaluate methods of downscaling global climate change projections to 
regional (local) scales to evaluate changes in future water balances. 
1.4 Thesis structure 
Chapter 2 presents a literature review that develops the literature context and theoretical 
background necessary for understanding the research presented in this thesis. 
The next three chapter contain unaltered copies of three manuscripts that have been 
published or submitted for publication.  A preface to each of these chapters helps to connect 
the specific focus of the paper to the overall thesis objective and also defines the contribution 
of the PhD candidate to the paper development.   All three papers have been published and 
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only minor modifications have been made to these papers for the editorial purposes as 
suggested by the examining committee.  
The first manuscript, “Characterizing uncertainty in the hydraulic parameters of oil sands 
mine reclamation covers and its influence on water balance predictions”, has been published 
in the Hydrology and Earth System Sciences (Alam et al., 2020). This study demonstrates 
how to use inverse modelling to obtain optimized soil hydraulic parameters for 155 water 
balance models, while a set of 155 optimized parameters was used to provide the statistical 
distributions for spatial and temporal variability of the soil hydraulic parameters. Since 
temporal variability was insignificant, a Latin hypercube sampling technique was used to 
fully characterize the spatial variability of soil hydraulic parameters.  
The second manuscript, “The impact of climate change on the water balance of oil sands 
reclamation covers and natural soil profiles”, has been published in the Journal of 
Hydrometeorology (Alam et al., 2018). This study demonstrated how to couple GCM outputs 
and a physically-based water balance model (HYDRUS-1D) through the downscaling 
methods to evaluate the long-term performances of oil sands mine reclamation covers under 
climate change as compared to the performances of pre-mining forest sites. 
The final manuscript, “The application of statistical and dynamical downscaling to assess 
climate change impacts on mine reclamation cover water balances”, has been published in the 
Journal of Mine Water and the Environment. This chapter extends the analyses presented in 
the second manuscript  to explore the impacts of climate change projections obtained from a 
high-resolution regional climate model (RCM), with an aim to compare the relative impacts 
between the statistical and dynamical downscaling methods in characterizing future water 
balance components of the reclamation covers.  
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Chapter 6 provides a summary of the overall results of the research and recommendations 
for future research at Syncrude Canada Ltd’s mining sites. 
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 - LITERATURE REVIEW 
This section reviews and synthesizes the key literature associated with the following 
topics: SVAT modelling of mine reclamation covers; the use of inverse modelling to 
characterize the hydraulic parameters associated with SVAT models including the impact that 
parameter variability has on modelling outcomes; and the methods currently used to 
characterize future changes in the global climate and to downscale these predictions to a 
regional scale.   
2.1 Soil-vegetation-atmosphere-transfer (SVAT) models 
Soil-Vegetation-Atmosphere Transfer (SVAT) models are used to represent the effects of 
physiological properties of vegetation in terms of leaf area index (LAI) and stomatal 
conductance on water and energy balance (Arora 2002) in the soil-vegetation-atmosphere 
continuum. The main purpose of using SVAT models is to quantify the components of the 
water balance (Demarty et al. 2004; Olioso et al. 2005). According to the level of complexity, 
SVAT models can be classified into three categories: (a) single-layer, (b) two-layer, and (c) 
multi-layer models. The simple single-layer model explicitly describes the overall exchange 
between the soil-vegetation system and the atmosphere, such as evapotranspiration, without 
incorporating processes that occur inside the canopy (Courault et al. 1996; Soer 1980). A 
two-layer model with intermediate complexity simulates the transpiration from the vegetation 
layer and evaporation from the soil surface separately, whereas complex multi-layer models 
describe the microclimate inside the canopy and/or soil profiles (Braud et al. 1995; Bruckler 
and Witono 1989; Meyers and Paw U 1987).  
SVAT models can also be categorized according to whether they are standalone (i.e. 
when decoupled from an atmospheric model) or coupled (i.e. when coupled with an 
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atmospheric model). Some of these standalone or coupled models are used to simulate the 
surface-energy balance and the soil water balance in the unsaturated zone. Many of these 
SVAT models (e.g. sowatet, HYDRUS, unsat2, leachcm, swat, micro-weather, cupid, 
enwatbal, unsat2e, isba, isba-ags, stics, rzwqm) used for the unsaturated zone are listed in 
Bastiaanssen et al. (2007). Among these SVAT models the physically-based SVAT models 
(e.g. HYDRUS) can describe highly non-linear processes and interactions in the unsaturated 
soil, which were considered in this research.   
The standalone SVAT models simulate the main hydrological processes in the soil profile 
(Facchi et al. 2004), they are unable to represent the interactions of the water fluxes with the 
vegetation growth and atmospheric changes although these interactions can be extremely 
important (Casanova and Judge 2008). Standalone SVAT are sometimes used to study 
evapotranspiration, but coupled models are also common, especially a SVAT model coupled 
with an atmospheric model (e.g. Boegh et al. 2004). These SVAT models are also coupled 
with root water uptake models (Feddes et al. 1974; Simunek et al. 2013) to represent 
interaction between the water fluxes in the soil and vegetation.        
Two commonly used commercial models that are based on Richard’s equation are the 
SVAT models SEEP/W (GEO-SLOPE 2020) and HYDRUS-1D (Simunek et al. 2013).  
HYDRUS-1D has been widely used to simulate water balance in the unsaturated soil profiles 
and, particularly, to determine the key water balance components (including 
evapotranspiration and net percolation) of cover system designs (Huang et al. 2011b, 2015a). 
The application of SEEP/W has been evaluated using the work of Huang et al. (2015a).  
HYDRUS-1D was chosen for use in this research because of its capability to undertake 
inverse modelling to estimate key hydraulic parameters and for its previous utilization at a 
number of the study sites.  For example, Huang et al. (2011b, 2015a) used HYDRUS-1D to 
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obtain soil hydraulic parameters from inverse modelling of 5-10 years of soil monitoring data 
after which the calibrated HYDRUS-1D model was used to estimate the long-term (~60 
years) water balance.  
SVAT models based on the solution of Richard’s equation can also incorporate vapour 
diffusion using Fick’s Law.  The calculation of vapour diffusion requires an understanding of 
the temperature profile across the soil profile; however, if the dominant water transfer 
mechanism is assumed to be liquid water flow and transpiration, then simpler isothermal 
models are often used.  
Most SVAT models require potential evapotranspiration (PET) as an input to the model 
in order for it to be partitioned to potential transpiration (PT) or potential evaporation (PE).  
The PET can be calculated from a wide variety of methods linked to site specific climatic 
data such as air temperature, relative humidity, and windspeed.  The partitioning to PT and 
PE is based on a description of the vegetation cover using the Leaf Area Index (LAI). The 
actual evaporation (AE) from the ground surface is calculated from the PE and some limiting 
water stress (i.e. suction) at the top of the soil profile. Actual transpiration (AT) is calculated 
by distributing PT over a prescribed rooting zone where root uptake is limited by water stress, 
as calculated by a root water uptake model (Kool et al. 2014; Simunek et al. 2013; Soylu et 
al. 2014; Pereira et al. 2015; Feddes et al. 1974).  
2.2 Methods for estimating soil hydraulic properties  
 Representative soil hydraulic properties are often determined using laboratory tests or 
field experiments. However, both these methods have limitations.  Laboratory measurements 
often inadequately represent field scale soil hydraulic properties because of sample 
disturbances and scaling effects (Hopmans et al. 2002). Field methods are more reliable, but 
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measurements are more time consuming and complicated due to the use of classical steady-
state methods than the transient methods (Simunek et al. 2012), hence it is not feasible for the 
soil profiles with variable initial and boundary conditions.  
2.2.1 Model optimization using inverse modelling  
Researchers have attempted to overcome the limitations of laboratory and field 
experiments by developing better methods for measuring soil hydraulic properties. These 
improved methods involve optimizing model parameters through a search for the best 
parameter set that minimizes the discrepancy between the simulated and observed data.  
A widely-used optimization method referred to as “inverse modelling (IM)” is a 
mathematical approach that estimates unknown causes (i.e. model parameters) iteratively 
using the observed effects (e.g. water content or pressure head) of a system during a historical 
period (Hopmans et al. 2002). The IM estimates soil hydraulic functions, θ(ψ) and K(ψ) 
through simulation of easily monitored parameters (e.g. water content or pressure heads). 
Since IM estimates the soil hydraulic properties from iterative solutions of the governing 
equation, this method has heavy computational demands. However, IM has the advantage 
over laboratory testing in that essentially all of the field monitoring data becomes a full-scale 
field test that best captures in situ conditions.  
IM is based on the repeated numerical solutions of the governing equation (e.g. Richard’s 
equation) (Simunek et al. 2013): 
𝜕𝜃
𝜕𝑡
=
𝜕
𝜕𝑧
[𝐾(ℎ)
𝜕ℎ
𝜕𝑧
+ 𝐾(ℎ)] − 𝑆,                   (2.1) 
where θ denotes volumetric water content [L3 L-3], t is time [T], z is the vertical spatial 
coordinate [L] taken as positive upward, h is the water pressure head [L], K is the unsaturated 
hydraulic conductivity [LT-1], and S is the sink term representing processes such as plant 
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water uptake [L3 L-3 T-1].  Closed form equations are used to describe the hydraulic functions 
for hydraulic conductivity and volumetric water content as a function of suction such as the 
commonly-used model proposed by van Genuchten (1980) as follows:  
𝜃(ℎ) = {
𝜃𝑟 +
𝜃𝑠−𝜃𝑟
[1+|𝛼ℎ|𝑛]𝑚
         ℎ < 0
𝜃𝑠                                  ℎ ≥ 0
},                                                                            (2.2) 
𝐾(ℎ) = {𝐾𝑠𝑆𝑒
1/2
[1 − (1 − 𝑆𝑒
1/𝑚
)
𝑚
]
2
ℎ < 0
𝐾𝑠                                                ℎ ≥ 0
}, (2.3) 
Se =
θ−θr
θs−θr
,                                                 (2.4)  
where Se is the effective saturation; h is the pressure head [L]; θ is the volumetric water 
content [L3/L-3]; subscripts r and s refer to residual and saturated volumetric water contents, 
respectively; α [L-1], n, and m are VG equation parameters where m=1-1/n; and Ks is the 
saturated hydraulic conductivity [LT-1]. 
How well the individual model parameters (i.e. θr, θs, α, n, Ks) are estimated determines 
the overall accuracy of the estimation of soil hydraulic properties. To estimate these 
parameters, model calibration is typically employed. The parameters are iteratively adjusted 
(known as optimization) so that model simulations can reproduce the observed (historical) 
response of a system (e.g. soil water content) as closely as possible (Hopmans et al. 2002), 
where the discrepancy between the observed values and the simulated system response is 
expressed by a suitable objective function. IM has been widely used as an optimization tool, 
where the initial estimates of the model parameters are iteratively improved by minimizing 
the objective function until a desired level of precision is achieved (Simunek et al. 2013).       
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2.2.2 Minimizing the objective function  
The judgement criteria (i.e. objective function) for obtaining the best optimized parameter 
set typically uses the minimum sum of squares (SSQ) so that, when the change in SSQ is no 
longer noticeable, the difference between the observed and the simulated values is minimal. 
Most methods require users to specify initial estimates as well as bounding values of the 
unknown parameters to be optimized to constrain the solutions. The objective function is 
evaluated in the neighborhood of the initial estimate and the subsequent direction of the 
solution is chosen in the response surface (the objective function presented graphically in the 
parameter space). In this way, the values of the unknown parameters are updated until the 
best optimized parameter set is obtained.  
2.2.3 Gradient-based methods  
Methods based on this minimization approach are known as gradient-based methods (e.g. 
steepest descent, Newton’s method, Marquardt’s method, and Gauss method), which are all 
different from each other based on their choice of step size and step direction (Bard 1974). 
Among these methods, the Marquardt-Levenberg method (Marquardt 1963) is the most 
efficient. This method combines the Newton method with the steepest descent method, 
making it a standard in nonlinear least-square fitting that is appropriate for both hydrologists 
and soil scientists (Kool et al. 1985, 1987).       
Generally, the Marquardt-Levenberg method performs best when a limited number of 
parameters are to be optimized (Simunek et al. 2012). However, the initial values of the 
optimized parameters also affect the minimization methods (e.g. the Marquardt-Levenberg 
method). When the objective function is topographically complex, with several possible local 
minima in the parameter space, an initial estimate can lead the final solution to a local 
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minimum instead of the global minimum. This problem with the gradient-based optimization 
techniques may be overcome by using different initial estimates of the optimized parameters 
and by selecting those parameter values for which the objective function is minimized.  
2.2.4 Gradient-free methods  
In the last few decades, the limitations of the gradient-based local optimization methods 
have encouraged scientists and engineers to develop gradient-free global optimization 
methods. However, their use in the field of unsaturated soils (vadose zone) is sparse 
(Simunek and Hopmans 2002; Simunek et al. 2012). Recent research has focused on the 
development of automatic and more effective and efficient optimization methods (Madsen 
2003). Most of the research on automatic optimization methods has been based on the single-
objective function; however, even with the careful selection of a single-objective function, an 
automatic optimization method cannot fully characterize the observed data (Vrugt et al. 
2003b). Instead of single-objective function methods, multi-objective optimization methods 
can characterize different aspects of the system’s behavior and identify a set of non-
dominated, efficient, or pareto optimal solutions (Gupta et al. 1998; Yapo et al. 1998; Boyle 
et al. 2000). The multi-objective optimization method (e.g. Multiobjective Shuffled Complex 
Evolution Metropolis (MOSCEM-UA), Vrugt et al. 2003a) yields the pareto solution set 
rather than a single parameter set.  
As we have seen, while many optimization methods identify a single “optimal” parameter 
set, some methods, such as MOSCEM-UA mentioned above, identify several “plausible” 
parameter sets (i.e. probability distribution of the optimal parameters). To quantify parameter 
uncertainty, the model independent calibration tools, such as UCODE (Poeter and Hill 1998), 
PEST (Doherty 2005), and OSTRICH (Matott 2005), are also used. However, UCODE and 
PEST include only one or two optimization algorithms for parameter estimation, whereas 
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OSTRICH includes several different optimization algorithms. These algorithms include local 
search (e.g. Marquardt-Levenberg), global search (e.g. Dynamically Dimensioned Search 
(DDS), Shuffled Complex Evolution (SCE), single-objective (e.g. Shuffled Complex 
Evolution (SCE), multi-objective (e.g. Pareto Archived DDS), and uncertainty-based (e.g. 
GLUE) optimization on the same platform. Thus, OSTRICH seems superior to UCODE and 
PEST. In addition, some of the optimization methods embedded in OSTRICH can estimate 
the uncertainty in the optimized parameters; however, their use has not been as common with 
the SVAT models as with other hydrological/rainfall-runoff models. Not only does the multi-
objective optimization method (available in OSTRICH) enable the calibration of the models 
along with the estimation of parameter uncertainty, but also it determines the best 
optimization method from a number of embedded methods. However, these methods would 
be computationally too expensive.  
2.3 Applications of IM to SVAT modelling  
2.3.1 Applications of SVAT models  
As mentioned earlier, the simulation of water balance in unsaturated soils (vadose zone) 
has commonly been performed using SVAT models based on Richard’s equation. Several of 
the SVAT models are physically-based water balance models which require the hydraulic 
properties defined by the water retention curve and the hydraulic conductivity function. 
HYDRUS-1D has been extensively used over the years to estimate these hydraulic properties 
(e.g. Simunek et al. 1998; Butters and Duchateau 2002; Bitterlich et al. 2004; Schindler et al. 
2010; Scharnagl et al. 2011; Bordoni et al. 2017).   
HYDRUS-1D has also been used to investigate the impact of soil properties and 
meteorological conditions on water dynamics and water balance (e.g. Moricz et al. 2012; 
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Nasta and Gates 2013; Huang et al. 2015a; Altdorff et al. 2017; Shelia et al. 2018) or to 
characterize  spatially- and/or temporally-distributed properties of the unsaturated zone (e.g. 
Thomasson and Wierenga 2003; Vrugt et al. 2004; Wissmeier and Barry 2008; Harman et al. 
2011; Jirku et al. 2013; Chen et al. 2014; Qu et al. 2014).  
In the specific case of reclamation covers for oil sands mines, HYDRUS-1D has been 
used to study long-term water balances, soil moisture dynamics, and alternative reclamation 
cover designs (e.g. Huang et al. 2011 a,b,c, 2015 a,b; Zettl et al. 2011; Sigouin et al. 2016). 
HYDRUS-1D seem to be promising physically-based water balance SVAT model for such 
research due to their ability to estimate soil hydraulic properties and the long-term water 
balance of the cover systems.   
2.3.1.1 Applications of IM  
Early estimations of soil hydraulic properties using IM started in the laboratory. The first 
application of IM was undertaken by Gardner (1956) to interpret the results from a pressure 
plate outflow experiment for an initially saturated soil core.  In this test, the drainage outflow 
was measured with time for a series of step-wise increasing applications of suction.  
Following Gardner’s (1956) study, other research (Doering, 1965; Passioura, 1976), 
contributed to a simplified and timesaving outflow interpretation method. These studies 
described the water retention and unsaturated hydraulic conductivity relationships based on 
the Brooks and Corey (1966) model of soil hydraulic properties.  
In the 1980s, studies of IM moved beyond the laboratory. Dane and Hruska (1983) were 
among the first to apply an IM approach to field conditions, using transient drainage data to 
estimate soil physical parameters. Since then, researchers have utilized IM to estimate soil 
hydraulic properties across spatial scales, given that the parameters conceptually and 
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effectively represent the spatial and temporal heterogeneity of the watershed properties at the 
scale of interest (Vrugt et al. 2008).  
Recent studies (Madsen 2003; Vrugt et al. 2004; Huang et al. 2011c) have applied IM to 
spatially-distributed data with physically-based water flow models and simulated the long-
term water balance of soil covers using long-term soil monitoring data with a physically-
based SVAT model. Since its first application, the suitability of IM to estimate soil hydraulic 
parameters has been widely studied (Vrugt et al., 2008). Many authors have quantified the 
uncertainty of the parameters estimated by IM (Kool and Parker 1988; Hollenbeck and 
Jensen 1998; Vrugt and Bouten 2002; Vrugt et al. 2003b 2004). Several authors have 
developed and applied search methods to locate the optimal parameters in rough and 
multimodal response surfaces (Abbaspour et al. 1997, 2001; Lambot et al. 2002; Vrugt and 
Bouten 2002; Mertens et al. 2006).  
2.3.1.2 Application of model independent calibration tools 
The model independent calibration tools, combined with HYDRUS-1D, have been used 
to simultaneously optimize soil hydraulic parameters and/or simulate water balance 
components. UCODE software combined with HYDRUS-1D was found to simultaneously 
optimize soil hydraulic parameters and simulate potential evaporation (Dahiya et al. 2007), as 
well as to simultaneously optimize soil hydraulic and solute transport parameters and 
estimate solute transport constants and concentration profiles (Jacques et al. 2012).  
In several studies, PEST has been applied to calibrate HYDRUS-1D. For example, PEST 
combined with HYDRUS-1D was used to evaluate soil hydraulic parameters using field 
measured data at different levels of soil water salinity in the Tranquillity site, San Joaquin 
Valley, California, (Singh et al. 2010; Singh and Wallender, 2011). The same combination 
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was used to analyze the infiltration and drainage processes in multi-layered coarse soils in 
several sites north of Fort McMurray, Alberta, Canada (Huang et al. 2011a).  
2.3.1.3 Recent applications of IM 
The soil hydraulic parameters of HYDRUS-1D can be optimized using recently 
developed global optimization algorithms. Vrugt et al. (2008) used the evolutionary search-
based approach, a MultiAlgorithm Genetically Adaptive Method (AMALGAM), to estimate 
15 van Genuchten-Mualem (VG) parameters using HYDRUS-1D, with the pressure head 
data recorded at five different depths, replicated three times, by 15 tensiometer probes. 
Similarly, Vrugt and Robinson (2007) and Wohling et al. (2008), in comparing the 
performance of the global optimization algorithms AMALGAM, the Nondominated Sorting 
Genetic Algorithm (NSGA-II, Deb et al. 2002), and MOSCEM-UA (Vrugt et al. 2003a), 
found that AMALGAM was significantly better in finding solutions. AMALGAM was able 
to find the pareto optimal parameter sets faster than two other methods, while MOSCEM-UA 
was the second fastest of the three. These studies reflect the suitability of global multi-
objective optimization algorithms in finding multiple sets of soil hydraulic parameters using 
HYDRUS-1D with the advent of high-performance computing resources.     
2.3.1.4 Applications of IM in uncertainty estimation  
The main challenge of IM is finding a unique set of parameters that characterizes the soil 
hydraulic processes.  Since different sets of the estimated parameters may lead to identical 
values of the objective function, uncertainty in the estimated parameters is an integral part of 
IM (Boyle et al. 2000). This phenomenon of obtaining identical objective functions is known 
as equifinality, which denotes uncertainty (Beven, 1993); however, more reliable models can 
be obtained by quantifying parameter uncertainty (Cooley 1993).  
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Material heterogeneity is unavoidable in the construction of reclamation covers, which 
are subject to temporal variation because cover materials evolve with time (Meiers et al. 
2011). Huang et al. (2016) characterized spatial variability due to material heterogeneity by 
using various methods (e.g. air permeability) to measure the values of saturated hydraulic 
conductivity (Ks) and geostatistical analysis. However, measuring parameters (e.g. Ks) at the 
scale of interest (space and time) is a difficult task and a single objective function might be 
unable to represent the multidimensional inherent characteristics of the measured data from 
the complex oil sands mine sites.  
The computationally efficient IM of HYDRUS-1D provides an efficient means of 
characterizing the spatial and temporal (a) variability in the estimated parameters and (b) 
uncertainty in the long-term water balance components of alternate reclamation cover 
designs. When these distributions of best parameter sets are utilized in SVAT models with 
variable climate inputs, the uncertainty in the future water balance components can be 
evaluated.  
2.4 Impact of parameter uncertainty on the water balance components 
Uncertainties in the model results may be categorized as model structure uncertainties, 
model parameter uncertainties, model input variable uncertainties, and measurement 
uncertainties (Radwan et al. 2004). Different sources of uncertainties in the model outputs 
(e.g. water balance components, runoff, and streamflow) have been frequently characterized 
using probability distributions (Elshorbagy and Barbour 2007; Bastidas et al. 2003). The 
relative probability distributions of model outputs for various sources of uncertainties are 
compared to show the relative contributions of various uncertainties to the total uncertainty. 
The uncertainty in the soil hydraulic parameters of oil sands mine reclamation covers was 
characterized by probability distributions in previous studies using both direct testing (Meiers 
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et al. 2011) and IM (Huang et al. 2015, 2016). Meiers et al. (2011) characterized temporal 
variability in the measured hydraulic conductivity (Ks) in the reclamations covers at SCL’s 
Mildred Lake mine, while Huang et al. (2015) showed similar temporal variability in Ks 
using IM. Huang et al. (2016) characterized spatial variability in Ks obtained by conducting 
air-permeability test on the reclamation covers.  
2.5 Impact of climate change on the water balance components  
Several studies have utilized physically-based SVAT models (e.g. SWAT and HGS) to 
assess the potential impacts of climate change on catchment water balance or streamflow 
(Githui et al. 2009; Leta et al. 2016; Mango et al. 2011) and water flow and availability in 
Canada’s Boreal Plains (Thompson et al. 2017). A few studies (e.g. Keshta et al. 2012) based 
on system dynamics water balance models have evaluated the performance of alternate cover 
designs in northern Alberta under previously available future climate scenarios from CMIP3.   
2.5.1 Downscaling methods  
Climate change research community has adopted the GCMs as the primary tool for future 
climate change projections (Meehl et al. 2007). The GCMs providing outputs at coarse 
resolutions (typically 100-300 km) hinder their ability to represent local (point scale) and 
regional (typically 25-50 km) scales climate change attributes due to their inability to 
incorporate convective cloud processes adequately (Joubert and Hewitson, 1997). To 
overcome this issue of inconsistent resolution between the GCMs and climate change impact 
study, several downscaling methods have been used. Broadly, these downscaling methods are 
of two categories: statistical and dynamical downscaling (Fowler et al. 2007; Wilby and 
Wigley, 1997). The selection of the downscaling methods depends on the application area as 
well as their relative advantages and disadvantages over each other. For instance, the 
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statistical downscaling is easy to implement and computationally cheap, whereas the 
computationally expensive dynamical downscaling is able to incorporate physical processes 
in simulating high resolution climate projections (Fowler et al. 2007; Wilby and Dawson, 
2004).       
2.5.1.1  Statistical downscaling 
Statistical downscaling relies on the statistical relationships between the observed climate 
variables (the predictands) at local scale and the atmospheric climate variables (the 
predictors) at global scale to generate point-scale climate change projections (Wilby et al. 
1998). Over the past two-three decades both simple (e.g. delta change) and highly 
sophisticated (e.g. regression models, weather typing schemes, and stochastic weather 
generators) methods have been developed (Wilby and Wigley, 1997). To evaluate the 
performance of oil sands mine reclamation covers, Keshta et al. (2012) used Statistical 
DownScaling Model (SDSM, Wlby and Dawson 2007), a regression-based downscaling 
method, to downscale climate change projections from the global scale to the point. However, 
they did not incorporate the uncertainty estimation in their future water balance simulations.        
2.5.1.2 Dynamical downscaling 
Dynamical downscaling is based on the regional climate models (RCMs) driven by the 
outputs of GCMs as the horizontal boundary conditions (Fowler at el. 2007; Sharma et al. 
2011; Wilby and Dawson, 2004; Xue at al. 2014). Since the RCMs are parameterized using 
the physical atmospheric processes, the improvement of climate change projection from 
GCMs is achieved by incorporating underlying surface and local circulation patterns to 
represent small-scale properties and atmospheric processes (Castro et al. 2005; Gao et al. 
2012; May, 2008).         
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2.6 Research gaps 
The parameters obtained from inverse modelling are inadequate for complete 
characterization of the variability in the soil hydraulic parameters. However, they can be 
analyzed for the uncertainty estimation using an appropriate sampling algorithm. Most 
popular sampling algorithms include the Monte Carlo approach (Metropolis and Ulam, 
1949), which was found to be computationally more expensive than an efficient sampling 
algorithm known as Progressive Latin Hypercube Sampling (PLHS, Sheikholeslami and 
Razavi, 2017). PLHS was developed from the Latin Hypercube Sampling (LHS, Mckay et al. 
1979). There has not been any work related to undertaking IM for multiple monitoring sets 
(multiple monitoring sites over multiple years) to characterize spatial and temporal variability 
of the soil hydraulic parameters. The characterization of these IM-based parameter 
distributions can be extended based on the PLHS sampling approach to predict the 
uncertainty in the expected performance of the reclamation covers over a long period when 
coupled with SVAT modelling.     
Previous studies have not attempted to estimate uncertainty in the long-term future water 
balance of oil sands mine reclamation covers due to climate projections from the updated 
GCM outputs. In particular, the physically-based water balance SVAT models, namely 
HYDRUS-1D, has not been employed for this purpose. With the advent of updated climate 
projections from GCMs under Coupled Model Intercomparison Project (CMIP5) with the 
associated RCPs, the future performance of the cover designs demands to be revisited. The 
performance of the covers needs to be evaluated based on two key water balance components 
(AET and NP), while the previous studies did not evaluate potential changes in NP.  
Since previous studies only used statistical downscaling methods (e.g. SDSM), high-
resolution dynamical downscaling methods (e.g. WRF) may be explored for the evaluation of 
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performances of mine reclamation covers. No previous study evaluated the relative impacts 
on the future water balance components when climate change projections are downscaled 
using statistical and dynamical downscaling methods.    
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 - CHARACTERIZING UNCERTAINTY IN THE HYDRAULIC 
PARAMETERS OF OIL SANDS MINE RECLAMATION COVERS AND ITS 
INFLUENCE ON WATER BALANCE PREDICTIONS (ALAM ET AL. 2020) 
Preface 
The first objective of this research was: “To quantify parameter uncertainty in the 
modelling of water balance for oil sands reclamation covers by obtaining optimized 
parameter sets for the cover materials based on independent soil monitoring locations (spatial 
variability) and for different time series (temporal variability), using the combination of the 
SVAT modelling packages and inverse modelling techniques”.  
The first published paper presented in this chapter quantifies parameter variability 
through inverse modelling and then evaluates the long-term performances of oil sands mine 
reclamation covers incorporating both variability in hydraulic parameters as well as 
temporally variable parameters such as climate and vegetation. This study demonstrated how 
to use inverse modelling to obtain optimized soil hydraulic parameters for 155 water balance 
models, while a set of 155 optimized parameters was used to provide the statistical 
distributions for spatial and temporal variability of the soil hydraulic parameters. Since 
temporal variability was insignificant, a Latin hypercube sampling technique was used to 
fully characterize the spatial variability of soil hydraulic parameters. This is the first known 
application of parameter variability to evaluate the long-term performance of oil sands 
reclamation covers. The published paper in this chapter is presented with minor changes as 
suggested by the examining committee.  
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I, Md. Shahabul Alam, developed, calibrated and validated (using an indirect approach) 
all the physically-based water balance models (HYDRUS-1D), reviewed the literature, 
conducted numerical simulations, analyzed and discussed the results, and wrote the 
manuscript. As supervisor, Dr. S. L. Barbour and as co-supervisor, Dr. M. Huang supervised 
all parts of the work, critically reviewed and edited the manuscript, and provided feedbacks 
on different aspects of the study. This chapter has been published with the following citation:       
Alam, M. S., Barbour, S. L., and Huang, M. (2020). Characterizing uncertainty in the 
hydraulic parameters of oil sands mine reclamation covers and its influence on water balance 
predictions, Hydrol. Earth Syst. Sci., 24, 735–759, https://doi.org/10.5194/hess-24-735-2020. 
Abstract 
One technique to evaluate the performance of oil sands reclamation covers is through the 
simulation of long-term water balance using calibrated soil–vegetation–atmosphere transfer 
models. Conventional practice has been to derive a single set of optimized hydraulic 
parameters through inverse modelling (IM) based on short-term (< 5– 10 years) monitoring 
datasets. This approach is unable to characterize the impact of variability in the cover 
properties. This study utilizes IM to optimize the hydraulic properties for 12 soil cover 
designs, replicated in triplicate, at Syncrude’s Aurora North mine site. The hydraulic 
parameters for three soil types (peat cover soil, coarse-textured subsoil, and lean oil sand 
substrate) were optimized at each monitoring site from 2013 to 2016. The resulting 155 
optimized parameter values were used to define distributions for each parameter/soil type, 
while the progressive Latin hypercube sampling (PLHS) method was used to sample 
parameter values randomly from the optimized parameter distributions. Water balance 
models with the sampled parameter sets were used to evaluate variations in the maximum 
sustainable leaf area index (LAI) for five illustrative covers and quantify uncertainty 
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associated with long-term water balance components and LAI values. Overall, the PLHS 
method was able to better capture broader uncertainty in the water balance components than a 
discrete interval sampling method. The results also highlight that climate variability 
dominates the simulated uncertainty in actual evapotranspiration and that climate and 
parameter variability have a similar influence on the uncertainty in net percolation. 
3.1 Introduction 
The hydraulic parameters of reclamation soil covers on oil sands mine waste have most 
commonly been characterized by calibrating water dynamics models against a single profile 
of field-monitored water content and suction. In many cases, this has been undertaken by 
deriving a single set of optimized parameter values from inverse modelling (IM) of short-
term (5–10 years) monitoring data (Alam et al., 2017; Boese, 2003; Huang et al., 2015, 
2011a, b, c; Keshta et al., 2009; Price et al., 2010; Qualizza et al., 2004). Devito et al. (2012) 
recommend that model calibration be focused on seasonal and inter-annual climate variability 
(e.g., wet or dry) and also take into account spatial variations in water movement within a 
spatially heterogeneous landscape. The current modelling approach that attempts to 
determine a single set of “best fit” properties based on IM of a single monitoring station is 
unable to characterize the spatial or temporal variability within the hydraulic properties of the 
cover soil and underlying mine waste. Quantifying spatial and temporal variability would be 
of value when assessing the expected long-term performance of reclaimed oil sands closure 
landscapes. However, spatial and temporal variability in model parameters is not 
conventionally quantified or incorporated into the soil–vegetation–atmosphere transfer 
(SVAT) models used to simulate long-term cover performance.  
The focus of this study is characterization of the variability in the hydraulic parameters of 
reclamation soil covers over oil sands mining waste and the impact of this variability on 
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predictions of the long-term water balance for these sites. The two key measures of success 
for oil sands mine reclamation are the water balance components of actual evapotranspiration 
(AET) and net percolation (NP). AET quantifies the ability of the cover to support re-
vegetation, while NP quantifies recharge into the underlying mine waste and the concomitant 
impact on water and contaminant release to downgradient surface water bodies.   
The temporal variability of hydraulic parameters for these cover soils has been 
characterized by both direct testing and IM. Temporal variability in hydraulic conductivity 
(Ks) was measured in reclamation covers over saline–sodic overburden at Syncrude’s Mildred 
Lake mine by Meiers et al. (2011), and a similar evolution in Ks was also obtained through 
IM by Huang et al. (2015). Such observed temporal variability was assumed to be the result 
of changes in density and pore-size distribution of reclamation soils as a result of freeze–thaw 
or wet–dry cycles and vegetation establishment. Spatial variability would be expected to 
occur in reclamation covers because of variations in soil texture, cover 
construction/placement conditions, topography, or vegetation establishment. For example, 
Huang et al. (2016) characterized the spatial variability of Ks using air-permeability testing of 
covers. 
More recently, IM has been undertaken on multiple monitoring sets collected over 
multiple years to evaluate the impact of parameter variability on the predicted long-term 
performance of reclamation covers (Alam et al., 2017; Huang et al., 2017; OKC, 2017). 
Recently, Alam et al. (2017) and Alam et al. (2018b) undertook a preliminary evaluation of 
the impact of variability in the hydraulic properties of reclamation covers on the long-term 
water balance of oil sands reclamation covers. In that study, IM using HYDRUS-1D was 
undertaken for four different reclamation covers (replicated in triplicate) over 3 monitoring 
years to characterize the water retention and hydraulic conductivity of the covers. The 
40 
 
 
calibrated (optimized) parameters showed that parameter variability could be linked to both 
spatial and temporal variability, but was dominated by spatial variability. A key limitation of 
this previous study was that the variability in the hydraulic properties was represented only 
by discrete values (i.e., the mean value of the parameter as well as upper and lower bounding 
values) without a full statistically based characterization of the parameter variability. The 
value of a full statistical description of variability in characterizing the uncertainty in the 
predicted water balance of the covers under a prescribed, future, climate variability was 
unknown.  
The use of soil hydraulic parameters with spatial and/or temporal variability instead of a 
single parameter set can provide more information about prediction uncertainty associated 
with watershed response to climate variability (Benke et al., 2008). Various Monte Carlo 
(MC)-based approaches (e.g., generalized likelihood uncertainty estimation (GLUE; Beven 
and Binley, 1992), the Metropolis algorithm, and Monte Carlo Markov chain (MCMC; 
Metropolis et al., 1953)) can be used to sample parameters randomly from the posterior 
distributions of the optimized parameters. Given that MC-based sampling strategies can be 
computationally expensive and sometimes unaffordable for computationally demanding 
models, other sampling strategies have been developed and improved over the last several 
decades. Of these, Latin hypercube sampling (LHS; McKay et al., 1979) has been most 
commonly used for uncertainty and sensitivity analysis in the field of water and 
environmental modelling (Hossain et al., 2006; Gong et al., 2015; Higdon et al., 2013; 
Sheikholeslami and Razavi, 2017). The LHS approach offers a sampling strategy that can 
significantly reduce the sample size without compromising the accuracy of uncertainty 
estimation compared to the MC sampling approach (Iman and Conover, 1980; Iman and 
Helton, 1988; McKay et al., 1979). However, a major drawback of traditional LHS- and MC-
based sampling strategies is that the entire sample set is generated together and, 
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unfortunately, an appropriate sample size is not known a priori. An appropriate sample size 
here refers to a sufficiently large number of sampled parameters so as to achieve convergence 
towards a common mean and standard deviation (SD) of the parameters, as well as the mean 
and SD of major components of the water balance (e.g., AET and NP). 
The appropriate sample size for each parameter can be determined using a convergence 
criterion in the case of LHS; however, the whole sample size is discarded if the convergence 
criteria fail, and a new set of simulations must be conducted with a larger sample size to 
achieve convergence. To overcome this computationally demanding approach, a new, 
efficient, and sequential sampling strategy called progressive Latin hypercube sampling 
(PLHS; Sheikholeslami and Razavi, 2017) can be used. In PLHS, the sample size is divided 
into a series of smaller subsets (in place of the single sample set used for LHS), and each 
subset is added progressively to sequentially grow the sample size. This can be summarized 
as follows: (i) each smaller subset forms a Latin hypercube, (ii) the progressively added 
subsets form a Latin hypercube, and (iii) the entire sampled parameter set (consists of all 
smaller subsets) also forms a Latin hypercube. The details on LHS and PLHS are provided in 
Appendix A. 
The two key advantages of the PLHS method over other sampling methods (e.g., MC) are 
as follows: (i) it achieves given convergence criterion with a smaller number of samples (i.e., 
smaller sample size) and (ii) it allows for sequential sampling without having to discard the 
whole sample size when convergence criteria are not attained. 
The key research question of this study is as follows: what is the influence of soil 
hydraulic parameter variability on the long-term cover performance of the reclamation covers 
in northern Alberta, Canada? This question led us to the following study objectives: (i) 
identify the most efficient way to characterize distributions of the optimized hydraulic 
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parameters from a physically based water balance model for an oil sands reclamation cover in 
northern Alberta, Canada, and (ii) quantify relative uncertainty from various sources 
associated with the long-term water balance of the reclamation covers. 
These objectives will be met by undertaking IM of multiple monitoring sets (multiple 
monitoring sites in multiple years) to develop a statistical distribution of parameter 
variability. While IM will be used to characterize only parameter variability, this parameter 
variability combined with climate variability will be incorporated to characterize uncertainty 
in water balance elements due to each source of variability. These distributions will be 
primarily utilized within a PLHS-based sampling approach to predict uncertainty in the 
expected performance of the covers over the long term based on SVAT modelling. 
Comparisons will determine how these predictions differ if either a discrete or continuous 
distribution function is used to characterize material variability. To the best of our 
knowledge, this more rigorous approach to evaluating the long-term performance of soil 
covers has not been conducted in general or specifically applied to the evaluation of oil sands 
reclamation covers.  
3.2 Materials and methods 
3.2.1 Study sites and reclamation covers 
This study used soil monitoring data and meteorological data collected from the Aurora 
Soil Capping Study (ASCS), located at the Aurora North Mine of Syncrude Canada Ltd. 
(SCL) in Alberta, Canada (Fig. 3-1a). The ASCS is comprised of a series of 12 alternate, 1 ha 
covers, replicated in triplicate, and placed over a lean oil sands (LOS) overburden dump. The 
primary purpose of the different cover designs was to compare the performance of alternate 
materials and cover thicknesses in supporting vegetation and net percolation (OKC, 2017). 
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The layouts of the 12 covers (replicated) are shown in Fig. 3-1b and are designated by a 
treatment number (i.e., TRT no.), with each treatment having 3 replicate cells for a total of 36 
cells in the ASCS that were randomly placed across the watershed. 
(a) 
 
 
 
 
4
4
 
 
 
Figure 3-1: (a) Location map of Aurora North Mine of Syncrude Canada Ltd. (map sources: Esri, DigitalGlobe, 
GeoEye, Earthstar, Geographics, CNES/Airbus DS, USDA, USGS, Aerogrid, IGN, and the GIS User Community) and 
(b) soil cover design treatments (TRT) at ASCS (adapted from OKC, 2017). LOS overburden (OB) underlies all 
treatments, even though treatments with less than 150 cm total soil cap thickness only show OB. 
 
(b) 
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All the treatment covers within the ASCS were constructed in 2012 using three distinct 
soil layers, including cover soil, subsoil, and LOS. The cover soil utilized in the treatment 
covers was either salvaged peat or LFH material. The Soil Classification Working Group 
(1998) in Canada defined LFH as “organic soil horizons (L, F, H) developed primarily from 
the accumulation of leaves, twigs and woody materials, with or without a minor component 
of mosses, that are normally associated with upland forest soils with imperfect drainage or 
drier”. The L, F, and H horizons are characterized by the accumulation of original organic 
matter, partially decomposed organic matter, and decomposed organic matter, respectively. 
The peat was predominantly organic material with a total organic carbon of about 17 % (by 
weight), while the general texture of the mineral component of LFH was sand (about 92 % by 
mass). The cover soil was underlain by different selected coarse-textured subsoils salvaged 
from different locations (i.e., depositional environments) and depths within the mine site 
(Soil Classification Working Group, 1998). In general, the subsoil texture is sand (92 %–95 
% by mass). The bottom layer was constructed using LOS overburden materials that were 
overlain by cover soil and subsoil layers. The LOS materials consist of loamy sand to sandy 
loam with an oil content of 0.1 % to 7.7 % (NorthWind Land Resources Inc., 2013). Overall, 
the LOS comprises a range of different oil contents and particle sizes compared to the cover 
soil and subsoil materials. All of the 13 treatment covers (which include two sub-categories 
of TRT 12) were included in this study. 
Particle size distribution (PSD) analyses of the cover soil (LFH and peat), subsoil, and 
LOS were performed by a commercial laboratory (OKC, 2009) in November of 2009 based 
on ASTM standard testing method D422 (ASTM, 1998). The ASTM D422 method is based 
on the assumption that the particles are spherical in shape, so the PSD for peat may not be 
representative. The PSDs for the LFH and peat cover soils, coarse-textured subsoil, and LOS 
are presented in Fig. 3-2. The PSDs for the subsoils are the most variable, being salvaged 
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from different depths and depositional environments located on the Aurora North mine site. 
For the purposes of the IM, the peat and LFH cover soils were ultimately combined into a 
single group, as were different salvaged subsoils and LOS overburden materials. Combining 
the soil layers in this manner produces additional variability within each grouping; however, 
it ensures the maximum number of observations are utilized to capture the variability 
associated with each layer of the soil reclamation covers. According to Syncrude Canada 
Ltd., in the final cover design, the top layer might be either peat/LFH or a combination of the 
two, and the distributions of parameters for these two materials together seem reasonable for 
use in the illustrative covers for long-term simulation of water balance components. 
Therefore, the PLHS method was used to randomly sample from the distributions of the two 
materials grouped together. 
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Figure 3-2: Particle size distribution (PSD) for (a) LFH, (b) peat, (c) subsoil, and (d) LOS 
materials for the treatment covers (OKC, 2009). The lines in the subplots show PSDs for 
different samples collected from the LFH, peat, subsoil, and LOS layers, respectively.  
3.2.2 Field monitoring data 
A climate monitoring station (Aurora Met) was established in 2012 to measure 
precipitation, air temperature, wind speed, net radiation, and relative humidity at the study 
site. The precipitation (rainfall and snow depth), air temperature, relative humidity, wind 
speed, and net radiation were measured daily and/or hourly using automated methods of 
measurement. The measurement instruments included a Texas Electronics TE525 tipping 
bucket (rain) and SR50 sonic ranging sensor (snow depth) for precipitation, a CS HMP45C 
sensor for air temperature and relative humidity, a RM Young 05103AP anemometer for 
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wind speed, and a KIPP & Zonen NRLife net radiometer (OKC, 2017). Each treatment cell 
also had a soil monitoring location where volumetric water content, temperature, and suction 
were measured at multiple depths (typically every 10 cm) within the treatment covers and the 
underlying LOS. The volumetric water content was measured using Campbell Scientific 
CS616 time domain reflectometers (TDRs), and the soil temperature and suction were 
measured using CS229 suction sensors (OKC, 2017). The monitoring data utilized in this 
study were collected from 2013 to 2016.   
3.2.3 Parameter estimation using inverse modelling  
The meteorological and soil monitoring data were used to calibrate a physically based 
SVAT model for each treatment cell based on IM. This provided a set of optimized soil 
hydraulic parameter values for the cover soil (LFH or peat), the subsoil, and the LOS. These 
parameters were interpreted to define spatial (cell to cell variation) and temporal (year-to-
year variation) variability in the saturated hydraulic conductivity (Ks) and water retention 
curves (WRCs). The Mualem tortuosity parameter was set to 0.5 and was not optimized as 
the goal was to only optimize a limited set of key parameters. This is denoted by l in 
HYDRUS-1D and defined as the pore-connectivity parameter in the hydraulic conductivity 
function as estimated by Mualem (1976) to be approximately 0.5 as an average for many 
soils. 
IM is a mathematical approach that estimates unknown causes (e.g., model parameters) 
using observed variables (e.g., water content and/or pressure heads) during a historical period 
by iteratively solving the governing equation (Hopmans et al., 2002). The governing equation 
(i.e., Richard’s equation) for water flow in unsaturated soil was solved using HYDRUS-1D 
(Simunek et al., 2013). In HYDRUS-1D, potential evapotranspiration (PET) is calculated 
from climatic conditions using the Penman–Monteith equation (Brutsaert, 1982). It is then 
 
49 
 
apportioned into potential evaporation (PE) and potential transpiration (PT) based on a 
prescribed leaf area index (LAI) value. The actual evaporation (AE) from the ground surface 
is calculated from the pressure head gradient between the top two nodes and hydraulic 
conductivity with two limiting conditions: (1) AE must be less than PE and (2) the calculated 
water pressure at the top node must be in the range from 0 kPa to a maximum suction 
equivalent to the atmospheric water vapor pressure. Actual transpiration (AT) is calculated by 
distributing PT over a prescribed rooting zone where root water uptake is limited by water 
stress, as calculated by a root water uptake model (Feddes et al., 1974). The root water uptake 
parameters were obtained from previous studies on the oil sands mine reclamation covers by 
Huang et al. (2011a, 2015, 2017). The Feddes model parameters were set as P0 = 0 kPa; P2H 
= -5000 kPa; P2L = -8000 kPa; P3 = -19000 kPa; r2H = 0.5 cmd-1; and r2L = 0.1 cmd-1 for all 
models as obtained from the preliminary study on the same sites by Huang et al. (2017). 
HYDRUS-1D embeds an IM method into the numerical solution of Richard’s equation. 
The IM method uses the Marquardt–Levenberg gradient-based approach (Simunek et al., 
2013) in which values of the five individual model parameters (i.e., θr, θs, α, n, Ks) are varied 
for each material until a combination of the parameters is found that provides an optimal fit to 
the observed variation in a specific observation (i.e., volumetric water content) (Hopmans et 
al., 2002). The first four parameters (θr, θs, α, n) are known as van Genuchten (VG) 
parameters (van Genuchten, 1980) and are used to describe the volumetric water content 
function (i.e., water content vs. suction). Ks is the saturated hydraulic conductivity of the soil. 
A closed form solution then estimates the hydraulic conductivity function (i.e., K vs. suction) 
from the VG parameters and Ks. How well these individual parameters are estimated 
determines the overall accuracy of parameter estimation. Details of IM used in HYDRUS-1D 
can be found in Simunek et al. (2013). 
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In this study, the embedded IM method in HYDRUS-1D was used to simulate volumetric 
water content by optimizing the soil hydraulic parameters until the simulated water content 
matched the measured values at various depths and times. To optimize the parameters, an 
initial value as well as a search range defined by an upper and lower limit of each parameter 
were specified. The initial parameter values with their lower and upper limits for TRT 10 
(cell no. 23 in year 2013) are shown in Table 3-1 for the peat and subsoil reclamation 
materials as well as for the LOS substrate. To conduct IM in this study, the ranges of initial 
parameter values were estimated from the measured particle size distributions (PSDs) and 
bulk density using the Arya–Paris model (Arya et al., 1999). The WRCs for each PSD from 
peat/LFH, subsoil, and LOS were estimated using the equations presented in the Arya–Paris 
model, and the RETC least-square optimization program (van Genuchten et al., 1991) was 
used to fit the VG–Mualem equation to the estimated WRC from the Arya–Paris model to 
estimate the VG parameters (θr, θs, α, n). The Kozeny–Carman equation (Kozeny 1927; 
Carman 1938, 1956) was used to estimate Ks values from the PSDs, as it is one of the most 
widely used and accepted methods (Huang et al., 2011a; Mathan et al., 1995). The estimation 
of parameters using these methods helps to constrain the initial parameter ranges in the 
inverse modelling. In addition to the Ayra–Paris model, the initial range of θs can also be 
approximated from the measured water content data for the covers, where the maximum 
water content values are observed at the depths of 5–10 cm. After setting up the initial range 
of parameter values based on the above methods, the inverse modelling is repeated with 
different initial values. Once there is no significant change in the θr and θs parameters and the 
objective function (i.e., sum of least squares), these parameters are assumed to be optimized 
and kept fixed in the subsequent IM for the remaining parameters. Step by step the least 
sensitive parameters are kept fixed, thereby reducing the number of parameters to be 
optimized by IM. Reducing the number of parameters, constraining the range of initial 
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parameter values, and repeating the IM with initial parameter values were done as 
recommended by Hopmans et al. (2002). However, details of all these steps are not included 
in this paper, only referenced to Hopmans et al. (2002), for the brevity of the paper. It is 
important to note that the purpose of this manuscript was not to focus on IM techniques, but 
rather to highlight how reasonably optimized parameter sets can resemble the distribution of 
the measured key parameter (i.e., Ks) and represent the parameter variability. This 
comparison between the optimized and measured key parameter values was assumed to be an 
indirect validation of the inverse modelling approach used in this study, which can be used 
for further sampling based on PLHS with a certain level of confidence. 
3.2.4 Discretization of the model domain 
The simulated model domain used in HYDRUS-1D had a maximum height of 2.50 m 
with a minimum of 1.00 m of LOS overlain by the various soil profiles (Fig. 3-1b). The 
various soil cover designs (TRT) are summarized in Fig. 3-1b. Note the following cover 
construction: Treatments 2 and 7–9 used LFH as the cover soil layer; Treatments 4, 8, and 
10–11 were constructed using blended B/C horizons as the subsoil; and Treatments 6, 9, and 
12a were constructed using a Bm as the subsoil layer. Figure 3-1b also demonstrates the 
choice of two depths (0.10 and 0.30 m) for the peat, two depths (0.10 and 0.20 m) for the 
LFH, and various depths for the subsoil reclamation materials. The spatial discretization used 
for all of the model domains was 1 cm and the time step was 86.4 s.   
3.2.5 Initial and boundary conditions 
Only the days in which the treatment covers were unfrozen were simulated in the IM. 
Snowmelt infiltration and drainage following ground thaw were assumed to be complete prior 
to the start of the simulation. As a consequence, any snowmelt-induced change in the soil 
water storage was already incorporated into the water content profiles from the first unfrozen 
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day (i.e., soil temperature > 0 oC). The measured volumetric water content profile of the first 
unfrozen day was set as the initial condition, while a unit gradient (i.e., gravity gradient) was 
set as the lower boundary condition of the model domain. The SVAT parameters (e.g., 
climate and vegetation characteristics) were used as the upper boundary condition. 
3.2.6 Vegetation and root distribution 
Maximum LAI values for each treatment cover were estimated from measurements by 
Bockstette (2017) and photographs taken on site by OKC (2017). The estimated LAI values 
varied from 0.2 at TRT 5 to 1.5 at TRT 2, TRT 7, and TRT 8. Huang et al. (2017) found that 
the temporal variation obtained with IM for similar sites was relatively minor compared to 
the spatial variability in the cover properties. Examining the photographs revealed that the 
sites were initially bare and developed a vegetative cover over the first few years. Although 
the covers were planted with one of three tree species (i.e., trembling aspen, jack pine, white 
spruce) or a mix thereof, the dominant early establishment vegetation during the study period 
(2013–2016) was understory vegetation species (not trees). The understory development (i.e., 
density and species) was variable, depending on the treatment cover soil materials (i.e., peat 
or LFH; Jones, 2016). Due to the early dominance of understory species, the LAI was 
assumed to be relatively constant over the study period (i.e., 4 years). The seasonal 
distribution of LAI adopted for the simulations was the same as that used by Huang et al. 
(2015): (a) a linear rise in the spring from zero to a maximum value, (b) maximum in the 
summer, and (c) a linear decrease from the maximum value to zero in the fall. 
In 2014, the maximum root depths used in the IM were 0.3 m at TRT 5; 0.5 m at TRT 1–
4, TRT 6–8, TRT 10–11, TRT 12a, and TRT 12b; and 1.0 m at TRT 9 based on the 
measurements by Bockstette (2017). The roots were assumed to be distributed within the 
cover soils using an exponential function of root mass with depth, with the maximum root 
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mass at the surface decreasing to zero at the maximum root depth. In the long-term 
simulations (discussed below), the root depths were assumed to have extended to the full 
depth of the covers. 
Table 3-1: Initial value and lower and upper limits of the five soil hydraulic parameters 
for TRT 10 (Cell no. 23 in 2013) used in the inverse modelling to optimize parameters for 
peat, subsoil, and LOS  
 Parameter value 
 *θr (m
3/m-3) θs (m
3m-3) α (m-1) *n [-] log(Ks) (ms
-1) 
PEAT      
Initial value 0.0160 0.610 4.50 1.50 -4.53 
Lower limit 0 0.461 2.50 1.20 0 
Upper limit 0.0900 0.700 6.80 2.30 -3.64 
SUBSOIL      
Initial value -2.22 0.361 2.50 0.310 -4.62 
Lower limit 0 0.261 2.50 0.310 0 
Upper limit -1.05 0.500 4.80 0.360 -3.64 
LOS      
Initial value 0.0900 0.368 4.50 1.74 -6.14 
Lower limit 0 0.328 3.00 1.55 0 
Upper limit 0.0900 0.450 6.50 1.83 -4.94 
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*The logarithmic (log10) values are shown for θr and n parameters of the subsoil layer; 
however, lower limits (0 values) were not log-transformed for subsoil θr and Ks of all soil 
types 
3.2.7 Probability distributions of the optimized parameters 
IM was undertaken using the monitored water content profiles at each of the treatment 
cells along with the site-specific meteorological data for each individual monitoring year. 
Because one cell of TRT 5 was missing data in 2013, a total of 155 HYDRUS-1D models (13 
treatments, three replicated cells, and 4 years of data) were calibrated by optimizing five soil 
hydraulic parameters for each soil type. The 155 sets of optimized parameters (both VG 
parameters and saturated hydraulic conductivity) were then used to populate a continuous 
probability distribution that represents the variability in each individual parameter. A 
cumulative density function (CDF) for each of the optimized parameters was plotted for all 
soil types to investigate whether peat and LFH cover soil and all subsoil variations could be 
grouped together for the simplification of long-term water balance simulations. 
The Kolmogorov–Smirnov (K–S) test was used to verify the distribution types of the five 
model parameters as obtained from the IM for all cells and all years. The K–S test checks the 
null hypothesis that a distribution belongs to a standard normal distribution (mean = 0, 
standard deviation = 1) if the resulting p value is greater than the level of significance (e.g., 1 
%). The parameter values were centered and scaled using the corresponding mean and SD 
values prior to application of the K–S test. The distributions of the parameters that fail the 
normality check as stated above were log transformed, centered, and scaled before the K–S 
test. In addition, probability density functions were plotted for the parameters of each soil 
type to visually inspect the types of distributions.  
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3.2.8 Simulation of long-term water balance with parameter variability 
3.2.8.1 Sampling of parameters 
Alam et al. (2017) and Huang et al. (2017) used a limited number of alternate parameter 
sets to define variability to limit simulation times. The optimized soil properties (WRC and 
Ks) were grouped into discrete intervals representing the 10th, 25th, 50th, 75th, and 90th 
percentiles of the parameter distributions obtained from optimized parameter sets. The range 
of possible water balance outcomes (e.g., AT and NP) over a 60-year climate cycle was then 
simulated using the discrete percentiles’ parameter sets. However, these discrete (not 
randomly selected rather fixed) percentiles (i.e., 10th, 25th, 50th, 75th, and 90th percentiles) 
of parameter distributions are not representative of the whole range of parameter 
distributions. 
A more efficient and sequential LHS-based sampling process – PLHS, as described above 
– was adopted in this study. According to Sheikholeslami and Razavi (2017), PLHS is an 
extension of conventional LHS, where PLHS consists of several sub-samples (called slices) 
in such a way that the union of these slices also retains the properties of the LHS. The PLHS 
sampling technique was implemented in this study using the MATLAB-based PLHS Toolbox 
developed by Sheikholeslami and Razavi (2017) to generate an appropriate sample size of n 
data points in a d-dimensional hypercube [0;1] formed by the union of t small Latin 
hypercubes with m = n/t sample points. For example, an appropriate sample size is 
determined by generating a sample size of n parameter sets, where the maximum value of n 
was 2000 in a 5-D (where 5 refers to the total number of parameters) hypercube formed by 
the union of 100 small Latin hypercubes. So, 20 sample sizes (equally sized slices) were 
obtained (i.e., m = 2000/20) to determine an appropriate sample size. Each of the 100 
parameter sets was sequentially added to the next 100 parameter sets to generate PLHS-based 
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parameter sets starting from 100 to 2000. While HYDRUS-1D can be used to optimize 
parameters with reasonable computational cost, our goal was simply to use HYDRUS-1D to 
optimize a set of parameters for each cover with each year’s monitoring data. Thus, we 
obtained 155 sets of parameters which include 13 treatment covers, replicated in triplicate 
and monitored in 4 consecutive years. Since these parameters form a distribution of 
parameters representative of the measured parameter distributions (at least for Ks), we 
decided to use a standard sampling technique (e.g., PLHS) to do the rest with regards to 
generating multiple sets of parameters. Comparison between the multiple sampling from 
HYDRUS-1D and from PLHS could be an extension of the current study in terms of both 
performance and computational cost. 
Once the distributions of both the optimized and PLHS-based sampled parameters were 
verified to be similar, the appropriate number of randomly sampled parameter sets was used 
to simulate realizations of AET and NP over 60 years of climate variability using HYDRUS-
1D. The realizations of AET and NP were expected to encompass a wider range of 
uncertainty in the water balance of the reclamation covers due to parameter variability than 
using discrete percentiles of the optimized parameters. The classical MC sampling method 
was also used to verify its limitations relative to the PLHS and discrete sampling approaches.  
3.2.8.2 Illustrative covers 
The long-term cover performance was evaluated by simulating long-term climate records 
represented by 62 years (1952–2013) of climate data from Fort McMurray Airport Weather 
Station. The first 2 years (1952–1953) were used to spin up the model and establish the initial 
conditions. Uncertainty in the long-term cover performance was incorporated by simulating 
five illustrative covers of 0.20 m peat and 1 m LOS overburden with five different depths of 
subsoil (A50 (0.50 m), A75 (0.75 m), A100 (1.00 m), A125 (1.25 m), and A150 (1.50 m)) 
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with the PLHS-based sampled soil properties. Similar illustrative cover designs were used in 
Alam et al. (2017) and Huang et al. (2017) with minor modifications in the model domain, 
where the order of the soil profile was peat/subsoil/LOS. 
The modelling approach (model domain, spatial/temporal discretization, etc.) was the 
same as for the IM, but with several key differences. First, the accumulated snowpack from 
winter precipitation was added to the cover in the early spring of each year. While runoff 
from the watershed would largely depend on the slope of the watershed, the amount of runoff 
would vary between the reclamation cover systems. Huang et al. (2015) showed an average 
runoff of 34 mm each year from a sloping cover (~ 5H : 1V), while other reclamation covers 
were flat-lying and assumed to have negligible runoff in previous studies (Alam et al., 2018a; 
Huang et al., 2015, 2017). So, the runoff from the flat-lying reclamation cover was not 
simulated in this study, but rather incorporated into the NP rates. Therefore, the simulated NP 
rates represent the total water yield from the covers that may eventually reach the 
downgradient surface water bodies. Besides, there was no measurement to confirm which one 
between runoff and infiltration dominates in the reclamation cover sites. The melt volume 
was calculated using the degree-day method (Carrera-Hernández et al., 2011) when the mean 
daily temperature was greater than 0 oC and was then added to any precipitation occurring 
during the winter period and to any stored water in the soil profile in the early spring of each 
year. This method of calculating melt volume uses a constant that accounts for all the factors 
affecting the snowmelt amount and varies with time. The method did not consider 
sublimation as intercepted snow results in the highest rates of sublimation; however, 
interception of snow is quite low in the case of a deciduous tree (e.g., aspen). Consequently, 
snowmelt calculation without considering sublimation might overestimate the snowmelt into 
liquid water in some areas which need further investigation. Second, the roots were assumed 
to have an exponential root distribution that fully penetrates the covers without penetrating 
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into the LOS layer. It is possible that the roots would eventually penetrate into the LOS 
substrate over the long-term period; however, this more conservative assumption restricts 
root water uptake to the reclamation materials. The maximum root depth assumed in this 
study seems reasonable compared to the root depths of tree species, between 3 and 57 years 
of age, in boreal forests (range 0.3 to 2m; Strong and La Roi, 1983). Third, the method 
proposed by Huang et al. (2011b, 2017) was used to constrain the LAI values used in the 
simulation based on the predicted range of AET values. The maximum sustainable LAI 
(LAI_max) values were evaluated to ensure the predicted values of AET were sufficient to 
support the prescribed LAI used in the simulations. The maximum sustainable LAI is defined 
as an optimal vegetation coverage that can balance soil water recharge and consumption as 
well as maintain sustainable plant growth. In this study, it was represented by the intersection 
point between the simulated and required AET when several LAI values are plotted against 
the simulate AET and a literature-based line representing the annual AET required to support 
a particular LAI. In the IM, the measured LAI values were used to obtain the optimized 
model parameters, and no significant evolution in the LAI values was observed or simulated. 
However, the long-term simulation of water balance requires a specified pattern of seasonal 
variations in LAI to determine the LAI_max for each illustrative cover. The seasonal 
variations in LAI were represented in a similar way to Huang et al. (2015) using six seasonal 
patterns of LAI (i.e., LAI of 1, 2, 3, 4, 5, and 6) for each illustrative cover. Huang et al. 
(2011b, 2015) and Alam et al. (2018a) used literature-based relationships between above-
ground net primary production (ANPP), LAI, and actual evapotranspiration (AET) to 
constrain LAI_max values in the long-term simulations. Because parameter variability is 
expected to influence the long-term water balance (AET and NP) of the treatment covers, the 
ANPP–LAI–AET relationships are also expected to be influenced by the parameter 
variability. Consequently, the variability in LAI_max has an influence on the long-term cover 
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performance in combination with the parameter variability. For details of this approach, 
interested readers are referred to Alam et al. (2018b). 
3.2.9 Statistical methods  
The K–S test was used to verify the distribution of the optimized parameter values. The 
mean and SD were used as the convergence criteria while selecting an appropriate sample 
size. The PLHS method was used to sample from the distributions of the VG parameters and 
Ks using various sample sizes between 15 and 2000. When the mean and SD of the sampled 
parameters converge to the mean and SD of the optimized parameters and remain unchanged, 
the sample size was considered “appropriate”. The uniformly distributed sample points in the 
PLHS approach were transformed to a normal distribution using the inverse cumulative 
distribution function (i.e., ICDF as a transfer function). The parameters showing log-normal 
distribution were transferred to a normal distribution using log transformation prior to using 
the ICDF.  
3.3 Results and discussion 
3.3.1 Performance of inverse modelling for the treatment covers 
The performance of the inverse modelling technique of the HYDRUS-1D model was first 
evaluated by comparing the measured and simulated water contents at various depths within 
each of 13 treatment covers. The coefficient of determination (R2) and root-mean-square 
errors (RMSEs) between the measured and simulated water contents are shown in Table 3-2, 
while the comparison between the measured and simulated water contents at various depths 
within each of 13 treatment covers in a typical year during 2013–2016 is shown in Fig. 3-3. 
For the treatment covers, the R2 values are mostly above 0.8, and RMSE values are mostly 
less than 0.10 cm3cm-3, except for a few treatment covers. The performance criteria as well as 
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the graphical comparison between the measured and simulated water contents at various 
depths within the treatment covers show that the models perform reasonably well given 
diverse soil conditions, number of treatment covers, and number of parameters to be 
optimized.    
Table 3-2: Performance statistics (R2 and RMSE) of inverse modelling for each of 13 
treatment covers at the Aurora North Mine site   
Treatment cover # R2 RMSE (cm3cm-3) 
1 0.89 0.07 
2 0.82 0.06 
3 0.73 0.04 
4 0.81 0.08 
5 0.62 0.10 
6 0.86 0.11 
7 0.79 0.03 
8 0.82 0.04 
9 0.51 0.11 
10 0.84 0.07 
11 0.84 0.07 
12a 0.81 0.03 
12b 0.90 0.03 
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Figure 3-3: Comparison between the measured and simulated water contents at different depths within each of 13 treatment covers for the 
days when temperature is greater than 0 oC. Typical depths at which the water content measurements are recorded vary from 5 to 200 cm within 
the treatment covers. 
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3.3.2 Probability distributions of the optimized and sampled parameters 
The K–S test was used to verify the distributions for each of the five parameters from IM 
of all cells and all years. K–S test results indicate that the VG parameters of soil types (except 
θr and n of subsoil) were normally distributed at the 1 % significance level. The θr and n 
parameters of subsoil were log-normally distributed at the 0.001 and 0.1 % significance 
levels, respectively. Ks was log-normally distributed (Fig. 3-4) at the 1 % significance level 
for all three soil types. Ks values are commonly found to be log-normally distributed (Huang 
et al., 2017; Kosugi, 1996). 
Despite differences in the CDF (see Fig. A-1) of the optimized parameters for the peat or 
LFH cover soil as well as differences between various salvaged subsoils and different LOS 
overburden materials, the treatment cover materials were grouped as peat, subsoil, and LOS. 
This grouping was adopted for the purpose of this study because it maximizes the number of 
IM parameter sets and helps illustrate the impacts of parameter uncertainty on expected 
performance. According to Syncrude Canada Ltd., in the final cover design the top layer 
might be either peat/LFH or a combination of the two. The distributions of parameters for 
these two materials together seem reasonable to be used in the illustrative covers for long-
term simulation of water balance components. Moreover, the primary purpose of this study 
was not to differentiate the performances of two alternate cover soils built on the two 
organic-rich materials. Therefore, the PLHS method was used to randomly sample from the 
distributions of the two materials grouped together, and the distributions of parameters for 
these two materials together are used in the illustrative covers for long-term simulation of 
water balance components.  
 
63 
 
 
Figure 3-4: Probability density functions (PDFs) fitted to the four VG parameters and Ks 
obtained from the IM for the three soil types: peat (a-e), subsoil (f-j), and LOS (k-o). The 
mean and SD of the fitted distributions are shown in Table 3-2. 
The variability in the optimized parameter values includes both spatial and temporal 
variability. The material properties of the treatment covers evolve with time as they vary in 
space. It seems important to see how these material properties would vary in time, if at all, in 
addition to the spatial variability. The probability density functions (PDFs) of Ks obtained for 
all of the cells and all years represent the total variability (spatial plus temporal) in the Ks 
parameter, while the PDFs for all of the treatment cells with each cell averaged over the 4 
monitoring years represent spatial variability alone. Comparison of these PDFs (Fig. 3-5) for 
Ks (only for Ks as it was the most influential parameter for the treatment covers) shows that 
the spatial variability contributed more than 90 % (as 90 % of the PDF corresponding to 
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spatial variability falls within the PDF corresponding to total variability) of the total 
variability for the three materials. Because temporal variability was not significantly 
contributing to the total variability, the spatial and temporal variabilities were not separated 
from the total variability in this study.  
 
Figure 3-5: PDFs of Ks total variability and spatial variability for the three materials.  
A total of 700 parameter sets were randomly sampled from the prescribed probability 
distributions using the PLHS method. These sampled distributions (Fig. 3-6) accurately 
captured the IM parameter distributions with the exception of the residual water content (θr) 
for the subsoil layer. In this case, a large number of the IM values were close to zero and the 
randomly sampled θr values consequently underestimate the optimized θr values. 
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Figure 3-6: PDFs for the optimized and sampled 700 parameter sets for the peat cover soil 
(top row), subsoil (middle row), and LOS (bottom row).  
A further comparison between the optimized and sampled parameter values in terms of 
their basic statistics (e.g., mean and SD) is shown in Table 3-3. The percentage difference 
between the mean of the sampled and optimized parameter values varies between 0.01 % and 
5.47 %. The average error of 1.64 % includes the larger errors associated with r for the 
subsoil. The percentage difference between the SD of the sampled and optimized parameter 
values varies between 0.21 % and 24.72 % with an average error of 8.29 %, including the 
errors in approximating r for the subsoil and Ks of LOS. The larger error in the 
approximation of subsoil r and LOS Ks is related to overestimation of the optimized r 
values and underestimation of the optimized Ks values by PLHS sampling. Overall, the 
random sampling approach seems to provide a good approximation of soil hydraulic 
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parameters with regards to their mean and SD values as well as the corresponding PDF 
patterns.     
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Table 3-3: Mean and SD values of the optimized and randomly sampled parameters for peat, subsoil, and LOS. The differences between the corresponding mean and SD of the 
sampled and optimized parameter values are shown as percentages.  
Parameter Peat Subsoil LOS 
 Optimized  Sampled Error (%) Optimized  Sampled Error (%) Optimized  Sampled Error (%) 
r (m3m-3): Mean 0.0460  0.0470  1.11 0.0150  0.0160  5.47  0.0670  0.0650  3.69 
r (m3m-3): SD 0.0210 0.0200 7.54 0.0217 0.0161 24.7 0.0210 0.0190 13.6 
s (m3m-3): Mean 0.594  0.585  1.47  0.356  0.356  0.0100  0.410  0.412  0.670  
s (m3m-3): SD 0.147 0.137 6.32 0.0810 0.0800 0.950 0.0870 0.0820 4.13 
α (m-1): Mean 0.0600  0.0620  2.98  0.0280  0.0290  2.28  0.0450  0.0440  0.160  
α (m-1): SD 0.0210 0.0190 10.2 0.0100 0.0100 1.35 0.0110 0.0110 0.790 
n [-]: Mean 1.41  1.46  3.22  2.22  2.23  0.230  1.76  1.77  0.280  
n [-]: SD 0.257 0.208 19.2 0.0373 0.348 0.820 0.187 0.184 3.47 
log(Ks) (ms
-1): Mean -4.75  -4.85  1.53  -4.48  -4.52  0.970  -7.02  -7.05  0.420 
log(Ks) (ms
-1): SD 0.534 0.468 12.4 0.430 0.431 0.210 0.884 0.719 18.6 
 
 
68 
 
3.3.3 Distribution of WRC and Ks parameters 
The WRCs for the three cover soils were defined by the four IM-generated VG parameters. 
These individual parameter distributions were randomly sampled 700 times to generate 700 
WRCs. The various VG parameters were considered to be independent parameters with no 
correlation between them. The choice of 700 samples was selected from sampling tests described 
below. The 10th percentile, mean, and 90th percentile of the 700 calculated WRCs based on the 
700 randomly sampled sets of VG parameters were compared to the corresponding WRCs 
obtained from the 155 IM-based parameter sets (Fig. 3-7). This comparison is not intended to be 
a validation of the sampling approach, but more of a visual comparison of the 155 WRCs 
generated from IM with “virtual” WRCs generated from random sampling of the individual 
WRC parameters. Despite the correlation between these parameters in the form of a WRC, the 
PLHS method randomly selected these parameters without considering the correlation between 
them. However, the PLHS method was able to maintain those correlations when plotted as 
WRCs as shown in Fig. 3-7 and turns out to be a reliable method that captures the physical 
relationship between the VG parameters. 
The distribution of WRCs is represented by the mean and 90 % confidence intervals (CIs) of 
WRCs based on the 155 optimized VG parameters (i.e., θr, θs, α, n) compared to the WRCs 
generated based on the 700 sampled VG parameters. The randomly sampled VG parameters 
provide a good representation of the optimized WRCs with a R2 value of 0.99 for all soil types 
but with some visually apparent discrepancies in the tails. Generally, the extreme values belong 
to one of three distributions (Gumbel, Fréchet, or Weibull); however, the PLHS-based sampling 
was performed using normal distributions of the optimized VG parameters.    
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Figure 3-7: Estimated mean (solid lines) with 10th (dotted lines) and 90th (dashed lines) 
percentiles of the soil water retention curves (WRCs) for (a) peat, (b) subsoil, and (c) LOS 
obtained from the 155 optimized and 700 randomly sampled parameter values, where VWC 
denotes volumetric water content.  
Huang et al. (2016, 2017) note that the cumulative frequency distributions (CFDs) for Ks 
values obtained from IM (i.e., optimized Ks values) were similar to those obtained from direct 
field testing. The field Ks values were measured using air permeameter (AP) and Guelph 
permeameter (GP) testing. Huang et al. (2016) show that the Ks values from AP and GP testing 
produced very similar descriptions of variability, although the mean Ks values were slightly 
offset as might be expected. The sampled Ks values are compared to the optimized Ks values 
and Ks values obtained from direct field measurements in Fig. 3-8. The CFD of the Ks obtained 
by random sampling produces a similar distribution to the IM distribution. Similar to the 
comparisons for the WRC, the random sampling exhibited more “tailing” at the lower values of 
Ks for the peat and subsoil, while creating a much smoother distribution than those obtained by 
the optimized Ks values. The discrepancy between the optimized and sampled Ks distributions 
derives primarily from sampling of the log normal distribution that was fit to the IM distribution. 
This ensures that the statistical characteristics of the distribution are retained and reflected in the 
sampled distribution, but may result in specific deviations from the modelled (IM) distribution.   
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Figure 3-8: Comparison of the cumulative frequency distributions of the field-measured Ks 
using GP and AP methods, and optimized (IM) Ks values with the randomly sampled (PLHS) 
700 Ks values. The results shown are for peat, subsoil, and LOS soil types. 
A key parameter of the HYDRUS-1D model for simulating water balance components at the 
reclaimed land has been the saturated hydraulic conductivity (Ks), which has been measured in 
the field using a couple of methods. While Ks influences the net percolation rates, the root 
distribution influences the transpiration rates from the plants on the reclamation covers. The root 
water uptake model by Feddes et al. (1974) was used in this study, where the root distribution 
was approximated using exponential equations showing the relationship between relative root 
density and depth for the treatment covers since exponential root distribution was found to 
perform better in the near-surface horizons (Li et al., 1998). However, the root distribution is 
affected by site conditions (Strong and La Roi, 1983). Different root distributions, e.g., 
exponential, combination of uniform and exponential, and linear, were obtained from previous 
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studies (Alam et al., 2018a; Huang et al., 2011c, 2015) and evaluated in this study. Finally, the 
exponential root distributions seem to produce parameter sets where the distributions of Ks match 
reasonably well with the distributions of measured Ks values.     
3.3.4 Selection of an appropriate sample size for PLHS 
The probability distributions of the five optimized parameters were sampled using 26 
different PLHS sample sizes (ranging from 15 to 2000) and the mean and SD for each sample set 
were calculated (Fig. 3-9). The mean and SD values clearly converge and remain relatively 
unchanged when the sample size exceeds 500 in most cases. Comparable sampling sets using the 
MC method would require more than 5000 samples to reach a similar level of convergence (Figs. 
A-3 and A-4). To keep the simulation time reasonable, a sample size of 1000 was used to 
simulate water balance components for the illustrative covers.    
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Figure 3-9: (a) Mean and (b) SD of the sampled parameter values corresponding to each 
sample size. Results are shown for peat (top row), subsoil (middle row), and LOS (bottom row) 
in both (a) and (b).  
The impact of the varying PLHS sample sizes on water balance outcomes (i.e., AET and NP) 
was also evaluated. A set of 16 different sample sizes (i.e., 15 to 1000) was used to simulate 
AET and NP (i.e., using a total of 5815 simulations over a 60-year climate cycle) for the A100 
illustrative cover (i.e., 0.20 m of peat and 1 m of subsoil placed over 1 m of LOS) with an LAI of 
3.0. The results (Fig. A-2) show that the mean and SD of the AET and NP values also converge 
when the sample size is larger than 500. To be conservative, a PLHS sample size of 700 was 
used to define the hydraulic parameter distributions for the long-term simulation of the 
illustrative covers. However, a sample size of several hundred might also have been chosen.      
3.3.5 Determination of maximum sustainable LAI using sampled parameter sets 
The variability in LAI_max was evaluated using the lower bound (10 %), mean, and upper 
bound (90 %) of the simulated annual AET values (Fig. 3-10) for a series of simulations in which 
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the LAI was set to one of six values (i.e., 1.0, 2.0, 3.0, 4.0, 5.0, and 6.0). A literature-based line 
representing the annual AET required to support a particular LAI value was also plotted on this 
figure. The intersection points between the simulated and required AET lines were designated as 
the LAI_max values for each of the five covers. The mean LAI_max values range from 4.12 to 
4.50 for the five illustrative covers as shown in Fig. 3-10. The respective lower, mean, and upper 
LAI_max values for each cover were as follows: A50 (2.73, 4.12, and 5.23); A75 (2.79, 4.25, 
and 5.36); A100 (2.86, 4.27, and 5.42); A125 (2.94, 4.37, and 5.53); and A150 (3.06, 4.50, and 
5.68). These results indicate that all LAI values increase with increasing cover thickness but the 
difference between the lower and upper LAI_max values also increases with cover thickness. 
Huang et al. (2015) showed that the increases in AET are not necessarily proportional to the 
incremental increases in cover thickness, rather little increment is noticed in the median AET 
over a climate cycle once a threshold cover thickness is passed. Therefore, it is not a surprise to 
observe the narrow range of LAI_max values as shown in Fig. 3-10. That said, there is support 
for decreased NP rates for thicker covers as greater volumes of water can be stored and 
ultimately released as AET. 
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Figure 3-10: Lower (10%), mean, and upper (90%) limits of LAI_max values for the five 
illustrative covers showing variability in the LAI values based on the simulated annual AET with 
the 700 parameter sets over a 60-year climate cycle.  
3.3.6 Uncertainty in determining the LAI_max values 
The LAI_max values (i.e., the mean LAI_max values) from Fig. 3-10 for each illustrative 
cover were used to simulate the annual AET values for the 60 years of climate data. The results 
shown in Fig. 3-10 combine the impact of both climate variability and parameter uncertainty 
(700 parameter sets) on the relationship between LAI_max and the major water balance 
components of NP and AET. Table 3-4 (last column) shows the mean of LAI_max values as well 
as the corresponding standard deviations (SD) as calculated from the simulated AET values for 
the five illustrative covers. The mean and SD of the LAI_max values demonstrate that the 
parameter variability results in slightly higher LAI_max and slightly lower uncertainty as cover 
thickness increases. The mean LAI_max values were found to be around 4.12 to 4.50 
considering all cases. Overall, the SD of LAI_max values ranges from 3.80 to 4.70 for all five 
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illustrative covers depending on whether the climate year is drier or wetter. The range is within 
the measured LAI range for the Canadian boreal forest shown by Barr et al. (2012) to be between 
2.0 and 5.20 based on old aspen, old black spruce, and old jack pine.  
3.3.7 Uncertainty in estimating water balance components  
3.3.7.1 Impact of parameter, climate, and LAI variability on the simulated AET and NP 
Three primary sources of uncertainty in the simulated AET are parameter variability, climate 
variability, and LAI variability. Figure 3-11 shows the distributions of AET resulting from these 
sources of variability, which were obtained from the simulated AET using 700 parameter sample 
sets, 60 years of climate data, and three LAI_max values (i.e., min, mean, max). The impact of 
the three sources of uncertainty was separated as follows: (a) the simulated annual AET values 
corresponding to the mean LAI_max were averaged over the 60-year climate cycle to 
demonstrate the parameter variability; (b) the simulated annual AET values corresponding to the 
mean LAI_max were averaged over the 700 parameter sets to demonstrate the impact of climate 
variability; and (c) the simulated annual AET values corresponding to the min, mean, and max 
LAI_max were averaged over the 60-year climate cycle and 700 parameter sets to demonstrate 
the LAI variability.  
The AET distributions are shown as box plots for the five illustrative covers in Fig. 3-11. The 
results demonstrate that the uncertainty in the simulated AET derived from parameter uncertainty 
decreases slightly with increasing cover thickness while remaining relatively constant with cover 
thickness in the case of climate variability. The median annual AET values resulting from the 
parameter variability and climate variability distributions are similar, particularly for the thinner 
illustrative covers. Overall, climate variability exerts more impact on the simulated annual AET, 
followed in turn by parameter variability and then LAI values. 
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Figure  3-11: Box plots showing the distributions of annual AET obtained from the simulated 
water balances for the five illustrative covers with 700 parameter sets (blue boxes show 
parameter variability) over a 60-year climate cycle (green boxes show climate variability) with 
four LAI values (red boxes show LAI variability). The heavy dark line in each box plot shows 
the median, the boxes show the first and third quartiles, and the whiskers extend to 1.5 times the 
inter-quartile range. Outliers are shown as red plus signs. 
The impact of the three sources of uncertainty on annual NP is presented in Fig. 3-12. The 
NP distributions for the five illustrative covers demonstrate that the uncertainty in simulating NP 
decreases with increasing cover thickness for both the parameter and climate variability cases. In 
contrast to the AET results, the uncertainty associated with climate variability is similar to that 
obtained by parameter variability. The distance between the median NP and the first quartile as 
well as the length of the whiskers seem to decrease with increasing cover thickness, which would 
mean less extreme annual NP for the thicker covers. The difference between the median annual 
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NP values obtained from the parameter variability and climate variability appears to decrease 
with increasing cover thickness. Overall, the parameter variability and climate variability have 
similar levels of influence on the simulated annual NP, followed by the variability due to the 
calculated LAI values. 
 
Figure 3-12: Box plots showing the distributions of annual NP obtained from the simulated 
water balances for the five illustrative covers with 700 parameter sets (blue boxes show 
parameter variability) over a 60-year climate cycle (green boxes show climate variability) with 
four LAI values (red boxes show LAI variability). The description of the box plots is the same as 
for Figure 3-11. 
The water balance components for the five illustrative covers are summarized in Table 3-4 
based on the corresponding mean LAI_max values for each cover. Among the five illustrative 
covers, A50 had the lowest annual AET and the highest annual NP. The annual AET increases 
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with increasing cover thickness, whereas the annual NP decreases with increasing cover depth, 
similar to previous studies (Huang et al., 2015; Alam et al., 2018a). These trends of annual AET 
and NP are consistent with the LAI_max values for each soil cover: higher annual AET for the 
covers with higher LAI_max values and higher annual NP for the covers with lower LAI_max 
values. The relative AET values reflect the relative productivity of the five illustrative covers, 
while the relative NP values indicate the thicker covers are capable of storing more water than 
the thinner covers. Table 3-4 also shows the annual soil moisture deficit (DS) values for the five 
illustrative covers, where DS increases with increasing cover thickness. 
The results showed that climate variability is likely to be a key source of uncertainty for the 
simulated AET during the historical 60-year period. That said, climate and parameter 
variabilities appear to might cause similar levels of uncertainty in the simulated NP rates during 
the same historical period. Our previous studies (Alam et al., 2017; Alam et al., 2018a) showed 
that the median AET and NP are expected to increase in the future as compared to the historical 
period irrespective of the climate models (GCM) or scenarios (RCP) used, as well as increased 
uncertainty in the future AET and NP. The parameter variability combined with climate 
variabilities due to GCMs and/or RCPs would cause more increased uncertainty in the future 
period than it appears to cause during the historical period, and it requires further investigation. 
The elevated water balance components as well as increased uncertainty in the simulated AET 
and NP rates due to combined impacts of climate and parameter variability would pose increased 
risks to the management of water migrating through reclaimed mine waste. The risks of 
increased chemical loading to the downgradient waterbodies due to increased NP rates will 
require further investigation under changing climate conditions.  
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Table 3-4: Summary of water balance components for the five illustrative covers obtained using 700 sampled parameter sets with 
the corresponding LAI_max values (the mean LAI_max value is shown with the corresponding standard deviation)  
Illustrative 
cover 
Precipitation AT  AE  AET NP DS LAI_max ± SD 
 (mm) (mm) (mm) (mm) (mm) (mm) [-] 
A50 426 297 99.1 397 33.3 -3.41 4.12 ± 0.33 
A75 426 303 98.6 402 28.0 -3.47 4.25 ± 0.30 
A100 426 305 99.8 405 25.0 -3.53 4.27 ± 0.29 
A125 426 310 101 411 20.0 -4.69 4.37 ± 0.27 
A150 426 316 101 416 15.0 -5.46 4.50 ± 0.23 
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3.3.7.2 Impact of Ks of LOS material on the simulated AET and NP 
Huang et al. (2017) show that simulated values of AET and NP are most sensitive to the 
distribution of the Ks of the LOS. To reevaluate this finding in the present study, a specified 
range of LOS Ks values (i.e., 0.0005, 0.0023, 0.0079, 0.0270, and 0.1916 md
-1) was used to 
simulate AET and NP over the 60-year time period for the A100 illustrative cover. A constant 
LAI value of 4.0 was used along with the parameter variability for the other hydraulic 
parameters. The results presented in Fig. 3-13 highlight that the mean annual AET decreases and 
the mean annual NP increases as Ks increases. In addition, the range of AET and NP is smallest 
for the lowest values of Ks. A value of Ks lower than 0.005 md
-1 would represent a restriction to 
gravity drainage on the order of 5 mmd-1, similar to a maximum rate of daily potential 
evaporation. As a consequence, these results are not surprising because they highlight a shift in 
the mechanism for water storage within the covers, specifically from being dominated by the 
water retention properties of the cover (i.e., high values of Ks) to “perching” of infiltrating waters 
on the LOS surface (i.e., low values of Ks). 
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Figure 3-13: Box plots showing the distribution in uncertainty in the simulated water balance 
components of (a) AET and (b) NP with variation in the soil hydraulic parameters, for instance, 
Ks of the LOS overburden. Uncertainty of each water balance component is represented for the 
five illustrative covers. The description of the box plots is the same as for Figure 3-11.  
3.4 Conclusions 
Long-term cover performance is commonly evaluated without quantification of the 
uncertainties which may originate from various sources including climate, soil hydraulic 
parameters, and vegetation index (i.e., leaf area index). The use of a single set of model 
parameters in the design of reclamation covers precludes our ability to quantify the potential 
impact of uncertainties in parameters or climate and consequently makes it impossible to 
quantify the associated risks in performance. While our previous study (Alam et al., 2018a) 
investigated the impacts of climate in changing climatic conditions on the long-term cover 
performance, this study investigates the sources of uncertainty associated with the evaluation of 
long-term cover performances. This study considers a unique way to characterize the spatial and 
temporal uncertainty in the total parameter uncertainty utilizing field monitoring data from 13 
treatment covers (replicated in triplicate and monitored in 4 consecutive years). The field 
monitoring data include water content, soil temperature, and soil suction values recorded at 
various depths at each of the treatment covers. There are few instances in the literature where 
such a large data record is available to quantify uncertainty. It has not been attempted previously 
in the context of oil sands reclamation covers. While the use of the HYDRUS-1D inverse 
modelling tool to optimize soil hydraulic parameters (both VG and saturated hydraulic 
conductivity) is not new, the use of this tool to develop probability distributions for optimized 
parameter sets from multiple sites and years is novel, particularly when one of the parameters 
(Ks) can be directly compared to field-measured distributions. Since the risks associated with a 
cover design would be based on the probability distributions of water balance components, it 
seems reasonable to use a computationally efficient sampling method (PLHS in this case) to 
obtain all possible probability distributions of the optimized parameters, which was motivation 
for the current study. 
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Inverse modelling (IM) in HYDRUS-1D was used to optimize five soil hydraulic parameters 
and produced 155 sets of soil hydraulic parameters for 13 treatment covers, replicated in 
triplicate, over 4 monitoring years. Progressive Latin hypercube sampling (PLHS) was used to 
sample parameters from the distributions of each of the five hydraulic parameters obtained from 
the IM approach. The randomly sampled parameters (i.e., 700 realizations) were then used in the 
simulations of long-term water balance for five illustrative covers. The results from the 
simulations were used to highlight the coupling that occurs between the parameter variability and 
the LAI_max values as well as the combined impact of these variabilities on the predicted 
distributions of AET and NP for the five illustrative covers. Overall, the PLHS method 
outperforms the widely used MC sampling technique in generating the distributions of five 
hydraulic parameters by requiring 10 times less sample size in order to achieve similar levels of 
water balance components for the illustrative covers (Fig. A.3-2). 
The study revealed that the peat cover soil reclamation material had the highest variability in 
the WRC, while the LOS substrate had the greatest variability in Ks. In this study, peat was 
combined with LFH, which might be the reason for the highest variability in WRC among the 
materials for three layers of the treatment covers. The results of the long-term simulated water 
balance highlighted how variability in climate, sampled soil hydraulic parameters, and LAI 
influenced the uncertainty in both AET and NP. The distributions of the long-term simulated 
AET showed that climate variability exerted more impact on the uncertainty in annual AET. In 
the case of NP, the uncertainty derived from climate and parameter variability were similar and 
much greater than that from LAI variability. The uncertainty in the simulated AET values 
decreased with increasing cover thickness for parameter variability, while the uncertainty in the 
simulated NP values decreased with increasing cover thickness for both parameter and climate 
variability. Median annual AET values resulting from variable parameter sets and climate data 
seemed to remain approximately equal for the thinner illustrative covers, while median annual 
NP values remained approximately equal for the thicker covers. The PLHS and MC sampling 
methods produced a broader range of simulated AET and NP compared to the discrete sampling 
approach. 
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Overall, the results of this study help to highlight a wide range of cover performance risks 
that can occur when parameter variability is combined with climate, LAI, and cover thickness 
variability. The characterization of the optimized hydraulic parameters as variable, along with 
the evaluation of the maximum sustainable LAI, improve our ability to characterize the 
uncertainty associated with the long-term simulation of cover performance beyond what is 
possible using a single optimized parameter set and presumed value of LAI. This study also 
enables an examination of how varying cover thickness changes not only cover performance (in 
terms of AET and NP), but also the uncertainty in cover performance due to both climate and 
parameter variability. As cover thickness increases, the annual AET increases and the annual NP 
decreases, as expected; however, the range in these simulated water balance components also 
decreases predominantly due to parameter variability. A similar insight is also available for the 
specific case of how variability in the Ks of the LOS affects the magnitude and range of AET and 
NP. In this case, the shift in cover performance combines the impact of cover thickness (i.e., 
water storage capacity) and the impact of restricting water flow. 
Designs of reclamation covers are typically based on the long-term simulations of AET and 
NP using a single parameter set that excludes the incorporation of parameter variability in 
simulating NP rates. This approach is likely to underestimate the possible ranges of NP rates. 
The elevated NP rates that develop when parameter variability is incorporated is an important 
finding which will need to be considered by industry in developing their closure designs. The 
consequences could be elevated volumes of water yield from the reclamation covers to the 
adjacent surface water bodies as well as associated increases in rates of chemical loading from 
the underlying mine waste. Given the role that climate change is expected to play in future water 
balances of reclamation covers and the similar magnitude of impact played by parameter 
variability in simulating NP, integration of both climate change impacts and parameter 
variability across the landscapes needs to be adopted in mine reclamation cover design in the 
future. 
In the IM and long-term simulation of water balance components, the rooting depth 
assumption did not allow direct water uptake from the LOS substrate. A key limitation of this 
study was the sole use of historical climate data without any consideration of future climate 
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change and variability. Further research needs to examine the impact of more climate variability 
due to climate change (based on both global climate models and regional climate models) 
combined with these sources of variability considered here on long-term cover performance over 
the next few centuries.      
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 - THE IMPACT OF CLIMATE CHANGE ON THE WATER BALANCE 
OF OIL SANDS RECLAMATION COVERS AND NATURAL SOIL PROFILES 
(ALAM ET AL. 2018) 
Preface 
The second objective of this thesis was as follows: “To characterize the impact that future 
projected climate change will have on the water balance of oil sands reclamation covers”.  In 
Chapter 3, climate variabilities are likely to exert more impact on the water balance components 
(particularly AET), variabilities due to GCMs and/or RCPs are expected to incorporate greater 
uncertainty in the future water balances compared to the historical values. In this second 
published paper the long-term performances of oil sands mine reclamation covers under climate 
change projections was evaluated and compared to the simulated performance of historical 
climate periods.  The climate change projections (e.g. temperature, precipitation, wind speed, net 
radiation, and relative humidity) were based on the Canadian Global Climate Model (GCM) and 
the water balance was the physically-based HYDRUS-1D model with parameter sets optimized 
within previous studies.  This study demonstrated how to couple GCM outputs and a physically-
based water balance model through the downscaling methods. The downscaling methods used in 
this study were LARS-WG and Delta Change method, which generated site-specific climate 
change projections that were originally provided by the GCM at global-scale. This coupling 
approach was consequently used in Chapter 5 as well for exploring the impacts of climate 
change using high resolution climate change projections.           
I, Md. Shahabul Alam, conceptualized and developed the coupling between the GCM outputs 
and HYDRUS-1D. Dr. M. Huang developed, calibrated and validated HYDRUS-1D mostly in 
his previous studies, which I incorporated in this study. I reviewed the literature, conducted 
numerical simulations, analyzed and discussed the results, and wrote the manuscript. All 
coauthors, Dr. S. L. Barbour, Dr. A. Elshorbagy, and Dr. M. Huang critically reviewed and 
edited the manuscript and provided feedbacks on different aspects of the study. The published 
paper in this chapter is presented with minor changes as suggested by the examining committee. 
This chapter has been published with the following citation:       
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Alam, M. S., Barbour, S. L., Elshorbagy, A., and Huang, M. (2018). The Impact of Climate 
Change on the Water Balance of Oil Sands Reclamation Covers and Natural Soil Profiles. 
Journal of Hydrometeorology, https://doi.org/10.1175/JHM-D-17-0230.1. © American 
Meteorological Society. Used with permission. 
Abstract 
The design of reclamation soil covers at oil sands mines in northern Alberta, Canada, has 
been conventionally based on the calibration of soil–vegetation–atmosphere transfer (SVAT) 
models against field monitoring observations collected over several years, followed by 
simulations of long-term performance using historical climate data. This paper evaluates the 
long-term water balances for reclamation covers on two oil sands landforms and three natural 
coarse-textured forest soil profiles using both historical climate data and future climate 
projections. Twenty-first century daily precipitation and temperature data from CanESM2 were 
downscaled based on three representative concentration pathways (RCPs) employing a stochastic 
weather generator [Long Ashton Research Station Weather Generator (LARS-WG)]. Relative 
humidity, wind speed, and net radiation were downscaled using the delta change method. 
Downscaled precipitation and estimated potential evapotranspiration were used as inputs to 
simulate soil water dynamics using physically based models. Probability distributions of growing 
season (April–October) actual evapotranspiration (AET) and net percolation (NP) for the 
baseline and future periods show that AET and NP at all sites are expected to increase 
throughout the twenty-first century regardless of RCP, time period, and soil profile. Greater 
increases in AET and NP are projected toward the end of the twenty-first century. The increases 
in future NP at the two reclamation covers are larger (as a percentage increase) than at most of 
the natural sites. Increases in NP will result in greater water yield to surface water and may 
accelerate the rate at which chemical constituents contained within mine waste are released to 
downstream receptors, suggesting these potential changes need to be considered in mine closure 
designs. 
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4.1 Introduction 
Government regulations require that lands disturbed by oil sands mining be reclaimed to an 
equivalent land capability to what existed prior to mining. The equivalent land capability is 
based on productivity (e.g., supporting diversified vegetation and wildlife), a Land Capability 
Classification System (LCCS) rating that quantifies nutrient and water availability regimes and 
other landscape characteristics necessary for government reclamation certification [Cumulative 
Environmental Management Association (CEMA); CEMA 2006]. Historically, reclamation 
cover designs were based on assessments of available water-holding capacity (Elshorbagy and 
Barbour 2007; Huang et al. 2015). More recent industry designs use physically based water 
dynamics models calibrated using long-term (up to 10 years) monitoring to predict long-term 
performance using 60-yr historical climate records (Boese 2003; Huang et al. 2011a,b,c, 2015; 
Keshta et al. 2009; Price et al. 2010; Qualizza et al. 2004). 
The long-term performance of reclaimed land disturbed by oil sands mining will be affected 
by climate change, driven in part by greenhouse gas emissions. Mining and processing of oil 
sands are associated with 9.3% of these emissions in Canada and about 0.13% globally, where 
majority of the emissions caused by the end-users by burning oil and natural gas [Canadian 
Association of Petroleum Producers (CAPP); CAPP 2016]. Oil sands industry growth since the 
1960s has disturbed about 0.02% of Canada’s boreal forests, which serve as the largest terrestrial 
reservoir of emitted carbon and store almost 22% of the global carbon stocks available on land 
[Intergovernmental Panel on Climate Change (IPCC); IPCC 2000]. 
Climate change is expected to intensify the global hydrological cycle because of increases in 
precipitation and potential evapotranspiration (Huntington 2006). The IPCC Fifth Assessment 
Report (AR5; IPCC 2013) indicated global average temperatures from 2003 to 2012 increased by 
0.78oC compared to 1850–1900; this trend is expected to continue throughout the twenty-first 
century. Global mean surface temperature is projected to be 1o–3.7oC higher in 2081–2100 
compared to 1986– 2005, with global mean precipitation likely to increase by 0.5%–4% oC-1 
under all scenarios [representative concentration pathway (RCP): RCP2.6, RCP4.5, and 
RCP8.5]. Scenario RCP8.5 considers rises in CO2 concentrations by the year 2250 to about 2000 
ppmv, which is approximately 7 times the preindustrial level. These dramatic changes in climate 
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and atmospheric composition are expected to cause significant changes in global 
evapotranspiration by the end of the twenty-first century (Pan et al. 2015). Consequently, their 
impact on water balances must be understood to assess the future performance of reclaimed land. 
Water balances for natural sites and reclaimed waste at oil sands mines in northern Alberta, 
Canada, have been extensively studied. Huang et al. (2011c) and Zettl et al. (2011) conducted 
numerical modeling and experimental studies to understand mechanisms controlling infiltration 
and drainage processes in natural, texturally variable, long-term soil–vegetation (SV) monitoring 
sites near currently operating mines. Huang et al. (2011b) assessed the impact of soil layering 
(heterogeneous soil texture), climatic variability (historical climatic record), and various 
vegetation types on plant-available water at a number of SV sites. Probability distributions, 
similar to those developed by Elshorbagy and Barbour (2007), highlighted the impact of various 
factors on the magnitude and variability in actual evapotranspiration. Huang et al. (2015) used a 
calibrated physically based water dynamics model to examine the impact of cover thickness and 
climate variability on plant-available water at reclamation covers placed over mine waste (sodic–
saline shale overburden) over a 60-yr climate cycle. They found median evapotranspiration did 
not increase significantly for cover thicknesses greater than 80 cm (all other parameters held 
constant); however, the frequency of freshwater release from these thicker covers (runoff or 
interflow) dramatically decreased. This work highlighted the need to optimize reclamation cover 
designs for long-term climate cycles, taking into consideration both plant-available water and the 
release of freshwater to adjacent surface water bodies. Several studies used system dynamics 
models to simulate hydrological (Elshorbagy et al. 2007; Keshta et al. 2009) and infiltration and 
drainage (Huang et al. 2011a) processes for reclaimed soils at Syncrude’s Mildred Lake mine in 
northern Alberta. However, the potential impact of climate change on oil sands reclamation 
covers has not been evaluated by linking future climate with physically based simulations of the 
soil water dynamics at these sites. 
Reclamation covers for oil sands mining waste have been conventionally designed so 
prescribed cover soils and cover depths can provide sufficient plant-available water to support 
target vegetation over a long-term climate cycle. The climate cycle used in these designs is based 
on historical monitored climatic conditions (Huang et al. 2015). The purpose here is not to test or 
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evaluate water balance models as applied to soil cover designs for oil sands mining. Rather, we 
used water balance models that have already been developed, calibrated, and validated at 
monitored and characterized study sites. These models were adopted without substantive 
modification, keeping them as simple as possible to highlight the shifts in water balance that may 
occur if the historical climatic forcing boundary is replaced by a future climate scenario. Various 
physically based models [e.g., Soil and Water Assessment Tool (SWAT), HydroGeoSphere 
(HGS)] have been used to assess the impact of climate change on watershed water 
balance/streamflow (Githui et al. 2009; Leta et al. 2016; Mango et al. 2011) and water movement 
and availability in the Boreal Plains of Alberta, Canada (Thompson et al. 2017). Keshta et al. 
(2012) also used a generic system dynamics water balance model to evaluate the performance of 
alternate cover designs based on future projections of temperature and precipitation from the 
Third-Generation Canadian Coupled Global Climate Model (CGCM3) under two Special Report 
on Emission Scenarios (SRES) emission scenarios (IPCC 2000) but did not incorporate an 
estimation of uncertainty in the simulations. No previous studies have integrated physically 
based numerical water balance models (particularly, the widely used HYDRUS-1D in oil sands 
industry) with future climate projections to assess the impacts of climate change on the water 
balance of oil sands reclamation covers. 
This study utilizes climate change projections based on an archive of forcing scenarios 
released in September 2013 by phase 5 of the Coupled Model Intercomparison Project (CMIP5) 
of the IPCC (Taylor et al. 2012). The key question being addressed is how future climate change 
scenarios, updated in September 2013, will alter key indicators of soil cover water balance 
performance. The indicators chosen are actual evapotranspiration (AET), because it represents 
the use of available water by vegetation, and net percolation (NP), because, given the assumption 
of flat-lying covers without runoff, it captures the total release of water (i.e., water yield) from 
the covers into the underlying waste and ultimately to downgradient surface water receptors. The 
study also illustrates a methodology by which field-calibrated physically based water balance 
models can be coupled with future climate change scenarios; this approach does not appear in the 
literature to date. 
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The soil profiles used include reclamation covers over a saline–sodic clay shale overburden 
[30 dump site (D3)] and a reclaimed sand tailings dyke [Southwest Sand Tailings Storage 
(SWSS)], as well as three natural profiles of glacial fluvial or dune sand (SV10, SV27, and 
SV60). Both reclamation sites have extensive long-term-monitoring datasets and physically 
based soil water dynamics models that were adapted for this study. The natural sites (also 
extensively characterized and modeled) are included to provide a direct comparison to SWSS. 
Overall, this study expands our understanding of the potential impact of climate change on the 
long-term performance of oil sands reclamation covers, an issue with no documented 
consideration by regulators or industry and relatively limited investigation by scientists (Keshta 
et al. 2012; Rooney et al. 2015; Schneider 2013).  
4.2 Materials and methods 
4.2.1 Study sites 
All soil profiles are located in the boreal mixed-wood ecoregion (Strong and Leggat 1981) 
(Fig. 4-1), which has an area of approximately 290×103 km2 and a typical prairie climate with 
mean annual precipitation of 443 mm, most of which occurs in the summer. Mean winter 
(December–February) and summer (June–August) temperatures are -16.7 and 15.4 °C, 
respectively.  
4.2.1.1 Natural sites 
The coarse-textured SV sites were established by the industry in 2005 (AMEC Earth and 
Environmental and Paragon Soil and Environmental Consulting Inc. 2005) for long-term soil–
vegetation monitoring and feature a range of soil textures and layering. According to the 
northern Alberta ecological classification system (Beckingham and Archibald 1996), SV10 and 
SV27 fall in the ‘‘a1’’ ecosite class (xeric/subxeric moisture regime and a poor nutrient regime 
characterized by rapid drainage and limited volumes of stored plant-available water following 
precipitation events) and SV60 falls in the ‘‘d2’’ ecosite class (mesic/subhygric moisture regime 
and a medium nutrient regime with greater volumes of water stored and available for 
transpiration). 
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Figure 4-1: (a) Map of Canada with the province of Alberta; (b) map of Alberta with relevant 
cities and the broad study area identified; (c) map of study area with site locations as red squares 
where (c) is expanded view of the red box in (b).  
Soil type and vegetation coverage of these natural sites are provided by Huang et al. (2011c); 
details of field experiments, sample collection, particle size distribution, and bulk density 
measurements are provided by Zettl et al. (2011). The SV10 and SV27 natural sites are texturally 
homogeneous with fine or medium sands, respectively. The natural SV60 profile is texturally 
heterogeneous with a fine sand layer (45–84 cm) that is overlain and underlain by coarse sand 
layers. The dominant vegetation types are jack pine (SV10 and SV27) or white spruce, white 
aspen, black spruce, and balsam fir (SV60). The average sand, silt, and clay fractions among the 
three natural sites range from 97.4% to 99.2%, from 0.3% to 1.2%, and from 0.5% to 0.9%, 
respectively. 
(a) 
(b) (c) 
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4.2.1.2 Reclamation covers 
The two reclamation sites are located at the Syncrude Canada Ltd. (SCL) Mildred Lake oil 
sands mine (Fig. 3-1). The fine-textured D3 reclamation cover has a peat–glacial clay mineral 
mixture (0–20 cm) overlying a fine-grained glacial soil (20–80 cm) underlain by the overburden 
clay shale. The SWSS reclamation cover has a very similar peat–mineral mixture (0–45 cm) 
overlying tailings sand. The dominant vegetation types are trembling aspen and white spruce at 
D3 and SWSS. The silt and clay size particle fractions in the reclamation covers (e.g., D3) range 
from 60% to 90% and from 25% to 55%, respectively (Boese 2003). 
The reclamation sites have been monitored since 1999 (D3) and 2001 (SWSS). A 
meteorological tower monitors air temperature, wind speed, radiation, and relative humidity in 
addition to direct monitoring of the soil cover and underlying mine waste for volumetric water 
content, suction, and soil temperature. See Barbour et al. (2004), Boese (2003), Huang et al. 
(2015), and O’Kane Consultants, Inc. (OKC; OKC 2001, 2016) for details of the instrumentation 
and monitoring program. 
4.2.2 Climate change projections and downscaling methods 
The observed daily precipitation, minimum/maximum/ mean temperatures, relative humidity, 
wind speed, and net radiation for the baseline period (1961–90) were obtained from Environment 
and Climate Change Canada (ECCC) records at the Fort McMurray Airport station (located ~50–
100 km south of the study sites). The future climate change projections (i.e., precipitation, 
temperature, relative humidity, wind speed, and net radiation) for the baseline (1961–90) and 
future period (2016–2100) were obtained using the Canadian GCM (CanESM2) combined with 
three RCPs (RCP2.6, RCP4.5, and RCP8.5; Taylor et al. 2012). Climate change projections for 
CanESM2 were obtained from the Canadian Centre for Climate Modeling and Analysis 
(http://www.cccma. ec.gc.ca/data). The datasets from CanESM2 for the time periods 1961–90 
and 2016–2100 used in this study include precipitation (pr), daily minimum near-surface air 
temperature (tasmin), daily maximum near-surface air temperature (tasmax), relative humidity 
(hur), near-surface wind speed (sfcWind), surface downwelling longwave radiation (rlds), 
surface upwelling longwave radiation (rlus), surface downwelling shortwave radiation (rsds), 
and surface upwelling shortwave radiation (rsus). 
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The GCM meteorological outputs, which have a resolution of 200 km, were downscaled to 
provide climate specific to the local region (Franczyk and Chang 2009; Hashmi et al. 2011). A 
widely used and statistically based stochastic weather generator, Long Ashton Research Station 
Weather Generator (LARS-WG; Racsko et al. 1991; Semenov and Barrow 1997), was used to 
generate the site-scale time series of future daily precipitation and temperature based on the three 
RCPs of CanESM2, while daily relative humidity, wind speed, and net radiation (where net 
radiation was estimated from the longwave and shortwave radiation using empirical equations) 
were downscaled using a ‘‘delta change’’ or ‘‘perturbation’’ method (Prudhomme et al. 2002). 
Appendix B provides detailed downscaling methods. 
4.2.3 Growing season precipitation and potential evapotranspiration (PET) 
The daily precipitation from LARS-WG was used to generate accumulated snowpack outside 
the growing season (November–March), where the growing season starts after a week of frost-
free nights in the spring and ends at the first frost in the fall. If the Tmean in a day was lower than 
a specified threshold (i.e., Tthres=0 °C), precipitation accumulated within a snowpack. Any 
accumulated snow depth from November to March was applied as precipitation during an 
assumed 2-week snowmelt period in the first two weeks of April. If Tmean was greater than Tthres 
over the winter period, then snowpack melting was calculated using the degree-day method 
(Carrera-Hernández et al. 2011), where daily snowmelt s is related to daily mean temperature 
Tmean and a melt factor M (mm °C-1day-1) if Tmean exceeds a threshold (i.e., Tthres=0 °C): 
 s = M (Tmean-Tthres), (3.1) 
where different factors affecting snowmelt are included in M, which varies with time and is 
estimated using the empirical relationship (Kuusisto 1980): 
 M = 10.4 
𝜌𝑠
𝜌𝑤
 – 0.7, (3.2) 
where ρs is snow density (kgm
-3) and ρw is water density (kgm
-3).   
The calculated melt volume was added to any precipitation that occurred during this winter 
melt period and to stored water within the soil profile at the start of the April–October simulation 
period. 
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Average daily temperature for each of the 100 LARS-WG realizations along with relative 
humidity, wind speed, and net radiation from the delta change downscaling method were used in 
the Penman–Monteith equation (Allen et al. 1998; Brutsaert 1982) to calculate the 100 
realizations of potential evapotranspiration (PET). The observed daily dewpoint temperature (oC) 
was from ECCC records at the Fort McMurray Airport station. The 100 realizations of daily PET 
values during the growing season were used in the model as an input variable.   
4.2.4 Water balance model 
The physically based soil water dynamics model HYDRUS-1D, version 4.16 (Simunek et al. 
2013), was used to simulate the daily water balance for each site as detailed in Huang et al. 
(2011b,c, 2015). In this approach, Richard’s equation for transient unsaturated water flow is 
coupled to a climate/vegetation water flow boundary that incorporates precipitation (rainfall or 
snowmelt), actual transpiration from root uptake, and actual surface evaporation. Daily water 
balance components are then calculated from the simulation results, including infiltration into the 
ground surface, actual transpiration (AT) from the soil profile over the depth of rooting, actual 
evaporation (AE) from the soil surface, water release from the active rooting zone into the 
underlying groundwater system (also referred to as NP), and changes in soil water storage (DS) 
within the rooting zone. 
The D3 site model was based on the model presented by Huang et al. (2015) and was 
developed by calibrating the model against six years of monitoring data (2006–11) from adjacent 
site D2 and then validating the model against six years of monitoring data (2006–11) from the 
D3 site. The calibration and validation phase root-mean-square error (RMSE) were 11.1 and 14.4 
mm, respectively. Huang et al. (2011b,c) developed the models for the three natural sites (SV10, 
SV27, SV60) based on detailed site characterization and field testing. Hydraulic parameters for 
the SV sites were determined from interpretation of full-scale infiltration and drainage tests 
conducted by Zettl et al. (2011). The mean and standard deviation (SD) values of van 
Genuchten– Mualem (VG) parameters (see below) and the saturated hydraulic conductivity were 
obtained from Huang et al. (2011b). Final validation of the models was undertaken by comparing 
the predicted AET values for the past 60 years to measured tree growth and forest productivity. 
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The HYDRUS-1D model for SWSS was developed particularly for this study. Cover soils at 
SWSS are the same as for D3. Monitoring the climate and reclamation soil profile at SWSS has 
been ongoing since 2001. The model for SWSS was calibrated against 2010 growing season data 
using the inverse approach (Simunek et al. 2012) and then validated using 2012 growing season 
data. The model simulated the soil water content in the cover profile with RMSE and R2 values 
of 0.11 mm and 0.89 in calibration and 0.19 mm and 0.69 in validation, respectively. Hydraulic 
parameters obtained for the two SWSS cover materials and the three D3 cover materials by 
Huang et al. (2015) are provided for comparison (see Table B-1 in appendix B). 
One key difference in these models is that the clay-rich cover soils at the reclamation sites 
(D3 and SWSS) were characterized using dual-porosity hydraulic functions while the natural 
profiles (SV sites) were characterized by single-porosity functions. As discussed by Huang et al. 
(2015), this was due to the presence of a secondary structure of macropore development within 
the clay-rich cover soils. In both cases, VG equations (van Genuchten 1980) were used to 
describe these functional relationships for water storage and hydraulic conductivity. These 
equations and their parameter constants are defined in appendix B (Table B-2 summarizes the 
parameter values used for the various SV profile simulations). 
The modeling domains at each site were as follows: three layers (i.e., peat–mineral soil 
mixture, secondary clay cover layer, and underlying overburden shale) at the reclaimed D3; two 
layers (i.e., peat–mineral mixture and tailings sand) at the reclaimed SWSS; and 14, 20, and 18 
layers of varying texture and bulk density at SV10, SV27, and SV60, respectively. The large 
number of layers at the SV sites was recommended by Huang et al. (2011c, 2015) to capture the 
impact of the observed textural layering on the water balance. 
Current industry practice tracks reclamation cover water balances based on monitoring and 
modeling in one dimension. All previously published models were for flat-lying site profiles, and 
these conditions were retained here. To make the comparison between the models as simple as 
possible, we also assumed negligible runoff. This is consistent with the original model 
development for natural sites that feature well-drained profiles on relatively flat ground. SWSS is 
also located on similar well-drained sand tailings on flat ground. D3 has both a plateau site with 
minimal runoff, as well as sloping covers with an average 34 mm of runoff each year (Huang et 
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al. 2015). Although ‘‘real’’ landscapes are often strongly influenced by the redistribution of 
water in three dimensions, limiting the models to 1D cases (without runoff) simplified 
comparison of the performance of a range of cover scenarios under changing climatic conditions. 
Interpreting all profiles as being on flat-lying sites also eliminates differences resulting from 
runoff. Excess water (i.e., runoff due to a slope) is largely incorporated in the NP values; all NP 
eventually reports to downgradient surface water bodies, which can be viewed as parallel to 
water yield. 
All models (as adopted from previous studies) utilized a free drainage (i.e., unit vertical 
gradient) lower boundary because the water table at all sites is deep and consequently the soil 
water balance is decoupled from the surface water balance (see Dobchuk et al. 2013). The upper 
boundary is represented by precipitation (rain or snowmelt) or PET obtained from the Penman–
Monteith equation. Rainfall interception was estimated using the Braden (1985) equation. PET is 
distributed between potential evaporation (PE) and potential transpiration (PT) based on a 
specified leaf area index (LAI) as per Feddes et al. (1974). PT is distributed across a prescribed 
root depth based on the prescribed root distribution. AE from the surface is some fraction of PE 
based on a limiting suction at the ground surface. AT is similarly calculated from PT and some 
limiting suction over the root depth. The root distributions used in the model are from Huang et 
al. (2011b, 2015). Simunek et al. (2013) provide a detailed description of this modeling 
approach. 
A set of four different climatic inputs were then used with all models to simulate the long-
term hydrological performance of the covers. The climate datasets include historical 
meteorological monitoring data (1961–90) and three future climate projections. 
4.2.5 Coupling of AET and LAI 
The assumed seasonal variation in LAI over the growing season was represented as shown in 
Fig. 4-2. Literature-based relationships describing the minimum required AET to support a 
particular value of LAI were used to constrain the simulations, similar to Huang et al. (2011b). 
These relationships link LAI, aboveground net primary production (ANPP), and AET. However, 
the linear relationship between ANPP, LAI, and AET varies depending on the plant species (see 
Huang et al. 2011b). 
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Typical values of LAI at the D3, SWSS, SV10, SV27, and SV60 sites are 4.0, 3.0, 1.5, 1.6, 
and 2.4, respectively (Barr et al. 2012; Huang et al. 2011b, 2015; OKC 2007). To ensure the LAI 
was appropriate for future climate, simulations were undertaken using a range of LAI values. 
The AET values from all simulations were then plotted along with the LAI–AET relationship 
from the literature (see section 4.3.3) to identify the maximum sustainable LAI at each site using 
the literature-based LAI–ANPP–AET relationships (i.e., the value at which the simulated AET 
and literature relationship between LAI and AET intersect). 
 
Figure 4-2: Variation in assumed LAI values during the growing season for all five study 
sites (adapted from Huang et al. 2015). 
To compare changes in the water balance components, a single maximum value of LAI, 
obtained from baseline climatic conditions, was used for each site and climate scenario. 
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However, potential shifts in LAI were evaluated at each site for each future climate scenario. A 
more detailed analysis is included in section 4.3.3 (Table 4-2, Figure 4-7).     
4.3 Results and discussion 
4.3.1 Downscaling performance during the baseline period 
The downscaling method (LARS-WG) provided a similar set of climatic observations to the 
measurements at the ECCC station over the validation period (1991– 2011; Fig. 4-3), and the 
two were compared. The thick black line dividing the boxplots in Fig. 4-3 represents the median 
value of the distribution. Each box ranges from the 25th to 75th percentiles of the distribution 
[e.g., the interquartile range (IQR)]. The whiskers further extend to 1.5 IQR from both ends of 
the box. The observations used for comparison included mean daily precipitation; mean extreme 
precipitation; maximum of the extreme precipitation; variance of daily precipitation; proportion 
of dry days (i.e., with zero precipitation) in each month; and annual, growing season, spring, 
summer, fall, and winter precipitation. 
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Figure 4-3: Performance of LARS-WG based on the observed monthly (solid lines) and 
seasonal (circles) properties and 100 realizations of synthetic (box plots) precipitation time series 
at Fort McMurray Airport station for the validation period (1991-2011). (a) Mean precipitation, 
(b) mean of extreme precipitation, (c) maximum of the extreme precipitation, (d) variance of 
daily precipitation, (e) proportion of dry days for each month, and (f) total annual and seasonal 
precipitation amounts. The box plots depict the range of inter-quartile range (IQR) values 
(median shown as thick black line) for each scenario with 100 simulations, with whiskers 
representing values within 1.5 IQR extending from both ends of the boxes and red markers 
outside the whiskers representing outliers. 
The downscaled daily precipitation ranges from 0 (5th percentile) to 16.6 mm (99th percentile) 
compared to observed values of 0 (5th percentile) and 16.2 mm (99th percentile). The 
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downscaling method produced minimum daily temperatures ranging from -27.3 (5th percentile) 
to 14.2 °C (99th percentile), which are comparable to measured values of -30.9 (5th percentile) 
and 14.6 °C (99th percentile). The downscaled maximum daily temperatures range from -16.4 (5th 
percentile) to 29.6 °C (99th percentile) compared to observed values of -18.7 (5th percentile) to 
30.7 °C (99th percentile). Examination of the downscaled values, calculated by averaging the 100 
realizations of precipitation and temperature from LARS-WG, indicates extreme precipitation 
and temperature values, as well as percentile values of daily mean temperature (Table 4-1) are 
simulated reasonably well (relative errors <10% in most cases). 
4.3.2 Projected changes in temperature, precipitation, and PET 
The probability distributions of temperature for the Fort McMurray Airport station during the 
baseline period (1961-1990) and the three climate change scenarios (CanESM2 with RCP2.6, 
RCP4.5, and RCP8.5) for 2016-2040, 2041-2070, and 2071-2100 were compared (Figure 4-4). 
The results indicate summers are projected to be hotter, as extreme maximum temperature (99th 
percentile) increases in the future (37.2 °C for RCP8.5 during 2071-2100) compared to the 
baseline case (26.2 °C); winters are also projected to be warmer, with the corresponding extreme 
minimum temperature (5th percentile) increasing from baseline (-39.4 °C) to 2071-2100 (-24.3 
°C) for RCP8.5. All RCPs indicate increasing temperature during the twenty-first century, with 
RCP8.5 (2071-2100) showing the greatest increase of 138% (median value) and RCP2.6 (2071-
2100) and RCP8.5 (2016-2040) showing the least increase of 28% (median value) compared to 
the baseline period. 
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Table 4-1: Percentiles of measured and simulated daily precipitation (mm day-1) and temperature (°C) by LARS-WG with relative 
error (%) at Fort McMurray Airport station during the validation period (1991-2011)   
 Percentile 
 5th 25th 50th 75th 95th 99th 
Observed: 
Precipitation 0.0 0.0 0.0 0.6 5.5 16.2 
Daily minimum temperature -30.9 -14.3 -2.4 5.8 12.1 14.6 
Daily maximum temperature -18.7 -3.7 9.3 19.4 26.9 30.7 
Daily mean temperature -24.3 -9.0 3.5 12.6 18.8 21.5 
Simulated: 
Precipitation 0.0 0.0 0.0 0.5 5.7 16.6 
Daily minimum temperature -27.3 -14.6 -2.6 5.5 11.5 14.2 
Daily maximum temperature -16.4 -3.7 9.0 19.0 25.9 29.6 
Daily mean temperature -21.5 -9.1 3.2 12.3 18.1 20.5 
Relative error (%):       
Precipitation 0.0 0.0 0.0 16.7 3.5 2.5 
Daily minimum temperature 11.7 2.1 8.3 5.2 5.0 2.7 
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Daily maximum temperature 12.3 0.0 3.2 2.1 3.7 3.6 
Daily mean temperature 11.5 1.1 8.6 2.4 3.7 4.7 
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Figure 4-4: Distribution of daily mean temperature based on 100 simulations from LARS-WG 
during the baseline (1961-1990) and future (2016-2040, 2041-2070, and 2071-2100) periods 
using three scenarios (RCP2.6, RCP4.5, and RCP8.5) of CanESM2. The horizontal grey dashed 
line represents baseline daily mean temperature. Description of the box plots is as per Figure 4-3.  
The projected growing season (April–October) precipitation [i.e., snow water equivalent 
(SWE) and rainfall] in each year was also plotted (Fig. 4-5). During the baseline period, the 95% 
confidence interval (CI) for SWE ranges from 40 to 122 mm and for growing season rainfall 
ranges from 212 to 483 mm. SWE either shifts upward or downward during the twenty-first 
century and ranges from 39 to 129mm depending on the RCP and time period. Rainfall shifts 
upward during the twenty-first century and ranges from 231 to 581mm for all RCPs. RCP8.5 
(2071–2100) shows maximum annual increases in median SWE and growing season rainfall of 
9.4% and 22.8%, respectively. However, RCP4.5 (2041–70 and 2071–2100) and RCP8.5 (2016–
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40) show annual decreases in median SWE, and RCP2.6 (2016–40) shows the minimum increase 
of 7.4% in growing season median rainfall compared to the baseline period. Some scenarios 
(e.g., RCP4.5 for 2071–2100) feature a downward shift in median SWE compared to the baseline 
period but a significant upward shift in growing season median rainfall. These shifts for the same 
RCP and time period might be due to a warmer winter and extended growing season in the future 
compared to the baseline period. 100 realizations of precipitation from LARS-WG were used to 
calculate snowmelt volume using degree-day method (Carrera-Harnandez et al. 2011) when daily 
mean temperature was below 0 oC. The calculated snowmelt was added to any precipitation 
during winter when daily mean temperature exceeded 0 oC. Thus, as temperature increases in 
future, winter precipitation was also found to increase in future. So, snowmelt and winter 
precipitation shown as SWE in Fig. 4-5 increase in future with increasing temperature.    
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Figure 4-5: Distribution of growing season (April-October) snow water equivalent (SWE), 
rainfall, and sum of the two based on 100 simulations from LARS-WG during the baseline 
(1961-1990) and future (2016-2040, 2041-2070, and 2070-2100) periods using three scenarios 
(RCP2.6, RCP4.5, and RCP8.5) of CanESM2. The horizontal grey dashed lines represent 
baseline median SWE, Rainfall, and SWE + Rainfall values. Description of the box plots is as 
per Figure 4-3. 
Generally, the future increase in annual precipitation (with the exception of RCP4.5 during 
2041–70) is more intensified toward the end of the twenty-first century. Multi-GCM ensembles 
might be useful to further investigate the irregularity in RCP4.5. A similar behavior (without any 
exception for RCP4.5) was observed for extreme precipitation intensities in Saskatoon, 
Saskatchewan, Canada, based on precipitation projections from eight GCMs, three RCPs, and 
two downscaling methods (Alam and Elshorbagy 2015). Srivastav et al. (2014) also noted 
increased rainfall intensities during the twenty-first century at four rainfall stations in Canada, 
while Hassanzadeh et al. (2014) observed increases in short-duration annual maximum 
precipitation in Saskatoon for all RCPs/emission scenarios. Thompson et al. (2017) showed 
predicted annual precipitation, based on 13 climate change scenarios, would increase for all 
scenarios by the end of the twenty-first century at a catchment within the Boreal Plains of 
northern Alberta. Suncor Energy, Inc. (2007), found annual precipitation would increase in the 
Fort McMurray region in 2041–69 compared to 1961–90 using Canadian Global Coupled Model, 
version 2 (CGCM2), and two emission scenarios (A2 and B2); they also used other GCMs, and 
almost all showed increases in future annual precipitation in the Fort McMurray region. 
The distribution of growing season PET is plotted in Fig. 4-6. The 95% CI ranges from 525 
to 630mm during the baseline period, increasing to 553–695mm for all RCPs and time periods. 
Compared to the baseline period, RCP8.5 (2071–2100) had the largest increase (11.9%) in 
growing season PET, and RCP4.5 (2016–40) had the smallest (3.3%). Growing season PET 
increases in all future scenarios compared to the baseline period and, generally, intensifies more 
toward the end of the twenty-first century with the exception of RCP2.6, which is not unexpected 
as the temperature would peak before the twenty-first century (e.g., 2050) and then decline for 
RCP2.6 (Rogelj et al. 2012). An increased projection of annual PET rate was also found in other 
parts of Canada (Kienzle et al. 2012; Schindler and Donahue 2006). 
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Figure 4-6: Distribution of growing season (April-October) potential evapotranspiration (PET) 
based on 100 simulations from LARS-WG during the baseline (1961-1990) and future (2016-
2040, 2041-2070, and 2070-2100) periods using three scenarios (RCP2.6, RCP4.5, and RCP8.5) 
of CanESM2. The horizontal grey dashed line represents baseline growing season median PET. 
Description of the box plots is as per Figure 4-3.     
4.3.3 Maximum sustainable LAI and evolution under climate change 
The maximum sustainable LAI values (e.g., where simulated AET lines intersect the 
threshold AET line) at SWSS during the baseline (1961–90) and three future (2016–40, 2041–
70, and 2071–2100) periods are 3.8, 4.2, 4.6, and 4.7, respectively. The respective values for 
SV10 are 1.9, 2.1, 2.2, and 2.3 (see Fig. 4-7). The threshold AET value was obtained from the 
relationship between the threshold AET and ANPP (Rosenzweig 1968), where the ANPP was 
calculated based on its linear relationship with LAI using the LAI and ANPP measurements for 
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all evergreen tree species (Chasmer et al. 2008; Hall et al. 1995; Howard et al. 2004; Lavigne et 
al. 2005; Vogel and Gower 1998). 
The median baseline and future LAI values based on the simulated AET are shown in Table 
4-2; values based on RCP8.5 are consistent with those in Fig. 4-7. Notably, the partition of PET 
into PE and PT is no longer controlled by LAI at LAI values above 2.7 (Huang et al. 2011b), 
which is also apparent in Fig. 4-7. As a consequence, water balance components for the future 
climate scenarios presented below are, for consistency, based on the baseline LAI value for each 
site. However, the estimation of LAI using the simulated AET values results in slightly different 
LAI values at each site for each time period. The LAI value (Table 4-2, first row) was used for 
both the baseline and future time periods; using a single LAI value ensured the simulated AET 
and NP reflect the impact of changes in climate without further coupling to changes in LAI. 
Overall, all soil profiles could support marginally higher LAI values in the future, with plant 
physiological changes taking place over time, compared to the baseline period irrespective of the 
RCP, time period, and soil profile, with more increase evident toward the end of the twenty-first 
century. 
Table 4-2: The simulated median LAI for all scenarios and soil profiles 
 Median LAI 
Scenario D3 SWSS SV10 SV27 SV60 
Baseline (1961-1990) 3.8 3.8 1.9 2.5 3.6 
RCP2.6 
2016-2040 
2041-2070 
2071-2100 
 
4.1 
4.4 
4.5 
 
4.1 
4.5 
4.7 
 
2.0 
2.2 
2.2 
 
2.7 
2.9 
3.1 
 
3.8 
4.1 
4.3 
RCP4.5 
2016-2040 
2041-2070 
2071-2100 
 
4.2 
4.1 
4.6 
 
4.2 
4.2 
4.7 
 
2.0 
2.1 
2.3 
 
2.8 
2.8 
3.1 
 
3.9 
3.9 
4.3 
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RCP8.5 
2016-2040 
2041-2070 
2071-2100 
 
4.1 
4.5 
4.7 
 
4.2 
4.6 
4.7 
 
2.1 
2.2 
2.3 
 
2.8 
3.0 
3.0 
 
3.9 
4.3 
4.3 
 
Figure 4-7: Maximum LAI that can be supported by reclamation cover SWSS and natural site 
SV10 during the baseline (1961-1990) and future (2016-2100 based on RCP8.5) periods. 
4.3.4 Baseline water balance components 
The long-term (1961–90) growing season (April– October) median water balance 
components, precipitation (rainfall and SWE), AET (AT and AE), NP (percolation and runoff), 
and DS, are shown in Table 4-3. The median precipitation at the Fort McMurray Airport station 
was 407 mm during the growing season with a median rainfall of 331 mm (more than 80% of 
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total precipitation) and a median SWE of 76 mm (less than 20% of precipitation). The proportion 
of AET to precipitation at five study sites varies from 62% at SV10 to 94% at SWSS where the 
proportion of AT to AET varies from 69% to 91%. These two proportions (i.e., 
AET:precipitation and AT:AET) are higher at the reclamation covers (with higher LAI values) 
than the natural SV sites. Similarly, the proportion of NP to precipitation varies from 6% at 
SWSS to 38% at SV10, reflecting the higher NP at the natural SV sites.                 
4.3.5 Baseline and future water balance  
The reclamation covers have higher AET values than natural sites because of higher 
available water storage. Among all sites, SWSS has the highest AET values (i.e., 383 mm), while 
SV10 had the lowest (i.e., 253 mm) during the baseline period (Table 4-4). Of the natural sites, 
AET values for SV60 are the highest (i.e., 370 mm) and closer to values for the reclamation 
covers than other two natural sites (SV10 and SV27), while AET values for SV10 and SV27 
(253 and 302 mm, respectively) are closer to each other. The reclamation cover SWSS is more 
similar to SV60 than other SV sites with respect to the AET values (383 and 370 mm, 
respectively). 
This pattern of behavior is consistent with the concept of available water-holding capacity 
(AWHC; volume of water stored between field capacity and wilting point over the depth of the 
cover, or rooting depth in the case of natural profiles). AWHC is used in the industry to compare 
natural and reclaimed profiles as part of reclamation cover design. Likewise, AWHC is not used 
here as a modeling parameter but rather as an index to compare changes in the performance of 
various sites as a result of climate change and to allow the covers to be grouped based on similar 
responses to climate change. 
AWHC values (for assumed/known cover depth of 100 cm) for SWSS and SV60 are 267 and 
146 mm, but for SV10 and SV27 are 74 and 121 mm, respectively (Huang et al. 2011b; Zettl et 
al. 2011). These values are consistent with the estimated sustainable LAI values for these sites 
(Table 4-2), with LAI values for SV10 and SV27 being similar and lower (1.9–2.5) and for 
SWSS and SV60 being similar and much higher (3.6–3.8). The reclamation cover (D3) has an 
AWHC value of 377 mm and an LAI value of 3.8. 
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Table 4-3: Median values of the water balance components during baseline period (1961-1990) at five study sites 
  
 
 
 
 
 
 
Study site  Rainfall  
(mm) 
SWE (mm) AT  
(mm) 
AE  
(mm) 
AET  
(AT + AE, mm) 
NP 
(Percolation + 
Runoff, mm) 
DS (mm) 
D3 331 76 346 36 382 32 -3.23 
SWSS 331 76 347 36 383 25 -1.98 
SV10 331 76 175 78 253 156 -1.55 
SV27 331 76 238 64 302 107 -2.28 
SV60 331 76 329 40 369 39 -3.82 
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The simulated LAI, AET, and NP for the five study sites during the baseline period were 
compared to those for a range of boreal forest sites determined by Barr et al. (2012; Table 4-4 
herein) to place the simulated water balances for the study sites within the context of sites in the 
same region. Despite the differences in site vegetation and soil texture, some clear similarities 
between the boreal forest sites and the simulations are evident. 
Of the five sites, D3 and SWSS (reclamation covers) and SV60 (d2 ecosite) most resemble 
the Old Aspen site from Barr et al. (2012) with respect to ET, NP, and LAI values, while SV10 
and SV27 (a1 ecosites) resemble the Old Jack Pine and Old Black Spruce sites. 
The reclamation covers have the lowest NP values during the baseline period compared to 
the SV sites (Table 4-4), consistent with their higher AET values and consequently less water 
released to NP (Straker et al. 2014). The SV sites produce greater NP because they are unable to 
store and utilize the available water for growing season AET. Among the natural sites, SV60 has 
the lowest NP during the baseline period, while SV10 has the highest. NP rates for reclamation 
covers D3 and SWSS are closer to each other than to the natural sites. Of the natural sites, the 
NP rates for SV60 are closer to the rates of the reclamation covers than the other two natural 
sites (SV10 and SV27), while the NP rates of SV10 and SV27 are closer to each other. 
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Table 4-4: Mean*/median (standard deviation) of the annual*/growing season precipitation (mm), evapotranspiration (mm), NP (mm), 
and LAI at all study sites compared to other work conducted on the southern boreal forests of Western Canada 
*Barr et al. (2012) 
Site (Ecosite) Period Mean*/median  
Prec. (SD) 
Mean*/median 
ET (SD) 
Mean*/median 
NP (SD) 
LAI 
D3 1961-1990 407 (73) 382 (47) 32 (18) 3.8 
SWSS 1961-1990 407 (73) 383 (46) 25 (21) 3.8 
SV60 (d2) 1961-1990 407 (73) 370 (51) 39 (34) 3.6 
Old Aspen* 1999-2009 
458 (148) 
427 (74) 30 (35) 
3.9-
5.2 
SV10 (a1) 1961-1990 407 (73) 253 (31) 156 (54) 1.9 
SV27 (a1) 1961-1990 407 (73) 302 (41) 107 (45) 2.5 
Old Black Spruce* 1999-2009 491 (115) 382 (26) 108 (85) 3.0 
Old Jack Pine* 2002-2009 527 (145) 306 (21) 187 (55) 2.0 
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Median growing season precipitation and AET and NP values for all sites and simulation 
time periods are summarized in Table 4-5, respectively. The growing season median 
precipitation, AET, and NP increase (shown in parentheses) for all RCPs and future time periods 
compared to the baseline period; these changes are more pronounced toward the end of the 
twenty-first century. Considering all RCPs, the maximum increase in precipitation and AET for 
all sites is approximately 20%–25% and 12%–14%, respectively. All study sites show greater 
increases in precipitation and AET toward the end of the twenty-first century regardless of RCP. 
However, because of the relatively low NP rates from sites with the highest water storage 
(i.e., reclamation covers), their relative changes in NP rates are actually greater (195% for 
SWSS, 149% for SV60, 138% for D3, 62% for SV27, and 46% for SV10 for 2071–2100) than 
most of the SV sites, taking all three RCPs into account. 
The simulated AET and NP values for the five study sites in the 2041–70 climate period for 
the three RCPs are compared to the baseline period in Figs. 4-8 and 4-9, respectively. The 
variability in AET and NP during the future periods is similar to the baseline period, as 
illustrated by the parallel probability distributions. The magnitude of the growing season AET 
and NP and corresponding shifts in future AET and NP compared to the baseline period are 
dependent on the selection of RCP and future time period at each of the study sites. The multiple 
(100) realizations of LARS-WG, as input to the soil–vegetation–atmosphere transfer (SVAT) 
model, encompass the uncertainty in the water balance components because of natural climate 
variability. Overall, the study sites are expected to have increased AET and NP rates (see Table 
4-5 and Figs. 4-8, 4-9) regardless of which RCP and time period are considered from the 
Canadian GCM (CanESM2). 
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Table 4-5: Growing season median precipitation, AET, NP, and DS in mm for all scenarios and soil profiles. Percentage increase/decrease in future median precipitation, AET, NP, and DS compared to the respective baseline median precipitation, AET, NP, and DS is shown in parentheses. 
 
Precipitation 
in mm (% 
change)  
Actual evapotranspiration (AET) in mm (% change) Net percolation (NP) in mm (% change) Change in soil water storage (DS) in mm (% change) 
Scenario 
Fort 
McMurray 
Airport station 
D3 SWSS SV10 SV27 SV60 D3 SWSS SV10 SV27 SV60 D3 SWSS SV10 SV27 SV60 
Baseline  
(1961-1990) 
407 382 383 253 302 369 32 25 156 107 39 -3.23 -1.98 -1.55 -2.28 -3.82 
RCP2.6                 
2016-2040 438 (8%) 400 (5%) 403 (5%) 263 (4%) 314 (4%) 384 (4%) 41 (28%) 31 (25%) 173(11%) 122 (14%) 54 (38%) -3.13 (3%) -2.89 (46%) -2.25 (46%) -3.27 (44%) -5.15 (35%) 
2041-2070 466 (14%) 418 (9%) 422 (10%) 278 (10%) 330 (9%) 404 (9%) 48 (50%) 37 (51%) 187 (20%) 134 (26%) 63 (60%) -2.49 (23%) -2.99 (51%) -2.50 (62%) -3.50 (54%) -5.59 (46%) 
2071-2100 489 (20%) 427 (12%) 434 (13%) 282 (12%) 339 (12%) 415 (12%) 57 (78%) 49 (98%) 204 (31%) 148 (39%) 73 (87%) -1.04 (68%) -2.13 (8%) -2.27 (47%) -3.14 (38%) -5.03 (32%) 
RCP4.5                 
2016-2040 450 (11%) 405 (6%) 408 (6%) 267 (6%) 320 (6%) 391 (6%) 44 (38%) 33 (34%) 178 (14%) 126 (18%) 57 (45%) -2.85 (12%) -2.85 (44%) -2.20 (42%) -3.14 (38%) -5.31 (39%) 
2041-2070 439 (8%) 404 (6%) 406 (6%) 270 (7%) 321 (6%) 390 (5%) 37 (16%) 27 (11%) 166 (6%) 116 (9%) 47 (21%) -3.37 (4%) -2.71 (37%) -2.11 (37%) -3.04 (33%) -4.71 (23%) 
2071-2100 487 (20%) 430 (13%) 434 (13%) 284 (12%) 340 (13%) 416 (13%) 54 (69%) 46 (88%) 200 (28%) 145 (36%) 70 (80%) -1.86 (42%) -2.72 (37%) -2.38 (54%) -3.33 (46%) -5.23 (37%) 
RCP8.5                 
2016-2040 443 (9%) 405 (6%) 409 (7%) 269 (7%) 321 (7%) 392 (6%) 39 (22%) 28 (15%) 171 (10%) 120 (13%) 49 (24%) -3.12 (3%) -2.74 (38%) -2.12 (37%) -3.07 (35%) -5.12 (34%) 
2041-2070 479 (18%) 423 (11%) 429 (12%) 279 (11%) 334 (11%) 411 (11%) 53 (66%) 46 (87%) 198 (27%) 144 (35%) 70 (78%) -1.77 (45%) -2.91 (47%) -2.56 (65%) -3.58 (57%) -5.76 (51%) 
2071-2100 510 (25%) 434 (14%) 434 (13%) 283 (12%) 337 (12%) 416 (13%) 76 (138%) 73 (195%) 228 (46%) 173 (62%) 97 (149%) -1.38 (57%) -3.60 (81%) -3.00 (94%) -4.17 (83%) -6.37 (67%) 
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Figure 4-8: Probability distribution of growing season (April-October) actual evapotranspiration 
(AET) in each soil profile based on 100 simulations from HYDRUS-1D during the baseline 
(1961-1990) and future (2041-2070) periods using three scenarios (RCP2.6, RCP4.5, and 
RCP8.5) of CanESM2. Future time period 2041-2070 is only shown as an example. The 
horizontal grey dashed line represents the growing season median AET for all cases. 
It is clear from Figs. 4-8 and 4-9 that the probability of exceeding the baseline median AET 
and NP at each of the five study sites will increase from 50% to approximately 80% for RCP8.5 
in 2041–70. This higher frequency of elevated AET is expected to be reflected in more rapid 
vegetation growth and possibly a shift in dominant species at each site. The increase in NP could 
have both a positive and negative impact. It would increase the water yield from these landforms, 
which might support receiving wetlands. However, it could also lead to more rapid flushing and 
release of chemical constituents of concern from the underlying mine waste.   
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Figure 4-9: Probability distribution of growing season (April-October) NP based on 100 
simulations from HYDRUS-1D during the baseline (1961-1990) and future (2041-2070) periods 
using three scenarios (RCP2.6, RCP4.5, and RCP8.5) of CanESM2. Future time period 2041-
2070 is only shown as an example. The horizontal grey dashed line represents the growing 
season median A for all cases. 
4.3.6 Seasonal water balance 
The long-term median seasonal cycle of water balance components (i.e., precipitation, AET, 
and NP) over the growing season is shown in Fig. 4-10. The median monthly precipitation at the 
Fort McMurray Airport station peaks in April (as snowmelt starts at the beginning of the spring 
season) and also in July (coinciding with the summer rainfall). This pattern is the same for the 
future period (2041–70) as it was for the baseline. Although all RCPs show higher precipitation 
in April than the baseline case, RCP8.5 shows lower precipitation in July than the baseline case. 
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This could be due to increased precipitation in the winter and decreased precipitation in the 
summer for RCP8.5. May, September, and October seem to be the months with lower 
precipitation compared to other months. In general, the long-term median monthly AET is higher 
in May, June, and July than other months for both the baseline, as well as the RCPs, consistent 
with the seasonal variation of LAI (shown in Fig. 4-2). Although Fig. 4-8 shows increased AET 
rates for all RCPs compared to the baseline case, the monthly AET might be lower than the 
baseline case for some RCPs as shown in Fig. 4-10. In general, the long-term median monthly 
NP is the highest in April for both the baseline and the RCPs. According to the probability 
distribution of NP in Fig. 4-9, all RCPs show increased NP in the future compared to the baseline 
NP rates; however, the median monthly NP might be lower in the future than the baseline NP in 
some months.   
 
Figure 4-10: Seasonal variation in the water balance components (a) monthly precipitation at the 
Fort McMurray Airport station, (b) monthly actual evapotranspiration at five study sites, and (c) 
monthly net percolation at five study sites. All the above plots show water balance components 
for baseline (1961-1990) as well as three RCPs (during 2041-2070) at the five study sites. The 
line styles for the baseline and three RCPs in (b) and (c) follow the corresponding line styles in 
(a).  
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4.3.7 Uncertainty in the simulated water balance components 
The simulated 100 realizations of water balance components (AET and NP) were used to 
demonstrate uncertainty in the simulated median AET and NP due to natural variability. This is 
represented by the coefficient of variation (CV) values for the corresponding baseline period and 
future time periods and RCPs for each of the study sites (Table 4-6). The calculated CV values 
show that variability in the simulated AET and NP due to natural climate variability may not 
change significantly in the future compared to the baseline case, where the uncertainty due to 
natural variability is not attributable to climate change (Alam and Elshorbagy 2015). Moreover, 
uncertainties due to GCMs are most important in future projections of climate variables (Najafi 
et al. 2011). Therefore, more focus was given here to uncertainty in future water balance 
components due to GCMs and associated RCPs and future time periods.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1
2
5
 
Table 4-6: Coefficient of variation (CV) of the simulated 100 realizations of growing season median AET and NP for the baseline period as well as future periods and RCPs at 
each study site. 
 CV (%) of the simulated AET CV (%) of the simulated NP 
Scenario D3 SWSS SV10 SV27 SV60 D3 SWSS SV10 SV27 SV60 
Baseline (1961-1990) 12.3 11.5 11.9 13.2 13.3 50.4 64.3 32.2 38.5 73.4 
RCP2.6           
2016-2040 10.3 11.1 11.9 12.9 12.7 38.9 60.1 30.1 35.6 60.9 
2041-2070 10.0 11.0 11.2 12.3 12.7 40.9 59.6 29.8 34.8 58.6 
2071-2100 9.7 10.4 11.0 12.0 12.3 47.0 56.2 28.9 33.8 53.4 
RCP4.5           
2016-2040 10.5 11.0 12.1 13.1 12.9 42.2 60.2 30.9 36.2 66.1 
2041-2070 10.3 11.3 11.4 12.8 12.9 40.4 63.4 30.6 36.2 62.1 
2071-2100 10.2 10.1 11.6 12.7 12.8 41.5 56.5 28.9 33.7 54.1 
RCP8.5           
2016-2040 10.4 11.1 11.6 12.7 12.9 37.6 61.2 30.5 36.1 65.1 
2041-2070 10.1 10.9 11.7 12.6 12.7 43.8 58.3 28.6 33.7 55.6 
2071-2100 10.1 11.1 11.4 12.8 13.1 41.7 47.4 26.1 29.2 42.7 
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4.3.8 Changes in the soil water storage  
Importantly, net changes in annual water storage will be small relative to other aspects of the 
water balance over a long climate cycle, for which, ‘‘on average,’’ the change in water storage 
tends to zero. However, when the climate is more variable and nonstationary, determining if 
changes in water storage dynamics are reflected in the various climate change scenarios is of 
value. Mean changes in soil water storage of the five study sites were calculated over a 30-yr 
climate cycle for the baseline and future time periods based on three RCPs and three future time 
periods (Table 4-5). DS would decrease in the future for the D3 reclamation cover but increase 
for the remaining soil covers (i.e., SWSS, SV10, SV27, and SV60). These results are not 
unexpected as, different from D3, the SWSS reclamation cover and three SV sites have low 
storage capabilities. Overall, the values of DS (typically 1–6 mm) are relatively small compared 
to other water balance components AET (on the order of hundreds of millimeters) and NP (on 
the order of from tens to hundreds of millimeters). Therefore, DS dynamics were not used here to 
compare the performance of reclamation covers with natural soil profiles. 
4.3.9 Water balance components as proportion of precipitation and PET 
The proportions of AET and NP expressed as a percentage of precipitation (PPT) and PET 
are shown in Fig. 4-11 for the baseline and future periods. NP proportions for the sites with 
lower LAI values (e.g., SV10) are higher, and vice versa; these trends are reversed for the AET 
proportions. Little to no increase in future AET/PPT or AET/PET ratios compared to the baseline 
is evident, suggesting a linear response of AET to increases in either PPT or PET. In contrast, the 
increase in NP/PPT and NP/PET becomes larger particularly toward the end of the twenty-first 
century and for the higher-water-storage sites (e.g., reclamation covers). 
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Figure 4-11: The proportions of growing season (a) AET to precipitation; (b) NP to precipitation; 
(c) AET to PET; and (d) NP to PET during the baseline (1961-1990) and future (2016-2040, 
2041-2070, and 2071-2100) periods based on RCP2.6, RCP4.5, and RCP8.5 of CanESM2 for all 
five study sites. 
The increase in future AET relative to the baseline is approximately the same as the increase 
in PET (results not shown) and, obviously, not the same as the increase in precipitation. The 
future precipitation increases faster than AET (shown in the probability distributions in Fig. 4-12 
for precipitation and AET at all study sites). Consequently, the increase in future precipitation 
from the baseline results in increasing NP rates during the twenty-first century. 
The NP rates for a cover system can be classified as ‘‘very low,’’ ‘‘low,’’ and ‘‘moderate’’ 
when the proportion of NP for a given year is between 1% and 5%, between 5% and 15%, and 
between 10% and 40% of precipitation for a given year, respectively (Ayres and O’Kane 2013). 
Based on this classification, the D3, SWSS, and SV60 sites have low rates, while SV10 and 
SV27 have moderate NP rates during the baseline period. With climate change, D3, SWSS, and 
SV60 might begin to shift from low to slightly moderate NP rates, while SV10 and SV27 remain 
in the moderate range (see Fig. 4-11b). 
Although NP increases at all sites, the relative shifts in NP are greater at sites with more 
water storage. The higher rates of NP will lead to more water moving through the reclamation 
cover and into the underlying waste, ultimately passing through this waste to be released to 
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downgradient surface water and groundwater. An increase in NP with time would result in more 
rapid flushing of mobile contaminants from the waste but at the cost of great chemical loading to 
the downgradient receptors. Increasing NP may also change the water content within the 
underlying waste, leading to changes in rates of weathering (e.g., oxidation). 
 
Figure 4-12: Rate of change in the probability distributions of growing season precipitation and 
AET during the baseline (dashed lines) and future periods (solid lines) based on three RCPs at 
each of the study sites. Green and black lines show the average probability distributions of all the 
future time periods and RCPs for precipitation and AET, respectively, reflecting the relative 
slopes at which future precipitation and AET are expected to change.  
4.4 Conclusion 
This study utilized future climate change projections based on the most recent GCM outputs 
as input for physically based SVAT models of water balance for reclamation soil covers and 
natural soil profiles near Fort McMurray, Alberta, Canada. The downscaled temperature 
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indicates increases for all RCPs during the twenty-first century, with a maximum increase of 
138% and minimum increase of 28% (median values) compared to the baseline period. Overall, 
the growing season precipitation and PET are projected to increase irrespective of RCP and time 
period during the twenty-first century according to the Canadian GCM (CanESM2). Maximum 
increases in projected growing season precipitation and PET for RCP8.5 in 2071–2100 are 
25.5% and 11.9%, respectively. 
During the historical baseline period (1961–90), reclamation covers show higher AET and 
lower NP than natural sites. Overall, the important water balance components (i.e., AET and NP) 
of the reclamation covers and natural sites are expected to increase throughout the twenty-first 
century, regardless of the RCP, time period, or soil profile considered. However, the magnitude 
of the shifts in projected AET and NP are subject to the selection of RCP, time period, and study 
site. Greater increases in AET and NP are expected toward the end of the twenty-first century in 
response to increases in growing season PET and precipitation. When compared to shifts in 
future AET, changes in NP between baseline and future values for the sites with higher water 
storage (i.e., the two reclamation covers) are more dramatic. As a consequence, increases in NP 
for these sites will likely have a greater impact on adjacent water bodies because of 
proportionally greater water release and the concomitant release of constituents flushed from the 
mine waste (e.g., overburden or tailings). 
The implications for higher future rates of NP are wide ranging. Increased rates of NP may 
lead to increases in base flow in surface water courses that feed wetlands or lakes. They also 
might lead to more rapid flushing of mobile chemical constituents present within the mine waste, 
with a resultant increase in chemical loading to these surface water receptors in the short term. 
Increases in NP could also result in elevated degrees of saturation, a rise in water pressure, and a 
concomitant rising water table within the mine waste. This may reduce weathering processes tied 
to oxygen availability but also result in an increased risk of geotechnical instability of the waste 
dumps and containment structures. Future studies should be undertaken in which this modeling 
approach is applied to an entire site-specific oil sands mine waste landform to evaluate some of 
these potential changes in landform performance. 
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The fine-textured reclamation covers placed over fine-textured mine waste (e.g., South Bison 
Hill) are designed to maximize the storage of plant-available water and consequently have 
relatively low rates of NP. However, the fine-textured mine waste also contains large 
concentrations of readily soluble salts (e.g., Appels et al. 2017) that will be released to adjacent 
surface waters because of flushing by water ingress into, and subsequently out of, the dump. The 
salts are introduced to the covers by evaporation from underlying shallow shale in which the 
pyrite is oxidized and generate sulphate (Appels et al. 2017). The SWSS reclamation cover is 
designed in a similar manner with fine-textured cover soils placed over relatively free-draining 
sand tailings to maximize plant-available water for re-vegetation efforts. However, in this case, 
large increases in NP might have a positive influence on mine closure by flushing mobile salts 
from the sand tailings more rapidly, thereby reducing long-term loading from the reclaimed site 
to surface waters (Booterbaugh et al. 2015). 
Multiple (100) realizations of LARS-WG were integrated into HYDRUS-1D to encompass 
the uncertainty in the water balance components due to natural climate variability, with the 
estimation of uncertainty due to the use of three RCPs and three future time periods. Overall, the 
uncertainty ranges (95th minus 5th percentile value) of both AET and NP increase in the future 
relative to the baseline but vary depending on the RCP and time period. The increases in future 
growing season median AET and NP relative to baseline values are also subject to uncertainty 
because of the selection of RCP and time period. Further research is in progress to include 
multiple GCMs with the RCPs to incorporate uncertainties in the simulations of water balance 
components at the reclamation covers and natural sites with spatial and temporal variability in 
vegetation, soil properties, and topographical settings. 
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 - USING STATISTICAL AND DYNAMICAL DOWNSCALING TO 
ASSESS CLIMATE CHANGE IMPACTS ON MINE RECLAMATION COVER 
WATER BALANCES (ALAM ET AL. 2020)  
Preface 
This final paper, which has been published in the Journal of Mine Water and the 
Environment, is focused on the last objective of the thesis: “To evaluate methods of downscaling 
global climate change projections to regional (local) scales to evaluate changes in future water 
balances.” The published paper in this chapter is presented with minor changes as suggested by 
the examining committee.  
In the previous chapters, the impacts of climate and parameter variability on the long-term 
cover performances were explored using observed meteorological records, climate change 
projections from the global climate model, and parameter variability obtained from inverse 
modelling approach. This chapter extends that analysis to explore the impacts of climate change 
projections obtained from a high-resolution regional climate model (RCM), with an aim to 
compare the relative impacts between the statistical and dynamical downscaling methods in 
characterizing future water balance components of the reclamation covers. This chapter is 
therefore a logical and methodological continuation of the findings from Chapter 3, and the 
framework for coupling GCM and water balance model through the statistical downscaling 
methods in Chapter 4. In this chapter, the high-resolution climate change projections from 
weather research and forecasting (WRF) model are used to characterize convective rainfall 
which are usually not represented by the GCMs.        
Dr. S. L. Barbour initially proposed the idea of comparison between the statistical and 
dynamical downscaling results in terms of reclamation cover performances under climate 
change, while Dr. Y. Li provided the dynamical downscaling results using Weather Research and 
Forecasting model. I as a PhD candidate significantly extended this idea and developed a novel 
approach to characterize climate change impacts on mine reclamation covers and natural soil 
profiles. The candidate reviewed the literature, conducted numerical simulations, analyzed and 
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discussed the results, and wrote the manuscript. All coauthors critically reviewed and edited the 
manuscript and provided feedbacks on different aspects of the study. This chapter has been 
accepted for publication with the following citation:       
Alam, M. S., Barbour, S. L., Huang, M., and Li, Y. (2020). Using Statistical and Dynamical 
Downscaling to Assess Climate Change Impacts on Mine Reclamation Cover Water Balances, 
Mine Water and the Environment, MWEN-D-20-00039. 
Abstract  
The oil sands industry in Canada uses soil-vegetation-atmosphere-transfer (SVAT) water 
balance models, calibrated against short-term (<≈10 years) field monitoring data, to evaluate 
long-term (≈60 years) reclamation cover design performance. These evaluations use long-term 
historical climate data; however, the effects of climate change should also be incorporated in 
these analyses. Although statistical downscaling of global climate change projections is 
commonly used to obtain local, site-specific climate, high resolution dynamical downscaling can 
also be used. The value of this latter approach to obtain local site-specific projections for mine 
reclamation covers has not been evaluated previously. This study explored the differences in key 
water balance components of three reclamation covers and three natural sites in northern Alberta, 
Canada, under future, site-specific, statistical, and dynamical climate change projections. 
Historical meteorological records were used to establish baseline periods. Temperature datasets 
were used to calculate potential evapotranspiration (PET) using the Hargreaves-Samani method. 
Statistical downscaling uses the Long Ashton Research Station Weather Generator (LARS-WG) 
and global circulation model (GCM) projections of temperature and precipitation. Dynamical 
climate change projections were generated on a 4 km grid using the weather research and 
forecasting (WRF) model. These climate projections were applied to a physically-based water 
balance model (i.e. Hydrus-1D) to simulate actual evapotranspiration (AET) and net percolation 
(NP) for the baseline and future periods. The key findings were: (a) LARS-WG outperformed 
WRF in simulating baseline temperatures and precipitation; (b) both downscaling methods 
showed similar directional shifts in the future temperatures and precipitation; (c) this, in turn, 
created similar directional shifts in future growing season median AET and NP, although the 
increase in future NP for LARS-WG was higher than that for WRF. The relative increases in 
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future NP were much higher than the relative increases in future AET, particularly for the 
reclamation covers.  
5.1 Introduction            
Oil sands represent 98% of Canada’s proven oil reserves and the extraction and mining of oil 
sands in northern Alberta plays an important role in Canada’s economy. Total oil production in 
2018 was 4.59 million barrels per day and is expected to reach 5.86 million barrels per day by 
the end of 2035 (CAPP 2019). The oil sands underlie ≈ 140,000 km2 in northern Alberta, 
Canada, where shallow (up to 75 m depth) mineable reserves comprise an area of ≈ 4800 km2, of 
which more than 895 km2 (18% of the total shallow mineable area) has been disturbed or cleared 
in association with surface mining activities (Government of Alberta 2017). The oil sands 
industries are obliged by law to reclaim the land to an equivalent land capability after oil sands 
have been extracted (CEMA 2006).  
The design of reclamation covers is currently based on the use of soil-vegetation-atmosphere-
transfer (SVAT) water balance models calibrated against relatively short-term (<≈10 years) 
monitoring undertaken on prototype covers. These calibrated models are then used along with 
long-term (≈60 years) historical climate records to simulate future cover performance (Boese 
2003; Huang et al., 2015a, 2011a, b, c; Keshta et al. 2009; Price et al. 2010; Qualizza et al. 
2004). There is a growing appreciation by industry that this design approach must begin to 
incorporate the potential impacts of climate change. 
Historical climate records have indicated that temperature and precipitation are increasing 
globally (e.g. Alexander et al. 2006; IPCC 2013; Zhang et al. 2000) with more frequent extreme 
weather (e.g. drought, flooding, and heatwaves; Chen 2013; Held and Soden 2006; Karl et al. 
1995; Li et al. 2017; Liu et al. 2017; Sun 2014; Wood et al. 1997). In Canada, there has been a 
0.3 ⁰C increase in annual mean temperature and a 5-35% increase in annual precipitation from 
1950 to 1998 (Zhang et al. 2000). The 21st century climate change projections indicate 
precipitation increases across Canada including the Canadian prairies (e.g. Alam and Elshorbagy 
2015; Hassanzadeh et al. 2014; Srivastav et al. 2014; Suncor Energy Inc. 2007; Thompson et al. 
2017).  
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The primary tool for future climate projections has been the general circulation models 
(GCMs; Meehl et al. 2007). These projections play a vital role in studying the impacts of climate 
change and variability (Fowler et al. 2007). The GCM projections have been coordinated and 
distributed by the coupled model intercomparison project (CMIP) with support from the world 
climate research programme’s (WCRP) working group on coupled modelling (WGCM). Since 
program inception, five different phases of multi-model research activity (Meehl et al. 2004, 
2007; Taylor et al. 2012) have been published; these form the central basis of national and 
international studies of climate change (IPCC 2013).  
GCMs have coarse spatial resolutions (typically 100-300 km), which limit their value in 
predicting local (site specific) and regional (typically 25-50 km) climate change characteristics 
since convective cloud processes (a primary producer of precipitation) are not represented 
adequately at these scales (Joubert and Hewitson 1997). The most commonly used methods of 
downscaling GCMs to local and regional scales has been through statistical or dynamical 
downscaling techniques (Fowler et al. 2007; Wilby and Wigley 1997). Both approaches have 
certain advantages and disadvantages. For example, while statistical downscaling is 
computationally efficient, dynamic downscaling is able to produce high resolution climate 
variables based on physical processes (Fowler et al. 2007; Wilby and Dawson 2004). Since 
northern Alberta is located in the Canadian Prairies, the precipitation in this region is mostly 
contributed by summer convection; consequently, any downscaling method must capture these 
convection-driven effects.  
Statistical downscaling is based on the statistical relationships between the local-scale 
climate variables (the predictands) and the global-scale climate variables (the predictors) to 
generate site-specific climate change projections (Wilby et al. 1998). Statistical downscaling 
approaches developed over the past 20-30 years include both simple methods (e.g. delta change) 
and more sophisticated methods (e.g. regression models, stochastic weather generators, weather 
typing schemes). Each of these methods are based on a range of theories; however, all of them 
rely on the fundamental relationship established between large-scale atmospheric condition and 
local-scale features (Fowler et al. 2007). In practice, two or more approaches can be combined 
and therefore, many approaches are a hybrid of the basic methods (Wilby and Wigley 1997).  
 
 
141 
 
 
A potential improvement in downscaling has been the use of dynamical downscaling by 
parameterizing physical atmospheric processes. In a dynamical downscaling approach, finer 
resolution information from GCM-based outputs is generated by embedding a high-resolution 
regional climate model (RCM) within a GCM (Fowler et al. 2007; Wilby and Dawson 2007). 
The high resolution projections explicitly account for underlying surface and local circulation 
patterns to represent several small-scale characteristics and atmospheric processes that cannot be 
captured using GCMs (Castro et al. 2005; Gao et al. 2012; May 2008).  
RCMs can provide more resolution of small-scale processes than the GCMs; however, RCMs 
are still at a relatively coarse resolution where convection-dominated precipitation is poorly 
represented. A high-resolution weather forecasting model with convection-permitting scheme 
known as weather research and forecasting (WRF; Skamarock et al. 2008) model incorporates 
horizontal grid spacing of less than 4 km. At this grid spacing, WRF begins to reflect the impact 
of convective processes, as influenced by underlying surface topography (Li et al. 2019). Despite 
its higher computational costs, high resolution WRF has demonstrated benefits when used in 
dynamical downscaling (Done et al. 2004; Fosser et al. 2015; Prein et al. 2017; Weisman et al. 
2008). WRF simulations also add value to the study of climate change impacts in regions such as 
western Canada where small-scale atmospheric processes (e.g. summer convections) are 
important (Li et al. 2017, 2019). However, the outputs of WRF (as well as the outputs of any 
RCM) are impacted by a series of procedures connected to climate model uncertainties due to 
nested modelling. The series of uncertainties (termed as cascade of uncertainty by Mitchell and 
Hulme, 1999) has impact on the outcomes of the subsequent levels. For example, GCMs outputs 
are impacted by the uncertainties in the assumption of emission scenarios, while the WRF 
outputs are impacted by the uncertainties in the simulations of the driving GCMs. These 
uncertainties are propagated from emission scenarios to GCMs toward WRF outputs with 
increasing magnitude. It is important to note that these uncertainties are accounted for in the end 
projections of climate change, where these uncertainties are recognized as inevitable in the 
process of climate modelling (Foley 2010). 
The key components of the water balance for the design of reclamation soil covers are the 
actual evapotranspiration (AET), reflective of vegetative growth, and net percolation (NP), 
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reflective of the contribution to groundwater flow through the underlying mining waste, which 
may transport chemical constituents from these deposits. Previous studies have shown that 
increases in future temperature will result in increases in both AET and NP. Alam et al. (2017) 
incorporated climate change projections from three GCMs (e.g. CanESM2, BCC-CSM1.1, and 
IPSL-CM5A-LR) based on three representative concentration pathways (RCP2.6, RCP4.5, and 
RCP8.5) into a physically-based water balance model (i.e. Hydrus-1D) to quantify uncertainties 
in the projected AET and NP of an oil sands reclamation cover and a natural soil profile. Alam et 
al. (2018) used a similar framework to quantify uncertainties in the projected AET and NP of 
two reclamation covers and three natural soil profiles using the fourth generation Canadian GCM 
(CanESM2), based on the three RCPs.  
Keshta et al. (2012) studied reclamation cover water balances using a generic system 
dynamics water balance model in which they incorporated climate change projections. The 
projections were taken from the third generation Canadian GCM (i.e. CGCM3) based on two 
scenarios from the special report on emission scenarios (SRES); emission scenarios (A2 and B1, 
IPCC 2000). Their study showed that decreases in soil moisture deficit and increases in AET are 
associated with the projected increases in precipitation. They did not evaluate potential changes 
in NP.  
High-resolution WRFs or RCMs have not been previously used to evaluate the future water 
balance performance of mine reclamation soil covers. The overall objective of this study was to 
evaluate the relative impact of using statistically and dynamically downscaled climate change 
projections from the GCMs on predictions of the future water balance performance of three 
reclamation soil covers and three natural vegetation sites in northern Alberta, Canada. These 
predictions were undertaken in a manner to also quantify the uncertainties in the projected AET 
and NP of the oil sands reclamation covers and natural soil profiles for each of the downscaling 
methods.  
 
 
143 
 
 
5.2 Materials and methods 
5.2.1 Study sites, reclamation covers, and natural sites 
The study area is situated within the boreal mixed-wood ecoregion (Strong and Leggat 1981), 
≈ 40-80 km north of Fort McMurray, Alberta, Canada. The climate is a typical prairie climate 
with an average annual precipitation of 427 mm (1944-2018), approximately two-thirds of which 
occurs in the summer months. The mean spring (March-May), summer (June-August), fall 
(September-November), and winter (December-February) temperatures are 2.0, 15.5, 5.7, and -
15.2 ⁰C, respectively. The average annual potential evapotranspiration (PET) in Fort McMurray 
is 670 mm, based on the Hargreaves-Samani method and meteorological observations from the 
Fort McMurray Airport station over a 75-year period (1944-2018).  
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 Figure 5-1: (a) Map of Canada showing the province of Alberta, (b) map of Alberta showing the 
relevant cities and general study area, and (c) map of the study area showing the site locations 
with red squares where (c) is the zoom out view of the red rectangle in (b) [Map sources: Esri, 
DigitalGlobe, GeoEye, Earthstar, Geographics, CNES/Airbus DS, USDA, USGS, Aerogrid, 
IGN, and the GIS User Community].  
This study focuses on three reclamation soil cover sites [South Bison Hill (D3), Southwest 
Sand Tailings Storage (SWSS), Aurora Capping Study (ACS)] as well as three monitored natural 
soil profiles (soil vegetation sites SV10, SV27, and SV60) located at undisturbed reference sites 
(Fig. 5-1). Two of the reclamation covers (D3 and SWSS) are located at Syncrude Canada Ltd’s 
(SCL) Mildred Lake mine site, while the ACS reclamation cover is located at the SCL Aurora 
(a) 
(b) (c) 
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North mine, ≈ 20 km to the north of the Mildred Lake Mine. The D3 and ACS prototype covers 
are ≈ 1 hectare in size but sit within much larger areas (several hundred hectares) of reclaimed 
mine waste.  
The reclamation soil profiles at each site are:   
• D3 site: 20 cm of a salvaged peat-glacial clay mineral mixture overlying 80 cm of a 
glacial clay soil overlying shale overburden;  
• SWSS: 45 cm of peat-glacial clay mineral mixture overlying tailings sand; 
• ACS:  20 cm of cover soil (either salvaged peat or upland surface litter layer) overlying 
100 cm of salvaged sandy subsoil placed over lean oil sands (LOS) overburden.   
The reclamation covers have been monitored since 1999 (D3), 2001 (SWSS), and 2012 
(ACS). The monitoring includes meteorology (precipitation, air temperature, wind speed, net 
radiation, and relative humidity), as well as soil monitoring (volumetric water content, suction, 
and soil temperature) across the cover profile and into the underlying mine waste. Details of the 
instrumentation and monitoring program can be found in Barbour et al. (2004), Boese (2003), 
Huang et al. (2015a), O’Kane Consultants Inc. (OKC 2001, 2016).  
The monitored natural soil profile locations follow: SV10 is at the Mildred Lake Mine site 
and SV27 and SV60 are ≈ 20 km north of the ACS reclamation cover site. The SV10 and SV27 
sites are texturally homogeneous with fine or medium sands, respectively. SV60 is texturally 
heterogeneous with a fine sand layer (45-84 cm) overlain and underlain by coarse sand layers. 
The details of these sites, including field experiments and measurements of soil properties, can 
be found in Huang et al. (2011b) and Zettl et al. (2011).  
5.2.2 Data collection  
The reference historical data set for the region was a 60 year (1956-2015) daily climate 
monitoring record obtained from Environment and Climate Change Canada (ECCC) records at 
the Fort McMurray Airport station (syncrude.emline.ca/Syncrude/Pages/default.aspx). The 
global scale future climate change projections (i.e. precipitation and temperature) for the 
historical period (1976-2005) and future period (2086-2100) were obtained from the CMIP5 
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GCMs (see the list in Table C-1), based on the representative concentration pathways (RCP8.5). 
The climate change projections were obtained from the CMIP5 data archive (https://esgf-
node.llnl.gov/search/cmip5/). The WRF-simulated climate change projections (i.e. hourly 
precipitation and temperature) for the baseline (2001-2015) and future (2086-2100) periods were 
obtained through dynamical downscaling from Li et al. (2017, 2019). All the climate change 
projections were obtained for the Fort McMurray Airport station (56.6488° N, 111.2305° W).  
5.2.3 Downscaling methods 
Two approaches to downscaling were used in this study. The first was statistical downscaling 
of GCM projections using the Long Ashton Research Station Weather Generator (LARS-WG) 
and the second was dynamical downscaling based on WRF simulations.  
The high computational demands of the WRF model (≈ 2 years run time using Compute 
Canada’s resources) required that this study rely on currently available simulation time periods. 
This included 15 years of simulation results for the 2001-2015 historical period and the 2086-
2100 future period. This was further constrained by the long-term historical and future time 
horizons for the GCMs used for the LARS-WG downscaling. These time horizons were 1976-
2005 and 2086-2100, respectively. These differing historical and future time periods for the two 
downscaling methods were unavoidable and complicate the inter-comparisons. As a result, the 
inter-comparisons between the LARS-WG and WRF models was only possible for the shorter 
period of overlap (2001-2005).  
5.2.3.1 Statistical downscaling 
The statistical downscaling method in this study was the latest version of LARS-WG 5.5 
(Racsko et al. 1991; Semenov 2007; Semenov and Barrow 1997). The stochastic weather 
generator LARS-WG can generate synthetic weather time-series (e.g. daily precipitation, and 
daily minimum and maximum temperatures) for any duration. LARS-WG computes a set of 
parameters for the distributions of observed climate variables as well as correlations between 
different observed daily climate variables. Synthetic time series of climate variables are 
generated using the set of parameters by randomly selecting values from the appropriate 
distributions. These selected parameter distributions for a given site are then perturbed by the 
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relative changes as projected by the GCMs (i.e. climate scenario) to generate a future climate 
scenario for the site.  
Future climate scenarios were calculated using the synthetic monthly distributions from 
historic GCM projections, adjusted to align with historical distributions of these variables, and 
then perturbed based on the GCM projections of future climate change. In this study, the climate 
scenarios for LARS-WG simulations were derived from the CMIP5 multi-model ensemble based 
on the mean of 17 member GCMs for RCP8.5 scenario during the future period 2086-2100 
relative to the historical period 1976-2005. The list of the member GCMs from CMIP5 used in 
LARS-WG simulations are shown in Table C-1 of Appendix C.       
5.2.3.2 Dynamical downscaling 
The WRF model was used to simulate the regional climate for the historical baseline and 
future climate with reanalysis and climate change forcing based on the ensembles of CMIP5 
GCMs (RCP8.5), respectively. The dynamical downscaling technique relied on simulations 
undertaken by Li et al. (2017, 2019) using the WRF version 3.6.1 model (Skamarock et al. 
2008). This WRF model simulated historical (2001-2015) climate and dynamically downscaled 
projected climate for a future period (2086-2100) over a domain covering western Canada from 
British Columbia to the Yukon. The WRF model domain was composed of 700×640 grid points 
with a horizontal resolution of 4 km.  
The WRF simulations included an initial simulation [control experiment (CTL)] of the 
historical baseline climate by directly forcing 6 hour 0.7⁰ ERA-Interim reanalysis data (Dee et al. 
2011). A second simulation, based on a climate perturbation of sensitivity experiment [pseudo-
global warming (PGW); Rasmussen et al. 2011, 2014)], was used to simulate future climate 
change projections using the PGW forcing derived from climate change signals from a 19-
member ensemble mean of CMIP5 GCMs, as recommended by Liu et al. (2017). The PGW 
simulation for a 15 year period (2086-2100) was forced with the same ERA-interim reanalysis as 
in CTL, plus a climate perturbation based on ensemble of CMIP5 RCP8.5 projections: 
PGW-forcing = ERA-Interim + 𝛥𝐶𝑀𝐼𝑃5_𝑅𝐶𝑃8.5                             (5.1) 
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Where 𝛥𝐶𝑀𝐼𝑃5_𝑅𝐶𝑃8.5  is the climate change signals derived from the CMIP5 multi-model 
ensemble based on the mean of 19 member GCMs for RCP8.5 scenario during the future period 
2071-2100 relative to the historical period 1976-2005. For more details on WRF simulations, 
please refer to Li et al. (2017, 2019). The list of these member GCMs from CMIP5 used in WRF 
simulations are shown in Table C-1 of Appendix C.   
5.2.4 Water balance modelling 
The physically-based soil water dynamics model, Hydrus-1D (Simunek et al. 2013), was 
used to simulate key water balance components (AET and NP) for each of the study sites. This 
modelling approach has been used extensively to study long-term water balance, soil water 
dynamics, and alternative reclamation cover designs for oil sands reclamation covers (e.g. Huang 
et al. 2011 a, b, c, 2015a, b; Sigouin et al. 2016; Zettl et al. 2011).  
The model is based on the solution of Richard’s equation for transient water flow through 
unsaturated soil including soil-atmosphere transfers (i.e. evaporation and transpiration) using the 
method proposed by Feddes et al. (1974). In this method, actual evaporation and actual 
transpiration are calculated based on prescribed vegetation characteristics, such as leaf area index 
(LAI) and root length density. Details of the models including the material properties, the 
vegetation (i.e. LAI), and root densities were presented in previous papers (Alam et al. 2017, 
2018; Huang et al. 2011b, c, 2015a). Typical particle size distributions, water retention curves 
(WRCs), and distributions of saturated hydraulic conductivity (Ks) are shown in the Appendix C 
(Figs. C-1, C-2, and C-3).    
The Hydrus-1D model was previously calibrated and validated against field monitoring data 
at the study sites including: D3 (Huang et al. 2015a), SWSS (Alam et al. 2018), ACS (Alam et 
al. 2020), and three natural sites (SV10, SV27, and SV60; Huang et al. 2011b, c). The model 
domains used for each site were:   
• D3: three layers (i.e., peat-mineral soil mixture, secondary clay layer, and underlying 
overburden shale); 
• SWSS: two layers (i.e., peat-mineral mixture and tailings sand); 
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• ACS: three layers (i.e., peat cover soil, coarse-textured subsoil, and lean oil sand 
substrate); 
• Natural Profiles:  the texturally variable natural sand profiles required 14, 20, and 18 
layers of varying texture and bulk density at SV10, SV27, and SV60, respectively. 
A lower free drainage (i.e. unit vertical gradient) boundary condition was used in all of the 
models, consistent with the deep water table at all sites. This allows the surface soil water 
balance to be decoupled from the deeper hydrogeologic system (Dobchuk et al. 2013).  
The simulated growing season precipitation and the calculated PET using Hargreaves-
Samani method were used to represent the upper boundary condition in Hydrus-1D model. The 
Hargreaves equation (Hargreaves and Samani 1985) was used to calculate PET (mm day-1), 
based on the daily temperature values: 
𝑃𝐸𝑇 =  0.0023 𝑅𝑎 (𝑇𝑚𝑒𝑎𝑛 + 17.8)(𝑇𝑚𝑎𝑥 −  𝑇𝑚𝑖𝑛)
0.5                                      (5.2) 
where Ra = water equivalent of extraterrestrial radiation (mmday-1); Tmean = mean daily air 
temperature (oC); Tmax = mean daily maximum air temperature (
oC); Tmin= mean daily minimum 
air temperature (oC). The calculated daily PET during the growing season was applied as input in 
the water balance model. 
The daily precipitation during the winter (typically November-March) from both WRF and 
LARS-WG were accumulated within a snowpack if the mean temperature in a day was less than 
0 ⁰C. The accumulated snowpack was then released into the soil domain over an assumed two-
week snowmelt period (typically in the first two weeks of April). The volume of snowpack melt 
over the winter period was calculated when the mean temperature in a day exceeded 0 ⁰C using 
the degree-day method as outlined by Carrera-Hernandez et al. (2011). A similar approach was 
used by Alam et al. (2018). The details are not repeated here for brevity. In brief, the calculated 
volume of melted snowpack was added to the precipitation amounts that occurred during the 
winter melt period and to any stored profile water within the soil profile at the beginning of the 
growing season.   
 The near surface hydraulic conductivity at all the sites was higher than that of the underlying 
soil layers (i.e. > 1×10-06 m/s or 86 mm/d). The cover soils typically have a hydraulic 
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conductivity >1x10-06 m/s, while the underlying soils have a typical hydraulic conductivity of 
<1x10-06 m/s (Huang et al. 2016, 2015, 2011a,c; Meiers et al. 2011). The reclamation covers 
were constructed with an average slope less than 10%, while the natural soil vegetation sites 
were flat. The higher surface hydraulic conductivity and the flat-lying topography (Alam et al. 
2018; Bockstette 2018; Huang et al. 2011b; Meiers et al. 2011) enabled us to simplify the models 
by assuming there was no runoff. Infiltrated water in excess of available storage reports as net 
percolation which now defines the total water release (i.e. water yield) from the reclamation 
covers. 
5.3 Results and discussion 
The simulated climate change projections from the two downscaling methods (WRF and 
LARS-WG) are compared with historic observational data as well as for future time periods. The 
climate projections from both downscaling methods are also applied to the physically-based 
model to simulate both historic and future key water balance components (i.e. AET and NP) for 
three reclamation covers and three natural soil profiles.  
5.3.1 Downscaled climate change projections 
5.3.1.1 Comparison of WRF and LARS-WG Models with Historical Observations 
The range of daily temperatures (Tmin, Tmax, and Tmean) and total precipitation each 
month from the LARS-WG and WRF-CTL simulations are compared with observations from the 
Fort McMurray Airport Station.in Fig. 5-2.  
The LARS-WG reproduces the overall seasonal variations in precipitation and temperature 
(i.e. Tmin, Tmax, and Tmean) reasonably well with relatively small over- or under-estimates of 
precipitation and temperature in some months. In this study, the overall performance of LARS-
WG was acceptable with relative errors of less than 10% between the observed and simulated 
median precipitation and temperature values in most months. Similar results were obtained in 
previous studies (e.g. Alam and Elshorbagy 2015; Alam et al. 2018; Chun et al. 2013; Nazemi et 
al. 2011).  
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WRF is able to reproduce the mid-summer through fall monthly temperature variability with 
similar peak values of temperature and precipitation occurring in July, consistent with the 
observed dataset. The simulated temperatures were lower in all months, while the WRF-
simulated precipitation was higher in most months than the observed dataset. The overall relative 
error was 69.5% between the observed and simulated median precipitation and temperature 
values, considering all months.  
Both downscaling models were better able to replicate the observed variability of 
precipitation than that of temperature in most months. The WRF-simulated temperature and 
precipitation were systematically under- and over-estimated, respectively, for most months, 
while LARS-WG outperformed WRF (Fig. 5-2). The underestimated temperature was due to the 
cold biases (particularly between March and July), while the overestimated precipitation was due 
to the wet biases for all seasons and more pronounced biases in the extreme precipitation 
amounts, as explained by Li et al. (2019). The July simulated values from WRF, as compared to 
the observations, are illustrative of the cold and wet biases of the WRF model. The simulated 
Tmin, Tmax, and Tmean in July were 8.43, 22.3, and 15.4 ⁰C, respectively, while the 
observations were 10.5, 24.3, and 17.3 ⁰C, respectively, and the median monthly precipitation in 
July was 115 mm for WRF, compared to the observed value of 61.5 mm.  
These biases in temperature and precipitation would result in biases in the calculated PET 
and simulated water balance components, which are described in the following sections. Results 
with biases relative to the historical observed values will be used in the subsequent 
interpretations; therefore, the directions of change in the future water balance components 
relative to the baseline values from WRF simulations will be the basis of comparison with the 
LARS-WG simulations.  
The observed annual median daily Tmin, Tmax, Tmean, and total precipitation are -2.2, 9.1, 
and 3.6 ⁰C, and 421.1 mm, respectively, during the 1976-2005 time period and -2.3, 9.0, and 3.2 
⁰C, and 374.2 mm, respectively, during the 2001-2015 time period. The statistics associated with 
these two different historical time periods are not significantly different and consequently 
provide a valid comparison to the downscaled model projections. The median daily Tmin, Tmax, 
Tmean, and total precipitation from the LARS-WG projections were -2.3, 9.0, and 3.4 ⁰C, and 
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424.2 mm, respectively for 1976-2005. The WRF projections were -4.7, 1.3, and -1.4 ⁰C, and 
584.5 mm, respectively, for 2001-2015. 
 
Figure 5-2: Comparison between the month-wise temperature and precipitation for the observed 
ECCC time series, and the time series generated by (a) LARS-WG during the historical baseline 
period 1976-2005 and (b) WRF-CTL during the historical baseline period 2001-2015 at Fort 
(a) 
(b) 
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McMurray Airport station. The boxplots represent the inter quartile range (IQR) values with 
median shown as black thick line, with whiskers showing values within 1.5 IQR extending from 
both ends of the boxes. 
5.3.1.2 Comparison of LARS-WG and WRF in Future Periods 
Changes in the monthly median temperature and precipitation from the baseline to future 
period predictions for the two downscaling methods are shown in Table 5-1. Overall, both 
models show increases in temperature and precipitation in nearly all months (the exceptions 
being June and September precipitation changes for WRF and the August changes in 
precipitation for LARS). The maximum temperature and precipitation for both models occur in 
July with the minimum temperature and precipitation in February for both the baseline and future 
periods. Both models show a similar shift in all monthly temperatures from baseline to future 
time periods of ≈ 3.2-8.9 ⁰C (average monthly change of 5.0 ⁰C for LARS and 5.5 ⁰C for WRF). 
They also show a consistent shift in monthly precipitation of ≈ 8.0 mm decrease to 22.9 mm 
increase (average monthly change of 3.4 mm for LARS and 5.8 mm for WRF). The increases in 
temperature in both the spring and fall highlight a potential increased growing season and a 
shorter winter period during which the snowpack might accumulate.   
In general, the baseline and future temperature from WRF shows higher variability than those 
from LARS-WG. The average CV values for LARS-WG during baseline and future periods were 
13.8% and 18.8%, respectively, while the corresponding CV values for WRF were 93.2% and 
58.9%. In contrast, the baseline and future precipitation from LARS-WG shows greater 
variability than that predicted by WRF. The average CV values for LARS-WG during baseline 
and future periods were 52.3% and 53.6%, respectively, while the corresponding CV values for 
WRF were 42.3% and 40.8%. Table C-2 (Appendix C) shows the monthly CV values from the 
baseline to future period predictions for the two downscaling methods.     
Since the LARS-WG predictions are based on adjusting the predicted precipitation 
probability distributions to the local scale observations, the impact of local scale convective 
precipitation events is implicitly reflected within these adjustments. Generally, GCMs are unable 
to represent the convective processes and are expected to show less variability than WRF, while 
both raw GCMs and WRF simulations are expected to show less variability than the site-specific 
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LARS-WG simulations. In this way, extreme convective events are more realistically captured 
by LARS-WG or WRF than GCMs simulations. The calculated CV values for the future daily 
precipitation for raw GCMs, WRF, and LARS-WG were 213, 219, and 242%, respectively, 
while the maximum daily precipitation amounts simulated by the GCMs, WRF, and LARS-WG 
were 61, 101, and 101 mm, respectively. However, it should be kept in mind that the WRF 
results are affected by the inherited biases from the driving GCMs.  
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Table 5-1: The median daily future Tmean and total precipitation during the baseline and future periods, and changes in median 
daily future Tmean and total precipitation relative to the corresponding baseline periods during each month for two downscaling 
methods.  
        LARS-WG WRF 
 Tmean (oC) Precipitation (mm) Tmean (oC) Precipitation (mm) 
Month Baseline Future Change  
(oC) 
Baseline Future Change 
(mm) 
Baseline Future Change 
(oC) 
Baseline Future Change 
(mm) Jan -17.3 -10.2 7.1 16.5 19.5 3.0 -17.9 -12.1 5.8 28.2 38.3 10.1 
Feb -14.0 -7.7 6.3 13.8 17.2 3.4 -17.0 -11.7 5.3 21.7 26.1 4.4 
Mar -5.8 -1.1 4.7 16.4 19.9 3.5 -12.4 -5.8 6.6 32.8 48.1 15.3 
Apr 3.3 6.5 3.2 18.1 21.5 3.5 -4.6 1.3 5.9 34.9 39.7 4.8 
May 9.8 14.0 4.2 34.7 41.2 6.5 2.0 9.5 7.5 49.2 72.1 22.9 
Jun 14.4 18.9 4.5 61.8 67.1 5.3 13.1 16.5 3.4 79.4 72.8 -6.6 
Jul 16.8 21.8 5.0 71.8 78.7 6.9 15.4 19.0 3.6 114.5 114.9 0.4 
Aug 15.0 20.4 5.4 59.6 55.1 -4.5 13.6 17.6 4.0 68.0 73.4 5.4 
Sep 9.6 14.6 5.0 41.5 44.4 2.9 7.5 11.5 4.0 57.3 49.3 -8.0 
Oct 2.8 6.4 3.6 26.9 31.7 4.8 1.4 5.6 4.2 32.7 37.2 4.5 
Nov -7.5 -3.0 4.5 18.7 21.8 3.1 -9.6 -2.5 7.1 26.3 31.8 5.5 
Dec -15.1 -8.3 6.8 16.8 19.4 2.6 -17.9 -9.0 8.9 28.2 39.3 11.1 
Overall 1.0 6.0 5.0 33.1 36.5 3.4 -2.2 3.3 5.5 47.8 53.6 5.8 
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Both downscaling methods predict increased growing season precipitation and PET in the 
future (2086-2100), relative to their baseline (1976-2005 for LARS-WG and 2001-2015 for 
WRF), as shown in Fig. 5-3. The median growing season precipitation measured at the Fort 
McMurray Airport station was 387 and 362 mm during 1976-2005 and 2001-2015, respectively. 
These values were well estimated by LARS-WG (387 mm) but overestimated by WRF (523 mm) 
due to a wet bias in the WRF model inherited from the driving GCMs. The median growing 
season PET values estimated using the Hargreaves-Samani method for 1976-2005 and 2001-
2015 were 638 and 653 mm, respectively. The LARS-WG simulation was able to replicate this 
PET value for the corresponding baseline period (638 mm); however, WRF (541 mm) 
underestimated the PET value due to a cold bias. 
Despite these differences, the overall relative shift (magnitude and direction) from the 
baseline to the future period for both growing season precipitation and PET were similar for both 
models. For example, the increase in median growing season precipitation for LARS-WG was 
22.7%, while WRF predicted an increase of 11.5%. The increase in median growing season PET 
was 19.6% for LARS-WG and 19.4% increase for WRF. The uncertainty associated with 
growing season precipitation was larger for LARS-WG than WRF, while the same associated 
with PET was larger for WRF than LARS-WG, as evident in the distribution of the 
corresponding boxplots (Fig. 5-3) and CV values (not shown).     
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Figure 5-3: Distributions of (a) growing season precipitation and (b) growing season PET based 
on 100 realizations from LARS-WG during baseline (1976-2005) and future (2086-2100) 
periods as well as based on WRF simulations for baseline (2001-2015) and future (2086-2100) 
periods at Fort McMurray Airport station. The horizonal dashed lines show median growing 
season precipitation and PET based on the observed monitoring data at Fort McMurray Airport 
station during 1976-2005. Description of boxplots is given in Figure 5-2. 
A probability density function (PDF) of growing season daily precipitation events can be 
used to compare the individual models and associated observations in a manner that highlights 
extreme precipitation events (Fig. 5-4). The comparison periods are 1976-2005 for LARS-WG, 
and 2001-2015 for WRF. It is apparent that the WRF simulations overestimate the magnitude of 
precipitation events at all frequencies but increasingly so for high precipitation events. The 
LARS-WG simulations are consistent with the observed distribution, with the exception of the 
most extreme event.  
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Fig. 5-4 also includes the distribution of daily growing season precipitation events for future 
periods: 2086-2100 for LARS-WG (Fig. 5-4a), and 2086-2100 for WRF (Fig. 5-4b). It is 
expected that an increase in extreme daily precipitation events would lead to increases in runoff. 
The differences in the shift of the PDF from the baseline to future predictions for the two models 
is quite striking. LARS-WG predicts a modest increase in daily precipitation at nearly all 
frequencies, while the WRF predictions show similar magnitudes of precipitation events for both 
baseline and future predictions at frequencies greater than 0.5% but nearly double the magnitude 
of events in the future from the baseline at frequencies smaller than 0.05%. These more 
pronounced extreme events by WRF might be due to the overestimated distribution of baseline 
daily extreme precipitation relative to the historical observed amounts in the case of WRF. The 
shifted distribution of future daily extreme precipitation amounts relative to the baseline amounts 
demonstrates that these extreme precipitation events could be more prevalent in a changing 
climate condition.  
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Figure 5-4: Probability density function of daily precipitation during the growing season (i.e. 
April to October) at Fort McMurray Airport Station as (a) observed during 1976-2005, 
statistically downscaled by LARS-WG for the baseline (1976-2005) and future (2086-2100) 
periods and (b) observed during 2001-2015, dynamically downscaled by WRF for the baseline 
(2001-2015) and future (2086-2100) periods. 
5.3.2 Simulated water balance components  
The baseline historical climate projections for LARS-WG (1976-2005) and WRF (2001-
2015) as well as the future projections (2086-2100) for both models were used as climatic inputs 
to the Hydrus water balance modeling of each of the three reclamation cover sites (D3, SWSS, 
and ACS) and the three natural soil profile sites (SV10, SV27, and SV60).    
Figure 5-5 presents the simulated AET for the three reclamation covers and natural soil 
profiles. The AET for the reclamation covers are higher than for the natural soil profiles in all 
cases due to the finer texture of the reclamation covers (Alam et al. 2018). The magnitude and 
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direction of change in the future median growing season AET, relative to the corresponding 
baseline AET using the two downscaling methods are similar for all of the study sites.         
 
Figure 5-5: Distributions of growing season AET for 100 realizations of climate change 
projections from LARS-WG during 1976-2005 (i.e. Baseline) and climate change projections 
from WRF during 2001-2015 (i.e. Baseline) as well as during 2086-2100 (i.e. Future). The 
results are shown for three reclamation covers (D3, SWSS, and ACS) and three natural soil 
profiles (SV10, SV27, and SV60). The horizonal dashed lines show median growing season AET 
based on the observed monitoring data at Fort McMurray Airport station during 1976-2005. 
Description of boxplots is given in Figure 5-2.   
Figure 5-6 presents the simulated NP using the LARS-WG and WRF projections. All 
simulations show that NP is higher for the three natural soil profiles than the reclamation covers, 
as expected given their coarser texture (Alam et al. 2018). The direction of change in future NP, 
relative to the corresponding baseline NP are similar for both downscaling methods with similar 
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directions of change in the future growing season NP for all of the study sites, although the shifts 
in future NP are greater for WRF than for LARS-WG.         
 
Figure 5-6: Distributions of growing season NP for 100 realizations of climate change 
projections from LARS-WG during 1976-2005 (i.e. Baseline) and climate change projections 
from WRF during 2001-2015 (i.e. Baseline) as well as during 2086-2100 (i.e. Future). The 
results are shown for three reclamation covers (D3, SWSS, and ACS) and three natural soil 
profiles (SV10, SV27, and SV60). The horizonal dashed lines show median growing season NP 
based on the observed monitoring data at Fort McMurray Airport station during 1976-2005. 
Description of boxplots is given in Figure 5-2.   
The relative change in the simulated future AET relative to the baseline periods for the 
LARS-WG and WRF simulations are presented in Fig. 5-7. The median change in the future 
AET for both the WRF simulations and LARS-WG simulations are similar (boxes overlap in 
Fig. 5-7) to each other and similar for all cover types to the end of the 21st century. However, 
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Fig. 5-7 also highlights that LARS-WG based simulations have a greater degree of variability in 
the projected changes in AET than the WRF simulations. WRF climate projections capture more 
variability in monthly temperatures, while LARS-WG capture more variability in monthly 
precipitation. The variability in future AET and corresponding % changes appear to be controlled 
by variability in future precipitation rather than variability in future PET, with the result that 
higher variability in future precipitation leads to higher variability in future AET.   
This is also true for the occurrence of extreme high and low AET values. The prevalence of 
extreme AET events, in the case of LARS-WG, reflects more extremely wet or dry years toward 
the end of the 21st century compared to the WRF simulations. This would suggest a potential 
shift in optimal vegetation/tree selection for reclamation covers to adapt to more variability in 
AET if LARS-WG simulations are used for reclamation cover design. 
 
Figure 5-7: Distributions of growing season AET based on an ensemble of 17 GCMs based on 
RCP8.5 from CMIP5 and downscaled by LARS-WG (red boxes) and based on the climate 
change projections downscaled by WRF (blue boxes) during the end of the 21st century. The 
results are shown for three reclamation covers (D3, SWSS, and ACS) and three natural soil 
profiles (SV10, SV27, and SV60). Description of boxplots is given in Figure 5-2.   
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Figures 5-8 shows the percent change in the simulated future NP. The median % change in 
NP for both downscaling methods are once again similar (boxes overlap in Fig. 5-8); however, 
both LARS-WG and WRF show higher % changes in future NP for the reclamation covers (48-
95%) than the three natural soil profiles (21-89%). Once again, the percentage change in NP 
exhibits more variability for the LARS-WG based simulations than for WRF, including a greater 
change in the percentage of extreme annual NP values.   
Similar to the % changes in future AET, the variability in future NP appears to be controlled 
by the variability in future precipitation. The prevalence of extreme NP events, in the case of 
LARS-WG, reflects either more extreme wet or dry years toward the end of the 21st century 
compared to the WRF simulations. This might suggest that water yield from the reclaimed mine 
waste may be more variable if LARS-WG simulations are considered for the design of mine 
closure landscapes.  
The relative magnitudes of the simulated precipitation for LARS-WG and WRF models 
seems to be reflected in the simulated water balance components (AET and NP) during the end 
of the 21st century. In particular, precipitation is the dominant climate variable in the predictions 
of the two key water balance components.        
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Figure 5-8: Distributions of growing season NP based on an ensemble of 17 GCMs based on 
RCP8.5 from CMIP5 and downscaled by LARS-WG (red boxes) and based on the climate 
change projections downscaled by WRF (blue boxes) during the end of the 21st century. The 
results are shown for three reclamation covers (D3, SWSS, and ACS) and three natural soil 
profiles (SV10, SV27, and SV60). Description of boxplots is given in Figure 5-2.   
The range of the predicted changes in the future growing season AET and NP relative to the 
baseline periods is higher for LARS-WG than WRF, even though WRF predictions might be 
expected to capture more variability due to regional scale convective precipitation events. We 
mentioned earlier that LARS-WG showed higher variability in future precipitation than that 
shown by WRF and precipitation is the dominant variable in simulating AET and NP. It is 
important to note, however, that convective events generally last for only an hour in most cases. 
As a result, daily water balance modelling, as undertaken in this study, does not capture the 
potential impact of these events in triggering runoff events. The impact of these convective 
events is further diminished when the results are accumulated into monthly and/or growing 
season amounts.  
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The key growing season water balance components (i.e. AET and NP) for all sites are 
summarized in Table 5-2. The median growing season AET values from LARS-WG for the 
baseline period were comparable to the values reported by Alam et al. (2018) for all sites, except 
ACS. This was despite the baseline periods being different (1976-2005 in this study and 1961-
1990 in Alam et al. 2018). The baseline period AET of the ACS site was less (377 mm) than in 
the previous study (402 mm; Alam et al. 2020), due to the difference in the median growing 
season precipitation used in the model simulations for the two baseline periods (387 mm from 
1976-2005 in this study; 407 mm from 1961-1990 for Alam et al. 2018), while Alam et al. 
(2020) used a value of 426 mm for the baseline period 1954-2013. Zhang et al. (2018) showed 
that the selection of baseline period is a likely source of uncertainty in studying the impacts of 
climate change.    
The simulated growing season NP in this study are also different from those in the previous 
studies because of the differences in growing season precipitation from the different baseline 
periods, which in turn directly affect the growing season AET and NP values, as shown by 
LARS-WG simulations. Considering all sites, the increases in AET are ≈ 11.4-13.1% for LARS-
WG and 9.6-12.6% for WRF, while the increases in NP are ≈ 20.8-95.0% for LARS-WG and 
21.9-64.5% for WRF. In particular, reclamation covers and natural soil sites show a similar range 
of increase in AET; however, the percentage increases in NP are more pronounced for the 
reclamation covers than the natural sites. The increased future AET might be expected to 
produce a change in overall productivity of these sites but may also result in a shift in the 
vegetative regime that is established. The increased future NP could lead to increased water 
release from these reclaimed mine waste landforms with a concomitant increase in chemical 
loading due to flushing of these deposits by recharge waters.  
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Table 5-2: Growing season median precipitation, AET, and NP for the baseline and future periods based on the LARS-WG and WRF simulations. The percentage increase in the future median precipitation, AET and 
NP relative to the baseline median precipitation, AET and NP is shown in the parentheses.  
 Precipitation (mm) AET (mm) NP (mm) 
 LARS-WG  WRF  LARS-WG WRF LARS-WG WRF 
 Baseline  Future Baseline  Future Baseline Future Baseline Future Baseline Future Baseline Future 
Site (1976-2005) (2086-2100) (2001-2015) (2086-2100) (1976-2005) (2086-2100) (2001-2015) (2086-2100) (1976-2005) (2086-2100) (2001-2015) (2086-2100) 
D3 387 474 (22.7%) 523 583 (11.5%) 377 427 (13.1%) 425 474 (11.6%) 14.2 21.9 (53.9%) 97.3 148 (52.0%) 
SWSS 387 474 (22.7%) 523 583 (11.5%) 375 421 (12.2%) 425 477 (12.2%) 11.2 21.9 (94.7%) 92.2 136 (47.2%) 
ACS 387 474 (22.7%) 523 583 (11.5%) 377 425 (12.6%) 436 487 (11.5%) 8.5 16.5 (95.0%) 78.2 129 (64.5%) 
SV10 387 474 (22.7%) 523 583 (11.5%) 266 299 (12.2%) 291 319 (9.6%) 119 144 (20.8%) 231 282 (21.9%) 
SV27 387 474 (22.7%) 523 583 (11.5%) 312 347 (11.4%) 339 378 (11.6%) 74.3 96.6 (30.1%)  170 239 (40.7%) 
SV60 387 474 (22.7%) 523 583 (11.5%) 369 414 (12.1%) 412 464 (12.6%) 15.1 28.5 (88.9%) 95.3 155 (62.8%) 
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5.4 Conclusions 
The impact of climate change projections on the long-term water balances of reclamation 
covers, as well as natural soil profiles, was evaluated using a physically-based water balance 
model and future climate change predictions from different downscaling methods. The use of 
both dynamical (WRF) and statistical (LARS-WG) downscaling methods provides a novel 
approach for comparing the long-term future performances of reclamation covers compared to 
those of natural soil profiles.  
When comparing the simulated temperature and precipitation from the downscaling models 
to the observational data, it is clear that the statistical downscaling method (LARS-WG) 
outperformed the dynamical downscaling method (WRF). In most months, WRF predictions 
systematically underestimated temperature and overestimated precipitation. In addition, the 
computational demand for WRF simulations was much higher than that for LARS-WG. The 
directional shifts in the monthly future temperature and precipitation from the baseline periods 
were, however, similar for both downscaling methods. Both downscaling methods also showed 
similar directional shifts in the future median growing season AET and NP from the baseline 
periods.  
The magnitude of increase in growing season median AET and NP using the WRF climate 
predictions were not significantly different from those using the LARS-WG climate predictions, 
although LARS-WG showed more variability in these water balance components. Overall, the 
increases (%) in future NP were significantly higher than increases (%) in future AET, 
particularly for the reclamation covers. LARS-WG based projections had more extreme (high 
and low) AET and NP values than the WRF model. Although the two downscaling methods are 
based on different approaches, both methods indicate similar relative changes in the growing 
season water balance components (i.e. AET and NP) by the end of the 21st century. Overall, the 
changes in the future key water balance components for LARS-WG show greater variability than 
those of the WRF model.  
The systematic under- and over-estimation of temperature and precipitation, respectively, 
during the baseline period (2001-2015) by WRF was explained by Li et al. (2019) as being due 
to cold and wet biases, respectively. These biases are expected to carry into the future projections 
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and the resulting future growing season water balance components. This allows the relative 
changes in the water balance components arising due to climate change to be evaluated, but not 
the absolute values. The WRF model would require bias correction to generate realistic absolute 
water balance components. 
Both downscaling methods have advantages and limitations, although further comparisons 
for aligned modelling time frames will be required to guide policy makers and industry on how 
to best make reliable decisions on cover performance. It is likely that a multi-model approach 
(multiple GCM, RCPs, and downscaling methods) will be required to fully explore the potential 
impact of future climate changes on reclamation cover performance and ultimately on mine 
closure strategies.  
Since the LARS-WG and WRF showed similar directions of shifts in the future water 
balance components from the baseline periods using an ensemble of GCMs from CMIP5, future 
extensions of this study will re-evaluate the shifts in future water balance components from 
LARS-WG and WRF using the newly released ensemble of GCMs from CMIP6. The CMIP6 
includes more GCMs and newly developed socio-economic emission scenarios (Eyring et al. 
2016). Further evaluation will be expanded to the full range of reclamation covers and mine 
waste types currently being used by the oil sands industry (e.g. reclamation covers over 
overburden, lean oil sands, coke, treated fine tailings). The relative contributions of spatial and 
temporal variability in the soil hydraulic properties and future climate variability to the total 
variability in the water balance components will be investigated using the full range of 
reclamation covers being monitored over many years and climate change projections from the 
downscaling methods.           
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 - CONCLUSIONS AND RECOMMENDATIONS 
6.1 General conclusions 
Spatial and temporal variability (i.e. variability in model parameters and climate including 
climate change) has not previously utilized within SVAT models used to evaluate long-term 
hydrologic performance of mine reclamation covers, particularly those associated with oil sands 
mining.  The global objective of the research presented in this thesis was to develop methods for 
evaluating spatial and temporal variability in the interpretation of the hydrologic performance of 
oil sands reclamation covers and to incorporate this variability in SVAT models to evaluate the 
performance of these covers over the long-term.  
Three specific objectives were set out to address in this work:  
(1) To quantify parameter variability in the modelling of water balance for oil sands 
reclamation covers by obtaining optimized parameter sets for the cover materials based 
on independent soil monitoring locations (spatial variability) and for different time series 
(temporal variability), using the combination of the SVAT modelling packages and 
inverse modelling techniques; 
(2) To characterize the impact that future projected climate change will have on the 
water balance of oil sands reclamation covers; and 
(3) To evaluate methods of downscaling global climate change projections to regional 
(local) scales to evaluate changes in future water balances. 
The key findings from this research in regard to each of these objectives will be summarized 
in the following subsections.  
6.1.1 Impact of parameter variability on water balance predictions 
Five soil hydraulic parameters were optimized using inverse modelling (IM) to produce 155 
sets of soil hydraulic parameters for 13 treatment covers, replicated in triplicate, over four 
monitoring years (Chapter 3, Manuscript #1).  Progressive Latin Hypercube Sampling (PLHS) 
was used to sample parameters from the distributions of each of the five hydraulic parameters 
obtained from the IM approach. The results from the simulations were used to highlight the 
coupling that occurs between the parameter variability and the maximum sustainable leaf area 
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index (LAI_max) values as well as the combined impact of the variability in these parameters on 
the simulated long-term distributions of AET and NP for the five illustrative covers.  
The study demonstrated that in the case of the ACS site, the highest variability in the WRC 
and Ks was associated with the peat cover layer and the LOS substrate, respectively. Combining 
peat with LFH might have produced additional variability in the WRC among the three soil types 
used in the reclamation covers. In the long-term simulations, climate variability was the primary 
source of variability in annual AET while both climate and parameter variability exerted the 
greatest influence on variability in NP.  The variability in the simulated AET values decreased 
with an increasing cover thickness for parameter variability, while the variability in the simulated 
NP values decreased with an increasing cover thickness for both parameter and climate 
variability.  The median annual AET of thinner covers, while the median annual NP of thicker 
covers seemed insensitive to the variability derived from variable parameter sets and climate 
data. The PLHS and MC sampling methods produced a wider range of simulated AET and NP 
compared to the percentile-based sampling approach. 
6.1.2 Impact of climate change on water balance components 
Future climate change projections from the most recent GCM outputs were used along with a 
physically based SVAT water balance model to evaluate changes in the future water balances of 
reclamation soil covers and natural soil profiles near Fort McMurray, Alberta, Canada (Chapter 
4, Manuscript #2).  
During the historical baseline period (1961-1990), reclamation covers show higher AET and 
lower NP than the natural sites. Overall, the important water balance components (i.e., AET and 
NP) of the reclamation covers and natural sites are expected to increase throughout the 21st 
century for all the RCPs, time periods, and soil profiles considered. The median growing season 
AET and NP showed greater increase toward the end of the 21st century in response to increases 
in growing season PET and precipitation. The shifts in future NP relative to the baseline period 
were more dramatic when compared to shifts in future AET for the sites with higher water 
storage (i.e., the two reclamation covers). 
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6.1.3 Impact of downscaling methods on water balance predictions 
The impact of climate change projections on the long-term water balances of reclamation 
covers as well natural soil profiles was evaluated using the changes in future water balance 
relative to the baseline values as projected by an ensemble of multiple GCMs from CMIP5 and 
downscaled by LARS-WG and WRF (Chapter 5, Manuscript #3). The use of both statistical 
(LARS-WG) and dynamical (WRF) downscaling methods provides a novel approach to evaluate 
changes in the water balance of reclamation covers and natural soil profiles into the future.  
Key findings of the study show that the magnitude of the increase in growing season median 
AET and NP from WRF is not significantly different from that simulated by LARS-WG, 
although LARS-WG shows more variability in future precipitation.  In addition, the magnitude 
of the increase in future NP is significantly higher than the increases in future AET, particularly 
for the reclamation covers. Although the two downscaling methods are based on different 
approaches, both methods indicate similar relative changes in the growing season key water 
balance components (i.e. AET and NP) by the end of the 21st century. Overall, the changes in the 
future key water balance components for LARS-WG show greater variability than those for the 
WRF model.      
6.2 Implications of the study 
The first objective helped to characterize the cover performance risks associated with 
parameter variability combined with climate, LAI, and cover thickness variability. 
Characterization of parameter variability presents a novel analysis tool to characterize 
uncertainty associated with the long-term cover performance which is not possible using 
conventional analysis approach using a single set of optimized model parameters.  This may 
prove to be a valuable tool for industry to help quantify the risk associated with mine closure 
performance.  Risk assessments cannot be carried out without a ‘probability of occurrence’.  In 
conventional SVAT modelling this probability could only be expressed in terms of climate 
variability.   
This study enabled the evaluation of cover performance in terms of the two key water 
balance components (AET and NP) with the change of maximum sustainable LAI and cover 
thickness along with the variability in soil hydraulic parameters and long-term historical climate. 
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As expected, increasing cover thickness is associated with an increase in AET, a decrease in NP, 
and a decrease in the range of the simulated water balance components due to parameter 
variability.  In the specific case of the variability of LOS Ks, it was demonstrated that variability 
in LOS Ks values could result in a shift in the mechanism controlling NP.  For example, at 
higher values of Ks, the control on NP was primarily the water storage capacity of the covers; 
while at lower values of Ks, the NP was controlled primarily by perching of infiltrating water on 
LOS surface.  
The second objective was to determine the impacts of climate change projections on the 
long-term cover performances of reclamation covers and natural soil profiles. Higher NP rates in 
future as revealed by this study might have broader range of implications. The increased NP rates 
will potentially pose greater threats on adjacent water bodies as a consequence of proportionally 
increasing water release through underlying mine waste and the concomitant release of chemical 
constituents. The elevated NP rates could also lead to higher degrees of saturation, in response to 
an elevated water pressure, and associated rising water table within the reclaimed mine waste. As 
a consequence, weathering processes linked to oxygen availability might be reduced although the 
risk of geotechnical instability of the waste dumps and containment structures might be 
increased. Another implication of the increasing NP rates is that it might promote rapid flushing 
of mobile salts from the reclaimed fine-textured mine waste to the adjacent surface waters, 
thereby reducing long-term salt flushing to the surface waters out of the reclaimed sites.   
The third objective was to evaluate the long-term cover performances in terms of water 
balance components using two different downscaling methods, one being statistical (LARS-WG) 
and another being dynamical (WRF). Although two downscaling methods are based on different 
approaches, both methods indicate similar directional shifts (increases) in key components of the 
water balance (i.e. AET and NP) towards the end of the 21st century at all study sites, while 
greater increases in the future  NP rates than the AET are shown by both methods.   
6.3 Recommendations for future research 
The research included in this thesis was focused on selected oil sands mine reclamation sites 
from a variety of reclamation covers. The following recommendations for future research are 
expected to advance the ongoing research program for SCL mine sites. The further research can 
include covers with different hydraulic properties such as fine-textured covers placed over fine- 
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and coarse-textured mine waste. This extension could easily be incorporated using the 
framework developed in the research of this thesis, which would aid to better characterize the 
parameter variability (spatial and temporal) of the common reclamation cover system designs.   
The second manuscript includes integration of climate change projections into a physically 
based water balance model to characterize uncertainty in the simulated water balance 
components due to natural climate variability as well as uncertainty due to RCPs, time periods, 
and type of soil profiles. The uncertainty in the simulated water balance components due to the 
choice of downscaling methods was also evaluated in this study. Future research may include 
selection of the GCMs from multiple available options from the archives (e.g. CMIP5) based on 
the skills of the GCMs using some skill scores (as explained by Taylor, 2001).    
The future design of reclamation covers needs to be seen through the lens of climate change 
adaptation plan since the typical design of reclamation covers is based on the long-term 
simulation of AET and NP using a single set of optimized parameters with historical climate 
data. This approach is likely to underestimate the possible ranges of the simulated NP rates. The 
combined impacts of parameter and future climate variability are expected to generate elevated 
NP rates which the mine industry will need to consider in developing the long-term mine closure 
designs.     
This study demonstrates that the absolute values of the future water balance components 
obtained from the two different downscaling methods could be difficult to compare given all the 
biases demonstrated by the WRF model. Besides these differences between the two downscaling 
methods, both methods indicate similar directions of relative change in the growing season key 
water balance components (i.e. AET and NP) by the end of the 21st century. Results indicate that 
the WRF model would require further a bias correction to generate realistic absolute water 
balance components; however, LARS-WG doesn’t seem to require any further post-processing. 
Both downscaling methods demonstrate their advantages and limitations, although their 
comparison would help policy makers and reclamation cover designers to make reliable 
decisions if multi-model approach (multiple GCM, RCPs, RCMs, and statistical downscaling 
methods) is adopted to reveal the complete picture of climate change implications in the context 
of reclamation cover design. 
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Future extensions of this study could investigate the impact of climate change on the long-
term performances of all the available reclamation covers in northern Alberta, Canada using an 
ensemble of high-resolution RCMs (along with WRF) and GCMs because use of a single RCM 
and/or GCM may not be recommended due to the associated uncertainties (Najafi et al. 2011; 
Schardong and Simonovic 2019; Semenov and Stratonovitch 2010; Wilby et al. 2004). The 
potential impact of climate change on the extreme water balance components of the reclamation 
covers will possibly be repeated using the newly released ensemble of GCMs from the sixth 
phase of CMIP (CMIP6) which includes more number of GCMs and newly developed socio-
economic emission scenarios (which incorporate a wide range of adaptation and mitigation 
challenges)  as described by Eyring et al. (2016). 
 
184 
 
APPENDIX A 
Latin hypercube sampling (LHS) and progressive Latin hypercube sampling (PLHS) 
LHS is based on the concept of a “Latin square”, which forms an n-by-n matrix filled with n 
different objects (i.e., parameter values in this study) such that each parameter value occurs 
exactly once in each row and exactly once in each column. Briefly, a unit hypercube [0;1] in a 
multi-dimensional space (dimension is equal to the number of parameters in this study) is 
divided into n intervals (n is the sample size) with an equal length of 1/n. This division generates 
n equally probable intervals for each dimension. Sample points are then selected from each of the 
equally probable intervals such that the distribution of the sample points follows a uniform 
distribution and the sample represents a Latin hypercube. This sampling strategy ensures that 
sampling is representative of each equally probable interval in the total sample size. In the case 
of PLHS, the total sample is sliced into s slices, where the sample size of each slice is m (m = 
n/s). Sample points are selected for each slice that follows a uniform distribution, and the sample 
points from previous slices (each of which is a Latin hypercube) are added sequentially such that 
the resulting n-point sample is a Latin hypercube. The employment of PLHS as a sampling 
technique ensures that the sample size from each slice is not discarded even if it fails to be an 
appropriate sample size. Finally, the uniformly distributed samples are transformed to the desired 
distributions (e.g., normal, log-normal) by the associated transformation functions. For more 
details, interested readers are referred to the development of PLHS by Sheikholeslami and 
Razavi (2017). 
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Grouping of soil materials based on optimized parameters 
 
Figure A-1: Frequency distributions of the optimized parameters for LFH (top row), peat (second 
row) subsoil (third row), and LOS (bottom row) materials. 
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Selection of an appropriate sample size for PLHS 
 
Figure A-2: Mean and SD values of the annual AET and NP corresponding to each sample size. 
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Selection of an appropriate sample size for MC 
a. 
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b. 
 
Figure A-3: (a) Mean and (b) SD of the sampled parameter values corresponding to each sample 
size from the MC sampling method. Results are shown for peat (top row), subsoil (middle row), 
and LOS (bottom row) in both (a) and (b). 
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Figure A-4: Mean and SD values of the annual AET and NP corresponding to each sample size 
for MC sampling method. 
Partition of water balance components with LAI 
This section evaluated how AET might be portioned into AT and AE as shown in Fig. A-5. 
The results showed that almost 75 % of AET was used as AT and approximately 25 % was used 
as AE for the five illustrative covers. However, the share of AE vs. AT was higher at lower LAI; 
the share of AT monotonically increased, while the share of AE monotonically decreased once 
the LAI was higher than 1.5.   
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Figure A-5: Partition of AET into AT and AE with the variation of LAI for the five illustrative 
covers 
Uncertainty in the simulated AET and NP due to sampling methods 
Figure A-6 compares the distributions of the simulated water balance components (i.e., 
annual AET and NP) of the A100 illustrative cover obtained from PLHS, discrete, and MC 
sampling methods based on a constant LAI of 4.0. Over-all, the PLHS and MC methods show a 
wider inter-quartile range compared to the discrete approach in the case of AET and NP. In 
addition, PLHS and MC result in slightly higher annual AET and slightly lower NP than the 
discrete method; however, PLHS and MC sampling methods seem to capture similar variability 
as well as approximately equal median water balance components. However, the computational 
effort required for MC sampling and simulation is approximately 10 times greater than for the 
PLHS method.  
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Figure A-6: Box plots showing the distributions of (a) annual AET and (b) annual NP obtained 
from the simulated water balances for A100 illustrative cover with 700 parameter sets for PLHS 
(green boxes), 135 parameter sets for discrete sampling (blue boxes), and 1000 parameter sets for 
MC (red boxes) over a 60-year climate cycle. The description of the box plots is the same as for 
Figure 3-11.  
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APPENDIX B  
Downscaling methods 
LARS-WG 
The calibration and validation were undertaken in a similar manner to Elshorbagy et al. 
(2015) and Hashmi et al. (2011). Daily precipitation and temperature data from the Environment 
Canada station at the Fort McMurray Airport for the baseline period (1961-1990) were used to 
obtain probability distributions for local precipitation and temperature. This set of parameters 
was used to generate 100 simulations of the precipitation and temperature series, which were 
then validated against the observed daily precipitation and temperature for the period 1991-2011. 
Projected changes in future daily precipitation and temperature are incorporated in LARS-WG using 
relative change factors (RCF) (Semenov and Barrow 2002; Alam and Elshorbagy 2015) for each 
month. The RCF for each month is calculated using 
 𝑅𝐶𝐹𝑖,𝑗
𝑘 =
𝑆𝑖,𝑗
𝑘,𝑓
𝑆𝑖,𝑗
𝑘,𝑏, (B.1) 
 𝑅𝐶𝐹𝑖,𝑗
𝑘,𝑇 = ?̅?𝑖,𝑗
𝑘,𝑓
− ?̅?𝑖,𝑗
𝑘,𝑏
 , (B.2) 
where S is either the monthly mean precipitation, wet (i.e., a day with precipitation >0) or dry 
(i.e., a day with no precipitation) spell lengths, or standard deviation of daily mean temperature; 
?̅? is the monthly mean of max/min temperature, respectively; k represents the corresponding 
month; f represents future period; b represents baseline period; i is the GCM; and j is the RCP.  
The monthly mean of precipitation, monthly mean of wet and dry spell lengths, standard 
deviation of daily mean temperature, and monthly mean of max and min temperature for the 
RCPs are perturbed as follows: 
 𝑆𝑅𝐶𝑃
𝑘 = 𝑆𝑂𝑏𝑠
𝑘 ×
𝑆𝑖,𝑗
𝑘,𝑓
𝑆𝑖,𝑗
𝑘,𝑏 ,  (B.3) 
 ?̅?𝑅𝐶𝑃
𝑘 = ?̅?𝑂𝑏𝑠
𝑘 + (?̅?𝑖,𝑗
𝑘,𝑓
− ?̅?𝑖,𝑗
𝑘,𝑏). (B.4) 
The statistics ‘S’ and monthly mean of max and min temperature for RCPs during the future 
periods are perturbed using the observed monthly statistics (𝑆𝑂𝑏𝑠
𝑘 ) and observed mean monthly 
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temperatures (?̅?𝑂𝑏𝑠
𝑘 ) in Equations B.3 and B.4, where the subscripts are defined as above. An 
example of the calculated RCFs for CanESM2 based on RCP2.6 during 2071-2100 is included in 
Table B-1. The perturbed monthly statistics calculated from the daily outputs (i.e., precipitation 
and temperature) of the GCMs at the coarse scale are used to simulate multiple realizations of the 
output time series for the RCPs of any length at the local scale using LARS-WG.   
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Table B-1: Relative change factors for CanESM2 based on RCP2.6 during 2071-2100 used in LARS-WG 
Month Mean 
monthly 
prec. 
Wet 
spell 
length 
Dry 
spell length 
Mean 
monthly min 
temp. 
Mean 
monthly max 
temp. 
1SD of 
daily mean 
temp. 
Jan 1.23 1.00 0.93 5.69 4.48 0.89 
Feb 1.07 1.09 0.88 4.87 3.56 0.94 
Mar 1.15 1.11 0.81 4.03 2.02 0.92 
Apr 1.39 1.20 0.88 0.29 0.13 0.98 
May 1.47 1.29 0.93 2.59 2.48 0.96 
Jun 1.16 1.13 0.81 3.12 3.51 0.93 
Jul 1.12 1.23 1.16 3.42 3.68 1.18 
Aug 1.15 0.98 0.83 3.25 3.54 0.97 
Sep 1.13 1.21 0.95 2.74 2.58 1.02 
Oct 1.28 1.45 0.82 0.72 1.41 0.95 
Nov 1.14 1.13 1.06 3.61 1.04 0.84 
Dec 1.41 1.08 0.88 5.52 4.36 0.81 
1SD is the standard deviation
 
195 
 
Delta change method 
This method involves calculation of the change factor (CF) in a similar manner as the RCFs 
based on the outputs from CanESM2 during the future and baseline periods; however, the daily 
variables in a month are obtained by multiplying the CF of the corresponding month with the 
observed daily variables in the same month. The daily values are perturbed here instead of 
perturbing the statistics as done in a weather generator. The approach can be described as 
follows: 
 𝑋𝑅𝐶𝑃,𝐹
𝑑/𝑚
=𝑋𝑂𝑏𝑠
𝑑 𝑥
?̅?𝑅𝐶𝑃,𝐹
𝑚
?̅?𝐵𝑎𝑠𝑒𝑙𝑖𝑛𝑒
𝑚 , (B.5) 
where X represents daily relative humidity, wind speed, or net radiation; d/m and m represent 
day in a given month and month, respectively; and F represents a future period.   
 
van Genuchten-Mualem (VG) equations  
Single-porosity model 
The unsaturated hydraulic properties for the mobile and immobile zones of water flow were 
described using van Genuchten-Mualem (VG) equations (van Genuchten 1980): 
  𝜃(ℎ) = {
𝜃𝑟 +
𝜃𝑠−𝜃𝑟
[1+|𝛼ℎ|𝑛]𝑚
   ℎ < 0
𝜃𝑠                                   ℎ ≥ 0
}, (B.6) 
 𝐾(ℎ) = {𝐾𝑠𝑆𝑒
1/2
[1 − (1 − 𝑆𝑒
1/𝑚
)
𝑚
]
2
ℎ < 0
𝐾𝑠ℎ ≥ 0
}, (B.7) 
 Se =
θ−θr
θs−θr
,  (B.8) 
where Se is the effective saturation; h is the pressure head [L]; θ is the volumetric water 
content [L3/L3]; subscripts r and s refer to residual and saturated volumetric water contents, 
respectively; α [L-1], n, and m are VG equation parameters where m=1-1/n; and Ks is the 
saturated hydraulic conductivity [LT-1]. 
Dual-porosity model 
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In a dual-porosity model, water flow in the fractures (or macropores) is assumed as the 
dominant form of flow under saturated condition, while the matrix (intra-aggregate pores) 
contains relatively immobile water. Therefore, the liquid phase is portioned into mobile, θm, and 
immobile, θim, regions. 
 θ = θm +  θim, (B.9) 
The water exchange between the mobile and immobile regions is calculated using a first-
order process described by Gerke and van Genuchten (1993). A mixed formulation of the 
Richards equation and a mass balance equation are used as follows to describe water flow in the 
fractures and water dynamics in the matrix, respectively, for the dual-porosity modelling 
(Simunek et al. 2003): 
 
𝜕𝜃𝑚
𝜕𝑡
=  
𝜕
𝜕𝑧
[𝐾(ℎ𝑚) (
𝜕ℎ𝑚
𝜕𝑧
+ 1)] − 𝑆𝑚 − 𝛤𝑤, (B.10) 
 
𝜕𝜃𝑖𝑚
𝜕𝑡
=  −𝑆𝑖𝑚 +  𝛤𝑤, (B.11) 
where t is time (T), K (hm) is the unsaturated hydraulic conductivity function (L/T) in mobile 
region, hm is pressure head in mobile region (L), z is the vertical coordinate (positive upwards; 
L), Sm and Sim are the sink terms for both regions, and Γw is water transfer rate from the fractures 
to the matrix pores, which is calculated as follows (Gerke and van Genuchten 1993): 
 𝛤𝑤 =  𝜔𝑤(ℎ)(ℎ𝑚 −  ℎ𝑖𝑚), (B.12) 
where Γw is taken as proportional to the difference in pressure heads between the two pore 
regions, ωw is the first-order mass transfer coefficient (1/LT), and him is pressure head in the 
intra-aggregate pores. More details are available in Simunek et al. (2003).  
Parameters of HYDRUS-1D 
The van Genuchten (VG) parameters for the mobile region (i.e. θrm, θsm, αm, nm) and for the 
immobile region (i.e. θrim, θsim, αim, nim) in Table B-2 or for the single region (i.e. θr,  θs, α, n) in 
Table B-3 are used to characterize the soil water retention curve (WRC) for the respective 
region, while Ks is used to define the hydraulic conductivity function, K(h) of the soil profile in 
HYDRUS-1D. Tables B-2 and B-3 shows the calibrated and validated parameters used to 
simulate long-term water balance of the respective oil sands mine reclamation covers.
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Table B-2: van Genuchten (VG) parameters and saturated hydraulic conductivity for the two SWSS cover materials and three D3 
cover materials 
 SWSS D3 
VG 
parameters 
Peat- 
mineral mix 
Tailings  
sand 
Peat-mineral mix Glacial  
soil 
Shale 
Mobile    
θrm (cm
3 cm-3) 0 0 0 0 0 
θsm (cm
3 cm-3) 0.060 0.390 0.106 0.098 0.125 
αm (cm
-1) 0.005 0.114 0.021 0.021 0.021 
nm 1.410 1.570 2.030 2.080 2.600 
Immobile    
θrim (cm
3 cm-3) 0.105 0.062 0.105 0.062 0.120 
θsim (cm
3 cm-3) 0.500 0.344 0.454 0.344 0.310 
ωw (cm
-1 d-1) 3.99e-3 0 9.70e-4 2.46e-2 7.03e-3 
Ks (cm d
-1) 10.100 78.900 432 8.640 0.260 
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Table B-3: Statistics of the estimated and optimized VG parameters and saturated hydraulic conductivity for the three SV sites 
(adapted from Huang et al. 2011b)  
 
Parameters SV10 (14 materials) SV27 (20 materials) SV60 (18 materials) 
 Mean SD Mean SD Mean SD 
θr (cm
3 cm-3) 
θs (cm
3 cm-3) 
α (cm-1) 
n 
Ks (cm d
-1) 
0.008 
0.433 
0.058 
3.360 
2.54e3 
0.011 
0.045 
0.021 
0.377 
3.45e2 
0 
0.405 
0.023 
2.680 
4.20e2 
0 
0.043 
0.011 
0.412 
79.200 
0.002 
0.390 
0.067 
2.260 
7.27e2 
0.004 
0.078 
0.025 
0.319 
3.77e2 
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APPENDIX C  
Table C-1: A list of GCMs from CMIP5 used for deriving climate scenarios for LARS-WG and 
climate perturbations for the WRF simulations of future climate variables. 
Model name Grid resolution 
(Lat × Lon degrees) 
Used in LARS-WG Used in WRF 
ACCESS1-3 1.25 × 1.875 √ √ 
CanESM2 2.79 × 2.81 √ √ 
CCSM4 0.94 × 1.25 × √ 
CESM1-CAM5 0.94 × 1.25 × √ 
CMCC-CM 0.75 × 0.75 √ √ 
CNRM-CM5 1.40 × 1.41 √ √ 
CSIRO-Mk3-6-0 1.87 × 1.88 √ √ 
GFDL-CM3 2.0 × 2.5 √ √ 
GFDL-ESM2M 1.52 × 2.5 √ √ 
GISS-E2-H 2.0 × 2.5 √ √ 
HadGEM2-CC 1.2 × 1.875 √ √ 
HadGEM2-ES 1.25 × 1.875 √ √ 
INM-CM4 1.50 × 2.00 √ √ 
IPSL-CM5A-MR 1.27 × 2.50 √ √ 
MIROC5 1.40 × 1.41 √ √ 
MIROC-ESM 2.79 × 2.81 √ √ 
MPI-ESM-LR 1.87 × 1.88 √ √ 
MPR-ESM-MR 1.87 × 1.88 √ √ 
MRI-CGCM3 1.12 × 1.12 √ √ 
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Table C-2: The coefficient of variation [CV (%)] of the median daily future Tmean and total 
precipitation projections during the baseline and future periods for each month and two 
downscaling methods.  
        LARS-WG WRF 
 Tmean Precipitation Tmean Precipitation 
Month Baseline Future Baseline Future Baseline Future Baseline Future 
Jan 10.0 13.0 45.5 45.4 24.1 32.9 24.6 29.0 
Feb 12.4 17.5 50.4 52.1 22.9 32.0 38.6 42.8 
Mar 23.8 100.2 54.6 56.5 29.1 52.2 33.1 34.7 
Apr 31.4 13.4 64.2 67.6 47.3 366.1 37.0 34.7 
May 8.0 5.2 54.3 55.9 123.2 20.1 48.6 51.4 
Jun 4.2 3.1 48.4 48.4 10.2 5.7 54.3 54.1 
Jul 3.1 2.4 44.1 45.2 7.3 6.6 29.3 39.2 
Aug 4.5 3.4 52.1 58.2 8.4 5.2 46.8 38.6 
Sep 7.7 4.9 53.6 56.2 20.6 12.0 57.0 44.9 
Oct 32.1 12.9 57.5 57.5 748.2 30.6 40.9 33.9 
Nov 17.6 34.0 55.3 51.9 42.3 95.5 51.9 50.4 
Dec 11.3 15.4 47.4 48.0 34.4 47.6 45.5 35.6 
Overall 13.8 18.8 52.3 53.6 93.2 58.9 42.3 40.8 
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Particle size distributions, WRCs, and distributions of hydraulic conductivity  
Typical particle size distributions, water retention curves (WRCs), and saturated hydraulic 
conductivity values for the three distinct soil layers (i.e., peat, subsoil, and overburden) in the are 
shown in Figures C-1, C-2, and C-3, respectively.  
Figure C-1: Typical particle size distribution of soil layers (i.e. peat, subsoil, and overburden) 
used in oil sands mine reclamation covers in northern Alberta, Canada. 
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Figure C-2: Typical water retention curves (WRCs) of soil layers (i.e. peat, subsoil, and 
overburden) used in oil sands mine reclamation covers in northern Alberta, Canada.
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Figure C-3: Typical distribution of saturated hydraulic conductivity (Ks) values of soil layers 
(i.e., peat, subsoil, and overburden) at the oil sands mine reclamation covers in northern Alberta, 
Canada. 
 
 
