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Abstract
The task of natural language inference (NLI)
is to identify the relation between the given
premise and hypothesis. While recent NLI
models achieve very high performances on in-
dividual datasets, they fail to generalize across
similar datasets. This indicates that they are
solving NLI datasets instead of the task itself.
In order to improve generalization, we propose
to extend the input representations with an ab-
stract view of the relation between the hypoth-
esis and the premise, i.e., howwell the individ-
ual words, or word n-grams, of the hypothesis
are covered by the premise. Our experiments
show that the use of this information consid-
erably improves generalization across differ-
ent NLI datasets without requiring any exter-
nal knowledge or additional data. Finally, we
show that using the coverage information also
improves the performance across similar tasks
such as reading comprehension and QA-SRL.
1 Introduction
The task of Natural language inference (NLI)
(Condoravdi et al., 2003; Dagan et al., 2006;
Bowman et al., 2015) is to specify whether the
given hypothesis entails, contradicts, or is neutral
regarding the premise. While existing NLI models
have high performances on individual datasets,1
they fail to generalize across different datasets
of the same task. This indicates that existing
models are overfitting to specific properties of
each dataset instead of learning the higher-level
inference knowledge that is required to solve the
task.
Existing solutions to improve the performance
of NLI models across datasets include (1) using
external knowledge (Joshi et al., 2018; Chen et al.,
2018), and (2) fine-tuning on the target datasets,
1E.g. 91% accuracy on the SNLI dataset (Liu et al.,
2019b).
e.g., (Nie et al., 2019; Liu et al., 2019a). The
above approaches include the use of additional
data or knowledge sources. Besides, fine-tuning
on one target dataset may decrease the perfor-
mance on the other datasets (Nie et al., 2019).
In this paper, we propose a simple approach to
improve generalization by using the information
that is already present in the dataset. Existing NLI
methods overly rely on the lexical form of the in-
puts, assuming that the model itself learns the re-
quired abstractions. Instead, we propose to extend
the existing input representations with a more ab-
stract view of the relation between the hypothesis
and premise, i.e., how well each word, or word n-
gram, of the hypothesis is covered by the premise.
Our experiments show that using this information
considerably and consistently improves general-
ization across various NLI datasets, i.e., from one
to 30 points improvements.
Finally, we show that beside improving the per-
formance across different datasets of the same
task, our proposed approach also improves the
performance across datasets of similar tasks, i.e.,
reading comprehension on the SQuAD dataset and
QA-SRL (He et al., 2015).
2 Enhancing Word Representations with
Coverage Information
Assume P and H are the premise and the hy-
pothesis, respectively, and Φ(P ) ∈ R|P |×d and
Φ(H) ∈ R|H|×d are their corresponding learned
representations, e.g., Φi(H) is the representation
of the ith word of the hypothesis. The similarity
matrix is computed as S = Φ(H)Φ(P )T , where
Sij shows the similarity of the ith word of H to
the jth word of P .2
2Such a similarity matrix is already used in various NLI
models, e.g., our baseline models, for computing word align-
ments and attention weights.
P [The man] [spoke] to [the lady] with the [red dress]. label
H1 [The man] [talked] to [the woman] in [red cloth]. entail
H2 [The man] did not [talk] to [the woman] in [red dress]. contradict
H3 [The woman] [lectured] [the man]. neutral
Table 1: A sample premise and three hypotheses. Matching words, e.g., “spoke” and “talked”, and bigrams, e.g.,
“red dress” and “red cloth”, are specified by the same color.
The coverage values are computed as ci =
maxj(Sij). ci is the maximum similarity of the
ith word ofH to the premise words indicating how
well the ith word is covered by P .
Moreover, we can compute the coverage values
for n-grams, i.e., Φ′i(H) is the learned represen-
tation of the word n-gram of the hypothesis that
starts with the word i and c′i is the maximum simi-
larity of this n-gram to the n-grams of the premise.
In this work, we use bigrams and we use a CNN
with the window size two for computing Φ′. The
use of coverage values is motivated by the success
of the relevance matching model of Ru¨ckle´ et al.
(2019) for the task of answer ranking in commu-
nity question answering. Ru¨ckle´ et al. (2019) rank
candidate answers based on on their coverage of
the question bigrams. Beside coverage values,
we can also benefit from coverage positions, i.e.,
qi = argmaxj(Sij), which specifies the position
of the premise word (n-gram) that has the highest
similarity with the ith word (n-gram) of H .
Table 1 shows a premise and three different hy-
potheses with their corresponding labels. The best
matching words or bigrams of the hypotheses and
the premise are specified with the same colors.
For instance, in H2, “talked” is best covered by
“spoke” in P . However, the word “not” and the bi-
gram “not talked” are not well covered by P . The
use of coverage values can highlight these non-
covered words in H2. On the other hand, all words
and bigrams ofH3 have high similarity (coverage)
with those of the premise. However, they are not
covered in the right order. The incorporation of
coverage positions can help the detection of such
cases, e.g., in H3, the first bigram is best covered at
position five of P while the last bigram is covered
at position zero.
How to Incorporate Them? Assume C and C ′
are the coverage vectors based on the words and
bigrams of the hypothesis, respectively, e.g., ci ∈
C is the coverage value for the ith word. Similarly,
letQ andQ′ be the corresponding position vectors
for C and C ′.
The default setting in all of our experiments is
to use only C , and we consider the inclusion of
the C ′, Q, and Q′ vectors as hyper-parameters
of the model. The other hyper-parameter is the
learned representation for computing the coverage
vectors, i.e., Φ, that can be the input embeddings
or the output of any of the intermediate layers of
the network that encode the input sentences. We
determine these two parameters based on the per-
formance on the (in-domain) development set.
We then incorporate the coverage vectors3
by concatenating them with the learned repre-
sentation of the hypothesis. For instance, if
we want to incorporate all the above vectors,
the learned representation that is enhanced with
the coverage information will be constructed as
Φcov = [Φ(H);C;C
′;Q;Q′] ∈ R|H|×(d+4).
The use of coverage vectors requires no change
in the model architecture and the only difference
is the dimensionality of the word representations
from d to d+k, where 1 < k < 4, in a single layer
of the network, i.e., the selected layer in which the
coverage vectors are incorporated. If the model
uses the same network for encoding both P andH ,
we concatenate zero values to the representation of
P to keep the dimensions the same for both.
3 Natural Language Inference
Datasets. The examined datasets are:
– SNLI (Bowman et al., 2015) is large crowd-
sourced dataset in which premises are taken
from image captions.
– MultiNLI (Williams et al., 2018) covers ten
different genres but is otherwise similar to
SNLI. Only five genres are included in the
training data. TheMatched evaluation set con-
tains the same genres as the training data while
Mismatched set includes different genres from
those of training.
– SICK (Marelli et al., 2014) is also a crowd-
sourced dataset using sentences that describe
pictures or videos. It is smaller than the first
two datasets.
3I.e., C and those of C′, Q, and Q′ that are recognized
beneficial based on the results on the development set.
– Glockner et al. (2018) is an adversarially con-
structed dataset, in which premises are taken
from SNLI and the hypotheses differ from
the premise only by one word. Compared to
SNLI, it is an easier dataset for humans. How-
ever, the performance of NLI models consid-
erably decreases on this dataset.
Dataset Artifacts. The progress in NLI is mainly
determined by SNLI andMultiNLI. These datasets
are created by presenting the annotators with a
premise and asking them to create three hypothe-
ses with entailment, contradiction, and neutral
labels. This dataset creation method results in
various artifacts, e.g., identifying the label by
only using the hypothesis (Poliak et al., 2018;
Gururangan et al., 2018). Similarly, the analy-
sis of Naik et al. (2018) suggests that models that
rely on lexical overlap of premise and hypoth-
esis and other shallow lexical cues can perform
well on such datasets without performing higher-
level reasoning. Models that have high perfor-
mance due to learning dataset artifacts, can be
easily compromised by adversarial or more chal-
lenging examples (Nie et al., 2019; McCoy et al.,
2019; McCoy and Linzen, 2018; Glockner et al.,
2018; Naik et al., 2018). Improving the general-
ization of NLI models across different datasets,
which presumably contain different kinds of an-
notation biases, is a promising direction to abstract
away from dataset-specific artifacts.
Baseline Models. We incorporate coverage in
two NLI models including:
– ESIM (Chen et al., 2017), which is one of
the top-performing systems on both SNLI and
MultiNLI datasets.4 We also use ELMO em-
beddings (Peters et al., 2018) for this system.5
– MQAN (McCann et al., 2018), which is
a sequence-to-sequence model with at-
tention mechanisms and pointer networks
(Vinyals et al., 2015). McCann et al. (2018)
propose to model various NLP tasks as ques-
tion answering so that we can apply a single
model to various NLP tasks. For the task of
NLI, the question would be the hypothesis,
and the context is the premise. The main
difference of this architecture compared to
ESIM, or similar models, e.g., Parikh et al.
4E.g., its performance with ELMO embeddings and en-
semble methods is 89.3 on SNLI.
5ESIM and BIDAF models (with ELMO) are available at
https://github.com/allenai/allennlp.
(2016), is that it uses the encoding of all
the hypothesis words as the input to the
decoder. However, in the ESIM architecture,
the encoding of individual words is not used
for the final decision. Instead, each sentence
representation is summarized into a fixed
vector using maximum and average pooling.
Evaluation Metric. Similar to previous work,
we use the classification accuracy for evaluation.
4 Improving the Cross-Dataset
Performance for the Same Task
We train both NLI models on the MultiNLI train-
ing data. As the development set, we use the con-
catenation of matched and mismatched splits of
the MultiNLI development set. Based on the re-
sults on this development set, the use of C ′ is
useful for both models. However, incorporating
Q and Q′ only benefits MQAN. The reason is
that ESIM summarizes the sequence of hypothe-
sis words by using maximum and average pooling
and these operations cannot handle position and
ordering information. MQAN has several decod-
ing layers on top of the hypothesis representation,
and therefore, it can make sense of the coverage
positions.
Table 2 shows the performance for both sys-
tems for in-domain (the MultiNLI development
set) as well as out-of-domain evaluations on SNLI,
Glockner, and SICK datasets.
The results show that coverage information con-
siderably improves the generalization of both ex-
amined models across various NLI datasets. The
resulting cross-dataset improvements on the SNLI
and Glockner datasets are larger than those on the
SICK dataset. The reason is that the dataset cre-
ation process and therefore, the task formulation
is similar in SNLI and MultiNLI, but they are dif-
ferent from SICK. In particular, in the neutral pairs
in SNLI and MultiNLI, the hypothesis is mostly ir-
relevant to the premise, e.g., “He watched the river
flow” and “The river levels were rising”. However,
in the SICK dataset, neutral pairs also have high
lexical similarity, e.g., “A woman is taking eggs
out of a bowl”, and “A woman is cracking eggs
into a bowl”. As a result, a model that is trained
on SNLI or MultiNLI does not learn to properly
recognize the neutral pairs in the SICK dataset.
in-domain out-of-domain
MultiNLI SNLI Glockner SICK
MQAN 72.30 60.91 41.82 53.95
+ coverage 73.84 65.38 78.69 54.55
ESIM (ELMO) 80.04 68.70 60.21 51.37
+ coverage 80.38 70.05 67.47 52.65
Table 2: Impact of using coverage for improving generalization across different datasets of the same task (NLI).
All models are trained on MultiNLI.
in-domain out-of-domain
SQuAD QA-SRL
EM F1 EM F1
MQAN 31.76 75.37 10.99 50.10
+coverage 32.67 76.83 10.63 50.89
BIDAF (ELMO) 70.43 79.76 28.35 49.98
+coverage 71.07 80.15 30.58 52.43
Table 3: Impact of using coverage for improving generalization across the datasets of similar tasks. Both models
are trained on the SQuAD training data.
5 Improving the Cross-Dataset
Performance for Similar Tasks
In this section, we examine whether we can ben-
efit from the coverage information (1) in a task
other than NLI, and (2) for improving performance
across datasets that belong to similar but different
tasks. To do so, we select two related question
answering tasks including reading comprehension
and Question-Answer driven Semantic Role La-
beling (QA-SRL) (He et al., 2015). We train the
baseline question answering models on a reading
comprehension dataset and evaluate their perfor-
mance on QA-SRL.
Datasets. For training, we use the SQuAD
dataset (Rajpurkar et al., 2016), in which a ques-
tion and a passage are given and the task is to ex-
tract the answer from the passage.
In QA-SRL, predicate-argument structures6 are
present using natural question-answer pairs. For
instance, in the sentence “John published a comic
book”, the predicate-argument structures for the
verb “published” can be determined by answering
the questions “who published something?” and
“what was published?”. In this dataset, the wh-
questions and a sentence are given and the task is
to find the answer span from the sentence.
We hypothesize that if a model learns more ab-
stract knowledge about answering questions from
the SQuAD dataset, it can also perform better in
6I.e., “who” did “what” to “whome”.
answering the questions of QA-SRL.7
Baselines. We use BIDAF (Seo et al., 2017)
with ELMO embeddings as well as MQAN as
baselines. Coverage vectors are computed based
on the maximum similarity of the question words
to those of the given context, i.e., a passage in
SQuAD and a sentence in QA-SRL. Based on the
results on the SQuAD development set, incorpo-
rating C ′ coverage vector is useful for MQAN and
BIDAF only benefits from using C .
Results. Table 3 shows the impact of cover-
age for improving generalization across these two
datasets that belong to the two similar tasks of
reading comprehension and QA-SRL. The mod-
els are evaluated using Exact Match (EM) and F1
measures, which are the common metrics in QA.
The results are reported on the SQuAD develop-
ment set and the QA-SRL test set. All models are
trained on the SQuAD training data. As the re-
sults show, incorporating coverage improves the
model’s performance in the in-domain evaluation
as well as the out-of-domain evaluation in QA-
SRL. This indicates that more generalizable sys-
tems also improve the performance across related
tasks.
7This setting is also used for evaluating general linguistic
intelligence by Yogatama et al. (2019).
6 Conclusions
Despite the great progress in individual NLP
datasets, current models do not generalize well
across similar datasets, indicating that we are solv-
ing datasets instead of tasks. Existing NLP meth-
ods mainly rely on the lexical form of the inputs,
assuming that the required abstract knowledge is
learned implicitly by the model. In this paper, we
propose a simple method that requires no addi-
tional data or external knowledge, to improve gen-
eralization. We propose to extend the input encod-
ings with a higher-level information regarding the
relation of the input pairs, e.g., the hypothesis and
the premise in NLI. We show that the proposed so-
lution considerably improves the performance (1)
across datasets that represent the same task, and
(2) across different datasets that represent similar
tasks.
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