Deterministic Galerkin approximations of a class of second order elliptic PDEs with random coefficients on a bounded domain D ⊂ R d are introduced and their convergence rates are estimated. The approximations are based on expansions of the random diffusion coefficients in L 2 (D)-orthogonal bases, and on viewing the coefficients of these expansions as random parameters y = y(ω) = (y i (ω)). This yields an equivalent parametric deterministic PDE whose solution u(x, y) is a function of both the space variable x ∈ D and the in general countably many parameters y.
1 0 (D). These results lead to analytic estimates on the V norms of the coefficients (which are functions of x) in a so-called "generalized polynomial chaos"(gpc) expansion of u.
Convergence estimates of approximations of u by best N -term truncated V -valued polynomials in the variable y ∈ U are established. These estimates are of the form N −r , where the rate of convergence r depends only on the decay of the random input expansion. It is shown that r exceeds the benchmark rate 1/2 afforded by Monte-Carlo simulations with N "samples" (i.e. deterministic solves) under mild smoothness conditions on the random diffusion coefficients.
A class of fully discrete approximations is obtained by Galerkin approximation from a hierarchic family {V l } ∞ l=0 ⊂ V of finite element spaces in D of the coefficients in the Nterm truncated gpc expansions of u(x, y). In contrast to previous works, the level l of spatial resolution is adapted to the gpc coefficient. New regularity theorems decribing the smoothness properties of the solution u as a map from y ∈ U = (−1, 1)
∞ to a smoothness space W ⊂ V are established leading to analytic estimates on the W norms of the gpc coefficients and on their space discretization error. The space W coincides with H 2 (D) ∩ H 1 0 (D) in the case where D is a smooth or convex domain.
Our analysis shows that in realistic settings a convergence rate N −s d.o.f in terms of the total number of degrees of freedom N d.o.f can be obtained. Here the rate s is determined by both the best N -term approximation rate r and the approximation order of the space discretization in D.
Introduction
Partial differential equations with stochastic input data are a commonly used paradigm in science and engineering. Stochasticity typically reflects the uncertainty in the various parameters entering the physical phenomenon described by the equation. A simple yet relevant model problem is the elliptic equation
u| ∂D = 0, (1.1) in a bounded Lipschitz domain D ⊂ R d . We assume that f = f (x) is a given deterministic function in L 2 (D) and that the diffusion coefficient a in (1.1) is a random field on a probability space (Ω, Σ, P ) over L ∞ (D) (see, e.g., [9] ). In particular, given any ψ ∈ L 2 (D) and any Borel subset A of R, the set {ω ∈ Ω : (a(·, ω), ψ) ∈ A} ∈ Σ where (·, ·) L 2 (D) denotes the L 2 (D) innerproduct and ω ∈ Ω represents a draw of this field with respect to the probability P . In this model, stochasticity is therefore used to describe the uncertainty in the diffusion coefficient a. In order to ensure uniform ellipticity, we make the following assumption. (1.5)
The solution u = u(x, ω) is a random field associated to the probability space (Ω, Σ, P ). Numerical methods have been developed in order to approximately compute quantities which describe the probabilistic behaviour of the field u. Such quantities are typically the statistical moments of u, such as (i) The mean field u which is defined as (formal) "ensemble average" u(x) := E(u(x)) = Ω u(x, ω)dP (ω).
(ii) The covariance function
Since u is in general not a Gaussian process, u and C u only give partial information on the probability distribution of u. We distinguish two general numerical approaches for computing such quantities: Monte-Carlo (MC) methods and deterministic methods.
Monte-Carlo methods: These are based on N independent draws {a 1 , · · · , a N } of the random coefficient a. For each instance a i , they compute the solution u i to the equation −∇·(a i ∇u i ) = f and use the resulting sample {u 1 , · · · , u N } to estimate the quantities of interest. For example, the mean field u is approximated by
The fact that the u i are independent and their laws are identical to the law of u implies
and, since
, we obtain with the Cauchy-Schwarz inequality,
i.e. Monte-Carlo approximations with N samples converge with rate 1/2 provided that the solution u as a V -valued random function has finite second moments. If u has lower summability, lower convergence rates for the MC approximation (1.6) will result: interpolating (1.7) with the straightforward bound
(see e.g. [12] ). Better summability of u in the ω variable, such as e.g. (1.5), however, does not generally allows to improve the convergence rate of the MC approximation (1.6) beyond r = 1/2.
In practice, the u i in (1.6) are computed approximately by space discretization, for example by the finite element method. The computable approximation to u is thus given by
where u i,h is the Galerkin approximation to u i in the finite element space V h which need to be chosen such that the corresponding discretization error does not affect the MC rate (1.7). The total complexity of the solution process is thus at least of order O(N M ) where M = dim(V h ). Leaving aside the space discretization aspects, we note the following advantages and drawbacks of the MC approximation (1.6):
• On the positive side, the computations of the u i are independent from each other and can be performed in a parallel fashion. Observe also that MC is a statistical inference approach: it does not require the full knowledge of the joint probability law of the field a, but only a sample of independent instances. If, however, these instances are computer generated (as, e.g., in numerical simulations), the "simulator" necessarily contains the law of a in some (parametric) form.
• On the negative side, the convergence estimate (1.7) is only in an expectation sense (although u is a deterministic function).
The convergence rate (1.7) of 1/2 for the Monte-Carlo approximation (1.6) can not be improved, in general, despite the fact that the solution u depends smoothly on a.
Deterministic methods: These have been studied for several decades (see [6] and the references therein). In contrast to MC, these methods. take advantage of the smooth dependence of u on a. We distinguish two general classes of deterministic methods. The perturbation approach is based on the Neumann expansion of the stochastic solution around its mean field, and successive computations of the terms in this expansion (see [8] and the references therein). Such methods are computationally efficient for the first terms, i.e. the low order moments of the solution, yet grow in complexity for higher order terms.
The spectral approach is based on the so-called Wiener/generalized polynomial chaos expansion introduced in [18] (see also [7] and [13] ). The first step consists in representing a by a sequence of scalar random variables (y j ) j≥1 , usually obtained through a decomposition of the oscillation a − a into an orthogonal basis (ψ j ) j≥1 of L 2 (D):
(1.8)
The solution is now viewed as a function u(x, y) where x ∈ D is the space variable and y = (y j ) j≥1 is a vector of "stochastic variables", and the objective is to compute a numerical approximation to u(x, y). This approach provides an approximation of the probability law of the solution and therefore gives access to virtually all possible information on its probabilistic behaviour. However, one is facing a problem of high -possibly infinite -dimension, due to the number of coordinates in the y variable. refers to the approximation of the solution in this variable using tensor product polynomials. The numerical analysis of the spectral approach began only recently. When the vector y has finite dimension K, the error between u(x, y) and its approximation were shown in [1] to decrease exponentially with respect to the polynomial degree of the approximation. However, the derived estimates depend heavily on K as K grows. Since y is usually of infinite dimension, one needs to incorporate the effect of its truncation to a finite set of K variables in the error analysis, and K has to grow to +∞ in the convergence analysis. There is therefore a crucial need for convergence estimates which are independent of K. Such estimates were established for the first time in [17] , where exponential convergence rates independent of K were proved under the assumption that the terms in the expansion (1.8) decay exponentially to 0 in the L ∞ norm. Here, the authors specialized on the Karhúnen-Loève (KL) expansion for (1.8), and the desired decay property was obtained under the (strong) assumption that the covariance function
has analytic smoothness in x and y.
In the present paper, we explore the more realistic setting where the terms in (1.8) only have algebraic decay. Our main objective is to design an approximation scheme which converges with rate r > 1/2 under such realistic assumptions on the random input. Our analysis is not restricted to the KL expansion and will therefore be carried out for general expansions of a in an orthogonal basis (ψ j ). We shall analyze the dependence of the solution u(x, y) on the parameters y and thereby show that u has an expansion into a polynomial basis with coefficients from V . By deriving a priori bounds on the decay of the coefficients of u in such an expansion, we shall derive algebraic rates of convergence for the spectral approach under rather mild assumptions on the smoothness of a. Our analysis is independent of the number K of retained variables and depends only on the rate of decay of the terms in (1.8). A key feature in our analysis lies in the choice of a particular sparse tensor product polynomial space, which can be interpreted as a form of non-linear best N -term approximation. Let us mention that other strategies for selecting the sparse polynomial spaces in the variable y ∈ U have been proposed and investigated recently in [10, 11] based on the concept of sparse grid introduced in [15] . A specific feature of our approach, compared to these strategies, lies in the optimal choice of the polynomial space which allows us to relate the convergence rate r to the rate of decay of the random input expansion. Another contrast with previous works is that we adapt the level of spatial discretization to each gpc coefficient, which is essential in order to obtain an optimal overall convergence rate in terms of the total number of degrees of freedom.
Our paper is organized as follows. We discuss in §2 the general properties of the stochastic expansion (1.8) and introduce the corresponding parametric PDE induced by (1.1). This parametric problem is defined for parameters y ∈ U where U is the set of all sequences (y j ) with |y j | ≤ 1. In §3, we introduce the measures and spaces defined on U which are the setting for our approach. This is followed in §4 by deriving bounds on the partial derivatives of u(x, y) with respect to the variables y j . A general Galerkin scheme for the approximation of u(x, y) in the y variable is proposed in §5, based on a sparse set of tensorized Legendre polynomials. In order to study the convergence of this scheme, we investigate in §6 bounds on the exact Legendre coefficients in the expansion of u. These estimates are used in order to derive the convergence rate of the Galerkin scheme, through several key results on the summability of multi-indexed sequences which are established in §7. Finally we discuss in §8 the full discretization in the x and y variables and make a final comparison with MC methods. Conclusions and perspectives are raised in the final section.
Basis expansions of the coefficient a
The present paper is based on the spectral approach which we recall begins by decomposing the random field a into an expansion of the type (1.8). We assume throughout this paper that (ψ j ) j≥1 is a complete orthogonal sequence in L 2 (D) (we could work more generally with any Riesz basis of L 2 (D)). Based on our assumptions on the random field a, the random variables
We next introduce assumptions concerning the convergence of the expansion (1.8) in the L ∞ (D) norm. These assumptions are formulated in terms of the summability properties of the sequence ( y j ψ j L ∞ (D) ) j≥1 . Up to a renormalization of the basis functions ψ j , we may assume without loss of generality that for all j ≥ 1 the random variables y j are such that y j L ∞ (Ω) = 1. Up to a change of the definition of a on a set of measure zero in Ω this is equivalent to
The vector y is thus supported in the infinite dimensional cube
i.e. the unit ball of ℓ ∞ (N). With such a normalization, our assumptions are formulated on the sequence ( ψ j L ∞ (D) ) j≥1 . Our first assumption is a strengthening of Assumption 1.
The functions a and
with a min := min x∈D a(x) > 0 and κ > 0.
In the convergence results of §7, a prescribed value of the constant κ will be needed. We can view Assumption 2 as a strong ellipticity assumption on a which requires that the relative perturbation ofā by the series j≥1 y j ψ j is not too large. Clearly, it implies Assumption 1 with
In particular, Assumption 2 and the value of κ is independent of the scaling of a.
In order to obtain to derive convergence rates r > 1 2 for our approximation scheme, additional summability properties are needed as expressed by the following assumption.
We next discuss possible choices for the basis (ψ j ) j≥1 . Since the main objective is to describe accurately the diffusion coefficient a with as few parameters y j as possible and to fullfill the above summability assumptions, this choice should be tied to the properties of this random field. On the other hand this basis will enter the computation of the solution and should therefore be easy to manipulate numerically.
An important example is the Karhúnen-Loève basis of the L 2 (D)-orthogonal eigenfunctions of the covariance integral operator
where C a is the covariance function (1.9). We index these eigenfunctions in decreasing order of the corresponding eigenvalues. These functions are well defined for any domain D. In the particular case where D is a fundamental period, D = [0, 1] d say, and a is a stationary and D-periodic random field, i.e. its covariance function has the form C a (x, y) = A(x − y) where A is D-periodic, then T is a convolution operator and the KL basis is the Fourier basis. In general, the KL expansion has properties which emulate those of Fourier series. In particular, the decay of the terms and the rate of convergence of the KL expansion are dictated by the average regularity of the field a measured by the smoothness properties of C a . We refer to [17] for such results when C a is analytic and to [16] for similar results with less regular kernels.
In the case of a one-dimensional Fourier expansion,
it is known that if the function a(·, ω) − a is in Lip(s, L 1 ) for some s > 1, then its Fourier coefficients satisfy the decay estimate
with C depending on the Lip(s, L 1 )-norm of a(·, ω) − a. Assuming that this norm is bounded independently of ω and reindexing the expansion on j ≥ 1 with the normalization (2.1), we thus obtain
In the multivariate case, the rate of decay (2.5) is modified to j −s/d . In summary, Assumption 2 and 3 can be derived from the smoothness properties on the field a.
In the nonperiodic case, the KL eigenfunctions are in general not analytically available. However, approximations of them can be computed efficiently numerically; see, e.g. [14] for algorithms based on fast multipole approximations of covariance operators T when C a (x, y) is analytic for x = y. There exist, however, many other basis expansions for which similar decay properties hold when a has some smoothness, in particular wavelet expansions which can be constructed on fairly arbitrary domains, see [4] for a general treatment. One can carry out for wavelet bases, the same analysis as described above for the Fourier basis. For example, in the univariate case, the decay rate (2.5) is now satisfied if a(·, ω) −ā belong to the Hölder space C s with their C s -norm bounded independently of ω.
In summary, the basis ψ j should be taken with an eye towards two issues. The first is that it should be easy to manipulate numerically. The second is that the infinite dimensional vector y has components y j which decrease rapidly as j grows, with the rate of decay being determined by the smoothness of the field a.
For each y ∈ U , we define
Because of Assumption 2 , the series (2.6) converges absolutely and uniformly on D × U . Notice that a(x, y) is defined for all y ∈ U and not just for the y(ω) which are the image of some ω ∈ Ω. In particular, we have
for all y ∈ U with a min defined by (2.3). In the sequel, we will use a to denote both a(x, ω) and a(x, y) but which of these is being employed will be clear from the context. Similarly y will denote both the stochastic basis coefficients y(ω) as well as a general point in the parameter space U .
Probability spaces on U
Since U is an infinite product of the intervals [−1, 1] some care must be taken in defining probability measures on U . We shall have need for two measures. The first of these is the infinite tensor product measure dµ of the univariate uniform probability measures on [−1, 1]:
Recall that the sigma algebra for dµ is generated by the finite rectangles . Then (U, Θ, dµ) is a probability space.
We shall also need a measure ρ defined on U which is induced by the mapping ω → y(ω). This measure is defined on the same sigma algebra Θ as for the uniform measure discussed above. Consider any finite rectangle ⊗ ∞ j=1 S j , where S j = [−1, 1] for all j ≥ n for some n. We define
Then, ρ extends to a measure defined on all sets in the sigma algebra Θ. This gives the measure space (U, Θ, ρ). Given these measure spaces, we introduce for 1 ≤ p ≤ ∞ the Banach spaces L p (U, dµ) and L p (U, dρ). For the (separable) Hilbert space V , we denote by L p (U, V, dµ) and L p (U, V, dρ) the corresponding Bochner spaces of p-summable mappings from U to V , equipped with their corresponding norms. For example,
Here and in the following, ∇ is understood to be applied in the x variable. We shall also need certain orthogonal bases, built from Legendre polynomials, for some of these spaces. Let (L n ) n≥0 be the univariate Legendre polynomials normalized according to
or equivalently max
Recall that L n is an algebraic polynomial of degree n and the family (L n ) n≥0 is a complete orthogonal system for
We introduce the countable set F of all sequences ν = (ν j ) j≥1 of nonnegative integers such that only finitely many ν j are non-zero. For all ν ∈ F, we use the notation
We define the tensorized Legendre polynomials by
By construction, the family (L ν ) ν∈F forms an orthonormal system in L 2 (U, dµ). Since L 0 (t) = 1, and any ν ∈ F has only a finite number of nonzero entries, the function L ν (y) only depends on finitely many y j (namely those j such that ν j = 0). The family (L ν ) ν∈F is easily seen to be complete in L 2 (U, dµ). Indeed, any function in L 2 (U, dµ) can be approximated to any given tolerance by a finite linear combination of characteristic functions of finite rectangles and each characteristic function of a finite rectangle can be approximated by polynomials to any prescribed accuracy. Therefore (
Parametric expansion of u
Suppose that we have an orthogonal system (ψ j ) j≥0 such that Assumption 2 holds and a is defined by (2.6). We denote by u(x, y) the solution to
where D ⊂ R d is the Lipschitz domain introduced earlier. Since Assumption 2 implies the lower bound (2.7), the equations (4.1) are uniformly elliptic in y ∈ U , and we have
with C 0 as in (1.4) . Throughout in what follows, the expression L ∞ (U, V ) shall be understood in the sense (4.2), also for different choices of the space V . In this section, we fix f and examine the smoothness of u as a function of the parameter vector y ∈ U . We shall establish generic a-priori bounds for ∂ ν y u L ∞ (U,V ) . These bounds could possibly be improved when working with a specific orthogonal system (ψ j ) j≥1 such as a wavelet system. However, at this stage we do not want to complicate the presentation by pursuing such avenues.
We introduce the following notation. If α = (α j ) j≥1 is a sequence of positive numbers, we define for all ν ∈ F
We also use the following sequence b throughout the remainder of this paper: Proof: For a fixed y ∈ U , we know that for all
Differentiating this identity with respect to the variable y j gives
We claim that more generally for every v ∈ V holds
where e j is the Kronecker sequence with value 1 at position j and 0 elsewhere.
We 
which is equivalent to (4.6). Selecting in (4.6) the function v(x) = ∂ ν y u(x, y) ∈ V , and using both ellipticity and continuity of the bilinear form, we obtain
and therefore
Using (4.7), we now prove (4.4) by induction on |ν|. For |ν| = 0 this bound is simply u(·, y) V ≤ C 0 with C 0 as in (1.4) which is known from (4.2). For |ν| > 0, we combine (4.7) with the induction hypothesis. This yields
which concludes the proof. ⋄ Remark 4.2 The following argument indicates that the bound (4.4) and the resulting estimates (6.4) and (6.5) cannot be much improved when the functions ψ j are globally supported: suppose that the functions a and ψ j are constant over D. Then u(x, y) is simply
where ϕ is the solution to −∆ϕ = f on D with ϕ = 0 on ∂D. In this case, we can explicitly compute the partial derivatives of u with respect to y and we obtainā = a min and
We
... we see that the above estimates cannot be improved.
Galerkin approximation
In this section, we shall introduce a numerical approach for the computation of u(x, y). We assume that we have full knowledge of dρ (which may or may not be the case in a given application). Obviously u belongs to L 2 (U, V, dρ) (since u(·, y) V is uniformly bounded with respect to y ∈ U ) and it can be defined as the unique solution of the variational problem:
where
(5.2) For any subset Λ ⊂ F of finite cardinality, we define the approximation space
where {L ν } ν∈F is the basis of Legendre polynomials. Note that
We define the Galerkin approximation u Λ = ν∈Λ u ν L ν ∈ X Λ to u as the unique solution to the problem: find
Just as for the MC method, the evaluation of u Λ requires the computation of N deterministic functions u ν where N := #(Λ), and the computation of these functions requires in addition some spatial discretization. We postpone discussion of the spatial discretization until §6 and first focus our analysis on the discretization in the y variable. Namely, we search for appropriate choices of Λ with the goal of obtaining error estimates of the form
for the largest possible r > 0.
Remark 5.1 We can derive from u Λ an approximation to the mean field u = E(u) which are given by
5)
with the ν-th moments e ν := E(L ν (y)) = U L ν (y)dρ(y) (although the mean here is taken with respect to y and the measure dρ it is easily seen that it results in the same means u as averaging with respect to ω and P ) . By the triangle and Cauchy-Schwarz inequalities,
Therefore the rate of the spectral Galerkin approximation (5.3) will outperform the rate (1.7) of the MC estimate (1.6) for the mean field E(u) in terms of the number N of coefficients in V to be determined, if r > 1 2 in (5.4).
Remark 5.2 Our approach implicitly assumes that we have the full knowledge of ρ or equivalently of P , in contrast to the MC method which only needs a sample of independent realizations. In the case where we only have such a sample (y 1 , · · · , y M ) ∈ U M at our disposal, we can adapt our approach by solving
in place of (5.3), where B M and F M are defined by replacing the integrals of the type f (y)dρ(y) in (5.2) by their empirical counterpart
We shall not embark in the error analysis of this variant and proceed with the assumption that ρ is known to us.
Remark 5.3
An alternative to Galerkin discretization would have been to start from an orthonormal basis of L 2 (U, dρ) instead of L 2 (U, dµ). However such a basis is not always simple to construct when ρ is not separable and therefore we maintain the choice of the Legendre polynomials even when ρ differs from µ. As we shall see later, sharper error estimates can be obtained in the particular case where ρ = µ, i.e. when the random variables y j (ω) are independent and uniformly distributed on [−1, 1].
Remark 5.4 An alternate approach to Galerkin discretization is collocation: find
for all v ∈ V and for all y ∈ S Λ where S Λ ⊂ U is a set such that #(S Λ ) = N . This approach is however more difficult to analyze, since its well-posedness is strongly tied to an optimal choice of S λ .
We begin our error analysis by observing that according to Cea's lemma (see e.g. [3] ), we have the estimate
. In order to proceed further, we introduce the exact expansion of u in the basis (L ν ) ν∈F (see (3.7)):
We infer from (5.9) that
The right hand side of (5.10) can be bounded in different ways depending on the properties of ρ with respect to µ.
• Case 1: if ρ = µ, we can invoke Parseval's equality which yields
We also reach (5.11) up to a change in the constant C 1 if dρ = wdµ with w ∈ L ∞ (U ).
• Case 2: in the case of general ρ, we can still write
so that by triangle inequality, we obtain
The estimates (5.11) and (5.12) suggest to choose for Λ the sets of indices ν corresponding respectively to the N largest values of c ν V and c ν V L ν L ∞ (U ) . Of course the exact value of c ν V is unknown, and therefore a more reasonable objective is to build Λ based on a-priori bounds for c ν V . We shall derive such bounds in the next section. The process of approximating a sequence by retaining its N largest terms is a simple instance of nonlinear approximation (see [5] for a general survey) known as best N -term approximation. The rate of convergence of this process is well understood, thanks to the following result of Stechkin whose proof is elementary (e.g. [5] ).
Lemma 5.5 Let 0 < p ≤ q and α = (α ν ) ν∈F be a sequence in ℓ p (F). If F N is the set of indices corresponding to the N largest values of |α ν |, we have
where r :
The a-priori bounds that we shall obtain in the next section will also be used to analyze the summability of the sequence ( c ν V ) in ℓ 2 and of ( c ν V L ν L ∞ (U ) ) in ℓ 1 , and therefore derive the rate of convergence r > 0 in (5.4) based on the estimates (5.11)-(5.12) combined with the above lemma.
The decay of the Legendre coefficients of u
The decay of the Legendre coefficients of a function depends on its smoothness. For example, one simple way to relate c ν to ∂ ν y u is through Rodrigues' formula which reads
when the Legendre polynomials are normalized according to (3.4) . For a function f (t) of one variable which is n-times continuously differentiable, we can apply n integrations by parts and obtain a bound for the coefficient c n :
The sequence I n is uniformly bounded. However, it will be sufficient for us to employ the crude bound I n ≤ I n 1 with I 1 = 2 3 √ 3 ≈ 1.155, and therefore obtain
with
This fixes β for the remainder of this paper. Applying similar arguments to u(x, y) in each variable y j yields
We estimate the quantities c ν V L ν L ∞ (U ) in a similar way, replacing I n by J n = √ 2n + 1I n and using the crude bound J n ≤ 2 n . This leads to
Combining (4.4) with (6.2) and (6.3), we obtain the following.
(6.5)
Sequence approximation
As explained at the end of §5, the rate of convergence N −r of the spectral approach based on the optimal choice of Λ is related to the properties of ℓ p summability of the multi-indexed sequences
In view of the estimates obtained above for c ν V and c ν V L ν L ∞ (U ) , we need to study the ℓ p summability of multi-indexed sequences which have the general form
where α = (α j ) j≥1 is a sequence of positive numbers. Since the rate is either given by r = or r = 1 p − 1 (depending on the relation between the measure ρ and the uniform measure µ) and since we are interested in understanding under which circumstances r may be larger than 1 2 , we need to consider values of p smaller than 1.
In this section, we establish simple necessary and sufficient conditions on a sequence α for the ℓ p summability of the multi-indexed sequence (7.1). Our first result deals with sequences which have the simpler form (α ν ) ν∈F .
Lemma 7.1 For p ≤ 1, the sequence (α ν ) ν∈F belongs to ℓ p (F) if and only if α ∈ ℓ p (N) and α ℓ ∞ (N) < 1. Under these conditions, we have
Proof: Assume first that (α ν ) ν∈F belongs to ℓ p (F). By considering the we find that α ∈ ℓ p (N). For each fixed j, the sequence (α ν ) ν∈F contains (α n j ) n≥0 as a subsequence corresponding to the indices ν = ne j and hence we must have α j < 1. From the fact that α ∈ ℓ p (N), we see that α j → 0 as j → +∞ and hence α ℓ ∞ (N) < 1.
Conversely, if α ∈ ℓ p (N) and α ℓ ∞ (N) < 1, we can write
where we have used that α j < 1 for all j ≥ 1. In order to prove the convergence of the infinite product, we remark that
which implies the bound (7.2) . ⋄
We next turn to multi-indexed sequences which have the form (7.1).
and
Then we read off (7.7) and (7.8) that
We also have
Finally, we obtain with p ′ := p/(1 − p):
In order to obtain the bound (7.3), we use (7.6) which states that
From (7.10), we find that
From (7.9), we infer
where we have used the fact that η ≤ 1 2 and therefore
From (7.11), we infer
Inserting the estimates (7.13), (7.15) and (7.14) inside (7.12) we obtain (7.3). ⋄
We now combine the above result with the estimates (6.4) and (6.5), taking as α the sequences b and d. Note that according to (2.4), these sequences respectively satisfy b ℓ 1 ≤ κ and d ℓ 1 ≤ βκ under Assumption 2. We thus obtain the following.
Corollary 7.3 Assume that
Combining Corollary 7.3 with (5.11) and (5.12) and using Lemma 5.5, we obtain the following error estimates between u and u Λ .
(ii) For a general ρ, if Assumption 2 holds with κ := 1, then there exists a sequence
Remark 7.5 In the case when ρ = wdµ with w ∈ L ∞ , we always have r ≥ 1 2 and therefore the MC rate (1.7) is outperformed as soon as the ψ j satisfy the required summability condition.
Remark 7.6
In the case where (ψ j ) j≥1 is the Karhúnen-Loève expansion, decay estimates on ψ j L ∞ ensuring its ℓ p -summability are available. These estimates depend on the smoothness properties of the covariance function C a (x, y), see [16, 14] .
Remark 7.7 It is obviously interesting to estimate the size of the constants C in the error bounds (7.16) and (7.17). The bound (7.3) on
obtained in Theorem 7.2 allows us, via Lemma 5.5, to estimate C in (7.16) and (7.17) in terms of the summability properties of the Karhúnen-Loève expansion (1.8) of the input data. However, this bound is not easily computable since it involves the quantity J(η) which might actually be arbitrarily large under no assumption other than α ∈ ℓ p (N). More can be said under the (slightly) stronger assumption that α ∈ ℓ q (N) for some q < p. Assuming without loss of generality that α is non-increasing, we find from Lemma 5.5 that
We therefore find that
which leads to the computable bound
Space discretization
Up to this stage, our results allow us to draw a comparison between the convergence rate of MC and deterministic methods in terms of the number N of deterministic unknown functions which need to be determined in such methods. The actual computation of these unknown functions involves space discretization, which is the source of additional approximation error.
The
In order to establish convergence rates in the above sense, we need to give regularity estimates of the solution u in the physical domain. While this is classical for linear, elliptic equations, we require a-priori estimates uniform in the parameters y ∈ U .
For this purpose, additional assumptions are needed. We first recall that when the domain D is either a smooth domain or a convex polyhedron with straight faces, the solution v to the Laplace equation
. This is well-known to yield a convergence rate for the finite element method on families of shape-regular, quasiuniform meshes of meshwidth h: if (V h ) h>0 is a one parameter family of finite element spaces associated to a family of shaperegular and quasiuniform partitions of D into simplices of meshwidth h > 0, we have the standard approximation estimate inf
i.e. convergence rate O(M
The H 2 -smoothness estimate is lost when working on non-convex polyhedrons, however it is well known that the rate M This is in particular the case on 2-d polygonal domains with reentrant corners. In order to include this case in our analysis, we introduce the following general assumption. 
equipped with the norm v W := ∆v L 2 has the approximation property Under Assumption 4, the finite element approximation u M of the solution u of (8.1) satisfies In order to establish similar approximation estimates on the solution of the problem (1.1) with spatially inhomogeneous random coefficients, we need a smoothness assumption on these coefficients.
Assumption 5.
There exists a constant C r > 0 such that
Since (1.1) can be rewritten
we can estimate 6) where C P denotes the Poincaré constant of D. We thus obtain from Assumption 5 a smoothness estimate for the solution of (1.1):
For comparison purposes, we now establish a convergence estimate for the MC methods with space discretization. Let M be fixed and for each instance a i , let u i,M ∈ V M be the Galerkin projection of u i onto V M which is defined by
We define the corresponding approximation to the mean field by
Combining our assumptions with Cea's lemma yields
. We therefore have
Combining this with (1.7), we obtain
The total number of degrees of freedom appearing in Monte-Carlo Finite Element simulation with N "samples" is N dof := N M . To optimize estimate (8.8) with respect to a given total number of degrees of freedom N dof := N M , we take N ∼ M 2s . Then N dof ∼ M 2s+1 and we obtain the error estimate
where the constant C depends on C 0 , C a , C 1 and C 2 . We next turn to the deterministic method. We incorporate the space discretization as follows: for any subset Λ ⊂ F of finite cardinality and any vector M = (M ν ) ν∈Λ of positive integers, we define the approximation space
We define the corresponding Galerkin approximation u Λ,M = ν∈Λ u ν,M L ν ∈ X Λ,M to u as the unique solution to 10) for all v Λ,M ∈ X Λ,M , where B and F are defined by (5.2). The total number of degrees of freedom is now given by
We first mimic the analysis of the Galerkin approximation in §3: from Cea's lemma, we get
for any c ν,Mν ∈ V Mν . Specifically, we take c ν,Mν to be the V -orthogonal projection of the Legendre coefficient c ν onto V Mµ . Similar to the discussion in §3, we distinguish two cases:
• Case 1: if dρ = dµ, we obtain by orthogonality
We also reach (8.12) up to a change in the constant C 1 if dρ = wdµ with w ∈ L ∞ (U ).
• Case 2: in the case of general ρ, we obtain by the triangle inequality
The right hand side of the estimates (8.12) and (8.13) are similar to (5.11) and (5.12) up to an additional term reflecting space discretization. From (8.3), we obtain
Under the assumptions of Corollary 7.4, we thus obtain from (8.12) in the first case 14) where N := #(Λ) and from (8.13) in the second case
Based on these estimates, we optimize the discretization parameter M = (M ν ) ν∈Λ in order to estimate the best possible convergence rate for the deterministic method in terms of the total number of degrees of freedom. The optimization problem to be solved consists in minimizing the number of degrees of freedom under the constraint that the additional term reflecting space discretization remains of the same order as the first term reflecting discretization in the y variable, i.e. Min{ 16) in the first case and 
Two situations may occur depending on the summability properties of the sequence ( c ν W ) ν∈F :
, we obtain that A − 2s 1+2s ∼ N −2r . It follows that
We therefore obtain the convergence rate
, we can estimate A by using Hölder's inequality as follows: 
.
The first estimate (8.18) shows that if the sequence ( c ν W ) ν∈F is sufficiently concentrated, the rate of convergence of our method is similar to solving one single deterministic problem and therefore optimally fast. On the other hand, since we have by Parseval's equality
with C 2 as in (8.7), we are always ensured that ( c ν W ) ν∈F ∈ ℓ 2 (F). In the worst case p = 2, the rate of convergence is given by the second estimate (8.19) with δ = By applying a similar analysis to the optimization problem (8.17) we obtain that (8.18) holds provided that ( c ν W L ν L ∞ (U ) ) ν∈F ∈ ℓ p (F) with p = 1 1+s < 1. If this sequence belongs to ℓ p (F) for some p > 1 1+s , we obtain the final error estimate 
We proceed in a similar way as for the
where C r is the constant in Assumption 5,
for all ν ∈ F, where
Proof: for fixed y ∈ U , ν ∈ F we introduce the notation v ν (x) := ∇ · (a(x, y)∇∂ ν y u(x, y)), and remark that the function ∂ ν y u(x, y) is the solution to the elliptic problem
Using the regularity estimate (8.7), we obtain that Taking here v = v ν ∈ V and using the Cauchy-Schwarz inequality we obtain We next proceed similar to the study of the summability of ( c ν V ) ν∈F and ( c ν V L ν L ∞ (U ) ) ν∈F . For this purpose, we introduce the following analog to Assumption 3 for the functions ∇ψ j .
Assumption 6. The sequence ( ∇ψ j L ∞ (D) ) j≥1 belongs to ℓ p (N) for some p < 1:
Using the fact that ε can be chosen arbitrarily small in the statement of Theorem 8.2, we reach the following analog to Corollary 7.3.
Corollary 8.3 Assume that
(ii) If Assumption 2 holds with κ := 1, then ( c ν W L ν L ∞ (U ) ) ν∈F ∈ ℓ p (F), and we obtain the error bound (8.20).
Conclusion and perspectives
The deterministic approach which is studied in this paper outperforms the Monte-Carlo approach in terms of convergence rate, provided that the expansion of the random coefficient a in the basis ψ j has some summability properties in the L ∞ norm. Our analysis is restricted to random coefficients which are uniformly elliptic in the sense of Assumption A1. We expect that similar conclusions hold in different settings, in particular log-normal coefficients, i.e. a(x, ω) := exp(b(x, ω)) where b is a Gaussian random field. In this setting the Legendre polynomials need to be replaced by the Hermite polynomials which are orthonormal with respect to the Gaussian measure. We remark that the analytic regularity results Theorems 4.1 and 8.2 for the parametric, elliptic problems obtained here were obtained by real-variable, bootstrap arguments. A different avenue of their proof is through techniques of several complex variables; this shall be explored in a forthcoming work.
A key ingredient in our approach is the optimal selection of the set Λ which corresponds to a particular space of multivariate polynomials. This set is chosen based on the available estimates for the Legendre coefficients c ν V by selecting the N largest ones, and it is therefore crucial that these estimates are reliable. Our analysis was based on a-priori estimates, but another possible approach that deserves investigation is an adaptive construction of Λ based on a-posteriori analysis.
Finally, let us remind that an intrinsic weakness in the deterministic approach is that it assumes a complete knowledge on the probability distribution of the coefficients, while MonteCarlo is applicable when we only have a sample of independent instances at our disposal. In such a case, one may still hope to construct a deterministic solution u Λ ∈ V Λ , either by the collocation method or by a Galerkin system similar to (5.3) in which the integrals over U with respect to the unkown measure dρ are replaced by computable empirical expectations based on the available samples.
