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ISOMORPHISMS, AUTOMORPHISMS, AND GENERALIZED
INVOLUTION MODELS OF PROJECTIVE REFLECTION
GROUPS
FABRIZIO CASELLI AND ERIC MARBERG
Abstract. We investigate the generalized involution models of the projective
reflection groups G(r, p, q, n). This family of groups parametrizes all quotients
of the complex reflection groups G(r, p, n) by scalar subgroups. Our classifica-
tion is ultimately incomplete, but we provide several necessary and sufficient
conditions for generalized involution models to exist in various cases. In the
process we solve several intermediate problems concerning the structure of pro-
jective reflection groups. We derive a simple criterion for determining whether
two groups G(r, p, q, n) and G(r, p′, q′, n) are isomorphic. We also describe ex-
plicitly the form of all automorphisms of G(r, p, q, n), outside a finite list of ex-
ceptional cases. Building on prior work, this allows us to prove that G(r, p, 1, n)
has a generalized involution model if and only if G(r, p, 1, n) ∼= G(r, 1, p, n).
We also classify which groups G(r, p, q, n) have generalized involution models
when n = 2, or q is odd, or n is odd.
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1. Introduction
A model for a finite group G is a set {λi : Hi → C} of linear characters of
subgroups of G, such that the sum of induced characters
∑
i Ind
G
Hi(λi) is equal
to the multiplicity-free sum of all irreducible characters
∑
ψ∈Irr(G) ψ. Models are
interesting because they lead to interesting representations in which the irreducible
representations of G live. This is especially the case when the subgroups Hi are
taken to be the stabilizers of the orbits of some natural G-action.
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Example 1.1. Let G = G(r, n) be the group of complex n × n matrices with
exactly one nonzero entry, given by an rth root of unity, in each row and column.
Assume r is odd. Then G acts on its symmetric elements by g : X 7→ gXgT , and
the distinct orbits of this action are represented by the block diagonal matrices of
the form
Xi
def
=
(
J2i 0
0 In−2i
)
,
where Jn denotes the n× n matrix with ones on the anti-diagonal and zeros else-
where. Write Hi for the stabilizer of Xi in G. The elements of Hi preserve the
standard copy of C2i in Cn, inducing a map πi : Hi → GL2i(C). If λi
def
= det ◦ πi
then {λi : Hi → C} is a model for G(r, n) [2, Theorem 1.2].
The following definition of Bump and Ginzburg [5] captures the salient features
of this example. Let ν be an automorphism of G with ν2 = 1. Then G acts on the
set of generalized involutions
IG,ν
def
= {ω ∈ G : ω−1 = ν(ω)}
by the twisted conjugation g : ω 7→ g · ω · ν(g)−1. We write
CG,ν(ω)
def
= {g ∈ G : g · ω · ν(g)−1 = ω}
to denote the stabilizer of ω ∈ IG,ν under this action, and say that a model {λi :
Hi → C} is a generalized involution model (or GIM for short) with respect to
ν if each Hi is the stabilizer CG,ν(ω) of a generalized involution ω ∈ IG,ν , with
each twisted conjugacy class in IG,ν contributing exactly one subgroup. The model
in the example is a GIM with respect to the inverse transpose automorphism of
G(r, n).
In [13, 14], the second author classified which finite complex reflection groups
have GIMs. Subsequently, the first author discovered an interesting reformulation of
this classification, which suggests that these results are most naturally interpreted
in the broader context of projective reflection groups. These groups were introduced
in [6] and studied, for example, in [3]. They include as an important special case
an infinite series of groups G(r, p, q, n) defined as follows.
For positive integers r, p, n with p dividing r, let G(r, p, n) denote the subgroup
of G(r, n) consisting of the matrices whose nonzero entries, multiplied together,
form an (r/p)th root of unity. Apart from thirty-four exceptions, the irreducible
finite complex reflection groups are all groups G(r, p, n) of this kind. The projective
reflection group G(r, p, q, n) is defined as the quotient
G(r, p, q, n)
def
= G(r, p, n)/Cq
where Cq is the cyclic subgroup of scalar n × n matrices of order q. Note that
for this quotient to be well-defined we must have Cq ⊂ G(r, p, n), which occurs
precisely when q divides r and pq divides rn. Observe also that G(r, n) = G(r, 1, n)
and G(r, p, n) = G(r, p, 1, n).
There is an interesting notion of duality for projective reflection groups; by defi-
nition, the projective reflection group dual to G = G(r, p, q, n) is G∗ def= G(r, q, p, n).
The starting point of the present collaboration is now the following theorem which
reformulates the main result of [14].
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Theorem 1.2. The complex reflection group G = G(r, p, 1, n) has a GIM if and
only if G ∼= G∗; i.e., if and only if G(r, p, 1, n) ∼= G(r, 1, p, n).
Remark. Explicitly, G has a GIM if and only if (i) n 6= 2 and GCD(p, n) = 1 or (ii)
n = 2 and either p or r/p is odd; this is the statement of [14, Theorem 5.2].
Deducing this theorem from [14, Theorem 5.2] is straightforward, given our next
main result. Let r, n be positive integers and let p, p′, q, q′ be positive divisors of
r such that pq = p′q′ divides rn. The following result simplifies and extends [6,
Theorem 4.4]; its proof occupies Sections 3, 4 and 5.
Theorem 1.3. The projective reflection groups G(r, p, q, n) and G(r, p′, q′, n) are
isomorphic if and only if either (i) GCD(p, n) = GCD(p′, n) and GCD(q, n) =
GCD(q′, n) or (ii) n = 2 and the numbers p + p′ and q + q′ and rpq are all odd
integers.
As a corollary, we can say precisely when the group G(r, p, q, n) is “self-dual” as
in Theorem 1.2.
Corollary 1.4. The projective reflection group G = G(r, p, q, n) is isomorphic to
its dual G∗ = G(r, q, p, n) if and only if either (i) GCD(p, n) = GCD(q, n) or (ii)
n = 2 and rpq is an odd integer.
On seeing Theorem 1.2 one naturally asks whether for arbitrary projective reflec-
tion groups the property of having a GIM is equivalent to self-duality. Theorem 1.3
allows us to attack this question directly; its answer turns out to be false, and the
rest of our results are devoted to clarifying which groups G(r, p, q, n) have GIMs.
The following theorem, proved in Section 6 below, completely solves this problem
in the often pathological case n = 2.
Theorem 1.5. The projective reflection group G(r, p, q, 2) has a GIM if and only
if (r, p, q) = (4, 1, 2) or G(r, p, q, 2) ∼= G(r, q, p, 2).
Remark. By Theorem 1.3, the condition G(r, p, q, 2) ∼= G(r, q, p, 2) holds if and only
if (i) p and q have the same parity or (ii) rpq is an odd integer.
A few notable differences between complex reflection groups and projective re-
flection groups complicates the task of determining the existence of GIMs, and in
the case n 6= 2 our classification is incomplete. For example, the groups G(r, p, q, n)
occasionally can have conjugacy class-preserving outer automorphisms (see Proposi-
tion 10.2 below). The fact that the groupsG(r, p, n) never have such automorphisms
[15, Proposition 3.1] was the source of a significant reduction in the proof of [14,
Theorem 5.1] which is no longer available in many cases of interest. Nevertheless,
by carrying out a detailed analysis of the conjugacy classes and automorphisms of
G(r, p, q, n), we are able to prove the following theorem.
Theorem 1.6. Let G = G(r, p, q, n) and assume n 6= 2.
(1) If GCD(p, n) = 1 then G has a GIM if q or n is odd.
(2) If GCD(p, n) = 2 then G has a GIM only if q is even.
(3) If GCD(p, n) = 3 then G has a GIM if and only if (r, p, q, n) is
(3, 3, 3, 3) or (6, 3, 3, 3) or (6, 6, 3, 3) or (6, 3, 6, 3).
(4) If GCD(p, n) = 4 then G has a GIM only if r ≡ p ≡ q ≡ n ≡ 4 (mod 8).
(5) If GCD(p, n) ≥ 5 then G does not have a GIM.
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In arriving at this result, we prove a useful criterion for determining conjugacy in
G(r, p, n) and give an explicit description of the automorphism group of G(r, p, q, n);
see Proposition 8.4 and Theorem 9.5 below. Parts (1) and (2) of this theorem are
proved as Corollary 7.2 and Proposition 10.3, while parts (3)-(5) comprise Theorem
10.4. We note as a corollary that the theorem provides a complete classification
when q or n is odd. This shows that projective reflection groups which are not
self-dual may still possess GIMs.
Corollary 1.7. Let G = G(r, p, q, n) and assume n 6= 2 and (r, p, q, n) is not one
of the four exceptions (3, 3, 3, 3) or (6, 3, 3, 3) or (6, 6, 3, 3) or (6, 3, 6, 3). If q or n is
odd, then G has a GIM if and only if GCD(p, n) = 1.
Combining Theorems 1.3 and 1.6 shows that to completely determine which
projective reflection groups G(r, p, q, n) have GIMs, it remains only to consider
groups of the form
G(2r, 1, 2q, 2n) or G(2r, 2, 2q, 2n) or G(8r + 4, 4, 8q + 4, 8n+ 4).
(Of course we only need to consider the first two types when 2n > 2). We state
some conjectures concerning which of these groups should have GIMs at the end of
Section 11.
This research continues a line of inquiry taken up by a number of people in the
past few decades. Researchers originally considered involution models, which are
simply GIMs defined with respect to the identity automorphism. Inglis, Richard-
son, and Saxl described an elegant involution model for the symmetric group in [9]
(which is precisely the model in Example 1.1 when r = 1). In his doctoral thesis,
Baddeley [4] classified which finite Weyl groups have involution models. Vinroot
[17] extended this classification to show that the finite Coxeter groups with invo-
lution models are precisely those of type An, BCn, D2n+1, F4, H3, and I2(m). In
extending this classification to reflection groups, it is natural to consider generalized
involution models, since only groups whose representations are all realizable over
the real numbers can possess involution models. Adin, Postnikov, and Roichman
[2] constructed a GIM for G(r, n) extending Inglis, Richardson, and Saxl’s original
model for Sn, which provides the starting point of [13, 14].
As mentioned at the outset, these sorts of classifications are interesting because
they lead to interesting representations. We close this introduction with some
recent evidence of this phenomenon. The model in Example 1.1 with r = 1 gives
rise via induction to a representation of Sn on the vector space spanned by its
involutions. This representation turns out to have a simple combinatorial definition
[1, §1.1], which surprisingly makes sense mutatis mutandis for any Coxeter group.
The generic Coxeter group representation we get in this way corresponds to an
involution model (in the finite cases) in precisely types An, H3, and I2(2m + 1).
What’s more, recent work of Lusztig and Vogan [10, 11, 12] indicates that this
representation is the specialization of a Hecke algebra representation which for
Weyl groups is expected to have deep connections to the unitary representations of
real reductive groups.
2. Preliminaries
Throughout we let [n]
def
= {i ∈ Z : 1 ≤ i ≤ n} denote the set of the first n
positive integers. Fix positive integers r and n. We write Zr to denote the cyclic
group of order r; for convenience we view this as the set {0, 1, . . . , r − 1}, with
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addition computed modulo r. Likewise we write Sn to denote the symmetric group
of permutations of the set [n].
Recall the definition of the group G(r, n) from Example 1.1 in the introduction.
This group is isomorphic to the semidirect product of (Zr)
n by Sn with respect to
the natural action of the symmetric group and we frequently employ the following
notation to refer to its elements.
Definition 2.1. Given π ∈ Sn and x = (x1, x2, . . . , xn) ∈ (Zr)n, let
(π, x) ∈ G(r, n)
denote the matrix whose ith column has (ζr)
xi in row π(i) and zeros in all other
rows, where ζr
def
= exp
(
2π
√−1
r
)
is a fixed primitive rth root of unity.
Remark. When describing elements of (Zr)
n, we often write e1, e2 . . . , en for the
standard basis of the free Z-module (Zr)
n, so that we may then express the element
x = (x1, x2, . . . , xn) ∈ (Zr)n as x =
∑n
i=1 xiei.
The product of two elements (π, x), (σ, y) ∈ G(r, n) is described as follows. The
symmetric group Sn acts on (Zr)
n by permuting coordinates; denote this action by
letting
π(x)
def
=
(
xπ−1(1), xπ−1(2), . . . , xπ−1(n)
)
for π ∈ Sn and x ∈ (Zr)
n.
One then checks that if π, σ ∈ Sn and x, y ∈ (Zr)n then
(π, x)(σ, y) = (πσ, σ−1(x) + y).
We may thus identify Sn and (Zr)
n as the respective subgroups of G(r, n) consisting
of all elements (π, x) with x = 0 and π = 1.
To extract the pair (π, x) from an arbitrary element g ∈ G(r, n), we make the
following definition.
Definition 2.2. Given g = (π, x) ∈ G(r, n) and an integer i ∈ [n], let
|g|
def
= π ∈ Sn and zi(g)
def
= xi ∈ Zr and ∆(g)
def
=
n∑
i=1
zi(g).
The map g 7→ |g| affords a homomorphism G(r, n)→ Sn, while g 7→ ∆(g) affords a
homomorphism G(r, n)→ Zr.
If p is a positive divisor of r then the subgroup G(r, p, n) consists of all elements
g ∈ G(r, n) with ∆(g) ∈ pZr
def
= {p, 2p, 3p, . . . , rp} ⊂ Zr. In particular G(r, 1, n) =
G(r, n) while G(r, r, n) = ker(∆). Throughout, we write c to denote the n×n scalar
matrix ζrIn; this is the central element
c = (1, e1 + e2 + · · ·+ en) ∈ G(r, n).
If q divides r and pq divides rn, then G(r, p, n) contains the cyclic central subgroup
Cq = 〈c
r/q〉 of order q. In this case G(r, p, q, n) is defined as the quotient
G(r, p, q, n)
def
= G(r, p, n)/Cq.
We generally refer to elements of G(r, p, q, n) by the same notation (π, x) as for
elements G(r, p, n), with the added stipulation that (π, x) = cir/q · (π, x) for all
i. This convention, while slightly abusive, does not present much ambiguity in
practice.
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We define |g| for g ∈ G(r, p, q, n) exactly as for g ∈ G(r, p, n), but the notation
zi(g) is generally no longer well-defined. We also write
N(r, p, q, n)
def
= {g ∈ G(r, p, q, n) : |g| = 1}
for the normal abelian subgroup of G(r, p, q, n) given by the images of the diagonal
matrices in G(r, p, n).
One final piece of notation which we introduce here is the inverse transpose or
complex conjugation automorphism
τ ∈ Aut(G(r, p, q, n)).
Explicitly, we define this automorphism by the formula
τ(π, x) = (π,−x), for (π, x) ∈ G(r, p, q, n).
In words, note that taking the inverse of the transpose of g ∈ G(r, p, n) has the same
effect as replacing all entries of the matrix g by their complex conjugates. If we let τ
denote the automorphism of G(r, p, n) afforded by this operation, then τ preserves
the normal subgroup Cq, and so descends to an automorphism of G(r, p, q, n) which
we denote by the same symbol. Note that τ2 = 1.
Related to this automorphism is the following fact, proved by the first author in
[7]. Let Irr(G) denote the set of complex irreducible characters of a finite group G,
and fix positive integers r, p, q, n with p and q dividing r and pq dividing rn.
Theorem 2.3 (Proposition 4.4, Theorem 4.5, and Proposition 4.6 in [7]). Let τ
denote the inverse transpose automorphism of G = G(r, p, q, n) defined above. Then
|IG,τ |
def
=
∣∣{ω ∈ G : ω−1 = τ(ω)}∣∣ ≤ ∑
ψ∈Irr(G)
ψ(1).
Furthermore, equality holds if and only if (i) GCD(p, n) ≤ 2 or (ii) GCD(p, n) = 4
and r ≡ p ≡ q ≡ n ≡ 4 (mod 8).
A class-preserving outer automorphism of a group G is an automorphism which
sends every element to a conjugate element but which is not a map of the form
g 7→ xgx−1 for some x ∈ G. The following lemma is immediate from the preceding
theorem and [14, Lemma 5.1].
Lemma 2.4. Suppose G = G(r, p, q, n) has no class-preserving outer automor-
phisms and equality holds in Theorem 2.3. Then G has a GIM if and only if G has
a GIM with respect to the automorphism τ : (π, x) 7→ (π,−x).
3. Isomorphism classes of G(r, p, q, n)
Let r and n be positive integers and let p, p′, q, q′ be positive integer divisors of
r. Throughout, we assume pq = p′q′ and that this product divides rn, and we let
G = G(r, p, q, n) and G′ = G(r, p′, q′, n).
The main goal of this section is to determine a necessary and sufficient condition
for G and G′ to be isomorphic when n 6= 2. We will deal with the case n = 2 in
the next section. To begin, we recall from [6, Proposition 4.2] the following result.
Proposition 3.1. If GCD( rnq , p
′) = GCD( rnq′ , p) then for every g ∈ G there exists
a unique g′ ∈ G′ such that g and g′ have common representatives in G(r, n), and
in this case the map g 7→ g′ determines an isomorphism G ∼= G′.
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Results in [6, §4] completely characterize when G ∼= G∗ if n 6= 2 (where we
define G∗ = G(r, q, p, n)). Our strategy is to generalize the ideas in that work to
the present context.
Say that a prime integer π appears in a number k with multiplicity e if πe
divides k and πe+1 does not divide k. A prime is then special if it appears in p and
p′ with different multiplicities. Since pq = p′q′, a prime is special if and only if it
also appears in q and q′ with different multiplicities. We now have the following
proposition.
Proposition 3.2. Assume that
GCD(p, n) = GCD(p′, n) and GCD(q, n) = GCD(q′, n),
and write rnpq = ηδ where η (respectively, δ) is a positive integer equal to a product
of non-special (respectively, special) primes. Then G(r, δp, q, n) is well-defined and
G(r, p, q, n) ∼= G(r, δp, q, n)× Zδ.
Proof. Since GCD(q, n) = GCD(q′, n), the multiplicity of any special prime in n
is not greater than the corresponding multiplicity in q. As n divides ηδq = rnp , it
follows that n divides ηq = rnδp . Thus δp divides r, and since δpq likewise divides
rn as rnδpq = η, we conclude that G(r, δp, q, n) is well-defined.
A symmetric argument using the assumption that GCD(p, n) = GCD(p′, n)
shows that δq likewise divides r. Therefore c
r
δq is a well-defined element of or-
der δ in G; let Cδ ∼= Zδ be the cyclic subgroup it generates. Both G(r, δp, q, n) and
Cδ are normal subgroups of G(r, p, q, n), so to complete the proof of the proposi-
tion, we have only to show that G(r, δp, q, n) and Cδ intersect trivially. For this, it
suffices to verify that
(c
r
δq )k ∈ G(r, δp, q, n) iff rnkδq ≡ 0 (mod δp) iff k ≡ 0 (mod δ).
The first equivalence follows by definition, and the second equivalence follows from
the fact that if rnkδq = δpk
′ for some integers k, k′, then by dividing both sides by
p one obtains ηk = δk′, which can only hold if k is a multiple of δ as η and δ are
necessarily coprime. 
The next pair of results establish Theorem 1.3 in the case n 6= 2. This generalizes
[6, Theoroem 4.4].
Theorem 3.3. If pq = p′q′, then the groups G(r, p, q, n) and G(r, p′, q′, n) are
isomorphic whenever GCD(p, n) = GCD(p′, n) and GCD(q, n) = GCD(q′, n).
Proof. Write rnpq = ηδ as in Proposition 3.2. The theorem will follow immediately
from Proposition 3.2 once we show that G(r, δp, q, n) ∼= G(r, δp′, q′, n). Since rnq =
ηδp and rnq′ = ηδp
′, it suffices by Proposition 3.1 to verify that GCD(ηδp, δp′) =
GCD(ηδp′, δp), which is equivalent to the identity GCD(ηp, p′) = GCD(ηp′, p). This
holds because every prime dividing η appears in p and p′ with equal multiplicity,
and so we have in fact that GCD(ηp, p′) = GCD(ηp′, p) = GCD(p, p′). 
The next proposition implies the converse of Theorem 3.3, provided n 6= 2.
Proposition 3.4. Assume n 6= 2 and let G = G(r, p, q, n).
(1) The center of G has order rpq ·GCD(p, n).
(2) The abelianization G/[G,G] of G has order 2rpq ·GCD(q, n).
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Proof. One can easily check that, since n 6= 2, the center of G is given by the set
of its scalar elements (i.e. of the form ci). The number of scalar elements in G is
1
q times the number of scalar elements in G(r, p, n), which is
r
p ·GCD(p, n) by [14,
Corollary 4.1].
To prove (2), it suffices to count the linear characters of G since these are equal
in number to the order of G/[G,G]. By [6, §6], the linear characters of G(r, n)
are parametrized by r-tuples of partitions (λ0, . . . , λr−1) where all partitions λi are
empty except one which can be either (n) or (1n). The linear representations of
G(r, 1, q, n) are parametrized by these r-tuples of partitions where, if the only non-
empty partition appears in a position i, then ni ≡ 0 (mod q) (i.e. (λ0, . . . , λr−1) ∈
Fer(r, q, 1, n) in the notation of [6, §6]). Therefore the number of linear characters
of G(r, 1, q, n) is 2rq · GCD(q, n). One can likewise check that, since n 6= 2, each
linear character of G is given by the common restriction of exactly p distinct linear
characters of G(r, 1, q, n). Thus the number of linear characters of G is 1p times the
number of linear characters of G(r, 1, q, n). 
Combining the preceding theorem and proposition gives this corollary, which
forms one half of Theorem 1.3 in the introduction.
Corollary 3.5. Assume n 6= 2 and pq = p′q′. Then G(r, p, q, n) ∼= G(r, p′, q′, n) if
and only if GCD(p, n) = GCD(p′, n) and GCD(q, n) = GCD(q′, n).
4. Isomorphism classes in rank two
In this section we fix n = 2, and assume that p, p′, q, q′ divide r and pq = p′q′
divides 2r. We now determine when the two groups G = G(r, p, q, 2) and G′ =
G(r, p′, q′, 2) are isomorphic.
In referring to elements of these groups, it is convenient to abbreviate our nota-
tion by writing (π; a, b) for the element otherwise denoted (π, (a, b)) ∈ G(r, p, q, 2).
We thus view G(r, p, q, 2) as the set of triples (π; a, b) ∈ S2 × Zr × Zr with a + b
divisible by p, where (π; a, b) = (π′; a′, b′) if and only if π = π′ and a− a′ ≡ b− b′ ≡
k rq (mod r) for some integer k. Multiplication is given by
(π; a, b)(π′; a′, b′) =
{
(ππ′; a+ a′, b+ b′), if π′ = 1 ∈ S2,
(ππ′; b+ a′, a+ b′), if π′ 6= 1 ∈ S2.
We begin with this lemma:
Lemma 4.1. If p+ p′ and q + q′ are both odd and rpq is even then G 6
∼= G′.
Proof. Since pq = p′q′ we may assume without loss of generality that p′ and q are
odd and that p and q′ are even. By Theorem 3.3 we then have that G ∼= G(r, pq, 1, 2)
and G′ ∼= G(r, 1, p′q′, 2), and so it is enough to show that if p and rp are both even
then G(r, p, 1, 2) 6∼= G(r, 1, p, 2).
To this end, let A = {gr/p : g ∈ G(r, p, 1, 2)} and B = {gr/p : g ∈ G(r, 1, p, 2)}.
It suffices to show that |A| = p and |B| = p + 1. It is easy to check that A
consists of the distinct elements (1; irp ,−
ir
p ) ∈ G(r, p, 1, 2) for i ∈ [p]. It is likewise a
straightforward exercise to show that B consists of the distinct images in G(r, 1, p, 2)
of (1; 0, irp ) ∈ G(r, 2) for i ∈ [p] together with (1;
r
2p ,
r
2p ) ∈ G(r, 2). 
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Lemma 4.2. If exactly one of the four parameters p, p′, q, q′ is odd then G 6∼= G′.
Proof. We may assume that the unique odd parameter is either q′ or p′. By Theo-
rem 3.3, if q′ is the unique odd parameter then G′ ∼= G(r, pq, 1, 2), and if p′ is the
unique odd parameter then G′ ∼= G(r, 1, pq, 2), and in either case G ∼= G(r, pq2 , 2, 2).
It thus suffices to show that if p and rp are even then G(r, 2p, 1, 2) 6
∼= G(r, p, 2, 2)
and G(r, 1, 2p, 2) 6∼= G(r, p, 2, 2). With these hypotheses on p and rp , let
A = {gr/p : g ∈ G(r, 2p, 1, 2)},
B = {gr/p : g ∈ G(r, 1, 2p, 2)},
C = {gr/p : g ∈ G(r, p, 2, 2)}.
As in the proof of Lemma 4.1, it is not difficult to check that A consists of the
distinct elements (1; irp ,−
ir
p ) ∈ G(r, 2p, 2) for i ∈ [p]. On the other hand, one
finds similarly that B consists of the distinct images in G(r, 1, 2p, 2) of the elements
(1; 0, irp ) ∈ G(r, 2) for i ∈ [p]. Finally, C consists of the distinct images inG(r, p, 2, 2)
of the elements (1; irp ,−
ir
p ) ∈ G(r, p, 2) for i ∈ [
p
2 ]. Thus |A| = |B| = p and |C| =
p
2 ,
which establishes the desired non-isomorphisms. 
We now examine a particular class of groups G = G(r, p, 2) where we can explic-
itly describe an isomorphism φ : G→ G∗.
Lemma 4.3. If p or rp is odd then G(r, p, 1, 2)
∼= G(r, 1, p, 2).
Proof. If p is odd then G(r, p, 1, 2) ∼= G(r, 1, p, 2) by Theorem 3.3, so assume that
r
p is odd. Let p
′ be the largest power of 2 dividing p (and hence also r), and let
q = 1 and q′ = p/p′. With respect to these choices of p, p′, q, q′, the special primes
are precisely the odd primes dividing p. Write 2rp =
rn
pq = ηδ as in Proposition 3.2,
so that η is a product of non-special primes and δ is a product of special primes,
and we have
G(r, p, 1, 2) ∼= G(r, δp, 1, 2)× Zδ
and
G(r, 1, p, 2) ∼= G(r, δ, p, 2)× Zδ ∼= G(r, 1, δp, 2)× Zδ,
the second congruence on the right following from Theorem 3.3 as δ is odd. Because
r
p is also odd, η is even and
η
2 =
r
δp is odd; thus
r
δp is a product of odd primes not
dividing p, and so is coprime to both p and δ and in particular to δp.
Since G(r, p, 1, 2) ∼= G(r, 1, p, 2) if G(r, δp, 1, 2) ∼= G(r, 1, δp, 2), the preceding
argument shows that we may assume without loss of generality that rp and p are
coprime. One checks that for d = r/p′ the map
φ : G(r, p, 1, 2) → G(r, 1, p, 2)
(π; i, j) 7→ (π; i, j + di)
is a well-defined group homomorphism. To show that φ is an isomorphism it is
enough to demonstrate injectivity, so let g ∈ G(r, p, 1, 2) such that φ(g) = 1. Then
g is necessarily of the form (1; i, j) with
i+ j ≡ 0 (mod p) and i ≡ j + di ≡ k rp (mod r) for some k ∈ [p],
the second congruence following from the assumption that φ(1; i, j) = (1; i, j + di)
represents the identity in G(r, 1, p, 2). These two congruences imply that k rp (2− d)
is a multiple of p. Since d is odd, no number dividing 2 − d divides either 2 or d,
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and as every odd prime dividing p also divides d, it follows that GCD(2−d, p) = 1.
Since rp is coprime to p by hypothesis, we conclude that k is a multiple of p, which
implies that i ≡ j ≡ 0 (mod r) and in turn that g = 1, as desired. 
Gathering together the preceding results yields the following summary theorem.
Theorem 4.4. Assume pq = p′q′. Then G(r, p, q, 2) ∼= G(r, p′, q′, 2) if and only if
one of the following mutually exclusive conditions holds:
(i) p+ p′ and q + q′ are both even;
(ii) p+ p′, q + q′, and rpq are all odd integers.
Proof. If the first condition holds then G ∼= G′ by Theorem 3.3. If the second
condition holds then since pq = p′q′, exactly one of p, q is odd and it follows
that pq in fact divides r. In this case, we may assume that p and q′ are even
and that p′ and q are odd. Theorem 3.3 then implies that G ∼= G(r, pq, 1, 2) and
G′ ∼= G(r, 1, pq, 2), while Lemma 4.3 implies that G(r, pq, 1, 2) ∼= G(r, 1, pq, 2).
If p+ p′ and q + q′ are both odd but rpq is even then G 6
∼= G′ by Lemma 4.1. If
p+ p′ and q+ q′ have different parities then exactly one of the parameters p, p′, q,
q′ is odd as pq = p′q′, so G 6∼= G′ by Lemma 4.2. 
Combining this theorem with Corollary 3.5 gives Theorem 1.3 in the introduc-
tion.
5. Constructing an isomorphism explicitly
We present here an alternative proof of Theorem 3.3 by constructing an explicit
isomorphism between G = G(r, p, q, n) and G′ = G(r, p′, q′, n). It is our hope
that this construction may be useful at some point in explaining why groups with
G(r, p, q, n) ∼= G(r, q, p, n) often tend to have generalized involution models.
Let r and n be any positive integers. Fix positive divisors p, p′, q, q′ of r with
pq = p′q′ dividing rn, and for each prime π define
aπ, a
′
π, bπ, b
′
π, cπ, dπ
as the multiplicities of π in the prime factorizations of p, p′, q, q′, r, n, respectively.
We first prove this technical result.
Lemma 5.1. Assume that
GCD(p, n) = GCD(p′, n) and GCD(q, n) = GCD(q′, n).
Then there exists an integer x such that for all primes π dividing rn, the following
three-part condition holds:

If aπ = a
′
π then x ≡ 0 (mod π
api+1)
If aπ > a
′
π then x ≡ π
a′pi−dpi (mod πa
′
pi−dpi+1)
If aπ < a
′
π then
rn
pq x+
r
q ≡ π
cpi−b′pi (mod πcpi−b
′
pi+1).
Proof. By the Chinese remainder theorem it suffices to verify that for each prime π
dividing rn, there exists x ∈ Z satisfying the relevant congruence. If aπ = a′π then
such an integer x clearly exists. If aπ > a
′
π then GCD(p, n) = GCD(p
′, n) implies
dπ ≤ a′π, so the second congruence is well-defined, and it too clearly has a solution.
If aπ < a
′
π then pq = p
′q′ implies b′π < bπ and GCD(p, n) = GCD(p
′, n) implies
dπ ≤ aπ and the fact that q
′ divides r implies b′π ≤ cπ. Thus the corresponding
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congruence is at least well-defined. To show that it has a solution, it is enough
to check that GCD(πcpi−b
′
pi+1, rnpq ) divides π
cpi−b′pi − rq . This is equivalent to the
inequality
min{cπ − b
′
π + 1, (cπ + dπ)− (aπ + bπ)} ≤ min{cπ − b
′
π, cπ − bπ}.
Since b′π < bπ and dπ ≤ aπ, the left-hand side is (cπ − bπ) + (dπ − aπ) and the
right-hand side is cπ − bπ, and the inequality follows. 
The integer x given in the previous result satisfies a simpler set of congruences,
which we describe in the following lemma.
Lemma 5.2. Assume GCD(p, n) = GCD(p′, n) and GCD(q, n) = GCD(q′, n) and
let x be the integer given in Lemma 5.1. Then both of the following hold:
(1) rnpq x+
r
q and
r
px are both divisible by
r
q′ .
(2) For all primes π dividing both rnpq and
r
q , we have
rn
pqπx+
r
qπ 6≡ 0 (mod
r
q′ ).
Proof. To prove that (1) holds, it suffices to show rnpq x+
r
q ≡
r
px ≡ 0 (mod π
cpi−b′pi)
for all primes π dividing rn. Deriving this set of congruences from Lemma 5.1 is
straightforward.
Let π be a prime dividing both rnpq and
r
q . To complete the lemma, it is enough
to show that rnpqπx+
r
qπ 6≡ 0 (mod π
cpi−b′pi). The following statements affirming this
are again straightforward consequences of Lemma 5.1. First, if aπ = a
′
π then
rn
pqπx ≡ 0 (mod π
cpi−b′pi ) but rqπ 6≡ 0 (mod π
cpi−b′pi).
On the other hand, if aπ > a
′
π, so that bπ < b
′
π, then similarly
rn
pqπx 6≡ 0 (mod π
cpi−b′pi ) but rqπ ≡ 0 (mod π
cpi−b′pi).
Finally, if aπ < a
′
π, we have
rn
pqπx+
r
qπ ≡ π
cpi−b′pi−1 6≡ 0 (mod πcpi−b
′
pi ). 
The next theorem describes a surjective homomorphismG(r, p, n)→ G(r, p′, q′, n)
which will descend to the promised isomorphism G
∼
−→ G′.
Theorem 5.3. Assume GCD(p, n) = GCD(p′, n) and GCD(q, n) = GCD(q′, n)
and let x be the integer given in Lemma 5.2. Then the map defined, with our usual
slight abuse of notation, by
ϕ : G(r, p, n) −→ G(r, p′, q′, n)
g 7→ g · c
∆(g)
p
x
is a surjective group homomorphism whose kernel is the cyclic central subgroup
Cq = 〈cr/q〉 of G(r, p, n).
Proof. The map ϕ is well-defined as a consequence of the following observations:
• The product g · c
∆(g)
p
x belongs to G(r, p′, n), since multiplying the congru-
ence rnpq x +
r
q ≡ 0 (mod
r
q′ ) given in Lemma 5.2 by pq = p
′q′ shows that
nx+p is divisible by p′, whence ∆
(
g · c
∆(g)
p
x
)
= ∆(g)p (nx+p) ≡ 0 (mod p
′).
• The image of g·c
∆(g)
p
x in G(r, p′, q′, n) does not depend on the representative
chosen for ∆(g) modulo r, since the congruence rpx ≡ 0 (mod
r
q′ ) given
in Lemma 5.2. implies that c
r
p
x belongs to the subgroup of G(r, p′, n)
generated by c
r
q′ .
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The fact that ∆(gh) = ∆(g) + ∆(h) shows that ϕ is a group homomorphism, and
we have c
r
q ∈ kerϕ since the congruence rnpq x+
r
q ≡ 0 (mod
r
q′ ) implies that ϕ(c
r
q )
represents the identity in G(r, p′, q′, n).
Thus 〈c
r
q 〉 ⊂ kerϕ. To show that this inclusion is an equality, note that kerϕ is
necessarily a subgroup of the cyclic group of scalar elements in G(r, p, n). Hence,
if 〈c
r
q 〉 is a proper subgroup of kerϕ, then by basic properties of cyclic groups and
their subgroups, there must exist a prime π dividing rq such that c
r
qpi ∈ kerϕ. For
c
r
qpi to belong to G(r, p, n), the prime π must also divide rnpq ; in this case, however,
part (2) of Lemma 5.2 implies that ϕ(c
r
qpi ) = c
r
qpi
+ rn
pqpi
x 6= 1 ∈ G′. We conclude that
kerϕ = 〈c
r
q 〉. The fact that ϕ is surjective then follows by cardinality reasons. 
The following corollary is an immediate consequence of the preceding result.
Corollary 5.4. If GCD(p, n) = GCD(p′, n) and GCD(q, n) = GCD(q′, n) and x is
the integer given in Lemma 5.2 then the following map is an isomorphism:
ϕ : G(r, p, q, n) −→ G(r, p′, q′, n)
g 7→ g · c
∆(g)
p
x
Remark. Our notation here is abusive, and one should interpret our formula as
meaning that ϕ sends the image of g ∈ G(r, p, n) in G(r, p, q, n) to the image of the
element g · c
∆(g)
p
x in G(r, p′, q′, n).
6. Generalized involution models in rank two
In this section we determine which of the projective reflection groups G(r, p, q, 2)
have GIMs, proving Theorem 1.5 from the introduction. Thus, fix positive inte-
gers r, p, q with p and q dividing r and pq dividing 2r. We represent elements of
G(r, p, q, 2) as triples (π; a, b) ∈ S2 × Zr × Zr as in Section 4. Here, we also let σ
denote the nontrivial permutation
σ = (1, 2) ∈ S2.
To begin, from our results so far we have this lemma:
Lemma 6.1. If q or r/q is odd then G(r, 1, q, 2) has a GIM.
Proof. If q or r/q is odd, then G(r, 1, q, 2) ∼= G(r, q, 1, 2) by Corollary 1.4 while
G(r, q, 1, 2) has a GIM by Theorem 1.2. 
Define τ as in Section 2 as the involution of G = G(r, p, q, 2) given by the map
(π; a, b) 7→ (π;−a,−b). The corresponding set of generalized involutions
IG,τ
def
= {ω ∈ G : ω−1 = τ(ω)}
consists of elements of the form (π; a, b) ∈ G such that either (i) π = 1 ∈ S2 or (ii)
π 6= 1 ∈ S2 and a = b or (iii) π 6= 1 ∈ S2 and q is even and a = b + r/2 ∈ Zr.
The following result shows that we only need to consider this automorphism to
determine if G has a GIM.
Lemma 6.2. The group G(r, p, q, 2) has no class-preserving outer automorphisms,
and so G(r, p, q, 2) has a GIM if and only if it has a GIM with respect to τ .
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Proof. The result holds if q = 1 by [15, Proposition 3.1], so we may assume q > 1
(so that also r > 1). The group G = G(r, p, q, 2) is generated by the three elements
s = (1; 1,−1), t = (1; p, 0), and σ = ((1, 2); 0, 0) ∈ S2. Suppose ν ∈ Aut(G) is
class-preserving; we argue that ν is inner. Since G is a semidirect product of the
abelian groups S2 and N(r, p, q, 2), for some integers i, j, k, l we have
ν(σ) = sitjσt−is−j and ν(s) = σksσ−k and ν(t) = σltσ−l.
Let x = sitjσk ∈ G and define ν′ as the automorphism ν′ : g 7→ x−1ν(g)x. Then ν′
is class-preserving with ν′(s) = s and ν′(σ) = σ and ν′(t) ∈ {t, σtσ}, and to show
that ν is inner it suffices to show that ν′ is inner.
Certainly ν′ is inner if ν′(t) = t or p = r (in which case t = 1) so suppose
ν′(t) = σtσ and p < r. Let z = st = (1; p+ 1,−1) and z′ = σzσ = (1;−1, p+ 1) so
that {z, z′} comprises a conjugacy class in G. Then ν′(z) = ν′(s)ν′(t) = (1; 1, p−
1) ∈ {z, z′} since ν′ is class-preserving. This implies that for some integer k either
p ≡ −p− 2 ≡ k rq (mod r) or − 2 ≡ 2 ≡ k
r
q (mod r).
The first congruence implies p ∈ {r − 1, r2 − 1}, in which case since p divides r we
must have r ∈ {2, 4, 6}, while the second congruence implies r ∈ {2, 4}.
In either case we must have r ∈ {2, 4, 6}. We now observe that applying ν′ to
both sides of the identity tσt−1σ = sp gives s−p = σtσt−1 = sp. This equation
holds in G if and only if for some integer k we have
−2p ≡ 2p ≡ k rq (mod r).
The first part of this congruence implies 4p is a multiple of r, so since p < r we must
have p ∈ {r/2, r/4}. If p = r/2 then q ∈ {2, 4} since q divides 2r/p and we assume
q > 1; in this case r/2 is a multiple of r/q so we have t = (1; r2 , 0) = (1; 0,
r
2 ) = σtσ
in G, whence ν′ = 1 in inner. On the other hand, if p = r/4 then we must have
r = 4 and p = 1. In this case t and σ generate G, so ν′ must coincide with the
inner automorphism g 7→ σgσ since it does so on the generators t, σ.
We conclude that all class-preserving automorphism of G are inner. The last
part of the lemma now follows from Lemma 2.4. 
This result leads to a less trivial lemma.
Lemma 6.3. If q and r/q are both even and (r, q) 6= (4, 2), then G(r, 1, q, 2) does
not have a GIM.
Proof. Let G = G(r, 1, q, 2). Assuming both q and r/q are even integers, the τ -
twisted centralizer of the generalized involution ω
def
= (1; 0, 1) ∈ G is the subgroup
CG,τ (ω) =
{
(1; 0, 0), (1; r2q ,
r
2q ), (1; 0,
r
2 ), (1;
r
2q ,
r
2q +
r
2 )
}
∼= Z2 × Z2.
This subgroup has four linear characters, given by the homomorphisms λǫ,ν :
CG,τ (ω) → C× for ǫ, ν ∈ {0, 1} with (1; r2q ,
r
2q ) 7→ (−1)
ǫ and (1; 0, r2 ) 7→ (−1)
ν .
To prove the lemma, it suffices to show that if (r, q) 6= (4, 2) then IndGCG,τ (ω)(λ
ǫ,ν)
is never multiplicity-free.
From basic character theory, all the irreducible characters of G have degree 1 or
2, and the degree 2 irreducible characters are the functions
χx,y : (π; a, b) 7→
{
ζax+byr + ζ
ay+bx
r , if π = 1 ∈ S2,
0, if π 6= 1 ∈ S2,
for (π; a, b) ∈ G,
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where ζr = exp(2πi/r) is a primitive r
th root of unity, and where x and y range
over all integers with 0 ≤ x < y < r and x+ y ≡ 0 (mod q). From this formula, it
is easy to see that
ResGCG,τ (ω)(χ
x,y) = 2λǫ,ν , where ǫ ≡ x+yq (mod 2) and ν ≡ x ≡ y (mod 2).
If (r, q) = (4, 2) then we must have (x, y) ∈ {(0, 2), (1, 3)} whence the restriction of
a degree 2 irreducible character of G to CG,τ (ω) is either 2λ
1,0 or 2λ0,1.
If (r, q) 6= (4, 2), then for any ǫ, ν ∈ {0, 1}, one can find integers x, y with 0 ≤ x <
y < r and x + y ≡ 0 (mod q) such that ǫ ≡ x+yq (mod 2) and ν ≡ x ≡ y (mod 2).
For example, if ǫ = ν = 0 then we can take (x, y) = (2, 2q − 2) if q ≥ 4 or
(x, y) = (2, 4q− 2) if q = 2 and r ≥ 8. By Frobenius reciprocity, this implies that if
(r, q) 6= (4, 2) then IndGCG,τ (ω)(λ
ǫ,ν) fails to be multiplicity-free for all ǫ, ν ∈ {0, 1}.
Hence, by the preceding lemma, G does not have a GIM if q and r/q are both even
and (r, q) 6= (4, 2). 
The only groupG(r, 1, q, 2) to which Lemmas 6.1 and 6.3 do not apply is the non-
abelian group of order sixteen G(4, 1, 2, 2). This group does have a GIM, though
writing down and carefully checking all the data specifying this is a tedious and
not very instructive exercise, which we therefore omit. Combining this fact with
Lemmas 6.1 and 6.3 gives the following proposition.
Proposition 6.4. G(r, 1, q, 2) has a GIM if and only if (r, q) = (4, 2) or q is odd
or r/q is odd.
Now we consider all groups of the form G(r, p, q, 2). We can treat several cases
at once using the preceding proposition and our knowledge of when G(r, p, q, 2) ∼=
G(r, p′, q′, 2).
Lemma 6.5. If p and q are not both even, then G(r, p, q, 2) has a GIM if and only
if (i) p and q are both odd, (ii) rpq is an odd integer, or (iii) (r, p, q) = (4, 1, 2).
Proof. Everything follows from Theorems 1.2 and 1.3 and Proposition 6.4. If p and
q are both odd then G(r, p, q, 2) ∼= G(r, pq, 1, 2) so the group has a GIM since pq
is odd. If p is even and q is odd then G(r, p, q, 2) ∼= G(r, pq, 1, 2), so the group
has a GIM if and only if rpq is odd. Likewise, if p is odd and q is even then
G(r, p, q, 2) ∼= G(r, 1, pq, 2), so the group has a GIM if and only if rpq is odd or
(r, pq) = (4, 2). 
It remains to consider the groupsG(r, p, q, 2) with p and q both even. We will find
that these always have GIMs; to prove this it suffices by Theorem 1.3 to consider
the groups G(r, 2, q, 2) where q is even. The nonlinear irreducible characters of
G(r, 2, q, 2) are the (not generally distinct) functions
χx,y : (π; a, b) 7→
{
ζax+byr + ζ
ay+bx
r , if π = 1 ∈ S2,
0, if π 6= 1 ∈ S2,
where x, y range over all integers such that x+ y ≡ 0 (mod q) and x 6≡ y (mod r2 ).
Note that we always have χx,y = χy,x and χx,y = χx+
r
2 ,y+
r
2 . The linear characters
of G(r, 2, q, 2) are alternatively the (not generally distinct) functions
λz,ǫ : (π; a, b) 7→ ζ(a+b)zr · sgn(π)
ǫ
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and
νw,ǫ : (π; a, b) 7→ (−1)a · ζ(a+b)wr · sgn(π)
ǫ,
where z is a multiple of q2 and ǫ ∈ {0, 1} and w is an integer with (ζq/2)
w = (−1)r/q.
Note that νz,ǫ is only a well-defined character if rq is even and w is a multiple of
q
2 , or if
r
q is odd and
q
2 is even and w is an odd multiple of
q
4 . Also, observe that
λz,ǫ = λz+
r
2 ,ǫ and νw,ǫ = νw+
r
2 ,ǫ.
Continue to let τ denote the automorphism of G(r, 2, q, 2) given by (π; a, b) 7→
(π;−a,−b). We now have the following sequence of lemmas.
Lemma 6.6. Assume q is even. If r2 is odd then G(r, 2, q, 2) has a GIM.
Proof. Write G = G(r, 2, q, 2). In the situation of the lemma, rq is odd so Irr(G) =
{χx,y} ∪ {λz,ǫ} with x, y, z, ǫ as above. The following facts hold by routine argu-
ments: there are only two τ -twisted conjugacy classes in G; these are represented
by the elements (1; 0, 0) and (σ; 0, 0); and the corresponding τ -twisted centralizers
are the subgroups A
def
= 〈(σ; 0, 0)〉 ∼= S2 and B
def
= G(r, 2rq , q, 2).
Write sgnA and 1B for the nonprincipal and principal irreducible characters of
A and B, respectively. Frobenius reciprocity implies that IndGA(sgnA) =
∑
z λ
z,1 +∑
x,y χ
x,y, where the (multiplicity-free) sums range over all allowable values of x,
y, and z. Each linear character λz,ǫ (with z a multiple of q2 ) restricts to the linear
character (π; a, b) 7→ sgn(π)ǫ of B. It follows that λz,ǫ is a constituent of IndGB(1B)
if and only if ǫ = 0, whence every irreducible character of G is a constituent of
IndGA(sgnA) + Ind
G
B(1B). Since this sum of induced characters has the same degree
as
∑
ψ∈Irr(G) ψ by Theorem 2.3, we conclude that {sgnA, 1B} is a GIM for G. 
Lemma 6.7. Assume q is even. If r2 is even but
r
q is odd then G(r, 2, q, 2) has a
GIM.
Proof. Again let G = G(r, 2, q, 2) and note that q2 is even and that Irr(G) = {χ
x,y}∪
{λz,ǫ}∪{νw,ǫ}, with the parameters x, y, z, w, ǫ subject to the conditions above. In
particular, w must be an odd multiple of q4 . There are four τ -twisted conjugacy
classes in G, represented by the elements (1; 0, 0), (1; 0, 2), (σ; 0, 0), (σ; 0, r2 ), with
corresponding τ -twisted centralizers A, B, C, C, where
A
def
=
〈
(σ; 0, 0), (1; 0, r2 )
〉
∼= S2 × S2
and
B
def
=
〈
(σ; 1,−1), (1; 0, r2 )
〉
∼= S2 × S2
and C
def
= G(r, 2rq , q, 2). Choose linear characters of these subgroups as follows:
• Let α = 1A be the principal character of A.
• Let β be the linear character of B with
β(σ; 1,−1) = β(1; 0, r2 ) = −1.
• Let γ be the common restriction of λz,1 (for multiples z of q2 ) to C.
• Let γ′ be the common restriction of νw,1 (for odd multiples w of q4 ) to C.
Using Frobenius reciprocity with the explicit character formulas provided above, one
can check that χx,y is a constituent of IndGA(α) for all x, y with x (hence also y) even
and of IndGB(β) for all x, y with x odd; that λ
z,0 and λz,1 are constituents for all z of
IndGA(α) and Ind
G
C(γ), respectively; that ν
w,0 is a constituent for all w of exactly one
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of IndGA(α) or Ind
G
B(β) depending on the parity of
q
4 ; and that ν
w,1 is a constituent
of IndGC(γ
′) for all w. As in the previous lemma, these observations suffice to show
that {α, β, γ, γ′} is a GIM for G since IndGA(α)+ Ind
G
B(β)+ Ind
G
C(γ)+ Ind
G
C(γ
′) has
the same degree as
∑
ψ∈Irr(G) ψ by Theorem 2.3. 
Lemma 6.8. Assume q is even. If rq is even then G(r, 2, q, 2) has a GIM.
Proof. Again let G = G(r, 2, q, 2) and note that r2 is even and that Irr(G) = {χ
x,y}∪
{λz,ǫ}∪ {νw,ǫ}, where now both z and w must be integer multiples of q2 . There are
eight τ -twisted conjugacy classes in G, represented by the elements (1; 0, 0), (1; 1, 1),
(1; 0, 2), (1; 1, 3), (σ; 0, 0), (σ; r2q ,
r
2q ), (σ; 0,
r
2 ), (σ;
r
2q ,
r
2q +
r
2 ), with corresponding
τ -twisted centralizers A, A, B, B, C, C, C, C, where
A
def
=
〈
(σ; 0, 0), (1; 0, r2 ), (1;
r
2q ,
r
2q )
〉
∼= (S2)
3
and
B
def
=
〈
(σ; 1,−1), (1; 0, r2 ), (1;
r
2q ,
r
2q )
〉
∼= (S2)
3
and C
def
= G(r, rq , q, 2). Choose linear characters of these subgroups as follows:
• Let α = 1A be the principal character of A.
• Let α′ be the linear character of A with
α′(σ; 0, 0) = α′(1; 0, r2 ) = 1 and α
′(1; r2q ,
r
2q ) = −1.
• Let β be the linear character of B with
β(σ; 1,−1) = β(1; 0, r2 ) = −1 and β(1;
r
2q ,
r
2q ) = 1.
• Let β′ be the linear character of B with
β(σ; 1,−1) = β(1; 0, r2 ) = β(1;
r
2q ,
r
2q ) = −1.
• Let γ be the common restriction of λz,1 for z ∈ {kq : k ∈ Z} to C.
• Let γ′ be the common restriction of λz+
q
2 ,ǫ for z ∈ {kq : k ∈ Z} to C, where
ǫ ≡ q2 (mod 2).
• Let γ′′ be the common restriction of νw,1 for w ∈ {kq : k ∈ Z} to C.
• Let γ′′′ be the common restriction of νw+
q
2 ,1 for w ∈ {kq : k ∈ Z} to C.
The following facts are routine consequences of Frobenius reciprocity. The irre-
ducible character χx,y is a constituent of IndGA(α), Ind
G
A(α
′), IndGB(β), or Ind
G
B(β
′),
respectively, if the parities of (x, x+yq ) are (even, even), (even, odd), (odd, even), or
(odd, odd). For all z ∈ {kq : k ∈ Z}, the irreducible characters λz,0, λz+
q
2 ,1, λz,1,
λz+
q
2 ,0 are respectively constituents of{
IndGA(α), Ind
G
B(β
′), IndGC(γ), Ind
G
C(γ
′), if q2 is odd,
IndGA(α), Ind
G
C(γ
′), IndGC(γ), Ind
G
A(α
′), if q2 is even.
Likewise, for all z ∈ {kq : k ∈ Z}, the characters νz,0, νz+
q
2 ,1, νz,1, νz+
q
2 ,0 are
respectively constituents of

IndGA(α), Ind
G
C(γ
′′′), IndGC(γ
′′), IndGB(β
′), if q2 is odd and
r
2q is even,
IndGA(α
′), IndGC(γ
′′′), IndGC(γ
′′), IndGB(β), if
q
2 is odd and
r
2q is odd,
IndGA(α), Ind
G
C(γ
′′′), IndGC(γ
′′), IndGA(α
′), if q2 is even and
r
2q is even,
IndGA(α
′), IndGC(γ
′′′), IndGC(γ
′′), IndGA(α), if
q
2 is even and
r
2q is odd.
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Exactly as in the previous lemmas, this suffices to show that {α, α′, β, β′, γ, γ′, γ′′, γ′′′}
is a GIM for G by dimensional considerations. 
Combining these lemmas, we have the following theorem, which is equivalent to
Theorem 1.5 in the introduction by Theorem 1.3.
Theorem 6.9. G(r, p, q, 2) has a GIM if and only if one of the following mutually
exclusive conditions occurs:
(i) p ≡ q (mod 2).
(ii) p 6≡ q (mod 2) and rpq is an odd integer.
(iii) (r, p, q) = (4, 1, 2).
Proof. The preceding three lemmas show that G(r, 2, q, 2) has a GIM if q is even.
This implies that G(r, p, q, 2) has a GIM whenever p, q are both even because in this
case G(r, p, q, 2) ∼= G(r, 2, pq2 , 2) by Theorem 1.3. The theorem now follows from
this observation and Lemma 6.5. 
7. Generalized involution models for quotients groups
Let G be a finite group with a normal subgroup N , and suppose ν ∈ Aut(G)
is an automorphism such that ν2 = 1 and ν(N) = N . Then ν defines also an
automorphism of the quotient group G/N , that we still call ν. If G has a GIM with
respect to ν, then it is not always true that G/N also has a GIM with respect to
ν. Here, however, we give one sufficient condition for this to occur.
Following [2], we use the term Gelfand model to refer to a representation of
a group equivalent to the multiplicity-free sum of all of the group’s irreducible
representations. Recall that the irreducible representations of the quotient G/N
are given exactly by the irreducible representations of G whose kernel contains N .
Therefore, if ρ : G→ GL(V ) is a Gelfand model for G and V N = {v ∈ V : ρ(n)(v) =
v for all n ∈ N}, then the obvious representation ρ : G/N → GL(V N ) is a Gelfand
model for G/N .
We exploit this observation in the following proposition. To state this result, let
VG,ν
def
= C-span{Cω : ω ∈ IG,ν}
be a complex vector space with a basis indexed by the generalized involutions IG,ν ,
and suppose G has a GIM with respect to ν. By [14, Lemma 2.1], this is equivalent
to the existence of a function φ : G× IG,ν → C∗ such that the formula
ρ(g)(Cω)
def
= φ(g, ω)Cg·ω·ν(g)−1 for g ∈ G and ω ∈ IG,ν
extends to a representation ρ : G → GL(VG,ν) which is a Gelfand model. With
respect to this notation, we have the following statement.
Proposition 7.1. Suppose G has a GIM with respect to ν, so that there exists a
function φ : G× IG,ν → C∗ defining a Gelfand model as above. Assume that both
of the following conditions hold:
(i) If ω ∈ IG,ν and g ∈ CG,ν(ω) ∩N , then φ(g, ω) = 1.
(ii) If ωN ∈ IG/N,ν for some ω ∈ G, then ω ∈ IG,ν .
Then the quotient group G/N has a GIM respect to ν.
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Proof. To prove the proposition we show that VNG,ν has a C-basis {Cω¯ : ω¯ ∈ IG/N,ν}
indexed by the generalized involutions in G/N , on which the action of G/N on VNG,ν
has the formula
(7.1) ρ(g¯)(Cω¯) = ψ(g¯, ω¯)Cg¯·ω¯·ν(g¯)−1 , for a function ψ : G/N × IG/N,ν → C
∗.
This suffices to show that G/N has a generalized involution model by [14, Lemma
2.1]. To this end, we define an operator Φ ∈ End(VG,ν) by
Φ =
1
|N |
∑
n∈N
ρ(n) ∈ End(VG,ν),
and for each ω ∈ IG,ν we let
CNω
def
= ΦCω ∈ VG,ν .
Since ρ(n)Φ = Φρ(n) = Φ for all n ∈ N , the elements CNω clearly belong to V
N
G,ν
for all ω ∈ IG,ν ; furthermore, they span the subspace VNG,ν since if v ∈ V
N
G,ν then
v = Φv, so as we can write v as a linear combination of the basis elements Cω, we
can do the same with the CNω ’s.
For all n ∈ N , we have
(7.2) φ(n, ω)CNn·ω·ν(n)−1 = Φ
(
φ(n, ω)Cn·ω·ν(n)−1
)
= Φρ(n)Cω = C
N
ω .
Thus if we let R be a set of representatives of the distinct N -orbits in IG,ν , then
the set {CNω : ω ∈ R} also spans V
N
G,ν. Each C
N
ω is a linear combination of the
vectors Cω′ for ω
′ in the N -orbit of ω. Therefore, to prove that {CNω : ω ∈ R}
is also linearly independent and hence a basis for VNG,ν it is enough to show that
CNω 6= 0 for all ω ∈ IG,ν . This follows since the coefficient of Cω in C
N
ω is
1
|N |
∑
g∈CG,ν(ω)∩N
φ(g, ω) =
|CG,ν(ω)|
|N |
6= 0
by condition (i).
Let s : IG,ν → R be the map which assigns ω′ ∈ IG,ν to the unique ω ∈ R in
the same N -orbit. Then ω′ and ω = s(ω′) also belong to the same left coset of N ,
since by definition
ω′ = n · ω · ν(n)−1 = ω · (ω−1nω) · ν(n)−1︸ ︷︷ ︸
∈N
for some n ∈ N.
By condition (ii), it follows that the map ωN 7→ s(ω) is a well-defined bijection
IG/N,ν →R, and so we may define CωN = C
N
s(ω) for ωN ∈ IG/N,ν. As noted above,
the elements CωN for ωN ∈ IG/N,ν form a basis for V
N
G,ν. Noting that Φ commutes
with ρ(g) for every g ∈ G and that CNω is equal by (7.2) to a nonzero constant times
CNs(ω) for each ω ∈ IG,ν , one checks that the action of G/N on the basis elements
CωN has the prescribed form (7.1), which completes our proof. 
The motivating application of this proposition is the following corollary, which
establishes part (1) of Theorem 1.6 in the introduction.
Corollary 7.2. If G(r, p, n) has a GIM and q is odd, then G(r, p, q, n) has a GIM.
In particular, if GCD(p, n) = 1 and q or n is odd, then G(r, p, q, n) has a GIM.
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Proof. Let G = G(r, p, n), take N to be the cyclic subgroup of order q generated
by cr/q ∈ G, and let τ ∈ Aut(G) be the usual automorphism (π, x) 7→ (π,−x).
Assume G has a GIM; by [14, Lemmas 5.1 and 5.2], this GIM may be defined with
respect to τ . We have
cir/q · ω · τ(c−ir/q) = c2ir/qω for ω ∈ IG,τ ,
and so cir/q ∈ CG,τ (ω) if and only if 2ir/q ≡ 0 (mod r). Since q is odd this is
equivalent to i being divisible by q, so CG,τ (ω) = {1} and condition (i) in Proposi-
tion 7.1 holds automatically. Condition (ii) likewise follows, from [7, Lemma 4.2],
so G/N = G(r, p, q, n) has a GIM.
To prove the second statement in the corollary suppose GCD(p, n) = 1. Then
G(r, p, n) has a GIM by Theorem 1.2 so G(r, p, q, n) has a GIM if q is odd. If q is
even but n is odd, then q′ def= q/2k is an odd integer for some positive integer k.
By Theorem 1.3 we then have G(r, p, q, n) ∼= G(r, p′, q′, n) where p′
def
= 2kp; since
GCD(p′, n) = 1 we likewise conclude that G(r, p, q, n) has a GIM. 
8. Conjugacy classes and characteristic subgroups
Here we prove a few miscellaneous results which will be of use in the next sections.
As usual we let r, p, q, n be positive integers with p and q dividing r and pq dividing
rn.
First, we define a “colored cycle decomposition” of an element g ∈ G(r, n) in
the following way. Recall that the support of a permutation π ∈ Sn, which we
denote supp(π), is the set of i ∈ [n] with π(i) 6= i. A cycle in Sn is a nontrivial
permutation which acts transitively on its support; i.e., an element of the form
(i1, i2, . . . , il) ∈ Sn with l ≥ 2. (Note we do not consider the identity to be a cycle.)
Call γ ∈ G(r, n) a colored cycle if either
(i) |γ| ∈ Sn is a cycle and zi(γ) = 0 for all i /∈ supp(|γ|);
(ii) |γ| = 1 and zi(γ) 6= 0 for exactly one index i ∈ [n].
We define the support of a colored cycle to be the set of i ∈ [n] such that either
i ∈ supp(|γ|) or zi(γ) 6= 0; we denote this set also as supp(γ). This definition
ensures that the following desirable property holds:
Lemma 8.1. Each g ∈ G(r, n) has a unique factorization as a product of disjoint
colored cycles; i.e., there is a unique set of colored cycles {γ1, . . . , γk} ⊂ G(r, n)
such that supp(γi) ∩ supp(γj) = ∅ for all i 6= j and g = γ1γ2 · · · γk.
Proof. The proof is a straightforward exercise left to the reader. 
Define the length of a colored cycle γ ∈ G(r, n) to be the size of its support.
Likewise define the color of the cycle γ ∈ G(r, n) to be the integer ∆(γ) ∈ Zr. Note
that while all cycles in Sn have length at least two, we allow colored cycles of any
positive integer length.
We now define a “splitting index” controlling how the G(r, n)-conjugacy class of
an element g decomposes into G(r, p, n)-conjugacy classes. First, given γ ∈ G(r, n)
a colored cycle of length l and color a, we define an integer
s(γ) ∈ ZGCD(a,l,r)
according to the following cases:
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• If |γ| = (i1, i2, . . . , il) is a cycle in Sn, then let
s(γ)
def
=
l∑
j=1
jzij (γ) ∈ ZGCD(a,l,r).
• If |γ| = 1 then we define s(γ)
def
= 0 ∈ Z1 = ZGCD(a,l,r).
This definition of s(γ) does not depend on the ordering of the cycle (i1, i2, . . . , il),
because if x1, x2, . . . , xl ∈ Z are any integers and a = x1 + x2 + · · · + xl, then we
have
(8.1)
l∑
j=1
jxj ≡
l∑
j=1
jxj+1 (mod GCD(a, l)), where we let xl+1
def
= x1.
In particular, one can check that the difference of the two sides of this congruence
is ±(a− lx1).
Expanding on this notation, we have the following definition.
Definition 8.2. Fix a positive divisor p of r and an element g ∈ G(r, p, n). Suppose
g factors as the product of the disjoint colored cycles γ1, γ2, . . . , γk ∈ G(r, n), where
γi has length li and color ai. We then let
dp(g)
def
= GCD(l1, l2, . . . , lk, a1, a2, . . . , ak, p)
and we define the pth splitting index of g to be
sp(g)
def
=
k∑
i=1
s(γi) ∈ Zdp(g).
Note that the right hand side makes sense since dp(g) divides GCD(li, ai, r) for each
i, and that sp(g) = 0 if g has any colored cycles of length one. As the sum has
no dependence on the labeling of the colored cycles γi, the splitting index sp(g) is
automatically well-defined.
Before describing the significant properties of this definition, first let us consider
an example.
Example 8.3. Let g = (σ, x) ∈ G(4, 4, 8) where
σ = (1, 2, 4, 7)(3, 5, 8, 6) ∈ S8 and x = (0, 1, 2, 2, 0, 2, 1, 0) ∈ (Z4)
8.
We then take γ1 = (e2 + 2e4 + e7, (1, 2, 4, 7)) and γ2 = (2e3 + 2e6, (3, 5, 8, 6)), giv-
ing a1 = a2 = 0 and dp(g) = 4 and
sp(g) = s(γ1) + s(γ2)
= (1 · 0 + 2 · 1 + 3 · 2 + 4 · 1) + (1 · 2 + 2 · 0 + 3 · 0 + 4 · 2)
= 2 ∈ Z4.
The following result indicates the utility of this notion of splitting index. In the
special case when GCD(p, n) ≤ 2, this proposition coincides with [8, Lemma 5.1].
Proposition 8.4. Let g, g′ ∈ G(r, p, n) and h ∈ G(r, n). The following properties
then hold:
(1) dp(h
−1gh) = dp(g).
(2) sp(h
−1gh) = sp(g) + ∆(h) ∈ Zdp(g).
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(3) The elements g and g′ are conjugate in G(r, p, n) if and only if they are
conjugate in G(r, n) and sp(g) = sp(g
′).
Proof. Throughout, we write γ1, . . . , γs for the colored cycles of g, where γi has
length li and color ai. Part (1) is an immediate consequence of the observation
that conjugating a colored cycle in G(r, n) preserves its length and color.
To prove part (2), note that if π ∈ Sn then the colored cycles of π−1gπ are
precisely π−1γiπ for i ∈ [s], and we have
supp(π−1γiπ) = π−1 (supp(γi)) and zπ−1(j)(π
−1γiπ) = zj(γi)
for each j ∈ [n]. It follows that s(γi) = s(π−1γiπ) for each i, whence sp(π−1gπ) =
sp(g). To prove sp(h
−1gh) = sp(g) + ∆(h) we may therefore assume |h| = 1. The
colored cycles of h−1gh are then h−1γih for i ∈ [s], and the support of h−1γih
coincides with that of γi. It is therefore enough to prove that if γ is an arbitrary
colored cycle in G(r, n) of length l and color a and |h| = 1, then
s(h−1γh) = s(γ) +
∑
j∈supp(γ)
zj(h) ∈ ZGCD(a,l,r).
If l = 1 then this equality holds vacuously, while if l > 1 so that |γ| = (i1, i2, . . . , il) ∈
Sn, then one has zij (h
−1γh) = zij (γ) + zij (h) − zij+1 (h) for each j ∈ [l] where we
define il+1
def
= i1. Thus
s(h−1γh) =
l∑
j=1
jzij (γ) +

 l∑
j=1
jzij (h)−
l∑
i=1
jzij+1(h)

 ∈ ZGCD(a,l,r).
On the right, the first term is just s(γ), while one computes that the parenthesized
sum is
∑
j∈supp(γ) zj(h)− lzi1(h) =
∑
j∈supp(γ) zj(h) ∈ ZGCD(a,l,r). Thus our claim
holds, and the second part follows.
Finally, to prove part (3) we note from part (2) that if g and g′ are conjugate
in G(r, p, n) then they have the same pth splitting index. Conversely, assume that
g′ = h−1gh and sp(g) = sp(g′). By part (2) we then have ∆(h) ≡ 0 (mod dp(g)), so
to show that g and g′ are conjugate in G(r, p, n) it suffices to produce an element
ξ ∈ G(r, n) which centralizes g and has ∆(ξ) ≡ dp(g) (mod p). In particular, for
such a ξ one would have ξjh ∈ G(r, p, n) for some j and also g′ = (ξjh)−1g(ξjh).
To construct ξ, let n1, . . . , ns,m1, . . . ,ms, k be integers such that
dp(g) = n1l1 + · · ·+ nsls +m1a1 + · · ·+msas + kp.
For each i ∈ [s] let ti ∈ G(r, n) be such that |ti| = 1 and zj(ti) = 1 if j ∈ supp(γi)
and zj(ti) = 0 otherwise. Now let ξ = t
n1
1 · · · t
ns
s γ
m1
1 · · · γ
ms
s . It is clear that ξ
centralizes g and that ∆(ξ) = n1l1+ · · ·+nsls+m1a1+ · · ·+msas ≡ dp(g) (mod p),
which completes our proof. 
Our proof of the following lemma provides one application of the preceding
proposition. Here, given an element g ∈ G(r, 1, q, n), we write Ad(g) for the auto-
morphism of G(r, p, q, n) defined by h 7→ ghg−1.
Lemma 8.5. Let g ∈ G(r, 1, q, n) such that Ad(g)(π) and π are conjugate in
G(r, p, q, n) for all π ∈ Sn. Then either
(i) Ad(g) = Ad(h) for some h ∈ G(r, p, q, n);
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(ii) Ad(g) = Ad(h) for some h ∈ G(r, p/2, q, n), and
r ≡ p ≡ q ≡ n ≡ 2i (mod 2i+1)
for an integer i > 0.
Proof. Without loss of generality we may assume g = ta for an integer a, since ele-
ments of this form represent the distinct left cosets of G(r, p, q, n) in G(r, 1, q, n). We
wish to show Ad(ta) = Ad(h) for an element h of eitherG(r, p, q, n) orG(r, p/2, q, n).
To this end, let π = (1, 2, . . . , n)−1 be the inverse of the standard n-cycle in
Sn. By hypothesis, π is then conjugate in G(r, p, n) to Ad(t
a)(π)c
kr
q for some k ∈
{1, . . . , q}. Since ∆ is a homomorphism and ∆(π) = 0, it follows that ∆(c
kr
q ) = 0
which implies q is a divisor of nk.
It is straightforward to compute, using the first part of the previous proposition,
that
dp(Ad(t
a)(π)c
kr
q ) = dp(πc
kr
q ) = dp(π) = GCD(p, n)
and that sp(Ad(t
a)(π)c
kr
q ) = a+ (n+1)nkr2q and sp(π) = 0. Part (3) of Proposition
8.4 therefore reduces to the congruence
(8.2) a+ (n+1)nkr2q ≡ 0 (mod GCD(p, n)).
We wish to deduce from this that either (i) a is a multiple of GCD(p, n) or that
(ii) r ≡ p ≡ q ≡ n ≡ 2i (mod 2i+1) for an integer i > 0. Since q divides both nk
and r and since p divides r, the integer (n+1)nkr2q is a multiple of GCD(p, n) if any
of the integers nk/q or n+ 1 or r/p or r/q are even. From the congruence (8.2), it
follows that (i) holds unless k and nk/q and n+ 1 and r/p and r/q are all odd, in
which case (ii) holds.
To complete the proof, we note that if a is a multiple of GCD(p, n), then there
exists an integer j such that a + jn is a multiple of p, in which case Ad(ta) =
Ad(h) for the element h = tacj ∈ G(r, p, q, n). On the other hand, if (ii) holds
then (n+1)nkr2q is a multiple of p/2, which is in turn a multiple of GCD(p/2, n) =
GCD(p, n)/2. In this case it follows from the congruence (8.2) that a is a multiple
of GCD(p/2, n), so there exists an integer j such that a + jn is a multiple of p/2,
and we have Ad(ta) = Ad(h) for the element h = tacj ∈ G(r, p/2, q, n). 
Switching topics briefly, we now prove a result which, while not strictly needed,
extends the scope of some of our proofs in the next section. Recall that a subgroup
H of a group G is characteristic if H is invariant under all automorphisms of G.
We note that if H is an abelian normal subgroup of G, then the image of H under
any automorphism of G is also abelian and normal. Therefore, if G has a unique
abelian normal subgroup H of a given size, then H is necessarily characteristic. We
will frequently appeal to this fact in the proof of the following.
Proposition 8.6. The diagonal subgroup N = N(r, p, q, n) is characteristic in
G = G(r, p, q, n) if and only if (r, p, q, n) is not one of the following twelve exceptions:
(2, 1, 1, 2) or (2, 2, 1, 2) or (2, 1, 2, 2) or
(4, 1, 2, 2) or (4, 2, 1, 2) or (4, 2, 2, 2) or (4, 2, 4, 2) or (4, 4, 2, 2) or
(3, 3, 1, 3) or (3, 3, 3, 3) or
(2, 2, 1, 4) or (2, 2, 2, 4).
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Proof. If r = 1 then N is trivial and if n = 1 then N = G. In either case N is
automatically characteristic, so assume r > 1 and n > 1. Since N is an abelian
normal subgroup of G, to show that N is characteristic, it suffices to show that
every other abelian normal subgroup of G contains fewer elements than N .
If n ≥ 5 then the only abelian normal subgroup of Sn is trivial, so every abelian
normal subgroup of G must be contained in N , since this is the kernel of the natural
surjection | · | : G→ Sn. Therefore N is characteristic.
Next, suppose n = 4. The symmetric group S4 has a unique nontrivial normal
abelian subgroup V given by the set
V = {1, σ2, σ3, σ4},
where σi is the unique fixed-point free involution in S4 with σi(1) = i. Suppose H
is an abelian normal subgroup of G not contained in N . The image of H under
| · | : G→ S4 must then be equal to V , and so if g, h ∈ H such that |g| = |h|, then
since H is abelian gh−1 must belong to the centralizer of V in N ; i.e., gh−1 belongs
to the subgroup
CN (V )
def
= {a ∈ N : ava−1 = v for all v ∈ V }.
In particular, this means that |H | ≤ |V ||CN (V )| = 4|CN (V )|. It is straightforward
to compute that
• CN (V ) = C(r, p, q, 4) if q is odd;
• CN (V ) = C(r, p, q, 4)×V ′ if q is even, where V ′ is the four-element subgroup
generated by (1, ( r2 ,
r
2 , 0, 0)) and (1, (
r
2 , 0,
r
2 , 0)) in N .
Thus, recalling that |C(r, p, q, n)| = rpqGCD(p, n), we have
|H | ≤ 4 · rpq ·GCD(p, 4) ·GCD(q, 2)
2.
The order ofN is r
4
pq , and this exceeds the right hand side of the preceding inequality
if (r, p, q) is not (4, 4, 4), (4, 4, 2), (2, 2, 2), (2, 1, 2), or (2, 2, 1). If we are not in any
of these five cases, consequently, it follows that N is the unique abelian normal
subgroup of G of order r
4
pq , and therefore characteristic. In the five excluded cases,
we have checked using the computer algebra systemMagma thatN is characteristic
if and only if (r, p, q) is (4, 4, 4), (4, 4, 2), or (2, 1, 2).
Next, let n = 3. The unique nontrivial abelian subgroup of S3 is the cyclic
group A of order 3 generated by either three cycle. It follows as in the previous
case that if H is an abelian normal subgroup of G not contained in N , then |H | ≤
|A||CN (A)| = 3|CN (A)|. Here, one computes that
• CN (A) = C(r, p, q, 3) if q is not divisible by three;
• CN (A) = C(r, p, q, 3)× A
′ if q is divisible by three, where A′ is the three-
element subgroup generated by (1, (0, r3 ,
2r
3 )) ∈ N .
Thus, an abelian normal subgroup H 6⊂ N has
|H | ≤ 3 · rpq ·GCD(p, 3) ·GCD(q, 3),
and it follows that N is the unique (hence characteristic) abelian normal subgroup
of order r
3
pq if (r, p, q) is not (3, 3, 3), (3, 1, 3), or (3, 3, 1). In the excluded cases,
moreover, N is characteristic in G if and only if (r, p, q) = (3, 1, 3).
Similarly, if n = 2 and H is an abelian normal subgroup of G not contained in
N , then the {|h| : h ∈ H} = S2 and |H | ≤ |S2||CN (S2)| = 2|CN(S2)|. Computing
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the centralizer of S2 in N is somewhat more complicated than in the previous cases,
but nevertheless one checks that if t = (1, e1) ∈ N and c = (1, e1 + e2) ∈ N then
• CN (S2) = C(r, p, q, 2) if q is odd;
• CN (S2) = C(r, p, q, 2) ∪ t
r/2 · C(r, p, q, 2) if q is even and r/p is even;
• CN (S2) = C(r, p, q, 2) ∪ cp/4tr/2 · C(r, p, q, 2) if q is even, r/p is odd, and p
is divisible by four;
• CN (S2) = C(r, p, q, 2) if q is even, r/p is odd, and p is not divisible by four;
In each case, the order of CN (S2) has order at most
r
pq ·GCD(p, 2) ·GCD(q, 2), and
so the order of any abelian normal subgroup H 6⊂ N satisfies the inequality
|H | ≤ 2 · rpq ·GCD(p, 2) ·GCD(q, 2).
It follows thatN is the unique abelian normal subgroup of order r
2
pq if r /∈ {2, 4, 6, 8}.
If r is one of these excluded values, one can checks (e.g., using Magma) that N is
characteristic in G if and only if r > 4 or (r, p, q) is (2, 2, 2), (4, 1, 1), (4, 1, 4), or
(4, 4, 1). 
9. Automorphisms of G(r, p, q, n)
This section contains a number of technical lemmas which together describe the
form of an arbitrary automorphism of G(r, p, q, n). Throughout we write si
def
=
(i, i+1) ∈ Sn for the simple transpositions in Sn and let s, t, c ∈ G(r, 1, q, n) denote
the elements
s
def
= (1, e1 − e2), t
def
= (1, e1), and c
def
= (1, e1 + e2 + · · ·+ en).
The elements s1, . . . , sn−1, s, tp then generate G(r, p, q, n); note that the central
element c coincides with the identity if r = q. As in Section 2 we let N(r, p, q, n)
denote the abelian normal subgroup of elements of the form (1, x) ∈ G(r, p, q, n).
We also define C(r, p, q, n) as the subgroup of G(r, p, q, n) consisting of elements
equal to ci for some i ∈ Z.
Our first proposition establishes the existence of a generic type of outer auto-
morphism of G(r, p, q, n). Recall here that Cq denotes the cyclic subgroup of scalar
matrices of order q in G(r, p, n), so that G(r, p, q, n) = G(r, p, n)/Cq.
Proposition 9.1. Assume n ≥ 3 and let d0 = GCD(p, q, n). Suppose j, k ∈ Zr
and z ∈ C(r, p, q, n) such that z2 = 1.
(1) The map αj,k,z : G(r, p, n)→ G(r, p, q, n) given by
αj,k,z(π, x) = z
ℓ(π)c
∆(x)
d0
k(π, jx), for (π, x) ∈ G(r, p, n),
is a well-defined homomorphism whose kernel contains Cq.
(2) The induced homomorphism αj,k,z : G(r, p, q, n) → G(r, p, q, n) is an auto-
morphism if and only if
(9.1) GCD(j, r) = GCD
(
n
d0
k + j, rnpq ,
r
q
)
= 1.
Proof. If q = 1 this is exactly [14, Lemma 4.2]. The right-hand side of the definition
of αj,k,z(π, x) does not depend on the representative of ∆(x) chosen modulo r be-
cause c
r
d0 is a power of c
r
q and hence equal to the identity in G(r, p, q, n). Similarly,
αj,k,z(π, x) is a well-defined element of G(r, p, q, n) because
∆
(
c
∆(x)
d0
k
)
= nd0∆(x)k
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is a multiple of ∆(x) and hence of p. We conclude that the map αj,k,z is well-defined,
and proving that it is a homomorphism is an easy exercise left to the reader.
In what follows we abbreviate by defining α = αj,k,z . We have kerα ⊃ Cq since
α(cr/q) = c
rn
d0q
k · cj
r
q = c(
n
d0
k+j) r
q = 1 ∈ G(r, p, q, n),
so α descends to a well-defined homomorphism α : G(r, p, q, n) → G(r, p, q, n).
Suppose α is an automorphism of G(r, p, q, n). Since n > 2 the element s has order
r in G(r, p, q, n), and so we have GCD(j, r) = 1 since α(s) = sj . On the other hand,
if i0
def
= pGCD(p,n) then c
i0 has order rpqGCD(p, n) in G(r, p, q, n) and generates the
subgroup C(r, p, q, n). The element
α(ci0 ) = c
( n
d0
k+j)i0 .
must also have order rpqGCD(p, n), and this occurs if and only if
GCD
(
n
d0
k + j, rpqGCD(n, p)
)
= GCD
(
n
d0
k + j, rnpq ,
r
q
)
= 1.
Hence if α is an automorphism then equation (9.1) holds. Furthermore, if (9.1)
holds then α restricts to an automorphism of C(r, p, q, n).
Conversely, suppose (9.1) holds. To show that α is an automorphism it is enough
to prove injectivity. If (π, x) ∈ ker(α) then we clearly have π = 1 and jx must be
of the form ja(e1 + · · · + en) for some a ∈ Zr. Since GCD(j, r) = 1, we have
x = a(e1 + · · · + en), and so (π, x) ∈ C(r, p, q, n). As we have already observed
that (9.1) implies that α restricts to an automorphism of C(r, p, q, n), we have
(π, x) = 1. 
We will also require the following construction of a certain exceptional automor-
phism of G(r, p, q, 4).
Proposition 9.2. Let r, p, q be positive integers with p and q dividing r and pq
dividing 4r. Assume in addition that
(i) q is even;
(ii) if r/p is odd, then r/q is even and 4rpq is odd.
Then there exists a unique automorphism φ of G(r, p, q, 4) with
(9.2)
φ(si) =
{
ti+2 · si if r/p is even,
ti+2 · si · c
r
2q if r/p is odd,
for i ∈ {1, 2, 3},
φ(x) = x for x ∈ N,
where tj = (1, ej)
r/2 ∈ N(r, p, q, 4) for j ∈ {1, 2, 3, 4}, and where the indices are
taken modulo 4 (so that t5 = t1).
Proof. Let G = G(r, p, q, 4) and N = N(r, p, q, 4). To show that our formula for
φ(si) is a well-defined element of G it is enough to check that
r
2 is multiple of p if
r/p is even and that r2 +
4r
2q is a multiple of p if r/p is odd. The first assertion is
immediate, and the second follows by assumption (ii) since r2 +
4r
2q =
(
r
p +
4r
pq
)
p
2 .
We now show that φ extends to a homomorphism when r/p is even; the case
when r/p is odd follows similarly. To this end, we claim that the formula si 7→ ti+2si
defines a homomorphism φ : S4 → G. It is straightforward to check that the images
of the generators s1, s2, s3 ∈ S4 satisfy the relevant Coxeter relations, after noting
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that t1t2 = t3t4 since q is even and observing that tj and si commute unless j = i+ǫ
for some ǫ ∈ {0, 1}, in which case case ti+ǫsi = siti+1−ǫ.
Now, every g ∈ G can be written uniquely as g = σ · x = (σ, x) with x ∈ N and
σ ∈ S4, and one checks that the formula σ ·x 7→ φ(σ) ·x defines an endomorphism of
G, using the fact that φ(si)xφ(si)
−1 = sixs−1i for all x ∈ N , whence φ(σ)xφ(σ)
−1 =
σxσ−1 for all σ ∈ S4 and x ∈ N . This endomorphism is clearly injective and is
therefore an automorphism. 
For the duration of this section we write G = G(r, p, q, n) and N = N(r, p, q, n)
where r, p, q, n are fixed positive integers with p and q dividing r and pq dividing rn.
In the following lemma, recall that | · | : G → Sn denotes the standard projection
map (π, x) 7→ π.
Lemma 9.3. Let ν ∈ Aut(G) with ν(N) = N and define ν¯ : Sn → Sn as the map
ν¯(π) = |ν(π, 0)| for π ∈ Sn.
The following properties then hold:
(1) The map ν¯ is an automorphism of Sn.
(2) The automorphism ν¯ ∈ Aut(Sn) is inner if (r, p, q, n) 6= (1, 1, 1, 6).
Proof. The map ν¯ is automatically a homomorphism Sn → Sn. It is injective (and
hence an automorphism) since ν(g) ∈ N if and only if g ∈ N .
Since Sn has no outer automorphisms if n 6= 6, to prove the lemma it suffices
to assume that n = 6 and that ν¯ is not inner, and argue that r = p = q = 1.
In this case, the image of the 2-cycle (1, 2) ∈ S6 under ν¯ is necessarily a prod-
uct of three disjoint 2-cycles (i1, i2)(i3, i4)(i5, i6), as S6 has only one nontrivial
coset of outer automorphisms. Since ν(N) = N , the centralizers CN ((1, 2)) and
CN ((i1, i2)(i3, i4)(i5, i6)) have the same order (the first subgroup is the image of
the second under ν). On the other hand, one computes that the first group has r
5
pq
elements, while the second has either 2 r
3
pq elements (if p and q are both even but
r/2 is odd) or r
3
pq · GCD(p, 2) · GCD(q, 2) elements (in all other cases). As these
numbers are equal, we must have r = p = q = 1. 
We say that an automorphism ν ∈ Aut(G) preserves the projection to Sn if for
all (π, x) ∈ G there exists y ∈ Znr such that ν(π, x) = (π, y). As we see in our next
lemma, this property places strong conditions on the form of ν.
Lemma 9.4. Assume n ≥ 3 and suppose ν ∈ Aut(G) is an automorphism that
preserves the projection to Sn. Then there exists z ∈ C(r, p, q, n) with z2 = 1 and
integers a1, a2, . . . , an−1 such that
φ ◦ ν(si) = z (si, aiei − aiei+1) , for all i ∈ [n− 1],
where either
(i) φ is the identity automorphism;
(ii) φ is defined as in Equation (9.2), in the case that n = 4 and (r, p, q) satisfy
the hypotheses of Proposition 9.2.
Proof. Because the elements s1, s2, . . . , sn−1 are all conjugate in G, it is enough to
show that the lemma holds for i = 1. We write ν(si) = (si, xi,1e1 + · · · + xi,nen)
and proceed as follows.
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For each j ∈ {3, 4, . . . , n− 1}, we have (ν(sj)ν(s1))
2
= 1 which means that
(xj,1 − xj,2)(e1 − e2) + (x1,j+1 − x1,j)(ej − ej+1) ∈ Zr-span
{
r
q (e1 + · · ·+ en)
}
.
If n ≥ 5 then this containment implies x1,j ≡ x1,j+1 (mod r) for each 2 < j < n
since then {1, 2, j, j + 1} 6= {1, 2, . . . , n}. If n = 4, alternatively, then we are only
able to deduce that a
def
= x1,3 − x1,4 is a multiple of r/q and that 2a is multiple of
r. These observations show that for any n ≥ 3 one of the following holds:
(a) x1,3 = x1,4 = · · · = x1,n;
(b) x1,3 = x1,4 +
r
2 and n = 4 and q is even.
In either case, since s21 = 1, there exists an integer k such that x1,1+x1,2 ≡ 2x1,3 ≡
k rq (mod r). We may assume that x1,3 ∈ {0, 1, . . . ,
r
q − 1}, and so either
• k = 0 and x1,1 + x1,2 = 0 and x1,3 = 0;
• k = 1 and x1,1 + x1,2 =
r
q and x1,3 =
r
2q and
r
q is even.
If we are in case (a), then k = 0 implies that ν(s1) = (s1, a1e1−a1e2) for a1 = x1,1,
while k = 1 implies that ν(s1) = z(s1, a1e1 − a1e2) for a1 = x1,1 −
r
2q and z = c
r
2q .
On the other hand, suppose we are in case (b). Then k = 0 implies that rp is
even (since in this case r2 must be a multiple of p) while k = 1 implies that
2r
q +
r
2
is a multiple of p (as otherwise ν(s1) would not belong to G), in which case
4r
pq +
r
p
is even and 4rpq and
r
p have the same parity. In either situation (r, p, q) satisfy the
hypotheses of Proposition 9.2 so we may define φ by (9.2). One then checks that
if k = 0 then φ ◦ ν(s1) = (s1, a1e1 − a1e2) for a1 = x1,1 +
r
2 while if k = 1 then
φ ◦ ν(s1) = z(s1, a1e1 − a1e2) for a1 = x1,1 +
r
2 −
r
2q and z = c
r
2q .
In all cases ν(s1) has the desired form, which suffices to prove the lemma. 
Our final result in this section gives an explicit form for all automorphisms of
G = G(r, p, q, n) which preserve the normal subgroup N = N(r, p, q, n).
Theorem 9.5. Let n ≥ 3 and assume (r, p, q, n) 6= (1, 1, 1, 6). If ν ∈ Aut(G) is an
automorphism such that ν(N) = N , then
ν = Ad(g) ◦ φ ◦ αj,k,z
for some g ∈ G(r, 1, q, n) and some j, k, z as in Proposition 9.1, where either
(i) φ is the identity automorphism;
(ii) φ is defined as in Equation (9.2), in the case that n = 4 and (r, p, q) satisfy
the hypotheses of Proposition 9.2.
Remark. In fact, every automorphism of G(r, p, q, n) has the form given in this
theorem, provided (r, p, q, n) is not (1, 1, 1, 6) or one of the twelve exceptions in
Proposition 8.6.
In proving this theorem, it will be useful to note that if j, k, z are as in Proposition
9.1 then the images of the generators s1, . . . , sn−1, s, tp ∈ G(r, p, q, n) under the
automorphism αj,k,z are as follows:
(9.3) αj,k,z(s) = s
j , αj,k,z(t
p) = ckp/d0 · tjp, and αj,k,z(si) = zsi.
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Proof. We mimic the proof of [14, Lemma 4.4]. Since ν(N) = N , Lemma 9.3
implies the automorphism ν¯ : Sn → Sn is inner. Hence there exists w ∈ Sn such
that Ad(w−1) ◦ ν preserves the projection to Sn, so by Lemma 9.4 we have
ν = Ad(w) ◦ φ ◦ ν′
where φ is either the identity or the automorphism in Proposition 9.2 and where
ν′ ∈ Aut(G) satisfies
ν′(si) = z (si, aiei − aiei+1) , for all i ∈ [n− 1],
for some z ∈ C(r, p, q, n) with z2 = 1 and some integers a1, a2, . . . , an−1.
Now, as in the proof of [14, Lemma 4.4], one can check that for the element
y =
(∑n
i=1
∑n
j=i ajei, 1
)
∈ G(r, 1, q, n)
one has y−1 · ν′(si) · y = zsi for each i ∈ {1, 2, . . . , n − 1}. Therefore, if we let
µ = Ad(y−1) ◦ ν′ ∈ Aut(G) then
ν = Ad(w) ◦ φ ◦Ad(y) ◦ µ = Ad (w · φ(y)) ◦ φ ◦ µ
and µ(si) = zsi for all i. To complete our proof it suffices to show that µ = αj,k,z
for some integers j, k. Since µ already agrees with αj,k,z on s1, . . . , sn−1, we need
only show that the images of the remaining generators s and tp under µ have the
same form as (9.3).
To this end, first note that since N is normal in G and ν(N) = φ(N) = N , we
have µ(N) = N . For some integers xi we may therefore write µ(s) = (1, x1e1 +
· · ·+ xnen). It is straightforward to work out that since s1ss1 = s−1 and sjssj = s
for each j ∈ {3, 4, . . . , n− 1}, we have
x1 + x2 ≡ 2x3 ≡ k
r
q (mod r) and x3 ≡ x4 ≡ · · · ≡ xn (mod r)
for some integer k. It follows that
µ(s) = z′sj , for some z′ ∈ C(r, p, q, n) with (z′)2 = 1 and some integer j.
In particular, one can take j = x1 − x3 and z
′ = cx3 . Applying µ to both sides of
the identity s1s = (s2ss2)
−1 · s1 · (s2ss2) shows that in fact we must have z′ = 1.
In a similar way, since sjt
psj = t
p for each j ∈ {2, 3, . . . , n− 1}, we must have
µ(tp) = z′′(tp)j
′
, for some z′′ ∈ C(r, p, q, n) and some integer j′.
Applying µ to both sides of sp = tp · s1 · t−p · s1 shows that sjp = sj
′p. Since n ≥ 3
it follows that j − j′ is a multiple of r/p, so tjp = tj
′p and we may assume j = j′.
On the other hand, since tp has order r/p in G, we must have z′′ = ck for some
integer k such that
• nk is a multiple of p (this is equivalent to z′′ · tjp ∈ G);
• rk/p is a multiple of r/q (this is equivalent to (z′′)r/p = 1).
These conditions imply that k is a multiple of both p/GCD(p, n) and p/GCD(p, q),
which means precisely that k is a multiple of p/d0 where d0 = GCD(p, q, n).
We have thus shown that there are integers j, k with k a multiple of p/d0 such
that µ(s) = sj and µ(tp) = ck · tjp. Hence the images of s and tp under µ have the
form (9.3) which is what we needed to prove. 
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10. Applications
In this penultimate section we employ the preceding results to prove the remain-
ing parts of Theorem 1.6 in the introduction. As usual we let r, p, q, n be positive
integers with p and q dividing r and pq dividing rn. We also continue to write τ for
our standard automorphism (π, x) 7→ (π,−x) of G(r, p, q, n). Observe that in terms
of the automorphisms αj,k,z in Proposition 9.1, we have τ = α−1,0,1 and 1 = α1,0,1.
Lemma 10.1. Let n ≥ 3 and write G = G(r, p, q, n). Fix ǫ ∈ {−1, 1} and suppose
ν ∈ Aut(G) such that the elements ν(h) and hǫ are conjugate in G for all h ∈ G.
(1) For some g ∈ G(r, 1, q, n) and some α ∈ {1, τ}, we have ν = Ad(g) ◦ α.
(2) If ǫ = 1 and (r, p, q, n) is not one of the two exceptions
(4, 2, 4, 4) or (4, 4, 4, 4),
then α = 1.
(3) If ǫ = −1 and (r, p, q, n) is not one of the six exceptions
(3, 3, 3, 3) or (6, 3, 3, 3) or (6, 3, 6, 3) or (6, 6, 3, 3) or
(4, 2, 4, 4) or (4, 4, 4, 4),
then α = τ .
Proof. We may assume (r, p, q, n) is not (1, 1, 1, 6), since the lemma holds in this
case as every conjugacy class-preserving automorphism of S6 is inner. Since N
is a normal subgroup, we must have ν(N) = N , so by Theorem 9.5 we know that
ν = Ad(g)◦φ◦αj,k,z for some g ∈ G(r, 1, q, n) and some j, k, z as in Proposition 9.1,
where φ is either trivial or the automorphism in Proposition 9.2. After composing
ν with an inner automorphism, we may further assume g = ti for an integer i.
Our next reduction is to note that even if n = 4 and the conditions of Proposition
9.2 hold, then we still must have φ = 1. For if φ is the automorphism in Proposition
9.2 then our hypothesis that ν(h) and hǫ are conjugate for all h ∈ G fails for the
element h = s3 ∈ S4 ⊂ G. In detail, if φ 6= 1 then, since we assume g = ti, we have
ν(s3) = c
j · tr/2 · s3 for some integer j, which is never conjugate to (s3)
−1 = s3.
Letting α = αj,k,z , we thus have ν = Ad(t
i) ◦ α. Our next step is to show that
α is either the identity automorphism or τ . To this end we note that ν coincides
with α on N since Ad(ti) fixes N pointwise, so we have ν(s) = sj . The elements s
and s−1 are conjugate, and their conjugacy class in G consists of all elements equal
to (ei1 − ei2 , 1) for two distinct integers i1, i2 ∈ {1, 2, . . . , n}. Therefore, for some
i1 6= i2 we must have
(10.1) je1 − je2 − ei1 + ei2 ∈ Zr-span
{
r
q (e1 + e2 + · · ·+ en)
}
.
When n ≥ 5 this is clearly only possible if the left expression is zero, which can
occur only if j ≡ ±1 (mod r). On the other hand, one can check that if n ∈ {3, 4}
then the given containment still holds only if j ≡ ±1 (mod r), so j ≡ ±1 (mod r)
in all cases.
Similarly, we observe that ν(s2) = α(s2) = zs2; recall that z is an element of
C(r, p, q, n) with z2 = 1. The conjugacy class of s−12 = s2 in G consists of all
elements of the form ((i1, i2), xei1 − xei2) where x ∈ Zr and i1, i2 ∈ {1, 2, . . . , n}
are distinct. We can have zs2 = ((i1, i2), xei1 − xei2) for some such x, i1, i2 only if
xei1 − xei2 belongs to the right hand side of (10.1), which is possible since n ≥ 3
only if x = 0 and z = 1.
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Finally, we claim that we may assume k = 0. If p = r then we always have
αj,k,z = αj,0,z since G is generated by s and s1, . . . , sn−1 and the images of these
generators under α have no dependence on k. On the other hand, if p < r then
ν(tp) =
(
1, kpd0 (1, e1 + e2 + · · ·+ en) + jpe1
)
where d0 = GCD(p, q, n),
while the conjugacy class of (tp)±1 in G consists of all elements equal to (1,±pei)
for some i ∈ {1, 2, . . . , n}. It is evident that an element of the form (1,±pei) can
only be equal to ν(tp) in G if kpd0 is a multiple of
r
q , and in this case we again have
αj,k,z = αj,0,z, so our claim follows.
We have thus shown that either α = α1,0,1 = 1 or α = α−1,0,1 = τ , which
proves part (a). To prove part (2), we should assume ǫ = 1 but α = τ 6= 1, and
argue that (r, p, q, n) is one of the two listed exceptions. Likewise, to prove part
(3), we should assume ǫ = −1 but α = 1 6= τ , and argue that (r, p, q, n) is one
of the six listed exceptions. In the case that either of these pairs of assumptions
holds, then necessarily r ≥ 3, as otherwise τ = 1, and we have ν(h) = h−ǫ for
all h ∈ N , so every element of the diagonal subgroup N = N(r, p, q, n) must be
conjugate to its inverse in G. We now show that these conditions hold only for a
small number of quadruples (r, p, q, n). Given this short of list of possibilities, it
is a straightforward calculation (which we have carried out in Magma) to check
that only in the exceptional cases listed in parts (2) and (3) are Ad(ti) ◦ τ(h) and
h always conjugate or Ad(ti)(h) and h−1 always conjugate.
To this end, assume r ≥ 3 and that each h ∈ N is conjugate to h−1 in G.
Consider the element h = (1, e1 − 2e2 + e3) ∈ N . The conjugacy class of h−1 in G
consists of all elements of the form (1,−ei1 +2ei2 − ei3) where i1, i2, i3 are distinct
elements of {1, 2, . . . , n}. As h is conjugate to h−1 in G, for some choice of distinct
indices i1, i2, i3 we must have
(10.2) e1 − 2e2 + e3 + ei1 − 2ei2 + ei3 ∈ Zr-span
{
r
q (e1 + e2 + · · ·+ en)
}
.
Since r ≥ 3, this containment is impossible for n > 6. When n ∈ {3, 4, 5, 6}, it is a
routine but tedious exercise to determine, from the finite list of expressions which
can occur as the right hand side of (10.2), which values of r, p, q allow (10.2) to
hold. In particular, one finds that (10.2) holds only in the following cases:
• n = 3 and r ∈ {3, 6} and r/q ∈ {1, 2}.
• n = 4 and r = 4 and q ∈ {2, 4}.
• n = 5 and r = q = 5.
• n = 6 and r = q = 3.
The exceptions given in parts (2) and (3) be one of these cases. As mentioned
above, determining precisely which exceptions apply in each case is then a finite
calculation, which is straightforward to carry out in a computer algebra system. 
Marin and Michel [15, Proposition 3.1] prove that the complex reflection groups
G(r, p, n) have no class-preserving outer automorphisms. (This is equivalent to
the statement the the outer automorphism group of G(r, p, n) acts faithfully on
Irr(G(r, p, n)), which is what the cited proposition in fact asserts.) As is clear from
Lemma 2.4, this property significantly simplifies the problem of classifying which
finite complete reflection groups have GIMs.
By contrast, the groups G(r, p, q, n) can have class-preserving outer automor-
phisms: the automorphism Ad(t2) of G(4, 4, 4, 4) provides one example. We can
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show, however, that such automorphisms only exist in a limited number of cases,
and are almost always nearly inner.
Proposition 10.2. The group G(r, p, q, n) possesses a class-preserving outer au-
tomorphism only if (r, p, q, n) = (4, 2, 4, 4) or if n > 2 and r ≡ p ≡ q ≡ n ≡
2i (mod 2i+1) for an integer i > 0. In these cases, provided (r, p, q, n) is not
(4, 2, 4, 4) or (4, 4, 4, 4), all class-preserving outer automorphisms are induced by
inner automorphisms of G(r, 1, q, n).
Remark. Our familiar automorphism τ : (π, x) 7→ (π,−x) provides a class-preserving
outer automorphism of the groups G(4, 2, 4, 4) and G(4, 4, 4, 4) which is not induced
by an inner automorphism of G(4, 1, 4, 4).
Proof. The proposition holds if n = 1 since only the identity automorphism of an
abelian group is class-preserving. The result follows from Lemma 6.2 when n = 2
and from Lemmas 8.5 and 10.1 when n ≥ 3. 
This proposition enables us to adapt several arguments in [14] to prove the
following result, which establishes part (2) of Theorem 1.6.
Proposition 10.3. Assume n > 2 and GCD(p, n) = 2. If q is odd, then G(r, p, q, n)
does not have a generalized involution model.
Proof. When q = 1 the proposition coincides with [14, Lemmas 5.4 and 5.6]. The
arguments used to prove those results may be applied essentially without changes
(once we incorporate a few facts proved in the present work) to the more general
situation of this proposition. We summarize the details as follows.
Assume n > 2 and GCD(p, n) = 2 and q is odd, and write G = G(r, p, q, n).
Note that r, p, and n are then all even. By Proposition 10.2, G has no class-
preserving outer automorphisms, so by Lemma 2.4, to show that G has no GIMs at
all it suffices to show that G has no GIMs with respect to our usual automorphism
τ : (π, x) 7→ (π,−x).
Assume r/p is even. Since q is odd and n is even, cr/2 is a nontrivial element
of G. Furthermore, one can show as in [14, Lemma 5.4] that cr/2 belongs to the
commutator subgroup of the τ -twisted centralizer of every generalized involution
ω ∈ IG,τ . (It is not hard to see that if this holds for q = 1 then it holds for
any odd q.) It follows as in the proof of [14, Lemma 5.4] that G can have no
GIM with respect to τ , since the induced character of G corresponding to any such
model would contain cr/2 in its kernel, contradicting the fact that the kernel of∑
ψ∈Irr(G) ψ is {1}.
Alternatively assume r/p is odd. The following facts then hold as in the proof
of [14, Lemma 5.6]:
• The generalized involutions 1 and ω
def
= (1, (1,−1, 1,−1, . . . , 1,−1)) belong
to disjoint τ -twisted conjugacy classes in G (in particular, ω 6= 1).
• The twisted centralizer CG,τ (1) is generated by s1, s2, . . . , sn−1 ∈ Sn to-
gether with sr/2 = (1, r2 (e1 − e2)) ∈ N(r, p, q, n), and is isomorphic to the
complex reflection group G(2, 2, n).
• Since we have z−1 · ω · τ(z) = c−1 ∈ C(r, p, q, n) for the element z def=
(1, (1, 0, 1, 0 . . . , 1, 0)) ∈ N(r, 1, q, n), the automorphism Ad(z) of G induces
an isomorphism CG,τ (1)
∼
−→ CG,τ (ω).
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Checking each of these claims is straightforward using our assumptions on r, p, q, n.
From these properties−in particular from the fact that any representative list
of τ -twisted centralizers in G includes two conjugate subgroups isomorphic to
G(2, 2, n)−it follows by results of Baddeley [4], exactly as in the proof of [14, Lemma
5.6], that G has no generalized involution models. 
Finally, by applying part (c) of Lemma 10.1, we may prove the following theorem
establishing the remaining parts (3)-(5) of Theorem 1.6 in the introduction.
Theorem 10.4. Let r, p, q, n be positive integers with p and q dividing r and pq
dividing rn, and let G = G(r, p, q, n).
(1) If GCD(p, n) = 3 then G has a GIM if and only if (r, p, q, n) is
(3, 3, 3, 3) or (6, 3, 3, 3) or (6, 6, 3, 3) or (6, 3, 6, 3).
(2) If GCD(p, n) = 4 then G has a GIM only if r ≡ p ≡ q ≡ n ≡ 4 (mod 8).
(3) If GCD(p, n) ≥ 5 then G does not have a GIM.
Remark. Observe that case (2) asserts a necessary but not sufficient condition. It
remains an open problem to determine whether G has a GIM when GCD(p, n) = 4
and r ≡ p ≡ q ≡ n ≡ 4 (mod 8). Calculations show that G(4, 4, 4, 4) has a GIM
but G(12, 4, 4, 4) and G(12, 4, 12, 4) ∼= G(12, 12, 4, 4) do not.
Proof. Computer calculations show that our assertions (1)-(3) hold if (r, p, q, n) is
one of the exceptions listed in Lemma 10.1. We may therefore assume that (r, p, q, n)
is not one of these cases. Since (1)-(3) do not apply unless GCD(p, n) ≥ 3, we may
also assume that n ≥ 3.
Let G = G(r, p, q, n), and suppose that G has a GIM with respect to ν ∈ Aut(G),
so that ∑
ψ∈Irr(G)
ψ(1) = |IG,ν |.
By [5, Proposition 2], the elements ν(h) and h−1 are then conjugate in G for all
h ∈ G, so by Lemma 10.1 we must have ν = Ad(g) ◦ τ for some g ∈ G(r, 1, q, n).
The idea of the rest of the proof is now simple: we just show that |IG,ν | ≤ |IG,τ |,
and then apply Theorem 2.3.
Heading in this direction, let H = {ωg : ω ∈ G} denote the right coset of G
in G(r, 1, q, n) containing g. Since ω ∈ G satisfies ω · ν(ω) = 1 if and only if
(ωg) · τ(ωg) = g · τ(g), we then have
|IG,ν | = |{h ∈ H : h · τ(h) = g · τ(g)}|.
The element g · τ(g) belongs to the normal subgroup N = N(r, p, q, n) as a conse-
quence of the following argument. Since τ is an involution, τ ◦Ad(g)◦τ = Ad(τ(g)).
Since ν = Ad(g) ◦ τ is also an involution, Ad (g · τ(g)) = ν2 = 1, so g · τ(g) belongs
to the center of G. As n ≥ 3, this implies g · τ(g) ∈ N as claimed.
For each π ∈ Sn, let Xπ denote the set of h ∈ H with |h| = π and h·τ(h) = g·τ(g),
so that |IG,ν | =
∑
π∈Sn |Xπ|. If we write h ∈ Xπ in the form h = (π, x) then by
definition
(π2, π−1(x)− x) = g · τ(g).
Since the right hand side of this equation lies in N , we must have π2 = 1. Therefore
if (π, x), (π, y) ∈ Xπ then (π, x−y) ∈ IG,τ , since automatically (π, x−y) ∈ G as we
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have
∑
i xi ≡
∑
i yi ≡ ∆(g) (mod p). In light of this observation, there is evidently
an injective map
⋃
π∈Sn Xπ → IG,τ , and so∑
ψ∈Irr(G)
ψ(1) = |IG,ν | =
∑
π∈Sn
|Xπ| ≤ |IG,τ |.
By Theorem 2.3, this inequality holds only if it is an equality and either GCD(p, n) ≤
2 or GCD(p, n) = 4 and r ≡ p ≡ q ≡ n ≡ 4 (mod 8). Since we have assumed that
(r, p, q, n) is not one of the exceptions in (1), this completes our proof. 
11. Conjectures
The preceding results leave us with only a partial solution to the problem of
determining which of the groups G(r, p, q, n) haves GIMs. We close with some
conjectures as to what a complete classification might look like. To explain our
intuition behind these, we require briefly some additional terminology; as usual,
continue to let r, p, q, n be positive integers with p and q dividing r and pq dividing
rn.
The irreducible representations of G = G(r, p, q, n) are obtained from those of
G′ = G(r, 1, q, n) in the following way. Choose an irreducible representation ρ of
G′. The restriction ResG
′
G (ρ) is then the multiplicity-free sum of k non-isomorphic
irreducible representations ρ1, ρ2, . . . , ρk of G. If k > 1 then we say that each of
the irreducible representations ρi is split. This notion is well-defined and depends
only on the isomorphism class of ρi, because if ρ and ρ
′ are two irreducible rep-
resentations of G′ then ResG
′
G (ρ) and Res
G′
G (ρ
′) are either isomorphic or have no
isomorphic irreducible subrepresentations. (This follows by Clifford theory since
G ⊳ G′ and G′/G is cyclic; see [16, §6A].)
We can say precisely when split representations (i.e., irreducible representations
which are split) of G exist.
Proposition 11.1. The group G(r, p, q, n) has no split representations if and only
if (i) GCD(p, n) = 1 or (ii) GCD(p, n) = 2 and r ≡ p ≡ q ≡ n ≡ 2 (mod 4).
Proof. The following facts can be found in [6, §6]. The irreducible representations
of G(r, 1, q, n) are indexed by r-tuples of integer partitions (λ0, λ1, . . . , λr−1) such
that
∑
i |λi| = n and such that
∑
i i|λi| is divisible by q. The representation
corresponding to such an r-tuple splits into more than one irreducible representation
when restricted to G(r, p, q, n) if and only if λi = λi+r/d for all i (where the indices
are considered modulo r) for some divisor d > 1 of p. Assume this condition holds
for some d; it then follows that d divides GCD(p, n) since
n =
∑
0≤i<r
|λi| = d
∑
0≤i<r/d
|λi|.
It follows immediately that G has no split representations if GCD(p, n) = 1.
Assume GCD(p, n) = 2 and that the representation of G(r, 1, q, n) indexed by
(λ0, λ1, . . . , λr−1) splits in G. We must then have λi = λi+r/2 for all i, so∑
0≤i<r
i|λi| =
∑
0≤i<r/2
(2i+ r2 )|λi| ≡
r
2
∑
0≤i<r/2
|λi| ≡
rn
4 (mod 2).
Since q divides the left-most expression, we cannot have r ≡ p ≡ q ≡ n ≡ 2 (mod 4)
as this would imply that the even number q divides an odd number. Thus also in
case (ii) G has no split representations.
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Assume now that GCD(p, n) ≥ 2. We wish to construct a split representation of
G, so let d > 1 be a prime divisor of GCD(p, n). The r-tuple of trivial partitions
(λ0, λ1, . . . , λr−1) = (nd , ∅, . . . , ∅︸ ︷︷ ︸
r/d
, nd , ∅, . . . , ∅︸ ︷︷ ︸
r/d
, . . . , nd , ∅, . . . , ∅︸ ︷︷ ︸
r/d
).
indexes a split representation if d is odd, or if d = 2 and either n/2 is even or q is
odd or r/q is even, since then
∑
0≤i<r i|λi| =
rn(d−1)
2d is divisible by q.
Suppose we are in the remaining case that GCD(p, n) is a nontrivial power of 2
and d = 2, while n/2 is odd and q is even and r/q is odd. Then rn4 ≡
q
2 (mod q),
and if q/2 is even the r-tuple of trivial partitions
(λ0, λ1, . . . , λr−1) = (n2 −
q
4 ,
q
4 , ∅, . . . , ∅︸ ︷︷ ︸
r/2
, n2 −
q
4 ,
q
4 , ∅, . . . , ∅︸ ︷︷ ︸
r/2
)
indexes a split representation since
∑
0≤i<r i|λi| =
nr
4 +
q
2 is divisible by q. This
completes our proof because if q/2 is odd then, since n/2 and r/q are odd while p
is an even divisor of rn/q, we must have r ≡ p ≡ q ≡ n ≡ 2 (mod 4) and in turn
GCD(p, n) = 2, and we have already considered this case. 
Following [7], we say that a generalized involution of G(r, p, q, n) with respect to
the inverse transpose automorphism τ : (π, x) 7→ (π,−x) is an absolute involution.
One checks that an element ω ∈ G(r, p, q, n) is an absolute involution if and only
if (i) its preimages in G(r, p, 1, n) are all symmetric matrices or (ii) its preimages
in G(r, p, 1, n) are all antisymmetric matrices and q is even. We say that ω is
symmetric or antisymmetric according to these cases. In analogy with the preceding
proposition, we have this statement.
Proposition 11.2. The group G(r, p, q, n) has no antisymmetric absolute involu-
tions if and only if (i) q is odd or (ii) n is odd or (iii) r ≡ p ≡ q ≡ n ≡ 2 (mod 4).
Proof. Clearly G = G(r, p, q, n) has no antisymmetric absolute involutions if n or q
is odd, so assume both are even. If r, p, q, n are not all ≡ 2 (mod 4) then either p
is odd or 4 divides r or 4 divides n. In each of these cases we can find an integer a
such that 2a+ rn4 is divisible by p, and the element (π, x) ∈ G with
π = (1, 2)(3, 4) . . . (n− 1, n) ∈ Sn and x = (a, a+
r
2 , 0,
r
2 , . . . , 0,
r
2 ) ∈ (Zr)
n
is then an antisymmetric absolute involution. On the other hand, if r ≡ p ≡ q ≡
n ≡ 2 (mod 4) then 2a+ rn4 is never a multiple of p, and it is straightforward to check
that this implies that no absolute involution of G(r, p, q, n) is antisymmetric. 
Combining the preceding two results gives us this corollary.
Corollary 11.3. The group G(r, p, q, n) has no split representations and no anti-
symmetric absolute involutions if and only if one of the following conditions holds:
• GCD(p, n) = 1 and q or n is odd;
• GCD(p, n) = 2 and r ≡ p ≡ q ≡ n ≡ 2 (mod 4).
We have already shown that G(r, p, q, n) has a GIM if GCD(p, n) = 1 and q or
n is odd. The preceding corollary provides something of an explanation for this
phenomenon, and so it seems reasonable to conjecture the following statement.
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Conjecture 11.4. G(r, p, q, n) has a GIM if it has no split representations and no
antisymmetric absolute involutions (i.e., if one of the conditions in Corollary 11.3
holds.)
Computer calculations show that this is at least true in the interesting case
(r, p, q, n) = (2, 2, 2, 6). There is however another plausible conjecture which may
explain the fact that G(2, 2, 2, 6) has a GIM. Recall that G(r, p, q, n) is self-dual if
G(r, p, q, n) ∼= G(r, q, p, n). A necessary condition for the group G(r, p, q, n) to have
a generalized involution model (with respect to τ) is that the number of its absolute
involutions equal the sum of the degrees of its irreducible characters. By Theorem
2.3, this occurs if and only if
GCD(p, n) ≤ 2 or GCD(p, n) = 4 and r ≡ p ≡ q ≡ n ≡ 4 (mod 8).
Based on Theorems 1.2 and 1.5, it might seem natural to conjecture that the
group G(r, p, q, n) has a GIM if it is self-dual and either of the two preceding
conditions hold. However, computations show that while G(4, 4, 4, 4) has a GIM,
the groups G(12, 4, 4, 4) and G(12, 4, 12, 4) ∼= G(12, 12, 4, 4) do not. We are thus
lead to the following modified conjecture; to this statement we do not yet have any
counterexamples.
Conjecture 11.5. G(r, p, q, n) has a GIM if it is self-dual and GCD(p, n) ≤ 2.
The preceding two conjectures seem to cover all the cases in which we know
that G(r, p, q, n) has a GIM, and so one is tempted to put forth the following much
stronger conjecture. It seems intuitively desirable that a statement of this type
hold, but admittedly we do not have a lot of evidence to support it.
Conjecture 11.6. If (r, p, q, n) is not one of a finite number of exceptions, then
G(r, p, q, n) has a GIM if and only if (i) the group has no split representations and no
antisymmetric absolute involutions or (ii) the group is self-dual and GCD(p, n) ≤ 2.
This conjecture is appealing because it treats the cases n = 2 and n 6= 2 si-
multaneously. (By Corollary 11.3 the conjecture coincides with Theorem 1.5 when
n = 2.) Our calculations show that among the groups G(r, p, q, n) with order less
than forty thousand, the conjecture holds provided (r, p, q, n) is not one of the eight
exceptions
(3, 3, 3, 3) or (6, 3, 3, 3) or (6, 3, 6, 3) or (6, 6, 3, 3) or
(4, 1, 2, 2) or (2, 1, 2, 4) or (4, 4, 4, 4) or (8, 2, 4, 4).
The groups corresponding to these cases all have GIMs but do not satisfy the
conditions in the conjecture, and so seem to represent the “right” kind of exceptions.
Of course, beyond simply proving these conjectures, one desires an explanation
for why self-duality or the lack of split representations and antisymmetric absolute
involutions accounts for the existence of generalized involution models
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