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Abstract
In recent years, there has been rapid development in digital medical imaging. The
continuous development of medical imaging is expected to make further contributions
to healthcare systems, where the increased use of medical imaging in a variety of clinical
settings has played an important role in improving health services. The main objective
of the research presented in this thesis is to investigate digital image steganography
and segmentation in order to offer a systematic way for designing and developing them,
with a particular concentration on medical imaging security and magnetic resonance
(MR) brain image segmentation.
The first objective presents digital steganography, which refers to the science of
concealing important information in digital media such as text, image, audio and video.
The importance of this science comes from the fact that if the message is visible, then
the attack is highly possible. So, the purpose of digital image steganography is to hide
the existence of the secret message from a third party that is unauthorized to see it.
The second objective presents digital segmentation, which aims to divide the image into
meaningful and non-overlapping regions. The segmentation process is considered an
essential process in many important biomedical applications, such as tumour detection,
quantitative tissue analysis and computer-integrated surgery.
iv
A major requirement for any steganography method is to minimize the changes that are
introduced to the cover image by the data embedding process without compromising
the embedding capacity. The main aim of this research is to propose techniques that
achieve a high level of capacity, imperceptibility and security. In other words, the
proposed methods attempt to reduce the degradation of the stego image to the level
that makes the introduced changes not noticeable to the Human Visual System (HVS).
Since the HVS is less sensitive to changes in sharp regions of images compared to
uniform regions, many researchers have attempted to identify edge pixels and embed
the secret message in them in order to enhance imperceptibility and increase the
embedding capacity by varying the number of embedded bits per pixel based on edges’
strength. However, the identification of edges in steganography systems is usually
faced with some challenges that are mainly related to changes that are caused by the
embedding process, which lead to having slight difference between the edges of the
cover (original) image and the stego image (output of the embedding process). In
addition to proposing a method that attempts to resolve this issue, we incorporate
coding theory to help in reducing modifications caused by the embedding process.
In medical image security systems, information security schemes are used to conceal
coded Electronic Patient Records (EPRs) into medical images. This will help to protect
the EPRs’ confidentiality without affecting the image quality and particularly the
Region of Interest (ROI), which is essential for diagnosis. A method that converts EPR
data into ciphertext using private symmetric encryption method is proposed. A simple
edge detection method has been developed to embed the confidential information in edge
pixels, which will lead to an improved stego image quality. To increase the efficiency,
two message coding mechanisms have been utilized to enhance the ±1 steganography.
The first one, which is based on Hamming code, is simple and fast, while the other which
is known as the Syndrome Trellis Code (STC), is more sophisticated as it attempts to
find a stego image that is close to the cover image through minimizing the embedding
impact. The proposed steganography algorithm embeds the secret data bits into the
Region of Non Interest (RONI), where due to its importance; the ROI is preserved
from modifications.
v
In order to enhance the performance of clustering-based medical image segmentation,
an efficient fully-automatic brain tissue segmentation algorithm based on a clustering
fusion technique is presented. In the training phase of this algorithm, the pixel
intensity value is scaled to enhance the contrast of the image. The brain image pixels
that have similar intensity values are then grouped into objects using a superpixel
algorithm. Then, three clustering techniques are utilized to segment each object. For
each clustering technique, a neural network (NN) model is fed with features extracted
from the image objects and is trained using the labels produced by that clustering
technique. In the testing phase, a pre-processing step that includes scaling and resizing
of the brain image is applied before the superpixel algorithm partitions the image into
multiple objects (similar to the training phase). The three trained neural network
models are then used to predict the respective class of each object and the obtained
classes are combined using majority voting.
The performance of all proposed methods have been tested and evaluated on different
datasets using different criteria such embedding rate, mean square error (MSE), peak
signal-to-noise ratio (PSNR), weighted peak signal-to-noise ratio (wPSNR), embedding
efficiency, jaccard similarity (JS), dice similarity coefficient (DSC), root mean square
error (RMSE), accuracy, sensitivity and specificity. Also, the effectiveness of the
proposed steganography algorithm is proven using one of the efficient steganalysis
techniques. The obtained results showed that our proposed methods outperform some
of the well-established methods in the literature.
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