Комбинированные итерационные методы вариационного типа by Жук, П.Ф. & Бондаренко, Л.М.
ЖУРНАЛ ' 
ВЫЧИСЛИТЕЛЬНОЙ МАТЕМАТИКИ И МАТЕМАТИЧЕСКОЙ ФИЗИКИ 
torn 28, 1988 .. № 9 
У Д К 519.61 
КОМБИНИРОВАННЫЕ ИТЕРАЦИОННЫЕ МЕТОДЫ. 
• ' ВАРИАЦИОННОГО ТИПА 
БОН ДАРЕН КО Л о .Н., ЖУК П. Ф. 
(Херсон) 
Предложены итерационные методы решения линейных уравнений в 
гильбертовом пространстве, обобщающие «-шаговые методы наискорей­
шего спуска, минимальных невязок, а-процессы и метод двухступенча­
того градиентного спуска. Получены оценки осредненных скоростей их 
сходимости. 
" • • ' Введейже 
1. В [1] был предложен итерационный метод двухступенчатого гра­
диентного спуска (д. г. с.) решения систем линейных уравнений с поло­
жительно-определенной матрицей, каждая нечетная итерация которого 
выполняется по методу минимальных невязок, каждая чётная— по мето­
ду наискорейшего спуска. 
Скорость сходимости этого метода изучалась в [1], [2]. Поскольку 
теоретически ее оценить не удалось, были проведены численные экспе­
рименты. Основные выводы состоят в следующем: для симметричных мат­
риц метод д. г. с. предпочтительнее методов наискорейшего спуска и ми­
нимальных невязок, взятых в отдельности, и его скорбеть сходимости 
близка к скорости сходимости метода сопряженных градиентов; для не­
симметричных матриц д. г. с, вообще говоря, не эффективен. 
В настоящей статье вводится понятие комбинированных итерационных 
методов вариационного типа, обобщающих метод д. г. с. в самосопряжен­
ном случае, и проводится теоретический анализ их на основе осредненных 
скоростей сходимости [3]. 
2. Пусть А — линейный самосопряженный ограниченный оператор с 
границами спектра 0<т<М, действующий в вещественном гильбертовом 
пространстве Н со скалярным произведением (и, и) и нормой и ) 0 5 . 
Последовательные приближения s-шагового а-процесеа к решению и* 
уравнения Au=f задаются формулой 
<1) и^=и^ +j]y\VAi-1zP, . & = q , i , . . . , 
где a, s — соответственно, действительное и натуральное числа, и0{а) — 
/произвольное начальное приближение, zk{a) =Auk{a)—j — невязка, а дейст­
вительные числа i=l, 2,..., s} выбираются из условия минимума 
величины 
<2) Fa = || 4+\ - и* Ц л а + 1 = (иЩ - и*), и№г - и*). 
При 5=1 получим а-процесс [4], при а=0, 1 — это s-шаговые методы, 
соответственно, наискорейшего спуска и минимальных невязок. 
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Рассмотрим по аналогии с [5] операторный многочлен Ps(a)(A, z)=* 
=£Ч-^ 4 ( а )(z)'A+ . . . +^s(a)(z)A% удовлетворяющий условию zfjQ = ^ 8 ( a ) ( A r 
zK{ce))zh{a\ &=0, 1,... . Из (1), (2) следует, что если z, Az,..., A9~*z ли­
нейно независимы, то, аналогично [ 5 ] , 
(3) P^(t, z) = (- If det 
X det 
M'a (̂ a+i • • • (^a+s-i 1 
1 
X 
H-a+s • ° • M-a+2s-l 
VL^=(A«+%z), /=0, l,...,2s-l; 
кроме того, для любого z^H 
(4) ( ^ А + ^ А Ч ^ , ^ ) ^ Ю = 0 , /=0, 
Перейдем к определению комбинированного метода. Зафиксируем две 
последовательности: последовательность S=(st, s2,...) натуральных чи­
сел и последовательность действительных чисел A=(ai, a 2 , . . .). 
Под (£, Л)-комбинированным итерационным методом вариационного 
типа будем понимать итерационный процесс, к-я итерация которого со­
вершается при помощи Sb-шагового о̂ -процесса. 
В частности, комбинированный метод с S=S{2)—(su s2, s2l...), Л = 
=A ( 2 ) = (ai, a2, at, a 2 , . . . ) (т. е. с последовательностями пар Si, s2 и at, a* 
соответственно) назовем двухступенчатым. 
Пусть м0, M i , . . . — итерационная последовательность, порожденная 
(£, Л)-методом, а zh=Auh—f. Тогда 
(5) 1,2,..., 
гдеТв(а) — оператор, определенный на Н по формуле 
(6) Ts<a)z=Ps^(A,z)z. 
В дальнейшем предполагаем, что . . . Ф 0, Л = 1, 2, . .; 
По аналогии с [3, с. 18, 94] величину 
(?) = (A,S,A, Ц = 
lnliry.-.r^lk А; —1,2,..., 
назовем осредненной скоростью сходимости (s, Л)-метода за А; итераций, 
а величину 
Д» = Д. (4, S, Л) = 1 im inf Д, (4,5, A, J,) 
назовем осредненной асимптотической скоростью сходимости. Здесь 
Я^Д, а 
' И Г ЦХ = sup l l ^ l l ^ - x l U I I - U 
является нормой оператора Т. 
В § 1 получены неулучшаемые оценки снизу для Rk (см. теорему 1 и 
замечание 2): если inf Л>%, то Rh>—ln(l—т/М), 2, . О т с ю д а 
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следует, в частности, что (S, Л)-ме?од сходится по крайней мере со ско­
ростью геометрической прогрессии. 
В § 2 получены оценки R k сверху для двухступенчатого метода (S{2\ 
Л ( 2 ) ) в конечномерном пространстве. Пусть ns(t) = i+nit+ .. . -fjts£8 — 
многочлен степени s=Si+s2, наименее уклоняющийся от нуля на спектре 
оператора A , a ps — величина уклонения. Из теоремы 2 следует, что 
(8) R2k < R^ < - , к = 1, 2,..•. . 
В частности, для д. г. с. ( s i=s 2 =l , a i = l , a 2 =0, 5=2) 
i ? 2 ^ i? r o ^-0 .51np2. 
Оценка (8) позволяет сравнить двухступенчатый метод с s-шаговым 
методом. Пусть s=Si+s 2, a^i?. Из [6] следует, что | | ^ s ( a ) | | a <p s , поэтому 
(9) ||(Г.<">)*|в<рЛ" Ь= 1 , 2 , . . . . 
Если n>s, то из [7, с. 447] следует существование 2=^0, такого, 
что 
(10) . \\(T«yz\\A*^P.h\\z\\A*-', А - 1 , 2 , . . . . 
Из (9), (10) вытекает, что при n>s 
(11) M T . W ) % = P . \ * = 1 , 2 , . . . . 
Рассматривая s-шаговый a-процесс как комбинированный метод с 
S ( 1 )=(s, s,..'.), Л ( 1 ) =(а, а, . . . ) , из (11) получаем 
(12) RK (A, Ad), a) = RO0 (А, £&>, Ла>) = - , к=1, 2 , . . . . 
Из сравнения (8) и (12) можно сделать вывод о том, что s-шаговый-
метод с s—Si+Sz предпочтительнее (с точки зрения осредненных скоростей 
сходимости) двухступенчатого метода. В частности,, двухшаговый метод 
наискорейшего спуска (или минимальных невязок) предпочтительнее 
д. г. с. 
§ 1. Оценки снизу 
Здесь и в дальнейшем используются обозначения из Введения. 
Лемма 1. Если Жа, то для любого {1 ? 2 , . . . } 
(1.1) | | r s ( a ) | |^p s , р-1 -m/M. 
Доказательство. Зафиксируем произвольный элемент z^H и рас­
смотрим линеал Lz, состоящий из элементов вида Q(A)z, где (?(£) —про­
извольный многочлен от t. Пополнив L z предельными элементами, обра­
зуем подпространство Hz пространства Н. Из (6) следует, что z=ZVa)ze 
Рассмотрим два случая. 
Случай 1. Подпространство Hz конечномерно. Сужение оператора А 
на Н2 является линейным самосопряженным оператором, действующим из 
Н2 в Нг. Поэтому z можно представить в виде 
(1.2) z=r\iei+ . . . +цпеп, 
где rji^O, e^Hz ( i=l, 2 , . . . , п) — ортонормированные собственные эле-
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менты оператора 4, причем действие оператора 4Ф, ср̂ Л, на z таково: 
(1.3) АЧ=%?ц^+ .. . +%п»цпеп, 
где т^и< . ..<Хп^М. 
Случай 2. Подпространство # z бесконечномерно, Это возможно 
лишь при условии* что элементы z, Az,... линейно независимы. Но тогда 
решение проблемы моментов (см., например, [8, с. 29]) определяет по­
следовательность операторов 
(1.4) Ап=ЕпАЕп, л=1,2,..., 
где Еп есть оператор проектирования в подпространство Нп — линейную 
оболочку элементов z, Az,... ,4n - 1z. Известно [8, с. 74], что сужение А п 
на Нп является линейным самосопряженным оператором (действующим 
из Нпв Нп) с простыми собственными значениями {Я*, 1=1, 2, ...,га}: 
(1.5) т<К{< . . . <Хп<М. 
Поэтому, как в случае 1, элемент z может быть представлен в виде (1.2), 
а АпЧ — в виде (1.3). 
Используем далее следующий факт [8, с. 30]: последовательность опе­
раторов А п сильно сходится к А на подпространстве Ег (т. е. ||4п;г—4#||->-
->0,-7г-*<», для всех x^Hz). Но тогда [8, с. 74] и последовательность Ап^ 
сильно сходится к 4Ф на Hz для любого поэтому из.(З) следует, что 
Ps(a)(An, z)z-+Ps{a) (A, z)z, тг->°°, в Н. Таким образом, если для каждого 
7г=1, 2,... будет выполнено неравенство 
(1.6) \P™(An,z)z\ v - i < P e I | z I | A x - i , 
то справедлива оценка]] T(sa)z \\Ax-i < I ps || z ||Ax-i,a следовательно, и оценка 
(1.1) (так как z — произвольный элемент Н). 
Из рассмотренных выше случаев 1, 2 и из формул (1.2) —(1.6) заклю­
чаем, что неравенство (1.1) достаточно доказать в предположении, что 




A=Aiag(Xu Я„), m^Xi< . . . <К<М, ге=1, 2,... . 
Итак, имеем z=(i\t,...,r\n)e=Rn, z=Tswz=Paia) (A, z)z=(P1r\i,... 
...,Рпцп),щеРг=Р,(а)(К*)-
Для доказательства (1.1) достаточно показать, что 
(1.7) Н г < P s « ^ 
Обозначим через Х={{хи . . . ,xn)}^R+n множество неотрицательных 





(1.9) jPxr>^ = 0, / = 0,1 в — 1 . 
г=1 . 
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Пусть #o=(r]i 2 ». . . , T i n 2 ) . Из (4) имеем 
Ъ*+1р1Щ2 = (А"+% s) = 0, 7 = 0,1,. . ., s - 1, 
поэтому ХФ0 и представляет собой, как следует из определения, сим­
плекс. Отметим, что любое базисное решение (1.8), (1.9), а соответствен­
но, и любая вершина симплекса X содержит не более 5+1 ненулевой ком­
поненты. 





то неравенство (1.7) эквивалентно неравенству 
п 
(l.io) f Ы < Р 2 8 ^ " Ч 2 . 
а так как max @~(х) достигается по крайней мере в одной из вершин сим-
плекса X, то (1.10) следует (с учетом (1.8)) из неравенства 
(1.11) 
где х — произвольная вершина X. . 
Так как любая вершина симплекса содержит не более 5+1 ненулевой 
компоненты, то достаточно рассмотреть следующие два случая. 
Случай а. Вершина х—(хи . . . , #П)<=Х содержит не более 5 ненуле­
вых компонент. Из (1.9) следует, что Р^=0 , i=l, 2, . . . , 7 г ; таким обра­
зом, @~(х)=0 и неравенство (1.11) верно. 
Случай б. Вершина х содержит ровно 5+1 ненулевую компоненту. 
Не ограничивая общности рассуждений для простоты записи, считаем, что 
Xi>0 для г=1, 2 , . . . , 5+1 , Xi=0 для £>s+l. Так как 
(1.12) P r = P s ( a ) (h, z) = 1 + Y l ( a ) (z)Xi+ . . . + T s ( a ) (z)h% 
то, подставляя вместо Р{ в (1.9) правую часть (1.12), цолучаем систему 5 
линейных уравнений относительно {7г ( а ) (z), г=1, 2 , . . . , 5 } ; разрешив ее и 
подставив вместо {^ ( а ) (z), i=l, 2,. . . , 5 } в (1.12) их выражения через 
{Хг, ж,-, i=l, 2 , . . . , 5 + 1 } , получим 
(1.13) р. = ( _ l) s det 
X det 
f^a+s -
M>a M'a+l • • • H 'a+s - i 1 






P«+3=2jXi x t 7 = 0,1, •••.,2 5-l.. 
i=i 
Первый определитель в правой части (1.13) легко преобразуется к 
виду 
(1.14) ( - l ) ^ + i ^ . . . . . . Xf+iXl. . . Xi.xxi+1... 
• ^+1^1,2, s+l^l, 2,. . . , з+Ъ 
непосредственное вычисление второго определителя дает 
s+1 
(1Л5> • IX 1 • • • • • : № i • • • x^ + i 
12 
• • • #s+iAi,2, j+i, ...,s+i> 
где 
tg t,p/ 
Заменяя определители в (1.13) выражениями (1.14), (1.15), получаем 
— {— l) Z + 1^i a%i1Al,2, 8+1^1,2, ...,s+l X 
s+l 
X . . . K+i a X-Xj 1 A?, 2 t . . . , j+i,. . . , s+î  , 
i= i 
1=1 ,2 , . . . , 5 + 1. 
Полагая найденные выражения для Рг, &=1, 2,..., 5+1, в 
8+1 
£(x) = £xl1Pi*xi1 
имеем 
(1.16) f(z) = (£tit^W£.2..^ 
г=1 
s+1 
х ( £ tftftiWQbQ^1, 
где (?7- = х̂ . . . V-xAtf+i • • • ViAi ,2 , . . . , i - i , j+ i , . . . ,8+i , 7 = 1> 2,. . ., 5 +-1. После 
подстановки полученного значения &~(х) в (1.11) и умножения обеих 




Е о Л - 2 а - 1 -1д2 ^ Дг Xi Z\ 1 > 2 , ...,г-1,г+1, ... ,s+l ^ 
! г=1 
s+1 
< P 2 S £ ^-X^Wx^QuQiXi. 
i,fc,j=l • 
Для доказательства неравенства (1.17) сравним i-e слагаемое его левой 
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части со слагаемым X ^ ^ k i aQ\QiXi 1 правой части: 
лЛ,-2<Х-1д2 t д 2 
*Ч ^ 1 , 2 , . . . ,г-1, г+1 , . . . , 8 + 1 ^ 1 , 2 , ••• .s+1 * 
X ( ^ 1 а ^ г ^ г • • * ^ + 1 ^ 2 , 3 , .-..,s+l^i • • • ^i-l^i+l • • • 
г д 2 \ - i _ ( ^ 2 — ^i)2 - ( V i — ^ i ) 2 ^ - ^ 2 3 
. . . A s + 1 ZA 1 , 2 , . . . , 2 - l , i+ l , . . . , s+ i ; Л - К А 2 02 
при Л^а. Лемма доказана. 
З а м е ч а н и е 1. Пусть заданы 0<т<М, Я, р е ] 0 , р[ и гильбертово простран­
ство Я . Тогда если d i m Я ^ 2 , то существуют числа s e { l , 2 , . . . } , а^Х и линейный 
самосопряженный оператор А : с границами спектра т, М такие, что 
(1.18) 11Г 8< а>||х>р 3. 
Для доказательства возьмем ортонормированные элементы е 2 е=#, т. е. 
Ikil|=ik2il=l, (c i , е 2 ) = 0 (это возможно, так как d i m # ^ 2 ) . Обозначим через # 2 ли­
нейную оболочку e i , е 2 , а через Яг-1- — ортогональное дополнение к # 2 . Известно 
(см., например, [8, с. 14]) , что всякий элемент z&H однозначно представим в виде 
z=v+w, где у = £ е . 1 + т ] в 2 е # 2 , и?е# 2 -Ц Зададим оператор А на пространстве Н фор­
мулой Az=Av+Aw=mb>ei-\-Mr\e2-]-Mw; тогда Л - линейный оператор и (z, Z) = £ 2 + T ] 2 + 
+ и?), (Ля, 2 ) = т ^ 2 + Я т ] 2 + Ж ( м ; , ю), ттг(г, z)<(Az\ z)<M(z, *.), (Ля 4 , 32)^=^6162+ 
+Жт]1Т]2+М(ы;1, и?2) = (^1 , Л 2 2 ) , где ^ = 6 ^ 1 + 1 ^ 2 , i = l , 2. Следовательно, тЕ<А = 
Положим 5 = 1 , z ( r ] ) = e i + T ] e 2 , 6=m/ilf, 
(1.19) ^ ( а , л ) ^ППС^)^(т]) II^-VIU(Л) 
При 1)^0 получим ' 
(1.20a) r 1 ( a ) z ( T ] ) = p ( a , T j ) ( e 1 - 6 a T i - 1 e 2 ) , 
(1 -f x ) ~ 2 6 2 a ~ ^ + 1 ) 0 , 5 
(1.206) ^ (a , r ] ) = p ( a , r i ) — — , 
( 1 + < п 2 б 1 - Х ) 0 . 5 
где p(a , T ] ) = p ( l + r i " ~ 2 6 a + 1 ) " 1 . Выберем e > 0 из условия 
(1.21) p > p ( l + e 2 6 1 - ? l ) 0 - 5 
и положим * 7 е = { т 1 : 0 < | г ) | < е } . Так как 0 < б < 1 , то при ц^иъ из (1.20), (1.21) 
следует 
l img(a 9 T))>p; 
поэтому для всех ц^иг существует а(т]) такое, что для всех а>а(х\) 
(1.22) g(a9 т | ) > р . 
Тогда U={(a, r\) : r)e=£/e, a>a(i(])}=?b0 и для всякого (а, г))е=£/ из (1.19), (1.22) бу­
дет \\Ti^h>g(a, r\)>pr т. е. неравенство (1.18) для s=l и указанных а верно. ' 
Т е о р е м а 1. Если infA>—°°, то (S, А)-метод сходится, причем 
(1.23) Rk(A, 5, Л, i ) > - l n p VX^infA, Л-1, 2 , . . . , о о . 
Доказательство. Пусть inf Л>—<*>. Возьмем A,<in£Л. Из леммы 1 
следует, что 
(1.24) | | 7 ^ Ч < р Ч /с = 1,2,... . 
Поэтому из (5) получаем 
II Ч l U - i < Р % + ' ' + 8 , £ И г о В Л х-1 - 0, ft --> оо„ 
Следовательно, ЦиА--и*1[-^0, к-+<*>, для произвольного начального прйбли-
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жения и0 И (S, Л)-метод сходится. Из (1.24) имеем 
ту с А , v . . . Г ^ | х ^ . 
i?le = (Л, о , Л Д ) = — • • > — Inр, 
5 1 + • • • + SK 
к = = = 1 j 2, • о 6 9 
поэтому и 
= lim inf RK ̂  — In p. 
Теорема доказана. 
З а м е ч а н и е 2. Пусть заданы числа 0<m<M, X, р е ] 0 , р[ и гильбертово про­
странство Н с ( 1 ш Я ^ 2 , Тогда существует линейный оператор А.Н-+Н (mE<A = 
=А**^МЕ) и (S, Л)-метод с inf АЖ такие, что 
(1.25) Д л < - 1 п р , Л = 1 , 2 , . . . , оо. 
Пусть A, JZ(T|), б, g(a, ц), p ( a , т]), £/ е, U означают то же, что и в замечании 1. 
Положим S = ( l , 1,...) и укажем способ построения A = ( a i , a 2 , . . . ) . Д л я т]о^£78 по­
ложим 
(1.26) а г = т а х { а ( г 1 г - 1 ) ^ ( т 1 г - 1 ) Д } , г]г=-6а<г]ГЛ, 1 = 1 , 2 , . . . , 
где v ( r ] ) = l n |ег) | /1пб. Докажем, что i\i^UBj i = l , 2 , . . . . 
Действительно, если Т 1 ы е ^ е , то из (1.26) следует, что 
a i ^ v ( ^ i - i ) ^ 0 < | 6 a i T i i I i i | < 8 = ^ 0 < h » | < e = ^ T i i e C / 8 ; 
так как rjo^C/e, то r\i^Ue для всех i = l , 2 , . . . , Но тогда из (1.26) и из определения 
U следует, что 
(1.27) ' (««.тц-ОеСГ, i = l , 2 
Используя однородность оператора ?Va), из (1.20), (1,26) получаем Т^х \ \ . 
( a t ) 
. . . Т± Z(T] 0 ) = р ( а * _ 1 , T i i _ 2 ) . . . p ( a i , r j o M r i t - i ) , i==2, 3 , . . . , поэтому (см. (1.19)) 
I Tp* ... ТЫ z (r) 0) || | | a , _ -1 
Из этого соотношения вытекает, что 
('-28) , т Г " » . . . 1 Г . ы | _ - - ' « - . • % « > . . - - * • * • 
М%)1 Д-1 
т 1 й - 1 ) - - ^ ( а ь % ) , А = 1 , 2 , . . . , 
п о э т о м у и з (1.37), (1.22). следует ||ri(a;i)...r1(ai)|U>pft, т. е. Д Л < - 1 п р,. Л = 1 , 2 , . . . , 
и неравенство (1.25) для указанного оператора А и (S, Л) -метода верно. 
§ 2. Оценки сверху 
Рассмотрим двухступенчатый метод (S{2), Л ( 2 ) ) с S{2)=(su s2, s2,;..), 
A ( 2 ) =(ai , a2, ai, a 2 , . ' . . ) . Положим 
(2.1) Т г = № \ i = l,2, T = TJV 
Осредненные скорости сходимости двухступенчатого метода определе­
ны при Т¥=0 выражениями (см. формулу (7)) 
(2,2а). R^.R^(A,S^m Ц = - ^ f f i ^ l f c , ... 
Ш 
(2.26) R2l! = Ruk (A, $<*>; Л » , %) = - ^ T + ^ , .:Л = 1,2,..., 
(2.2в) JI. = ^(il l J<«> l A») = liminfB, 
и при 
(2.3) K.min {au a2} 
удовлетворяют оценке (1,23) (отметим, что Л » не зависит от Я). 
Так как У Г ^ х - ^ П И Н ^ Г - ^ х ^ и ^ Ц х Ц Г - 1 ! ^ то 
W - +[*~ fa, + (£- 1 К ] 
В частности, при условии (2.3) получаем 
( 2 - 5 ) [ ! - K S L + (Й_ 1 ) s J * * - « < Д * - г < [ Н k S l + { k - l ) s 2 ] R ^ 
Рассмотрим последовательность uft=ln &=1,2,... . Так как 
ah+i<ah+ai, /с, £=1, 2,..., то последовательность { W & } либо сходится 
к своей нижней грани, либо расходится к — °° (см., например, [9, с. 37]); 
поэтому для всех K^R (см. также [3, с. 19]) 
Д 2 ] с < Hmi?2]c, Л=1, 2, 
(если R 2 k расходится к °°, то полагаем lim Д 2 ь = 0 0 ) . Но тогда из (2.4) 
ТС->оо 
имеем 
2.6) Я 2 1 с < Д о о = НтДк УЯеД, £=1 ,2 , . . . . 
Здесь Доо оцениваются сверху в предположении конечномерности 
пространства Я; при этом используется установленное ниже свойство об­
щего ( S , Д ) -метода, справедливое, вообще говоря, для произвольных гильг 
бертовых пространств. 
Зафиксируем s^{ l , 2,...} и a^R и обозначим через Jf множество всех 
2 ^ Я , для которых rs(oc)z¥=0 или, что эквивалентно, при которых элементы 
z, Az7..., Asz линейно независимы. 
Положим &*(Ь) = {Рл{а) (t, z): z^JfOL), где L — произвольное подмно­
жество Я. Отметим, что если z^Jf, то Ps{a){t, z) — многочлен от t — для 
данного z определен однозначно и его степень равна s. 
Пусть P(t) = l+4it+.. .+48f. Установим необходимое и достаточное 
условие принадлежности P(t) к^(Ь). 
Лемма 2. Для того чтобы P(t)^$P{L), необходимо и достаточно су­
ществования элемента z^JfftL такого, что 
(2.7) (A^zu z) =0, /=0,1,.. . , 5 -1 , 
где zi=P(A)z. 
Доказательство. Необходимость. Пусть P ( £ ) e ^ ( L ) ; сле­
довательно, &(Ь)Ф@ и существует элемент z^JfdL такой,что Ps(a)(£, z)=s 
=P(t). Тогда Z !=P s ( a ) (4 , z)z. В силу (4), 
(2.8) {А^Р^{А, z)z4z)=0, /=0,1,.. . , 
а значит, для указанного z соотношение (2.7) выполнено. 
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Достаточность. Пусть для некоторого z<=JP()L соотношение (2.7) 
выполнено. Рассмотрим Ps(a)(t, z)-P(t)=tQ(t), где" Q(t)=(tiwU)-
- T l ) + - . . + ( " f s ( a ) ( z ) - f s ) « s _ 1 -
Найдем {^="fi(a)(z)-"fi, i=l ,2, . . . ,s} . Из (2.7), (2.8) следует 
(Aa+i+,Q(A)z, z)=0, /=0,1,. . . , s-1, или 
s 
(2.9) = 0, 7 = 0, 1, . . . , , s - 1, | i a + y + i == (Л^+% z). 
Так как элементы z, Лг,. . . , Asz линейно независимы, то 
det lua+j+i | i=i ,2 . . . ,s ¥=0; 
J'=0,1, . . . ,s- l 
следовательно, система линейных относительно (дг-, &=1, 2,..., s} урав­
нений (2.9) имеет лишь тривиальное решение, т. е. P(l)=Ps(a) (t, z)e 
e^(L). Лемма доказана. 
З а м е ч а н и е 3. Из доказательства леммы 2 следует, что если многочлен P(t) 
указанного выше вида и z^Jf удовлетворяют соотношению (2.7), то P(t) s= iV a ) (t, z) , 
d e g p (*) = <?. 
Лемма 2 допускает обобщение на (S, Л)-метод. Обозначим через Jfh, & = 1 , 2 , . . . , 
множество всех z, для которых 
(2.10) zt=Ta\ai)z¥:0,...,zh=Ts{"k)}zh^0. 
i (aft) (ai) 
Отметим, что Jfh^0, так как ранее предполагалось, что Т9к ...T8i Ф0. По­
ложим 
Множество !Pk(L) представляет собой совокупность упорядоченных наборов, состоя­
щих из к многочленов от переменной t, порожденных первыми к итерациями (•£, Л ) -
метода из начальной невязки z^JfhdL. В частности, &.X{L)=&(L) (с s=su a = a i ) . 
(a<) 
Отметим, что если г е Д то P8i (*,**_!), i = l , 2 , . . . . , к, z0=z (многочлен от t), 
имеет степень Si и определен однозначно, следовательно, каждому z^Jfн соответствует 
лишь один упорядоченный набор из к многочленов указанного вида. 
Пусть Pi(t) — многочлен от t степени не выше s< и Рг(0) = 1, i=l, 2,... 
Лемма 3. Для того чтобы упорядоченный набор (Pi(t),..., Ph(t))e= 
^&>h(L), необходимо и достаточно существования элемента z^Jfh{\L та­
кого, что 
(2.12) (А«<+% z,-t)=0, *=1,2,...,&, 7=0,1,...,*-!, 
где z0=z, Zi=Pi{A)zi-u i=l, 2,..., k. 
Доказательство. Необходимость. Пусть (Piit),..., Ph(t))^ 
^@h{L). Тогда существует элемент 'z^Jf-h(\L такой, что Pi(t)z=P^(t, zz-_i), 
г 
г'=1, 2,..., k, где z0—Z, zu i=l, 2,..., /с, определены в (2.10). Тогда zi= 
=РЛЛ)*=Р^и, z)z=z*, z 2=P2(il)z 1=P^U,-z 1)zi=z a И Т . д., z,=z«, й= 
=1, 2,..., Равенства (2.12) теперь следуют из (4). 
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Достаточность. Пусть существует z^Jfk{\L9 для которого соотно­
шения (2.12) выполнены. Тогда при £=1 из (2.12) имеем 
(2.13) (4 e^Pi(il)z,z)=0 f /=0, l,...,**-!. 
Так как z^JT^L^Jf S\L, то, в силу леммы 2 и замечания 3, из (2.13) 
следует Pi{t)sE2P(L) (с s=sh а=ах) и P i ( 0 — P^(t, z). Но тогда Z i = Z i , 
поэтому, полагая i=2 в (2.12), аналогично предыдущему получаем Р2(£)<= 
€^(L) (с s=s2l а=а 2), Р2(£)—Р^2) ( V z i ) > z2=z2. Рассматривая аналогично 
i=3,4, . . . , К имеем (Л(0,. . ' . ,РкЮ)**(РЫ>& z ) , . . . , Р ( ^ (*,z*-i))^ 
е=<Д(£). Лемма доказана. 
З а м е ч а н и е 4. Из доказательства леммы 3 следует, что если элемент z e / f t 
ж упорядоченный набор многочленов (Pi(t)7... ,Ph(t)) указанного выше вида удов­
летворяют соотношению (2.12), то zi=Zi и 
(2.14) P i 4 e < ) f t«* . i ) -P* . (0 , « - 1 . 2 Л. 
Рассмотрим теперь двухступенчатый метод в конечномерном простран­
стве Я. Положим, что s = S i + s 2 ; т=%1< . . . <Хп=М — собственные значе­
ния (возможно, кратные) оператора A, n s ( t ) = l + T t i t + . . . + n s t s — много­
член степени s, наименее уклоняющийся от нуля на спектре {Xi,... Д„} 
оператора Л, величина уклонения 
p s = max | K S ( ^ ) | . 
г^=1,2,...,^ 
В дальнейшем предполагаем, что n>s; тогда 7V=0 на Я (см. (2.1)), 
p s>0 и существует множество индексов / = { £ 1 , . . . , zs+i}, l=ii< . . . <is+i= 
=п, таких, что (см., например, [10]) 
<2.15) я в ( Ц ) = ( - 1 Я + 1 р в 1 7 = 1,2, . . . , 5 + 1 . 
Пусть ег, i^I — некоторый нормированный собственный элемент опе­
ратора А , соответствующий собственному значению Я*. Обозначим через 
Hi линейную оболочку элементов {е{, очевидно, что # i является под­
пространством Я, а элементы { б г , i^I) образуют ортонормированный базис 
в Я/. Так как dim #j=s+l, то ТФО на Ях и, следовательно, Л* ^НгФЯ. 
Лемма 4. Существует элемент z^JPiftHj такой, что 
|2.16) Р ^ ^ ^ Р ^ ^ ^ о ) ^ ^ ^ 
,где Zi^^zo (см. (2.1)). 
Доказательство. Рассмотрим множество,Ж различных упорядо­
ченных пар (Pi(t), P2(t)) многочленов таких, что Рг(0)==1, i=l, 2, и 
(2.17) P 2 ( 0 P i ( 0 s « . ( 0 . 
Отметим, что между множеством Ж и множеством упорядоченных раз­
биений совокупности {1,2, . . . , 5 } на два класса Ju / 2 (т. е. 
/±U/2={ 1, 2 , . . . , s}) существует взаимно однозначное соответствие: 
(2.18) J i ^ P i ( t ) = 1 1 ( 1 - » 2 = 1 ,2,-
где Pi(t)=l при Л = 0 , 6i< . . . <8 S - корни я«(*);из (2.15) следует, что 
<2.19) Qjmhrhj+1l 7 = 1 ,2 , . . 
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Пусть ^ 2 (Я,)-множество, определенное в (2.11) при &=2, £=# х . 
Для доказательства леммы достаточно показать, что 
(2.20) jrn^2(#7)^0. 
Покажем предварительно, что существует пара (Pi(t), P2(t))e=JT 
и 0¥*zeiHi, удовлетворяющие (2.12) при к=2, т. е. 
(2.21) (A^zu к) =0, /-0, 1,..., 5 l - l , 
i222y:;./XA*+%,zJ=X),- /=0, 1,,.., *2-1, 
где г~1=Л(^)г, z 2 =P 2 (^4)zi (отметим, что условие degPi { t )<s h 2, не 
требуется). 
Пусть 
(2.23) * = £ л Л . 
iei • •• • • 
После подстановки z в (2.21), (2.22) и учета (2.15), (2.17) получаем: 
£ W**PX (h) 4i2 = 0, 7 = 0,1 ^ _ 1, 
^ ^ sign (я, ( ^ ^ ( Я ! ) ^ = 0, 7 = 0 ,1 , . . . , 5 2 -1 у 
или, вводя новые переменные 
(2.24) ^ В Д О л Л .is/, 
имеем 
(2.25а) ^^ 1 +Vi = 0, 7 = 0,1,.. . , ^ 1 , 
(2.256) ^ X f - ^ s i g n ^ . ^ ^ — O, / = 0 , 1 , 1 . 
гех 
Система линейных уравнений (2.25) содержит Si+s2 уравнений отно-
сительно Si+.s.2+.l переменных {г/г-, *<=/}, следовательно, она имеет нетри­
виальное решение г/*=(*/Л i^I) (отметим, что — г/*=—у С i^I, также 
является решением (2.25)). Положим /={£<=/: у*Ф0}; количество элемен-
тов множества / таково: 
(2.26) iV(/)>max {su s2}. 
Действительно, пусть, например, N{J)<Si; из (2.25) следует, что 
(2.27) 1^+^=0' 7 = 0 ,1 , . . . ,^ - ! , 
что невозможно, так как система (2.27) имеет (в случае N(J)<Si) лишь 
тривиальное решение г/г*=0, je/. Аналогично доказывается, что N(J)>s2. 
Без ограничения общности можно считать, что yi*>0 (иначе в качестве 
нетривиального решения нужно взять —г/*). Выделим из у и,..., у г̂ ненуч 
левые значения у*к, . . . , yl^, где i<ji<. - .<U<s+l. Образуем множества 
Л<={1, 2,..., 5 } по следующему правилу: ]i^J\ тогда и только тогда, когда 
yiiiVi/ <0,*=1, 2,..., Пусть / 2 ={1, 2,..., s)\Ji\ пара (Л, / 2 ) порожу 
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дает разбиение {1, 2,..., s), и ему соответствует (см. (2.18)) пара много­
членов (Pi*(t), Pz*{t))<^A таких, что Р{*(Xi)y'>0, i^I (в силу построе­
ния Л и (2.19)). 
Так как (см. (2.19)) 
(2.28) iY(Mf-0, is/, 
то из (2.24) находим r\x*—[y*/Pi*(h)]0-5, i^I, причем ц^ФО при г'<=/. Рас-
<2.29) г ^ ^ ^ б Я л z1l=P1*(A)z\ zt* = Pt*(A)zx\ 
Повторяя рассуждения, начиная с формулы (2.23), для элемента z*, убеж­
даемся, что элементы z*, zY, z2* удовлетворяют соотношениям (2.21), 
(2.22). Таким образом, предварительная задача решена. 
Покажем теперь, что 
(2.30) degPi*(t)<si,. *=1,2, z*€=,/r2. 
Заметим, что поскольку deg Pi*{t)+degP2*(t)=s=si+s2, то либо 
deg (t) < 5 l , либо deg P2 (t) < s 2 . 
Пусть degPi*(£)<$i . В силу (2.26), z* в своем разложении (2.29) име-
<ет i V ( / ) > S i ненулевых компонент. Следовательно, элементы z*, Az*,... 
.., As,z* линейно независимы, т. е. z*^Jf (с s=su а = а 1 ) . Так как z*, z{ 
удовлетворяют соотношению (2.21), то, в силу замечания 3, имеем 
2.31) Px*(t) = Pt\t,z% 
причем d e g l V ( * ) = S i . Тогда degP2*(£)=s2. 
В»силу (2.26), (2.28), (2.31), разложение элемента z1*=2,1z* по базису 
{ в г , i^I) содержит N(J)>s2 ненулевых компонент, т. е. элементы z4*, 
Azt\ ..., A$2Zi* линейно независимы. Но тогда rz*=772z1l!=^0, т. е. z*^Jf2. 
Соотношения в (2.30) для первого случая доказаны. 
Пусть degP 2 *(0^ 5 2. Из (2.26), (2.28) следует, что разложение zt* со­
держит N(J)>s2 ненулевых компонент, поэтому JT2ZI*¥=0, Т . е. zC^Jf 
(с s=s2, а = а 2 ) . Так как, кроме того, элементы zY, z2* удовлетворяют соот­
ношению (2.22), то из леммы 2 вытекает deg P2{t)=s2. Но тогда 
tdegjPi*(i)=5i, и мы возвращаемся к первому случаю. Соотцощения 
в (2.30) доказаны.. 
Таким образом, для набора (/Y(£), P2{t)) существует элемент z—z*e 
^Л 9 2 ПЯ 1 такой, при котором равенства (2.12) (при к=2) выполнены. По­
этому, в силу леммы 3, ( i Y ( 0 , P 2 *(0 ) e ^2 ( - f f j ) , т. е. соотношение (2.20) 
верно. В качестве z0 можно взять z*. Лемма доказана. 
Лемма 5. Если n>s, то существует элемент 0¥=z0^H такой, что 
Доказательство, Рассмотрим z0 из леммы 4. Так как zQ^Jf2^\Hb 
то ' ' •. . 
смотрим 
'zo ИАл,-1 = рв5 
1295 
Положим 
5 ( ) = = ^ s i g n [ : r T s ^ l 1 1 ^ e 
Тогда 
(A"%zQ) = £ ^ t * = (A**%,zJ У о е Д , / = 0 , 1 , . . . 
Следовательно, и з (3) вытекает Pff {t, 2 0) == (£, z 0 ) , i = 1, 2. Но 
тогда из (2.15), (2.16) имеем 
7% = Jts (A) z0 = ps ще, = psz0. 
Отсюда и из (2.32) следует 
Из этого выражения, учитывая, что | | 2 O | | A X - I = | | Z 0 | U x - * , получаем утверж­
дение леммы. Лемма доказана. 
Рассмотрим осредненные скорости сходимости двухступенчатого мето­
даRk, Rсо, определенные в (2.2). 
Теорема 2. Если n>s, то 
R2h<Roo<-s-iln p s VXe=R, 2 , . . . . 
Доказательство. Из леммы 5 следует, что [|ГА||я;>рв* для всех 
X^R, поэтому R2k< — 5 _ 1 ln ps, /с=1, 2 , . . . . Но тогда из (2.6) имеем 
R2li <i? o c = limi?27c < —s"i In ps S Д,. Л = 1,2, Л . . 
Теорема доказана. 
З а м е ч а н и е 5. Оценки для #2fc-i следуют из (2.4), (2.5). 
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