An explicit classification of homogeneous quaternionic Kähler structures by real tensors is derived and we relate this to the representationtheoretic description found by Fino. We then show how the quaternionic hyperbolic space HH(n) is characterised by admitting homogeneous structures of a particularly simple type. In the process we study the properties of different homogeneous models for HH(n).
Introduction
Representation theory has been successfully applied to the classification of various geometric structures on differentiable manifolds in a number of different settings, inspired by the initial work of Gray & Hervella [23] for almostHermitian structures.
In the present paper, we first give a classification of homogeneous quaternionic Kähler structures by real tensors. Quaternionic Kähler manifolds are characterised by having holonomy in Sp(n) Sp(1), n 2, and are Riemannian manifolds whose metrics are Einstein. Many homogeneous examples are known following the work of Wolf [35] , Alekseevsky [3] , de Wit & van Proeyen [16] and Cortés [15] , although a full classification has not yet be found. We hope that some of the techniques of this paper will eventually lead to progress on this problem. A brief summary of the rôle played by homogeneous quaternionic Kähler structures in theoretical physics is provided at the end of this introduction.
The homogeneous Riemannian structures were studied systematically by Ambrose & Singer [5] and Tricerri & Vanhecke [31] in terms of tensors on manifolds. In [17] , Fino specialised their results to the quaternionic Kähler case, giving the abstract representation-theoretic decomposition of the space V of tensors satisfying the same symmetries as a homogeneous quaternionic Kähler structure. Our first main result is a concrete description of this decomposition in terms of real tensors. After establishing some preliminaries in §2, we give ( §3) a concrete orthogonal decomposition of V into five subspaces QK 1 , . . . , QK 5 invariant under the action of Sp(n) Sp(1) and which we then relate to Fino's in Theorem 3.15.
The first three modules in V are distinguished by the fact that their dimensions depend only linearly on n = dim M/4. We therefore single these out for special attention. By studying the interaction of the homogeneous tensor with the quaternionic curvature we find in §4 that non-trivial homogeneous quaternionic Kähler structures in QK 1+2+3 are necessarily of type QK 3 and that a manifold admitting such a structure has the curvature of quaternionic hyperbolic space. This prompts us to study different homogeneous models for quaternionic hyperbolic space HH(n) in §5. We first recall how Witte's refined Langlands decomposition of parabolic subgroups may be used to determine all the connected groups acting transitively on a non-compact symmetric space, and specialise to the case of HH(n). From the point of view of Lie groups, the simplest model of HH(n) is as the solvable group AN in the Iwasawa decomposition Sp(n, 1) = KAN . However, the tensorial description of this structure turns out to be rather complicated, being of type QK 1+3+4 . The trivial homogeneous tensor corresponds to the description of HH(n) as the Riemannian symmetric space Sp(n, 1)/(Sp(n) × Sp(1)). We find that the structures of type QK 3 arise from a particular homogeneous description of HH(n) as Sp(1)AN/ Sp(1) with the isotropy representation depending on a positive real parameter λ. In addition to the Lie-theoretic approach, we provide a concrete description of this geometry on the open unit ball in H n . The results contrast strongly with the case of real hyperbolic space studied by Tricerri & Vanhecke [31] , where the description as a solvable group is particularly simple.
Combining the computations and constructions of sections §4 and §5 we arrive at the following characterisation of HH(n). Theorem 1.1. A connected, simply-connected, and complete quaternionic Kähler manifold of dimension 4n 8 admits a non-vanishing homogeneous quaternionic Kähler structure in the class QK 1+2+3 if and only if it is the quaternionic hyperbolic space.
In this case, the homogeneous structure is necessarily of type QK 3 .
Earlier versions of some of the results of this paper were announced in [13] .
We recall that hyperKähler and quaternionic Kähler spaces appear in various contexts in field and string theory. For instance, they are found in the formulation of the coupling of matter fields in N = 2 supergravity; that is, couplings of n spin multiplets to supergravity with two independent supersymmetric transformations. Each multiplet consists of 4 real scalars and 2 Majorana spinor fields. The 4n real scalars parameterise a 4n-dimensional real manifold M endowed with a Riemannian metric such that the kinetic part of the Lagrangian reads as a non-linear sigma model from the space time to M ; i.e., a harmonic Lagrangian. This manifold is called the target manifold of the model. Physical and topological considerations force the holonomy group of M to be a subgroup of Sp(n) (that is, M is hyperKähler) if the gravity is considered as a background field, or Sp(n)Sp(1) (that is, M is quaternionic Kähler) if the gravity is considered as a dynamical field. The former case is called global supersymmetry and the latter local supersymmetry. We refer the reader to, for example, [4, 6, 14, 16] .
Homogeneous manifolds are particularly important in the study of sigma models of various types (for example, see [11, 16, 18] ). Therefore, it seems reasonable the existence of links between the classification of homogeneous structures and a possible classification of some physical structures and models. In fact, it would be of interest to translate into physical terms each of the classes QK i (cf. Theorem 3.15), the classes obtained by direct sum of these and the corresponding mathematical structures. Moreover, as N = 2 supersymmetric non-linear sigma models require non-compact target manifolds, the characterisation of quaternionic Kähler hyperbolic space, a paradigm of non-compact spaces, in terms of homogeneous structures could reveal interesting information of the aforementioned translation.
Preliminaries

Ambrose-Singer equations
Let (M, g) be a connected, simply-connected, complete Riemannian manifold. Ambrose & Singer [5] gave a characterisation for (M, g) to be homogeneous in terms of a (1, 2) tensor field S. The tensor S is usually called a homogeneous Riemannian structure, and a thorough study of these was made by Tricerri & Vanhecke in [31] and a series of papers by these authors and their collaborators. If ∇ denotes the Levi-Civita connection and R its curvature tensor, then one introduces the torsion connection ∇ = ∇ − S which satisfies the Ambrose-Singer equations (2.1) ∇g = 0, ∇R = 0, ∇S = 0.
The manifold (M, g) above admits a homogeneous Riemannian structure if and only if it is a reductive homogeneous Riemannian manifold. This means that M = G/H, where G is a connected Lie group acting transitively and effectively on M via isometries, H is the isotropy group at a base point o ∈ M , and the Lie algebra g of G may be decomposed into a vector space direct sum g = h + m, where h is the Lie algebra of H and m is an Ad(H)-invariant subspace, i.e., Ad(H)m ⊂ m. As G is connected and M simplyconnected, H is connected, and the latter condition is equivalent to [h, m] ⊂ m.
Conversely, let S be a homogeneous Riemannian structure on a complete Riemannian manifold (M, g) that is connected and simply-connected. We fix a point o ∈ M and put m = T o M . If R is the curvature tensor of ∇, we can consider the holonomy algebrah of ∇ as the Lie subalgebra of skewsymmetric endomorphisms of (m, g o ) generated by the operators R XY , where X, Y ∈ m. Then, according to the Ambrose-Singer construction [5, 31] , a Lie bracket is defined in the vector space direct sumg =h + m by (2.2)
One calls (g,h) the reductive pair associated to the homogeneous Riemannian structure S. The connected, simply-connected Lie group G whose Lie algebra isg acts transitively on M via isometries and M ≡ G/ H, where H is the connected Lie subgroup of G whose Lie algebra ish. The set Γ of elements of G which act trivially on M is a discrete normal subgroup of G, and the Lie group G = G/Γ acts transitively and effectively on M as a group of isometries, with isotropy group H = H/Γ. Then, there exists a diffeomorphism ϕ : G/H → M and (M, g) is (isometric to) the reductive homogeneous Riemannian manifold (G/H, ϕ * g).
Homogeneous quaternionic Kähler structures
We recall that an almost quaternionic structure on a C ∞ manifold M is a rank 3 subbundle υ of the bundle of (1, 1) tensors on M , such that there locally exists a basis J 1 , J 2 , J 3 satisfying the conditions
Here and throughout the rest of this paper, 'etc.' denotes the equations obtained by cyclically permuting the indices. Such a basis is called a standard local basis of υ in its domain of definition. Then, (M, υ) is called an almost quaternionic manifold, and M has dimension 4n, with n 1. On any almost quaternionic manifold (M, υ), there is a Riemannian metric g such that g(σX, Y ) + g(X, σY ) = 0, for any section σ of υ. Then, (M, g, υ) is called an almost quaternion-Hermitian manifold. It is known that M admits an almost quaternion-Hermitian structure if and only if the structure group of the tangent bundle T M is reducible to Sp(n) Sp(1) (cf. §3.2).
Let J 1 , J 2 , J 3 be a standard local basis of υ and let
These are local differential forms, but the differential 4-form Ω = 3 a=1 ω a ∧ ω a is known to be globally defined. Note that we have
The manifold is said to be quaternionic Kähler if ∇Ω = 0 or, equivalently, one has locally [24] that (2.5)
In the present paper we shall consider quaternionic Kähler manifolds of dim 8 and non-zero scalar curvature (see [10, 29, 30] [8] , and its Ricci tensor is nowhere zero. Thus, by a theorem of Kostant [27] , a transitive group of isometries induces the Lie algebra of the restricted holonomy group, and thus preserves Span{J 1 , J 2 , J 3 }, since each J a belongs to the Lie algebra of the holonomy group (see [10, p. 407 
]).
On the other hand, we have the following Corollary of Kiričenco's Theorem [25] (see also [5, 17] ). Such a tensor S is called a homogeneous quaternionic Kähler structure on M .
The equation ∇Ω = 0 is equivalent, under ∇g = 0, to the existence of three differential 1-formsτ 1 ,τ 2 ,τ 3 such that (2.6)
Combined with (2.5), the previous formulae yield
which together with the condition S XY Z = −S XZY , are the symmetries satisfied by a homogeneous quaternionic Kähler structure S. Note moreover that S X acts as an element of the Lie algebra sp(1)⊕sp(n) on T p M , for any p ∈ M . In fact, from the definition of Sp(n) Sp(1) (see (3.7) below), an element U ∈ sp(1) ⊕ sp(n) is characterised by the condition
shows that this is indeed satisfied by S.
Fino's classification
Let E denote the standard representation of Sp(n) on C 2n . This representation is quaternionic, meaning that it carries an anti-linear endomorphism j that commutes with the action of Sp(n) and satisfies j 2 = −1. Write S r E for the rth-symmetric power of E, so S 2 E ∼ = sp(n) ⊗ C, and let K be the irreducible Sp(n)-module in E ⊗S 2 E = S 3 E +K +E, (K is of highest weight (2, 1, 0, . . ., 0)). Take H to be the standard representation of Sp(1) ∼ = SU(2) on C 2 , then S 2 H ∼ = sp(1) ⊗ C and S 3 H is the 4-dimensional irreducible representation of Sp(1).
Homogeneous quaternionic Kähler structures are classified from a representation-theoretic point of view as follows. 
Here, [V ] denotes the real representation whose complexification is V , sums are direct, and the tensor products signs are omitted, that is, one writes EH instead of E ⊗ H, and so on. We shall write QK 1 , . . . , QK 5 for the five Fino classes in the above order, which differs slightly from Fino's. (1), etc. We also write QK i+j for QK i +QK j , etc.
Some conventions
We shall use the following conventions for the curvature tensor of a linear connection of a Riemannian manifold (M, g):
We denote the Ricci tensor by r and the scalar curvature by s. We write ν = s/4n(n + 2) for the reduced scalar curvature of a 4n-dimensional Riemannian manifold. In addition, the Einstein summation convention for repeated indices is assumed. 
Any homogeneous Riemannian structure on M belongs to T (T p M ) pointwise, whereas homogeneous quaternionic Kähler structures are pointwise in V. We wish to explicitly decompose V. For each element S ∈ V consider the tensor
which up to a factor −4 is the sum of the right-hand sides of (2.8).
Lemma 3.1. Given S ∈ V, the tensor Θ S lies in V and satisfies the equalities (2.8) with the same forms π a , a = 1, 2, 3, as S.
Proof. This follows directly from the relations J 1 J 2 = J 3 , etc., and (2.4).
On account of the equalities (2.8), for any S ∈ V we have that
The tensor T S belongs tô
that is,V is the subspace of V defined by the conditions π a = 0. We also define, corresponding to T = 0, the subspace of V
which can be also given as
The space V decomposes as an orthogonal direct sum
with respect to the inner product
S er eset S er eset , where {e r } r=1,...,4n is any orthonormal basis of V .
Proof. If S ∈ V, we have already seen that we can write it as S = Θ + T , with Θ and T defined in (3.1) and (3.2). Conversely, put S = Θ + T with
for some one-forms π a and T ∈V. It is easily checked that S satisfies (2.8) for the forms π a , so S ∈ V. To prove that the decomposition (3.4) is orthogonal, we take an orthonormal basis of V of the form {e r } = {u s , J 1 u s , J 2 u s , J 3 u s } s=1,...,n . Then, for T ∈V and Θ ∈V, we have that
T erJ b JaJ b usus = 0.
The action of Sp(n) Sp(1)
Standard local bases of υ on a quaternionic Kähler manifold (M, υ) are not intrinsic. In fact, given one basis {J 1 , J 2 , J 3 }, the other bases
On the other hand, by its very definition, the holonomy group of a quaternionic Kähler manifold is contained in
The action of this group on R 4n ≡ H n is as follows:
where the v are regarded as vectors in H n andq denotes the quaternionic conjugate of q. It is easy to check that an orthogonal automorphism A ∈ SO(4n) belongs to Sp(n) Sp(1) if and only if
, which is obtained from the projection homomorphism
The standard representation of Sp(n) Sp(1) on V , defined by (3.6), induces a representation of Sp(n) Sp(1) on V given by
Proof.
because A ∈ SO(4n) and we putπ b = m b a π a . So A(Θ) belongs toV, with the formsπ
Then (A(T )) XJaY JaZ = (A(T )) XY Z . Indeed, from (3.9) we have that
when (m b a ) is the matrix associated to A −1 .
We conclude that the representation (3.8) of Sp(n) Sp(1) decomposes as V =V +V. However, neither space is irreducible. We devote the next two subsections to the explicit decomposition of each space in turn.
The spaceV
In the spaceV one can first distinguish the subspacě
Proof. Given A ∈ Sp(n) Sp(1), we have that
We now describe the orthogonal subspace inV.
Proposition 3.5. The space orthogonal toV ⊥ 0 inV with respect to the scalar product defined in (3.5), iš
This subspace is invariant under the action of Sp(n) Sp (1) .
Proof. Let {e r } be an orthonormal basis of V as above. Then, forΘ ∈V We now give another characterisation ofV 0 .
Proposition 3.6. For dim V = 4n with n > 1, one haš
If Θ ∈V 0 , then the right-hand side of the previous equation vanishes.
for any orthonormal basis {e r }, r = 1, . . . , 4n. Then we have the next characterisation ofV 0 , which justifies the notation.
Proposition 3.7. We have thatV 0 = {Θ ∈V : c 12 (Θ) = 0}.
Proof. Let {e r } be an orthonormal basis of V as above. For Θ ∈V and t ∈ {1, . . ., 4n} fixed, we have that
An alternative characterisation ofV 0 , based on the expression (3.3) of the elements ofV, is given by the next proposition.
Proposition 3.8. We have thať
Θ JaY JaXZ .
Consider the map L :V →V defined by
It is easily seen that L(T ) ∈V, for any T and that L is a linear map satisfying L(A(T )) = A(L(T )). Moreover, we have the next results.
Corollary 3.10. The minimal polynomial of L is (x − 2)(x + 4). Thus, L is diagonalisable with two eigenspacesV 2 andV −4 with respective eigenvalues 2 and −4, andV
, these eigenspaces are invariant under the action of Sp(n) Sp(1).
Proposition 3.11. The subspacesV 2 andV −4 are mutually orthogonal.
Then, taking T ∈V 2 and T ∈V −4 , one obtains that 2 T, T = −4 T, T , thus concluding.
The subspaceV 2
A tensor T belongs toV 2 if and only if L(T ) = 2T , so
¿From the expression of the tensors in the subspaceV ⊥ 0 , we now consider the spaceV
The tensors T θ inV ⊥ 0 satisfy the cyclic sum property (3.10), showinĝ V ⊥ 0 ⊂V 2 , and also the condition c 12 (T θ ) = 4(n + 1)θ. It is also straightforward to check the invariance ofV ⊥ 0 under the action of Sp(n) Sp(1). Indeed,
Proposition 3.12. The subspace orthogonal toV ⊥ 0 inV is the subspace defined byV 0 = {T ∈V : c 12 (T ) = 0}. This space is thus invariant under the action of Sp(n) Sp(1).
Proof. Let {e r } be an orthonormal basis of V as above. Let T ∈V 0 . Then T θ , T = 0 for any T θ ∈V ⊥ 0 . In particular, taking θ to be the dual basis element to e , ∈ {1, . . ., 4n}, we have that
(T erer e l + T Jer Jer e l ) = 8c 12 (T )(e l ).
The subspaceV −4
A tensor T belongs toV −4 if and only if L(T ) = −4T , so
Proof. This is immediate from
Proposition 3.14. The spaceV −4 is contained inV 0 , so the tensors T ∈ V −4 are traceless with respect to c 12 .
Proof. Let {e r } be an orthonormal basis of V as above. If T ∈V −4 , then it satisfies the cyclic sum condition as in (3.11) , and in particular we have that
Summing over s, one gets 0 = 6c 12 (T )(e t ) + 3 a=1 4n s=1 T JaetesJaes . We claim that the second summand vanishes. Indeed, by the cyclic sum property we have that
Evaluating the last four terms we obtain multiples of c 12 (T )(e t ) that cancel and so we are left with the first term being zero, from which the result follows.
AsV 2 is orthogonal toV −4 , thenV 2 ∩V 0 is another subrepresentation, orthogonal to the above ones. According to the previous results, one has the orthogonal decomposition
The classification theorem
Theorem 3.15. If n 2, then V decomposes into the direct sum of the following subspaces invariant and irreducible under the action of Sp(n) Sp (1):
In other words,
Proof. Noting that V ∼ = [EH] ∼ = V * , it suffices to identify the five modules above with the modules in Fino's classification (see §2.3)
It is clear that 
Now we have that
T JaXJaY Z .
Consider QK 5 , which consists of the T ∈ V * ⊗ Λ 2 V * such that T XY Z + T Y ZX + T ZXY = 0. The projection to this module is given by mapping T to U , where
a=1 T XJaY JaZ ) and then by mapping U to
Applying these maps to the element α⊗β∧γ ∈ V * ⊗Λ 2 V * , the projection to QK 5 is
Symmetrising in the first two variables we get the following element of S 2 V * ⊗ V * :
(α∨J a β⊗J a γ − α∨J a γ⊗J a β) .
Applying the projection p we get 1/32 times
Taking β and γ linearly independent over H, which is possible for dim M 8, i.e., n 2, and examining the coefficient of · ⊗ γ, one sees that this element is non-zero. Thus
Corollary 3.16. Only the following inclusions hold between classes of homogeneous quaternionic Kähler structures and homogeneous Riemannian structures:
In particular, a naturally reductive homogeneous quaternionic Kähler structure is symmetric.
Proof. Use the above descriptions of the modules QK i and Table I , page 41 in [31] .
Geometric results
Let (M, g, υ) be a connected, simply-connected and complete quaternionic Kähler manifold of dimension 4n. Then each tangent space T p M , p ∈ M , with (g, J 1 , J 2 , J 3 ) p is a quaternion-Hermitian vector space. One has the standard representation of Sp(n) Sp(1) on T p M and hence it is possible to define and decompose the vector space V p ⊂ T (T p M ) of pointwise homogeneous quaternionic Kähler structures as in the previous section. This decomposition depends only on υ p and not on the chosen bases (J 1 , J 2 , J 3 ) p , so the irreducible summands (QK i ) p give well-defined bundles QK i over M . Suppose that M admits a non-null homogeneous quaternionic Kähler structure S. Then, by Theorem 2.3, M is homogeneous. Hence, if S p belongs to a given invariant subspace of V p , at p ∈ M , then S q belongs to the similar invariant subspace of V q at any other q ∈ M and is a section of the corresponding vector bundle.
The class QK 1+2+3
The purpose of this section is to prove one implication of Theorem 1.1, namely:
Theorem 4.1. Suppose M is a connected quaternionic Kähler manifold of dimension 4n 8 admitting a non-vanishing homogeneous quaternionic structure S ∈ QK 1+2+3 . Then S belongs to QK 3 and M is locally isometric to the quaternionic hyperbolic space HH(n).
The question of existence of QK 3 -structures on HH(n) will not be addressed until §5.2. so QK 1 , QK 2 and QK 3 are the modules whose dimensions grow linearly with dim M in T * ⊗(sp(1)⊕sp(n)). It is thus plausible that QK 1+2+3 corresponds to spaces of constant negative quaternionic curvature, since these are scarce in all homogeneous quaternionic Kähler spaces. This phenomenon is similar to the Riemannian [31] and Kähler [1, 20] 
8 with a non-vanishing homogeneous quaternionic Kähler structure S ∈ QK 1+2 . Then M is locally symmetric.
First proof. The curvature R of any 4n-dimensional quaternionic Kähler manifold M is given [2] by
where R 0 stands for the curvature tensor of the quaternionic projective space HP(n), R 1 ∈ [S 4 E] and ν q = ν/4 = s/16n(n + 2), one quarter of the reduced scalar curvature. If the structure is homogeneous, then
for the following reasons. The tensor R 0 is an Sp(n) Sp(1)-invariant algebraic curvature tensor built from the metric and local quaternionic structures in such a way that ∇R 0 = 0. Also S is an element of V = T * M ⊗(sp(1)⊕sp(n)) and S X acts via the differential of the Sp(n) Sp(1)-action, so S X R 0 = 0.
We may further decompose S = S H + S E , where S H ∈ T * M ⊗ sp(1) and S E ∈ T * M ⊗ sp(n). As R 1 ∈ [S 4 E], we have that S H R 1 = 0. Thus ∇R = ∇R 1 = S E R 1 . We conclude that if S E = 0, i.e., if S is of type QK 1+2 , then ∇R = 0 and g is locally symmetric.
Second proof. Any quaternionic Kähler manifold of dimension 4n
8 is Einstein [2, 9] . Moreover, one has
etc., which is proved in [24, (2.13)] under a different curvature convention, and which may be found with a misprint in [10, p. 404].
As S ∈ QK 1+2 we have locally that S XY Z = θ a (X)g(J a Y, Z), with θ a ∈ T * M . The second Ambrose-Singer equation ∇R = 0 of (2.1) is
But (4.1) implies that the right-hand side vanishes. 
where Write {h,h} for a complex orthogonal basis of H. Consider the elements α = e 1 h ⊗ẽ 4 1 and β = e 1 h ⊗ e 1 ∨ẽ 1 ∨ e 2 2 of EH ⊗ S 4 E, whereẽ = je, and e 1 ,ẽ 1 , e 2 are linearly independent. Then φ(α) has non-zero components in S 5 EH and S 3 EH, whereas φ(β) lies in neither of these modules. By Schur's Lemma, we conclude that φ is an isomorphism on each component of the decomposition (4.3).
As
too. Now S E = eh +ẽh, withẽ = je, since S E is a real element. For S E ⊗ R 1 to be totally symmetric in the e's we must have that R 1 ∈ S 4 {e,ẽ}. But h and h are linearly independent so e ⊗ R 1 andẽ ⊗ R 1 are each in S 5 E; the first implies that R 1 = ae 5 , the second that R 1 = bẽ 5 . As e andẽ are linearly independent, we conclude that R 1 = 0. Thus R = ν q R 0 and our space has constant quaternionic curvature.
Second proof. For S ∈ QK 1+2+3 , we have locally
with ξ and ζ a vector fields metrically dual to the one-forms θ and θ a of Theorem 3.15. Our assumptions imply in addition that ξ = 0.
We compute first, ∇ξ and ∇ζ a . The third Ambrose-Singer equation of (2.1) can be written as
Taking the covariant derivative of (4.4) with respect to Z and using equations (2.6), we get
for all X, Y, Z. We may perform two operations on this equation. Either take the inner product with X or put X = Y . In each case, now take the sum over X in an orthonormal basis. This gives the two relations (4n−4) ∇ Z ξ = ±W , for a certain vector field W , and we thus have ∇ Z ξ = 0, or, equivalently,
It follows that g(ξ, ξ) is a constant function, as Xg(ξ, ξ) = 2g( ∇ X ξ, ξ) = 0 for all X ∈ X(M ). Equation (4.5) now implies
The second Ambrose-Singer equation of (2.1) can be written as
Substituting (4.4) in (4.7), one sees that the terms containing ζ a are expressed as the summands with four R's in the right-hand side of (4.2), but we have seen that each such summand vanishes.
Taking then the cyclic sum with respect to X, Y, Z in (4.7), we get after a quite long calculation, using the two Bianchi identities and the relation (4.1), that
which is the expression of the curvature tensor R(X, Y )Z, for Z = ξ, of a quaternionic Kähler manifold with constant quaternionic curvature ν = 4ν q [2, 24] . We only need to prove that the expression similar to (4.8) is true for R XY Z, with Z arbitrary, instead of the particular ξ.
For this, we apply again the second Bianchi identity to the second Ambrose-Singer equation ∇R = 0, so
For the sake of simplicity, we write Θ 1 (X, Y, Z, W ) for the right-hand side of (4.1). Expanding the terms S X in (4.9), on account of formulae (4.4) and (4.1), we obtain that
where, as we saw, the terms in ζ a in (4.4) do not actually contribute.
Again from (4.1), after some computations, the second cyclic sum above can be written as
We now work out the first cyclic sum in (4.10). First, we write this as
Now making use of formula (4.8), after some simplifications we obtain that this can be written as
Hence, expression (4.10) can be written as
Contracting with ξ, we obtain that
.
By formula (4.1), the second curly bracket vanishes, so
i.e., (M, g, υ) is a space of constant quaternionic curvature ν = 4ν q .
Proposition 4.5. If S ∈ QK 1+2+3 and has non-zero projection to QK 3 , then the manifold is locally isometric to the quaternionic hyperbolic space and S belongs to QK 3 .
Proof. By hypothesis, the tensor S is given by (4.4) with ξ = 0, from which ∇ξ = 0 and equation (4.8) were derived, however we do not yet know the value of ν q . On the other hand, using ∇ = ∇+S, ∇ξ = 0 and equations (2.5) and (2.6), we have
which will be used in conjunction with
(4.12)
This will be examined in three stages to find the sign of the scalar curvature and to show that each ζ a is zero.
Step 1: Take X, Y ∈ (Hξ) ⊥ . Then (4.8) says g(R XY ξ, X) = 0. However, from (4.12) we have
Now taking Y = J a X and using (4.11), we find that g(R XJaX ξ, X) = g(X, ζ a )g(ξ, ξ)g(X, X). As X ∈ (Hξ) ⊥ is arbitrary, one deduces that (4.13) ζ a ∈ Hξ.
Step 2: Take X = ξ and Y ∈ (Hξ) ⊥ in (4.12). As g(ξ, ξ) is constant, we have that g(ξ, ∇ Y ξ) = 0. Moreover, using (2.5) we find
etc., which leads to
Comparing with (4.8) which says R ξY ξ = ν q g(ξ, ξ)Y , we get ν q = −g(ξ, ξ) and (4.14) g(ξ, ζ a ) = 0.
Step 3: Take X, Y ∈ (Hξ) ⊥ again and use (4.12) to get
Making use of (4.6), the expression for S and (4.13), we obtain after some calculations that
However, formula (4.8) says
Taking Y = J c X we conclude that −2g(X, X)g(ξ, J c ζ b ) = 0, for all b, c. Together with (4.13) and (4.14) this gives ζ a = 0, for each a, and hence S ∈ QK 3 . Consequently, our manifold is locally isometric to the hyperbolic space of constant quaternionic curvature −4g(ξ, ξ), as claimed.
Non-existence of QK 1+2
To complete the proof of Theorem 4.1 we need to show that structures of type QK 1+2 do not occur on manifolds of dimension 8 or more. For these structures, the tensor S lies in
Lemma 4.6. If a (1, 2) tensor S satisfies the conditions for the tensors in QK 1+2 and also ∇S = 0, then S defines a homogeneous structure.
Proof. We need to show that ∇ R = 0. Since ∇S = 0, we have that
where R 0 is the curvature tensor of HP(n),
. By Lemma 4.3, M is a locally symmetric space, so ∇R 1 = 0. This implies
However, ∇ is an Sp(n) Sp(1)-connection, so ∇ X R 0 = 0. We are left with ∇ R = − ∇R S , which is zero once ∇S = 0.
we may write S = (X a ) ⊗ J a for some vector fields X a , which means
Thus ∇S = 0 is equivalent to
etc., where τ a are given by (2.5).
Lemma 4.7. If M admits a non-vanishing homogeneous structure in the class QK 1+2 , then dim M 12. Moreover M is not of type QK 1 .
Proof. Equation (4.17) implies that
So the distribution given by the quaternionic span D = H X 1 , X 2 , X 3 is parallel and hence holonomy invariant [10, Prop. 10.21] . The irreducibility of M implies that this distribution must be the whole tangent space. This implies that dim R M 12. If M is of type QK 1 , then X a = J a X 0 for a fixed non-zero vector field X 0 . But this implies that D = T M is four-dimensional, which we have specifically excluded.
Note that we may now assume that at least two of the X a 's are linearly independent over H.
Let us now compute the Riemannian curvature. Regarding R as the alternation of −∇∇ we compute
where
with (a, b, c) a cyclic permutation of (1, 2, 3). As M is quaternionic Kähler, the curvature splits as
The part with values in [S 2 E] is given by
2 Ω a . Let us work with the above expression in two complementary ways. Firstly, we have that (R E ) AB is a skew-adjoint endomorphism of T M . Thus
And similarly
In addition we know that R E commutes with each J a , so
We thus have the following system of equations
for each cyclic permutation (a, b, c) of (1, 2, 3) . Now consider the Riemannian holonomy of M . We know that M is locally symmetric and quaternionic Kähler. Thus the holonomy algebra hol is that of a quaternionic symmetric space and splits as
with k non-Abelian. However, the Lie algebra k is generated by the coefficients of R E . In particular, the linear span of Θ 1 , Θ 2 and Θ 3 has to be at least two-dimensional. Equations (4.18) and (4.19), then imply that
so the X a are mutually orthogonal and of equal length.
Lemma 4.8. with Θ 2 and Θ 3 linearly independent. If x and y are both zero, then the result follows easily. Assume therefore that x = 0. We get from (4.22),
Comparing the coefficient of Θ 2 in the first equation of (4.20) with the first equation of (4.21) gives
from which one concludes β 23 = 0 and γ 2 = γ 3 . The result follows.
Write γ = γ a and δ = δ a which are now both independent of the index a. We find that X 1 is orthogonal to
Note using equation (4.17) with this information shows that δ = X 1 2 is constant. We may write (4.23)
with W 1 orthogonal to the quaternionic span of X 2 and X 3 . Now
Now the other way of looking at R E is to note that (R E ) ·,· X, Y is in S 2 E for all X and Y . This says that these two-forms are of type (1, 1) for each J a . Grouping Θ terms, we have
Now by the above analysis the vectors
are mutually orthogonal and all non-zero. Thus each Θ a lies in S 2 E. The condition that Θ 1 = κ 1 − 1 2 Ω 1 is type (1, 1) 1 , i.e., type (1, 1) with respect to J 1 , tells us that
is of type (1, 1) 1 , since Ω 1 is proportional to the Kähler form ω 1 for J 1 , and the term X 1 ∧ J 1 X 1 is already of type (1, 1) 1 . Squaring, we have that
We conclude that the quaternionic span of X 1 , X 2 and X 3 has 8 real dimensions.
In equation (4.23), we find that
since the three vectors J 1 X 1 , J 2 X 2 and J 3 X 3 can not all be proportional. Adding equations (4.24) and (4.25), we get (a + b)γ = (a + b)δ, so a = −b by (4.27) . Now by (4.26), 2a
2 (γ + δ) = δ whereas (4.24) gives a(γ + δ) = −γ. Thus 2aγ = −δ and 2a 2 − a = 1. The latter has solutions a = −1/2 and a = 1. However, a = −1/2 is impossible by (4.27), so a = 1, b = −1, γ = −δ/2. In particular,
which says the structure is of type QK 2 . However, we will see that these structures do not arise. Assume that the constant δ is non-zero. Rescaling the geometry by a homothety we may assume that δ = 1, γ = −1/2. Put
This is an orthonormal quaternionic basis for T M . We have
2 B. For Θ 1 to be of type (1, 1) 2 , we must have that κ 1 − J 2 κ 1 = Ω 1 . But
we then obtain
which is not proportional to
In conclusion, QK 1+2 structures do not exist and the proof of Theorem 4.1 is complete.
Homogeneous descriptions of quaternionic hyperbolic space
As the quaternionic hyperbolic space HH(n) is a non-compact symmetric space, it admits a transitive (isometric) action of a solvable Lie group, which is a proper subgroup of the full isometry group. We thus see that HH(n) has at least two homogeneous descriptions. In this section we study different homogeneous descriptions of HH(n), listing all the possible ones and finding their homogeneous types in some cases. This is preparation for §5.2, where we explicitly realise the homogeneous structures of type QK 3 on HH(n). A different model of this construction is provided in §5.3.
Transitive actions
As a symmetric space, we have
A group H acts transitively on HH(n) only if H\G/K is a point. As K is compact this implies that H is a non-discrete co-compact subgroup of the semi-simple group G. Such subgroups were classified by Witte [34] (cf. Goto & Wang [22] ). One begins by determining the standard parabolic subalgebras of g = sp(n, 1) (cf. [21, pp. 190-192] ). To be concrete, we take sp(n, 1) to be the set of quaternionic matrices that are 'anti-Hermitian' with respect to the bilinear form B = diag(Id n−1 , 0 1 1 0 ), where Id n−1 is the (n − 1) × (n − 1) identity matrix, thus
α ∈ sp(n − 1),
The maximal compact subgroup K has Lie algebra k = sp(n) ⊕ sp (1) with
Up to conjugation, sp(n, 1) contains a unique maximal R-diagonalisable subalgebra a = Span{A}, with A = diag(0, . . ., 0, 1, −1). The set of roots Σ corresponding to a is Σ = {±λ, ±2λ}, where λ(A) = 1. The set Θ = {λ} is a system of simple roots and the corresponding positive roots system is Σ + = {λ, 2λ}.
The general theory for g non-compact semi-simple says that standard parabolic subalgebras correspond to the subsets Ψ of the system of simple roots Θ for a maximal R-diagonalisable subalgebra, as follows. Let [Ψ] be the subset of Σ consisting of linear combinations of elements of Ψ. Then a standard parabolic subalgebra p(Ψ) = l(Ψ) + n(Ψ) of g is defined by
and each parabolic subalgebra of g is conjugate to some p(Ψ) [12] . The subalgebra n(Ψ) is nilpotent, whilst l(Ψ) is reductive. The latter may now be decomposed as l(Ψ) = l + e + a, with l semi-simple with all factors of non-compact type, e compact reductive, and a the non-compact part of the centre of l(Ψ). The decompositions
are referred to as the refined Langlands decomposition of the parabolic subgroup P (Ψ) and its Lie algebra in Witte [34] (cf. [32] ). Witte proved the following theorem.
Theorem 5.1 (Witte [34] ). Let X be a normal subgroup of L and Y a connected subgroup of EA. Then there is a co-compact subgroup H of P (Ψ) whose component of the identity is H 0 = XY N . Moreover, every nondiscrete co-compact subgroup of G arises in this way.
For G = Sp(n, 1) we only have two choices for Ψ and the corresponding parabolic subalgebras have the following refined Langlands decompositions:
the last being the +1-and +2-eigenspaces of ad A. Note that writing N for the connected subgroup of Sp(n, 1) with Lie algebra n = n 1 + n 2 , we have that Sp(n, 1) = KAN is the Iwasawa decomposition. For the first case, Theorem 5.1 says that for a co-compact H, the component of the identity H 0 is either all of sp(n, 1) or it is trivial. Thus the only transitive action coming from Ψ = ∅ is that of the full isometry group Sp(n, 1) on HH(n).
In the second case, there is much more freedom. Each time we take a connected subgroup Y of Sp(n − 1) Sp(1)R we get a corresponding cocompact subgroup. In order to get a transitive action on G/K note that Sp(n − 1) Sp(1) is a subgroup of K, so it is sufficient that the projection Y → Sp(n − 1) Sp(1)R → R be surjective. According to Theorem 5.1, H 0 is then Y N . We thus have the next result.
Theorem 5.2. The connected groups acting transitively on HH(n) are the full isometry group Sp(n, 1) and the groups H = Y N , where N is the nilpotent factor in the Iwasawa decomposition of Sp(n, 1) and Y is a connected subgroup of Sp(n − 1) Sp(1)R with non-trivial projection to R.
The simplest choice is Y = A, this is then the description of HH(n) as the solvable group AN . One may determine a homogeneous type for this solvable description as follows.
First we determine a quaternionic Kähler metric on AN . Taking the decomposition a + n 1 + n 2 , a natural choice is
where · is the Euclidean norm on H n−1 and µ, ν are positive constants. A choice of a quaternionic structure is then given by
is the element of n 1 corresponding to v ∈ H n−1 .
The compatibility condition g(A, A) = g(J 1 A, J 1 A) forces µ = κ 2 ν. Taking v 1 , . . . , v n−1 to be an orthonormal quaternionic basis of H n−1 , writing V i = ρ 1 (v i ) and using corresponding lower case letters to denote the left-invariant basis dual to A, X 1 , . . . , V 1 , J 1 V 1 , . . ., J 3 V n−1 , we have
etc. The condition that the structure be quaternionic Kähler now reduces to the requirement that dω 1 be a linear combination of ω 2 and ω 3 . One computes
by using the fact that the exterior derivatives of the left-invariant one-forms above are given by dα(B * , C
where B * is the vector field with one-parameter group g → exp(tB)g, g ∈ G, t ∈ R, so [B * , C * ] = −[B, C] * . Considering dω 1 one finds that the structure is quaternionic Kähler if and only if κν = −1 and µ = −κ = 1/ν.
The Levi-Civita connection ∇ is given [10, p. 183 ] by
To find the homogeneous tensor S = ∇ − ∇, we need the canonical connection ∇ for AN . But the latter is uniquely determined [31, p. 20] by its value at o ∈ HH(n), where we have
Note that ∇ is the connection for which every left-invariant tensor on AN is parallel [26, p. 192 ]. Working at o and writing B for B * o , etc., we now have
Note, for example, that this is skew-symmetric in C and D, confirming that S.g = 0. To compute S explicitly, we first determine the Lie brackets and find
where A 0 = A/µ. Putting this into (5.1) gives
The first line is in QK 1 , the next two lines are a tensor in QK 3 . With more work one finds that the last two lines are in QK 3+4 with non-zero projection to each factor. When n > 1, the total contribution to QK 3 is non-zero. Although this computation is performed at o, it applies at each point of AN = HH(n) and we have proved the next result.
Proposition 5.3. For any fixed µ ∈ R + , the quaternionic hyperbolic space HH(n) admits a homogeneous quaternionic Kähler structure S ∈ QK 1+3+4 given by (5.2), corresponding to a description of HH(n) as a solvable group.
We conclude that the class of a generic homogeneous structure on HH(n) is considerably larger than QK 3 . Even without computation, one can see that the solvable model necessarily has a non-trivial component in QK 1+2 : the almost complex structures J i are parallel with respect to the canonical connection, but not with respect to the Levi-Civita connection (since the scalar curvature is non-zero), so the π a in equation (2.7) are not all zero. Proposition 4.5 then implies that there must also be a component in QK 4+5 .
Structures of type QK 3
We now determine the non-vanishing homogeneous structures of type QK 3 on HH(n). Such a structure is given by a tensor where ξ = 0 is a vector field satisfying ∇ξ = 0, i.e., ∇ξ = Sξ.
We first consider the curvature term R S given by (4.16). Using By Theorem 5.2, we need to identify this Lie algebra structure as that of a subgroup Y N of Sp(n − 1) Sp(1)RN , where Y has non-trivial projection to R. Our holonomy algebra h is isomorphic to sp(1), so the Killing form is negative definite on this algebra and consequently it lies in sp(n − 1) ⊕ sp(1). Indeed it must lie in a subalgebra k 1 ⊕k 2 ⊂ sp(n−1)⊕sp(1), with k ∼ = sp(1). Let V and W be the standard two-dimensional representations of k 1 and k 2 . Then a + n decomposes as
under the action of k 1 ⊕ k 2 . As the action of the holonomy algebra only has a trivial summand of dimension 1, we conclude that the projection of h to k 2 is non-zero. Fitting the remaining representation to S 2 H + (n − 1)H, we find (cf. [19, p. 110] ) that the projection to k 1 is zero. Thus the holonomy algebra h may be identified with k 2 = sp(1).
Comparing with §2.1, we find that our symmetry groupG has Lie algebrã g =h + m = sp(1) + a + n 1 + n 2 , and that n 2 ∼ = [S 2 H]. Thus for each real λ, there is an ad-invariant complement 
