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Abstract. Measured forces, chip geometry and tool temperatures from machining a mill 
annealed Ti6Al4V at cutting speeds mainly from 1 to 100 m/min, but in some cases down to 
0.1 m/min, are reported, as well as mechanical testing of the material. Finite element 
simulations with inputs the measured flow stress, and subsequently a small high temperature 
strain hardening recovery correction, and a failure model calibrated from the cutting tests at 
speeds from 1 to 10 m/min, give satisfactory agreement with the higher speed tests once 
surface strain hardening and damage from the previous pass of the tool are taken into 
account7KLVSDSHU¶VRULJLQDOLW\LVILUVWO\WRVKRZWKDWPRre complicated flow stress models 
involving large strain softening are not needed provided shear failure is included; and 
secondly its failure model: this proposes a non-zero failed shear stress depending on local 
pressure and temperature. The simulations provide relations between tool mechanical and 
thermal loading and cutting conditions to aid process improvement. 
 
Keywords: Flow and failure modelling; Force and temperature measurement; Serrated chips. 
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1. Introduction 
 
 Attempts to predict the occurrence of localised shear or segmented chip formation in 
metal cutting, that gives rise to saw-tooth chip shapes, and the cutting forces, tool stresses and 
temperatures associated with that, have been a continuing activity for the past 50 years. One 
reason is that difficult-to-machine metals such as titanium alloys, nickel super-alloys and 
hardened steels show this type of chip formation at industrially used cutting speeds and feeds. 
Of these, the titanium alloy Ti6Al4V has the longest history of study. 
 Adiabatic heating is a common but not the only cause of localised shear. Ti6Al4V 
also shows segmented chips, though less serrated than saw teeth, in non-adiabatic conditions. 
Evidence for the importance of adiabatic conditions comes from observations that saw tooth 
chips occur above minimum values of the product hvc, with h the uncut chip thickness and vc 
the cutting speed. When hvc is non-dimensionalised by WKHFKLSPDWHULDO¶Vthermal diffusivity 
ț, the minimum value of hvc/ț, which has the physical meaning of a Peclet number, is found 
WROLHLQDQDUURZUDQJHIURP§WR (Table 1). Above this range heat flow by conduction 
during chip formation is negligible, i.e. conditions are adiabatic.  
 
Table 1 
Minimum values of hvc and of hvc/ț for saw tooth chip formation, from (Childs, 2014). 
Metal alloy (hvc)min (mm2/s) (hvc)min/ț 
Ti6Al4V 
Inconel 718 
AISI 1045 steel: Q&T HRC50 
                           Q&T HRC30 
70 ± 150 
100 ± 170 
300 - 330 
430 ± 480 
20 ± 40 
30 ± 50 
20 - 22 
29 ± 32 
 
As hvc increases towards adiabatic conditions, the temperature rise in the chip 
formation zone, due to plastic work, increases. The transition to saw tooth chip formation was 
considered in early theories to be due to increased thermal softening, that encourages shear 
localisation, overcoming strain hardening acting against it. Theories focussed on a criterion 
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for localisation and how to calculate the temperature. Recht (1964) estimated temperature in 
the case that the shear had just localised. He proposed that the localisation would continue 
catastrophically if, at that instant, the thermal softening equalled or just exceeded the strain 
hardening. He successfully ranked alloys according to their relative transition cutting speeds 
but was not able to give absolute values to those speeds. Semiatin and Rao (1983) calculated 
temperature in the primary shear zone before the transition. They proposed that localisation 
required the thermal softening at transition to be significantly larger than the strain (and 
strain-rate) hardening by a factor in accord with experience from other high-speed forming 
processes. They were able to give absolute values to transition cutting speeds, based on this 
experience factor. In contrast Hou and Komanduri (1997) argued that all that was needed for 
localisation was that the combined effects of strain and temperature should reduce flow stress 
within the primary shear zone to less than its pre-flow value. They put their effort into a 
temperature calculation much more detailed than that by Semiatin and Rao, also successfully 
to predict transition cutting speed. 
None of these three influential and well-received papers consider the possibility that 
the hydrostatic pressure distribution as well as the flow stress distribution within the chip 
formation zone should affect localisation and that the pressure distribution would be changed 
by thermal softening, GHVSLWH2[OH\¶VHDUOLHUZRUNWKDWVKRZVWKDWpressure distribution is 
altered by strain hardening (Oxley and Welsh, 1963, in Oxley, 1989). Nor do they consider 
possible destabilization due to micro-voiding and strain softening, the pre-cursor to ductile 
shear failure, though Hou and Komanduri acknowledge it, only to disregard it, while in 
earlier work Komanduri argues for crack formation at low cutting speeds (Komanduri and 
von Turkovich, 1981) and in contemporary work Shaw makes the case for cracking as the 
cause of serration (Vyas and Shaw, 1999). All three works pre-date the development of finite 
element chip formation simulations which, in principle, make redundant the need for a 
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localisation criterion. Localisation should emerge naturally from the input material properties 
and machining parameters. It is now clear from such simulations, certainly for Ti alloys, that 
some form of strain softening (or failure law) is necessary to account for chip formation with 
the severe level of instability that merits the description of chips as saw-tooth shaped. 
 An early well-founded simulation by Calamaz et al. (2008), without strain softening 
or a failure law, shows segmented chip formation of Ti6Al4V when hvc = 300 mm2/s (h = 0.1 
mm, vc = 180 m/min) but the segment shape is far from that observed in experiments. There 
is no segmentation when hvc = 100 mm2/s although experiments show that there should be. 
7KHVLPXODWLRQV¶IORZVWUHVVGHSHQGHQFHRQVWUDLQ, strain rate and temperature is in the form 
of a Johnson-Cook model with its coefficients obtained in a standard way from split 
Hopkinson bar testing. Calamaz et al., with an improved treatment in (Calamaz et al., 2010), 
achieve more realistic chip shapes, at high and low values of hvc, by modifying the Johnson-
Cook model so that strain hardening gives way to strain softening at temperatures greater 
WKDQ§&DQGVWUDLQVJUHDWHUWKDQ§0.7 (i.e. beyond the range of the Hopkinson bar 
testing). They justify this as due to dynamic recovery / recrystallization. The strain softening 
reduces the flow stress to ׽ half its value in the absence of softening, as strains increase 
above 1. More recently Liu et al. (2013) introduced a combined softening and failure model. 
RHFRYHU\VHWVLQDWDVWUDLQ§,QDGGLWLRQSDUWLDOVKHDUIDLOXUHLQLWLDWHVDWDVWUDLQ§ 0.3 to 
0.5, also eventually reducing flow stress to ׽half its value in the absence of softening, at 
strains in the range 1 to 1.5. The failure strain, though, is a function of strain-rate and not of 
hydrostatic pressure and temperature (as is proposed in this paper, in Section 3). Most 
recently the same group (Melkote et al., 2015) has developed a strain softening flow stress 
model from first principles, considering grain refinement during shear, for commercially pure 
Ti. It predicts saw-tooth chip formation ZLWKVWUDLQVRIWHQLQJVHWWLQJLQDWVWUDLQV§WR
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in the temperature and strain rate conditions of machining. They comment that a better 
simulation would include a ductile failure criterion. 
 A well-known form of ductile failure law (Eq. 1) expresses that damage D 
accumulates DORQJDPDWHULDO¶VHTXLYDOHQWstrain path, depending on the variation of failure 
strain fH along the path. fH  is the product of İf,0, the failure strain in simple shear / torsion, 
and exp(cK). c is a negative constant and Ș, the stress triaxiality, is the ratio of hydrostatic 
stress ım to WKHPDWHULDO¶VIORZVWUHVVV . Any dependence of fH on temperature and strain rate 
is included within İf,0. Failure occurs as D   1. 
 
 KHH
H
H
c
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pa th f
exp
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0, 
 ³
       (1) 
 
 Simulations of Ti6Al4V machining that include a failure law of this type realistically 
predict serrated chip formation (for example Chen et al., 2011). The opposite problem to 
ignoring strain-softening in the absence of a failure model must be overcome. The flow stress 
at failure must be prevented from falling to zero. Ways of doing this, failure mitigation as it 
were, with catastrophic consequences of not doing so, are illustrated in (Liu et al., 2014). 
 An uncertainty in much of the modelling / simulation literature is that material flow 
and failure data are assumed from other work. When experiments are carried out (and when 
experimental results are taken from other work too) it is by no means certain that the flow 
and failure data match the properties of the actually machined materials. For example 
Calamaz et al. (2010) assume a linear thermal softening of Ti6Al4V, i.e. m = 1 in the 
Johnson-Cook (1985) flow stress model, although there is a substantial literature that shows 
flow stress decreasing concave downwards with increasing temperature, i.e. m < 1. Liu et al 
(2014) take, in Eq. 1, İf,0 = 0.25 at low strain-rate and room temperature and c = - 0.5. These 
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values can be traced back to Johnson and Holmquist (1989). Other authors use these values 
too. It is now understood (for example Bai and Wierzicki, 2010) that failure strain depends on 
the third stress invariant as well as on Ș (with differing importance for different alloys). 
Historical values of İf,0, c may not be correct for plane strain modelling if they were obtained 
from the failure of axially symmetric test pieces. Recent work (Allahverdizadeh et al., 2015) 
on annealed Ti6Al4V that takes this into account gives for plain strain conditions, after 
manipulation of its data to the form of Eq. 1, İf,0 = 0.51 and c = - 0.43. Other recent work 
gives İf,0 = 0.37 and c = - 0.15 (Hammer, 2012), although (Simha and Williams, 2016) give 
İf,0 = 0.5 and c = - 1.4 based on the same data. For steels, c is found in the range ± 0.5 to ± 2.5 
in plane strain conditions (Childs, 2013). It is an open question what are the appropriate 
values of İf,0 and c for Ti6Al4V particularly for the compressive conditions existing in the 
shear region of metal cutting chip formation. 
 A further issue with much of the literature is selection of the sliding friction contact 
condition between the chip and tool. It is recognized that contact stresses are high so that the 
contact is divided into a region close to the cutting edge where friction stress is close to the 
shear flow stress of the chip material, and a region further from the edge where friction stress 
is some fraction ȝ (the friction coefficient) of the normal stress. But usually ȝ is chosen to 
give good agreement between the ratio of thrust and cutting forces. For example, Melkote et 
al. (2015) apply different values of ȝ, from 0.27 to 0.63, to each of the 15 conditions that they 
simulate. 
 A final issue is that as material flow and failure models become more complicated it 
becomes more difficult to determine their critical features that control the outcomes of 
simulations based on them. 
 The present paper combines modelling and simulation with experimental work. It 
includes flow stress and failure characterisation of the actual experimental material although 
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it has been necessary to extrapolate the range of the characterisation by reference to and 
matching with previous works. It develops equations to describe the actual flow stress and 
failure behaviours rather than fitting the behaviours to existing equations; and it keeps 
various adjustable parameters to the smallest number possible in order better to assess which 
are critical to predictions. It applies a default friction coefficient ȝ = 1, based on previous 
experience that such a high value forces the contact into the, realistic, high stress regime in 
which friction stress equals shear flow stress over a greater part of the chip / tool contact 
length (Childs and Rahmad, 2010). 
 The paSHU¶V hypothesis is that it is not necessary to invoke a major strain softening to 
account for observed chip formation (although a small adjustment for recovery is found to 
improve agreement between simulations and experiments). Instead, ductile shear failure 
initiates unstable flow. Its novel feature concerns the flow stress at failure. It is taken to be a 
fraction of the unfailed flow stress, with the fraction varying from 0 to 1 depending on the 
stress triaxiality and temperature. It is a development from earlier work considering only 
stress triaxiality dependence that successfully predicts built up edge formation in the 
machining of steels (Childs, 2013). 
 Two groups of machining experiments have been carried out. In the first group, the 
uncut chip thickness h and cutting speed vc are in the ranges 0.05 to 0.25 mm and 0.1 to 30 
m/min. The product hvc < 50 mm2/s in all cases except for the largest combinations of h and 
vc. For hvc < 50 mm2/s shear localisation is not adiabatic but due to shear failure (Table 1). 
The purpose of this group of experiments is to validate and calibrate the shear failure model. 
It is found that the cutting speed range vc from 1 to 10 m/min is most useful for this. In the 
second group h is from 0.1 to 0.4 mm and vc from 40 to 100 m/min. These are the industrially 
used conditions. The experimentally measured cutting and thrust forces, tool rake 
temperatures and chip shapes are compared with predictions from simulations with inputs of 
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the experimentally determined flow stress behaviour of the Ti6Al4V and the failure 
behaviour validated in the first group of experiments. Agreement is found between 
experimental and predicted forces and temperatures. To obtain agreement between simulated 
and experimental chip shapes it is additionally necessary to consider the damage and strain 
created in the cut surface by the previous pass of the tool. 
 
2. Experimentation 
 
 All of the work material characterisation and the first group of cutting tests (low hvc, 
non-adiabatic to calibrate the shear failure model) and some of the second group of tests 
(high hvc, industrially used) have been carried out on a single as-received billet, billet A, of 
Ti6Al4V, 400 mm long and 290 mm diameter. The high hvc test results are augmented by 
recent pre-existing but previously unpublished results from two further billets B and C. All 
three billets are from the same supplier and of the same grade, with the same as-received heat 
treatment: mill annealed at 750°C for 2h and air cooled. The composition of billet A from 
four measurements at different positions is 6.5 ± 0.1 wt% Al, 4.1 ± 0.1 wt% V, 1880 ± 110 
ppm O, balance Ti. 
 Fig. 1 shows similar chip microstructures from all three billets. Microstructure 
between serrations is similar to that of as-received material, which is bi-modal, formed by 
globular primaU\ĮSKDVHZKLWHLQWKHLPDJHDQGDFLFXODUĮSKDVHFRQWDLQHGLQD
WUDQVIRUPHGȕPDWUL[EODFNLQWKe image). The SULPDU\Į grain size is G = 8 (ASTM, 2013) 
and accounts for 70% by volume of the alloy. Fig. 1 also shows qualitatively the different 
chip shapes from low and high hvc tests. The serrations from billet A at low hvc (1.7 mm2/s) 
are less pronounced and more irregular than those from billets B and C at high hvc 
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(respectively 170 and 270 mm2/s). The chip serration dimensions tmax and tmin are defined on 
billet C, for later use. 
                                  
Fig. 1. Billet A to C microstructures observed in chip sections. The less pronounced chip 
serration at low hvc (billet A) is also seen. 
 
2.1. Flow stress and failure determination 
 
Large amounts of data exist in the literature on the flow stress dependence of 
Ti6Al4V on strain, strain rate and temperature. The flow stress behaviour of billet A material 
has been measured to place it amongst this data and partially to validate the flow stress model 
to be used here. 
6WUDLQKDUGHQLQJDW§&DQGDVWUDLQUDWHRI§-3/s has been measured by plane 
strain compression testing. The Ti6Al4V strip, cut transversely from the billet to give a 
longitudinal compression direction, was 1.5 mm thick, 18 mm wide and > 20 mm long. The 
plane strain compression dies, overlapping the strip in the width direction, were 3 mm wide. 
Loading was incremental with lubrication between increments by re-application of a PTFE 
tape at the die / strip contact. Testing was repeated three times (with three strips). These tests 
also gave information on shear failure. Load was applied up to the first instance of cracking 
of the sample. This was by shear and localised at the opposite edges of the 18 mm width. Side 
spread of the sample there indicated that the stress state was closer to uniaxial compression 
than plane strain, i.e. triaxiality K §- 1/3.  
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Temperature and strain rate dependence of flow stress have been measured by simple 
compression of cylinders 12 mm high and 8 mm diameter. They were cut from the billet to 
give axes in the longitudinal direction. All tests were repeated at least twice. Quasi-static, 
ambient temperature tests used a 100kN Instron test machine. Loading was incremental with 
PTFE tape lubrication. Elevated temperature and medium strain rate tests were carried out 
continuously in a Gleeble 3500 hydraulic test machine. Testing was in vacuum with graphite 
lubrication, after heating at a rate of 10°C/s and holding for 20s, as in (Iturbe et al., 2017). 
Testing was at temperatures of 25 to 800°C at a strain rate of 1/s, at 400 to 800°C at 10/s and 
at 800°C at 100/s. Testing at a higher strain rate, for example by split Hopkinson bar testing, 
was not available for this project.  
 
2.2. Low speed cutting tests 
 
Orthogonal planing has been carried out dry, with vc from 0.1 to 30 m/min and h from 
0.05 to 0.5 mm. Plane rake face WC-6Co (H13A) inserts of 5° rake and 6° clearance angle 
have been used. Their measured edge radius rȕ was WRȝP 
Fig. 2 shows a detail of the set up. The planing has been of a 2 mm wide, 20 mm long, 
fin milled from a cuboid cut from billet A. The billet is clamped on a Kistler 9129AA force 
platform which in turn is bolted to the table of a vertical CNC milling machine. The table 
provides the cutting speed motion. The insert in its holder is held on the non-rotating spindle 
of the milling machine. The mass and stiffness of the insert support give it a resonant 
frequency of 160 Hz in the cutting direction and 150 Hz in the thrust direction, as obtained by 
a hammer impact test, measuring the insert vibration with a laser displacement meter 
UHVROXWLRQȝP. 
A high speed video camera (Photron FASTCAM APX RS) views the cutting from the 
side at a frame rate of 1,500 to 10,000/s. Frames and the cutting and thrust force (FC and FT) 
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outputs from the Kistler (sampled at 10 times frame rate) are synchronised and recorded. Fig. 
3 is an example of one frame output. A cursor identifies the force state at the instant of the 
frame. 
Chips collected after a test are sectioned and polished to obtain the maximum and 
minimum chip thicknesses tmax and tmin, defined in Fig. 1.  
 
                                      
                                            Fig. 2. The low speed cutting set up. 
 
                                     
           Fig. 3. Force and video output example: vc = 1 m/min, h = 0.05 mm. 
 
2.3. Higher speed cutting tests 
 
Orthogonal dry cutting has been carried out, with additional data provided from pre-
existing semi-orthogonal and flood cooled tests, all with vc from 40 to 100 m/min and h from 
0.1 to 0.4 mm, and all with uncoated H13A inserts of rake angle 5 to 7°. In contrast to the 
low speed tests, rȕ KDVEHHQPHDVXUHGLQWKHUDQJHWRȝP 
Cursor
FC
FT
1,500 fps
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Orthogonal cutting has reduced the length of tube. Tube of wall thickness 2 mm was 
machined from billet A and mounted in the spindle of a vertical CNC milling machine. The 
cutting insert in its holder was bolted to a Kistler force platform on the stationary table of the 
machine. Cutting speed and feed were generated by the spindle¶V rotation and axial feed. 
Machining was dry. Forces were recorded and chips collected, sectioned and polished. 
Pre-existing orthogonal cutting of billet B was with the same set up, with the addition 
that the side face of the cutting insert was ground normal to the cutting edge and overhung 
the WXEH ZDOO E\ §  PP In addition to force and chip measurement, the temperature 
distribution on the tool side face was obtained by infra-red imaging. Detail of the set up and 
method has been published before (Armendia et al., 2010). 
Force and chip measurements also pre-existed for orthogonal cutting of billet C. In 
that case tube of 5 mm wall thickness was obtained from the billet and turned on a lathe in 
flood coolant conditions. 
Semi-orthogonal cutting has been turning of bar from billets A and C in a horizontal 
CNC lathe with flood coolant and with tools of nose radius 0.8 and 1.6 mm and cutting edge 
engagement length 4 to 5 mm. 
 
3. Models and simulation conditions 
 
7KLVSDSHU¶V flow stress, failure and chip / tool friction models are given here. The 
simulation conditions are also presented. General simulation results of the features of chip 
formation are in Section 4: how field variables such as damage, stress triaxility, temperature 
and strain vary with cut distance, h and vc. Quantitative predictions of FC, FT, tmax and tmin and 
of maximum tool temperature, and further chip formation views, are in Sections 5 and 6 
where they are compared with experimental results. 
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3.1. Flow stress modelling 
 
The flow stress dependence on strain, strain rate and temperature from the 
compression testing is fitted to the product form Eq. 2, with the functions  Hg , ݄ሺߝҧሶሻand 
 T4  as in Eqs. 3 to 5. These are standard forms in the field of metal cutting (Childs and 
Otieno, 2012) that allow for a critical (cut-off) strain cH above which strain hardening ceases 
(Eq. 3) and for a better fit (Eq. 4) to thermal softening than can be obtained with, for 
example, the single coefficient m of the Johnson-Cook equation. The product form is more 
convenient for fitting than an additive law such as proposed in (Zerilli and Armstrong, 1987). 
The coefficients of each of  Hg , ݄ሺߝҧሶሻor  T4  are obtained from varying strain, strain rate 
or temperature, keeping the other two constant. Previous work shows that near-identical 
predictions of chip formation are obtained with product and additive models provided the 
coefficients of the models describe similar flow stress responses in the conditions of 
machining (Childs and Otieno, 2012). ߪത ൌ ݃ሺߝҧሻ݄ሺߝҧሶሻ߆ሺܶሻ         (2) 
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     (4) 
݄ሺߝҧሶሻ ൌ ቀ ? ൅ ఌതሶఌതሶ బቁ௠         (5) 
The coefficients of Eqs. 3 to 5 that fit the compression test results are reported in the 
following sub-sections. The upper and lower bounds of the coefficients from other published 
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works are also obtained, for subsequent use in simulation sensitivity analyses. It is convenient 
first to record the test results. 
Fig. 4 shows the strain hardening behaviour from the plane strain compression tests. It 
also indicates the initial fracture strain levels from the three test repetitions, to be considered 
in Section 3.2. 
Table 2 records the dependences of flow stress in simple compression on strain rate 
and temperature at a strain of 0.05. Temperature and strain rate dependence of flow stress is 
determined at this strain level at which heating due to plastic flow is negligible.  
                                 
Fig. 4. Quasi-static strain hardening of Ti6Al4V at room temperature. 
Table 2 
Ti6Al4V flow stress (MPa) dependence on strain rate and temperature at a strain of 0.05. 
Strain-rate 
(s-1) 
Temperature (°C) 
25 400 600 800 
10-3 1160 - - - 
1 1230 ± 20 670 ± 20 530 ± 20 320 ± 20 
10 - 730 ± 40 570 ± 50 385 ± 30 
100 - - - 470 ± 40 
 
3.1.1. Strain hardening fit to Eq. 3 
The Fig. 4 results are re-plotted as flow stress relative to flow stress at zero strain in 
Fig. 5. Other results are added, extracted from published work on annealed or as-received 
(hot worked) Ti6Al4Vat constant strain-rate and temperature, over the range 20 < T(°C) < 
300 and 10-3 < ߝҧሶ(s-1) < 10+3. The data at high strain-rate were obtained by interrupted testing 
to limit heating due to plastic work. Upper and lower bounds are indicated by the dashed 
lines. The present work follows the lower bound. 
0.0 0.1 0.2 0.3 0.4
0
250
500
750
1000
1250
1500
 Repetition 1
 Repetition 2
 Repetition 3
 Equation 3 fit
V (
MP
a)
H
fracture strain
15 
 
Table 3 lists the values of 0H , n (Eq. 3) that fit the upper and lower bounds, and also 
mid-range values. Additionally, the value of ı0 from Fig. 4 is 930 MPa. No value is found for 
the cut-off strain cH . Fracture occurs before its level is reached. Simulations will assume 
either an infinite value or a value reducing with temperature, Eq.6. A = 20,000, B = 0.0112 
give cH  effectively infinite ( cH > 10) for T < 680°C but reducing to 0.27 at T = 1000°C. The 
latter is found to lead to improved agreements with experiment. 
> @BTAc  expH          (6) 
                   
Fig. 5. The present strain hardening results compared to data from the literature after 
normalising by the flow stress at zero strain. The present work follows the lower bound. 
 
Table 3 
Bounding and mid values from published works of flow stress coefficients in Eqs. 3 to 5.  
Bound 0H  n c1 c2 Tc (°C) Tm (°C) ࢿതሶ ૙ (s-1) m 
Upper 0.014 0.14 -6.1E-4 0 600 1650 0.015 0.03 
Mid 0.022 0.145 -1.0E-3 +3.9E-7 600 1650 0.007 0.022 
Lower 0.04 0.16 -1.4E-3 +7.8E-7 600 1650 0.001 0.015 
 
3.1.2. Thermal softening fit to Eq. 4 
Flow stress at 400°C relative to flow stress at 25°C is obtained from Table 2 at a 
strain rate of 1/s. Flow stress at temperatures of 600 and 800°C relative to flow stress at 
400°C is obtained in two ways, at strain rates of 1 and 10/s, and averaged. The relative 
0.0 0.2 0.4 0.6
0.50
0.75
1.00
1.25
1.50
       T (oC)   H (s-1)           Ref.
 20     10-3     Usui et al. 1984
 20     10+3     Usui et al. 1984
200    10+3     Usui et al. 1984
 20     10-3    Khan et al. 2004
150    10-3    Khan et al. 2004
315    10-3    Khan et al. 2004
 20     10-3    Macdougall,
                                Harding 1999
      Present work
Upper bound
V /
 V H
 
=
 
0
H
Lower bound
.
16 
 
thermal softening over the complete range 25 to 800°C is obtained stepwise. The results and 
their comparison with data extracted from published work are in Fig. 6 
The data shown as solid symbols in Fig. 6 are from tests either at T < 450°C or at 
strain rates > 103/s. The dashed lines are bounds to these. Their Eq. 4 coefficients are in Table 
3. The present results follow the lower bound for T < 600°C but at T = 800°C (circled) they 
fall below the lower bound, as do results from previous work at the strain rates of 10-3 and 1/s 
(El-Magd et al., 2006). These high temperature, low strain rate, conditions do not occur 
during chip formation at engineering speeds and feeds and are regarded as not relevant.  
 
 
 
 
 
 
 
Fig. 6. Flow stress at temperature relative to flow stress at 25°C from the present and 
previous works. The present work follows the lower bound in machining-relevant conditions. 
 
3.1.3. Strain rate hardening fit to Eq. 5 
 Flow stress results at high strain rate relative to flow stress at ߝҧሶ = 10-3/s from the 
present and published works are in Fig. 7. The present results are obtained from Table 2 in a 
stepwise fashion, hardening from ߝҧሶ = 10-3 to 1.0 /s being obtained at T = 25°C, from 1 to 10/s 
at 400, 600 and 800°C and from 10 to 100/s at 800°C. The previous work data are from room 
temperature testing except for that from (El-Magd, 2006) which is averaged over the range 20 
to 600°C. The upper and lower bounds to the previous work are marked, with their Eq. 5 
coefficients in Table 3.The present result for ߝҧሶ= 100/s, dependent on the 800°C data, is above 
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the upper bound from the previous work. It is regarded as an overestimate for machining-
relevant conditions, in the same way as is the thermal softening at 800°C in Fig. 6. 
                                   
Fig. 7. Flow stress at ߝҧሶ > 10-3 /s relative to flow stress at ߝҧሶ = 10-3 /s from the present and 
previous works.  
 
3.2. Failure modelling 
 
It is observed that in the low speed machining of Ti6Al4V (Fig. 1, billet A) the chip 
segments are not separated. Presumably, under compression, traction occurs across the 
interfaces between segments as the segments develop. A discontinuity in micro-structure 
across the interfaces is also observed. The interfacial condition is called shear failure here 
even though failure more commonly is used to describe the fragmentation and complete loss 
of traction that occurs in tensile conditions. Further, the interfaces are not regarded as 
external boundaries to the segments to either side of them. The model assumes that the 
segments and their interfaces are a continuum. A reduced flow stress develops in the 
interfacial region. In this way a unified view is developed from low speed to high speed 
machining. At low speed failure governs the complete cycle of segment development. At 
high speed it provides another way, in addition to thermal softening, to trigger shear banding. 
The development of the banding then becomes also dependent on adiabatic shear. 
Failure is considered in two stages: its initiation followed by the flow stress reduction 
in the interfacial region that it causes.  
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3.2.1. Failure initiation 
 Mainstream current advances in modelling ductile shear failure, mainly applied in 
conditions of positive stress triaxiality, K, assume a Mohr- Coulomb failure law. (Bai and 
Wierzbicki, 2010) show that in plane strain conditions the Mohr-Coulomb law leads to an 
approximately exponential dependence of failure strain on K. The exponential form is 
assumed here, extrapolated into negative K conditions, with increase of damage D along a 
streamline, and the onset of failure as D reaches 1.0, as in Eq. 1. 
 Published data for shear failure of Ti6Al4V at room temperature and low strain rate 
reviewed in the Introduction give a range for İf,0 RI§WRand for c §- 0.5 to - 2.0. 
Further data exist for elevated temperatures and strain rates. The commonly quoted work 
(Johnson and Holmquist, 1989) and all other studies, from Usui et al. (1984), through 
Macdougall and Harding (1999) to Hammer (2012) show a negligible influence of strain rate 
on failure strain. However there is a significant influence of temperature that can be 
approximated to a linear increase of İf,0 with T up to some critical value Tcrit above which it 
increases rapidly. Eq. 7 will be assumed here. Estimates for a, from predominantly tensile 
testing, are 0.0023 (Johnson and Holmquist, 1989) and 0.0012 (Hammer, 2012), with testing 
at T up to 450°C and 600°C respectively and no indication of a value for Tcrit. Data from 
compression testing up to 400°C (Kailas et al., 1994) gives a = 0.0022, with the comment 
that at 400°C failure is no longer catastrophic as it is at lower temperature. Data in (El-Magd 
et al., 2005) show a major increase in failure strain between 600 and 700°C. Here Tcrit = 
600°C is assumed. The effect of varying a in the range 0 to 0.0024 is treated in Section 6. 
Values for İf,0 and c are chosen to give agreement between predicted and observed 
chip formation at low cutting speed, taking account of their expected ranges and the fracture 
strains in plane strain compression (Fig. 4). 
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3.2.2. The failed flow stress behaviour 
It is pictured physically that under low compressive hydrostatic pressure p the shear 
flow stress ĲD of failed material is in proportion to p according to ĲD = ȝip, with ȝi having the 
character of an internal Coulomb friction coefficient. Then the failed flow stress DV is ĲD¥
At high pressure DV becomes limited toV , the flow stress of the undamaged material. 
Considering that p/V is equivalent to - K, then the ratio of failed to undamaged flow stress
VV /D  may be written as varying from (- ¥ȝiK) to 1.0 as K becomes increasingly negative. 
It is further pictured that a failed material heals if its temperature during subsequent 
deformation rises to a sufficient level, i.e. flow stress can return to V and D to zero. It is 
supposed that healing occurs between lower and upper temperature limits, TL and TU, with the 
extent of healing varying linearly from 0 to 100% between those limits 
Eqs. 8 describe the proposed behaviour. f(K,T) is the ratio of DV to V . A tanh 
function is taken empirically to represent its dependence on K for T < TL. )LJ¶VVROLGOLQH
illustrates this for the example ȝi = 1.0. The chained line shows the fully healed condition 
when T > TU. The dashed line is an intermediate state, in fact when T is halfway between TL 
and TU. A zero value of DV  is prevented by a minimum allowed value of f(K,T). 
Values are chosen TL = 600°C, to match Tcrit (Eq. 7); TU = 700°C; f(K,T)min =  0.1. ȝi is 
adjusted, with İf,0 and c, to give agreement between predicted and observed low speed chip 
formation (ȝi §LV determined) 
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Fig. 8. Example dependence of the ratio of failed to undamaged flow stress on K and T. 
 
3.3. Work and tool thermo-physical properties and the chip / tool friction model. 
 
The thermal conductivity and heat capacity of Ti6Al4V are taken to be independent of 
temperature and equal to 6.7 W/m°C and 2.3 MJ/m3. The H13A tool thermal conductivity is 
taken to be 100 W/m°C (Mondelin et al., 2013). Its heat capacity ȡ& is taken to be 0.1 MJ/m3. 
This is a 36-fold reduction from its physical value and reduces the time taken to reach the 
steady state temperature without changing the steady state value (Arrazola et al., 2015). Fig. 9 
demonstrates this for the example vc = 80 m/min, h = 0.25 mm. When ȡ& = 0.1 MJ/m3 the 
maximum rake face temperature reaches a steady value DIWHU§PV. AIWHU§PVWKHWRRO
temperature contours show heat to be diffused well below the chip / tool contact. When ȡ& = 
3.6 MJ/m3 the steady state maximum rake temperature is still not quite achieved after 2.3 ms 
and the tool subsurface temperatures are far from steady state. 
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Fig. 9. Simulated influence of tool heat capacity ȡ& on tool temperature development with 
time in machining Ti6Al4V, example of vc = 80 m/min, h = 0.25 mm. Maximum rake 
temperature is shown below with (above) tool temperature distributions DIWHU§PVȡ& = 
0.1 MJ/m3) and 2.3 ms (ȡ& = 3.6 MJ/m3). 
 
The chip / tool sliding friction law is given by Eq. 9 (Ĳf is friction stress, ın is normal 
stress, ȝ is the friction coefficient; when D = 1 V  is replaced by DV ). ȝ is set to 1.0. Then Ĳf  
depends on V  (or DV ) over most of the contact (Childs, 2013). The failure model affects 
both the flow stress in the primary shear region and the friction stress between chip and tool. 
It should be noted that ȝ is an input to the simulations. It differs from tan-1Ȝ, with Ȝ the 
friction angle between the resultant cutting force and the normal to the tool rake face, because 
Ĳ is not equal to ın over the whole of the chip / tool contact. 
 
 3,min VPVW n          (9) 
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3.4. Simulation conditions. 
 
 The material flow stress and damage models are implemented as user-defined sub-
URXWLQHVLQWKHFRPPHUFLDOPDFKLQLQJVLPXODWLRQVRIWZDUH$GYDQW(GJH-2D v. 7.3. 
Simulations have been carried out over the experimental range of h and vc, with tool rake 
angle 6°and clearance angle 5° and cutting edge radii rȕ ȝPDQGȝPWRPDWFKWKHWRROV
used in the low and high speed cutting tests). 
 In all cases except two, the Ti6Al4V flow stress is as measured (ı0 = 930 MPa and 
Table 3 lower bound coefficients for strain hardening and thermal softening and upper bound 
coefficients for strain rate hardening), with the addition of two options for cut-off strain cH : 
in Eq. 6, A = 20,000 and B = either zero or 0.0112. The case B = zero effectively gives an 
infinite cut-off strain. 
 The first of the two exceptions is to suppose a pre-strain of 0.1 in the strain hardening 
behaviour. Its purpose is to simulate in an approximate way the influence of changed flow 
stress in the cut surface caused by a previous pass of the tool. It is achieved by changing the 
coefficients of Eq. 3 to ı0 = 1140 MPa, and 0H = 0.14, leaving n unchanged. The second 
supports a general sensitivity study, replacing all the flow stress coefficients by their mid-
values (Table 3). 
 Damage and failure parameters İf,0, c (Eq. 1), a (Eq. 7) and ȝi (Eq. 8) have been 
varied. Their influences are reported in Section 4. Values finally selected, validated mainly in 
Sections 5 but also (for a) in Section 6, are (İf,0, c) = (0.25, -1.5) and (0.3, - 1.0), a = 0.0012 
and ȝi = 1.0. Simulations have also been carried out omitting the failure model. 
 The simulations in Sections 4 to 6 consider a single pass of the tool over a virgin 
surface (or, in the case of pre-strain, a uniformly pre-strained surface). They have been 
carried out with the software in its standard mode of use (see next paragraph). The software 
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has a second, special mode (also next paragraph) that allows a second pass to be simulated, 
over a surface that accurately contains strain and damage profiles from the previous pass. 
Results from two simulations from this mode of use are included in the discussion Section 7. 
They give grounds for the introduction of the pre-strain approximation. 
 $GYDQW(GJH , developed from (Marusich and Ortiz, 1995), is a coupled thermo-
elasto-plastic Lagrangian code with continuous re-meshing and adaptive meshing that can be 
controlled by the user. In its standard use the mesh automatically coarsens away from the 
cutting zone. This reduces the elapsed computing time but loses resolution of field variables. 
In a special use the coarsening can be prevented in the cut surface, but at the expense of 
increasing the computing time. In the present case a minimum mesh size of 2 ȝPLVUHTXLUHG
to resolve chip serration. Elapsed simulation time depends on h and vc. In standard use the 
elapsed time per mm cut distance UDQJHVIURP§ hrs for h = 0.1 mm, vc = 80 m/miQWR§
days for h = 0.25 mm and vc = 1 m/min, with an 8-core parallel 3.6 GHz CPU. In the special 
use elapsed times are at least ten times longer. 
 It is not possible with this software to delete elements in failed regions, thereby 
opening up new (cracked) surfaces. It is only possible to identify failed (D = 1) regions and 
determine the predicted flow stresses within them, with low stress values identifying where 
failure (a crack) would occur. This limitation is taken to be unimportant in the present 
application in which shear cracks under compression do not significantly open up (Fig. 1). 
 
4. Simulated chip formation: general observations 
 
 The general characteristics of chip formation with the failure model are outlined here, 
compared to chip formation without the failure model. In all cases ȝ (Eq. 9) is applied. 
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 Without the failure model, large changes in chip formation occur with increasing hvc, 
as illustrated in Fig. 10 (for the example of infinite cH  and rȕ  ȝP. At the lowest h, vc 
(Fig. 10a, h = 0.1 mm, vc = 1 m/min) a high friction stress, unmitigated by thermal softening, 
exists at the chip / tool contact such that steady chip formation is not reached even after a cut 
distance 10h. Increasing h to 0.2 mm and vc to 30 m/min (Fig. 10b) causes thermal softening 
at the chip / tool contact and a reduced friction stress: a steady chip is created in a cut 
distance << 5h. A small further increase in vc to 40 m/min (Fig. 10c) initiates a small cyclic 
variation in the chip thickness. Further increasing h to 0.25 mm and vc to 80 m/min (Fig. 10d) 
results in more severe cyclic variation but the serrations do not match experimental 
observations (Fig. 1). 
                      
Fig. 10. Simulated chip formations with no damage model DQGȝ , cut distance 1 mm, hvc 
(mm2/s) = (a) 1.7, (b) 100, (c) 130, (d) 330. 
 
 The boundary between steady and cyclic chip formation without the failure model is 
found to occur at hvc = 125 mm2/s, as shown in Fig. 11a. It corresponds to the onset of 
adiabatic conditions from previous work (Table 1). Including the damage model causes 
serrated chip formation for hvc < 125 mm2/s and changes the serration quality for hvc > 125 
mm2/s. Figs. 11b to d show three examples (for İf,0 = 0.25, c = -1.5, a = 0.0024, ȝi = 1.0). 
(a) (b)
(c) (d)
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Figs. 11b and c are for the same h, vc as Figs.10d and a. Fig. 11d is a further example of hvc < 
125 mm2/s: its combination h = 0.1 mm, vc = 40 m/min is at the lower limit of the high speed 
cutting tests (Section 6). 
                            
Fig. 11. (a) the boundary between steady and cyclic chip formation with no damage model; b 
to d examples of chip formation with a damage model (h, vc as marked, cut distance 1 mm). 
 
 Figs. 12 and 13 give more detail of the conditions of chip formation for the same 
examples as in Fig. 11. Fig. 12 shows contours of damage D and flow stress at instants just 
after the start of localised shear. For h = 0.1 mm, vc = 1 m/min (Fig. 12 column a), material 
has failed (D = 1) over the entire length of the primary shear zone and in the secondary shear 
zone too. Flow stress in the primary zone is reduced by failure to 240 MPa near the free 
surface and is also reduced towards the rear of the chip / tool contact: the flow stress gradient 
along the contact is consistent with the curled chip of Fig. 11c. 
For h = 0.1 mm, vc = 40 m/min (Fig. 12 column b), D  RYHURQO\§KDOIWKHlength 
of the primary zone. Damage is healed in the secondary zone. The flow stress in the primary 
zone near the free surface is 200 MPa but healing has increased it to a uniformly high value 
of 1300 MPa along the chip / tool contact (consistent with the straighter chip in Fig. 11d). 
For h = 0.25 mm, vc = 80 m/min (Fig. 12 column c), D = 1 over the majority of the 
primary zone. Healing has occurred in the secondary zone and also in the previously created 
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primary zone. The flow stress in the primary zone near the free surface is 300 MPa; in the 
secondary zone it is reduced by thermal softening to 980 MPa compared to its value of 1300 
MPa when h = 0.1 mm, vc = 40 m/min. 
In all three cases, flow stress is low (200 to 300 MPa) at the free surface in the 
serration roots, indicating cracking to be likely there. 
              
Fig. 12. Contours of D and flow stress at the start of localised shear: column (a) h = 0.1 mm, 
vc = 1 m/min, column (b) h = 0.1 mm, vc = 40 m/min, column (c) h = 0.25 mm, vc = 80 
m/min. 
 
Fig. 13 gives further insight into these observations. It shows contours of D, K, 
temperature and strain just before the start of the localised shears in Fig. 12. Although in all 
three cases of Fig. 12, failure causes the shear stress in the primary zone to be low at the free 
surface, Fig. 13a shows failure to be initiated (D = 1) at different positions in the shear zone. 
It is initiated at the cutting edge for h = 0.1 mm, vc = 1 m/min, at the free surface for h = 0.1 
mm, vc = 40 m/min, while for h = 0.25 mm, vc = 80 m/min failure is more uniformly 
distributed along the mid-half of the shear zone.  
The changed initiation site between h = 0.1 mm, vc = 1 m/min and h = 0.1 mm, vc = 
40 m/min is caused by the changed stress triaxiality (Fig. 13b). Increasingly negative 
triaxiality at the cutting edge suppresses failure there. It is a consequence of thermal softening 
in the primary zone, the reverse of the influence of strain hardening (Oxley, 1989). The 
(a) (b) (c)
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further change as h increases to 0.25 mm and vc to 80 m/min is also due to thermal softening 
but in the secondary zone. It reduces the chip / tool friction stress (Fig. 12c) which in turn 
changes chip flow by allowing easier sliding of the chip over the tool. The temperature in 
both the primary and secondary shear zones are shown in Fig. 13c: in the primary zone 
increasing from 150°C, through 400°C, to 500°C with increasing hvc; RQWKHUDNHIDFHIURP§
&WR§&WRDOPRVW& 
       
Fig. 13. Contours of (a) D, (b) K, (c) temperature and (d) plastic strain, just before the start of 
localised shear, columns left to right as Fig. 12. 
 
,QDOOWKUHHFDVHVWKHVWUDLQDWWKHVWDUWRIIDLOXUH)LJGLV§DWh = 0.1 
mm, vc = 1 m/min). At the lowest and highest hvc, stress triaxilaity along the strain path (Fig. 
(a)
(b)
(c)
(d)
-
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13b) has fallen (more compressive) to the range - 0.6 to ± 0.8. In the intermediate hvc case, 
triaxilaity has passed through that range and at the instant of Fig. 13 it has risen to ± 0.33. 
Temperature < 500°C in all cases. These are the relevant conditions for the failure model. 
The predictions of Figs. 12 and 13 agree with and help to resolve differences between 
historical studies of cracking in Ti6Al4V chip formation. (Komanduri and von Turkovich, 
1981) report crack initiation at the cutting edge at vc §PPPLQh §PPFRQYHUWLQJWR
failure at the free surface as serration progresses. This is as predicted in columns (a) of Figs. 
12 and 13. Vyas and Shaw (1999) show cracking predominantly at the free surface as well as 
micro-cracks within the central region of the shear band serration, for vc §PPLQh §
mm. This is the case of columns (c). 
 Figs. 12 and 13 are for the case İf,0 = 0.25, c = - 1.5, a = 0.0024 and ȝi = 1.0. Changing 
these changes the cutting and thrust forces and chip serration amplitude. Fig. 14 shows effects 
of varying c and ȝi in a low speed case (h = 0.1 mm, vc = 10 m/min), with İf,0 = 0.25 and a = 
0.0024 kept constant. An increasingly negative c increases all of FC*, tmax/h and tmin/h but the 
ratio of tmax/h to tmin/h reduces. When c = - 2.5, tmax/h = tmin/h, i.e. the chip is not segmented. 
Increasing ȝi mainly increases tmin/h relative to tmax/h, i.e. the segmentation becomes less 
severe. These effects of c and ȝi are qualitatively as expected. A more negative c increases 
failure strain, leading to an overall thicker chip. Increasing ȝi leads to a lower reduction of 
flow stress of failed material, in turn causing more resistance to serration. ,QFUHDVLQJİf,0 has a 
similar effect to negatively increasing c. 
 The failure model coefficients also influence the chip serration pitch. Fig. 15 
illustrates this for two conditions from Fig. 14: İf,0 = 0.25 and ȝi =1.0, and c = - 0.5 and ± 1.9. 
The more negative c gives a larger pitch. At high cutting speed a also affects pitch. In the 
example of Fig. 16, for h = 0.25 mm, vc = 80 m/min, pitch increases as a increases from a = 0 
(Fig. 16a) to a = 0.0024 (Fig. 16b).  
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Fig. 14. Dependence of FC*, tmax/h, and tmin/h on c (keeping İf,0 and ȝi constant) and ȝi 
(keeping İf,0 and c constant) for the example h = 0.1 mm, vc = 10 m/min. 
 
                                       
Fig. 15. Chip serration pitch shown after a cut distance 1 mm, for c = (a) -0.5, (b) -1.9¸ other 
conditions as Fig. 14. 
                                      
Fig. 16. Chip serration pitch for h = 0.25 mm, vc = 80 m/min shown after a cut distance 1.5 
mm, for a = (a) 0, (b) 0.0024¸ other conditions İf,0 = 0.25, c = - 1.5, ȝi =1.0, also (Eq. 6) A = 
20,000, B = 0.0112. 
 
5. Low cutting speed experimental and simulation results 
 
 Experimentally measured cutting forces at low cutting speed oscillate with cut 
distance. A portion of the recorded cutting and thrust force signal is shown for two examples 
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in Fig. 17a. Forces are converted to specific forces and cut distance is expressed as multiples 
of h. The cutting force oscillation in particular is larger for the lower vc, larger h, condition (vc 
= 1 m/min, h = 0.25 mm). Oscillation amplitude, expressed as FC*max / FC*min, is found (Fig. 
17b), for a wider range of h and vc, to reduce with increasing frequency vc/h. It becomes 
minor for vc/h > 200 to 300 Hz (Fig. 17D¶Vvc = 3 m/min, h = 0.1 mm is an example). Video 
frames show the force oscillations for vc/h < 300 Hz to be synchronised with tool deflection 
oscillations in the cutting direction. Tool oscillation is not seen above 300 Hz. This overall 
behaviour is consistent with chip segmentation driven tool oscillation below the measured 
tool holder and support resonant frequency of 160 Hz and with damping above it. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 17. (a) example oscillations of measured specific forces FC* and FT* with cut distance 
and (b) dependence of maximum to minimum cutting force ratio on vc/h: h and vc as marked. 
 
The observed low frequency tool deflections have peak to trough size up to 0.4h (for 
FC*max/FC*min §LQ)LJE. The modelling and simulations assume a fixed tool. It is the 
condition vc/h > 200 Hz that is suitable for validating the failure model. On the other hand hvc 
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< 70 mm2/s is necessary to avoid adiabatic conditions (Table 1). These give a range of vc for 
validation from 1 to 40 m/min for h = 0.1 mm and 3 to 15 m/min for h = 0.25 mm. 
Experimental and simulated specific forces from vc = 1 to 30 m/min are compared in 
Fig. 18a. Forces are R.M.S. averages from outputs as in Fig. 17a and from the equivalent 
simulated observations. tmax/h and tmin/h are compared in Figs. 18 b and c. The simulations are 
with rȕ  ȝPDQGthe flow stress model with infinite cut off strain. The failure coefficients 
are İf,0 = 0.25, c = -1.5, ȝi = 1.0. The simulations give agreement with experiments for both 
forces and chip dimensions except at h = 0.25 mm, vc = 30 m/min. Then the experimental 
tmax/h and tmin/h fall below the simulated values. This condition is outside the validation 
range. Other simulations (not shown) with İf,0 = 0.3, c = -1.0 are insignificantly different from 
those with İf,0 = 0.25, c = -1.5 as far as the variables of Fig. 18 are concerned. 
 The simulations are less successful at predicting the chip segmentation pitch. Fig. 19 
compares experimental and simulated chip sections for h = 0.1 mm and vc = 10 m/min. 
Experimental results from two collected chips are shown. They show a typical variability 
between samples. The simulations are for both İf,0 = 0.25, c = -1.5 and İf,0 = 0.3, c = -1.0. In 
the latter case, the pitch is less than in the former case, though both cases show a larger than 
experimental pitch (this is considered further in Section 7). 
 
 
 
 
 
Fig. 18. Experimental and simulated dependences on vc, for h = 0.1 and 0.25 mm, of (a) FC*, 
FT*, (b) tmax/h, and (c) tmin/h. The experimental and simulated tmax/h and tmin/h (circled) 
diverge at h = 0.25 mm, vc = 30 m/min. 
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Fig. 19. Comparisons of chip sections, h = 0.1 mm, vc = 10 m/min, all to the same scale: (a) 
experiments, (b, c) simulations with (İf,0, c) = (b) 0.25, - 1.5, (c) 0.3, - 1.0. 
 
6. Higher cutting speed experimental and simulation results 
 
 Fig. 16 demonstrates the influence of a on chip pitch, for a = 0 and a = 0.0024, for h = 
0.25 mm, vc = 80 m/min. Fig. 20 compares experimental and simulated chip shapes for the 
intermediate value a = 0.0012. On this basis a = 0.0012 is selected for further simulations. 
                               
Fig. 20. Comparison of chip sections, h = 0.25 mm, vc = 80 m/min, both to the same scale: (a) 
experiment, (b) simulation, with conditions as Fig. 16 except a = 0.0012. Simulation contours 
are strain from 1 to 5 in 5 equal steps. 
 
Experimental and simulated values of tmax/h and tmin/h from the high speed tests are 
compared in Figs. 21a, b. The abscissa is taken as hvc. A wide scatter in the experimental 
results is due at least in part to real variations and limited data collected from chip sections, as 
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also found in the low speed observations (Fig. 19). tmax/h UHPDLQVLQWKHUDQJH§WRIRU
all hvc. tmin/h UHGXFHVIURP§WRDVhvc increases to §PP2/s and remains in the 
UDQJH§WR thereafter. Three sets of simulations are included, all with rȕ  ȝPDQG
İf,0, c, ȝi from Section 5. They are for two values of h, 0.1 and 0.25 mm. The first set (A = 
20000, B = 0) assumes an infinite cut-off strain. Simulations with h = 0.1 and 0.25 mm fall on 
the same trajectory and overestimate the experimental values. Introducing a cut-off strain 
reducing with temperature (B = 0.0112) separates the h = 0.1 and 0.25 mm simulations and 
moves them towards the experimental results. A further modification is needed to move the 
simulations into the experimental ranges. The third set of simulations in Fig. 21 achieves this. 
It supposes a pre-strain of 0.1 to exist in the work (see Section 3.4). It is imagined that this is 
a proxy for the effect of the real damage and strain distribution in the cut surface from the 
previous pass of the tool, as considered further in Section 7. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 21. Comparisons of experimental and simulated dependencies on hvc of (a) tmax/h and (b) 
tmin/h, in higher speed cutting conditions. 
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Predicted specific forces and maximum tool temperature rises ǻ7 from all three sets 
of simulations are compared to experimental results in Figs. 22 and 23. Forces vary only 
slightly with cutting speed. Fig. 22 shows their dependence on h. With infinite cut-off strain, 
simulated forces are upper bounds to experiments. With cut-off strain reducing with 
temperature, both with and without pre-strain, they are lower bounds. Temperature results for 
all h and vc are unified by plotting ǻ7 relative to FC* against hvc. This is shown in Fig. 23. As 
simulation conditions change from no cut-off strain, to cut-off strain reducing with 
temperature, to including a pre-strain, simulated ǻ7/FC* and its rate of change with hvc 
increase. The best fit to the simulations including pre-strain is parallel to and systematically 
greater than WKHH[SHULPHQWDOUHVXOWVE\§&*3D A difference of this magnitude is 
expected as the experiment measures the temperature at the tool side face (Section 2.3) while 
the simulation gives the temperature at the chip mid-section (Arrazola et al., 2015). (The 
physical basis for plotting results as in Fig. 23 is that temperature rise is expected to be in 
proportion to work per volume, or FC*, other things being equal, and the partition of heat 
between work, chip and tool. The latter depends on the Peclet number hvc/ț, with ț the 
thermal diffusivity of the work material, and on the ratio of tool to work thermal 
conductivity. For a fixed tool and work material, the variables are FC* and hvc.) 
 
 
 
 
 
 
Fig. 22. Comparisons of experimental and simulated dependencies on h of cutting and thrust 
forces FC* and FT*, in higher speed cutting conditions. 
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Fig. 23. Comparisons of experimental and simulated dependencies on hvc of maximum tool 
temperature rise ǻ7 relative to FC*, in higher speed cutting conditions. 
 
7. Discussion 
 
7KLVSDSHU¶VXQGHUO\LQJDVVXPSWLRQLVWKDWWKHZRUNPDWHULDOIORZVWUHVVand failure 
behaviour determines the shear stresses in both the primary (chip forming) and secondary 
(chip / tool friction) deformation zones. Friction cannot be adjusted independently of the flow 
and failure behaviour. 
Within this constraint, a flow stress equation without strain softening, when combined 
with the proposed failure law, leads to predicted tool forces and maximum temperatures close 
to those measured experimentally. Chip serration is also predicted but maximum and 
minimum thicknesses of the serrations are too large. Two additions to the model improve the 
predictions of chip serration as well as of tool forces and temperatures. 
The first is to include a small strain softening in the flow stress model, namely that the 
cut-off strain, the strain at which strain hardening ceases, reduces as temperature increases 
(Eq. 6). Improved agreement between simulation and experiment is obtained when it is 
imposed that the cut-off strain reduces to values that occur during chip formation as 
temperature increases above 700°C. These temperatures occur in the secondary shear, not the 
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primary shear, zone (Fig. 13d). The strain softening is occurring to reduce the friction stress 
between chip and tool. It is not acting to alter the flow stress (already reduced by damage, Eq. 
8) within the localised shear region of chip serration, as is its purpose in models that propose 
large strain softening to explain chip serration. 
The second is to suppose a pre-strain of 0.1 to exist in the work. In Section 6 it is 
speculated that this is a proxy for the real damaged and strained state of the cut surface from 
the previous pass of the tool. This is considered further next. 
 
7.1. Damage and strain in the cut surface 
 
Two simulations are reported here in which the tool passes twice over the cut surface. 
On the first pass there is no pre-strain in the surface. The second pass experiences the damage 
and strain hardening from the first pass. It is found that the second pass chip formation is 
similar to single pass chip formation with pre-strain in the surface. 
Fig. 24 is for the example from Fig. 21 of h = 0.1 mm, vc = 100 m/min, with the initial 
work material condition A = 20,000 and B = 0.0112 and no pre-strain. Part (a) shows the first 
pass chip formation, (b) a detail of the sub-surface strain and damage profile, (c) the second 
pass chip formation and (d) quantitative differences between the passes. (d) records that tmax/h 
and tmin/h are reduced from the first to the second pass in the same way that pre-strain reduces 
these in Fig. 21. It also records 3 to 4% increases in FC* and FT* from the first to second 
pass. These changes are insignificant as far as agreement with experiments are concerned 
(Fig. 22). 
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Fig. 24. Sub-surface strain and damage influences, h = 0.1 mm, vc = 100 m/min, rȕ  ȝP: 
(a) 1st pass chip formation, (b) strain and damage in the cut surface, (c) 2nd pass chip 
formation, (d) quantitative differences. (Cut distance = 0.8 mm.) 
 
If the previous pass influences chip formation, the low speed failure model validation 
simulations should be re-visited. Fig. 25 repeats Fig. 24 but for the example h = 0.1 mm and 
vc = 10 m/min, with the model flow and failure coefficients as in Figs. 18, 19, with İf,0 = 0.25, 
c = -1.5. In this case, tmin/h, FC* and FT* remain unchanged (part c) but tmax/h is significantly 
UHGXFHGWREHORZLWVPHDVXUHGYDOXH2QWKHRWKHUKDQGWKHVHUUDWLRQSLWFKLVUHGXFHGE\§
40% from the first to the second pass (from counting the number of serrations in the cut 
distance in parts a and c), bringing that closer to the experimental state (Fig. 19). The 
validation remains imperfect but not weakened by considering the previous pass effect. 
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Fig. 25. Sub-surface strain and damage influences, h = 0.1 mm, vc = 10 m/min, rȕ = 10 ȝP: 
(a) 1st pass chip formation, (b) strain and damage in the cut surface, (c) 2nd pass chip 
formation, (d) quantitative differences. (Cut distance = 0.8 mm.) 
 
 The different responses shown in Figs. 24 and 25 of chip formation to deformation 
and damage from the previous pass arise from the different damage profiles. In Fig. 24, 
DOWKRXJKWKHWRRORIȝPHGJHUDGLXVFDXVHVGHIRUPDWLRQDQGGDPDJHWRDGHSWK§ȝP
the maximum value of D occurs below the surface and is less than 1. At the surface, healing 
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FDXVHVGHIRUPDWLRQDQG
GDPDJHRQO\WRDGHSWK§ȝPEXW' DWWKHVXUIDFH These differences might be 
expected to affect the machined surface integrity. 
 There is a need to determine experimentally whether the cut surface state is as 
predicted. Fig. 26 is a longitudinal section of a surface cut at vc = 3 m/min, h = 0.1 mm, with 
DWRRORIHGJHUDGLXVȝP. It is etched to show grain boundaries. There is a surface layer 
approximately 10 ȝPWKLFNLQZKLFKWKHERXQGDULHVDUHFOHDUO\GUDJJHGLQWKHGLUHFWLRQRI
tool travel. The arrow points to an example. Superimposed to the right is the simulated depth 
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negligible. These dimensions match the experimental observation. The simulation also 
predicts DERXQGDU\DWDGHSWKRI§ ȝPDERYHZKLFK' 6WUDLQULVHVUDSLGO\IURPWKLV
boundary to reach §7 at the cut surface. How realistic this is, in terms of strain magnitude or 
the nature of any damage, is not clear from the section to the left. Work, including extending 
to studies of surface integrity, is beyond the scope of this paper and remains to be done. 
  
Fig. 26. (left) a longitudinal section through a surface cut at h = 0.1 mm, vc = 3 m/min and 
(right) the simulated strain depth distribution from Fig. 25b. 
 
7.2. Cutting edge radius influence on cutting and thrust force 
 
 Figs. 24d and 25d record different sizes of FT*. This is mainly a tool sharpness 
(ploughing) effect, though there is a small contribution from their different cutting speeds. It 
is well established that tool edge radius influences thrust force more than cutting force, as 
comprehensively reviewed in (Denkena and Biermann, 2014). FiJSUHVHQWVWKLVZRUN¶V
predictions of FC* and FT* dependence on h for the low speed tests (Section 5) for which rȕ = 
ȝP,WLQFOXGHVVLPXODWHGUHVXOWVIRUvc = 10 and 100 m/min as well as the experimental 
results over the speed range 1 to 10 m/min. It complements the higher speed data in Fig. 22. 
It shows an agreement between the experiments and vc = 10 m/min simulations. The small 
(predicted) influence of cutting speed on FC* and FT* is seen by comparing the simulation 
results for vc = 10 and 100 m/min. A comparison with Fig. 22 shows FC* to be almost 
unchanged between the two but FT* to be much reduced, the more so the smaller is h. It 
confirms the major influence of edge radius on FT*. 
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Fig. 27. Comparisons of experimental and simulated dependencies on h of cutting and thrust 
forces FC* and FT*, in low speed cutting conditions. 
 
 The different dependences of FC* and FT* on h and to a lesser extent on vc lead to the 
ratio FT*/FC* varying with h and vc. Consequently the ratio of friction force to normal force 
on the tool face also varies with h and vc. This ratio is called here the effective friction 
coefficient, ȝeffective, to distinguish it from ȝ, the input to the simulations (Eq. 9). Fig. 28 
shows the simulated dependencies of ȝeffective on h for different levels of vc, and also compares 
these with values in the literature. 
 Fig. 28a includes the values assumed in simulations for rȕ  ȝPin (Melkote et al., 
2015) to obtain agreement with experiments (as referenced in Section 1). Fig. 28b includes 
experimental values at vc = 70 m/min from measured cutting and thrust forces in (Wyen and 
Wegener, 2010). In both cases the trends from the present and previous works are the same 
but the present work underestimates the previous values. In the case of Fig. 28a the reason 
may simply be that the values in Melkote et al. are chosen to give agreement between that 
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less than from Wyen and Wegener. In a trial simulation at vc = 100 m/min, h = 0.1 mm, 
ȝeffective is increased by 0.05 by changing Ȗ from 6 to 10°. 
 Rather than being concerned by small differences in ȝeffective between this and previous 
works, the more important point is that all the values of ȝeffective in this work are consequences 
of the single friction law, Eq. 9, with ȝ = 1.0. Values of ȝeffective come naturally from first the 
tool edge radius and uncut chip thickness, then the flow stress of the chip material next to the 
rake face (the speed effect) and finally perhaps a small amount also from the rake angle. 
 
 
 
 
 
 
 
Fig. 28. Dependencies of ȝeffective on hDWKLVZRUN¶VVLPXODWLRQVIRUrȕ  ȝPDQG vc = 10 
and 100 m/min compared to assumed simulation input values in (Melkote et al., 2015); (b) 
WKLVZRUN¶VVLPXODWLRQVDWKLJKHUVSHHGIRU rȕ  DQGȝPFRPSDUHGWRH[SHULPHQWDOO\
measured values in (Wyen and Wegener, 2010). ȝeffective is the ratio of friction to normal force 
from resolving cutting and thrust force parallel and normal to the tool rake face. 
 
7.3. The failure model 
 
The main innovation of this work is the failure model. The failed flow stress in 
compression is a fraction of the unfailed stress that depends on the (negative) stress triaxiality 
and the temperature. It has only two parameters (Eq. 8): an internal friction coefficient ȝi = 1 
and a healing temperature range of 600 to 700°C. In previous work on built up edge 
prediction, in which the present model without healing is applied, ȝi = 0.9 was used (Childs, 
2013). Fig. 14 shows there is only a small sensitivity of chip formation to ȝi in the range ȝi = 
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0.9 to 1. The temperature range 600 to 700°C is the range over which the homologous 
temperature increases through half the melting temperature.  
In addition to the failure model, a model is needed for the onset of failure. A simple 
accumulation of damage D up to a value D = 1 is used, with an exponential dependence of 
damage increment on stress triaxiality (Eqs. 1, 7): parameters of the model that give good 
agreements with experiment are İf,0 = 0.25 to 0.3, c = - 1.0 to -1.5 and a = 0.0012. These 
values are within the ranges of values determined from non-machining tests. 
 These damage accumulation and failure models have a simple physical interpretation. 
7KLVDQGWKHLUVPDOOQXPEHURIFRHIILFLHQWVPDNHVWKHPLQWKHSUHVHQWDXWKRUV¶views, easy 
and robust to use over a wide range of cutting speeds and uncut chip thicknesses. They differ 
fundamentally from the existing strain softening models that are reviewed in Section 1. First 
of all the development of damage and the damaged flow stress relative to its undamaged 
value depend on pressure and temperature (through Eqs. 1, 7, 8) and not on strain (and strain 
rate) and temperature. The pressure dependence leads to changes of predicted chip formation 
with cutting speed that are fully described in Section 4 around Figs. 12 and 13. Secondly, in 
DGLDEDWLFFRQGLWLRQVWKLVSDSHU¶VKLJKer speed conditions), damage acts primarily to trigger 
instability. As temperature in the deforming regions increases the flow stress reduces due to 
the heating but the additional fractional reduction due to damage decreases. This is the 
opposite of behaviour in strain softening models, for example Calamaz (2010), in which the 
additional fractional reduction due to strain softening increases with temperature. 
 It is a strength of the models that they are applied successfully with a constant set of 
coefficients over the full range of speeds and uncut chip thicknesses. However the coefficient 
values are obtained from matching simulation and experimental results at low cutting speed. 
If two pass instead of single pass simulations had been chosen, as in Fig. 25, a slightly 
different set of best fit values might have emerged (a complete set of two pass simulations at 
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low speed is not practicable due to the large elapsed computing times needed). There is a 
need for independent shear damage and failure testing in the compressive conditions of 
machining, i.e. at stress triaxialities down to ± 0.8. 
 
7.4 Flow stress model uncertainties 
 
In the Introduction, several secondary reasons for the work are listed. One is reducing 
uncertainties by carrying out the model parameter determination and machining experiments 
on the same stock of work material. )LJJLYHVWKHSUHVHQWZRUNPDWHULDOV¶URRP
temperature, low strain rate, strain hardening behaviour while Figs. 5 to 7 show its strain 
hardening, thermal softening and strain rate hardening relative to other results from the 
literature. From these observations lower bound strain hardening and thermal softening and 
upper bound strain rate hardening coefficients are applied to the simulations. 
It could also be asked what uncertainty arises from the choice of test methods for 
determining the coefficients, namely room temperature low strain rate testing for strain 
hardening and hydraulic testing for temperature and strain rate dependence. An implication of 
the product form of flow stress equation, Eq. 2, is that strain and strain rate hardening, and 
thermal softening, are independent of each other. For this to apply at least the plastic flow 
mechanism should be unchanged by changes in temperature and strain rate. Data exists for 
titanium that the boundary between obstacle controlled plasticity and power law creep occurs 
DWDVWUDLQUDWH§-6VDW&§VDW&ULVLQJWR§3/s at 800°C (Frost and Ashby, 
1982). If these values also apply to Ti6Al4V then the room temperature, low strain rate, strain 
hardening testing is applicable to machining conditions (falling within the obstacle controlled 
plasticity range) but the hydraulic testing (Table 2 conditions) falls increasingly outside 
machining conditions as temperature increases above 400°C (becoming power law creep 
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GHWHUPLQHG7KLVLVVHHQLQWKHUHVXOWVRI)LJVDQG,WPDNHVWKHVLPXODWLRQV¶FKRLFHRI
thermal softening and strain rate hardening coefficients uncertain. 
For these reasons, simulations (not reported in detail) have been carried out with 
inputs as for the A = 20,000, B = 0.0112 simulations of Figs. 21 to 23 except for applying the 
mid-range flow stress coefficients from Table 3, though not varying ı0 from 930 MPa. FC* 
and FT* DUHLQFUHDVHGE\§WRROWHPSHUDWXUHULVHE\§DQGtmax/h and tmin/h E\§
These are the levels of uncertainty in the present work from uncertainty in flow stress 
coefficients. 
 
7.5. Roles of the coefficients 
 
A further secondary reason is implementing a model with a small number of 
coefficients such that their role is clear. This reason has already been addressed in part in this 
discussion, as far as coefficients of the damage and failure models are concerned. More 
broadly, the strain hardening and thermal softening of the flow stress model, and to a lesser 
extent the strain rate hardening, together with the input machining conditions, determine the 
strain and hydrostatic stress fields in which damage accumulates. The flow stress and damage 
accumulation models thus control the instant at which D reaches 1. The consequent drop in 
flow stress acts as a trigger to initiate flow instability, in addition to the thermal softening. 
These therefore determine tmax/h. Once the instability has started, it continues (and determines 
tmin/h) by an amount dominated by the dependence of failed flow stress on pressure (in low 
speed conditions) or by further softening due to adiabatic heating (in high speed conditions). 
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7.6. Final comments 
 
The focus of this paper is the development of the flow and failure model and its 
testing agaLQVWH[SHULPHQWDOUHVXOWV7KHPRGHO¶V practical value is as input to simulations of 
metal cutting chip formation, in this case of annealed Ti6Al4V, for predicting tool 
mechanical and thermal loading, as in Figs. 22 and 23. In particular, Fig. 23 shows that tool 
temperature rise can be predicted from measurement of specific cutting force and the existing 
uncut chip thickness and cutting speed. Simulations with other tool geometries and other tool 
thermal conductivities would generate different trajectories. 
Finally, this paper takes annealed Ti6Al4V as its work material because of is its long 
history of study. There is much published work on its flow stress dependence on strain, strain 
rate and temperature; and even some on its ductile shear failure behaviour. The same 
arguments about the importance of thermal instability, strain softening and failure in 
triggering serrated chip formation, that are the focus of this paper, also occur for other alloy 
systems. For example (Poulachon et al., 2001) explain transitions from continuous to serrated 
chip formation in machining 100Cr6 steel, that depend on the hardness of the steel, entirely 
E\DSSO\LQJ5HFKW¶V (1964) instability criterion. Rhim and Oh (2006) invoke strain softening 
to account for serration in AISI 1045 steel machining. Lorentzen et al. (2009) show the need 
to include damage in simulating Inconel 718 machining. An ambition is to extend the present 
work to these other alloys. However, except for annealed carbon steels, there is only limited 
information available on the shear failure of these alloys with heat treatments relevant to 
machining, in particular in compressive conditions. Lack of data on compressive shear failure 
in other alloy systems is the main barrier to a wider application of the present work. It might 
also be that modelling the thermal softening when a phase change occurs in the shear 
localised region is more difficult than when it does not. No such change occurs in the present 
46 
 
work (Figs. 1 and 20) but a phase change is well-known to occur in machining hardened 
steels and also occurs in some Ti alloys more readily than in Ti6Al4V (Germain et al., 2013).  
 
8. Summary and conclusions 
 A combined flow stress and failure model for annealed Ti6Al4V has been developed 
and applied to simulation of chip formation over the cutting speed range 1 to 100 m/min and 
at uncut chip thicknesses from 0.1 to 0.35 mm. It gives agreement with experimental 
measurements of specific cutting and thrust forces, maximum tool temperatures and chip 
geometries over the same range of cutting conditions. 
 The flow stress model is of power law form, with coefficients determined from 
mechanical testing. It does not include the large strain softening behaviour proposed in some 
recent works to account for observed saw tooth chip formation. It does include a small strain 
softening. A critical strain is imposed above which strain hardening ceases. This critical 
strain reduces with incUHDVLQJWHPSHUDWXUHIURP§DW&WR§0.3 at 1000°C. The 
consequent flow stress reduction acts to reduce the friction stress between chip and tool at 
high cutting speeds rather than to ease flow in the saw tooth shear bands. 
 The failure model supposes damage D to increase with strain increment along a 
stream line in a standard way, with an inverse exponential dependence on stress triaxiality. 
The exponential coefficient and pre-exponential factor are given values from the ductile shear 
failure literature for Ti6Al4V. )DLOXUHRFFXUVZKHQ'UHDFKHV7KHSDSHU¶VQRYHOIHDWXUHLV
that the failed flow stress is taken to be a fraction of the unfailed value that, at low (negative) 
stress triaxiality, is in proportion to the triaxiality. At high negative triaxiality the failed flow 
stress regains its unfailed value. Also failure heals as the temperature increases through the 
range 600 to 700°C, i.e. to above half the melting temperature measured in Kelvin. 
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 The failure model, with its coefficients, is validated by comparing simulated and 
experimental cutting test results at low cutting speeds (1 to 10 m/min) when adiabatic shear 
does not occur. It is this validated model that then also gives agreements between simulated 
and experimental cutting and thrust forces and tool temperatures at high cutting speeds. To 
obtain agreement as far as maximum and minimum thicknesses of the chip saw teeth are 
concerned it is necessary to consider the surface strain and damage in the work material 
caused by the previous pass of the tool. 
 The applied value of the work is in its results for tool mechanical and thermal loading, 
and the modelling that could be applied to other machining conditions and to the machining 
of other materials, provided that the model¶V coefficients are available for those materials. 
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