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Kurzfassung
Die meisten verfahrenstechnischen Systeme sind von Natur aus hybrid, das
heißt ihr Verhalten wird durch die Wechselwirkung von kontinuierlichen und
ereignisdiskreten Systemteilen bestimmt.
Die datenbasierte Analyse dieser Pha¨nomene ist das Thema dieser Arbeit.
Das Ziel ist es, jedem Datensatz ein Modell zuzuordnen. Dieses Modell soll
beliebig wa¨hlbare physikalische Einschra¨nkungen, die sich aus dem Vorwis-
sen u¨ber die Anlage und die angenommenen axiomatischen Eigenschaften der
Welt ergeben, erfu¨llen. Andererseits soll das Modell die Dynamik mo¨glichst
genau widerspiegeln.
Bei genauerer Betrachtung zeigt sich, dass eine Einschra¨nkung der Untersu-
chung von hybriden Systemen auf stu¨ckweise lineare Systeme erst eine ab-
schließende Lo¨sbarkeit der Problematik ermo¨glicht. Stu¨ckweise lineare Syste-
me sind hybride Systeme, welche lediglich lineares Verhalten in den kontinu-
ierlichen Anteilen zeigen. Nur unter der Annahme, das die zugrunde liegende
Systemdynamik stu¨ckweise linear ist, la¨sst sich die Fragestellung in einer ein-
deutig lo¨sbaren Weise formulieren.
Die sich daraus ergebende Fragestellung der Identifikation stu¨ckweise linearer
Systeme aus Zeitreihen, wird zuerst formuliert und dann sorgfa¨ltig analysiert.
Diese Analyse zeigt, dass zwar eine optimale Lo¨sung existiert, diese ist jedoch
zu komplex, um mit Hilfe eines Programmes umgesetzt werden zu ko¨nnen.
Aus diesem Grund wird in dieser Arbeit eine Vereinfachung vorgestellt, mit
deren Hilfe eine Na¨herung an die optimale Lo¨sung berechnet werden kann.
Das so entwickelte Verfahren lo¨st nicht nur die oben vorgestellte Fragestel-
lung, sondern es hilft sogar nicht-lineare Systeme zu interpretieren, da die
Aufspaltung in lineare Teilstu¨cke einen guten Einblick in die nicht-lineare
Dynamik bietet.
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Kapitel 1
Einleitung
“Sobald ich ein System herausschneide, von dem
ich ahne, dass das Ergebnis einer Operation auf die
na¨chste Operation selbst zuru¨ckwirkt, in welcher
Form auch immer, ist dieses System schon nicht mehr
voraussagbar.”[Foe02, S.43 f.]
Dieses Diktum aus dem Bereich der Kybernetik ist auch fu¨r das Chemiein-
genieurwesen entscheidend. Chemische Anlagen sind nicht unabha¨ngig von
ihrem Benutzer und ihrer Umwelt zu sehen. Das Gesamtsystem “chemische
Anlage” ist damit nicht voraussagbar.
Um dem Ingenieur eine bestmo¨gliche Steuerung der Anlage zu ermo¨glichen ist
es notwendig ihn u¨ber alle relevanten Vorga¨nge in der Anlage zu informieren,
damit operative Eingriffe minimiert werden.
An dieser Stelle setzt die Identifikation ein. Ihre Aufgabe ist es, Gesetzma¨ßig-
keiten der Anlage aufzuzeigen und dem Ingenieur ein Analysetool zur Feh-
lerfindung an die Hand zu geben.
1.1 Problemstellung
U¨blicherweise wird das Verhalten verfahrenstechnischer Systeme durch das
Zusammenwirken zweier qualitativ unterschiedlicher Anteile bestimmt. So
resultiert aus den Erhaltungssa¨tzen von Masse, Energie und Impuls eine ste-
tige, oder auch kontinuierlich genannte, Entwicklung von Gro¨ßen wie Tempe-
ratur, Druck oder Masse. Diese wird von diskreten Eingriffen in das System
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u¨berlagert. Bei solchen Eingriffen handelt es sich unter anderem um Stel-
leingriffe. Dies sind Einwirkungen auf das kontinuierliche System, die von
einer Steuerung verursacht werden. Sie zeichnen sich durch die Eigenschaft
aus, dass der Zeitpunkt zu dem sie auftreten bekannt ist. Beispiele hierfu¨r
sind das Einschalten einer Heizung oder das Schalten eines Ventils. Allerdings
ko¨nnen solche diskreten Ereignisse auch an das U¨berschreiten prozessbeding-
ter Schwellwerte geknu¨pft sein, die mit Phasena¨nderung, dem Umschlag von
laminarer zu turbulenter Stro¨mung oder einem Wechsel der Apparategeome-
trie verbunden sind. Solche diskreten Eingriffe werden Zustandsa¨nderungen
genannt. Sie zeichnen sich durch die Eigenschaft aus, dass sie immer zu einem
bestimmten Zeitpunkt auftreten. Ein Beispiel hierfu¨r ist das Einsetzen des
Siedens bei Erreichen der Siedetemperatur.
Die Wechselwirkung von kontinuierlichen und diskreten Dynamikanteilen er-
schwert die Modellierung, vor allem aber die Analyse, solcher so genannter
hybrider Systeme. Traditionell werden dazu zwei Ansa¨tze verfolgt, die das hy-
bride System in ein diskretes u¨berfu¨hren oder die Beschreibung der kontinu-
ierlichen Systemdynamik durch ein Differential-Algebra-System um Schalt-
und Sprungvorga¨nge zur Beru¨cksichtigung diskreter Ereignisse erweitern.
Diese Modellierung eines hybriden Systems verfolgt nicht das Ziel eine rein
datenbasierte Analyse eines Systems, bei dem die genauen Zeitpunkte aller
diskreten Ereignisse nicht bekannt sind, zu ermo¨glichen. Daher lassen sich
Fehler im System nicht aus den Daten heraus identifizieren.
1.2 Zielsetzung und wissenschaftlicher Beitrag
In der Literatur sind vier verschiedene Ansa¨tze zur Identifikation hybrider
Systeme zu finden. Diese sind Algebraische Ansa¨tze [BV08, MV05], Clus-
tering Ansa¨tze [TGSS06, LB08, JHF04, FMLM03, FS03], Bayes basierte
Ansa¨tze [JW06, JWH05] und Begrenzte Fehler Ansa¨tze [LB08b, BGPV05].
Algebraische Ansa¨tze gehen davon aus, dass sich die diskreten Ereignisse
auch ohne Identifikation der Dynamiken korrekt finden lassen. Damit ist
eine sequenzielle Abarbeitung der Identifikation hybrider Systeme mo¨glich.
Clustering Ansa¨tze sortieren die vorliegenden Daten mit Hilfe von Clustering
Verfahren und lo¨sen dann die dadurch vereinfachte Fragestellung. Bayes ba-
sierte Ansa¨tze untersuchen das Rauschverhalten in zeitlich gerichteter Weise,
um die diskreten Ereignisse zu identifizieren. Begrenzte Fehler Ansa¨tze lo¨sen
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die Identifikation hybrider Systeme mit Hilfe der Zusatzannahme, dass der
Fehler begrenzt ist.
Bei der Untersuchung von Ansa¨tzen zur Identifikation hybrider Systeme
[PJFV07, KHH02, JH03] zeigt sich, dass sich keine Modellierung fu¨r die
Fehleridentifikation eignet. Um dies genauer zu erla¨utern, wird im Folgen-
den die prinzipielle Herangehensweise, welche in der Literatur zu finden ist,
dargestellt.
Ein hybrides System wird in diesen Ansa¨tzen immer als ein sich wechselsei-
tig beeinflussendes Systempaar von kontinuierlichem und diskretem System
gesehen. Aus der Natur der Sache heraus lassen sich diese beiden Partner
jedoch nicht gleichberechtigt nebeneinander stellen.
Dies resultiert aus der Annahme, dass das diskrete System ausschließlich
durch Pha¨nomene der beiden oben dargestellten Kategorien (Stelleingriffe
und Zustandsa¨nderungen) verursacht wird.
Die gewa¨hlte axiomatische Einschra¨nkung hat sowohl Vorteile als auch Nach-
teile. Der entscheidende Vorteil liegt auf der Seite der Numerik. So ko¨nnen
mit Hilfe weniger weiterer Einschra¨nkungen bekannte, und damit program-
mierte und verifizierte, mathematische Verfahren zur Lo¨sung der entspre-
chenden Aufgaben eingesetzt werden. Außerdem ist eine Weiterverarbeitung
der Ergebnisse durch die entsprechenden mathematischen Standards gege-
ben. Mit ihnen lassen sich leicht weitere Untersuchungen mit Hilfe von Clus-
tering-Verfahren fu¨hren, um die Schaltebenen zu detektieren, welche den da-
zugeho¨rigen Zustandsa¨nderungen entsprechen.
Hierbei treten jedoch zwei Probleme auf:
1. Es kann keine Black Box Untersuchung geta¨tigt werden, da die Informatio-
nen u¨ber die zu untersuchenden inneren Zusta¨nde x immer bereits vorhanden
sein mu¨ssen. Dies spiegelt sich in der Vorgabe der Messmatrix C wieder. In
der betrieblichen Praxis entspricht dies der Problematik, dass immer gewa¨hr-
leistet werden muss, dass der die Zustandsa¨nderung hervorrufende innere
Zustand x auch gemessen werden kann. Dies ist jedoch nicht grundsa¨tzlich
mo¨glich. Die Folge dieser Einschra¨nkung ist, dass es kein allgemeingu¨ltiges
Verfahren gibt. Alle vorhandenen Verfahren mu¨ssen immer auf die jeweilige
Anwendbarkeit fu¨r die spezielle Anlage u¨berpru¨ft werden.
2. Die fu¨r diese Arbeit entscheidende Problematik ist die fehlende Mo¨glich-
keit, einen Fehler modellimmanent zu erfassen. Das bedeutet, dass keine Dar-
stellung eines Fehlers als interner Einfluss des Modells vorhanden ist. Daher
ist mit keinem der vorhandenen Verfahren eine Fehlerdiagnose realisierbar.
Die trotzdem gemachten Fehlerdiagnosen benutzen die zusa¨tzliche und da-
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mit artifizielle Einschra¨nkung, der Aufteilung in die zwei aufeinander einwir-
kenden Systeme (kontinuierlich und diskret). Dies bedeutet, dass ein Fehler
als das nicht Eintreffen eines erwarteten Verhaltens bewertet wird. Hierbei
ist jedoch zu beachten, dass es qualitativ einen Unterschied macht, ob das
Verhalten nun nur nicht dem erwarteten Verhalten entspricht, oder ob mit
Sicherheit gesagt werden kann, dass ein Fehler vorliegt. Eine Fehlerverschie-
bung zwischen Detektion der Sprungpunkte und Bewertung der kontinuierli-
chen Dynamik kann mit diesem Verfahren somit nicht ausgeschlossen werden.
Daher sind alle so gewonnenen Ergebnisse nur fu¨r Spezialfa¨lle gu¨ltig, in de-
nen ihr numerischer Vorteil den Fehler dieses Ansatzes u¨bersteigt.
Diese Arbeit verwendet aufgrund dieser Problematik einen vo¨llig neuen An-
satz, der auf der globalen Identifikation beruht. Globale Identifikation ist in
dem Sinne zu verstehen, dass weder durch vorgelagerte Axiomatik noch durch
Sequenzierung der Identifikation eine Vorbewertung eingebaut wird. Durch
sie lassen sich methodenimmanente Fehlerverschiebungen zwischen den bei-
den Zielbereichen der Detektion der Sprungpunkte und der Erkennung der
dazwischen liegenden Dynamik vermeiden.
Ausgehend von der Betrachtung des hybriden Systems als ein System mit
einem kontinuierlichen und einem diskreten Anteil, zeigt sich dass beide Sys-
teme direkt von einander abha¨ngig sind. Diese gegenseitige Beeinflussung
la¨sst keinen Startpunkt zu, von dem aus eine Identifikation begonnen werden
kann. Diese Eigenschaft wird in der folgenden Abbildung skiziert:
Kontinuierliches
System
Diskretes System
Abbildung 1.1: Hybrides System ohne Fehler
Ein Fehler ist eine diskrete Dynamik, welche ohne erkla¨rbare Ursache auf-
tritt. Dieser Fehler wiederum kann zusa¨tzlich eine beliebige kontinuierliche
Dynamik aktivieren. Damit kann die a priori Einschra¨nkung an den diskre-
ten Anteil gemacht werden, dass zu jedem Zeitpunkt ein beliebiger Wert
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erreicht werden kann. Dies bedeutet, dass bei der in dieser Arbeit vorgestell-
ten Identifikationsmethodik keinerlei Annahmen u¨ber die Eigenschaften der
diskreten Dynamik benutzt werden. Diese fehlende Mo¨glichkeit hat auf der
anderen Seite die positive Auswirkung, dass sich damit die Darstellung eines
hybriden Systems deutlich vereinfacht. Dies vera¨ndert die obige Abbildung
wie folgt:
Kontinuierliches
SystemDiskretes System
Abbildung 1.2: Hybrides System mit Fehler
Die Einwirkung des kontinuierlichen Anteils auf den diskreten Anteil stellt
somit zuna¨chst eine Black Box dar. Das Selbe gilt auch fu¨r den inneren Auf-
bau des diskreten Anteils. Allerdings ko¨nnen hier Zusammenha¨nge posteriori
mit Hilfe bekannter Methoden identifiziert werden fu¨r den Fall, dass die ge-
fundenen Fehler einem Schema folgen und nicht rein zufa¨llig sind.
Wie oben erla¨utert, ist die Darstellung eines hybriden Systems als ein Zwei-
komponentensystem aus diskretem und kontinuierlichem Teil fu¨r die Identi-
fikation nicht geeignet.
Bei der Identifikation sollen aus vorliegenden Daten Ru¨ckschlu¨sse auf die zu-
grunde liegenden Gesetzma¨ßigkeiten gezogen werden. Derartige Gesetze ent-
stehen lediglich durch axiomatische Annahmen u¨ber die Welt, wie zum Bei-
spiel die Annahme der Kontinuita¨t. Kontinuita¨t bedeutet, dass ein Objekt,
welches heute eine Eigenschaft hat, unter denselben Bedingungen morgen
auch noch diese Eigenschaft besitzt. Welche und wie viele derartige axioma-
tischen Annahmen benutzt werden, ist frei wa¨hlbar. So wird in dieser Arbeit
die axiomatische Annahme benutzt, dass alle untersuchten Systeme stu¨ck-
weise linear sind.
Die obige Betrachtungsweise des Begriffes Identifikation zeigt, dass die Iden-
tifikation hybrider Systeme unabha¨ngig von der Aufspaltung in ein Zweikom-
ponentensystem geschehen kann, da diese nur die Schlussfolgerung aus einem
Axiom ist. Im Weiteren wird daher die Aufspaltung in die zwei Komponenten
lediglich zur besseren Visualisierung eingesetzt werden.
Der Begriff hybrides System ist ein Konstrukt zur Versta¨ndlichmachung des
Zusammenspiels verschiedener Komponenten. Daher gibt es bei der Identi-
fikation hybrider Systeme viele theoretische Lo¨sungen. Ein hybrides System
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la¨sst sich somit nur mit Hilfe eines axiomatischen Eingriffes identifizieren.
Aus diesem Grund verwendet diese Arbeit eine axiomatische Modellaus-
wahl. Als Axiomatik wurden die stu¨ckweise linearer Systeme, also Systeme,
bei denen die kontinuierlichen Dynamiken linear sind, gewa¨hlt. Diese Ein-
schra¨nkung bietet nicht nur eine technisch machbare Umsetzung, sondern
ermo¨glicht auch, durch die stu¨ckweise Linearisierung nicht-linearer Dynami-
ken, ein hohes Maß an Interpretierbarkeit bei der Untersuchung allgemeiner
hybrider Systeme.
Eine derartige axiomatische Herangehensweise ist notwendig, um verschiede-
nen Arten der Modellierungen zu vergleichen. Daher ist das Ziel dieser Ar-
beit die Notwendigkeiten aufzuzeigen, die Identifikationsverfahren einhalten
mu¨ssen, um vergleichbar zu sein. Daru¨ber hinaus soll ein nach Aussagekraft
optimiertes Verfahren entwickelt werden, an dem industriell umsetzbare Ver-
fahren gemessen werden ko¨nnen.
1.3 Gliederung
Zuna¨chst wird in Kapitel 2 mit der Definition begonnen, welche fu¨r die spa¨ter
verwendete Axiomatik notwendig ist. Hierbei handelt es sich um die Modell-
klasse der stu¨ckweise linearen Systeme. Stu¨ckweise lineare Systeme sind Sys-
teme die ausschließlich diskrete und lineare Dynamiken kennen. Des Weite-
ren wird dort auch herausgearbeitet, welche Vorteile die Untersuchung dieser
speziellen Systemklasse besitzt.
In Kapitel 3 wird auf den Begriff der Identifikation eingegangen. Mit Hilfe
dieser Begriffsdefinition la¨sst sich die Fragestellung Identifikation stu¨ckweise
linearer Systeme aus Zeitreihen definieren. Die daraus resultierenden Aspekte
der Fragestellung werden im weiteren Verlauf des Kapitels 3 behandelt.
Die Betrachtung der verschiedenen Aspekte der Fragestellung zeigt die Not-
wendigkeit die mathematischen Methoden der Maximum-Likelihood-Scha¨tz-
ung und des Kalman-Filters in Kapitel 4 na¨her zu betrachten.
Ausgehend von der Fragestellung der Identifikation stu¨ckweise linearer Sys-
teme aus Zeitreihen entwickelt diese Arbeit in Kapitel 5 zuna¨chst das ML-
Identifikationsverfahren (ML steht fu¨r Maximum Likelihood). Die Entwick-
lung ergibt sich direkt aus der Formulierung der Fragestellung und die an-
gewandte Systematik basiert auf der gleichen Herangehensweise wie sie auch
vom Maximum-Likelihood-Scha¨tzer verwendet wird. Dieses Identifikations-
verfahren ist jedoch in seiner Umsetzbarkeit beschra¨nkt.
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Aus den Erkenntnissen, die sich aus dem ML-Identifikationsverfahren erge-
ben wird dann in Kapitel 6 mit Hilfe des Least Squares Ansatzes das LS-
Identifikationsverfahren (LS steht fu¨r Least Square) entwickelt, mit dem dann
auch Messreihen untersucht werden.
Ein großer Vorteil dieser Herangehensweise ist die Mo¨glichkeit, dass beliebiges
Wissen implementiert werden kann. Dies ergibt sich aus der Formulierung des
Begriffes Identifikation, welche dazu fu¨hrt, dass Wissen nicht in Form von
Gleichungen in die Identifikation aufgenommen wird, sondern lediglich eine
Einschra¨nkung auf eine Teilmenge darstellt (siehe dazu auch Absatz 3.3.4).
So kann ein Black Box Ansatz (ohne physikalisches Vorwissen) genauso wie
ein White Box Ansatz (die physikalischen Eigenschaften des Systems sind
vollsta¨ndig bekannt) verwendet werden.
Das LS-Identifikationsverfahren basiert auf der Eigenschaft, dass jeder Mess-
reihe das dazu passende stu¨ckweise lineare Modell zugewiesen wird.
In Kapitel 7 wird das LS-Identifikationsverfahren an einer stu¨ckweise linearen
Simulation und am Zwei-Tank Beispiel getestet. Hier wird die Korrektheit
des Verfahrens verifiziert.
Da das LS-Identifikationsverfahren stu¨ckweise lineare Systeme korrekt iden-
tifiziert, wird es in Kapitel 8 an einem verfahrenstechnischen Beispiel, der
Polyethlenterephthalatherstellung, getestet. Hier wird gezeigt, welche Ergeb-
nisse sich mit dem LS-Identifikationsverfahren im nicht-linearen Fall erzielen
lassen.
Abschließend findet in Kapitel 9 eine Zusammenfassung und Bewertung der
Ergebnisse, sowie ein Ausblick auf zuku¨nftige Aufgaben und Mo¨glichkeiten,
statt.
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Kapitel 2
Stu¨ckweise lineare Systeme
Dieses Kapitel stellt die im weiteren Verlauf der Arbeit verwendeten Sys-
temklasse der stu¨ckweise linearen Systeme vor. Diese Systemklasse besitzt
sowohl kontinuierliche als auch diskrete Eigenschaften. Die entsprechenden
Systemklassen werden in den ersten beiden Abschnitten na¨her erla¨utert wer-
den. Ein allgemeines System, welches beide Eigenschaften besitzt, wird, wie
in Abschnitt 2.3 gezeigt, ein hybrides System genannt. Hierbei handelt es
sich um eine Oberklasse der stu¨ckweise linearen Systeme, welche dann in
Abschnitt 2.4 formal eingefu¨hrt werden.
Zur Erleichterung des Versta¨ndnisses werden die Begriffe Anlage, Prozess,
System und Modell voneinander abgegrenzt. Als Anlage wird eine technische
Einrichtung, wie zum Beispiel ein Reaktor, ein Beha¨lter oder eine Pumpe
bezeichnet, in der ein Prozess, wie ein Befu¨llvorgang, eine chemische Re-
aktion oder eine Trennoperation, abla¨uft. Um dafu¨r eine Visualisierung zu
finden, muss ein geeignetes Prozessabbild, das Modell, erstellt werden. Zur
Erstellung dieses Modells werden Annahmen u¨ber die Eigenschaften der un-
tersuchten Anlage getroffen. Die Gesamtheit der Eigenschaften wird auch
Systemeigenschaft genannt. Ein System ist eine Klasse von Modellen, die
durch eine solche Eigenschaft charakterisiert wird. Im Weiteren wird daher
von einem System gesprochen, wenn ein Modell, welches lediglich durch eine
bestimmte Gesamteigenschaft na¨her definiert ist, bezeichnet werden soll.
Die Erkla¨rung der verschiedenen Systemeigenschaften soll in den folgenden
Abschnitten beispielhaft an einem gekoppelten Zweitanksystem geschehen,
ohne dabei auf alle Details dieses Systems einzugehen.
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Beim gekoppelten Zweitanksystem handelt es sich um zwei in Reihe geschal-
tete Tanks, welche u¨ber das verschliessbare Verbindungsrohr miteinander
kommunizieren. Hier die stark vereinfachte Darstellung:
Abbildung 2.1: Zweitank Beispiel
2.1 Diskrete Systeme
In einem diskreten System liegt eine Zustandsdarstellung in diskreter Form
vor. Dies bedeutet, dass der Zustandsraum aus ho¨chstens abza¨hlbar vielen
Elementen besteht.
Diskrete Pha¨nomene, wie sie bei hybriden Systemen vorkommen, lassen sich
bezu¨glich zweier Eigenschaften kategorisieren, zum einen bezu¨glich ihrer Wir-
kung (Sprung - Schalten), zum anderen bezu¨glich ihrer Ursache (autonom -
extern) [Bra95, BBM98].
Zuna¨chst soll auf die Einteilung bezu¨glich ihrer Wirkung auf eine anderweitig
definierte kontinuierliche Gro¨ße eingegangen werden:
Als Schalten (oder Moduswechsel) wird ein Wechsel der aktuell gu¨ltigen
kontinuierlichen Dynamik (und damit des sie beschreibenden Systems von
Differential- und algebraischen Gleichungen) verstanden. Beispiele fu¨r solche
2.1. DISKRETE SYSTEME 27
Moduswechsel sind Phasena¨nderungen oder der Umschlag von laminarer zu
turbulenter Stro¨mung.
Daneben sind Spru¨nge des kontinuierlichen Zustandsvektors mo¨glich, ohne
dass die aktuelle kontinuierliche Systembeschreibung ihre Gu¨ltigkeit verlie-
ren muss. Bei verfahrenstechnischen Systemen setzen solche Spru¨nge eine im-
pulsartige Hinzufu¨gung oder Entfernung von Masse oder Energie aus einem
System voraus und sind daher in der Regel nur eine Na¨herung der realen
Gegebenheiten. Ein Beispiel hierfu¨r ist das augenblickliche Einbringen ei-
nes kalten Mediums in einen Verdampfer bei U¨berschreitung eines kritischen
Schwellwertes. Je nach Menge und Temperatur des zugefu¨hrten Mediums
befindet sich das System anschließend entweder weiterhin im Siedezustand
(kein Moduswechsel) oder ein erneutes Aufheizen erfolgt.
Eine Betrachtung der Auswirkung dieser beiden unterschiedlichen diskreten
Dynamiken findet sich in Abschnitt 3.3.8. Wie sich Spru¨nge in der in die-
ser Arbeit vorgestellten Darstellungsweise formalisieren lassen, wird im Ab-
schnitt 2.4.2 erla¨utert.
Die zweite Kategorisierung bezieht sich auf die Ursache des diskreten Pha¨no-
mens:
Als autonome diskrete Pha¨nomene bezeichnet man solche, die aufgrund der
A¨nderung eines inneren, in der Regel kontinuierlichen, Zustandes entstehen.
Hierunter fallen Pha¨nomene wie das Erreichen der Siedetemperatur oder das
Erreichen der maximalen Befu¨llung.
Unter externen Pha¨nomenen werden alle von außen verursachten diskreten
Eingriffe verstanden. Dazu geho¨rt jede Art von diskreter Steuerung, also alle
Steuerungen, die u¨ber ho¨chstens abza¨hlbar viele Stelleingriffsmo¨glichkeiten
verfu¨gen.
Die Unterscheidung zwischen autonomen und externen Ursachen kann im
Rahmen der Identifikation stu¨ckweise linearer Systeme nicht vorgenommen
werden, da keine Informationen u¨ber innere Zusta¨nde vorliegen (siehe auch
Abschnitt 3.2). Jedoch erfolgt als Ergebnis der Identifikation eine Scha¨tzung
der inneren Zusta¨nde, so dass auf autonome beziehungsweise externe Pha¨no-
mene geschlossen werden ko¨nnte.
Bei dem Zweitank-Beispiel lassen sich damit verschiedene Zusta¨nde definie-
ren, die mit Hilfe der U¨berga¨nge dargelegt werden:
• Erreichen der maximalen oder minimalen Fu¨llstandsho¨he in einem der
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beiden Tanks - autonomes Schalten
• O¨ffnen oder Schließen eines Ventils - externes Schalten
• U¨berschreitung der Einbauho¨he des Einlaufstutzens von Tank 2 durch
die Fu¨llho¨he - autonomes Schalten
2.2 Kontinuierliche Systeme
Ein kontinuierliches System ist ein System, in dem die Zustandsa¨nderung x˙
durch eine analytische (glatte) Funktion f dargestellt werden kann [Eng95].
Eine Funktion ist dann glatt, wenn sie unendlich oft stetig differenzierbar
ist.1 Diese Funktion f ist vom Zustand x und dem Eingang u abha¨ngig.
x˙ = f(x, u)
Das Zweitank-Beispiel ist somit ein kontinuierliches System mit den beiden
Fu¨llho¨hen als Zustandsgro¨ßen. Dies gilt jedoch lediglich solange im betrach-
teten Zeitraum keine der diskreten Schaltbedingungen erfu¨llt ist.
2.3 Hybride Systeme
Hybride Systeme lassen sich als ein System darstellen, bei dem ein kontinuier-
licher Anteil und ein diskreter Anteil aufeinander einwirken [EKK96, BP96].
Ein hybrides System ist somit ein System, in dem sich sowohl kontinuierliche
als auch diskrete Pha¨nomene feststellen lassen. Hierbei bestimmt der diskre-
te Zustand die kontinuierliche Dynamik und somit das zu diesem Zeitpunkt
wirksame kontinuierliche System. Gleichzeitig ist die diskrete Dynamik von
dem jeweiligen Zustand im kontinuierlichen System abha¨ngig. Somit la¨sst
sich ein hybrides System wie in Abbildung 2.2 gezeigt darstellen.
Eine Modellierung des Zweitank-Beispiels mit den diskreten Zusta¨nden und
den kontinuierlichen Fu¨llho¨hen ist somit ein hybrides Modell.
1Eine nicht glatte Funktion entha¨lt in einer Ableitung einen nicht differenzierbaren
Punkt. Dieser Punkt ist durch die Aufteilung in kontinuierlichen Anteil und diskreten
Anteil ein diskretes Ereignis, und damit nicht Teil des kontinuierlichen Systems.
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Abbildung 2.2: Hybrides System
Je nachdem bei welcher dieser beiden Komponenten (diskret oder kontinu-
ierlich) der Schwerpunkt des Interesses liegt, sind bei der Analyse hybrider
Systeme prinzipiell zwei Herangehensweisen zu unterscheiden:
a) Steht, wie beim Entwurf von Steuerungen, die diskrete Dynamik im Vor-
dergrund, wird ha¨ufig eine Beschreibung durch ein rein diskretes Modell an-
gestrebt, welches anschließend mit formalen Methoden auf die Erfu¨llung ei-
ner gewu¨nschten Spezifikation hin untersucht werden kann [KEPS99, Lun00].
Kontinuierliche Aspekte werden in dieser Betrachtung ebenfalls durch ein dis-
kretes System approximiert oder die diskrete Beschreibung wird um einfache
kontinuierliche Dynamikanteile erga¨nzt.
b) Interessiert vor allem der kontinuierliche Teil, so wird die betrachtete Zeit-
spanne mo¨glichst klein gewa¨hlt, damit die Dynamik auf sprunglosen Zeit-
abschnitten untersucht werden kann [Hof99, Sim01]. Die diskrete Dynamik
degeneriert hier zu einer schnellen kontinuierlichen Dynamik.
Sofern keine weiteren Kenntnisse u¨ber das hybride System vorliegen, sind
die beiden Vorgehensweisen fu¨r die Identifikation ungeeignet. Die ergibt sich
aus dem Prinzip auf dem beide Vorgehensweisen basieren. Durch eine vorge-
schaltete Datenreduktion wird die Untersuchung eines Teilaspektes hybrider
Systeme erleichtert. Um das volle Potential der Daten zu nutzen, wird in
dieser Arbeit ein gemischter Ansatz gewa¨hlt, welcher die gesamte Informati-
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on sowohl der Sprungpunktdetektion als auch der Dynamikidentifikation zur
Verfu¨gung stellt.
2.4 Stu¨ckweise lineare Systeme
Ein stu¨ckweise lineares System ist ein Spezialfall hybrider Systeme. Bei stu¨ck-
weise linearen Systemen werden als kontinuierliche Dynamiken lediglich li-
neare zugelassen. Dies bedeutet, dass die in Abschnitt 2.2 benutzte Funktion
f nicht nur glatt sondern linear in x und u sein muss.
In anderen Arbeiten (siehe zum Beispiel [Stu00]) wird eine Darstellung fu¨r
hybride System gewa¨hlt bei der die Kopplung zwischen kontinuierlichem und
diskretem Anteil direkt ersichtlich wird. In dieser Arbeit wird eine Darstel-
lung fu¨r stu¨ckweise lineare Systeme (die entsprechende Darstellung fu¨r hy-
bride Systeme befindet sich im Anhang) gewa¨hlt, in der die Kopplung zwi-
schen kontinuierlichem und diskreten Anteil lediglich implizit in der Wahl
des spa¨ter definierten Funktionenraumes DV sichtbar ist. Diese Darstellung
ist fu¨r die Identifikation geeigneter, da hierbei Messreihen betrachtet werden.
Bei Messreihen kann die Kopplung zwischen kontinuierlichem und diskretem
Anteil nicht direkt beobachtet werden, da die hier betrachtete zeitdiskrete
Messung zwangsla¨ufig nur eine diskrete Darstellung liefert.
2.4.1 Definition des zeitdiskreten, stu¨ckweise linearen
Systems
Ein zeitdiskretes, stu¨ckweise lineares System HSdLIN wird wie folgt als ein
6-Tupel definiert:
HSdLIN := (X,U, Y,Γ,M,DV ).
Bei den Elementen des 6-Tupels handelt es sich um:
• Den Zustandsraum X. X ist ein n-dimensionaler reeller Messraum, also
gilt: X = (IRn,Bn).
• Den Eingangsraum U . U ist ein p-dimensionaler reeller Raum, also gilt:
U = IRp.
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• Den Ausgangsraum Y . Y ist ein q-dimensionaler reeller Messraum, also
gilt: Y = (IRq,Bq).
• Die diskrete Zeit Γ. Da die Startzeit und der Abstand zwischen zwei
Messungen als bekannt vorausgesetzt wird, wird Γ auf die natu¨rlichen
Zahlen normiert: Γ = IN0.
• Eine beliebige TeilmengeM aus der Menge aller kontinuierlichen, linea-
ren Modelle, also gilt:M ⊆ {(A,B,C,D,Q,R)|A ∈Mn×ninv , B ∈Mn×p,
C ∈Mq×n, D ∈Mq×p, Q ∈ Cov(n) und R ∈ Cov(q)}.
• Einen zeitdiskretisierten FunktionenraumDV , der die mo¨glichen Verla¨u-
fe des diskreten Zustandes widerspiegelt. Hierbei handelt es sich um ei-
ne beliebige Einschra¨nkung aus der Menge aller Verla¨ufe des diskreten
Zustandes, also gilt: DV ⊆ {d : IN0 7→M}.
Unter Verwendung dieser Definition la¨sst sich die Entwicklung der Zusta¨nde
x(t) ∈ X und Ausga¨nge y(t) ∈ Y , unter der Bedingung, dass der diskrete Ver-
lauf d ∈ DV , mit d = (Ad(t), Bd(t), Cd(t), Dd(t), Qd(t), Rd(t)), die Einga¨nge
{u(t)}t∈IN0 ⊆ U und der Startwert x(0) ∈ X gegeben sind, wie folgt angeben:
x(t+ 1) = Ad(t)x(t) +Bd(t)u(t) + (t)
y(t) = Cd(t)x(t) +Dd(t)u(t) + ε(t)
mit (t) ∼ N (0, Qd(t)) und ε(t) ∼ N (0, Rd(t)).
Durch das Ersetzen der unbekannten Sto¨rgro¨ße (t) und der unbekannten
Messgro¨ße ε(t) durch die jeweiligen VerteilungenN (0, Qd(t)) undN (0, Rd(t))
ergibt sich daraus eine Verteilung fu¨r alle {y(t)}t∈IN0 . Das so definierte Wahr-
scheinlichkeitsmaß auf Y Γ wird Pd genannt.
2.4.2 Sprungdarstellung
Wenn die Unterscheidung von Dynamikwechseln in Spru¨nge und Schalten
(siehe Abschnitt 2.1) betrachtet wird, dann ist die Darstellung des Schaltens
offensichtlich. Die Darstellung eines Sprunges findet nur implizit statt. Dies
folgt aus der Tatsache, dass bei zeitdiskreten Systemen in denen Spru¨nge
mo¨glich sind, keine Identifikation von Dynamikwechselzeitpunkten, welche
nicht mit den Messzeitpunkten u¨bereinstimmen, mo¨glich ist. Aus diesem
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Grund entspricht ein Sprung in der oben eingefu¨hrten Definition stu¨ckweise
linearer Systeme einer kontinuierlichen Dynamik ohne Sto¨rgro¨ße (die Vari-
anzmatrix des Sto¨rrauschens Q ist 0) der La¨nge 1.
Somit kann in einen Sprung, in dieser Darstellung, in gleicher Weise, wie
bei den anderen kontinuierlichen linearen Dynamiken, Wissen implementiert
werden (siehe dazu auch Absatz 3.3.4).
Wenn keinerlei Wissen u¨ber die mo¨glichen Spru¨nge vorhanden ist, dann de-
generiert jeder Sprung zu einer Initialisierung. In diesem Fall werden die
Zusta¨nde zu den Sprungzeitpunkten x(ti) mit in die Startverteilung auf-
genommen. Damit wird jedem d ∈ DV analog zu dem oben angegebenen
Formalismus ein Wahrscheinlichkeitsmaß P id auf Y
Γ zugeordnet. Da sich das
Maß P id, in den im weiteren Verlauf der Arbeit verwendeten Eigenschaften
2,
nicht von einem Maß Pd unterscheidet, ist das Lo¨sungsverfahren zu dem in
dieser Arbeit gezeigten identisch.
2.4.3 Nicht-a¨quidistante Messreihen
In der Definition in Absatz 2.4.1 wird implizit angenommen, dass eine bijek-
tive3 affine Abbildung zwischen der Menge der Messzeitpunkte Γ und den
natu¨rlichen Zahlen IN0 existiert.
Diese Annahme ist jedoch verletzt, wenn zum Beispiel zwei nicht gleich ge-
taktete Messfu¨hler verwendet werden. In einem solchen Fall muss eine er-
weiterte Darstellung verwendet werden, da nur noch eine injektive4 affine
Abbildung vorliegt. Fu¨r den ersten Messpunkt t0 wird weiterhin die 0 ver-
wendet. Als Zeitschritt wird der gro¨ßte gemeinsame Teiler der Messabsta¨nde
ti+1−ti benutzt. Somit wird dann jedem Messzeitpunkt eine, nicht notwendi-
gerweise fortlaufende, natu¨rliche Zahl zugeordnet. Alle dazwischen liegenden
Zeitpunkte werden bei den nicht-a¨quidistanten Messreihen fu¨r die Interpola-
tion verwendet. Jedoch ist zu beachten, dass das im Weiteren verwendete Γ
dann nicht mehr den Zeitablauf darstellt, sondern nur noch die Zeitpunkte
an denen gemessen wurde.
2Das Maß P i
d
unterscheidet sich mathematisch gesehen von Pd durch die Eigenschaft,
dass die Varianz bezu¨glich t nicht stetig wa¨chst.
3Jeder Messung kann ein eindeutiger Zeitpunkt zugeordnet werden. Außerdem kann
jedem Zeitpunkt eine eindeutige Messung zugeordnet werden.
4Jeder Messung kann ein eindeutiger Zeitpunkt zugeordnet werden, jedoch kann nicht
jedem Zeitpunkt eine Messung zugeordnet werden.
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Hierzu sei als Beispiel eine Messreihe mit den folgenden Messzeitpunkten
gegeben: t0 = 6s, t1 = 97s, t2 = 149s, t3 = 214s und t4 = 292s.
Die zu verwendende Zeittaktung T wird nun u¨ber den gro¨ßten gemeinsamen
Teiler der Zeitdifferenzen bestimmt:
T = ggt{97− 6, 149− 97, 214− 149, 292− 214} = 13
Mit der Festlegung der Startzeit t0 auf 0 ergibt sich aus der Berechnung der
Zeittaktung T die folgende standardisierte Darstellung der Messzeitpunkte:
t0 = 0, t1 = 7, t2 = 11, t3 = 16 und t4 = 22.
Sind die Zeitpunkte der Messreihe nicht faktorisierbar, das bedeutet, dass
keine injektive affine Abbildung der Messzeitpunkte Γ auf die natu¨rlichen
Zahlen IN0 existiert, dann muss die gesamte Formulierung der Definition
umgestellt werden. Ein Beispiel hierfu¨r ist: t0 = 0, t1 = 1 und t2 =
√
2.
In diesem Fall sind die verwendeten Matrizen nicht nur von dem diskreten
Zustand abha¨ngig, sondern auch von dem Zeitabstand der beiden Messun-
gen. Dies erzwingt eine komplexe Darstellung, welche in der Praxis nicht
verwendbar ist. Hierbei wu¨rden die Matrizen des dazu geho¨rigen zeitkonti-
nuierlichen Systems betrachtet werden und damit fu¨r jede Berechnung, in
der ein Zeitsprung auftaucht, die entsprechende Exponentialfunktion dieser
Matrix ausgerechnet werden mu¨ssen.
2.4.4 Der Vorteil stu¨ckweise linearer Systeme
Die Beschra¨nkung auf stu¨ckweise lineare Systeme, also auf lineare konti-
nuierliche Dynamik und auf normalverteilte Sto¨r- und Messfehler, ist eine
Einschra¨nkung, welche die Berechnungen in den folgenden Kapiteln deutlich
erleichtert.
Dazu wird die Menge F betrachtet, welche alle Verteilungen umfasst, die
fu¨r die prognostizierten Ausgangsverteilungen von y(t) angenommen werden
ko¨nnen. Da das Maß Pd als ein Element aus F
Γ definiert ist, ist es wichtig F
mo¨glichst klein zu halten. Hierbei ist zu beru¨cksichtigen, dass die Menge F
die folgenden Bedingungen erfu¨llen muss:
• Die Menge F entha¨lt alle mo¨glichen Startverteilungen.
• Die Menge F entha¨lt alle mo¨glichen Rauschverteilungen abgebildet auf
den Zustandsraum X.
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• Ist x(t) ft-verteilt, mit ft ∈ F , so liegt die Verteilung von x(t+1) auch
in F .
• Die unabha¨ngige U¨berlagerung zweier Verteilungen aus F (Faltung)
liegt wieder in F .
Fu¨r lineare Systeme wird daher F = {N (a, V )} gesetzt. Dies ist erlaubt, da
die Menge {N (a, V )} die folgenden Eigenschaften besitzt:
• Die Menge {N (a, V )} entha¨lt die den Sto¨rungen zugrunde liegenden
Verteilungen:
N (0, R) ∈ {N (a, V )}, N (0, Q) ∈ {N (a, V )}.
• Die Menge {N (a, V )} ist bezu¨glich linearer Abbildungen abgeschlossen:
A · N (a, V ) = N (Aa,AV AT ) ∈ {N (a, V )}.
• Die Menge {N (a, V )} ist bezu¨glich der Faltung abgeschlossen:
N (a, V ) ∗ N (b,W ) = N (a+ b, V +W ) ∈ {N (a, V )}.
Somit lassen sich alle bei der Betrachtung von stu¨ckweise linearen Syste-
men auftretenden Verteilungen, sofern von normalverteilten Startverteilun-
gen ausgegangen werden kann, mit Hilfe von Erwartungswert und Kovari-
anzmatrix vollsta¨ndig beschreiben. Der nicht stochastische Messwert y(t)
entspricht der dazu geho¨rigen Normalverteilung mit Kovarianzmatrix 0 (y(t)
wird zu N (y(t), 0)), und ist somit auch in dieser Formulierung erfasst.
Bei der Suche nach Alternativen wird ersichtlich, dass zwar auch auf andere
geeignete Verteilungsklassen fu¨r das Rauschen u¨bergegangen werden kann,
es aber schwierig ist, auf die Linearita¨t der kontinuierlichen Dynamik zu ver-
zichten. Gegen die Verwendung anderer Verteilungsklassen spricht daru¨ber
hinaus auch, dass die Normalverteilung auch physikalisch motiviert ist, da
es eine Schlussfolgerung des zentralen Grenzwertsatzes ist, dass der Fehler,
der als U¨berlagerung vieler kleiner Fehler entsteht, anna¨hernd normalverteilt
ist.5
5In der Statistik wird oft der Schwellwert 30 benutzt. Das heißt ab einer U¨berlagerung
von 30 gleichverteilten Verteilungen, wird die resultierende Gesamtverteilung als Normal-
verteilung bewertet[Ass00, Sch00]. Bei nicht gleichverteilten Verteilungen ist die beno¨tigte
Anzahl entsprechend gro¨ßer.
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Ist bei einer Modellierung ein Fehler zu sehen, der nicht normalverteilt ist, so
kann davon ausgegangen werden, dass eine Sto¨rung vorliegt, die so gravierend
ist, dass der zusta¨ndige Ingenieur sie identifizieren kann. Solche Sto¨rungen
ko¨nnen dann wieder in das Modell aufgenommen werden, so dass am Ende
ein Modell mit normalverteiltem Mess- und Sto¨rrauschen vorliegt.
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Kapitel 3
Identifikation
In diesem Kapitel wird die Fragestellung dieser Arbeit zu einer Formel kon-
kretisiert. Damit dies mo¨glich ist, muss zuerst in Abschnitt 3.1 der Begriff
der Identifikation formalisiert werden. Daraus ergeben sich direkt die for-
malen Anforderungen an die Fragestellung in Abschnitt 3.2. Da dies in der
Anwendung verschiedene Nebenfragen aufwirft, werden diese in Abschnitt
3.3 gesondert diskutiert.
3.1 Was ist Identifikation?
Der Begriff der Identifikation stammt aus dem Lateinischen und bedeutet
soviel wie die “Feststellung von U¨bereinstimmungen” [Dud96] oder “Erken-
nen einer vorher nicht bekannten Gleichheit” [Dud76]. Daher stellt sich bei
der Identifikation immer die Frage, mit welcher als bekannt vorausgesetzten
Grundgesamtheit verglichen wird. Das Vergleichen beinhaltet immer zwei
Aspekte: zum einen muss eine Grundlage fu¨r den Vergleich geschaffen wer-
den, zum anderen muss die Gro¨ße des Raumes, der fu¨r die Identifikation
gegeben ist, definiert werden.
Das Schaffen einer Grundlage fu¨r den Vergleich bedeutet, dass axiomatische
Annahmen getroffen werden. Diese axiomatischen Annahmen ko¨nnen einer-
seits sehr grundlegend sein, wie die allgemein anerkannten physikalischen Ge-
setzma¨ßigkeiten der Gravitation oder des Massenerhalts, andererseits ko¨nnen
hier auch strittige Voraussetzungen, wie zum Beispiel ein konstanter Wa¨rme-
durchgangskoeffizient, a priori festgelegt werden.
Der Aspekt der Definition der Gro¨ße des Raumes, der fu¨r die Identifikation
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gegeben wird, ergibt sich aus dem statistischen Ansatz mit dem bei verrausch-
ten Daten gearbeitet werden muss, da hier immer nur eine Feststellung von
U¨bereinstimmungen mit einer gewissen Wahrscheinlichkeit mo¨glich ist. Somit
wird eine Auswahl unter den Modellen getroffen, welche die axiomatischen
Bedingungen erfu¨llen und im Sinne der Statistik mit der gefundenen Realita¨t
bestmo¨glich u¨bereinstimmen.
3.2 Die Fragestellung
Aus dieser Einfu¨hrung der Identifikation heraus, la¨sst sich unter Benutzung
der im Vorfeld getroffenen axiomatischen Annahme der stu¨ckweisen Linea-
rita¨t der zugrunde liegenden Dynamik nun die Fragestellung formulieren:
Gegeben ist eine Messreihe {y(γ)}γ∈Γ mit zugeho¨rigen Einga¨ngen
{u(γ)}γ∈Γ.
Welches stu¨ckweise lineare Modell modelliert am besten die der Messreihe
zugrunde liegende Systemdynamik?
3.3 Ansa¨tze
In den folgenden Absa¨tzen wird auf einige Aspekte eingegangen, die im Zu-
sammenhang mit der Fragestellung wichtig sind. Die Aufza¨hlung erfolgt in
keiner spezifischen Reihenfolge, sondern stellt die verschiedenen Richtungen
vor, aus denen die Fragestellung betrachtet werden muss.
Bei der Entscheidung welches Vergleichskriterium gewa¨hlt wird (Absatz 3.3.1),
handelt es sich um eine Frage des Untersuchungsinteresses. Die Mindest-
verweildauer (Absatz 3.3.2) ist eine fu¨r die Umsetzung wichtige technische
Frage. Die Mo¨glichkeit unterschiedliche Rauschvarianzen zu erkennen (Ab-
satz 3.3.3) ist eine Frage, die im Laufe verschiedener Diskussionen aufgekom-
men ist. Bei der Implementierung von Wissen (Absatz 3.3.4) handelt es sich
um einen Aspekt, welcher, durch die spezifische Formulierung der Fragestel-
lung, in jeder beliebigen Abstufung ermo¨glicht wird. Die Untersuchung, was
die grundsa¨tzliche Herangehensweise fu¨r driftende Systeme bedeutet (Absatz
3.3.5), soll die Erweiterbarkeit auf nicht-lineare Systeme beleuchten. Bei der
Messmatrix C (Absatz 3.3.6), der Zustandsraumdimension dim(X) (Absatz
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3.3.7) und den Zustandsspru¨ngen (Absatz 3.3.8) handelt es sich wieder um
Fragen, die fu¨r die technische Umsetzung wichtig sind. Abschließend wird
in Absatz 3.3.9 erla¨utert warum auch fu¨r Verfahren, welche online arbeiten
sollen, ein vorwa¨rts laufendes Verfahren nicht geeignet ist.
3.3.1 Wahl des Vergleichskriteriums
Bei der Betrachtung der Fragestellung, fa¨llt sofort ins Auge, dass der Be-
griff “am besten” einer streng formalen mathematischen Begutachtung nicht
standha¨lt, da die Fragestellung kein Vergleichskriterium definiert. Damit
ist der Begriff “am besten” nicht eindeutig. Dies ermo¨glicht es, exotische
Wu¨nsche an die Fragestellung zu koppeln. Zum Beispiel kann es fu¨r eine
Personalevaluation wichtiger sein, den Einfluss der einzelnen Arbeiter auf
die Produktqualita¨t nicht interdependent darzustellen, als ein “optimales”
Prozessabbild zu erhalten.
Eine genauere Betrachtung der Fragestellung legt jedoch eine kanonische De-
finition fu¨r den Vergleich zweier mo¨glicher Lo¨sungen, und damit auch das
Vergleichskriterium, nahe:
Wie in der Definition zeitdiskreter, stu¨ckweise linearer Systeme in Absatz
2.4.1 dargestellt, ist fu¨r jedes zula¨ssige Modell d ∈ DV mit Startwert x(0) ∈ X
u¨ber die Gleichungen
x(t+ 1) = Ad(t)x(t) +Bd(t)u(t) + (t)
y(t) = Cd(t)x(t) +Dd(t)u(t) + ε(t)
mit (t) ∼ N (0, Qd(t)) und ε(t) ∼ N (0, Rd(t))
ein Maß Pd auf Y
Γ definiert. Dieses Maß stellt (statistisch) den Verlauf der
Trajektorie dar. Vereinfacht gesagt, ist dies die Wahrscheinlichkeit mit der
ein bestimmtes Messergebnis erzielt wird. Damit ist fu¨r jede endliche Aus-
wahl an zula¨ssigen Modellen ein Maximum-Likelihood-Scha¨tzer definiert, der
ein Modell dann als besser bewertet, wenn es eine ho¨here Wahrscheinlichkeit
hat, die vorliegende Messreihe zu realisieren.
Bei der Identifikation hybrider Systeme ist die Anzahl der Modelle im all-
gemeinen so groß, dass die Existenz eines Maximum-Likelihood-Scha¨tzers
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nicht nachgewiesen werden kann. Hierbei wird eine Modellanzahl1 erhalten,
fu¨r die die Familie der zu diesen Modellen geho¨renden Maße nicht dominiert
ist. Diese mathematische Eigenschaft bedeutet, dass fu¨r diese Familie kein
Maximum-Likelihood-Scha¨tzers existiert. Die notwendige Modifikation, um
trotzdem ein Ergebnis im Sinne der Maximum-Likelihood-Scha¨tzung zu er-
zielen, wird in Kapitel 5 vorgestellt.
Die Verwendung des Startwertes x(0) in der oben dargestellten Form ist in
der Anwendung nicht praktikabel. Sie bedeutet, dass zum Startzeitpunkt
exakte Informationen u¨ber den Prozess vorliegen, aber nichts u¨ber den Pro-
zess zum Endzeipunkt bekannt ist. Somit findet durch die Verwendung des
Startwertes x(0) eine Verschiebung der Bewertung statt, welche die ersten
Messwerte u¨berbewertet. Aus diesem Grund muss die Definition eines ange-
passten Maßes Pd, welches ohne die Benutzung eines Startwertes auskommt,
eingefu¨hrt werden. Auch dieser Punkt wird in Kapitel 5 weiter erla¨utert.
3.3.2 Mindestverweildauer
Die Mindestverweildauer ist die Dauer in der das System axiomatisch ge-
zwungen wird, im gegebenen koninuierlichen Zustand zu verharren.
In der Praxis werden die als mo¨glich angesehenen Modelle auf solche be-
schra¨nkt, die einen Wechsel der diskreten Dynamik in nicht zu schneller Folge
zeigen. Zwei aufeinander folgende Dynamikwechsel haben also einen vorher
festgelegten Mindestabstand k (|ti+1−ti| > k). Fu¨r zeitdiskrete Systeme heißt
dies, dass das System in jeder erreichten kontinuierlichen Dynamik mindes-
tens k Zeitschritte verbleibt.
Fu¨r die Aufnahme derartiger axiomatischer Annahmen in die Forderungen an
zula¨ssige Modelle, sprechen sowohl physikalische als auch modelltheoretische
Gru¨nde:
• Wenn es sich bei zwei schnell hintereinander folgenden Dynamikwech-
seln um Schalten (vergleiche dazu Abschnitt 2.1) handelt, dann ist die
Wirkung der kurz auftretenden Dynamik so gering, dass sie wahrschein-
lich nicht aus den Daten herausgelesen werden kann. Ihr Weglassen hat
damit keinen großen Einfluss auf die Qualita¨t der Identifikation. Es
1In der Praxis handelt es sich hierbei oft um nicht abgeschlossene Teilmengen von IRn.
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verringert aber die ausgegebene Datenmenge und erho¨ht, durch die
Konzentration auf wenige Dynamiken2, damit die Lesbarkeit.
• Die im Modell vorgesehenen Sto¨rungen  und ε werden ohne Mindest-
verweildauer tendenziell sta¨rker als Sprungverhalten identifiziert.
• Das als passend bewertete Modell kann zu einer immer springenden
Nachbildung der Messreihe degenerieren, denn dasjenige Modell, wel-
ches in jedem Zeitschritt fehlerfrei zum na¨chsten Messwert springt, ist
immer das optimal an die Messreihe angepasste Modell. Aus diesem
Modell lassen sich aber keine Schlussfolgerungen u¨ber die die Messrei-
he erzeugende Ursache ziehen und somit ist es nicht verwertbar.
• Determinismen sind Ereignisse, die sicher eintreten. Ihr Auftreten bei
statistischen Untersuchungen macht immer eine gesonderte Betrach-
tung notwendig. Das Modell zeigt nicht vorhandene Determinismen,
wenn aufgrund einer zu geringen Datenmenge kein Rauschen gefun-
den werden kann. Die Ursache hierfu¨r ist, dass zu jeder Messreihe
der La¨nge l ein kontinuierliches Modell der Zustandsraumdimension
dim(X) = l+1 existiert, welches deterministisch ist und die Messreihe
fehlerfrei abbildet.
Wie die aufgelisteten Gru¨nde zeigen, ist nicht nur die Forderung einer Min-
destverweildauer sinnvoll, sondern es bietet sich auch an, die Anzahl der
Spru¨nge zu reduzieren und damit die durchschnittliche Verweildauer zu erho¨-
hen. Zwar ko¨nnte auch hier ein fester, heuristisch gefundener Wert eingesetzt
werden, eine flexible Anpassung an die Messreihe ist jedoch praktikabler, da
die Reduktion keine wichtige diskrete Dynamik unterdru¨cken darf.
Aus diesem Grund werden die Zeitpunkte ti zu denen ein Dynamikwechsel
stattfindet mit in die Wahl des Vergleichskriteriums aufgenommen. Dies be-
deutet, dass ein Sprung als ein Kosten verursachendes Objekt gesehen wird.
Somit werden Modelle mit vielen Spru¨ngen, die dadurch die Messreihe gut
darstellen, als schlechter angesehen, als Modelle, die, durch das Weglassen
von Sprungpunkten, nur einen geringen Qualita¨tsverlust haben.
Die Frage der Gewichtung zwischen Genauigkeit (viele Spru¨nge) und Aussa-
gekraft (lange und damit gut erkannte kontinuierliche Dynamiken) ist eine
2Dynamiken deren Weglassen nur einen Fehler unter einer zu bestimmenden Schwelle
produziert werden entfernt.
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Frage der Interpretation und muss damit vom Anwender fu¨r jeden konkreten
Fall neu entschieden werden. In Abschnitt 6.1.1 wird ein Ansatz mit wa¨hl-
barem Parameter fu¨r die Gewichtung vorgestellt.
3.3.3 Rauschen
Es wird angenommen, dass es sich beim Rauschen um mittelwertfreie Sto¨run-
gen des Prozesses und der Messung handelt, deren Eigenschaften sich vollsta¨n-
dig durch die Kovarianzmatrizen Q und R darstellen lassen.
In dieser Arbeit wird eine zum Kalman-Filter vergleichbare Vorgehensweise
benutzt. Beim Kalman-Filter [Kal60] mu¨ssen die Kovarianzmatrizen Q und
R als vorgegebene Parameter festgelegt werden. Daher stellt sich im Bezug
auf das Rauschen die Frage, warum keine Annahmen u¨ber die Kovarianz-
struktur getroffen werden, da diese auf den ersten Blick nicht identifizierbar
erscheinen.
Um entscheiden zu ko¨nnen, ob es in einem konkreten Fall sinnvoll ist die
Kovarianzmatrizen Q und R als bekannt vorauszusetzen, sollen hier die Ei-
genschaften dieser Matrizen erla¨utert werden [ZhL95].
a) Das Messrauschen, welches durch die Matrix R vollsta¨ndig beschrieben
wird, wirkt immer nur auf den Messpunkt an dem es auftritt. Daher ist das
dazugeho¨rige 95%-Toleranzband konstant. Hierzu eine exemplarische Wir-
kung des Messrauschens auf den Messwert mit dazu geho¨rigen Toleranz-
band3:
b) Das Sto¨rrauschen, welches durch die Matrix Q vollsta¨ndig beschrieben
wird, vera¨ndert den Zustand x. Daher wirkt als Sto¨rung in einem Mess-
punkt immer eine U¨berlagerung aller bis zu diesem Zeitpunkt aufgetretenen
Sto¨rungen. Da ohne Beschra¨nkung der Allgemeinheit fu¨r die Betrachtung des
Rauschens eine Einschra¨nkung auf ein Modell ohne Eigendynamik (A = I)4
gemacht werden kann, ist die Varianz der Sto¨rung linear wachsend. Das dar-
aus resultierende 95%-Toleranzband ist somit wurzelfo¨rmig. Auch hierzu die
3Die eindimensionale Messgro¨ße wird konstant 0 gesetzt.
4Da die Dynamik A bekannt ist, kann sie herausgerechnet werden. Wenn |A| <> 1 ist,
dann entspricht das lineare Wachstum der Varianz nach dem Herausrechnen der Dyna-
mik der Geschwindigkeit vor dem Herausrechnen der Dynamik, mit welcher der Prozess
divergiert beziehungsweise konvergiert.
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Abbildung 3.1: Messrauschen
exemplarische Wirkung eines Sto¨rrauschens auf die Messreihe mit dem dazu
geho¨rigen Toleranzband:
Abbildung 3.2: Sto¨rrauschen
c) Daraus ergibt sich, dass in einer von einem linearen System herru¨hrenden
Messreihe ein Rauschen mit affin5 verlaufender Varianz6 auftritt. Hierbei ent-
spricht die Steigung der Gro¨ße des Sto¨rrauschens. Das Messrauschen ist als
Nullpunktverschiebung des affinen Verlaufes zu erkennen. Hierzu die U¨berla-
5Affin heißt bis auf Translation linear. Im hier verwendeten eindimensionalen Fall la¨ßt
sich somit durch die Formel at+ b der Verlauf der Varianz u¨ber die Zeit t darstellen.
6Aus den vorherigen Einschra¨nkungen gilt diese Annahme unter der Vorraussetzung
bekannter Dynamik A und bekanntem Startwert x0.
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gerung des obigen Messrauschens und Sto¨rrauschens mit dem dazu geho¨rigen
Toleranzband:
Abbildung 3.3: Gesamtrauschen
Die oben gemachten Betrachtungen zeigen, dass es keinen Grund gibt, a prio-
ri auf die Mo¨glichkeit der Bestimmung der Kovarianzmatrizen Q und R zu
verzichten. Selbst Verfahren, die das Rauschen filtern, zum Beispiel durch
Mittelwertbildung, ko¨nnen nachtra¨glich noch eine Scha¨tzung der Rauschva-
rianz einfu¨gen.
Eine Festlegung der Kovarianzstruktur ist insbesondere nicht ratsam, wenn
ein Dynamikwechsel stattfinden kann, welcher sich in einem Wechsel der Ko-
varianzstruktur manifestiert, wie es zum Beispiel beim Defekt eines Messfu¨h-
lers der Fall sein kann.
Wenn jedoch keine pra¨zisen Angaben u¨ber den Startwert x0 vorliegen, wird
aus Praktikabilita¨tsgru¨nden die Modellvereinfachung einer eingeschwungenen
Gesamtvarianz als Modellierungsansatz verwendet.
Beispiel der Varianzberechnung
Die Trennung des Sto¨rrauschens vom Messrauschen soll an einer dazugeho¨ri-
gen Eichmessung verdeutlicht werden. Hierzu wird eine Anlage in einer sta-
bilen Lage gefahren, wobei die Einschwinggeschwindigkeit, das heißt die Sy-
stemmatrix A, bekannt ist.
In diesem Fall liegen zwei Gro¨ßen zur Varianzbestimmung vor. Zum einen ist
das Gesamtrauschen7 der Anlage als Differenz zur stabilen Lage direkt mess-
7Solange sich ein System in einer stabilen Lage befindet verschwindet jede durch das
3.3. ANSA¨TZE 45
bar. Zum anderen la¨sst sich aus der Erwartungswertverschiebung der Mess-
werte zu den vorherigen Messwerten das Verha¨ltnis von Mess- zu Sto¨rrau-
schen ablesen. Hierbei wird berechnet, in wieweit die Abweichung zweier
aufeinanderfolgender Messpunkte in die selbe Richtung zeigt.
Aus diesen beiden Auswertungen lassen sich somit das Mess- und das Sto¨rrau-
schen der Anlage eindeutig identifizieren.
3.3.4 Implementierung von Wissen
Die bisherige Beschreibung liefert nur eine Darstellung von so genannten
Black Box Modellen, also Modellen in denen kein physikalisches Vorwissen
u¨ber das System benutzt wird [SZL+95]. Die Frage, die in diesem Absatz
behandelt wird, ist, wie Teilwissen (Grey Box Modelle) oder vollsta¨ndiges
Wissen (White Box Modelle) implementiert werden kann. Bei der in dieser
Arbeit vorgestellten Formulierung der Fragestellung ist eine beliebige Im-
plementierung von Wissen mo¨glich, denn Wissen wird hier lediglich als eine
Einschra¨nkung der Menge der als a priori zugelassenen Modelle gesehen. Die
Einschra¨nkung des Vergleichskriteriums auf diese Untermenge ist kanonisch.
Das heißt, es gibt keine Vera¨nderung in der Vorgehensweise.
Bei der Implementierung von Wissen zeigt sich auch die Sta¨rke der Formu-
lierung von a priori Annahmen, wie physikalischen Gesetzen, als axiomati-
sche Annahmen. Somit kann jede Annahme auf eine Black Box Modellierung
zuru¨ckgefu¨hrt werden. Dies ergibt sich aus der Tatsache, dass jedes physi-
kalische Gesetz nichts weiter als das Ergebnis einer la¨ngeren Beobachtung
der Umwelt ist. Die dort gefundene Modellierung ist ein sehr reliables Black
Box Modell. Da es als ausreichend gesichert angesehen wird, wird es mit eine
Sicherheit (Varianz) von 0 angenommen. Dies entspricht einer Absicherung
durch eine unendlich lange Messreihe.
Aus der in dieser Arbeit vorgestellten Herangehensweise ergibt sich somit,
dass sich die Begriffe Black Box, Grey Box und White Box in diesem Kon-
text keinen Unterschied machen und im Weiteren lediglich zu einer besseren
sprachlichen Ausformulierung verwendet werden.
Sto¨rrauschen verursachte Sto¨rung u¨ber die Zeit.
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3.3.5 Driftende Systeme
Driftende Systeme sind zeitvariante Systeme bei denen die Systemmatrix A
als lineare Funktion u¨ber die Zeit darstellbar ist. Fu¨r den eindimensionalen
autonomen Fall bedeutet dies:
x(t0) = x0
x˙(t) = (a1t+ a2)x(t)
Das hier vorgestellte Verfahren ist auch zur Identifikation von nicht-linearen
Systemen8 geeignet. Um dies zu erla¨utern, wird das Ergebnis fu¨r driftende
Systeme dargestellt.
Fu¨r a1 = 1 und a2 = 0 liefert dies den in Abbildung 3.4 dargestellten Verlauf
der Systemmatrix A.
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Abbildung 3.4: Driftendes System
Das passende stu¨ckweise lineare System, also das stu¨ckweise lineare System
welches den geringsten Fehler zu dem gegeben driftenden System aufweist,
hat den in Abbildung 3.5 dargestellten Verlauf der Systemmatrix A.
Auf diese Weise kann mit mit einem stu¨ckweise linearen System nicht-lineares
Verhalten dargestellt werden.
Wenn ein nicht-lineares Verhalten vermutet wird, dann liefert eine Untersu-
chung des Verlaufes der linearen Dynamik u¨ber der Zeit d(t) hierzu Hinwei-
se. Dies gilt insbesondere da, wie in Kapitel 5 und 6 erla¨utert werden wird,
8In diesem Zusammenhang wird von linearen Systemen gesprochen, wenn es einen
linearen Zusammenhang zwischen dem inneren Zustand x und der A¨nderung des inneren
Zustandes x˙ gibt.
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Abbildung 3.5: Stu¨ckweise lineares System
die Feinheit, in diesem Fall die Intervallla¨nge (das Zeitintervall in dem der
Wert der Systemmatrix A konstant gehalten wird), mit Hilfe der dort vor-
gestellten Parameter k, l und α gesteuert werden kann. Diese Darstellung,
in unterschiedlicher Auflo¨sung, ermo¨glicht die Bewertung in Bezug auf die
Abweichung zu einem linearen Verhalten, was als Sta¨rke der Nichtlinearita¨t
gesehen werden kann.
Aus den daraus resultierenden Ergebnissen la¨sst sich entscheiden, ob die zu-
grunde liegende Dynamik anna¨hernd stu¨ckweise linear ist. Nur wenn dies
der Fall ist, ist es sinnvoll, die gegebene Messreihe mit Hilfe eines stu¨ckweise
linearen Identifikationsverfahrens zu analysieren.
3.3.6 Die Messmatrix C
Die Messmatrix C stellt den linearen Zusammenhang zwischen der nicht be-
obachtbaren Ursache (der Zustand x) und der Wirkung (der Ausgang y) dar.
Da sowohl White Box Modelle als auch Black Box Modelle untersucht wer-
den, ist eine gesonderte Betrachtung dieser Matrix notwendig.
Liegt eine White Box Modellierung vor, dann ist dieser Zusammenhang be-
kannt, und damit ist die Messmatrix C a priori festgelegt.
Wird jedoch eine Black Box Modellierung verwendet, dann ist eine Unter-
scheidung zwischen Ursache und Wirkung im Falle der Identifikation ohne
Sinn. Daher kann Ursache und Wirkung gleichgesetzt werden. Hierbei muss
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jedoch noch einmal eine rein formale Unterscheidung getroffen werden.
Wird durch die benutzte Axiomatik festgelegt, dass die Zustandsraumdimen-
sion dim(X) kleiner als die Ausgangsraumdimension dim(Y ) ist, dann kann
keine Einschra¨nkung der Messmatrix C verwendet werden. Ist jedoch die
Zustandsraumdimension dim(X) mindestens gleich groß wie die Ausgangs-
raumdimension dim(Y ), dann kann ohne Beschra¨nkung der Allgemeinheit
C =
(
I 0
)
gesetzt werden. Dies ist mo¨glich, da es zu jedem Modell ein
isomorphes Modell mit C =
(
I 0
)
gibt und isomorphe Modelle bei Black
Box Modellierung nicht unterschieden werden ko¨nnen. Dies folgt aus der Ei-
genschaft, dass bei der Black Box Modellierung zwei isomorphe Modelle durch
eine reine Ausgangstransformation in einander u¨berfu¨hrt werden ko¨nnen.
Diese Einschra¨nkung senkt damit nicht die Qualita¨t der Identifikation, aber
sie erho¨ht die Berechenbarkeit durch das Verkleinern des Suchraumes.
3.3.7 Zustandsraumdimension dim(X)
In der bisherigen Formulierung der Fragestellung wurde auf die Zustands-
raumdimension dim(X) noch nicht eingegangen. Gibt es in der konkret vor-
liegenden Fragestellung/Messreihe keine Anforderungen (dies entspricht in
der hier verwendeten Sprechweise der verwendeten Axiomatik), dann muss
die Zustandsraumdimension dim(X) einer gesonderten Betrachtung unterzo-
gen werden.
Diese Betrachtung wird durch die Eigenschaft erzwungen, dass die Erho¨hung
der Zustandsraumdimension dim(X) immer eine qualitative Verbesserung
bringt. Hierbei ist zu beachten, dass diese Verbesserung nach dem Errei-
chen der wahren Zustandsraumdimension lediglich durch das Absorbieren
von Sto¨rungen erreicht wird. Dies setzt sich fort bis das Modell zu einer feh-
lerfreien Nachbildung der Messreihe degeneriert ist. Aus diesem Grund wird
die Zustandsraumdimension so klein wie mo¨glich gesetzt.
Hierfu¨r gibt es im Wesentlichen zwei Lo¨sungsmo¨glichkeiten. Die Erste ist die
Aufnahme ins Vergleichskriterium. Dabei bringt die Erho¨hung der Zustands-
raumdimension gewisse Kosten, die durch eine entsprechende Qualita¨tsstei-
gerung ausgeglichen werden mu¨ssen, um das ho¨herdimensionale Modell als
besser zu bewerten.
Die zweite Mo¨glichkeit ist die a priori Festlegung (Aufnahme in die axioma-
tischen Annahmen). Ein Beispiel hierfu¨r ist: “Finde das optimale Modell mit
der Zustandsraumdimension 5.” Einschra¨nkungen, wie “Finde das optimale
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Modell mit einer Zustandsraumdimension von ho¨chstens 3”, fu¨hren immer
zu einer Lo¨sung mit maximaler Zustandsraumdimension.
3.3.8 Zustandsspru¨nge
Wie in Abschnitt 2.1 erla¨utert, kann der diskrete Anteil eines hybriden Sys-
tems neben Schalten auch Spru¨nge enthalten.
So ist ein Objekt, welches einen elastischen Stoß erfa¨hrt, ein Beispiel fu¨r einen
Zustandssprung, wenn die Geschwindigkeit durch einen inneren Zustand x
repra¨sentiert wird. Denn in dem Augenblick in dem das Objekt den elasti-
schen Stoß erfa¨hrt a¨ndert sich seine Geschwindigkeit sprungartig (vergleiche
dazu auch Absatz 2.4.2).
Ein Dynamikwechsel in einem hybriden System kann daher nicht nur als
eine schaltende Vera¨nderung der Dynamik gesehen werden. Es kann daru¨ber
hinaus angenommen werden, dass bei einem Sprung der Dynamik immer
auch ein Zustandssprung stattfinden kann.
Bei zeitdiskreten hybriden Systemen la¨sst sich diese sprunghafte Vera¨nderung
des Zustandswertes leicht darstellen. Wenn Wissen u¨ber die Eigenschaften
des Zustandssprunges vorhanden ist, dann wird eine Dynamik angenommen,
die nur einen Zeitschritt lang besteht. Diese Darstellung muss bei der Bewer-
tung der Mindestverweildauer (siehe Absatz 3.3.2) beru¨cksichtigt werden.
Eine andere Mo¨glichkeit ist, dass das Verfahren reinitialisiert wird. Dann
wird nach jedem Sprung ein neuer Startwert benutzt bzw. berechnet.
3.3.9 Vorwa¨rts laufende Verfahren
In diesem Abschnitt findet eine grundsa¨tzliche Auseinandersetzung mit vor-
wa¨rts laufenden Verfahren statt. Auf Vergleiche, welche die Programmierung
und Rechengenaugkeit betreffen, wird hier verzichtet.
Die Idee eines vorwa¨rts laufenden Verfahrens ist es, aus der bis zu einem
Zeitpunkt gegebenen Messreihe ein Kriterium zu berechnen, welches einen
Bereich festlegt, in dem der kommende Messpunkt als hinreichend passend
zur derzeitigen Dynamik gewertet wird [Hof99]. Wird dieses Kriterium nicht
erreicht, dann wird daraus geschlossen, dass ein Dynamikwechsel stattfindet.
Das Problem dieses Verfahrens ist, dass es eine systematische Fehleinscha¨tzung
liefert.
Zwar fu¨hrt es aufgrund der iterierten Anpassung der linearen Dynamik zu
einer direkteren Darstellungsweise fu¨r driftende Systeme (siehe auch Absatz
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3.3.5), aber selbst dies liefert keinen qualitativen Nutzen.
Die große Schwa¨che dieser Herangehensweise wird bei einer Messreihe mit
einem großen Messfehler deutlich. Dazu wird die in Abbildung 3.6 dargestellte
Messreihe betrachtet.
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Abbildung 3.6: Großer Messfehler
Vor Auftreten des großen Messfehlers zeigt das vorwa¨rts laufende Verfahren,
dass alles in Ordnung ist und alle Messungen das Kriterium erfu¨llen. Der
große Messfehler wird dann allerdings als Sprung identifiziert und es findet
sofort eine Reinitialisierung des Verfahrens statt. Aufgrund der Verwerfung
der der Daten vor dem großen Messfehler wird eine stark vera¨ndertete Dy-
namik gefunden, welche sich nach einiger Zeit wieder einpendelt.
Bei unverrauschten Messreihen zeigt dieses Verfahren keine Unterschiede zur
korrekten Identifikation. Bei verrauschten Messreihen gibt es jedoch eine
weitere systematische Fehleinscha¨tzung. Findet in Wirklichkeit ein Dyna-
mikwechsel statt so kommt es immer zu einer durch das vorwa¨rts laufende
Verfahren tolerierten Abweichung, bevor der Sprung erkannt wird. So ent-
steht eine systematische Verschiebung der bestimmten Sprungpunkte, wie
die Abbildung 3.7 verdeutlicht.
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Abbildung 3.7: Systematische Sprungpunktverschiebung
Besonders deutlich wird die Problematik, am folgenden Beispiel. Hier wird
eine Anlage, wie in Abbildung 3.8 dargestellt, gefahren.
Wie in Abbildung 3.7 dargelegt, werden die Sprungpunkte zu spa¨t erkannt.
Um nun den wahren Maximalwert, der in Anlage erreicht wurde, zu ermit-
teln wird eine Berechnung mit Hilfe einer stu¨ckweisen Regression9 [Seb77]
gemacht. Daraus ergibt sich das gescha¨tzte Verhalten der Anlage aufgrund
der vorwa¨rts laufenden Identifikation, wie in Abbildung 3.9 dargestellt.
Hier ist zu sehen, dass der wahre Verlauf stark von dem identifizierten Ver-
lauf abweicht. Auch ist diese Abweichung nicht durch Ungenauigkeit, sondern
durch eine systematische Fehleinscha¨tzung verursacht. Insbesondere im Be-
reich eines Peaks ist ein vorwa¨rts laufendes Verfahren nicht in der Lage eine
ada¨quate Darstellung des zugrunde liegenden Prozesses zu geben.
Verfahren, die nicht eine einseitige Betrachtung benutzen, zu denen auch die
beiden in dieser Arbeit vorgestellten Verfahren geho¨ren, haben diese beiden
Fehler nicht.
9Dies liefert bei korrekter Identifikation der Sprungpunkte ein korrektes Ergebnis.
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Abbildung 3.8: Beispielanlage
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Abbildung 3.9: Falsch gescha¨tzte Anlage
Kapitel 4
Mathematische Methoden
Wie in den vorherigen Kapiteln dargelegt, gibt es zwei wichtige Punkte, die
Wahl des Vergleichskriteriums (siehe Absatz 3.3.1), sowie die Scha¨tzung der
inneren Zusta¨nde x (Berechnung des in der Definition stu¨ckweise linearer
Systeme in Absatz 2.4.1 eingefu¨hrten Maßes Pd), fu¨r die es einer genaueren
Betrachtung der dazu geho¨rigen mathematischen Methoden bedarf. Diese
werden in den beiden folgenden Abschnitten na¨her erla¨utert.
Der Maximum-Likelihood-Scha¨tzer ist die Grundlage des Vergleichskriteri-
ums (siehe dazu auch Absatz 3.3.1). Er stellt die u¨bliche Methode dar, eine
Auswahl aus einer Familie von Maßen zu treffen. Seine Existenz ist nur gesi-
chert, wenn die untersuchte Familie von Maßen die Zusatzeigenschaft besitzt
dominiert zu sein.
Das Kalman-Filter ist die Scha¨tzung der inneren Zusta¨nde x bei linearen
Modellen mit dem geringsten quadratischen Fehler. Bei Normalverteilun-
gen ist der quadratische Fehler die Bewertungsmethode fu¨r die Qualita¨t der
Scha¨tzung. Daher ist das Kalman-Filter der optimaler Scha¨tzer fu¨r die inne-
ren Zusta¨nde x bei den in dieser Arbeit verwendeten Modellen.
4.1 Maximum-Likelihood-Scha¨tzer
Der Maximum-Likelihood-Scha¨tzer [Wit85] wird beno¨tigt, wenn aus einer
Beobachtung die zugrunde liegende Verteilung gescha¨tzt werden soll. Im Ge-
gensatz zu Punkt- und Intervallscha¨tzern wird dabei keine Abbildung von
den Beobachtungen auf die Verteilungen benutzt, sondern es wird jeder Ver-
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teilung der zu dieser Beobachtung geho¨rige Likelihood-Quotient zugeordnet.
Dieser Likelihood-Quotient entspricht der relativen1 Wahrscheinlichkeit, dass
das vorliegende Ereignis (die Messung) von der Verteilung realisiert wird.
Um diesen Vorgang na¨her zu erla¨utern, wird imWeiteren eine formale Einfu¨hr-
ung mit allen Randbedingungen gegeben.
Zuna¨chst wird, wie oben erla¨utert, eine Auswahl an mo¨glichen Verteilungen
getroffen. Hierbei muss es sich um eine µ-dominierte2 Familie {Pϑ|ϑ ∈ Θ}
von Wahrscheinlichkeitsmaßen handeln. Diese Dominiertheit ist notwendig,
da sie sicher stellt, dass eine einheitliche Darstellung fu¨r die dazu geho¨rigen
Dichtefunktionen existiert3.
Somit ist also fu¨r jedes Maß Pϑ eine Dichtefunktion p(., ϑ) bezu¨glich µ auf
dem Raum der Beobachtungen X gegeben:
p(., ϑ) : X 7→ IR : x→ p(x, ϑ).
Sind die Dichtefunktionen gegeben, dann lassen sich daraus die entsprechen-
den Likelihoodfunktionen p(x, .) fu¨r jede feste Beobachtung x definieren:
p(x, .) : Θ 7→ IR : ϑ→ p(x, ϑ).
Der Maximum-Likelihood-Scha¨tzer wa¨hlt, wie oben schon erwa¨hnt, immer
das Maß mit der ho¨chsten Realisierungswahrscheinlichkeit aus. Er stellt da-
mit sicher, dass jeder Beobachtung x ein Maß ϑ mit maximaler Likelihood-
funktion zugeordnet wird. Daher ist er die Statistik ϑˆ(x), welche die folgende
Gleichung erfu¨llt:
p(x, ϑˆ(x)) = sup
ϑ∈Θ
p(x, ϑ)
Dies ist allerdings kein Kriterium fu¨r die Existenz eines solchen Scha¨tzers.
Ein hinreichendes Kriterium fu¨r die Existenz ist, dass die Familie {Pϑ|ϑ ∈ Θ}
abgeschlossen4 ist.
1Fu¨r diffuse Maße ist die absolute Realisationswahrscheinlichkeit immer 0.
2Ein Maß ist µ-dominiert, wenn es eine Dichtefunktion p(., ϑ) bezu¨glich des Maßes µ
besitzt.
3Die u¨bliche grafische Darstellung von Dichten ist genau dann mo¨glich, wenn das dar-
zustellende Maß durch das Lebesgue-Maß λ dominiert wird.
4{Pϑ|ϑ ∈ Θ} ist abgeschlossen, wenn fu¨r jede Folge (Pi)i∈IN in {Pϑ|ϑ ∈ Θ} die stochas-
tisch gegen ein Maß P∞ konvergiert, gilt: P∞ ∈ {Pϑ|ϑ ∈ Θ}.
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Insbesondere existiert also ein Maximum-Likelihood-Scha¨tzer fu¨r alle endli-
chen Auswahlen Θ, da diese immer abgeschlossen sind.
4.2 Kalman-Filter
Im Rahmen der in Abschnitt 3.2 eingefu¨hrten Fragestellung liegen zwar im-
mer die Messdaten y(t) vor, aber zur Identifikation werden Informationen
u¨ber die inneren Zusta¨nde x(t) beno¨tigt. Daher mu¨ssen diese aus den Mess-
daten y(t) gescha¨tzt werden. Die optimale Scha¨tzung der inneren Zusta¨nde
x(t) aus den Messdaten y(t) geschieht mit Hilfe des Kalman-Filters [BrS90,
BrS94]. Dieser Scha¨tzer ist optimal, da er den kleinsten quadratischen Fehler5
aufweist, und dies bei normalverteilten Fragestellungen das Qualita¨tsmerk-
mal ist.
Das Kalman-Filter wird in der Praxis zumeist als grenzwertstabiler6 Scha¨tzer
benutzt. Dies bedeutet, dass die Scha¨tzung erst nach einer Einschwingzeit als
verla¨sslich genug angesehen wird. Darum wird das Kalman-Filter oft unini-
tialisiert, sprich mit vorgegebenen Startwerten, benutzt, und ist so im eigent-
lichen Sinne kein Kalman-Filter mehr. Da in dieser Arbeit auch die Ergeb-
nisse des Kalman-Filters vor der Einschwingzeit beno¨tigt werden, wird im
Folgenden die Definition mit Initialisierung gegeben.
4.2.1 Initialisierung
Da das Kalman-Filter lediglich in einer Schreibweise benutzt wird, in der
die neue Information in das bereits bekannte Wissen u¨ber die Vergangenheit
eingepflegt wird, mu¨ssen am Anfang immer Startwerte vorgegeben werden.
Damit die Scha¨tzung optimal bleibt, muss dieser Startwert aus den ersten
Daten gewonnen werden. Dazu wird dass Modell in eine geeignete Form ge-
bracht, in der jedem Zustand ein Beobachtbarkeitsindex b zugeordnet werden
kann. Dieser Index entspricht der Ableitung, ab der die gesuchte Gro¨ße in
den Messdaten beobachtbar7 ist [Fo¨l92, Isi89].
5Diese Optimalita¨t entspricht der Eigenschaft, dass die zugeho¨rigen Kovarianzmatrizen
minimal sind.
6Der Varianz des klassischen Kalman-Filters konvergiert u¨ber die Zeit.
7Dies bedeutet, dass die Koordinate auf die entsprechenden Unterra¨ume gelegt wird.
Die Bestimmung der Unterra¨ume erfolgt gema¨ß den u¨blichen Verfahren (siehe zum Beispiel
[Fo¨l92]).
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Anmerkungen:
• Die herko¨mmliche Definition des Beobachtungsindexes B [Lun03] ist
das Maximum der Indizes b der Zustandsgro¨ßen, da dies der Wert ist,
ab dem alle Zusta¨nde beobachtbar sind.
• Es gibt dim[Bild(C)] Zustandsgro¨ßen mit Index 0.
• Zu jedem Index b ≤ B gibt es mindestens einen Zustand, der diesen
Index besitzt. Außerdem gibt es maximal dim[Bild(C)] Zusta¨nde mit
dem gleichen Index b.
Wie sich aus der Definition des Beobachtungsindexes B ergibt, werden die
ersten B + 1 Messpunkte zur Initialisierung beno¨tigt.
Fu¨r jeden Zeitschritt t ∈ {0, . . . , B} wird die Messung y(t) entsprechend der
Beobachtungsindizes b und der entsprechenden inneren Zusta¨nde x unter-
schiedlich benutzt:
t > b Zustand war schon beobachtbar:
Hier gelten bereits die Bedingungen, die an einen Kalman-Filter gestellt
werden. Daher wird der fu¨r diesen Teilraum definierte Kalman-Filter
verwendet.
t = b Zustand wird beobachtbar:
Hier findet eine direkte Scha¨tzung des Zustandes aus den Daten statt.
t < b Zustand ist noch nicht beobachtbar:
Hier ko¨nnen noch keine Aussage getroffen werden.
4.2.2 Klassisches Kalman-Filter
Ein Kalman-Filter, wie er in der Literatur u¨blicherweise verwendet wird
[BrS90, BrS94], liefert die least-squares-optimale Scha¨tzung des Zustandes
aus der letzten Zustandsscha¨tzung xˆ(t− 1) und dem neuen Messpunkt y(t).
Pˆn ist dabei die zur neuen Scha¨tzung xˆ(t) geho¨rige Scha¨tzvarianz:
xˆ(t) = xˆt−1→t + Kˆn(y(t)− Cxˆt−1→t)
Kˆt = HˆtC
T (CHˆtC
T +R)−1
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Hˆt = APˆt−1A
T +Q
Pˆt = Hˆt − KˆtCHˆt.
Dies folgt aus:
V ar (Ky + (I −KC)x→) = KRKT + (I −KC)H(I −KC)T = H −KCH
Somit ist das Ergebnis dieser Scha¨tzung genau dann least-squares-optimal,
wenn die Scha¨tzung des letzten Zustandes xˆ(t− 1) auch schon least-squares-
optimal war. Dies ist lediglich dann sichergestellt, wenn die Startwerte aus
obiger Initialisierung genommen wurden.
Des Weiteren werden fu¨r jede Zustandsscha¨tzung xˆ(ti) fu¨r x(ti) lediglich die
Messdaten aus der Gegenwart und der Vergangenheit {y(t)}t≤ti benutzt. Da-
her ist die Scha¨tzung auch nur diesbezu¨glich optimal.
In dieser Arbeit werden auch Zusta¨nde gescha¨tzt, fu¨r die Messwerte vorliegen,
die zu einem spa¨teren Zeitpunkt gemessen wurden. Daher wird das Verfahren
wie folgt erweitert:
4.2.3 Back-Tracking
Beim Back-Tracking wird das Problem in umgekehrter Richtung betrachtet,
also mit einem ru¨ckwa¨rts laufenden Kalman-Filter [Gel74]. Bis auf eine In-
version der Zeit ist das ru¨ckwarts laufende Filter mit dem vorwa¨rts laufenden
Filter vo¨llig identisch:
xˇ−(t) = xˇ−t+1→t + Kˇt(y(t)− Cxˇ−t+1→t)
Kˇt = HˇtC
T (CHˇtC
T +R)−1
Hˇt = A
−1Pˇ−t+1(A
−1)T +Q
Pˇ−t = Hˇt − KˇtCHˇt.
Dieses ru¨ckwa¨rts laufende Filter liefert nun eine optimale Scha¨tzung aus den
Messdaten der Gegenwart und der Zukunft. Da eine Gesamtscha¨tzung aus
diesen beiden Scha¨tzungen wegen der doppelten Verwendung der Gegenwart,
nicht unabha¨ngig wa¨re (siehe dazu den Anhang), wird nicht die Scha¨tzung
(xˇ−(t), Pˇ−t ) verwendet, sondern die projektive Scha¨tzung (xˇ(t), Pˇt) aus
(xˇ−(t+1), Pˇ−t+1). Damit liefern das vorwa¨rts laufende Filter und das ru¨ckwa¨rts
laufende Filter zusammen eine optimale Gesamtscha¨tzung x˜(t), welche auf
allen Daten beruht:
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x˜(t) = Pˇt(Pˆt + Pˇt)
−1xˆ(t) + Pˆt(Pˆt + Pˇt)
−1xˇ(t)
P˜ (t) = (Pˆ−1t + Pˇ
−1
t )
−1.
In der Anwendung ist das Back-Tracking Kalman-Filter dem normalen Kalman-
Filter insbesondere bei der Erkennung von Messrauschen u¨berlegen. Dies
wird an einem Beispielprozess illustriert. Es handelt sich um einen autono-
men (B = 0) und konstanten (A = 1) Prozess, welcher ein Messrauschen ε
mit Varianz R = 1 und ein Sto¨rrauschen  mit Varianz Q = 1, 33 besitzt.
Damit ergibt sich die in Abbildung 4.1 gezeigte Scha¨tzfehlervarianz fu¨r das
normale Kalman-Filter:
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Abbildung 4.1: Fehler des vorwa¨rts laufenden Kalman-Filters
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Das ru¨ckwa¨rts laufende Kalman-Filter zeigt ein genau umgekehrtes Verhal-
ten, wie Abbildung 4.2 zeigt:
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Abbildung 4.2: Fehler des ru¨ckwa¨rts laufenden Kalman-Filters
Daraus ergibt sich die Fehlervarianz des Back-Tracking Kalman-Filters gema¨ß
Abbildung 4.3:
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Abbildung 4.3: Fehler des Back-Tracking Kalman-Filters
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Hier sieht man, dass sich die Scha¨tzervarianz im Konvergenzbereich beider
verwendeten Filter im Vergleich zum klassischen Kalman-Filter halbiert. Au-
ßerdem kann der Randfehler nicht mehr so stark ansteigen, da er durch den
Konvergenzwert des klassischen Kalman-Filters beschra¨nkt8 ist.
4.2.4 Fehlende Daten
Es kann vorkommen, dass bei einem Datensatz Daten fehlen, wie zum Bei-
spiel bei Ausfall eines Messfu¨hlers. Dasselbe gilt auch, wenn zwei Messun-
gen nicht immer zu den gleichen Zeitpunkten stattfinden. Zum Beispiel hat
Messfu¨hler A eine Abtastzeit von 5 Sekunden und Messfu¨hler B eine Abtast-
zeit von 2 Sekunden (siehe dazu auch Absatz 2.4.3).
Fehlende Daten lassen sich auf zwei Arten in den Kalman-Filter integrieren:
Einerseits kann dieser Teil der Scha¨tzung weggelassen werden. Dies bedeutet,
dass die dazwischen liegenden Zusta¨nde interpoliert werden.
Andererseits kann auch ein nicht vorhandener Datenpunkt durch einen Da-
tenpunkt dargestellt werden, welcher einen beliebigen Wert aufweist und u¨ber
eine Varianz von∞ verfu¨gt. In der technischen Anwendung wird oft∞ durch
einen “sehr großen” Wert ersetzt.
Eingesetzt in die oben besprochenen Formeln ergibt sich somit bei beiden
Methoden die Reduktion auf K = 0, wobei die anderen Formeln identisch
bleiben.
Daraus ergibt sich, dass beim Kalman-Filter eine sto¨rungsfreie Interpolati-
on mit abnehmender Sicherheit verwendet wird, und beim Back-Tracking
Kalman-Filter dann eine eingespannte Interpolation mit gleichma¨ßiger Feh-
lerverteilung.
Zuru¨ckblickend auf Absatz 4.2.1 kann mit Hilfe der oben dargelegten Gleich-
heit der Implementationsmo¨glichkeiten bei fehlenden Daten gesagt werden,
dass die dort verwendete Initialisierung einem Kalman-Filter unter der Vor-
gabe eines beliebigen Startwertes mit Varianz ∞ entspricht.
8Beim klassischen Kalman-Filter ist der Randfehler gar nicht beschra¨nkt. Selbst im
Falle der Initialisierung ist lediglich eine Beschra¨nkung auf die Messfehlervarianz R gege-
ben.
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4.2.5 Nicht-autonome Systeme
In den vorgestellten Gleichungen wurden nur autonome Systeme, also Sys-
teme ohne einen Eingang u, betrachtet. Dies ist in diesem Fall ausreichend,
da sich nicht-autonome Systeme lediglich um einen deterministischen Teil
von autonomen Systemen unterscheiden. Somit ist xt−1→t durch Ax + Bu
bestimmt und statt y wird y − Du oder gleich bedeutend wird Cx durch
Cx+Du ersetzt.
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Kapitel 5
Das
ML-Identifikationsverfahren
In diesem Kapitel wird das ML-Identifikationsverfahren vorgestellt. Es ba-
siert auf denselben Prinzipien, auf denen auch der Maximum-Likelihood-
Scha¨tzer beruht. Daher stellt das ML-Identifikationsverfahren die korrekte
mathematische Lo¨sung fu¨r die in Abschnitt 3.2 eingefu¨hrte Fragestellung
dar.
Allen zula¨ssigen Modellen wird, mit Hilfe eines speziell fu¨r diesen Ansatz
modifizierten Maximum-Likelihood-Scha¨tzers, ein dem u¨blichen Likelihood-
funktionswert vergleichbarer Wert zugeordnet. Das Modell mit dem ho¨chsten
Wert stellt die korrekte Lo¨sung dar.
Aufgrund der begrenzten Umsetzbarkeit des ML-Identifikationsverfahrens
stellt es nur eine theoretische Lo¨sung dar. Daher wird im Kapitel 6 mit dem
LS-Identifikationsverfahren eine auf den Erkenntnissen, welche in diesem Ka-
pitel dargelegt werden, basierende technische Umsetzung angegeben.
5.1 Ansatz
Ausgehend davon, dass jedes mo¨gliche Modell d ein Maß Pd auf dem Zu-
standsraum Y Γ induziert (vergleiche Absatz 2.4.1) kann ein Maximum-Likeli-
hood-Scha¨tzer ein optimales Modell dML({(y(γ), u(γ))}γ∈Γ) bezu¨glich einer
Messreihe {(y(γ), u(γ))}γ∈Γ bestimmen. Hierbei ist jedoch das Folgende zu
beachten:
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Fu¨r die Bestimmung des Maßes Pd, wie es in Absatz 2.4.1 definiert wurde,
ist der Startzustandswert x(t0) notwendig. Dieser ist nicht gegeben und muss
daher mitbestimmt werden. Dies fu¨hrt zu einer anderen Gestaltung der Fra-
gestellung, da diesem Fall die Frage “welches Paar (Modell, Startwert) ist
am besten?” betrachtet wird. Eine derartige Vera¨nderung ist jedoch nicht
mo¨glich, da es zu einer Asymmetrie, und damit zu einem strukturellen Feh-
ler, fu¨hren wu¨rde. Eine Asymmetrie kann lediglich verhindert werden, wenn
alle Zusta¨nde x(t) bestimmt werden. Um dies zu erreichen wird der Kalman-
Filter benutzt.
Fu¨r den Kalman-Filter wiederum ist die Kenntnis u¨ber die Systemdynamik
{Ad(γ), Bd(γ), Cd(γ), Dd(γ), Qd(γ), Rd(γ), y(γ), u(γ)}γ∈Γ erforderlich. In
der hier vorgestellten Problematik ist dies jedoch bereits gegeben, da lediglich
das Maß Pd fu¨r ein Modell d bestimmt wird und die Dynamik dieses Modells
d bereits vorliegt. Somit la¨sst sich ein vom Startwert x(t0) unabha¨ngiges Maß
Pd fu¨r jedes Modell d und jede Messreihe {(y(γ), u(γ))}γ∈Γ bestimmen.
Damit ist fu¨r jede feste Messreihe {(y(γ), u(γ))}γ∈Γ das Maß Pd eindeutig
durch das Maß Pd({(y(γ), u(γ))}γ∈Γ) definiert. Daher kann die Menge DV der
zula¨ssigen Modelle d mit Hilfe der Maximum-Likelihood-Methode untersucht
werden, falls die Existenz des Maximum-Likelihood-Scha¨tzers sichergestellt
ist.
Um die Frage der Existenz des Maximum-Likelihood-Scha¨tzers zu untersu-
chen, werden die Eigenschaften der zu vergleichenden Maße Pd bei zeitdis-
kreten, stu¨ckweise linearen Systemen betrachtet. Hierbei zeigt sich, dass alle
Pd Normalverteilungen sind, deren Gestalt ausschließlich von der Wahl der
zugelassenen Kovarianzmatrizen R und Q abha¨ngt.
Wenn nur positiv definite Matrizen fu¨r R und Q zugelassen werden, ist die zu-
geho¨rige Familie von Maßen zwar dominiert, aber nicht abgeschlossen. Daher
existieren dann immer Messreihen fu¨r die der Maximum-Likelihood-Scha¨tzer
keine Lo¨sung besitzt.
Bildet man den Abschluss dieser Familie, dann erha¨lt man eine Erweiterung
auf eine Familie, bei der die Matrizen R und Q positiv semidefinit sind.
Damit ist zwar die Abgeschlossenheit sichergestellt, aber die Dominiertheit
geht verloren.
Eine Mo¨glichkeit Abgeschlossenheit und Dominiertheit sicherzustellen, und
gleichzeitig mo¨glichst viele Maße zu erfassen, ist die Beschra¨nkung auf ‖R‖ >
ε oder ‖Q‖ > ε mit einem beliebigen aber festen ε. Dies bedeutet allerdings,
dass die Mo¨glichkeit verloren geht, Pha¨nomene, wie Determinismen oder Di-
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mensionswechsel, zu beschreiben.
Aus diesen Betrachtungen zeigt sich, dass es nicht sinnvoll ist, die Menge der
zula¨ssigen Modelle zu vera¨ndern. Daher wird die Untersuchbarkeit der Men-
ge DV durch die folgende Modifikation des Maximum-Likelihood-Scha¨tzers
erreicht.
5.2 Modifizierter ML-Scha¨tzer
Werden alle in Absatz 2.4.1 definierten mo¨glichen Modelle als zula¨ssig be-
trachtet, ist die Familie der zugeho¨rigen Maße, wie oben erla¨utert, nicht domi-
niert. Damit ist kein Maximum-Likelihood-Scha¨tzer definiert. Zwar kann ein
Scha¨tzer gefunden werden der die Eigenschaft bezu¨glich des Lebesgue-Maßes
λq besitzt, dieser liefert jedoch kein fu¨r die Identifikation verwendbares Er-
gebnis. Dies ergibt sich aus der Eigenschaft, dass Teile der Dynamik nur auf
einer Nullmenge beschrieben werden. Dadurch werden alle Modelle die sich
außerhalb dieser Nullmenge gleich verhalten als gleich gut identifiziert, ob-
wohl sie auf diesem nicht mehr beobachtbaren Teil eine beliebige, und damit
schlechtere, Dynamik aufweisen ko¨nnen.
Daher bietet sich eine Erweiterung des Maximum-Likelihood-Scha¨tzers wie
folgt an:
Die Menge der durch den Maximum-Likelihood-Scha¨tzer untersuchten Ma-
ße Pd wird a priori auf die Maße Pϑ beschra¨nkt und die Berechnung des
Maximum-Likelihood-Koeffizienten wird entsprechend modifiziert. Dies ist
mo¨glich, da geeignete Modelle gewisse Nebenbedingungen erfu¨llen mu¨ssen.
Hier werden nur Modelle zugelassen, welche die folgenden beiden Kriterien
erfu¨llen:
• Das Modell umfasst die Messreihe als eine mo¨gliche Realisation.
• Es besitzt keine Eigenschaften oder Rauschwerte, welche so in der Mess-
reihe nicht gefunden werden.
Diese beiden Eigenschaften ko¨nnen auch als eine strukturelle Eignung des
Modells gesehen werden. Sie erzwingen die folgenden Eigenschaften bei den
dazugeho¨rigen Maßen:
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• Der Tra¨ger1 des Maßes Pϑ die Messreihe {y(γ)}γ∈Γ enthalten.
• Die Dimension des Tra¨gers2 muss minimal3 sein.
Dies ergibt die beiden folgenden Formeln:
supp(Pϑ) ⊇ (y(t0), . . . , y(tn))
v := dim(supp(Pϑ)) ≤ dim(supp(Pd)) fu¨r alle d ∈ DV
Diese beiden Eigenschaften erzwingen allerdings noch keine Dominiertheit
der Menge der Pϑ. Aufgrund der obigen Eigenschaften ist dies jedoch auch
nicht mehr von Bedeutung, da jetzt lediglich die Menge der Maße Pϑ betrach-
tet wird, welche die Eigenschaft besitzen, dass sie alle zu einem Lebesgue-
Maß λv (maßtheortisch) a¨quivalent sind. Zwar sind die Lebesgue-Maße λv
nicht notwendigerweise auf denselben Unterra¨umen von Y Γ definiert, aber
alle diese Lebesgue-Maße λv besitzen die gleiche Dimension v. Damit ist der
Scha¨tzer der die Dichte bezu¨glich des jeweiligen Lebesgue-Maßes λv benutzt
kein Maximum-Likelihood-Scha¨tzer im eigentlichen Sinne, aber er besitzt alle
fu¨r die Identifikation notwendigen Eigenschaften.4
Hier ist zu beachten, dass diese Problematik, insbesondere bei White Box
Modellen, also bei Fragestellungen, die schon viel Vorwissen5 benutzen, auf-
treten kann. Ist jedoch die Menge der Verteilungen hinreichend scho¨n6, was
von den Anforderungen abha¨ngt, die an die zula¨ssigen kontinuierlichen Dy-
namiken M und die zula¨ssigen Verla¨ufe DV des stu¨ckweise linearen Systems
1Ein Tra¨ger stellt den Bereich dar, auf dem das Wahrscheinlichkeitsmaß existiert. Ma-
thematisch bedeutet dies, dass der Tra¨ger das Komplement der gro¨ßten offenen Nullmenge
ist. Fu¨r Normalverteilungen ist der Tra¨ger immer ein affiner Unterraum.
2Die Dimension des Tra¨gers ist das Supremum aller Dimensionen der Einzelpunkte. Ein
Punkt hat die Dimension n, wenn es eine homo¨omorphe Abbildung von seiner Umgebung
in den n-dimensionalen euklidischen Raum gibt. Fu¨r Normalverteilungen ist die Dimension
gleich dem Rang der Varianzmatrix.
3Es ist trivial in einer endlichen Menge natu¨rlicher Zahlen ein Minimum zu bestimmen.
4Diese Schlussfolgerung kann direkt aus der Translationsinvarianz des Lebesgue-Maßes
gezogen werden.
5Hierbei liegt der Augenmerk weniger auf physikalischen Gesetzen, sondern auf die
Einbindung von Expertenwissen, wie es die Fuzzylogik verwendet.
6Diese Eigenschaft ha¨ngt von den genauen Randbedingungen ab. Ein Beispiel fu¨r eine
solche Nebenbedingung ist R > 0.
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gestellt werden, so ko¨nnen die beiden obigen Nebenbedingungen auf die Glei-
chung supp(Pϑ) = Y
Γ reduziert werden. Damit wird auch das Lebesgue-Maß
λ|Y
Γ| auf Y Γ zu dem einheitlich dominierenden Maß.
Dieses Vorgehen bedeutet somit, dass diejenigen Modelle entfernt werden, die
erstens die Messreihe nicht erkla¨ren7 und/oder zweitens Rauschen besitzen,
welches nicht durch die Messreihe erkla¨rt werden kann. Danach wird unter
den u¨brig gebliebenen Modellen das Wahrscheinlichste ausgewa¨hlt. Aufgrund
dieser Eigenschaft wird dieser Scha¨tzer modifizierter Maximum-Likelihood-
Scha¨tzer genannt.
Bemerkung 5.2.1
Der so gewonnene Scha¨tzer genu¨gt dem Maximum-Likelihood-Prinzip, ob-
wohl die betrachtete Menge nicht dominiert ist. Dies ist so zu verstehen,
dass der Scha¨tzer Φ die Summe der richtigen Entscheidungen bezu¨glich der
Entscheidungsfunktion E maximiert:∑
d∈DV
P [E(y1, . . . , yn) = d|diskreter Zustandsverlauf d] =Maximum
Ist die Menge Pd µ-dominiert, so gilt:∑
d
P (E = d|d) =
∫
p(y, E(y))dµ.
Somit ist genau dann die Summe maximal, wennE der Maximum-Likelihood-
Scha¨tzer ist.
Außerdem bedeutet die Maximalita¨t im nicht-dominierten Fall, dass fu¨r al-
le Entscheidungsfunktionen F und alle Teilmengen DˆV ⊆ DV die folgende
Abscha¨tzung gilt:∑
dˆ∈DˆV
P [E(y) = dˆ|dˆ, E(y) ∈ DˆV ] ≥
∑
dˆ∈DˆV
P [F (y) = dˆ|dˆ, E(y) ∈ DˆV ]
5.3 Basisalgorithmen
Um die technische Umsetzbarkeit der mathematischen Lo¨sung mit Hilfe des
ML-Identifikationsverfahrens na¨her zu beleuchten, wird dieses fu¨r die beiden
7Dies bedeutet, dass die Wahrscheinlichkeit, dass die (endliche!) Messreihe eine Reali-
sation des Modells ist, 0 ist.
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Aspekte der hybriden Systeme getrennt untersucht. So wird im ersten Absatz
der Sprung bei bekannten Dynamiken identifiziert und im zweiten Absatz die
Dynamik bei bekannten Sprungzeitpunkten.
Ziel dieses Abschnittes ist es Algorithmen vorzustellen. Das Hauptaugenmerk
liegt dabei auf der Ermo¨glichung einer online-Untersuchung der Messreihe.
Dabei wird untersucht, in wie weit ein Verzicht auf die vollsta¨ndige Unter-
suchung und damit das Finden einer lediglich suboptimalen Lo¨sung besser
umsetzbar ist. Die hier vorgestellten Grundkonzepte werden zum einen fu¨r
die Gesamtlo¨sung mit Hilfe des ML-Identifikationsverfahrens benutzt, zum
anderen stellen sie auch die Basis dar, auf der das LS-Identifikationsverfahren
aufbaut.
5.3.1 Sprung
Bei diesem Algorithmus ist die Fragestellung dahingehend beschra¨nkt, dass
keine Suche auf dem Raum der kontinuierlichen Dynamiken M stattfindet.
Es wird also |M | = m mit m einer natu¨rlichen Zahl angenommen. Damit ist
die Anzahl der mo¨glichen diskreten Verla¨ufe d in einem endlichen Betrach-
tungshorizont (|Γ| = g ist endlich) nicht mehr unendlich sondern la¨sst sich
wie folgt berechnen:
|DV | = |Γ||M | = gm
Im Weiteren werden zur Untersuchung die folgenden Begriffe beno¨tigt:
Definition
• DV Z ist die Menge der zula¨ssigen diskreten Verla¨ufe. DV Z ist damit die
Menge der als mo¨glich angesehenen Modelle.
• dt+ := {e ∈ DV |e(x) = d(x)∀x ≥ t} ist die Menge der diskreten
Verla¨ufe mit unbekannter Zukunft.
• dt− := {e ∈ DV |e(x) = d(x)∀x ≤ t} ist die Menge der diskreten
Verla¨ufe mit unbekannter Vergangenheit.
Die Lo¨sung des modifizierten Maximum-Likelihood-Scha¨tzers wird wie im
folgenden abstrakten Algorithmus dargestellt in ein Online-Verfahren imple-
mentiert:
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Zuerst werden die zula¨ssigen diskreten Verla¨ufe DV Z er-
mittelt. Da es sich um ein Online-Verfahren handelt,
sind diese immer in der oben eingefu¨hrten Form dt+ ge-
geben.
↓
In diesem Schritt wird fu¨r alle zula¨ssigen Modelle d ∈
DV Z der Wert berechnet, den sie durch den modifizierten
Maximum-Likelihood-Scha¨tzer erhalten.
↓
Mit Hilfe dieser Werte wird die Menge der zula¨ssigen
diskreten Verla¨ufe DV Z in die folgenden drei Kategorien
eingeteilt:
1. Das Modell wird vom modifizierten Maximum-
Likelihood-Scha¨tzer als das Optimale bewertet.
Diese Angabe wird fu¨r die Ausgabe beno¨tigt.
2. Das Modell liegt in einem noch na¨her zu definie-
renden Toleranzbereich. Es wird somit als mo¨glich,
aber nicht wahrscheinlich bewertet.
3. Das Modell wird vom modifizierten Maximum-
Likelihood-Scha¨tzer als so schlecht bewertet, dass
es aus der Menge der zula¨ssigen Modelle gestrichen
wird.
↓
Na¨chster Zeitschritt:
Hier wird die neue Messung eingepflegt. Dies bedeutet
insbesondere, dass sich die Menge der zula¨ssigen Modelle
DV Z vergro¨ßert, da nun d
(t+1)+ betrachtet wird.
Wie sich aus dem Schema ablesen la¨sst, sind einige Punkte hierbei zu beach-
ten:
Gu¨tekriterium
Um den Toleranzbereich festzulegen, muss aus den Ergebnissen δi des modi-
fizierten Maximum-Likelihood-Scha¨tzers eine entsprechende Gu¨te der einzel-
nen Modelle berechnet werden. Hierbei ist zu beachten, dass die Ergebnisse
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δi ihren Informationsgehalt in ihrem relativen Wert zueinander haben. Ihr
Absolutwert bietet keine anwendbaren Informationen. Daher ist eine Nor-
mierung notwendig.
Die folgenden Gu¨tekriterien fu¨r eine hinreichende Qualita¨t der entsprechen-
den Modelle bieten sich an:
• G = δi
maxj 6=i δj
Damit entspricht die Gu¨te G der Realisierungswahrscheinlichkeit rela-
tiv gesehen zu der besten Realisierungswahrscheinlichkeit.
• GS = δi∑j δj
|DV Z |
Damit entspricht die Gu¨te GS der Realisierungswahrscheinlichkeit rela-
tiv gesehen zu der durchschnittlich erreichten Realisierungswahrschein-
lichkeit.
Back-Tracking Kalman-Filter
Der Back-Tracking Kalman-Filter bringt mehr Genauigkeit als ein gewo¨hn-
licher Kalman-Filter, er kostet aber dafu¨r viel Rechenzeit. Daher sind die
folgenden drei Methoden mit absteigender Qualita¨t, aber jeweils geringerem
Rechenaufwand hier aufgelistet:
a) Komplettes Back-Tracking
Es wird u¨ber den gesamten Zeithorizont der Back-Tracking Kalman-Filter
verwendet. Dies liefert das optimale Ergebnis im Rahmen der Rechengenau-
igkeit.
b) Semi Back-Tracking
Es wird nur bis zu dem Punkt ab dem sich die als mo¨glich angesehenen
Verla¨ufe unterscheiden ein Back-Tracking Kalman-Filter verwendet (maxt ∃dt−
bezu¨glich DV Z). Davor wird durch den normalen Kalman-Filter initialisiert.
Im Vergleich zum kompletten Back-Tracking gibt es nur einen sehr geringen
Qualita¨tsverlust, aber eine erhebliche Einsparung des Rechenaufwandes. Dies
gilt insbesondere fu¨r sehr lange Messreihen.
c) Kein Back-Tracking
Es wird nur ein einfacher Kalman-Filter verwendet. Es ist fraglich, ob hiermit
ein Ergebnis erzielt werden kann, welches nahe an der richtigen Lo¨sung liegt.
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Streichkriterium
Die Wahl des Streichkriteriums ist von entscheidender Bedeutung bei der
Frage nach der Erreichbarkeit der optimalen Lo¨sung. Wird zu viel gestrichen,
kann es leicht passieren, dass die richtige Lo¨sung aufgrund einer Sto¨rung
oder eines Messfehlers wegfa¨llt. Wird andererseits zu wenig gestrichen, dann
explodiert der Rechenaufwand. Fu¨r die Wahl des Streichkriteriums mu¨ssen
daher die folgenden Kriterien beachtet werden:
• Die Dimension der Lo¨sung (siehe dazu Kapitel 5.2) muss gesondert
behandelt werden, da sonst die geforderten Nebenbedingungen verletzt
werden ko¨nnen. Modelle, die letzteres tun, sollten gleich im zweiten
Programmschritt eliminiert werden.
• Die Mindestverweildauer (siehe dazu Abschnitt 3.3.2) muss an die Men-
geM angepasst werden, damit nicht u¨bermodelliert wird. Auch ko¨nnen
sonst nicht gewollte Determinismen auftauchen. Da die Menge M be-
kannt ist, sollte hierfu¨r a priori ein Wert festgelegt werden.
• Die Berechnung der Gu¨te G (siehe auch den ersten Punkt) ist bei Auf-
treten von Lo¨sungen mit niedrigerer Dimension nicht mit der normalen
Formel mo¨glich. Es muss durch eine dimensions-reduzierende Unter-
routine auf einen Teilraum von DV Z eingeschra¨nkt werden. Dann lie-
fert die Gu¨te G jedoch kein direkt verwertbares Streichkriterium. Hier
mu¨ssen weitere Kriterien eingefu¨hrt werden. Da dies jedoch lediglich
bei exotisch formulierten White Box Untersuchungen auftritt, ist eine
fallspezifische Kriteriumswahl am geeignetsten.
• Die beno¨tigte Rechnerleistung ha¨ngt stark von der verwendeten Kalman-
Filter-Variante ab. Die drei mo¨glichen Varianten wurden oben vorge-
stellt.
Dazu werden hier die durch den Algorithmus zu speichernden Werte
angegeben.
Fu¨r das komplette Back-Tracking mu¨ssen immer die gesamten Verla¨ufe
des Kalman-Filters gespeichert werden, um Wiederholungsrechnungen
zu vermeiden. Dies kann schnell zu einer Explosion der Datenmenge
fu¨hren.
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Beim Semi Back-Tracking ist die Speicherung von der Tiefe abha¨ngig,
bis zu der Unterschiede auftauchen. Diese Tiefe kann beschra¨nkt wer-
den, um den dazugeho¨rigen Aufwand zu begrenzen.
Ohne Back-Tracking findet lediglich eine einfache Speicherung statt.
• Der maximale Entscheidungsspielraum, also die Zeit die vorhanden ist,
bis eine Ausgabe8 beno¨tigt wird, ist der wichtigste begrenzende Faktor
der online Realisierung.
Sowohl die Wahl des Kalman-Filters als auch die des Streichkriteriums sind
Entscheidungen, welche immer in Abha¨ngigkeit zu dem konkreten Untersu-
chungsfall zu sehen sind.
5.3.2 Modus
Im vorigen Abschnitt wurden die Spru¨nge bei bekannter Dynamik gesucht,
in diesem Abschnitt wird die umgekehrte Richtung untersucht. Das heißt, es
wird die lineare Dynamik gesucht, bei der die Sprungpunkte9 bekannt sind.
Dieser Ansatz wird darauf reduziert, dass kein Sprung vorliegt. Die Aus-
wirkung dieser Einschra¨nkung muss dabei abha¨ngig von der Wahl der zu-
gelassenen Spru¨nge gesehen werden. Ko¨nnen bei Spru¨ngen auch Zustandss-
pru¨nge auftreten, so ist dies keine Einschra¨nkung, da keine Informationen
u¨ber den Sprungpunkt hinaus an die nachfolgende beziehungsweise vorherge-
hende lineare Dynamik weitergegeben werden kann. Liegt lediglich Schalten
vor, dann muss ein ausreichend großer sprungfreier Messreihenabschnitt vor-
liegen, damit die Dynamik fehlerfrei bestimmt werden kann. In diesem Fall
wu¨rde das Betrachten der nachfolgenden beziehungsweise vorhergehenden li-
nearen Dynamik lediglich die Zustandsscha¨tzung am Rand verbessern.
Im hier betrachteten Fall der Detektion ohne Sprung ist der modifizierte
Maximum-Likelihood-Scha¨tzer eine Funktion, die von den unbekannten Pa-
rametern A, B, C, D, Q und R abha¨ngt. Die Lo¨sung ist das Maximum die-
ser Funktion. Da der modifizierte Maximum-Likelihood-Scha¨tzer hier quasi-
beschra¨nkt ist, existiert eine nicht eindeutige Lo¨sung. Es ist auch leicht zu
8Ein mo¨gliches Kriterium wa¨re zum Beispiel, dass spa¨testens 1 Sekunde nach dem Dy-
namikwechsel dieser erkannt sein muss. Dies ist nicht zu verwechseln mit dem Zeitpunkt an
dem der Dynamikwechesl stattfindet, welcher sich irgendwo im zugelassenen Zeithorizont
befindet.
9Sprungpunkte sind die Zeitpunkte an denen die Spru¨nge stattfinden.
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zeigen, dass, wenn C als Parameter zugelassen ist, immer mehrere gleichwer-
tige Lo¨sungen existieren (siehe dazu auch Absatz 3.3.6).
Das Hauptproblem hierbei ist der große Lo¨sungsraum. Wenn die maximal
zugelassene Zustandsraumdimension n ist, der Eingangsraum die Dimension
p und der Messraum die Dimension q hat, dann ist die Dimension des unter-
suchten Lo¨sungsraumes n2+ p2+nq+ pq+n(n+1)/2+ q(q+1)/2. Dadurch
entsteht ein hoher Rechenaufwand, und die vom Rechner gefundene Lo¨sung
ist unter Umsta¨nden nur lokal optimal.
Es gibt unterschiedliche Programme, welche lineare Dynamiken identifizie-
ren. In dieser Arbeit wird die Funktion n4sid aus Matlab verwendet, da
dieses Programm am Lehrstuhl zur Verfu¨gung stand. Der Algorithmus dieser
Funktion ist in [Lju99] zu finden. Die Methode wird in [OM96, Ve94, La90]
erla¨utert. Die Untersuchung der linearen Teildynamik lag nicht im Fokus der
Arbeit, aus diesem Grund wurde auf den Vergleich mit anderen Verfahren
verzichtet.
5.4 Gesamtprogramm
Da im vorherigen Abschnitt die abstrakten Algorithmen der Identifikation
der beiden Aspekte von stu¨ckweise linearen Systemen erla¨utert wurden, wird
hier der abstrakte Algorithmus fu¨r eine Gesamtidentifikation vorgestellt.
Eine Kombination der beiden obigen Verfahren, zur Sprung- und Modusde-
tektion, ist nicht mo¨glich, da sie jeweils nur mit bekannten Spru¨ngen, bzw.
bekannten Modi funktionieren. Somit kann keines der beiden Verfahren eine
Berechnung beginnen, bevor es die Daten des anderen Verfahrens erhalten
hat. Die Vorgabe eines Startwertes und eine Iteration, welche abwechselnd die
beiden obigen Verfahren aufruft, ko¨nnte zu einer Akkumulation von Fehlern
fu¨hren. Dies auszuschließen ist bei der hohen Komplexita¨t nahezu unmo¨glich.
Außerdem wa¨re das Verfahren welches zum Finden eines Startwertes ein-
gesetzt wu¨rde, aufgrund des oben beschriebenen Risikos, schon selbst ein
besseres Verfahren, als die Kombination der beiden Identifikationsverfahr-
en. Daher wird ein eigensta¨ndiges Verfahren beno¨tigt, welches einen globalen
Ansatz verfolgt.
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5.4.1 Hybrid-Oﬄine
Die folgende abstrakte Algorithmus beruht einerseits auf der Erkenntnis, dass
die Identifikation des Modus deutlich rechenaufwendiger ist, als die Detektion
der Sprungpunkte. Andererseits soll das Verfahren in einer Weise modular
aufgebaut werden, dass es sich leicht zu einem Online-Verfahren erweitern
la¨sst.
Um diese Eigenschaften zu gewa¨hrleisten wird die folgende Iteration verwen-
det:
Zu Beginn jeder Schleife ist eine Menge T von schon ge-
fundenen Sprungpunkten gegeben. Beim ersten Durch-
lauf dieser Schleife ist die Menge T daher leer.
↓
Nun werden alle Modellea verglichen bei denen ho¨chs-
tens ein Sprungpunkt hinzugefu¨gt wurde. Es wird also
T := T ∪ {ti} gesetzt.
aIm Gegensatz zum vorigen Abschnitt werden hier alle linearen
Dynamiken gleichzeitig gescha¨tzt.
↓
Nun sind |Γ| + 1 − |T | Modelle gegeben. Diese lassen
sich mit Hilfe des modifizierten Maximum-Likelihood-
Scha¨tzers auswerten.
↓
Im letzten Schritt findet die Entscheidung statt, ob ein
Sprungpunkt zu T hinzugefu¨gt wird. In diesem Fall wird
die Iteration von neuem gestartet. Wird die Entschei-
dung getroffen, keinen Sprungpunkt hinzuzufu¨gen, da
keines der zur Auswahl stehenden Modelle ein Ergebnis
liefert, welches nach zu definierenden Kriterien (siehe
dazu auch Abschnitt 6.1.1) qualitativ hochwertiger ist,
dann wird die Iteration abgebrochen und das aktuelle
Modell als Lo¨sung ausgegeben.
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5.4.2 Hybrid-Online
Wie schon erwa¨hnt, ist die obige Iterationsschleife dazu gedacht, zu einem
online-Verfahren modifiziert zu werden. Diese Modifikation geschieht wie
folgt:
Es wird nicht die gesamte Messreihe betrachtet, sondern lediglich die Mess-
reihe seit dem letzten gefundenen Sprungpunkt. Falls keine Zustandsspru¨nge
zugelassen sind, werden die alten Daten zur Bestimmung des Startwertes mit
Hilfe eines einfachen Kalman-Filters benutzt. Nun wird auf dieser Messrei-
he in jedem Zeitschritt untersucht, ob ein Modell mit einem Sprungpunkt
gefunden werden kann, welches besser ist. Dieser Betrachtungshorizont ist
notwendig, da die Verzo¨gerung zwischen Erkennbarkeit eines Dynamikwech-
sels und aktueller Messung auf einem komplexen Zusammenhang zwischen
der Gro¨ße der Kovarianzmatrizen R und Q und der Systemmatrix A beruhen.
Es ist bis dato nicht mo¨glich die Verzo¨gerung verla¨sslich zu scha¨tzen.
Wird ein derartiger Sprungpunkt gefunden, so wird das Verfahren neu in-
itialisiert. Das heißt, es wird nun nur noch ab diesem Punkt die Messung
ausgewertet und der neue Startwert mit einem Kalman-Filter bestimmt.
Damit wird nicht mehr die Menge T fu¨r die Identifikation beno¨tigt, sie stellt
aber weiterhin das gefundene Ergebnis dar. Auch kann davon ausgegangen
werden, dass es sich in einem online-Verfahren anbietet, auf die Interdepen-
denz der kontinuierlichen linearen Stu¨cke keine Ru¨cksicht zu nehmen und
diese unabha¨ngig voneinander zu bestimmen.
Zum Vergleich mit dem oﬄine-Verfahren geht bei diesem Verfahren lediglich
die Mo¨glichkeit verloren, aus aktuellen Daten noch einen weit zuru¨ckliegen-
den Sprungpunkt zu finden. Außerdem kann ohne großen Genauigkeitsverlust
das Verfahren mit einem maximalen Horizont ausgestattet werden. Es wird
also nicht bis zum letzten Sprungpunkt zuru¨ckgerechnet, sondern immer nur
eine bestimmte Zeitspanne. Dies fu¨hrt zu einer leichten U¨berbewertung von
Sto¨rungen, welche durch das Rauschen verursacht werden.
5.5 Grenzen des Verfahrens
Das ML-Identifikationsverfahren hat sich bei Tests, selbst unter der Ver-
wendung von sehr kurzen Messreihen mit bis zu 30 Punkten, die lediglich
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eindimensional sind, als sehr verla¨sslich gezeigt. Allerdings dauerte die Be-
rechnung mit einem herko¨mmlichen PC bereits bei derartig wenigen Mess-
punkten mehrere Stunden, daher wurde auf Simulationen mit gro¨ßeren Mess-
reihen aufgrund der fehlenden Perspektive10 verzichtet.
Die theoretischen Grenzen des ML-Identifikationsverfahrens liegen in der feh-
lenden Mo¨glichkeit die vollsta¨ndige Korrektheit zu verifizieren. Hierbei taucht
die strukturelle Unlo¨sbarkeit auf, dass die Mo¨glichkeit der Ru¨ckkopplung der
Qualita¨t der Zustandsscha¨tzung auf die Gu¨tebewertung des Modells nicht
auszuschließen ist.
Es findet keine direkte Ru¨ckkopplung in dem Sinne statt, dass wenn ein Mo-
dell eine gute Zustandsscha¨tzung zula¨sst, mit Hilfe der gefundenen Zusta¨nde
auch ein guter Zusammenhang zwischen Zustand und Messreihe zu finden ist
(Dies gilt, da ein Modell, welches u¨ber einen zu geringen Messfehler verfu¨gt,
einen auftretenden Messfehler als Sto¨rfehler interpretieren wird. Damit wird
es eine gro¨ßere Abweichung in Bezug auf die Messreihe aufweisen und schlech-
ter bewertet werden).
Allerdings la¨sst sich eine komplexe Verschiebung in der Gesamtheit von
Sprungpunktwahl, Sto¨r- und Messrauschen nicht ausschließen. Diese ko¨nn-
te durch die ungleiche U¨berlagerung von Sto¨r- und Messrauschen entstehen,
welche vom Abstand zu den beiden begrenzenden Sprungpunkten abha¨ngig
ist.
Aufgrund des hohen Rechenaufwandes und der fehlenden Mo¨glichkeit eine
komplexe Verschiebung abzufangen, wird im na¨chsten Kapitel anstatt des
ML-Identifikationsverfahrens der in diesen Gesichtspunkten besser geeignete
Ansatz des LS-Identifikationsverfahrens betrachtet.
10Hier wurde eine Abwa¨gung zwischen Erho¨hung der Rechenleistung (z.B. Grid Com-
puting) und Verbesserung des Algorithmuses getroffen.
Kapitel 6
Das LS-Identifikationsverfahren
Das in Kapitel 5 vorgestellte ML-Identifikationsverfahren hat verschiedene
Restriktionen. Aufgrund der hohen Anforderungen an die Rechenleistung ist
eine aufwendige Optimierung des Programmiercodes erforderlich. Außerdem
stellt es einen immensen Arbeitsaufwand dar die korrekte Implementierung
zu verifizieren. Dazu kommt, dass es nicht mo¨glich war einen komplexen
Fehler auszuschliessen. Aus diesen Gru¨nden wurde die Weiterverfolgung des
ML-Identifikationsverfahren eingestellt und basierend auf den Erkenntnissen
die Erweiterung zum LS-Identifikationsverfahren durchgefu¨hrt. Dieser An-
satz erlaubt es dann auch, das Risiko eines komplexen Fehlers mit Hilfe eines
Puffers, wie im folgenden erla¨utert, auszuschließen.
Die Grundlage dieses Identifikationsverfahrens bildet die Idee, Fehler u¨ber
den quadratischen Abstand (Least Squares) zu bestimmen. Bei Normalver-
teilungen liefern die Maximum-Likelihood-Scha¨tzung und die Least Sqaures
Scha¨tzung identische Scha¨tzungen fu¨r Erwartungswert und Varianz [Wit85].
Sie sind somit in dieser Anwendung gleich. Da sich die Auswirkungen von
Mess- und Sto¨rfehlern grundlegend unterscheiden, kann die Identita¨t fu¨r
stu¨ckweise lineare Systeme nicht bewiesen werden.
Der wesentliche Unterschied zum ML-Identifikationsverfahren ist, dass bei
der Least Squares Methodik die Feedback-Schleife in der Fehlerfortpflanzung
nicht a priori ausgeschlossen werden kann. Eine Feedback-Schleife ist gege-
ben, wenn aus der Eigenschaft, dass ein Modell eine gute Zustandsscha¨tzung
zula¨sst, mit Hilfe der gefundenen Zusta¨nde auch ein guter Zusammenhang
zwischen Zustand und Messreihe zu finden ist. Das heißt, dass ein Modell,
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welches durch einen Modellfehler das Rauschen wegfiltert, dadurch genauere
Ergebnisse liefert. Jedoch ist die Fragestellung deutlich zu komplex, um eine
Abscha¨tzung fu¨r sich gegenseitig beeinflussende Fehler zu finden. Daher muss
bei der LS-Identifikation ein Puffer eingebaut werden, der verhindert, dass
eine Feedback-Schleife auftaucht.
Dieser Puffer benutzt die Eigenschaft, dass die Feedback-Schleife die Charak-
teristik besitzt, eine Diskrepanz zwischen dem gefundenen Modell und den
gescha¨tzten Zusta¨nden aufzuweisen. Es werden also alle Modelle herausgefil-
tert, die eine derartige Struktur besitzen.
Strukturen die von einer Feedback-Schleife erzeugt werden, ko¨nnen wie folgt
erkannt werden:
Mit Hilfe des modifizierten Kalman-Filters wird der Zustand gescha¨tzt. Mo-
dell und Zustand passen zusammen, wenn die folgenden Bedingungen erfu¨llt
sind:
• Die Messrauschvarianz Rˆ stimmt mit der im Modell benutzten Mess-
rauschvarianz R˜ u¨berein. Die Messrauschvarianz Rˆ wird berechnet als
der Mittelwert der Quadrate der Differenz der gescha¨tzten Ausgangs-
werten y(t) und der Messung.
Dies bedeutet, dass das Messrauschen R richtig erkannt wurde.
• Die Sto¨rvarianz Qˆ stimmt mit der im Modell benutzten Sto¨rvarianz
Q˜ u¨berein. Die Sto¨rvarianz Qˆ wird berechnet als der Mittelwert der
Quadrate der Differenz der gescha¨tzten Zustandswerten x(t) und den
ungesto¨rten Prognosewerten Ax(t− 1).
Dies bedeutet, dass das Sto¨rrauschen Q richtig erkannt wurde.
• Die Summe der realisierten Sto¨rabweichungen ist Null. Somit nimmt
die Zustandsscha¨tzung keine gezielte Verschiebung vor, um die Mo-
delldynamik an die wirkliche Dynamik anzupassen. Die Summe der
realisierten Sto¨rabweichungen wird durch Aufsummieren der Differenz
zwischen den gescha¨tzten Zustandswerten x(t) und den ungesto¨rten
Prognosewerten Ax(t− 1) berechnet.
Dies bedeutet, dass das die Systemmatrix A richtig erkannt wurde.
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• Das Modell vor dem Sprung und das Modell nach dem Sprung unter-
scheiden sich signifikant.
Dies bedeutet, dass die Dynamikwechsel richtig erkannt wurden.
Ist dies alles erfu¨llt, spiegelt sich die fu¨r die Zustandsscha¨tzung beno¨tigte
Modellannahme auch in den gefundenen Zusta¨nden wieder. Alle Modelle, die
diese Bedingungen erfu¨llen, werden im weiteren zula¨ssige Modelle genannt.
6.1 Ansatz fu¨r die Gu¨tefunktion
Die Zula¨ssigkeit ist aufgrund der obigen Betrachtungen gegeben und es wird
der Begriff “am besten” mit Hilfe der quadratischen Abweichung definiert.
Dies liefert als Gu¨tekriterium fu¨r die kontinuierlichen linearen Dynamiken
die Summe der auftretenden Sto¨r- und Messrauschvarianzen. Ein ho¨herer
Wert bedeutet eine geringere Gu¨te. Ein Modell ist somit besser, wenn es
weniger zufa¨llige, unbekannte Pha¨nomene zur Beschreibung der beobachteten
Messreihe beno¨tigt.
Analog verschlechtert sich die Gu¨te durch jeden Sprungpunkt (siehe dazu
auch Absatz 3.3.2). Je nach Betrachtungsweise ist auch die Verteilung der
Sprungpunkte ein die Gu¨te vera¨ndernder Faktor. Dies ermo¨glicht es, das
Ausgleichen schwer erfassbarer Bereiche durch viele Spru¨nge zu bewerten.
Bei driftenden Systemen (siehe Absatz 3.3.5) wird auf diese Weise die An-
passungsgeschwindigkeit geregelt.
Da sich die Zula¨ssigkeitsbedingungen nicht leicht berechnen lassen, wird auf
eine weitere Eigenschaft der optimalen Lo¨sung zuru¨ckgegriffen:
Der mittlere quadratische Abstand zwischen der Messreihe {y˜(γ)}γ∈Γ, welche
das Modell vorhersagt, und der wahren Messreihe {y(γ)}γ∈Γ ist minimal.
Wie aus den Formeln fu¨r den Kalman-Filter (siehe Abschnitt 4.2) ersichtlich
wird, ist mit der obigen Eigenschaft fu¨r das Modell lediglich das Verha¨ltnis
von Sto¨rrauschen zu Messrauschen gescha¨tzt, da die Vorhersage vom ab-
soluten Rauschen1 unabha¨ngig ist. Sobald die lineare Dynamik allerdings
gescha¨tzt ist, la¨sst sich auch das absolute Rauschen scha¨tzen.
1Mit absolutem Rauschen wird die U¨berlagerung von Mess- und Sto¨rrauschen bezeich-
net.
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Ausgehend von dieser vereinfachten Darstellung, wird in den folgenden Ab-
sa¨tzen Stu¨ck fu¨r Stu¨ck ein Gu¨temaß, welcher dann als ein Maß der Modell-
qualita¨t genommen werden soll, definiert.
6.1.1 Sprungfehler
Der Qualita¨tsverlust, oder auch Fehlerwert, der einem Sprung zugemessen
wird, sollte die folgenden Eigenschaften besitzen (siehe Absatz 3.3.2):
• Der Strafterm fu¨r Spru¨nge, der durch das Hinzufu¨gen eines Sprung-
punktes entsteht, muss gro¨ßer als 0 sein. Da die Annahme, dass ein
Sprungpunkt vorliegt, steigt je kleiner der Strafterm ist, wird in die-
ser Arbeit die nicht notwendige, aber sinnvoll erscheinende, zusa¨tzliche
Einschra¨nkung gefordert, dass eine zu definiernde echt positive Unter-
grenze nicht unterschritten wird.
• Die gewu¨nschte Sprungstruktur muss durch den Strafterm fu¨r Spru¨nge
bewertet werden. Dies ist zum Beispiel wichtig, wenn eine Ha¨ufung
von Sprungpunkten zur Anpassung an eventuelle Nichtlinearita¨ten er-
wu¨nscht ist oder verboten werden soll.
• Zu schnelles Springen erho¨ht den Sprungfehlerwert zusa¨tzlich, denn
sonst degeneriert das Modell zur Nachbildung der Messreihe. Alterna-
tiv kann zu schnelles Springen auch verboten werden. Dies entspricht
unendlich hohen Zusatzkosten. Die Definition des Begriffes “zu schnell”
ist eine Modellannahme. Da in dieser Arbeit der Schwerpunkt auf der
Black Box Identifikation liegt und die a¨hnlich strukturierte zweite Ei-
genschaft hierfu¨r ausreichend ist, wird diese Alternative im Weiteren
nicht benutzt.
Die obigen Eigenschaften sind sichergestellt, wenn eine Kostenfunktion f
gewa¨hlt wird, welche die folgenden Eigenschaften besitzt:
• f ist eine strikt positive konkave Funktion.
• Es gilt: limx→∞f(x) > 0.
Dann kann der folgende Strafterm fu¨r Spru¨nge S benutzt werden:
S =
∑
i:tiSprungpunkt
f(ti − ti−1)
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Fu¨r f eignet sich zum Beispiel die Funktion
f(x) =
l
xα
+ k
mit k ≥ 0, l ≥ 0 und α > 0.
In diesem Fall ist α ein vorgegebener struktureller Da¨mpfungsfaktor. Der
Faktor k spiegelt die minimalen Sprungfehlerkosten wieder und der Faktor l
eignet sich als Sprungabstandsgewichtung bei der Anpassung des Modells.
6.1.2 Dimensionsfehler
Der Dimensionsfehler muss nur eine Eigenschaft besitzen (siehe Absatz 3.3.7):
• Je ho¨her die Dimension, desto ho¨her der Dimensionsfehler. Mit anderen
Worten die Erho¨hung der Dimension muss an anderer Stelle den Fehler
reduzieren, ansonsten ist das Modell schlechter.
Daher wird hier ein streng monoton wachsender additiver Dimensionsfehler
benutzt. Der hier benutzte Dimensionsfehler D ist
D = d · dim
mit dim der Dimension des Zustandsraumes und d der Gewichtungskonstan-
ten des Dimensionsfehlers.
6.1.3 Gesamtfehler
Aufgrund der oben erwa¨hnten U¨berlegungen la¨sst sich jedem Modell, genauer
gesagt jeder Scha¨tzung fu¨r den Verlauf der Messreihe y˜ eine Gu¨te zuordnen.
Im weiteren soll dafu¨r die folgende Gleichung benutzt werden:
G(y˜) =
∑
t
(y(t)− y˜(t))2 +
∑
i:tiSprungpunkt
(
l
(ti+1 − ti)α + k
)
+ d ∗ dim
82 KAPITEL 6. DAS LS-IDENTIFIKATIONSVERFAHREN
6.2 Die Struktur des Algorithmus
In diesem Abschnitt werden zuna¨chst die Anforderungen an den Algorithmus
genauer spezifiziert, um dann den abstrakten Algorithmus vorzustellen.
Da die Anforderungen an den Algorithmus zur LS-Identifikation denen der
ML-Identifikation entsprechen (siehe dazu Abschnitt 5.4), soll ein Weg ge-
funden werden, die Menge T der bereits gefundenen Sprungpunkte in jeder
Programmschleife um einen weiteren zu erweitern. Damit ließe sich eine zu
den Algorithmen in den Absa¨tzen 5.4.1 und 5.4.2 korrespondierende Struktur
einfu¨hren.
In eine derartige konzeptionelle Schleife la¨sst sich eine Bestimmung der Di-
mension nicht einbauen. Fu¨r jede vorgegebene Dimension kann die Lo¨sung
mit dem im Folgenden vorgestellten Algorithmus gefunden werden. Da in Ab-
schnitt 6.1.2 die Gu¨temodifikation fu¨r die Dimension eingefu¨hrt wurde, lassen
sich diese Lo¨sungen vergleichen und die optimale kann bestimmt werden. Im
weiteren Verlauf dieser Arbeit wird nur mit vorgegebenen Dimensionen ge-
arbeitet, daher wird die Dimension nicht weiter betrachtet.
Um eine Idee zu bekommen, wie Spru¨nge mit Hilfe einer Fehlerabweichung
gefunden werden ko¨nnen, zeigt Abbildung 6.1 eine einfache stu¨ckweise lineare
Funktion:
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Abbildung 6.1: Stu¨ckweise lineare Funktion
Wenn allerdings nur eine lineare Dynamik erlaubt ist, wird diese stu¨ckweise
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lineare Funktion durch die in Abbildung 6.2 gezeigte Regression ersetzt:
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Abbildung 6.2: Stu¨ckweise lineare Funktion mit ihrer Regressionsgeraden
Die Anpassung einer stu¨ckweise linearen Funktion mit Hilfe einer linearen
Funktion zeigt daher eine charakteristische Fehlerstruktur auf, welche die in
Abbildung 6.3 gezeigte Gestalt besitzt:
0 10 20 30 40 50 60 70 80 90 100
0
10
20
30
40
50
60
Zeit (standartisiert)
A
bw
ei
ch
un
g
Abbildung 6.3: Abweichung (als Betrag) zwischen stu¨ckweise linearer Funk-
tion und ihrer Regression
Eine analoge Struktur zu den der stu¨ckweise linearen Funktionen la¨sst sich
auch bei stu¨ckweise linearen Modellen finden. So zeigen alle linearen Modelle,
welche sich von der Realita¨t durch das Fehlen eines Dynamikwechsels unter-
scheiden, die unten gezeigte Fehlerstruktur. In Abbildung 6.4 exemplarisch
die Fehlerabweichung fu¨r ein solches lineares Modell.
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Abbildung 6.4: Fehlerverhalten
In Abbildung 6.4 ist zu erkennen, dass die Fehlerstruktur nicht identisch
ist zu der von stu¨ckweise linearen Funktionen. Der Fehler steigt am Rand
wesentlich sta¨rker an. Dies ergibt sich aus der Eigenschaft, dass Randwerte
von linearen Modellen ungenauer bestimmt werden. Somit zeigen sich dort
gro¨ßere Abweichungen.
Trotzdem liefert diese Eigenschaft einen Ansatz, der, bei richtiger Bewer-
tung, die mo¨glichen Orte der Sprungpunkte bestimmen kann. Dies wird im
na¨chsten Abschnitt na¨her erla¨utert.
6.2.1 Der abstrakte Algorithmus
Unter Benutzung der oben dargestellten Eigenschaften eines stu¨ckweise li-
nearen Systems, sieht der abstrakte Algorithmus zur LS-Identifikation wie
folgt aus:
Zu Beginn jeder Schleife ist eine Menge T von schon ge-
fundenen Sprungpunkten gegeben. Beim ersten Durch-
lauf dieser Schleife ist die Menge T daher leer.
↓
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Es werden die kontinuierlichen linearen Dynamiken auf
den durch T unterteilten Raum bestimmt. Aus Praktika-
bilita¨tsgru¨nden wird diese Berechnung fu¨r jeden Raum
separat gemacht. Dadurch lassen sich dafu¨r vorhandene
Programme zur Identifikation linearer Dynamiken nut-
zen.
↓
Es wird eine Funktion δ berechnet, welche den Abstand
zwischen der Messreihe und den aufgrund des Modells zu
erwartenden Messwerten widerspiegelt. Dies ist mo¨glich,
da aus dem letzten Schritt die linearen Dynamiken be-
kannt sind. So ko¨nnen durch den Kalman-Filter die in-
neren Zusta¨nde berechnet werden, welche direkt die zu
erwartenden Messwerte ergeben.
↓
Die Auswertung der Funktion δ liefert den wahrschein-
lichsten na¨chsten Dynamikwechsel. Die im weiteren ver-
wendeten mo¨glichen Dynamikwechsel sind die lokalen
Maxima außerhalb der Menge T . Zu beachten ist hierbei,
dass die Funktion δ durch ein starkes Rauschen u¨berla-
gert ist, welches nicht notwendigerweise normalverteilt
ist.
↓
Die mo¨glichen Orte eines weiteren Dynamikwechsels
werden auf ihren Gu¨tewert untersucht. Ist der Gu¨tewert
ho¨her als der Gu¨tewert ohne einen weiteren Wechsel, so
wird der Ort mit dem ho¨chsten Gu¨tewert der Menge T
hinzugefu¨gt. Falls kein weiterer Dynamikwechsel gefun-
den wird, terminiert das Programm.
↓
Die Funktion δ besitzt nur schlechte Lokalisierungsei-
genschaften. Daher wird untersucht, ob eine leichte Ver-
schiebung des gerade gefundenen Dynamikwechsels die
Gu¨tefunktion weiter verbessert. Dies wird durchgefu¨hrt,
bis der exakte Punkt des Dynamikwechsels gefunden
wird.
↓
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Die na¨chste Schleife der Iteration wird mit der um einen
Dynamikwechsel vergro¨ßerten Menge T begonnen.
Kapitel 7
Anwendungen
In diesem Kapitel wird das entworfene LS-Identifikationsverfahren zur expe-
rimentellen Modellbildung von stu¨ckweise linearen Systemen eingesetzt.
Zuna¨chst wird das LS-Identifikationsverfahren fu¨r die Bestimmung eines Mo-
dells benutzt, welches auf einer stu¨ckweise linearen Dynamik beruht. Dies
dient der Validierung des Verfahrens und des programmierten Algorithmu-
ses.
Als weitere Untersuchung findet eine Identifikation des Zwei-Tank Beispiels
statt. Die Untersuchung von miteinander kommunizierenden Tanks eignet
sich, da die hier zugrunde liegende Dynamik nahezu stu¨ckweise linear ist.
Das LS-Identifikationsverfahren ist in Kapitel 6 nur fu¨r oﬄine Verwendungen
eingefu¨hrt worden. Daher wird in diesem Rahmen auf eine Untersuchung mit
online Daten verzichtet.
7.1 Stu¨ckweise lineares Beispiel
Um zu u¨berpru¨fen, ob das Programm des LS-Identifikationsverfahrens kor-
rekt arbeitet, wird zuna¨chst die zeitdiskrete Simulation eines stu¨ckweise li-
nearen Systems 1. Ordnung vorgegeben. Dabei soll gekla¨rt werden, ob das
LS-Identifikationsverfahren in der Lage ist, verrauschte stu¨ckweise lineare
Dynamiken korrekt zu identifizieren.
Es handelt sich bei der zugrunde gelegten Dynamik um eine stu¨ckweise li-
neare Dynamik mit Dynamikwechsel jeweils zu den Zeitpunkten 100 und
350. Es wird ein konstantes Zustandsrauschen mit gleichverteilter Streu-
ung GL[−0, 5; 0, 5] aufgegeben, um zu große Zustandsspru¨nge zu vermeiden.
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Messrauschen wird nicht aufgegeben. Der Startwert ist 10 und die Teildyna-
miken haben einen Parameter a von jeweils 1,001, 0,96 und 1,03:
x(0s) = 10
x(t+ 1s) = 1, 001 · x(t) + (t) fu¨r 0s ≤ t ≤ 99s
= 0, 96 · x(t) + (t) fu¨r 100s ≤ t ≤ 349s
= 1, 03 · x(t) + (t) fu¨r 350s ≤ t
y(t) = x(t)
mit (t) ∼ GL[−0.5, 0.5]
Hierzu wurde folgende Messreihe mit der oben dargestellten Formel und
Schrittweite von 1s zeitdiskret simuliert:
Abbildung 7.1: Verlauf der Ausgangsgro¨ße eines stu¨ckweise linearen Systems
mit gleichverteilter Sto¨rgro¨ße
Die LS-Identifikation scha¨tzte bei diesem Verlauf eine Dynamik mit Sprung-
punkten bei 100 und 353, und weist die in Abbildung 7.2 gezeigte Abwei-
chung im gescha¨tzten Parameter (gepunktete Linie) zum wahren Parameter
a (durchgezogene Linie) auf:
Der mittlere errechnete Wert des Sto¨rrauschens Q war 0, 18 und der mittlere
errechnete Wert des Messrauschens R war 0, 01. Um zu visualisieren, in wie
weit das LS-Identifikationsverfahren erkannt hat, dass zwar ein Sto¨rrauschen
Q vorhanden war, aber kein Messrauschen R, wird mit Hilfe des Kalman-
Filters der innere Zustand x berechnet, und in der Abbildung 7.3 gezeigt.
7.2. ZWEI-TANK BEISPIEL 89
Abbildung 7.2: Vergleich des Parameters a mit der Scha¨tzung von a
Wie zu erkennen ist, gibt es fast keinen Unterschied (der maximale Abstand
ist 0, 63) zwischen der Messreihe y und dem inneren Zustand x. Damit hat
das LS-Identifikationsverfahren korrekt funktioniert.
7.2 Zwei-Tank Beispiel
Im folgenden Abschnitt wird die in der Abbildung 7.4 dargestellte Laboran-
lage aus zwei in Reihe geschalteten Tanks untersucht [HE98, KSF+99].
Im Zwei-Tank Beispiel stellen die Fu¨llho¨hen h1 des ersten Tanks und h2 des
zweiten Tanks die inneren Zusta¨nde x dar.
Der Zulaufstrom V˙zu ist die Eingangsgro¨ße u in das System.
Die Steuerungseingriffe und autonomen diskreten Pha¨nomene sind wie folgt:
Gesteuert werden kann das Ventil V12, welches die beiden Tanks verbindet.
Dazu kann auch eine Abfluss- sowie eine Zuflusssteuerung mit in die Steuer-
gro¨ßen aufgenommen werden. Hier kann entweder eine kontinuierliche oder
eine diskrete Steuerung der Ventile betrachtet werden. Da hier jedoch keine
Regelstrategie untersucht wird, werden die Ventilstellungen V12 und Vab als
konstant angenommen.
Zu den autonomen diskreten Pha¨nomenen, die beim Zwei-Tank Beispiel auf-
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Abbildung 7.3: Verlauf des Kalman-gefilterten Zustandes x
treten ko¨nnen, geho¨rt jeweils das Erreichen der maximalen bzw. minimalen
Fu¨llho¨he eines der beiden Tanks1. Außerdem a¨ndert sich das Differentialglei-
chungssystem sprunghaft, wenn die Fu¨llho¨he des zweiten Tanks h2 die Ho¨he
H des Einfu¨llstutzens u¨berschreitet. Ist die Fu¨llho¨he h2 gro¨ßer als H, dann
ist das System gekoppelt, ansonsten handelt es sich um ein einseitig gekop-
peltes System.
Damit la¨sst sich aus den Massenbilanzen fu¨r die beiden Tanks das folgende
Differentialgleichungssystem zur Beschreibung der Fu¨llsta¨nde herleiten:
h1(0s) = 5m
h2(0s) = 4m
h˙1 =
1
A1
(
V˙zu − V˙12
)
h˙2 =
1
A2
(
V˙12 − V˙ab
)
Hierbei bezeichnen A1 und A2 die jeweiligen Querschnittsfla¨chen der Tanks.
1In der Gleichung ist dies nicht dargestellt.
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Abbildung 7.4: Zwei-Tank Beispiel
Die aus den Beha¨ltern austretenden Volumenstro¨me ergeben sich gema¨ß der
um einen Reibungsterm erweiterten Bernoulli-Gleichung als
V˙12 =
{
K(P12)
√
h1 − (h2 −H) , h2 ≥ H
K(P12)
√
h1 , h2 < H
V˙ab = K(Pab)
√
h2
Hierbei bezeichnen P12 und Pab die Positionen der Ventile V12 und Vab in der
Verbindungsleitung zwischen beiden Beha¨ltern sowie im Ablauf des Systems.
Die Funktion K ordnet jeder mo¨glichen Ventilposition P die entsprechende
Konstante zu.
Da die Benutzung der Bernoulli-Gleichung aus dem Zwei-Tank Beispiel ein
nicht stu¨ckweise lineares System machen wu¨rde, wird sie in der Simulation
nicht beru¨cksichtigt. Auf die Untersuchung nicht-linearer Systeme wird in
Kapitel 8 na¨her eingegangen.
Wird die Bernoulli-Gleichung durch eine lineare Approximation ersetzt, dann
ist die Darstellung des Modells fu¨r den einseitig gekoppelten Fall stu¨ckweise
linear.
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V˙12 =
{
Klin(P12)(h1 − (h2 −H)) , h2 ≥ H
Klin(P12)h1 , h2 < H
V˙ab = Klin(Pab)h2
Da die Kopplung einer konstanten Verschiebung entspricht (es kann daher
von einem affinen System gesprochen werden), ist diese fu¨r konstanten Zu-
fluss V˙zu als Werteverschiebung in der Eingangsmatrix B zu beobachten.
Wenn daher der Zufluss V˙zu als stu¨ckweise konstant und von Null verschie-
den angenommen werden kann, dann handelt es sich auch im gekoppelten
Fall um ein stu¨ckweise lineares System. In diesem Fall stellt die identifizirte
Eingangsmatrix B nicht mehr die wahre Eingangsmatrix B dar. Dies wird
weiter unten na¨her erla¨utert.
Die oben dargestellten Gleichungen sind in zeitkontinuierlicher Form ange-
geben. Fu¨r die Simulation und die anschliessende Identifikation wird mit der
entsprechenden zeitdiskreten Form gearbeitet:
h1(t+ 1) = a1,1h1(t) + a1,2h2(t) + (b1Vzu(t) + k1)
h2(t+ 1) = a2,1h1(t) + a2,2h2(t) + (b2Vzu(t) + k2)
Die Parameter ai,j, bi und ki mit i, j ∈ {1, 2} sind abha¨ngig von der aktuell
gu¨ltigen linearen Dynamik.
Hierzu wurde der Verlauf der Fu¨llho¨hen zeitdiskret simuliert. Der Verlauf der
Fu¨llho¨he h1 des ersten Tanks ist in Abbildung 7.5 zu sehen.
Die der Messreihe zugrunde liegende zeitdiskrete Dynamik teilt sich wie folgt
in lineare Teilstu¨cke auf:
Das System startet einseitig gekoppelt mit geringem Zufluss:2
(
h1
h2
)
(t+ 2s) =
(
0, 99 0
0, 01 0, 99
)(
h1
h2
)
(t) +
(
0, 04m
0m
)
Nach 200 Sekunden wird der Zufluss sprungartig erho¨ht, dies bewirkt jedoch
keine Vera¨nderung der linearen Dynamik:
2In der Darstellung werden zur besseren U¨bersichtlichkeit das Sto¨rrauschen und das
Messrauschen nicht dargestellt. Beide sind normalverteilt mit Varianz 0,001.
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Abbildung 7.5: Fu¨llho¨he h1 des ersten Tanks (Zwei-Tank Beispiel)
(
h1
h2
)
(t+ 2s) =
(
0, 99 0
0, 01 0, 99
)(
h1
h2
)
(t) +
(
0, 08m
0m
)
Nach 352 Sekunden ist die autonome Schaltbedingung h2 ≥ 5m erfu¨llt, so
dass sich hier die Dynamik a¨ndert:(
h1
h2
)
(t+ 2s) =
(
0, 99 0, 01
0, 01 0, 98
)(
h1
h2
)
(t) +
(
0, 03m
0, 05m
)
Die Dynamik a¨ndert sich auch zum Zeitpunkt 560 Sekunden durch das Auf-
treten eines Loches im Tank 1. Die aus dem Loch austretende Abflussmenge
ist um den Faktor 10 geringer als der Abfluss in den zweiten Tank:(
h1
h2
)
(t+ 2s) =
(
0, 989 0, 01
0, 01 0, 98
)(
h1
h2
)
(t) +
(
0, 03m
0, 05m
)
Hierzu wird in Abbildung 7.6 auch der Verlauf der Fu¨llho¨he h2 des zweiten
Tanks dargestellt.
Der Verlauf der Fu¨llho¨he h2 zeigt, dass die Schaltbedingung h2 ≥ 5m, welche
dem U¨berschreiten des Einfu¨llstutzens entspricht, wie oben angegeben zum
Zeitpunkt 352 Sekunden stattfindet.
Wie aus den Gleichungen zu erkennen ist, stellt die letzte Matrix nicht die
EingangsmatrixB dar, welche den Zusammenhang zwischen Einga¨ngen (hier:
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Abbildung 7.6: Fu¨llho¨he h2 des zweiten Tanks (Zwei-Tank Beispiel)
Zufluss) und Zusta¨nden (hier: Fu¨llho¨hen) widerspiegelt. Bei dieser Matrix
handelt es sich um die U¨berlagerung des Eingangseinflusses mit einem Kor-
rekturterm, der aus der unterschiedlichen Standho¨he der Tanks resultiert. Um
eine Identifikation der Eingangsmatrix B durchzufu¨hren mu¨sste eine konti-
nuierliche Vera¨nderung des Eingangs stattfinden. Dann wu¨rde ein stu¨ckweise
lineares Modell mit 3 dimensionalen Zustandsraum diese Daten abbilden.
Daher ist eine Bewertung der Identifikation der Eingangsmatrix B in dieser
Untersuchung nicht sinnvoll.
7.2.1 Zwei-Tank Identifikation
Die oben gegebene Messreihe wurde mit Hilfe des LS-Identifikationsverfahrens
als 2 dimensonales Modell identifiziert. Der Eingang (hier der Zufluss) wurde
als bekannte Gro¨ße angenommen. Der Korrekturterm wurde wie erwartet in
die identifizierte Eingangsmatrix B aufgenommen. Hierbei werden die Dyna-
mikwechsel bei den Zeitpunkten 376 Sekunden und 560 Sekunden bestimmt.
Der Eingangssprung, der zum Zeitpunkt 200 Sekunden stattfindet, wird kor-
rekt als solcher identifiziert und nicht in die Dynamikwechsel aufgenommen.
Zur Veranschaulichung des Ergebnisses wird die Eigendynamik des ersten
Tanks (durchgezogene Linie) und die identifizierte Eigendynamik des ersten
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Tanks (gepunktete Linie) in Abbildung 7.7 angegeben.
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Abbildung 7.7: Identifikation der Eigendynamik des ersten Tanks
Die identifizierte Eigendynamik des ersten Tanks ist mit der wahren Eigen-
dynamik des ersten Tanks im zweiten und dritten Abschnitt identisch, da der
zweite Sprungpunkt korrekt identifiziert wurde. Im ersten Abschnitt besteht
eine leichte Abweichung, da der Sprungpunkt zu einem spa¨teren Zeitpunkt
identifiziert wurde und damit Messpunkte mit anderer Dynamik in die Be-
stimmung der Dynamik des ersten Abschnitts aufgenommen wurden.
Bei der Untersuchung, warum der erste Dynamikwechsel nicht korrekt be-
stimmt wurde, stellte sich heraus, dass die Varianz der Daten nicht konstant
war. Da im ersten Teil mehr Rauschen auftritt als im Rest der Messreihe,
hat das LS-Identifikationsverfahren eine den Daten entsprechende Anpassung
vorgenommen.
7.3 Ergebnis
Aus den oben gemachten Untersuchungen ergibt sich, dass das LS-Identifika-
tionsverfahren in der Lage ist, stu¨ckweise lineare Systeme korrekt zu identi-
fizieren. Es erfu¨llt damit die in dieser Arbeit gegebene Zielsetzung.
U¨ber die Korrektheit hinaus ist allerdings auch interessant, in wie weit ein
Ergebnis erzielt werden kann, wenn die untersuchte Dynamik nicht stu¨ckweise
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linear ist, wie es in der Fragestellung (siehe Abschnitt 3.2) als Voraussetzung
gegeben war. Auf diese Frage soll im folgenden Kapitel na¨her eingegangen
werden.
Kapitel 8
Modellierung einer
Polykondensation
Im vorherigen Kapitel wurde das LS-Identifikationsverfahren auf seine Kor-
rektheit u¨berpru¨ft. In diesem Kapitel werden die Anwendungsmo¨glichkeiten
des LS-Identifikationsverfahrens mit Hilfe der Analyse einer nicht-linearen
Fragestellung gezeigt.
Untersucht wird die Polykondensation von Polyethlenterephthalat (PET)
[App96, Ges01]. Polyethlenterephthalat ist ein thermoplastischer Kunststoff
und geho¨rt zu den weltweit am meisten produzierten Polyestern. Aus PET
werden Fasern, reißfeste Folien, Getra¨nkeflaschen und Formteile fu¨r Industrie
und Haushalt hergestellt.
Fu¨r vorgenommene Analyse wird das folgende Differentialgleichungssystem
zur Modellierung des Systemverhaltens zugrunde gelegt [App96, S.50]1:
x˙1 = −βa (x1 − x∗1) +
1
2
k1
(
x22 − 8x1
(
x30 +
x20 − x2
2
))
x˙2 = −k1
(
x22 − 8x1
(
x30 +
x20 − x2
2
))
1Erla¨uterungen zu den einzelnen Gro¨ßen findet sich in [App96]. x∗
1
steht fu¨r die Kon-
zentration von x1 in der Phasengrenzfla¨che.
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Bis auf die OH-Gruppenkonzentration2 x2 und Stofftransportparameter βa
werden die Parameter des nicht-linearen Modells im weiteren nicht mehr
beno¨tigt. Die messbare Gro¨ße in diesem System ist die OH-Gruppenkonzentra-
tion x2. Der Stofftransportparameter βa ha¨ngt in komplexer Weise vom
Druck und von der Viskosita¨t der Schmelze ab und damit auch von der
Temperatur. Mit Einsetzen der Blasenbildung vergro¨ßert sich der Stofftrans-
portparameter βa sehr stark. Es wird vorrausgesetzt, dass diese Blasenbil-
dung erkannt wird. Daher wird der Stofftransportparameter βa als bekannter
Eingangswert genommen.
Fu¨r die Untersuchung mit dem LS-Identifikationsverfahren wurde die Zeitrei-
he x2(t) als eindimensionale Ausgangsgro¨ße des Systems und die Zeitreihe
βa(t) als Eingangsgro¨ße des Systems gema¨ß den zitierten Modellannahmen
verwendet.
Das Ziel dieser Analyse ist die Bewertung des LS-Identifikationsverfahrens.
Aus diesem Grund wird die Fragestellung als Black Box Modellierung, also
ohne die Verwendung von physikalischem Wissen durchgefu¨hrt.
Hierfu¨r wird ein Prozess simuliert bei dem die Eingangsgro¨ße βa konstant
bei 0, 01 bis zum Zeitpunkt 2395 Sekunden gehalten wird. Dann findet ein
Steuerungseingriff statt, welcher die Eingangsgro¨ße βa auf 0, 04 sprunghaft
ansteigen la¨sst.
Damit wird der in Abbildung 8.1 dargestellte Verlauf der Ausgangsgro¨ße x2
beobachtet:
Im Weiteren wird somit als Wissen u¨ber den Prozess lediglich der Verlauf
der Ausgangsgro¨ße x2 und der Eingangsgro¨ße βa als bekannt vorausgesetzt.
Um auf die fu¨r stu¨ckweise lineare Modelle verwendete Notation zu kommen
wird x2 durch y und βa durch u ersetzt. Damit la¨sst sich das fu¨r den PET
Prozess benutzte Modell wie folgt darstellen:
x(t+ 1) = A(t)x(t) +B(t)u(t) + (t)
y(t) = x(t) + ε(t)
mit (t) ∼ N (0, Q(t)) und ε(t) ∼ N (0, R(t))
Da das beobachtete System eindimensional ist, wird die Untersuchung aus-
schliesslich fu¨r ein eindimensionales Modell durchgefu¨hrt. Damit sind auch
2Die Bezeichnungen x2 und βa werden zur besseren U¨bersichtlichkeit zuna¨chst analog
zu [App96] weiterbenutzt.
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Abbildung 8.1: Verlauf von x2 bei PET-Simulation
die Matrizen A, B, Q und R eindimensional. Eindimensionale Matrizen
ko¨nnen auch als Parameter bezeichnet werden. Zur einheitlichen Bezeich-
nung wird in diesem Kapitel der Begriff Matrix auch fu¨r eindimensionale
Matrizen beibehalten.
8.1 Identifikation der PET-Simulation
Wie oben erwa¨hnt findet eine Black Box Identifikation des PET-Prozesses
statt.
Fu¨r einen ersten Lauf der LS-Identifikation wurden die Parameter k = 0, 0005,
α = 5 und l = 0, 005 zur Steuerung der Absta¨nde der Dynamikwechsel be-
nutzt (siehe dazu auch Abschnitt 6.1.1).
Diese Parameter ergeben den folgenden Verlauf der gescha¨tzten Systemma-
trix A. Zum besseren Auffinden des Sprungpunktes wird auch die Messreihe
des PET Prozesses in Abbildung 8.2 angezeigt:
Diese Grafik zeigt, dass der Prozess im Zeitintervall 600 Sekunden bis 1200
Sekunden seine Dynamik im Vergleich zu mo¨glichen Linearisierungen stark
a¨ndert, da hier die stu¨ckweise lineare Dynamik o¨fter angepasst wird.
Auch ist die Dynamika¨nderung, welche durch den Sprung der Eingangsgro¨ße
βa beim Zeitpunkt 2395 Sekunden verursacht wurde, deutlich zu erkennen.
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Abbildung 8.2: Verlauf der Systemmatrix A bei PET, grobe LS-Identifikation
Da dieses Ergebnis jedoch noch nicht aussagekra¨ftig genug ist, wird die
Auflo¨sung erho¨ht. Es wird die feinste Auflo¨sung betrachtet, das bedeutet,
dass die Parameter k und l jeweils auf 0 gesetzt wurden. Somit ist der Straf-
term fu¨r Spru¨nge, wie er in Abschnitt 6.1.1 eingefu¨hrt wurde, auf Null gesetzt.
Zur Kompensation wird eine Mindestla¨nge der Dynamik von 10 Abtastschrit-
ten gefordert.
Damit ergibt sich der in Abbildung 8.3 dargestellte Verlauf fu¨r die System-
matrix A:
Bei dieser Einstellung der Gu¨teparameter la¨sst sich der Verlauf der System-
matrix A deutlich erkennen. Er steigt kontinuierlich bis zum Eingangssprung.
Dieser Sprung bewirkt, dass A wieder auf einen niederen Wert fa¨llt. Von
dort aus steigt A wieder kontinuierlich. Der Anstieg ist im zweiten Abschnitt
deutlich schneller als im ersten Abschnitt. Da der Wert der Systemmatrix A
gegen den Wert 1 konvergiert bedeutet dies, dass der Prozess immer lang-
samer wird. Durch den Sprung des Eingangswertes βa findet jedoch noch
einmal eine Beschleunigung der Prozessdynamik statt.
Neben der Systemmatrix A wird auch die Eingangsmatrix B betrachtet.
Die Aussagekraft des Verlaufes der Eingangsmatrix B war bei der groben
Auflo¨sung noch sehr gering, daher wird in Abbildung 8.4 nur der Verlauf der
Eingangsmatrix B fu¨r die feine Auflo¨sung angegeben (auch hier wird zum
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Abbildung 8.3: Verlauf der Systemmatrix A bei PET, feine LS-Identifikation
besseren U¨berblick gleichzeitig die Messreihe gezeigt):
Der Wert der Eingangsmatrix B nimmt kontinuierlich ab. Diese Abnahme
wird auch nicht nennenswert durch die Vera¨nderung des Eingangswertes βa
beeinflusst.
Dies zeigt, dass der Einfluss des Eingangswertes βa auf den Prozess immer
geringer wird. Da die Vera¨nderung des Eingangswertes βa keine sichtbare
Vera¨nderung dieses Einflusses bewirkt hat, kann angenommen werden, dass
dieser Einfluss sich zumindest lokal linear verha¨lt.
8.2 Analyse der PET-Simulation
Mit Hilfe der LS-Identifikation auf grober Auflo¨sung zeigt sich, dass sich der
untersuchte PET-Prozess im Bereich zwischen 600 Sekunden und 1200 Sekun-
den nicht-linear verha¨lt. Verfahren, welche auf einer lokalen Linearisierung
beruhen, ko¨nnen an dieser Stelle den Prozess nur schlecht approximieren. Da-
her liefern nicht-lineare Verfahren, wie der Extended Kalman-Filter [Gel74]
oder der nicht-lineare Luenberger Beobachter [Zei77] an dieser Stelle bessere
Ergebnisse.
Dass das Verfahren hier nicht die Qualita¨t eines nicht-linearen Verfahrens
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Abbildung 8.4: Verlauf der Eingangsmatrix B bei PET, feine LS-
Identifikation
besitzt, war zu erwarten. Es ist bei einem Black-Box Ansatz jedoch notwen-
dig zu pru¨fen, ob auch in einem solchen Fall verwendbare Ergebnisse erzeugt
werden ko¨nnen.
Da eine Black-Box Modellierung benutzt wurde, wird auch im Weiteren nicht
auf die physikalischen Eigenschaften und Interpretationen eingegangen, son-
dern eine abstrakte Analyse der Messreihe vorgenommen.
Auf der feinen Auflo¨sung kann das driftende Verhalten der linearen Dyna-
mik erkannt werden. Da die Systemmatrix A gegen 1 konvergiert, wird der
Prozess immer langsamer wobei die Erho¨hung der Eingangsgro¨ße βa die Ge-
schwindigkeit noch einmal erho¨ht. Hierbei zeigt sich, dass die Verlangsamung
des Prozesses nach dem Eingangssprung deutlich schneller ist, als vor dem
Eingangssprung. Dies deutet an, dass eine konstante Erho¨hung der Eingangs-
gro¨ße βa die Prozessgeschwindigkeit nicht stabil halten kann.
Der Einfluss der Eingangsgro¨ße βa auf den Prozess, wie er sich in der Abnah-
me der Eingangsmatrix B widerspiegelt, fa¨llt mit der Zeit ab. Die Eingangs-
gro¨ßenvera¨nderung zeigt, dass der Prozess noch einmal beschleunigt wurde,
daher kann ohne weitere Messungen nicht davon ausgegangen werden, dass
dieser Einfluss nicht nur auf spezifischen Eigenschaften dieses Verlaufes be-
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ruht. Es kann lediglich ein Zusammenhang erkannt werden. Dieser Zusam-
menhang ist aber nicht mit Hilfe einer zeitvarianten linearen Abbildung, wie
dem Eingangsmatrixverlauf B(t), vollsta¨ndig erfassbar.
Diese Analyse stellt das mit Hilfe der LS-Identifikation erreichbare Ergebnis
unter Black Box Bedingungen dar.
Wird der Verlauf mit Hilfe des durch die Simulation gewonnenen Modells si-
muliert, dann ergibt sich bei Benutzung des groben Modells eine Abweichung
zur urspru¨nglichen Messreihe von durchschnittlich 1%, mit einer maximalen
Abweichung von 2,5%. Bei Verwendung des feinen Modells sinkt diese Ab-
weichung auf durchschnittlich 0,036% und einer maximalen Abweichung von
0,34%.
Der große Vorteil der Betrachtungsweise mit Hilfe des LS-Identifikationsver-
fahrens ist, dass die Feinheit, in der die Daten betrachtet werden, manuell ge-
steuert werden kann. So ko¨nnen durch die stu¨ckweise lineare Darstellung un-
bedeutende Anteile gut herausgefiltert werden. Dies fu¨hrt zu einer Erho¨hung
der Interpretierbarkeit der Ergebnisse.
Abschließend zeigt sich damit, dass selbst nicht-lineare Systeme wie die Poly-
kondensation von Polyethlenterephthalat mit Hilfe eines stu¨ckweise linearen
Modells auf verwendbare Weise darstellen lassen.
8.3 Verrauschte PET-Simulation
Zum Abschluss der Modellierungen wird hier noch eine Untersuchung der
Anfa¨lligkeit des Programms, mit dem die LS-Identifikation betrieben wurde,
auf Rauschen untersucht.
Wird statt dem korrekten Verlauf der PET-Simulation eine um einen Prozent
vom Absolutwert verrauschte Zeitreihe angenommen, dann la¨sst sich lediglich
noch die in Abbildung 8.5 gezeigte maximale Einteilung fu¨r die Systemmatrix
A erreichen:
Dementsprechend ist auch die maximale Einteilung, welche fu¨r die Eingangs-
matrix B erreicht werden kann auf drei beschra¨nkt. Dies zeigt Abbildung 8.6:
Dies zeigt, dass das Programm zur LS-Identifikation stark rauschanfa¨llig ist.
Fu¨r eine weitere Untersuchung dieser Eigenschaft wird der gleiche Datensatz
untersucht, aber eine Filterung vorgeschaltet.
104 KAPITEL 8. MODELLIERUNG EINER POLYKONDENSATION
Abbildung 8.5: Verlauf der Systemmatrix A bei PET, verrauscht
Bei der Verwendung eines Filters zur Vorbereinigung der Daten muss beach-
tet werden, dass der verwendete Filter keine eigenen Dynamikeigenschaften
besitzen darf, welche die Dynamikwechsel3 beeinflusst. Daher wird auf die
Verwendung eines Tiefpassfilter [CH96] verzichtet. Hier wurde ein zentrierter4
gleitender Mittelwert [KK92] verwendet und das brachte die in Abbildung
8.7 dargestellte Verbesserung. Diese Abbildung stellt die feinste Auflo¨sung,
die fu¨r den Verlauf der Systemmatrix A erreicht werden konnte, dar.
Auch der Verlauf der Eingangsmatrix B konnte, wie in Abbildung 8.8 dar-
gestellt, deutlich besser bestimmt werden:
8.3.1 Analyse der verrauschten PET-Simulation
Die Genauigkeit des Programms, mit dem die LS-Identifikation durchgefu¨hrt
wurde, konnte durch eine vorgeschaltete Filterung verbessert werden. Eine
Filterung bringt keinerlei neue Informationen in das System ein. Auch wurde
das Program fu¨r die Durchfu¨hrung mit vorgeschalteter Filter nicht modi-
fiziert. Daher fand, durch die Einbeziehung der Dynamik des Filters, eine
systematische Fehleinscha¨tzung statt.
3Selbst wenn der Filter die Dynamikwechsel nicht beeinflusst, so beeinflusst er trotzdem
die Dynamik.
4Zentriert bedeutet, dass die Werte vor und nach dem Messpunkt in gleichem Maße in
die Mittelung eingehen.
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Abbildung 8.6: Verlauf der Eingangsmatrix B bei PET, verrauscht
Aufgrund dieser Beobachtung, wird davon ausgegangen, dass die Anfa¨lligkeit
des verwendeten Programms gegen Rauschen, maßgeblich durch eine Feh-
lerakkumulierung bei dem Zusammenspiel der einzelnen Programmroutinen
hervorgerufen wird. Es kann nicht abschließend gekla¨rt werden, ob dies durch
die Ungenauigkeit der Identifikation der kontinuierlichen linearen Dynamik,
eine Rundungsfehlerfortpflanzung oder die Untersuchung nicht-linearer Dy-
namiken hervorrufen wird. Aufgrund der Arbeit mit dem Programm wird an-
genommen, dass die rapide Verschlechterung auf die Verwendung der Matlab-
Routine n4sid zuru¨ckzufu¨hren ist, mit der die kontinuierlichen linearen Dy-
namiken berechnet werden.
Diese Bewertung fu¨hrt zu dem Schluss, dass eine Verbesserung des Pro-
gramms prima¨r von der Verwendung einer speziell auf die Bedu¨rfnisse der LS-
Identifikation abgestimmten Identifikation der linearen Dynamiken abha¨ngt.
Trotz dieser Schwierigkeit zeigt sich, dass das LS-Identifikationsverfahren feh-
lerfrei arbeitet. Es wird ausschließlich die maximale Feinheit, mit der die
Messreihe betrachtet werden kann, eingeschra¨nkt.
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Abbildung 8.7: Verlauf der Systemmatrix A bei PET, gefiltert
Abbildung 8.8: Verlauf der Eingangsmatrix B bei PET, gefiltert
Kapitel 9
Zusammenfassung und Ausblick
9.1 Zusammenfassung
In dieser Arbeit wurde die Identifikation hybrider Systeme untersucht. Da
sich jede Zeitreihe durch eine unendlich oft stetig differenzierbare Funktion
darstellen la¨ßt, ist eine Beschra¨nkung der kontinuierlichen Dynamiken not-
wendig. Hier wurden als kontinuierliche Dynamiken lineare Dynamiken zu-
gelassen, da diese den Vorteil besitzen, alle auftretenden Verteilungen durch
Erwartungswert und Kovarianz vollsta¨ndig beschreiben zu ko¨nnen.
Da es sich bei der Identifikation um die Feststellung einer U¨bereinstimmung
handelt, stellt jedes Identifikationsverfahren ein Auswahlverfahren dar. Wis-
sen ist dabei immer als eine Einschra¨nkung an die Zula¨ssigkeit dieser Aus-
wahl zu bewerten. Durch diese Formulierung des Wissensbegriffes wurde die
Implementierung von beliebigem Wissen ermo¨glicht.
Die Betrachtungsweise der Identifikation als Auswahlverfahren fu¨hrte zu dem
in der Mathematik fu¨r derartige Strukturen am ha¨ufigsten verwendeten Aus-
wahlverfahren. Dies ist der Maximum-Likelihood-Scha¨tzer. Mit dem ML-
Identifikationsverfahren wurde diese Fragestellung fu¨r stu¨ckweise linearen
Modelle abschliessend behandelt.
Da das ML-Identifikationsverfahren jedoch nur sehr begrenzt technisch um-
setzbar ist, wurde es zum LS-Identifikationsverfahren modifiziert, welches
nicht mehr auf einem Maximum-Likelihood Ansatz beruht, sondern eine
Least-Squares Methodik verwendet.
Bei der Untersuchung von Messreihen, die auf einer stu¨ckweise linearen Dy-
namik beruhten, zeigte sich, dass das LS-Identifikationsverfahren in der Lage
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ist, die linearen Dynamiken und die Lage der Sprungpunkte korrekt zu iden-
tifizieren.
Daru¨ber hinaus wurde das LS-Identifikationsverfahren zur Untersuchung des
nicht-linearen PET-Prozesses verwendet. Hier zeigte sich, dass es auch zur
Identifikation bei nicht-linearen Fragestellungen geeignet ist.
9.1.1 Sta¨rken und Schwa¨chen
Die Sta¨rke des entwickelten ML-Identifikationsverfahren ist die Absicherung
durch die Theorie. Damit stellt es ein Gu¨temaß dar, mit dem andere Verfah-
ren auf ihre Verla¨sslichkeit bewertet werden ko¨nnen. Aufgrund der Schwie-
rigkeiten bei der Umsetzung in ein Programm, ist der Vergleich mit anderen
Verfahren bisher noch nicht erfolgt.
Das entwickelte LS-Identifikationsverfahren ist eine Black Box Identifikation
stu¨ckweise linearer Systeme. Es ist damit das erste Programm, welches mit
diesem Ansatz umgesetzt wurde. Durch seinen bewertenden Suchalgorith-
mus ist es recheneffizient. Außerdem treten keine strukturierten Fehler beim
LS-Identifikationsverfahren auf. Dazu kommt ein hohes Maß an Interpre-
tierbarkeit der ausgegebenen Analyse. Dies ermo¨glicht es, auch nicht-lineare
Systeme mit stu¨ckweise lineareren Systemen so zu beschreiben, dass das Er-
gebnis verwendbar ist.
Die Schwa¨che des LS-Identifikationsverfahrens liegt darin, dass das Verfahren
sich nicht recheneffizient erweitern la¨sst. Die Ursache hierfu¨r ist der globale
Ansatz, der zur stu¨ckweise linearen Identifikation beno¨tigt wird. Dieser gibt
einen Komplexita¨tsgrad vor, der eine Folgenabscha¨tzung fu¨r weitere Verein-
fachungen praktisch unmo¨glich macht. Damit eignet sich das Verfahren zwar
fu¨r die Interpretation und Bewertung nicht stu¨ckweise linearer Systeme, aber
es la¨ßt sich nicht durch Na¨herungsverfahren oder Abscha¨tzungen in seiner
Rechenleistung optimieren.
Außerdem la¨sst sich nicht ausschließen, dass Fehlerfortpflanzungen von Run-
dungsfehlern stattfinden. Dies Verifikation und Validierung des Programm-
codes wa¨re vor einem Einsatz in industriellen Maßstab zwingend erforderlich.
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9.2 Ausblick
Der theoretische Teil der Identifikation von stu¨ckweise linearen Systemen aus
Zeitreihen ist umfassend behandelt worden, offen hingegen sind noch einige
Fragen der praktischen Umsetzung:
a) In dieser Arbeit wurde auf die Untersuchung von Zeitreihen verzichtet, wel-
che durch eine asynchrone Abtastung (unterschiedlich getaktete Messungen)
entstehen. Dies ha¨tte keine weiteren Erkenntnisse u¨ber die Qualita¨t dieses
Ansatzes erbracht, es hat jedoch unter anderem zur Folge, dass die Annah-
me benutzt wurde, dass Dynamikwechsel nur wa¨hrend der Messzeitpunkte
auftreten ko¨nnen.
Wird ein asynchroner Algorithmus verwendet, so ist die modellierte Abtas-
tung feiner als die der Messreihe wa¨hlbar, und somit eine Lokalisation des
Dynamikwechsels mo¨glich, welcher genauer ist als die Abtastzeit des unter-
suchten Systems.
b) Es wurden keine Annahmen u¨ber die hinter der diskreten Dynamik liegen-
den Steuerung getroffen, da derartige Untersuchungen erst nach der in dieser
Arbeit vorgestellten Identifikation mo¨glich sind. Nach der LS-Identifikation
sind die einzelnen kontinuierlichen Dynamiken und die Zeitpunkte der Dy-
namikwechsel bekannt. Soll jedoch u¨ber die in dieser Arbeit untersuchte Fra-
gestellung hinaus auch noch diese Steuerung identifiziert werden, so muss
zuna¨chst eine Heuristik fu¨r das Finden der geeigneten inneren Zusta¨nden
benutzt werden. Dies ist bei White Box Modellierungen gegeben, jedoch
bei Black Box Modellen nur eingeschra¨nkt mo¨glich. Liegen diese inneren
Zusta¨nde vor, dann la¨sst sich die Steuerungseigenschaft mit Hilfe eines Cluster-
ing-Verfahrens, wie zum Beispiel bei [Hof99], bestimmen.
c) Aufgrund der Programmierung in der Programmiersprache Matlab, wur-
den Subroutinen verwendet, fu¨r die keine exakten Erkenntnisse u¨ber die da-
zugeho¨rige Rechengenauigkeit vorlagen. Da diese jedoch kompliziert verschal-
tet werden mussten, wird davon ausgegangen, dass Einschra¨nkungen in der
erreichbaren Genauigkeit (siehe dazu Abschnitt 8.3.1) vorliegen. Sollte sich
diese Vermutung besta¨tigen, dann liegt darin ein großes Potential dieses Ver-
fahren auch fu¨r kompliziertere und verrauschtere Messreihen aussagekra¨ftig
zu machen. Dies liegt daran, dass abgestimmte Programmierung von linea-
ren Scha¨tzalgorithmen wie ein interner Fehlerfilter wirken wu¨rden. Außerdem
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wird davon ausgegangen, dass die sich so beeinflussenden Rundungen einen
konstanten Shift erzeugen, der exponentiell (oder schneller) zum Messrau-
schen anwa¨chst.
d) Die Mo¨glichkeit eine u¨bergeordnete Dimensionsuntersuchung durchzufu¨h-
ren wurde theoretisch vorgestellt, aber nicht in Programmcode umgesetzt,
da es fu¨r die untersuchten Beispiele nicht notendig war.
9.3 Abschluss
Mit dem LS-Identifikationsverfahren ist fu¨r einen theoretischen Ansatz die
abschließende Lo¨sung fu¨r die Problematik der Black Box Identifikation von
stu¨ckweise linearen Systemen gefunden. Dieses Verfahren ist ohne erhebliche
Einschra¨nkungen an seine Verla¨sslichkeit nicht weiter zu vereinfachen.
Zwar liegen im Bereich der technischen Umsetzung noch einige Mo¨glichkeiten
zur Verbesserung, es bleibt aber zu beachten, dass eine Identifikation immer
eine Beobachtung der Realita¨t als Beobachter erster Ordnung ist [Foe93]. Er
erfasst also nur das sichtbare Input-Output Verhalten des Systems. Will man
die Eigenschaften einer Anlage analysieren, so beno¨tigt man einen Beobach-
ter zweiter Ordnung. Dieser beobachtet (analysiert) die Beobachtung und
zieht daraus Schlu¨sse, welche weiteren Inputs in das System gegeben werden
mu¨ssen, um ein ausreichendes Bild u¨ber den Zustand der Anlage zu erhalten.
Fu¨r einen Beobachter zweiter Ordnung bietet das LS-Identifikationsverfahren
ausreichende Interpretationen einer Anlage. Eine weitere Vertiefung wu¨rde
zwar zu einer feineren Auflo¨sung fu¨hren, doch gleichzeitig wu¨rde der Beob-
achter mit Daten u¨berflutet werden, die ihm bei der Analyse der Anlage
keinen weiteren Nutzen bringen wu¨rden.
Anhang
Die Definition hybrider Systeme
Wie bereits in Abschnitt 2.4 erla¨utert, la¨sst sich die in dieser Arbeit gewa¨hlte
Darstellung fu¨r zeitdiskrete, stu¨ckweise lineare Systeme auch auf hybride
Systeme verallgemeinern. Mit Hilfe der folgenden Definition la¨sst sich zeigen,
dass, zumindest von Seiten der Theorie, sich das Identifikationsverfahren auf
die Identifikation hybrider Systeme erweitern la¨sst.
Definition eines hybriden Systems
Ein hybrides dynamisches System wird definiert als ein 8-Tupel:
HS := (X,U, Y,Γ,M,DV , µ, ν)
mit:
• einem Messraum (X,A) (Zustandsraum);
• einem Raum U (Eingangsraum);
• einem Messraum (Y, C) (Ausgangsraum);
• einer Halbgruppe Γ mit Neutralelement n (Zeit);
• einer Menge M ⊆ {(m1,m2)|m1 : (X,U,Γ) 7→ P[X] mit m1 stetig,
m1(x, u, n) = δx und m1(m1(x, u, γ1), u, γ2) = m1(x, u, γ1 + γ2) und
m2 : (X,U,Γ) 7→ P[Y ] mit m2 stetig und m2(x, u, γ1) ∗m2(x, u, γ2) =
m2(x, u, γ1 + γ2)} von kontinuierlichen dynamischen Systemen(Modi);
• einem Funktionenraum DV ⊆ {d : Γ 7→M}, der die mo¨glichen Verla¨ufe
des diskreten Zustandes u¨ber die Zeit widerspiegelt;
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• einer Verteilung µ, welche das Sto¨rrauschen charakterisiert;
• und einer Verteilung ν, welche das Messrauschen charakterisiert.
Damit ist, zu gegebener Startverteilung Px0 , jedem d ∈ DV ein Wahrschein-
lichkeitsmaß Pd auf Y
Γ zugeordnet.
Diese Wahrscheinlichkeitsmaße Pd erfu¨llen alle Voraussetzungen, welche an
die stu¨ckweise linearen Wahrscheinlichkeitsmaße Pd aus der Definition in Ab-
satz 2.4.1 gestellt wurden. Wie allerdings bereits in Absatz 2.4.4 erla¨utert
wurde, ist die Bestimmung der Wahrscheinlichkeitsmaße Pd fu¨r hybride Mo-
delle technisch im Allgemeinen nicht umsetzbar.
Optimale Gesamtscha¨tzung aus verschiedenen
Scha¨tzungen
In diesem Abschnitt wird erkla¨rt, wie aus verschiedenen unabha¨ngigen Scha¨tz-
ungen eines Wertes, der von einer normalverteilten Sto¨rung u¨berlagert ist,
eine optimale Gesamtscha¨tzung gewonnen werden kann [Wit85]. Dieser Ab-
schnitt bezieht sich auf kein konkretes Kapitel, sondern stellt impliziet ge-
nutztes Wissen vor.
Die hier verwendeten Angaben sind, der leichter versta¨ndlichen Schreibweise
wegen, nur eindimensional, sie gelten aber analog auch im Mehrdimensiona-
len.
Ein normalverteilter Scha¨tzer s ist immer das Paar aus seinem Erwartungs-
wert a und seiner Varianz v [s ∼ (a, v)]. Sind verschiedene Scha¨tzungen si
vorhanden, die voneinander unabha¨ngig sind und die den gleichen Wert w
scha¨tzen, dann ko¨nnen sie zu einer optimalen Gesamtscha¨tzung S vereinigt
werden. Die Scha¨tzung ist optimal, da sie eine erwartungstreue Scha¨tzung ist,
deren Varianz nicht gro¨ßer als die Varianz jedes anderen erwartungstreuen
Scha¨tzers fu¨r den Wert w ist.
S ∼


∑
i
(∏
j 6=i vj
)
ai∑
i
(∏
j 6=i vj
) , ∏i vi∑
i
(∏
j 6=i vj
)


Insbesondere ergibt sich daraus fu¨r zwei Scha¨tzungen s1 und s2:
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S ∼
(
v2a1 + v1a2
v1 + v2
,
v1v2
v1 + v2
)
Auch zeigt die Formel, dass fu¨r n Scha¨tzungen mit gleicher Varianz v das
arithmetische Mittel der beste Scha¨tzer ist:
S ∼
(
1
n
∑
i
ai,
v
n
)
Damit ist gezeigt, wie aus verschiedenen Scha¨tzungen ein gemeinsamer Scha¨tz-
er erzeugt werden kann. Die Voraussetzung fu¨r diese einfache Formel ist le-
diglich, dass es sich um normalverteilte Scha¨tzungen handelt und diese von-
einander unabha¨ngig sind.
Aufgrund der Struktur des Modellierungsansatzes (Messreihe, innerer Zu-
stand) ist die Unabha¨ngigkeit der Scha¨tzungen immer durch eine Unabha¨ngig-
keit der Wege, welche von der Messung zu dem Wert w zuru¨ckgelegt werden,
gewa¨hrleistet. Daher findet bei diesem Modellierungsansatz eine Sequenzie-
rung der U¨berlagerung statt.
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