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Abstract – We present a general formalism for computing the largest Lyapunov exponent and its
fluctuations in spatially extended systems described by diffusive fluctuating hydrodynamics, thus
extending the concepts of dynamical system theory to a broad range of non-equilibrium systems.
Our analytical results compare favourably with simulations of a lattice model of heat conduction.
We further show how the computation of the Lyapunov exponent for the Symmetric Simple
Exclusion Process relates to damage spreading and to a two-species pair annihilation process, for
which our formalism yields new finite size results.
The long history of cross-fertilisation between statisti-
cal mechanics and chaos theory has led to the emergence
of many subfields where they are deeply intertwined [1],
from the foundation of statistical physics [2–5], to the dis-
covery of the fluctuation theorems [6, 7] and the study of
random dynamical systems [8–11]. Paramount here is the
idea that studying fluctuations of dynamical observables
could allow one to extend statistical mechanics from con-
figuration space into trajectory space. Indeed, while the
usual statistical mechanics tells us about the phases of a
given system, it remains silent about their dynamical na-
ture. Working in trajectory space allows one to answer
this question in an elegant way.
Over the past ten years, a number of methods have
been found for studying fluctuations directly in trajec-
tory space [12–24] whence revealing novel dynamical phase
transitions. Perhaps the most salient example is that of
glassy systems, whose statics do not differ from their liquid
counterpart but whose dynamics display a drastic slow-
ing down. These have recently been studied by classi-
fying trajectories according to their level of dynamic ac-
tivity [21, 25–27]. While the activity is easy to define for
lattice-based kinetically constrained models [21], quantify-
ing it in realistic physical systems such as molecular glasses
has always involved a great deal of arbitrariness: the need
to distinguish cooperatively rearranging regions from local
rattling leads to ad hoc constructions based on a posteriori
knowledge of the dynamic evolution [24,27,28].
A natural path to circumvent this problem is to rely on
more fundamental quantities, such as the Lyapunov ex-
ponents (LEs) that form the basis of the thermodynamic
formalism of Bowen, Ruelle and Sinai [29]. Connections
between the Lyapunov spectrum and transport coefficients
have been investigated in the recent past [1, 30] and sug-
gest that dynamical phase transitions involving the cur-
rent of some conserved quantity could also be understood
in terms of fluctuations of the Lyapunov spectrum. In
fact, Lyapunov exponents may well prove to be the unify-
ing concept behind the variety of known dynamical phase
transitions. Unfortunately, studying their fluctuations is a
notoriously difficult task that, in spite of a large effort from
the community, has been carried out mostly in low dimen-
sions [31–33] (with some notable exceptions [34–38]). For
deterministic systems, computations in high dimensions
appear out of reach, beginning with the difficult task to
find their SRB measures, which are crucial to properly
define averages and fluctuations. Fortunately, many sys-
tems of interest effectively have, to an excellent level of
approximation, stochastic dynamics. Then ergodic issues
are bypassed and fluctuations are easier to access as they
correspond to different noise realisations. There are sev-
eral ways to define LEs for stochastic dynamics depending
on context and goals [8–11] but studying their fluctuations
in high dimensions remains very challenging, with few re-
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sults available [37,38].
Of course, real condensed matter systems are spatially
extended and endowed with interactions; the study of
chaotic properties of high-dimensional systems is thus of
great interest [39, 40]. When studying collective phenom-
ena, like the glass transition, our interest is not in the
individual behavior of single particles but rather in the
emergent behavior of the system. In other words, we are
interested in collective modes, rather than in microscopic
degrees of freedom. Characterising the fluctuations of LEs
of collective modes is thus both an important goal and a
difficult task.
In this Letter, we show how this program can actually
be carried out analytically for a class of many-body inter-
acting systems, whose dynamics is described by diffusive
fluctuating hydrodynamics. Such a description applies to
systems devoid of long-range interactions (for which spe-
cial precautions must be taken [41]) and, despite being
intuitively appealing, can be mathematically challenging
to establish [42]. For the sake of concreteness, we first
introduce a paradigmatic example of such models: the
Kipnis-Marchioro-Presutti (KMP) model of heat conduc-
tion [43]. Then, we show how the Macroscopic Fluctua-
tion Theory (MFT) [14–16,18,20,44–49], which has proven
successful in the study of current or activity fluctuations,
can be extended to calculate the large-deviation function
of the largest LE. We validate our MFT-based analytical
results using simulations of a lattice model. Finally, we
present how our results on the LEs connect, somewhat
unexpectedly, to damage spreading and to a two-species
pair annihilation reaction-diffusion process.
The KMP model is a chain of L oscillators1, in which
the energy εi > 0 is redistributed stochastically between
nearest neighbours at fixed rate γ according to:
(εj , εj+1)
rate γ−−−−→ (p (εj + εj+1) , (1− p) (εj + εj+1))
where for each event p is sampled from a uniform distribu-
tion on [0, 1]. The total energy is conserved in each update,
which accounts for this model being one of the simplest
for which Fourier’s law can be proven analytically [43].
To define the LEs, let us consider two copies of the sys-
tem, {εi} and {ε′i}, which evolve with the same noise real-
isations. In practice this means taking the same redistri-
bution time (given by an exponential law of parameter γ)
for each bond and the same redistribution parameter p at
each activation in the two copies. We can then follow the
time evolution of the difference between the two copies,
ui = ε′i − εi, and define from this the largest (finite-time)
LE λ˜(t) as
λ˜(t) ≡ 1
t
ln |u(t)||u(0)| , with |u(t)|
2 ≡
L∑
i=1
u2i (t) . (1)
1Periodic boundary conditions are assumed throughout the entire
article.
The LE λ˜(t) – we omit the adjective “largest” below – tells
us how small perturbations are amplified or eliminated
by the dynamics. If λ˜(t) < 0, the copies of the systems
converge towards identical energy profiles. Conversely, if
λ˜(t) > 0, the difference between the two copies diverges,
and a small perturbation on the initial configuration com-
pletely changes its subsequent evolution. Since this system
is stochastic, generic initial conditions are quickly forgot-
ten and the LE should not depend on them in the large-
time limit.
It would be a formidable task to keep track of the L
individual stochastic variables. Since we are interested
in the macroscopic properties of our model, we adopt a
fluctuating hydrodynamics description, which accounts for
the stochastic evolution of collective modes in the large L
limit. In this approach, space and time are rescaled by
the system length and the diffusive relaxation time of a
macroscopic fluctuation: x = i/L and τ = t/L2. The
local energy εi(t) then turns into a smoothly varying field
ρ(x, τ), which evolves according to a continuity equation
∂τρ(x, τ) + ∂x j(x, τ) = 0 . (2)
The current j(x, τ) comprises a deterministic contribution
arising from Fick’s law and a stochastic one accounting for
the fluctuations around this typical behaviour:
j(x, τ) = −D(ρ) ∂xρ−
√
σ(ρ)
L
ξ(x, τ) (3)
where ξ(x, τ) is a Gaussian white noise with correlations
〈ξ(x, τ) ξ(x′, τ ′)〉 = δ(x−x′) δ(τ−τ ′). Equation (3) shows
the benefit of replacing microscopic variables by a contin-
uous stochastic field: the noise vanishes in the large L
limit.
This description is generic for conserved quantities in
diffusive systems and we can recover different microscopic
models by appropriate choice of the ρ-dependence of D
and σ. The KMP model with γ = 2 has D(ρ) = 1 and
σ(ρ) = 2ρ2. Equations (2) and (3) can also describe the
local number of particles in lattice gas models: D(ρ) = 1
and σ(ρ) = 2ρ corresponds to free particles performing a
symmetric random walk with a unit hopping rate, whereas
D(ρ) = 1 and σ(ρ) = 2ρ(1 − ρ) corresponds to the Sym-
metric Simple Exclusion Process (SSEP). For the sake of
generality, we will keepD and σ arbitrary for now. A small
perturbation u(x, τ) of the field ρ(x, τ) evolves according
to the linearisation of the continuity equation (2)
∂τu(x, τ) = Au(x, τ); A =
∂2
∂x2
D(ρ) + ∂
∂x
σ′(ρ)
2
√
Lσ(ρ)
ξ
where ξ is the same noise as in (3) and the differential
operator ∂∂x applies to everything on its right. Linearising
the dynamics amounts to considering two close-by copies
of the system ρ and ρ′, and to examining the evolution of
the difference u = ρ′− ρ. In this formalism, the definition
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of the “same noise” is straightforward: we simply take the
exact same realisation of ξ(x, τ) for the two copies of our
system. The LE λ is then defined as
λ(τ) ≡ 1
τ
ln |u(τ)||u(0)| , with |u(τ)|
2 ≡
∫ 1
0
dxu2(x, τ) .
We can now introduce the normalised tangent vector
v(x, τ) = u(x, τ)|u(τ)| , which evolves according to
∂τv(x, τ) = A v(x, τ)− v(x, τ)
∫ 1
0
dy v(y, τ)Av(y, τ) ,
to obtain an explicit expression for λ(τ) as [38]
λ(τ) = 1
τ
∫ τ
0
dτ
∫ 1
0
dx v(x, τ)Av(x, τ) . (4)
The LE is a fluctuating quantity that depends on the
noise realisation. To characterise its fluctuations, it is con-
venient to introduce the moment-generating function
Z(α,L, τ) ≡ 〈eαLτλ(τ)〉 =
∫
dλ P (λ, L, τ) eαLτλ(τ) (5)
instead of trying to directly calculate the probability dis-
tribution P (λ, L, τ). In analogy to the canonical ensemble
in equilibrium statistical physics the parameter α, which
is conjugate to the LE, plays the role of an inverse tem-
perature for chaoticity. Taking α > 0 favours trajecto-
ries with large LE, i.e. abnormally chaotic trajectories,
whereas α < 0 favours trajectories with small LE that are
abnormally stable. Our next step is technical: we carry
out the evaluation of the partition function Z(α).
Using standard path-integral methods [16,18,47,50,51],
Z can be expressed as
Z(α,L, τ) =
∫
D [ρ, ρ¯, v, v¯] e−LS[ρ,ρ¯,v,v¯]
where the explicit dependence on the noise is replaced
by response fields ρ¯ and v¯ and the path integral
has to be performed over fields that respect the con-
straints
∫ 1
0 dx ρ(x, τ) = ρ0, with ρ0 the overall density,∫ 1
0 dx v(x, τ) = 0,
∫ 1
0 dx v
2(x, τ) = 1 and the periodic
boundary conditions (for the fields and their first deriva-
tives). The action S reads
S =
∫ τ
0
dt
∫ 1
0
dx
[
ρ¯ ∂tρ+ v¯ ∂tv +D∂xρ ∂xρ¯
+ ((I − α) v − v¯) ∂2x (Dv)−
(J +D∂xρ)2
2σ
]
(6)
where I =
∫ 1
0
dy v(y, t) v¯(y, t)
and J = −D∂xρ+ σ
′
2 v ∂x [(I − α)v − v¯]− σ ∂xρ¯
have been introduced to make S as compact as possible.
The specific form of the path integral, with system size
L factored out in front of the action, gives the gist of the
MFT: we may use a saddle-point approximation [16,18,47]
to compute Z in the large L limit
Z(α, L, τ) ≈ eLτϕ(α) , (7)
where ϕ is the dynamical counterpart to a free energy. It
allows one to extend the language of phase transitions to
dynamical systems [30] and also yields the cumulants of λ
in the large L limit since
〈λn〉c = 1(Lτ)n−1
dnϕ
dαn
∣∣∣∣
α=0
. (8)
Enforcing the constraints with Lagrange multipliers,
performing a perturbation expansion in α of the saddle-
point equations and looking for stationary solutions, we
get
ϕ(α) = −4pi2D(ρ0)α
[
1− α8
κ′(ρ0)2
κ(ρ0)3
+O(α2)
]
(9)
where κ = 2Dσ is basically the compressibility. Note that
the saddle-point equations yield ρ˙ = −∂xJ , showing that
J can be seen as a particle current at the saddle-point
level.
The analytical result (9) is the first important result
of our work. At this point, we notice that the mean
value of the largest LE is negative and equal to ϕ′(0) =
−4pi2D(ρ0), which corresponds to the largest LE of a diffu-
sion equation with diffusity D(ρ0). All other LEs are thus
also negative. This reflects the fact that diffusive dynam-
ics tends to smooth out density profiles, hence eliminating
perturbations rather than amplifying them. Taking α > 0
in this case first detects less stable trajectories rather than
chaotic ones. Equation (9) can be extended, upon painful
but systematic algebra, to higher order. For instance, we
show here the series up to the 5th order for the caseD = 1:
see eq. (10) .
We have not been able to infer a generic form of the coef-
ficients from the first few contributions.
Our approach can also be used to visualise how the sys-
tem develops nontrivial structures to produce a Lyapunov
exponent that deviates from its typical value, by calcu-
lating the density profiles ρ(x) and tangent vector v(x) –
both assumed stationary in time – that extremise S for
a given value of α. Figure 1 shows such realisations for
α = 0.4, leading to a 25% increase of the Lyapunov ex-
ponent 2. For this value, ρ(x) is well approximated by a
simple harmonic modulation but this would develop into
more complex nonlinear shapes at larger α.
2For α = 0.4, the α5 term shown in eq. (10) amounts to 1% of
ϕ(α).
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ϕ(α) = −4pi2α+ pi
2 σ′(ρ0)2
2σ(ρ0)
α2
2 −
9pi2 σ′(ρ0)4
26 σ(ρ0)2
α3
3!
+ 3pi
2(55σ′(ρ0)6 − 72σ(ρ0)σ′(ρ0)4 σ′′(ρ0) + 8σ(ρ0)2 σ′(ρ0)2 σ′′(ρ0)2 + 32σ(ρ0)2 σ′(ρ0)3 σ′′′(ρ0))
210 σ(ρ0)3
α4
4!
− 15pi
2(309σ′(ρ0)8 − 512σ(ρ0)σ′(ρ0)6 σ′′(ρ0) + 256σ(ρ0)2σ′(ρ0)5 σ′′′(ρ0)
216 σ′(ρ0)4
α5
5! +O(α
6) (10)
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Figure 1: Energy profile ρ(x) and tangent vector v(x) of the
KMP chain are shown for ρ0 = 1 and α = 0 (typical case, in
red) and α = 0.4 (25% increase of λ, in blue, with ρ(x) strongly
departing from uniformity). In the typical case (α = 0), the
dynamics amount to noiseless diffusion and the slowest decay-
ing perturbation thus corresponds to a single Fourier mode, of
smallest frequency. As |α| increases, nearby harmonics appear
due to the non-linearity of the dynamics, causing the large-scale
oscillations seen for α = 0.4.
Since we have relied on a fluctuating hydrodynamic de-
scription, we would like to check whether the LE λ calcu-
lated within this formalism is identical to the microscopic
LE λ˜ of the original lattice model. We expect the “dis-
crete” LE λ˜(t) to be related to the “fluctuating hydro-
dynamics” LE λ(τ) by the relation τλ(τ) = tλ˜(t)
∣∣
t=L2τ ,
i.e. λ = L2λ˜. If this relation is correct, the cumulant of λ˜
should be given by 〈λ˜n〉c = L1−3nτ1−nϕ(n)(0) in the large-
size and large-time limit. We have checked this numeri-
cally for the specific choice of the original KMP model.
As can be seen in fig. 2, the first two cumulants (mean
and variance) are in good agreement with this prediction.
The mean reaches its long-time limit for τ ∼ O(10−2) but
the variance requires τ ∼ O(1). Our calculation of the LE
in the hydrodynamic regime is thus fully consistent with
the LE measured in the microscopic model. This shows
that the MFT can indeed be extended to compute LEs of
spatially extended diffusive systems.
In the second part of this Letter, we turn to models with
discrete degrees of freedom and show an unexpected con-
nection to damage spreading and annihilation processes.
For the sake of concreteness, take a Symmetric Simple Ex-
clusion Process (SSEP), in which particles perform a sym-
metric random walk with mutual exclusion. We consider a
chain of size L, with unit hopping rate. In order to define
the LE, we consider two copies A and B of this system,
and we apply the same noise to both copies. Specifically,
we assume that hops are triggered by the environment:
when a site tries to expel a particle in one system, it will
0.1 0.3 0.5 0.7
τ = t/L2
−40
−39
−38
L
2
〈λ˜
(τ
)〉
L = 100 L = 500 L = 1000 Theory
0.1 0.3 0.5 0.7
τ = t/L2
35
40
45
50
τ
L
5
〈λ˜
2
(τ
)〉 c
Figure 2: Numerical evaluations of the mean and variance of
λ in the KMP model at different sizes and times, computed
using 106 samples for L = 100, 500 and 105 samples for L =
1000. Larger times are difficult to access because of rounding
errors. The O(1/L) finite-size corrections to 〈λ〉 arise from the
fluctuations around the saddle of the action (6).
also expel a particle in the other (if there is one at this
site). If nAi and nBi are respectively the occupation num-
bers at site i in copy A and in copy B, the local difference
between the two copies is ui = nAi −nBi , and we are inter-
ested in the evolution of its norm |u| = ∑Li=1 |ui|. Here we
chose the 1-norm because p-norms with p > 1 are singular
when studying macroscopic effects as ui = 0,±1 and thus
|ui|p = |ui|.
Readers will now realise that the calculation of the LE
is closely linked to the issue of damage spreading [52–54].
There, one studies the propagation of a spatial defect,
i.e. a small difference between two nearly identical copies
of the same system, over time and asks whether this defect
spreads or recedes. With the LE, one further looks at the
rate at which the defect vanishes or completely changes
the subsequent evolution of the system.
The dynamics of ui = nAi − nBi in the two cou-
pled SSEPs can be mapped onto the same quantity in
the two-species pair annihilation reaction-diffusion process
A+B → ∅ [55, 56]. In this two-species models, the A
particles perform a symmetric random walk with mutual
exclusion, the B particles do the same, and when A and
B particles meet at the same site, they immediately anni-
hilate. The mapping arises from the fact that when a site
is occupied in both SSEPs, removing the particles in both
systems will not affect the subsequent dynamics of ui (see
fig. 3 and fig. 4). The asymptotics of the A+B → ∅ pro-
cess are fully understood for infinite system size [57], but
there are no exact results in finite size for averages let alone
p-4
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Coupled-SSEPs dynamics Effective dynamics for ui
Figure 3: Effective dynamics for u in the two coupled SSEPs.
We look at all the cases when particles at a given site try to
hop to the right. In the left column, the top chain is copy
A and the bottom one copy B. In the right column, a red
particle represents ui = +1 and a blue one ui = −1. This is
summarised in fig. 4
fluctuations. Since the SSEP can be described by fluctu-
ating hydrodynamics with D(ρ) = 1 and σ(ρ) = 2ρ(1−ρ),
we know from eq. (9) that |u(t)| ≈ eλ˜t with 〈λ˜〉 = − 4pi2L2 .
Hence, thanks to our mapping, we can predict that in the
large-size and large-time limit, the total number N(t) of
particles in the A+B → ∅ process scales as
〈N(t)〉 ≈ e−4pi2t/L2 . (12)
This regime, which was out of reach of previous numerical
studies [58, 59], is in perfect agreement with our simula-
tions (see fig. 5). Note that we also have predictions for
the fluctuations of N(t), from eq. (9), but confirming these
numerically is difficult since the absorbing (empty) state
is reached too quickly.
In this letter, we have shown how a generalisation of
the MFT can be used to compute analytically the fluc-
tuations of the largest LE of spatially extended systems
described by diffusive fluctuating hydrodynamics. The rel-
evance of our approach has been confirmed by direct com-
parison to a microscopic model. Interestingly, the map-
ping of the SSEP to A+B → ∅ suggests a generic corre-
spondence between damage spreading/LE determination
for systems with discrete degrees of freedom and reaction-
diffusion processes with absorbing states. This would be
an interesting direction to pursue. But perhaps as chal-
lenging would be to exploit similar techniques to study
suspensions of interacting colloids, which could open the
way to identifying slow modes in glass formers. A concrete
starting point would be the stochastic evolution equation
established by Dean [61], for which the strategy deployed
in this work would apply, though alternative approxima-
tion schemes would have to be adopted. Leaving the realm
of glasses for that of dynamical systems, it would be in-
teresting to apply our approach to the recently derived
fluctuating hydrodynamics of the FPU chain [62, 63], for
which large deviations of the largest LE are associated
with the emergence of breathers and solitons [37,38].
2 coupled SSEPs A+B → ∅
rate k = +∞
Figure 4: Mapping between two coupled SSEPs and the pair
annihilation reaction-diffusion process A+B → ∅. The violet
particles in the two coupled SSEPs, occupying the same sites
on each lattice, do not affect the subsequent evolution of ui =
nAi − nBi . For instance, if a fluctuation attempts to make the
rightmost violet particles in the SSEPs hop to the right, only
the bottom one does so. This is then equivalent to a hop to
the left of the rightmost red particle in the reaction-diffusion
process, as far as ui is concerned.
0.00 0.05 0.10 0.15 0.20 0.25
t/L2
10−5
10−4
10−3
10−2
10−1
1
〈N
(t
)〉
/N
(0
)
Simulations
Fit
ρ(t) ≈ t−1/4
ρ(t) ≈ eλt/L2
Figure 5: Simulations of A+B → ∅ performed using the RRC
algorithm [60]. The system size is 220, the initial density of
each species of particle is 1/8, and the average is performed
over the steady-state distribution extracted from 1 000 runs,
conditioned on not being absorbed. After a power-law decay,
with an exponent −1/4 predicted for the infinite size limit, we
see the emergence of an exponential decay due to the finite
size of the system. The decay rate measured numerically is
λ ≈ −39 in units of τ , which is within few percent of λ = −4pi2
predicted using our mapping to two coupled SSEPs.
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