The H 1 output-feedback control problem for non-linear stochastic systems is considered. A solution for a large class of non-linear stochastic systems is introduced (including non-linear diffusion systems as a subclass). This solution is based on a bounded real lemma for non-linear stochastic systems that was previously established via a stochastic dissipativity concept. The theory yields sufficient conditions for the closed-loop system to possess a prescribed L 2 -gain bound in terms of two Hamilton Jacobi inequalities: one that is associated with the state feedback part of the problem is n-dimensional (where n is the underlying system's state dimension) and the other inequality that stems from the estimation part is 2n-dimensional. Both stationary and non-stationary systems are considered. Stability of the closed-loop system is established, both in the mean-square and the in-probability senses. As the solution to the Hamilton Jacobi inequalities may, in general, lead to a non-realisable state estimator, a modification of the associated 2n-dimensional Hamilton Jacobi inequality is made in order to circumvent this realisation problem, while preserving the system's L 2 -gain bound. For time-invariant systems, the problem of robust output-feedback is considered in the case of norm-bounded uncertainties. A solution is then derived in terms of linear state-dependent matrix inequalities.
Introduction
In recent years there has been a growing interest, as reflected by the various published research works, in the extension of H 1 control and estimation theory to accommodate stochastic systems; see, e.g. Hinrichsen and Pritchard (1998) ; Ugrinovskii and Petersen (1999) ; Dupuis, James and Petersen (2000) and Gershon, Shaked and Yaesh (2001) .
The main thrust for these efforts stems from the attempt to model system uncertainties as a stochastic process, in particular, as a white noise, or formally as a Wiener process. This has led to the development of an H 1 theory for stochastic linear systems with multiplicative noise. There has also been some work done in the direction of extending the linear stochastic H 1 control theory to accommodate stochastic non-linear systems; see, e.g. Basar and Bernhad (1995) ; Charalambous (2003) ; Berman and Shaked (2006) and Zhang and Chen (2006) . As Berman and Shaked (2006) have developed theories for the state-feedback case, Basar and Bernhad (1995) , Charalambos (2003) considered the output-feedback case. While the first adopted a differential game point of view, and stressed the connection to the risk-sensitive control (see also James 1992 and Dupuis and James 2000) , the latter took the differential game approach and considered (for technical reasons) finitely additive measure space as a foundation for the measurement process structure. The objective of the present paper is to develop an H 1 -like control theory for non-linear stochastic systems with output-feedback, subject to a combination of deterministic and stochastic uncertainties, and to a presence of what is called norm bounded uncertainty. In particular, we consider the following non-linear stochastic system:
where {x t } t ! 0 is a solution to (1) with: an initial condition x 0 , an exogenous disturbance {v t } t ! 0 , a control signal {u t } t ! 0 , and Wiener processes {W t } t ! 0 , fW 1 t g t!0 , fW 2 t g t!0 , fW 3 t g t!0 . Also, y t is an R p -valued observation vector which is corrupted by noise (Wiener processes fW 3 t g t!0 ), and contains an uncertain component (a stochastic process {v t } t ! 0 ). This type of system may be viewed, on one hand, as an extension of the linear case, which has been extensively treated in the literature (see, e.g. El Ghaoui 1995 and the references therein, or Hinrichsen and Pritchard 1998 , where a motivation for considering such systems is provided), and on the other hand it may be considered as a result of an expansion of a general non-linear stochastic system in terms of its states and its uncertain variables up to the second order terms, or Volterra type stochastic systems.
The following will be assumed to hold throughout this work.
(1) Let (, F, {F t } t ! 0 , P) be a filtered probability space where {F t } t ! 0 is the family of sub -algebras generated by {W t } t ! 0 , fW 1 t g t!0 , fW 2 t g t!0 , fW 3 t g t!0 , which are all Wiener processes taken to be R 1 -valued, R l -valued, R 1 -valued, R m 3 -valued, respectively.
(2) All the functions below are assumed to be Borel measurable on R n Â [0, 1). f : R n Â [0, 1) !R n , g: R n Â [0, 1) ! R nÂm , g 1 : R n Â [0, 1) ! R nÂmm 1 , g 2 : R n Â [0, 1) ! R nÂm 2 , G: R n Â [0, 1) ! R nÂl .
In aaddition G 2 : R n Â [0, 1) ! R pÂm 3 , h 2 : R n Â [0, 1) ! R p , g 3 : R n Â [0, 1) ! R pÂm 1 . It is also assumed that
In this paper we consider the case for which the solution x t satisfies E{kx t k 2 } < 1, 8t ! 0. For the pertaining conditions which guarantee this, see, e.g. Gihman and Skorohod (1972) . 1) , or in short {u, v}, is said to be admissible if the stochastic differential equation (1) possesses a unique strong solution relative to the filtered probability space (, F, {F t } t ! 0 , P) so that E{kx t k 2 } < 1 for all t 2 [(0, 1).
Remark 1: The family of all admissible pairs {u, v} will be denoted by A. The notation A u will be used for all admissible pairs {u, v} with fixed u. We note that A u may be empty for some non-anticipative u.
Let (Á, Á) be positive Borel function on R n Â [0, 1) (where R n Â [0, 1) is endowed with the Borel -algebra). In what follows it will be assumed that E{(x, t)} < 1 for all t 2 [0, 1) and for all F-measurable, R n -valued random variables which satisfy E{kxk 2 } < 1. The control objective is now stated as follows. Consider the controlled output
where h: R n Â [0, 1) ! R r is a Borel measurable function, and let Y t ¼ fy s : s tg. Find an outputfeedback controller u t ¼ uðY t , tÞ such that, for a given > 0, the following H1 criterion is satisfied.
for all 0 t 1 < t 2 , for all F 0 -measurable x 0 with E{kx 0 k 2 } < 1, and for all disturbances v t in A u (provided A u is non-empty). Whenever the system (1) satisfies the above inequality, it is said to possess an L 2 -gain that is less than or equal to . Note that for the infinite time-horizon t 2 ¼ 1, and it is required that v satisfies: R 1 0 jjv t jj 2 dt < 1. As we adopt the stochastic dissipativity point of view in dealing with this control problem, we first recall the concept of stochastic dissipative systems and then discuss some properties of these systems. In addition, we introduce what we call the bounded real lemma (BRL) for non-linear stochastic systems which was first developed in Berman and Shaked (2006) . This is done in Section 2. In Section 3, we develop the H 1 outputfeedback control for non-linear stochastic systems of the type described by (1). We introduce there a pair of Hamilton-Jacobi inequalities (HJI), the solution of which yields an output-feedback controller that renders the underlying closed-loop system L 2 -gain . The approach taken here is analogous to the one introduced by Isidori (1994) in the framework of the deterministic counterpart. Section 4 deals with the special case of systems with norm-bounded uncertainties where we introduce certain matrix inequalities whose solution yields a robust output-feedback. In Section 5, we consider the infinite-time horizon where sufficient conditions are introduced for synthesis of a stabilising (in both mean square and in probability senses) outputfeedback controller. This section is concluded with a simple example of a single-degree-of-freedom inverted pendulum.
Some additional notations: Throughout the paper col{a, b} denotes the matrix (vector) a b Â Ã , diag{A, B} denotes the diagonal matrix A 0 0 B Â Ã and for a symmetric matrix Q the relation Q > 0 (Q ! 0) implies that Q is positive definite (positive semi-definite). For symmetric matrices P and Q we denote P R
2. Preliminaries: dissipative stochastic systems and the bounded real lemma In this section we summarise various results pertaining to what is called stochastic bounded real lemma (SBRL) which serve as a basis for the theory to be developed in the sequel. A full account of what follows may be found in Thygessen (1999) , Borkar and Mitter (2003) and Berman and Shaked (2006) .
Let S: R m Â R rþm 1 ! R, be a Borel measurable function which will be called supply rate.
Definition 2: Consider the system (1) together with the controlled output z(t) as defined in (3), and let S be a supply rate as defined above. Let u be such that A u is non-empty. Then, the system (1) is said to be dissipative with respect to the supply rate S if there is a function V:
for all t ! s ! 0 and for all admissible disturbances {v t } t ! 0 in A u , where x t is the solution to the differential equation (1). V is then called a storage function of the system (1).
Utilising now the stochastic dissipation concept, we have the following bounded real lemma (BRL), the proof of which may be found in Berman and Shaked (2006) .
Theorem 1: Consider the system described by (1) with the controlled output of (3), and the particular supply rate S(v, z) ¼ 2 kvk 2 À kzk 2 . Then the following hold.
A. Suppose there is a positive function V(x, t) 2 C 2,1 (that is, V(x, t) is twice continuously differentiable with respect to x and continuously differentiable with respect to t) which satisfies 2 I À 1 2 U(x, t) ! I for some scalar > 0, and for all x, t, where U(x, t) is defined by Uðx, tÞ ¼ ½g 2 ðx, tÞ T V xx ðx, tÞg 2 ðx, tÞ:
Assume also that the following HJI is satisfied.
Then, for u t ¼ À 1 2 ½I þ 1 2 " g T ðx, tÞV xx " gðx, tÞ À1 g T ðx, tÞ Â V T x ðx, tÞ the system (1) is dissipative with respect to the supply rate S(v, z).
B. Assume that for some control u t ¼ l(x t , t) the system (1) is dissipative with respect to the supply rate S(v, z) for some storage function V 2 C 2,1 which is assumed to satisfy 2 2 I À U(x, t) ! I for for some > 0, and for all x, t. Assume also that v t ðxÞ ¼ ½2 2 I À Uðx, tÞ À1 g T 1 ðx, tÞV T x ðx, tÞ 2 A u . Then, V(x, t) satisfies the HJI for all x 2 R n and for all t ! 0.
In the sequel a use will be made of the following result established by Berman and Shaked (2006) .
Lemma 1: Given > 0, the system (1) is dissipative with a storage function V iff it has an L 2 -gain , that is inequality (4) is satisfied, provided E{(x, t)} ! E{V(x, t)}, for all x 2 R n , t ! 0.
Stability of dissipative systems
In this subsection we discuss some stability properties in connection with the dissipative notion of stochastic systems; we relate this also to the L 2 -gain property. In fact, it will be shown that, under certain assumptions regarding the storage function of a stochastic system, the L 2 -gain property implies stability in probability. Some additional assumptions will be shown to render the underlying system mean square stable.
We first recall few facts from the theory of stochastic stability; see, e.g., Has'minskii (1980) . We remark that in what follows global stability is considered. Obviously, local stability results may also be achieved, in a similar way.
Definition 3: Consider the stochastic system
with f(0, t) ¼ G(0, t) ¼ 0 for all t ! 0, and assume that f and G are such that (8) possesses a unique strong solution for all t ! 0 relative to the filtered probability
The solution x t is said to be stable in probability if for any " > 0 lim x!0 Pfsup t!0 x t k k > "g ¼ 0:
Definition 4: The solution x t of (8) is said to be globally asymptotically stable in probability if it is stable in probability, and if Pflim t!1 x t ¼ 0g ¼ 1 for any initial state x 0 2 R n .
A sufficient condition for a global stability in probability is given by the following theorem.
Theorem 2 (Has'minskii 1980): Assume there exists a positive storage function V(x, t) 2 C 2,1 , with V(0, t) ¼ 0.
Let L(x, t) be the infinitesimal generator of the process x t , that is
so that (LV)(x, t) < 0 for all x 2 R n and for all t ! 0. Assume also that inf t>0 Vðx, tÞ ! 1 askxk ! 1. Then, the system of (8) is globally asymptotically stable in probability.
Definition 5 (stability in the mean-square sense): The system (8) is said to be globally exponentially stable in the mean-square sense if E{kx t k 2 } kE{kx s k 2 } exp {À(t À s)} for all 0 s t, and for some positive scalars k and .
Theorem 3 (Has'minskii 1980): Assume there exists a positive function V(x, t) 2 C 2,1 , with V(0, t) ¼ 0. Then, the system of (8) is globally exponentially stable if there are positive scalars k 1 , k 2 , k 3 such that the following hold:
k 1 kxk 2 Vðx, tÞ k 2 kxk 2 , ðLVÞðx, tÞ Àk 3 kxk 2 for all t ! 0:
Assume that the controlled output z t is defined by (3) with u t ¼ 0. Suppose that the system has L 2 -gain for some > 0. In addition, assume that the exogenous disturbances are of finite energy, that is R 1 0 kvðsÞk 2 ds < 1. The latter implies (see, e.g. Berman and Shaked 2006 ) that the underlying system is dissipative relative to the supply rate 2 kvk 2 À kh(x)k 2 , with some storage function V(x, t). Suppose this storage function is a C 2,1 function. Then, by the BRL (Theorem 1), the following HJI is satisfied:
This HJI implies that the infinitesimal generator of the process x t satisfies LV(x, t) Àkh(x)k 2 . Assume that kh(x)k > 0 for all x 2 R n , and that V(x, t) satisfies the assumption of Theorem 2. Then, the underlying system is internally asymptotically stable in probability as LV(x, t) Àkh(x)k 2 < 0. If now V(x, t) satisfies the assumption of Theorem 3 and kh(x)k 2 ! k 3 kxk 2 for some k 3 > 0, then by Theorem 3 the underlying system is internally asymptotically stable in the mean square sense.
Stochastic H 1 control: the output-feedback case
We consider now system (1), together with observations (2) and the controlled output (3). As the state x t of the plant is not available, we follow the common practice (the certainty equivalence approach) of replacing the state that is to be processed by the controller with an estimator output xˆt. A natural choice of an estimator (see, e.g. Isidori 1994 for the deterministic case) is
where K(xˆt, t) is the estimator gain, an n Â r matrix,
Using y t of (2) in (10), we arrive at the following augmented system. 
andh Theorem 4: Consider the stochastic system (1) together with the augmented system (11) and the controlled output (2). Assume there is a positive function V: 
where " Uðx e , tÞ ¼ ½g e 2 ðx e , tÞ TW x e x e ðx e , tÞg e 2 ðx e , tÞ, h e ðx e , tÞ ¼ u Ã ðxÞ À u Ã ðxÞ:
ð13a; bÞ such that 2 I À 1 2 ½g e 2 ðx e , tÞ TW x e x e ðx e , tÞg e 2 ðx e , tÞ ! I for some positive number , and for all x e 2 R 2n . Then, the closed-loop system with the control u Ã t ðxÞ ¼ À
, and has an L 2 -gain .
Proof: Application of Theorem 1 yields
where
. Thus, S is positive and satisfies:
LWðx e , tÞ È É ¼W t ðx e , tÞ þW x e ½f e ðx e , tÞ þ g e 1 ðx e , tÞr þ 1 2 trace ðGðx e , tÞÞ TW x e x e G e ðx e , tÞ È É :
In view of (14) we have: L{V(x, t)} þ kzk 2 À 2 kvk 2 kh e (x e )k 2 À 2 krk 2 . By the HJI (12) it follows that L{W (x e ,t)} þkh e (x e )k 2 À 2 krk 2 0. Therefore, L{S(x e , t)} þ kzk 2 À 2 kvk 2 ¼ L{V(x e , t)} þ kzk 2 À 2 kvk 2 þL{W (x e , t)} 0. This implies that S(x e , t) is a storage function for the closed-loop system with the supply rate kzk 2 À 2 kvk 2 , which implies that the closed-loop system has an L 2 -gain (i.e., the inequality (4) is satisfied) oe
Remark 2: As in the deterministic case it is not easy to find a matrix K(xˆ, t) depending on xˆand t alone, such that HJI (12) is satisfied (see Isidori 1994 for the deterministic case where a local solution is offered).
In what follows we offer two ways for approaching this problem which yield, in certain cases, a satisfactory solution for K(xˆ, t).
Consider first the case for which G 2 ¼ 0. Then, the part of the latter inequality that contains K is given by:
ÀðKÞ and R a ðx, tÞ ¼ g 3 ðx, tÞRðx, tÞ:
The gain matrix K(xˆ, t) that minimises À (K), and thus leads to a minimum left hand side in (12), is clearly one that satisfies W xˆ( x e , t) K(xˆ, t) ¼ É(x e , t). Unfortunately, the latter equation may not possess a solution for K which depends only on xˆand t. One way to circumvent this difficulty is to choose K(xˆ, t) s.t.
where È(x e , t) is a function that allows a solution K* for (16) which is independent of x. For this choice of K*(xˆ, t) the above À(K) becomes the following:
ÀðK Ã Þ ¼ 1 4 2 ½Èðx e , tÞR a ðx, tÞÈ T ðx e , tÞ À Éðx e , tÞR a ðx, tÞÉ T ðx e , tÞ þW x ðx e , tÞ Â g 1 ðx, tÞðI À 1 2 2Ũ ðx e , tÞÞ À1 g T 1 ðx, tÞW T x ðx e , tÞ:
Assuming an existence of a solution K(xˆ, t) to (16) for some function È(x e , t), we have established the following theorem.
Theorem 5: Consider the stochastic system (1) together with the augmented system (11) and the controlled output (2). Assume there is a positive function V: R n Â [0, T] ! R þ , with V 2 C 2,1 so that it satisfies the HJI (7) of Theorem 1. Assume also that there are: a positive function W : R 2n Â [0, T] ! R þ in C 2,1 and a matrix K(xˆ, t), which satisfy (16). In addition, let W satisfy the following HJI. 
Wðx e , 0Þ ¼ 2 kx Àxk 2 :
Then, the closed-loop system is dissipative with respect to the supply rate 2 kvk 2 Àkzk 2 , with the storage function defined as S(x e , t) ¼ V(x, t) þ W (x e , t), and therefore has an L 2 -gain .
Remark 3: In Theorem 4 above, it was assumed that K(xˆ, t) exists so that (12) is satisfied. Finding such K is a difficult task, in general. The method that is offered above allows a solution (that may be conservative) for K which is independent of the system's state x.
It is noted that the inequality (17) is only sufficient, but by no means necessary.
Example 1: In order to demonstrate the applicability of the above approach we consider the following special case of (1) and (2):
where fx t g t!0 2 R 2 . and y t 2 R 1 . It is assumed that (7) is satisfied with V(x) ¼ x T Px. Choosing now W (x e , t) ¼ x eT Qx e , Equation (15) reads
where I˜¼ [I 2 0] T . Denoting also Iˆ¼ [I 2 ÀI 2 ] T and Ç ¼ col{À1, 1, 1, À1} , we find that É ¼
For the above choice of W we find that W
Denoting È ¼ x eTÈ , (17) reduces now to
Equation (16) (21) with its upper bound 16 4 À4 2 1 À1 À1 1 Â Ã and eliminating x e from both sides of (21), the resulting inequality in Q 1 and Q 2 is independent of x and xˆ. The requirement regarding Q 2 then becomes a simple Lyaponov inequality, while the result for Q 1 can be found using linear matrix inequality solver.
The case of non-zero G 2
In the case where G 2 (x, t) is not identically zero, G e (x e , v t ) of (11e) should be replaced by: G e (x e , v t ) ¼ diag{G(x, t), K(xˆ, t) G 2 (x, t) } and the term 1 2 tracefG 2 ðx, tÞ T Kðx, tÞ TWxx ðx e , tÞÂ ðx, tÞG 2 ðx, tÞg should thus be added to À (K) of (15). The latter term does not allow completion of the terms in À(K) to squares and thus solutions for K that achieve the prescribed L 2 -gain bound can be obtained by one of the following methods.
Solution no. 1: One may solve for K in (16). In this case, due to the additional term in À(K), the positive term 1 2 trace G 2 ðx t , tÞ T ½É T ðx e , tÞ þ È T ðx e , tÞ È W À1
xx ðx e , tÞ½Éðx e , tÞ þ Èðx e , tÞG 2 ðx t , tÞ É is added to the left side of (17).
Solution no. 2: Since the above solution entails an over design one may consider, similarly to the method used in linear gain scheduling with uncertainty in the input or the output matrices (see, e.g. Gahinet, Nimerovski, Jaub and Chilali, 1995, p. 7-4) , the following modified system which contains a simple linear lowpass component of large bandwidth between the measured output and the point where the noise signal v t is applied. The effect of this component, which will be a part of the controller, on the solution is negligible whenever its bandwidth is very large in comparison with the system 'bandwidth'. We may now formulate the above in the following way. Define a new state as
and measure now the filter output corrupted with the deterministic noise g 2 (x t , t)v t dt, that is,
Replacing x t in x e t of (11b) with col {x t , t } and defining " x t to be the estimator of the latter augmented vector we obtain that d "
x t satisfies the following:
Denoting then " f e ðx e t , tÞ ¼
Applying the result of Theorem 5 to the augmented system (22) we obtain that the minimising gain matrix col{K, K 1 } satisfies
x e , tÞ Kðx t , tÞ K 1 ðx t , tÞ
where "
Éð "
where È(x e , t) is a function that allows a solution col{K, K 1 } for (23) that is independent of x t , and where " W ( " x e , t) is a positive function " W: R 2(nþp) Â[0, 1) ! R þ that satisfies the following inequality:
x e , tÞ 08x e 2 R 2n :
Norm-bounded uncertainty
The above results were based on the assumption that the system's parameters are completely known. In the present section we consider the case where these parameters are uncertain. We consider the following system:
where u t 2 R m is the control input which is taken to be identically zero, where {x t } t!0 2 R n is a solution to (24) with the initial condition x 0 , {v t } t!0 2 R m 1 is an exogenous disturbance and fW 1 t g t!0 2 R ' , fW 2 t g t!0 2 R 1 are Wiener processes. Also, z t 2 R r is the controlled output. The matrices Áf, Ág and Áh are assumed to be continuous functions of x t and t that possess the following structure: Using the fact that for any two matrices and of compatible dimensions and for any positive scalar " the following holds: T þ T " T þ " À1 T , together with the bound of (26), we obtain the following theorem.
Theorem 6: Consider the system described by (24)-(26), where u t 0, with the controlled output of (25), and the supply rate S(v, z) ¼ 2 kvk 2 À kzk 2 . Suppose there is a positive function V(x, t) 2 C 2,1 . Let V(x, t) satisfy 2 I À 1 2 Uðx, tÞ ! I for some > 0, and for all x, t, where U(x, t) is defined in (6) and assume that the following HJI is satisfied for some positive scalars " 1 and " 2 : where " Àðx, tÞ is defined in (27) . Then, the system (24) is dissipative with respect to the supply rate S(v, z).
The above result assumed u t 0 in (24). If this is not the case and if zðtÞ ¼ colfhðx t , tÞ þ Áh, u t g ð 29Þ the following result replaces the one of Theorem 1.
Lemma 2: Consider the system described by (24)-(26) with the controlled output of (29), and the supply rate S(v, z) ¼ 2 kvk 2 À kzk 2 . Suppose there is a positive function V(x, t) 2 C 2, 1 . Let V(x, t) satisfy 2 IÀ 1 2 Uðx, tÞ ! I for some > 0, and for all x, t, where U(x, t) is defined in (6) and assume that (28) is satisfied for some positive scalars " 1 and " 2 where to the first block on the diagonal of " Àðx, tÞ the term À 1 4 V x ðx, tÞgðx, tÞ½I þ 1 2 " g T ðx, tÞV xx ðx, tÞ " gðx, tÞ À1 g T ðx, tÞ V T x ðx, tÞ is added. Then, for u t ¼ À 1 2 ½I þ 1 2 " g T ðx, tÞÂ V xx " gðx, tÞ À1 g T ðx, tÞV T x ðx, tÞ the system (24) is dissipative with respect to the supply rate S(v, z).
Considering next the case where the measurement is given by
Once the BRL is obtained for systems with normbounded uncertainties the output-feedback problem can be solved as follows. Consider the following system:
where u t 2 R m is the control input, {x t } t ! 0 2 R n is a solution to (24) with the initial condition x 0 , {v t } t ! 0 2 R m 1 , {y t } t ! 0 2 R p is the measured output and fW 1 t g t!0 2 R ' , fW 2 t g t!0 2 R 1 and fW 3 t g t!0 2 R m 3 are Wiener processes. Also, z t 2 R r is the output vector to be regulated. The matrices Áf, Áh 2 and Áh are assumed to be continuous functions of x t and t that possess the following structure:
colfÁfðx, tÞ, Áhðx, tÞ, Áh 2 ðx, tÞg
where we obtain the following inequality that corresponds to the HJI (28).
Denoting then:
the BRL of Theorem 6 is applied to the latter definition and to (11). Denoting where U(x e , t) and h e (x e , t) are defined in (13a, b) the following inequality is obtained;
where " " is a decision variable in R 1 . The solution to the output-feedback problem with the norm-bounded uncertainty described in (30)-(31) is described as Theorem 7.
Theorem 7: Consider the stochastic system (30)-(31) together with the augmented system (11). Assume there exists a positive function V: R n Â [0, 1) ! R þ , with V 2 C 2,1 and scalars " 1 and " 2 that satisfy the HJI (28) of Theorem 6. Assume also that there exist: a positive function W :R 2n Â [0, 1) ! R þ a matrix K(xˆ, t) and a scalar "
" that satisfy (32) for some ! 0, and that 2 I À ð1=2Þ À ½g e 2 ðx e , tÞ TW x e x e ðx e , tÞg e 2 ðx e , tÞ ! I for some positive number , and for all x e 2 R 2n . Then, the closed-loop system with the control u Ã t ðxÞ ¼ Àð1=2Þ½I þ ð1=2Þ " g T ðx, tÞV xx ðx, tÞ " gðx, tÞ À1 g T ðx, tÞV xx ðx, tÞ and with the observer (10) is dissipative with respect to the supply rate 2 kvk 2 À kzk 2 , it possesses a storage function defined as S(x e , t) ¼ V(x, t)þW (x e , t), and has an L 2 -gain .
Remark 4: Similar to the arguments of Remark 2 and Theorem 5, in the case where G 2 0, the last theorem can be used to obtain a minimising K that depends only on xˆand t by converting the matrix inequality (32) into HJI using Schur's formula. A completion to squares with respect to W xˆ( x e ,t)K(xˆt,t) can be obtained. Using then (16) a result similar to the one obtained in Theorem 6 can be achieved. The case where G 2 is not zero can be solved applying the method of Section 3.1.
Infinite-time horizon case: a stabilising
H 1 controller
In this section we consider the infinite-time horizon case. The problem of synthesising an H 1 controller that renders a stable closed-loop system is investigated. Conditions under which the closed-loop system iŝ asymptotically stable, in both the probability sense and the mean-square sense are discussed. Two lemmas regarding the internal stability of the closed-loop system are next stated and proved.
Lemma 3 (stability in probability): Assume there exists a positive function V(x, t) 2 C 2,1 such that inf t>0 Vðx, tÞ ! 1 as kxk ! 1, satisfying the HJI (7) with h T 2 ðx, tÞh T 2 ðx, tÞ > 0 for all x and for all t ! 0. Assume also that there is a positive function W 2 C 2,1 , W : R 2n ! R þ , satisfying the HJI (12) with a strict inequality, so that inf t>0, x2R nWðx e , tÞ ! 1 as kx e k!1. Then, the closed-loop system is internally globally asymptotically stable in probability.
Proof: Note that for v ¼ 0 the HJI (7) reduces to This implies L 0 {W (x e , t)} < 0. Summarising, one has now L 0 fSðx e , tÞg ¼ L 0 fVðx, tÞg þ L 0 fWðx e , tÞg < 0 which implies, by Theorem 2, that the closed-loop system is internally asymptotically stable in the probability sense.
The next lemma establishes the stability of the closed-loop in the mean square sense.
Lemma 4: Assume there exists a positive function V(x, t) 2 C 2,1 , with V(0, t) ¼ 0 for all t ! 0, which satisfies the HJI of (7) for some > 0. In addition, let V satisfy k 1 kxk 2 Vðx, tÞ k 2 kxk 2 ð33Þ
for all t ! 0 and for some positive scalars k 1 , k 2 . Furthermore, assume that for some k 3 > 0, h T 2 ðx, tÞh 2 ðx, tÞ ! k 3 kxk 2 for all t ! 0 and for all x 2 R n . Assume also that there is a positive function W 2 C 2,1 , for some positive function Q(x e ) with the property that h e (x e , t) T h e (x e , t) þ Q(x e ) ! k 6 kxˆk 2 for all t ! 0, for all x e 2 R 2n , and for some scalar k 6 > 0. Then, the closedloop system (11) with v ¼ 0 and u ¼ À 1 2 g T ðx, tÞV T x ðx, tÞ is exponentially stable in the mean-square sense, and has the property of L 2 -gain , that is
for all non-anticipative stochastic processes V that satisfy Ef R 1 0 ð v t k k 2 Þdtg < 1, and whenever x 0 satisfies EfWðx e 0 , 0Þg 2 Efkx e 0 k 2 g: Proof: The proof is a simple application of Theorem 3. oe
We consider next the time-invariant case with infinitetime horizon. Developing an analog theory is straightforward, we omit proofs and detailed discussions. The time-invariant version of (1) and (2) is given by
with the controlled output z ¼ colfhðxÞ, uðxÞg:
The time-invariant closed-loop system is now defined by
We state next the time-invariant analog of Lemmas 3 and 4, the proof of which is a trivial corollary of these lemmas.
Lemma 5 (stability in probability: the time-invariant case): Assume there exists a positive function V(x) 2 C 2 such that V(x) ! 1 as kxk ! 1, and assume V(x) satisfies the algebraic HJI:
and h T 2 ðx, tÞh T 2 ðx, tÞ > 0 for all x and for all t ! 0. Also assume that there is a positive function W 2 C 2 . and W W: R 2n ! R þ with inf x2R nWðx e , tÞ ! 1 as kxˆk ! 1 which satisfies the HJĨ W x e ðx e Þf e ðx e Þ þ 1 4 2W x e ðx e Þg e 1 ðx e Þðg e 1 Þ T ðx e ÞW T x e ðx e Þ þ 1 2 trace ðG e ðx e ÞÞ TW x e x e ðx e ÞG e ðx e Þ È É þ h e ðx e Þ T h e ðx e Þ < 0 8x e 2 R 2n :
Then, the closed loop system is internally globally asymptotically stable in probability, and has the property of L 2 -gain .
Lemma 6: Assume there exists a positive function V(x) 2 C 2 , with V(0) ¼ 0, which satisfies the HJI of (36) for some > 0. In addition, let V satisfy k 1 kxk 2 VðxÞ k 2 kxk 2 for all t ! 0 and for some positive numbers k 1 , k 2 . Furthermore, assume that for some k 3 , h T 2 ðxÞh 2 ðxÞ ! k 3 kxk 2 for all x 2 R n . Assume also that there is a positive function W 2 C 2 , W : R 2n ! R þ with k 4 kxk 2 W ðx e Þ k 5 kx e k 2 x e 2 R 2n , which satisfies the following algebraic HJI: W x e ðx e Þf e ðx e Þ þ 1 2 trace ðG e Þ TW x e x e ðx e ÞG e ðx e Þ È É þ h e ðx e Þ T h e ðx e Þ ÀQðx e Þ 8x e 2 R 2n for some positive function Q(x e ) with the property that h e (x e ) T h e (x e ) þ Q(x e ) ! k 6 kxˆk 2 for all x e 2 R 2n , and for some scalar k 6 > 0. Then, the closed-loop system (35), with v ¼ 0 and u ¼ À 1 2 g T ðxÞV T x ðxÞ, is exponentially stable in the mean square sense, and has the property of L 2 -gain , that is
for all non-anticipative stochastic processes V that satisfy Ef R 1 0 ð v t k k 2 Þdtg < 1, and whenever x 0 satisfies EfWðx e 0 , 0Þg 2 Efkx e 0 k 2 g. Example 2: We consider the following model for a single degree of freedom inverted pendulum with the multiplicative white noise !:
where k is the spring coefficient and & is damping coefficient. The signal V is a deterministic disturbance acting on the control input u and ! describes the stochastic uncertainty in the damping. This uncertainty stems from the facts that damping is temperature dependent and that temperature possesses a component that can be modelled as white-noise. In this model, is the inclination angle of the pendulum, l and m are its length and mass, respectively, and g is the gravitation coefficient. Assume the available information is a noisy measurement of the angle , that is
where v 1 (t) is a scalar bounded energy measurement noise.
The state-space representation of this model is given by
so that in the notations of Section 4 we have h ¼ [10 0]x. Applying Theorem 7 we solve for 0 < P and " " that satisfy the following inequality:
Substituting for P in the latter LMI the observer gain K ¼ 10 6 col{ 0.1941, 4.8309 } is obtained, using ¼ 8. Since, in this example, the system matrices are all constant in time the transfer function of the controller is given by " GðsÞ ¼ Àg t PðsI À A þ gg T P À À2 g 1 g T 1 P þ KC 2 Þ À1 K ¼ À1020:5ðs þ 1:27Þ=ðs 2 þ 37:41s þ 75:8Þ:
Concluding remarks
We have formulated and solved an H 1 outputfeedback control problem for non-linear stochastic systems. The theory which has been introduced in this work was based on the concept of stochastic dissipation. As we utilised a certainty equivalence principle, we have facilitated the establishment of sufficient conditions, in terms of a pair of HJI, the solution of which guarantees a controller that renders the underlying closed-loop system an internal asymptotic stability in the mean square sense and L 2 -gain that is less than or equal to a prescribed attenuation level.
