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Abstract: Primer Approximation Multiplex PCR (PAMP) is a recently introduced experimental technique for detecting 
large-scale cancer genome lesions such as inversions and deletions from heterogeneous samples containing a mixture of 
cancer and normal cells. In this chapter we will first review previous solutions for the problem of selecting sets of PAMP 
primers that minimize detection failure probability and subsequently review our approach based on integer programming 
formulations for inversion and deletion detections. 
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1. INTRODUCTION 
  A major widely known cause of cancer is the abnormali-
ties in the genetic material of the transformed cells. More 
widely accepted is the fact that these abnormalities are a re-
sult
 of the accumulation of genetic alterations in oncogenes 
and
  tumor suppressor genes, followed by clonal evolution 
[1]. Hence, the success rate of the prognosis of many cancer 
treatments depends for the most part on early detection and 
notably on the often microscopically undetectable tumor 
cells (MRD) [2].Currently , two main experimental ap-
proaches are in vogue to address these issues : 1)antigen-
antibody
 interaction and 2) amplified nucleic acids[1] . 
  Among the two, the expectations with amplification 
methods, especially PCR is very high as it has the potential 
to amplify minute amounts of
  DNA more than 1 million-
fold. DNA is an ideal
 substrate for molecular diagnosis be-
cause it readily survives
 the adverse conditions experienced 
by many clinical specimens
 and it can be rapidly amplified 
by polymerase chain reaction (PCR)-based
 techniques, thus 
diminishing the amount of starting material needed [4]. 
Therefore, the genetic
  alterations that arise during tumori-
genesis can be used as targets
 for detection of cancer cells in 
clinical samples where PCR-based methods can detect low 
numbers of tumor cells in the presence of excess of normal 
cells [3,4]. Given these arguments, a trigger has been set for 
novel sensitive technologies such as RT- PCR or digital PCR 
[5] to name a few for diagnosing cancer. 
  Existing well-known DNA–based approaches to detect 
genomic changes include Southern blotting [6], fluorescent 
in situ hybridization (FISH) [7], quantitative PCR [7,,8, 9, 
10, 11], and array-CGH [12] . Application of these methods 
as a diagnostic tool to detect genetic alterations is based on a 
negative result or as noted by Liu and Carson [13] as ab-
sence of a detectable wildtype signal. On the other hand 
PAMP gives a positive signal based on the pairing between  
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the primer and the targeted genomic changes like deletion or 
insertion. Therefore the result is more reliable. 
  The second aspect to be considered in these methods is 
the sensitivity of the protocol. Tissue specimens may contain 
heterogeneous cell populations, which may further decrease 
the ability to detect copy number change in genes in the ab-
errant tumor cells because the population may contain nor-
mal cells. Furthermore, the use of tissue from clinical speci-
mens severely limits the amount of DNA available for analy-
sis. Given these kind of samples most of these methods give 
a poor performance/resolution for detection of genomic le-
sions. PAMP, however, has the potential to detect genomic 
changes of interest even in the presence of minute quantities 
of cancerous cells in the sample complemented with accurate 
mapping of the genomic breakpoint. 
  In comparison to the other PCR approaches the detection 
ability of FISH is not subjected to sample quality or quantity 
of tissue specimens and is able to detect varied genomic rear-
rangements like translocations or inversions. However, the 
process of preparing probes for FISH is complex due to the 
fact that it is necessary to tailor the probes to identify spe-
cific sequences of DNA. Also, it is difficult to count total 
numbers in probe-stained clusters of cells. Hence it becomes 
an impractical technique for high-throughput analysis. 
Moreover, if other approaches are considered like genome 
sequencing techniques like ESP (End sequencing profiling) 
[14] the cost of a whole genome analysis is very high. Also, 
it is not well-understood how to restrict these methods to 
lesions of interest in the genome. 
  In this review paper, we hereby describe the unique and 
simplistic approach of Primer Approximation Multiplex PCR 
(PAMP) which is able to enrich small amounts of altered 
DNA in the presence of wild type DNA. 
2. WHAT IS PAMP? 
2.1. Experimental Method 
  PAMP is a novel multiplex primer technique designed by 
Liu and Carson [13] which allows for the assaying of many 
possible lesion boundaries at once. As observed in Fig. (1), it 
utilizes a set of primers which focus on amplifying the spe-2    Current Bioinformatics, 2008, Vol. 4, No. 1  Apichonbancha et al. 
cific regions of genomic DNA where the precise breakpoints 
of alterations such as deletions or translocations occur. A 
multiple primer set is required as these breakpoints may vary 
between patients. A pair of forward and reverse primer can 
amplify a region of interest only if they are brought in close 
proximity of each other due to a genomic lesion. The result-
ing amplicon can then be assayed on an array leading to 
identification of the precise breakpoint. Given the experi-
mental conditions, analysis of the array indicates colored 
spots corresponding to the expected breakpoints. This tech-
nique offers precise mappings of a genomic alteration with 
resolution of less than 1kb.  
  Primer approximation PCR screening is already in use 
for isolation of deletion mutants in C.elegans [15]. The re-
sults of the PAMP technique is completely based on the ob-
servation of a band brought about by a successful PCR reac-
tion when a genomic change has occurred. However, since 
primers corresponding to multiple regions are used, it is dif-
ficult to discern the approximate location of the genomic 
region of interest. Hence, this raises the possibility of false 
positive results. To overcome this problem, coupling of PCR 
with Genomic Tiling array can concurrently increase the 
coverage area of the genomic region. Assuming that the til-
ing array covers one of the endpoints in the neighbor regions 
of the genomic lesion, the identification of the breakpoint 
then becomes straightforward. Moreover, the commercial 
availability of tiling arrays further increases the feasibility of 
this approach. 
  This PAMP technique was successfully designed and 
implemented for the CDKN2A locus [13]. Deletion of 
CDKN2A locus is major cause of chromosomal reassembly 
in human cancers. Precise breakpoints were mapped in De-
troit 562 cell lines using PAMP for contaminated samples. It 
was capable of detecting genomic DNA deletions in the 
presence of more than 99.9% wild type DNA. 
  Nevertheless, success of any PCR-based method is 
highly dependent on its primer design which includes prob-
lems such as self-complementarity or primer length. Com-
bining these issues with constraints of accurately covering 
the cancer prone genomic breakpoint gives rise to an inter-
esting optimization problem. The optimal primer design for 
PAMP should include primers which adequately cover the 
region of interest while avoiding dimerization between the 
primer pairs and satisfying the physico-chemical constraints 
of a PCR technique. Therefore, the focus of this review pa-
per is to put together the computational formulation of the 
problem, complexity and the solution designed by Bashir et 
al., 2007 [16] in Section 2 followed by further improvements 
and methods implemented by Dasgupta et al.,2007 [17] in 
Section 3. 
2.2. Formal Definitions of a Basic Version of PAMP 
Primer Design Problem 
  Consider a set of forward primers Fn,…,F2,F1 and reverse 
primers Rn,…R2,R1 as observed in Fig. (1).  Let d be the 
maximum distance between a pair of forward and reverse 
primers that allows amplification. The objective of primer 
design here is that if the target region is deleted then the dis-
tance between a pair of Fi and Rj should be at the most 2d so 
that the probability of that region being amplified is high. At 
the same time it should obey the following constraints: 1) no 
cross hybridization between primers, 2) primers in the same 
direction should be non-overlapping and 3) they should sat-
isfy all the physiochemical parameters.  
 
 
 
 
 
 
 
 
 
 
 
 
Fig. (1). [Liu and Carson D, PLoS ONE 2007, http://www.plosone.org/article/info:doi%2F10.1371%2Fjournal.pone.0000380] Sche-
matic of PAMP design. Pairs of forward and reverse primers flank the left and right breakpoints of the fusing genomic regions. The ampli-
fied product is detected by hybridization to probes on an array, the dark spots on the array correspond to amplification of primers most 
proximal to the breakpoint. A Review of the Primer Approximation Multiplex PCR (PAMP)  Current Bioinformatics, 2008, Vol. 4, No. 1      3 
  The first mathematical formulation of this type of prob-
lem was described by Bashir et al., 2007 [16] when one dele-
tion end-point is known in advance (and thus we consider 
forward primers only). Consider a set of primers E consisting 
of primers that do not dimerize with each other. Look at the 
genomic location of two adjacent forward primers, denoted 
as lf1 and lf2. If the distance between the two locations is less 
than or equal to d then any deletion with breakpoint between 
the two should cause an amplification. Therefore, we can 
assign a coverage cost of C(f1,f2)=max{0, |lf1  l f2|  d} to 
each consecutive pair of primers. Now consider designing a 
chain of primers P={p1,p2,…,pn} with forward primers fol-
lowed by a reverse primer such that 
1 + <
i i p p l l  for all i. Cost of 
this design is to minimize 
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p
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where wc is the coverage cost and wp is the weight to retain 
some hybridizing pairs as eliminating all of them would lead 
to small primer set. Adjusting wp controls the number of hy-
bridizing pairs to be included.  
  Further, this problem can handle two more improve-
ments. An intuitive understanding of experimental setup 
suggests that all the primers need not be included in one re-
action. Therefore, dimerizing primers can be segregated into 
different sets. So now in the definition of the problem cross-
hybridizing forward or reverse primers are allowed when are 
in different sets N. Second interesting issue here is the total 
number of primers required to cover a genomic region. 
Hence a parameter primer density p is introduced which is 
the average number of primers every d base pairs. Conse-
quently, p  1 holds for a complete coverage of the target 
region. A small change in the problem design helps us to 
control primer density, 
   Minimize  + = 
E p p
p
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w P C
) , (
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c p p C w  +  p wp  
wp being  if p exceeds the desired density else wp is set to 
zero. 
  The above PAMP design in restricted form was proven to 
be NP-hard via reduction from Max-2SAT [16]. This re-
stricted form is known as the One sided PAMP design 
(OPAMP) problem where the breakpoint was exactly known 
along with a set of either forward or reverse primers target-
ing that region.  
2.3. Solution for each problem in PAMP 
2.3.1. Cross-Hybridization of Primers 
  To begin with we need to know the possible primers 
which dimerize with each other. In computational terms, it is 
interpreted as finding a set E with conflict edges. Previous 
studies [16,18] suggest while aligning two primers if the 
ungapped alignment has more matches than mismatches ( 
7) preferable in 3’ region then the probability of dimerization 
between these primers is high. Hence, this is the conflict 
criteria. To compute the conflict graph, a hash table of 3-
mers is created. Primers that hash to the same table are 
aligned to compute E. 
  Also, it is not necessary that all forward and reverse 
primers are to be included in a single set of the multiplex 
PCR reaction. Dimerizing forward and reverse primers can 
be partitioned into different sets to avoid cross-hybridization. 
In this way, more primers can be employed to increase the 
chances of detection of genomic lesions while allowing hy-
bridization among forward or reverse primer sets. 
  However, the segregation of cross-hybridizing primers 
can increase the cost of the experimental setup. However the 
cost of this setup is directly proportional to the length of the 
genomic region of interest and on the accuracy of the knowl-
edge required for the precise breakpoint. For example, if the 
scope of the experiment is only to confirm the presence or 
absence of deletion of well-studied specific genomic regions 
then the primer design can be standardized to be restricted to 
unique primers or relatively small set of PCR reactions. In 
case of diagnostic assay, only the knowledge of the ap-
proximate breakpoint is required and therefore the cost can 
be feasible. On the other hand, for an experimental setup 
where there is none or less information about the possible 
breakpoints or the length of genomic region, the number of 
primers required is high thereby making the experiment ex-
pensive in terms of labor or cost. However, once the infor-
mation is known we will require fewer primers for the sub-
sequent experiments. Hence, the cost of the experiment is 
inversely balanced by the amount of information about the 
possible breakpoints in the genomic region of interest. 
2.3.2. Selection of Unique Primers 
  A logical approach to select unique primers is to filets the 
repeats. However in this case, to get more coverage area 
some primers are chosen from the repeat region. For filtering 
criteria, parameters were adopted from Wang et al., 2005 
[10]. For each repeat in the target region, make a hash table 
20-mer denoting its raw occurrence in the genome, as well as 
the occurrence of the 13 bp sub-string from its 3’-end. After 
satisfying standard primer criteria, a primer is selected if it 
did not have its 3’-end occur more than was expected by 
chance. Thereafter, recheck the resulting sequence set rigor-
ously for uniqueness in the target region. Hence, now a list 
of unique and probable dimerizing primers is present from 
which low cost candidate pairs need to be chosen for PAMP 
design. 
2.3.3. Selection of Low Cost Candidate Primers 
  Due to the complexity of the problem, three different 
approaches are used to select the optimal primers. They are 
greedy heuristic and simulated annealing (fast but sacrifice 
on optimality) and Integer Linear Programming (slow but 
selects optimal primers) 
2.3.3.1. Greedy Heuristic 
  In this method, a low cost primer set is extended using a 
greedy approach. Define Pu as the chain whose penultimate 
primer is u (the primer at le being the last) with cost C(Pu). Eu 
corresponds to the set of primers which has dimerizing edges 
with u. 
C(P u)= minv : lv   lu {C(P v +{u})}
P v = argmin{C(P v +{u})}
v :lv < lu
P u = P v* +{u}
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 P u with the minimum cost is the solution. Disadvantage 
of this approach is that one may get unevenly distributed 
Primer set, with bias towards regions that were looked at 
first. 
2.3.3.2. Simulated Annealing 
  In this approach, an initial random solution is required. 
Then at each iteration the present cost C(P’) is compared to 
the initial cost C(P). Here, the cost of each transition is S = 
C(P’)C(P). If the cost is lower it is accepted else it is ac-
cepted with probability proportional to e
-S/T, where the 
temperature T is an adjustable parameter. Simulated anneal-
ing approach attempts to sample all putative solutions in the 
solution space. Two solution spaces with wp =  and wp <  
with its neighborhood are considered. While wp =  every 
candidate-set P induces an independent set, i. e., no  pair of 
dimerizing primers is allowed. P’ is in the neighborhood of P 
(P’  NP) if there exists a primer u such that P’= P+{u}{v: 
(u,v) E} In the case where wp < , each subset P has a 
size constraint on it such that P’NP and |PP’|1; P’ can be 
obtained from P by deleting or adding a primer. Both these 
cases have different convergence properties. 
2.3.3.3. Integer Linear Programming 
  Here, the optimization problem is formulated as binary 
integer linear program (ILP). Every primer is represented as 
a binary variable xi where i is the start location of the primer. 
Here, the objective is to minimize the uncovered region di. 
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  In the above formulation, xi = 1 holds if primer starting at 
location li is chosen and L is the length of the region of inter-
est. For each dimerizing primer pair i and j we put the con-
straint  1  + j i x x . If both primers i and j are selected than 
qij =1 contributing to the cost therefore lower and upper 
bounds are set to it. In the constraint for penalty for uncov-
ered regions when  d l l j i   < 0 , its value is replaced by 0.
Assign qij=1 to minimize the penalty when the primer j is 
selected before primer i. This converts di to exactly the same 
number of uncovered bases. 
  Comparing the above three methods, it is observed that 
simulated annealing outperforms the greedy approach. 
Therefore the next choice is between simulated annealing 
and Integer Linear Programming (ILP) methods. Based on 
the implementations of Bashir et al., it was observed that 
though ILP gives optimal solution in theory the size of the 
ILP is enormous. Simulated Annealing on the other hand 
converges faster but giving an approximate solution. Hence, 
present efforts are concentrated on improving the ILP or 
designing other heuristics to find an optimal or near-optimal 
solution in reasonable running time. A progress in this direc-
tion was done by the work of Dasgupta et al. which is de-
scribed in the next section. 
3. A NEW ILP APPROACH FOR DETECTING DELE-
TIONS AND INVERSIONS VIA PAMP 
  Unlike the one proposed by Bashir et al. [16] which fo-
cused on attempting to minimize the coverage cost related to 
uncovered region of interest, DasGupta et al. [17] proposed 
the new optimization objective and the corresponding ILP 
formulations of PAMP primer selection for detecting ge-
nomic rearrangement of both deletions as well as inversions. 
The proposed objective is to minimize the so called the 
probability of failure, namely the probability that an un-
known genomic rearrangement will not be amplified by the 
PAMP assay. This objective is to be contrasted with the ob-
jective of Bashir et al. [16] which does not actually make 
explicit the underlying probabilistic distribution for the end-
points of the deletion but rather uses an objective that intui-
tively minimizes the proportion of the uncovered area. It is 
not difficult to see that minimizing uncovered area may not 
result in minimizing the probability of failure even assuming 
a uniform probability distribution for the deletion endpoints; 
see [17] for details. 
3.1. Anchored Deletion Detection 
  The PAMP primer selection problem for deletion detec-
tion called PAMP-DEL and one-sided version of PAMP-
DEL called PAMP-1SDEL when one of the deletion end-
points is recognized in advance were firstly introduced in 
[16], with the assumption that the deletion spans a known 
genomic location. In [17], the new ILP formulations for 
these two PAMP primer selection problems for detecting 
anchored deletions were introduced appropriately. It was 
proved in [17] that PAMP-DEL cannot be approximated to 
within a factor of 2 for any constant  > 0 by reducing the 
inapproximability result of the vertex cover problem proved 
in [19] under the assuming the UNIQUE GAMES conjecture 
to PAMP-1SDEL. Furthermore, it was also proved that there 
is a 2-approximation algorithm for a special case of PAMP-
1SDEL in which candidate primers are spaced sufficiently 
far apart and the deletion endpoint is distributed uniformly 
within a fixed interval.  
PAMP-DEL 
  To simulate the optimization problem of PAMP primer 
selection in [17], the model of 0-1 step function is assumed 
for the amplification of PCR product, namely that the prob-
ability of obtaining the amplification of two opposite strands 
(forward and reverse primers) is 1 if their distance is within 
L bases apart and 0 otherwise. However, the approach will 
work for other models, such as the exponential decay model. 
For the probabilistic model of lesion location, the uniform 
distribution, that is when a lesion with breakpoints l and r is 
equally likely over all l and r, is assumed, though other non-
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breakpoints, its probability of occurring such pair is denoted 
by pl,r. 
  PAMP-DEL can now be formulated as follows. Given 
the sets of forward candidate primers {p1,p2,…,pm} and re-
verse candidate primers {q1,q2,…,qn} which are indexed by 
increasing distance from the deletion anchor, the set E of 
pairs of primers that form cross-hybridization, maximum 
multiplexing degree Nf and Nr, and amplification length up-
per-bound L, our goal is to find the subset  ' P  of at most Nf 
forward and at most Nr reverse primers such that  ' P  does 
not include primer pairs in E and minimizes the probability 
of failure  
() 
  max min ,
, , ; '
x r l x
r l p r l P f  
where  () r l P f , ; '  = 1 if  ' P  fails to get the amplification 
when the deletion with breakpoints (l, r) is present and 
() r l P f , ; '  = 0 otherwise; (see Fig. 2) for an illustration. 
  Next, to formulate PAMP-DEL as ILP, the dummy for-
ward primers (p0 and pm+1) and reverse primers (q0 and qn+1) 
are introduced and assumed to uniquely hybridize at loca-
tions xo = xmin – L and xm+1 = xmax + L on the forward strand, 
respectively xo = xmin – L and xn+1 = xmax + L on the reverse 
strand. Furthermore, they are assumed not to dimerize with 
each other and with other candidate primers, and therefore 
they are definitely included in ' P . Suppose the deletion with 
breakpoints (l, r),  ' i p and ' ' P q j ￿ , and the location  ' i x < ' j x  
are given. On one hand, if (l-1-xi’) + (xj’-r-1) > L then  ' P fails 
to yield the PCR amplification. On the other hand, if (l-1-xi’) 
+ (xj’-r-1)  L, at least one amplification product is obtained 
by ' P .  
  For every quadruple ' , ' , ) ' , , ' , ( j j i i j j i i   , let Ci,i’,j,j’ 
be the total probability that forward primers (pi, pi’) and re-
verse primers (qj, qj’) fail to produce the amplification when 
the deletion, with one end located between the sites of pi and 
pi’, and the other end located between the sites of qj and qj’, is 
present. The 0/1 variables using in ILP formulation are de-
fined as follows:  
 f i (ri) is set to 1 if pi (respectively qi) is selected in  ' P and 
to 0 otherwise, 
 f i,j (ri,j) is set to 1 if pi and pj (respectively qi and qj) are 
consecutive forward (respectively reverse) primers in  ' P and 
to 0 otherwise, 
 e i,i’,j,j’ is set to 1 if both (pi, pi’) and (qj, qj’) are pairs of 
consecutive forward and reverse primers in  ' P for any 
j i   and to 0 otherwise. 
  The ILP optimization formulation of PAMP-DEL corre-
sponding to the proposed objective can then be obtained as 
below:  
 Minimize   
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fi + fj 1, for all pi, pj () E         (1.9) 
ri + rj ￿1, ￿ qi,qj () ￿ E       (1.10) 
fi + rj 1, forall pi,qj () E     (1.11) 
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  Constraints (1.1) and (1.2) are compatibility constraints 
attempting to guarantee that a variable ei,i’,j,j’ is set to 1 if and 
only if  i i f  , and  j j r ￿ ,  are both set to 1. Similarly, the con-
straint (1.3) and (1.4) can be explained by the same idea for 
both sorts of primers. Constraints (1.5) – (1.7) can be con-
sidered as the path connecting constraints for the forward 
and reverse primers such that primers of each type in  ' P are 
linked in left-to-right order. The limitations for both kind of 
primers allowed in the selected set  ' P (maximum multiplex 
degree Nf and Nr) are treated by constraint (1.8). Lastly, con-
straints (1.9) – (1.11) insure that no pair of chosen primers in 
' P can cause a dimerization.  
PAMP-1SDEL 
  As mentioned earlier, PAMP-1SDEL was a special case 
of PAMP-DEL in which one endpoint is recognized in ad-
vance. In other words, for the sake of simplicity, it can be 
said that the reverse primer is already known relative to the 
known deletion. Hence, the ILP formulation for PAMP-
1SDEL can be obtained by considerably simplifying the 
 
 
 
 
 
 
 
Fig. (2). The PCR amplification succeeds when the deletion with 
endpoints l and r takes place and brings the forward primer pi’ and 
reverse primer qi’, uniquely hybridized at location xi’ and xj’ respec-
tively, into proximity within L bases apart.  6    Current Bioinformatics, 2008, Vol. 4, No. 1  Apichonbancha et al. 
PAMP-DEL ILP through focusing on the reverse candidate 
primers solely and the ILP formulation of PAMP-1SDEL 
was able to handle substantially larger-sized instances as 
compared to the ILP formulation of PAMP-DEL.  
3.2. Inversion Detection: PAMP-INV 
  The ILP formulation of PAMP primer selection problem 
for detecting inversions, referred as PAMP-INV was initially 
proposed by [17]. The similar concept using in PAMP-DEL 
ILP can be applied to PAMP-INV ILP. However, only one 
set of candidate primers which all lie in the same orientation, 
is considered. When an inversion takes place, it causes the 
primers hybridizing at unique loci of an inversion region to 
lie in the opposite orientation, and consequently, bring the 
primer pi and pj into proximity. The amplification product is 
then generated when an inversion leads binding sites of these 
two primers pi and pj within L bases apart.  
  Like PAMP-DEL, the objective of PAMP-INV is to seek 
a set of non-dimerizing primers that produces at least one 
amplification product when an inversion is present in a 
specified region, as well as subject to the condition, mini-
mize the probability that the selected PCR primers fail to 
result in the amplification when an inversion is present. 
Thus, the generalization of the optimization formulation and 
its constraints for PAMP-DEL ILP can be applied and inter-
preted in the same manner toward PAMP-INV ILP.  
3.3. Summary of Experimental Results 
  To experimental evaluate these ILP approaches, the fol-
lowing experimental setup was used by DasGupta et al. [17]. 
For inversion detection, the ILP approach was tested on ran-
domly generated instances of 100Kb long sequences with 
L=20Kb (which is representative of long-range PCR), num-
ber of candidate primers between 20 and 30 (candidate 
primer density between 3.33 and 5), maximum multiplexing 
degree between 10 and 20, and primer dimerization rate be-
tween 0 and 20%. Both the hybridization locations for can-
didate primers and the pairs of candidate primers that dimer-
ize were selected uniformly at random. All inversions longer 
than 10Kb were assumed to be equally likely. The PAMP-
INV ILP can usually be solved to optimality within a few 
hours, and the runtime is relatively robust to changes in di-
merization rate, candidate primer density, and constraints on 
multiplexing degree. The detection probability varies from 
75% to over 99% depending on instance parameters and is 
relatively insensitive to the length of the inversion. 
  A similar experimental setup was used for the deletion 
detection as well. Unfortunately the runtime for solving the 
PAMP-DEL ILP was impractical for all but very small prob-
lem instances. In contrast, the PAMP-1SDEL ILP can be 
solved efficiently for very large instances. Therefore, they 
considered a practical PAMP-DEL heuristic (called ITER-
ATED-1SDEL) which relies on iteratively solving simpler 
PAMP-1SDEL instances. One drawback of ITERATED-
1SDEL is that it may result in unbalanced sets of primers for 
high dimerization rates. To avoid this drawback, they also 
implemented a version of ITERATED-1SDEL, referred to as 
INCREMENTAL-1SDEL, which in the first iteration limits 
the number of selected reverse and forward primers to some 
proportional number of the given bounds Nr and Nf. Simula-
tion results showed that both ITERATED-1SDEL and IN-
CREMENTAL-1SDEL solutions are very close to optimal 
for low dimerization rates. For larger dimerization rates IN-
CREMENTAL-1SDEL detection probability is still close to 
optimal, while ITERATED-1SDEL detection probability 
degrades substantially. 
4. CONCLUSION AND FUTURE WORK 
  We have reviewed a PCR-based PAMP that covers a 
genomic region of interest with unique non-dimerizing prim-
ers. PAMP has the potential to be applied in varied setup in 
experimental and diagnostic area for study of genomic al-
terations. It is a promising technique for the age of personal-
ized medicine as it can approximate map the genomic break-
point allowing it to target specific biomarkers .Successful 
multiplex PCR with more than 1000 primer pairs have al-
ready been carried out [20]. Therefore the cost and labor is 
markedly reduced. The ultimate goal of PAMP is to be used 
as a diagnostic assay for cancer patients. Once the primers 
are selected for a specific genomic region, the simplistic 
technique of PAMP can be readily assimilated in a robotic 
environment. However, to achieve this, we need to have a > 
95% success rate in detecting the altered genomic region. 
Therefore, the current efforts are concentrated on finding a 
computational method for solving the primer design prob-
lem. Presently the ILP approach proposed by Bashir et al. 
does not necessarily minimize the failure probability and 
works for one-sided deletion only; in contrast the work of 
Dasgupta et al. does minimize the failure probability for the 
more general version of the problem but has a practical run-
time for small and medium size instances. Hence, a future 
direction is to look at more scalable heuristics and approxi-
mation algorithms to solve the PAMP primer design problem 
in practical time and high accuracy. Also, the focus area of 
PAMP can be shifted from the detection of inversions and 
anchored deletions to other more challenging problems such 
as unanchored deletions. This would definitely propel PAMP 
from the experimental laboratories to real life diagnostic 
assay. 
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