Abstract. Patient specific modelling of the blood flow through the human aorta is performed using computational fluid dynamics (CFD) and magnetic resonance imaging (MRI). Velocity patterns are compared between computer simulations and measurements. The workflow includes several steps: MRI measurement to obtain both geometry and velocity, an automatic levelset segmentation followed by meshing of the geometrical model and CFD setup to perform the simulations follwed by the actual simulations. The computational results agree well with the measured data.
Introduction
The aorta is the primary blood vessel for transporting blood from the left heart to the systemic circulation. It has a very complex three-dimensional geometry including curving, branching and tapering. To be able to describe this very complex flow situation in detail in the normal human as well as for different pathological conditions in various diseases, a detailed description of the flow situation is crucial.
One common systemic disorder that can be studied with the use of detailed velocity information is atherosclerosis. Atherosclerosis is the main reason for many cardiovascular diseases [1] . However, atherosclerosis is not uniformly localized which indicates an influence from the blood velocity field on the genesis of atherosclerosis [2] . The near wall flow of the artery has thus been in focus, often in the form of wall shear stress (WSS) i.e. the frictional load on the artery wall. WSS have been intensively used to investigate the correlation with atherosclerosis all the way back to the first studies by [3] and [4] . Although there have been attempts to estimate WSS from direct flow measurements [5] the process is still inherently hampered with the need to make critical assumptions on the flow profile and three dimensional phase contrast magnetic resonance imaging (PC-MRI) velocity measurements lack the necessary resolution in the near wall region. Thus, there are currently no non-invasive methods that can reliably be used to compute WSS directly to study or monitor the progress of the atherosclerosis.
To circumvent this CFD simulations are used to obtain a much more detailed view of the blood flow situation near the wall in the arteries. Using CFD techniques in the cardiovascular system have been made by numerous of research groups e.g. [6, 7, 8, 9, 10] and is constantly beeing refined and developed. However, creating a patient specific flow simulation model of a human aorta includes a wide range of engineering and medical disciplines. Some important parts are: state-of-the-art imaging techniques with sufficient resolution and quality, fast and accurate segmentation methods to gain a correct geometry and the very latest in CFD technology.
As a validation the flow simulation results are compared with 2D MRI velocity measurements. This kind of validation between CFD and measured MRI velocities have previously been performed by other groups before [11, 12] but studies conducted on patient specific models on large arteries in-vivo are rare [12, 13] .
To be able to use the proposed approach in a clinical situation all the steps need to be highly automated and fast. The aim of this work is to demonstrate the feasibility to produce accurate patient specific flow simulations in the human aorta that can be used in a clinical situation.
Method
The workflow is outlined in Figure 1 . Starting from the left we need MRI measurement to obtain both geometry and velocity, an automatic levelset segmentation followed by meshing (the geometrical model) and finally the CFD setup to perform the simulations. The method is described in cronological order.
MRI Acquisition
Magnetic Resonance Imaging was used to collect data from 2 male volunteers (20 denoted (I) and 25 denoted (II) year) using a 1.5 T MRI scanner (Philips Achieva, Philips Medical Systems, Best, the Netherlands). Geometrical information of the complete aorta was obtained within a breath hold using a 3D gadoliniumenhanced gradient-echo sequence (TE 1.6 ms, TR 5.3 ms, and flip angle 40, field of view 400x360x80 mm, acquisition matrix 400x207x80, SENSE factor 1.5). The 30 ml (0.5 mmol/ml) contrast bolus (Omniscan, Amersham Health, Oslo, Norway) was injected at 2.0 ml/s. Randomly segmented central k-space ordering (CENTRA) was used. The three-dimensional volume data was reconstructed to a resolution of 0.78x0.78x1.00 mm.
Time-resolved information of the aortic flow velocities were obtained by performing a through-plane 2D velocity MRI acquisition (echo time 2.3 ms, repetition time 3.9 ms, flip angle 15, velocity encoding range 2.00 m/s) placed supracoronary perpendicular to the flow direction. The acquisition was performed during a breath hold using SENSE factor 2.0 and retrospective cardiac gating to a vectorcardiogram (VCG). The 10 mm thick slice was acquired with a field of view of 350x297 mm, acquisition matrix 144x122, and a temporal resolution of 31.2 ms (I) or 39 ms (II). The acquired data were reconstructed to 40 timeframes per heart cycle with a spatial resolution of 1.37x1.37 mm. The velocity data were corrected for effects of concomitant gradient fields and eddy currents.
Segmentation
The purpose of the segmentation is to create a detailed three-dimensional geometric description of the aorta that can be used for meshing. The accuracy of the segmentation is crucial for the final CFD simulation result [14, 15, 16 ]. We used a fast level set algorithm originally proposed by [17] . In a level set approach one starts with a small seed point and an implicit surface is allowed to expand outwards [18] . The expansion speed is determined by a speed image and the local curvature. The speed image was calculated as:
where I Speed is speed image, x indicates spatial dependency, α n are user adjusted coefficients, I is the MRI image,Ī Seed is mean intensity of the seed points, and I Edge is an edge image created by sobel filtering. The value of the coefficients were not very critical. They were roughly set to α 0 = 7, α 1 = 8, and α 2 = 0. The expansion speed were calculated as:
where F is the local expansion speed, I Speed is the speed image, β is a fix coefficient set to 0.45, and κ finally is the local curvature of the level set surface. By using a virtual 3D-pen with variable thickness the user could place seed points and at some places force the expansion velocity to zero. Manual intervention were typically needed to avoid the heart and pulmonary artery. The total time for the segmentation was around one hour per data set, but might be significantly shortened by improved user interface and practice. The used levelset algorithm is essentially a fast marching algorithm with an approximation to calculate the local curvature. This allows the algorithm to be comparable in speed with fast marching algorithms but still use curvature to produce a smoother result. The algorithm is binary so the final result is a binary mask of the aorta.
The algorithm was implemented into a cardiac image analysis software package (http://segment.heiberg.se/). 
Meshing
The first step is to smooth the binary result from the level set algorithm. This was done by applying a 3D Gaussian smoothing filter. The radius of the filter was set to 2 mm where the distance denotes the point where the energy of the filter has dropped to 1/e. An isosurface was created using the marching cubes algorithm from the smoothed result of the binary mask with the iso level of 0.5. The isosurface was then converted to a sterolithography format (.STL). This file could the be imported by the mesh generator ICEM 10.0. Due to the smoothing procedure the geometry at the very proximal parts of inlets and outlets were changed so these parts were cropped of to ensure a correct geometry. An unstructured mesh was applied to the geometry, this choice was made because of the complexity in the geometry. A more quad element based mesh can be used but requiring more manual intervention. The meshes created are outlined in Figure 2 .
Because that interesting areas for atherosclerosis are near the artery wall the mesh near the wall was refined by inserting four prism layers, see Figure 3 .
CFD Simulation
The CFD simulations are performed with the commercial software Fluent version 6.1.18, which uses a finite volume method. The governing equations are the Navier-Stokes equations consisting of the continuity equation, Equation 3 , and the momentum equations, Equation 4 . where V is the velocity vector, ρ is the density, p is the pressure, I is the identity matrix, and τ is the stress tensor. The density of the fluid was set to 1060 kg/m 3 and the viscosity to 0.00345 Ns/m 2 . The velocity profile is measured with 2D MRI in a cross section in the ascending aorta and used as the inflow boundary condition. The outflow boundary conditions ensure conservation of mass. 15% of the flow is assumed to leave the model through the first branch (brachiosephalic trunk), 5% through the second branch (left common carotid), 10% through the third branch (left subclavian artery), and 70% exits through the abdominal outflow. The arterial wall in the model is treated as rigid.
Results and Discussion
The results of the CFD simulation were evaluated in a cross-section in the decending aorta where we both had CFD velocity field and 2D MRI velocities. The results used are at three different times when the flow accellerates (t 1 ) near the peak velocity (t 2 ) and at the deccelaration (t 3 ) phase. Both measured and CFD simulated velocities are seen in Figure 4 .
From MRI images through segmentation and meshing procedure it takes less then two hours and the result is a suffiently accurate patient specific mesh ready for CFD simulations.
A good agreement is found between the stationary CFD simulation results to the PC-MRI measured velocities (Figure 4 ). Both flow profile and the velocity magnitude shows good agreement. There are difference as well that may depend on the chosen outflow in the aortic arch branches. Using the described setup it is fully feasible with todays technology to scan a patient in the afternoon, and have an accurate flow simulation the following morning.
Future research will focus on further improvement to the segmentation process to further minimize the need for user interaction. One possible improvement would be to use template based method for segmentation. We also plan to perform time resolved CFD simulation, and to do larger studies involving larger number of subjects.
