We consider the problem of localizing visitors in a cultural site from egocentric (first-person) images. Localization information can be useful both to assist the user during his visit (e.g., by suggesting where to go and what to see next) and to provide behavioral information to the manager of the cultural site (e.g., how much time has been spent by visitors at a given location? What has been liked most?). To tackle the problem, we collected a large dataset of egocentric videos using two cameras: a head-mounted HoloLens device and a chest-mounted GoPro. Each frame has been labeled according to the location of the visitor and to what he was looking at. The dataset is freely available in order to encourage research in this domain. The dataset is complemented with baseline experiments performed considering a state-of-the-art method for location-based temporal segmentation of egocentric videos. Experiments show that compelling results can be achieved to extract useful information for both the visitor and the site-manager.
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include the employment of professional guides, the installation of informative panels, the distribution of printed material to the users (e.g., maps and descriptions), and the collection of visitors' opinions through surveys. When the number of visitors grows large, the aforementioned traditional tools tend to become less effective, which motivates the employment of automated technologies. To assist visitors in a scalable and interactive way, site managers have employed technologies aimed at providing complementary information on the cultural objects on demand. An example of such technologies are audio guides, which allow spoken information to be obtained about a point of interest by dialing the appropriate number on the device. Similarly, the use of tablets or smartphones allows to obtain audiovisual complementary information of an observed object of the cultural site by interacting with a touch interface (e.g., inserting the number of the cultural object of interest) or by taking a picture of a QR Code. Although effective in some cases, the aforementioned technologies are very limited by the following factors:
• they require the active intervention of the visitor, who needs to specify the correct number or to take a picture of the right QR Code; • they require the site manager to install informative panels reporting the number or QR Code corresponding to a given cultural object (which is sometimes not possible due to the nature of the site).
Moreover, traditional systems are unable to acquire any information useful to understand the visitor's habits or interests. To gather information about the visitors (i.e., what they see and where they are) in an automated way, past works have employed fixed cameras and classic "third-person vision" algorithms to detect, track, count people, and estimate their gaze (Bartoli et al. 2015) . However, systems based on third-person vision are capped by several limitations: (1) fixed cameras need to be installed in the cultural site, and this is not always possible; (2) the fixed viewpoint of third-person cameras makes it difficult to estimate what the visitors are looking at (e.g., ambiguity on estimation of what people see); (3) fixed cameras are easily affected by occlusion and people reidentification problems (e.g., difficulties to follow a person from a room to another); (4) the system has to work for several visitors at a time, making it difficult to profile them and to adapt its functioning to their specific needs (e.g., personal recommendation). Moreover, systems based on third-person vision cannot easily communicate to the visitor in order to "augment his visit" providing information on the observed cultural object or by recommending what to see next.
Ideally, we would like to provide the user with an unobtrusive wearable device capable of addressing both tasks: augmenting the visit and inferring behavioral information about the visitors. We would like to note that wearable devices are particularly suited to solve these kind of tasks, as they are naturally worn and carried by the visitor. Moreover, wearable systems do not require the explicit intervention of the visitor to deliver services such as localization, augmented reality, and recommendation. The device should be aware of the current location of the visitor and capable to infer what he is looking at, and, ultimately, his behavior (e.g., what has already been seen? for how long?). Such a system would allow automatic assistance to be provided to the visitor by showing him the current location, guiding him to a given area of the site, giving information about the currently observed cultural object, keeping track of what has been already seen and for how long, and suggesting what is yet to be seen by the visitor. By equipping multiple visitors with an egocentric vision device, it would be possible to track a profile of the different visitors in order to provide: (1) recommendations on what to see in the cultural site based on what has already been seen/liked (e.g, considering how much time has been spent at a given location or for how long the user has observed a cultural object) and (2) statistics on the behaviors of the visitors within the site. Such statistics could be of great use by the site manager to improve the services offered by the cultural site and to facilitate the fruition of the cultural site.
As investigated by other authors (Colace et al. 2014; Cucchiara and Del Bimbo 2014; Seidenari et al. 2017; Taverriti et al. 2016) , wearable devices equipped with a camera such as smart glasses (e.g., Google Glass, Microsoft HoloLens, and Magic Leap) offer interesting opportunities to develop the aforementioned technologies and services for visitors and site managers. Wearable glasses equipped with mixed reality visualization systems Fig. 1 . A diagram of a system which uses egocentric visitor localization to provide assistance to the user and augment his visit (left) and to provide useful information to the site manager (right).
(i.e., capable of displaying virtual elements on images coming from the real world) such as Microsoft HoloLens and Magic Leap allow information to be provided to the visitor in a natural way, for example, by showing a 3D reconstruction of a cultural object or by showing virtual textual information next to a work of art. In particular, a wearable system should be able to carry out at least the following tasks: (1) localizing the visitor at any moment of the visit, (2) recognizing the cultural objects observed by the visitor, (3) estimating the visitor's attention, (4) profiling the user, and (5) recommending what to see next.
In this work, we address egocentric visitor localization, the first step toward the construction of a wearable system capable of assisting the visitor of a cultural site and collect information useful for the site management. In particular, we concentrate on the problem of room-based localization of visitors in cultural sites from egocentric visual data. As depicted in Figure 1 , egocentric localization of visitors already enables different applications providing services to both the visitor and the site manager. In particular, localization allows to implement a "where am I" service, to provide the user which his own location in the cultural site and a location-based recommendation system. By collecting and managing localization information over time, the site manager will be able to profile visitors and understand their behavior. To study the problem, we collected and labeled a large dataset of egocentric videos in the cultural site "Monastero dei Benedettini," 1 UNESCO World Heritage Site, which is located in Catania, Italy. The dataset has been acquired with two different devices and contains more than 4 hours of video. Each frame has been labeled according to the location in which the user was located at the moment of data acquisition, as well as with the cultural object observed by the subject (if any). The dataset is publicly available for research purposes at http://iplab.dmi.unict.it/VEDI/.
We also report baseline results for the the problem of room-based localization on the proposed dataset. Experimental results point out that useful information such as the time spent in each location by visitors can be effectively obtained with egocentric systems.
The rest of the article is organized as follows. In Section 2, we discuss the related work. The dataset proposed in this study is presented in Section 3. Section 4 revises the baseline approach for room-based localization of visitors in a cultural site. The experimental settings are reported in Section 5, while the results as well as a graphical interface to allow the analysis of the egocentric videos by the site manager are presented in Section 6. Section 7 concludes the article.
The use of Computer Vision to improve the fruition of cultural objects has been already investigated in past studies. Cucchiara and Del Bimbo (2014) discuss the use of computer vision and wearable devices for augmented cultural experiences. Colace et al. (2014) present the design for a system to provide context aware applications and assist tourists. Taverriti et al. (2016) describe a system to perform real-time object classification and artwork recognition on a wearable device. The system makes use of a Convolutional Neural Network (CNN) to perform object classification and artwork classification. (Portaz et al. 2017a ) discuss an approach for egocentric image classification and object detection based on Fully Convolutional Networks (FCN). The system is adapted to mobile devices to implement an augmented audio-guide. Gallo et al. (2017) propose a method to exploit georeferenced images publicly available on social media platforms to get insights on the behavior of tourists. Seidenari et al. (2017) address the problem of creating a smart audio guide that adapts to the actions and interests of visitors. The system uses CNNs to perform object classification and localization and is deployed on a NVIDIA Jetson TK1. Signorello et al. (2015) investigate multimodal navigation of multimedia contents for the fruition of protected natural areas.
Visitors' localization can be tackled outdoor using Global Positioning System (GPS) devices. These systems, however, are not suitable to localize the user in an indoor environment. Therefore, different Indoor Positioning Systems (IPS) have been proposed through the years (Curran et al. 2011) . In order to retrieve accurate positions, these systems rely on devices such as active badges (Want and Hopper 1992) and WiFi networks (Gu et al. 2009 ), which need to be placed in the environments and hence become part of the infrastructure. This operational way is not scalable because it requires the installation of specific devices, which is expensive and not always feasible, for instance, in the context of cultural heritage. Visual localization can be used to overcome many of the considered challenges. For instance, previous works addressed visual landmark recognition with smartphones (Amato et al. 2015; Li et al. 2017; Weyand and Leibe 2015) . In particular, the use of a wearable cameras allows the user to be localized without relying on specific hardware installed in the cultural site. Visual localization can be performed at different levels, according to the required localization precision and to the amount of available training data. Three common levels of localization are scene recognition (Oliva and Torralba 2001; Zhou et al. 2014) , location recognition (Aoki et al. 1998; Furnari et al. 2018; Starner et al. 1998; Torralba et al. 2003) , and 6-DOF camera pose estimation (Kendall et al. 2015; Sattler et al. 2017; Shotton et al. 2013) . Some works also investigated the combination of classic localization based on non-visual sensors (such as bluetooth) with computer vision (Ishihara et al. 2017a (Ishihara et al. , 2017b .
In this work, we concentrate on location recognition, because we want to be able to recognize the environment (e.g., room) in which the visitor is located. Location recognition is the ability to recognize when the user is moving in a specific space at the instance level. In this case, the egocentric (first-person) vision system should be able to understand if the user is in a given location. Such location can either be a room (e.g., office 368 or exhibition room 3) or a personal space (e.g., office desk). In order to setup a location recognition system, it is usually necessary to acquire a moderate amount of visual data covering all the locations visited by the user. Visual location awareness has been investigated by different authors over the years. Starner et al. (1998) addressed the recognition of basic tasks and locations related to the Patrol game from egocentric videos in order to assist the user during the game. The system was able to recognize the room in which the user was operating using simple RGB color features. A Hidden Markov Model (HMM) was employed to enforce the temporal smoothness of location predictions over time. Aoki et al. (1998) proposed a system to recognize personal locations from egocentric video using the approaching trajectories observed by the wearable camera. At training time, the system built a dictionary of visual trajectories (i.e., collections of images) captured when approaching each specific location. At test time, the observed trajectory was matched to the dictionary in order to detect the current location. Torralba et al. (2003) designed a context-based vision system for place and scene recognition. The system used an holistic visual representation similar to GIST to detect the current location at the instance level and recognize the scene category of previously unseen environment. Other authors (Xu et al. 2014 ) proposed a way to provide context-aware assistance for indoor navigation using a wearable system. When it is not possible to acquire data for all the locations that might be visited by the user, it is generally necessary to explicitly consider a rejection option, as proposed in Furnari et al. (2018) .
Some authors proposed datasets to investigate different problems related to cultural sites. For instance, Portaz et al. (2017a Portaz et al. ( , 2017b proposed a dataset of images acquired by using classic or head-mounted cameras. The dataset contains a small number of images and is intended to address the problem of image search (e.g., recognizing a painting). Bartoli et al. (2015) presented a dataset acquired inside the National Museum of Bargello in Florence. The dataset (acquired by three fixed IP cameras) is intended for pedestrian and group detection, gaze estimation, and behavior understanding.
To the best of our knowledge, this article introduces the first large-scale public dataset acquired in a cultural site using wearable cameras that is intended for egocentric visitor localization research purposes.
DATASET
We collected a large dataset of videos acquired in the Monastero dei Benedettini, located in Catania, Italy. The dataset has been acquired using two wearable devices: a head-mounted Microsoft HoloLens and a chest-mounted GoPro Hero4. The considered devices represent two popular choices for the placement of wearable cameras. Indeed, chest-mounted devices generally allow better quality images to be produced due to the reduced egocentric motion with respect to head-mounted devices. On the other side, head-mounted cameras allow what the user is looking at to be captured, and hence they are better suited to model the attention of the user. Moreover, headmounted devices such as HoloLens allow for the use of augmented reality, which can be useful to assist the visitor of a cultural site. The two devices are also characterized by two different Field Of View (FOV). In particular, the FOV of the HoloLens device is narrow angle, while the FOV of the GoPro device is wide angle. This is shown in Figure 2 , which reports some frames acquired with HoloLens along with the corresponding images acquired with GoPro. Because we would like to assess which device is better suited to address the localization problem, we use the two devices simultaneously during the data acquisition procedure in order to collect two separate and compliant datasets: one containing only data acquired with HoloLens device and the other one containing only data acquired using the GoPro device. The videos captured by HoloLens device have a resolution equal to 1,216 × 684 pixels and a frame rate of 24fps, whereas the videos recorded with GoPro Hero 4 have a resolution of 1,280 × 720 pixels and a frame rate of 25fps.
Each video frame has been labeled according to (1) the location of the visitor and (2) the "point of interest" (i.e., the cultural object) observed by the visitor, if any. In both cases, a frame can be labeled as belonging to a "negative" class, which denotes all visual information that is not of interest. For example, a frame is labeled as negative when the visitor is transiting through a corridor that has not been included in the training set because is not a room (context) of interest for the visitors or when he is not looking at any of the considered points of interest. We considered a total of 9 environments and 57 points of interests. Each environment is identified by a number from 1 to 9, while points of interest (i.e., cultural objects) are denoted by a code in the form X .Y (e.g., 2.3), where X denotes the environment in which the points of interest are located and Y identify the point of interest. Figure 2 shows some representative samples for each of the nine considered environments. Table 1 shows the list of the considered environments (left column) and the related points of interest (right column). In the case of class Cortile, the same video is used to represent both the environment (1) and the related point of interest (Ingresso -1.1). Figure 3 shows some representative samples of the 57 points of interest acquired with HoloLens and GoPro Hero 4, whereas Figure 4 reports some sample frames belonging to negative locations and points of interest. As can be noted from the reported samples, the GoPro device allows a larger amount of visual information to be acquired due to its wide-angle FOV. On the contrary, data acquired using the HoloLens device tends to exhibit more visual variability, due to the head-mounted point of view, which suggests its better suitability for the recognition of objects of interest and behavioral understanding.
The dataset is composed of separate training and test videos, which have been collected following two different modalities. To collect the training set, we acquired a set of videos (at least one) for each of the considered environments and a set of videos for each of the considered points of interest. Environment-related training videos have been acquired by an operator who had been instructed to walk into the environment and look around to capture images from different points of view. A similar procedure is employed to acquire training videos for the different points of interest. In this case, the operator has been instructed to walk around the object and look at it from different points of view. For each camera, we collected a total of 12 training videos for the 9 environments and 68 videos for the 57 points of interest. This accounts to a total of 80 training videos for each camera. Table 2 summarizes the number of training videos acquired for each environment.
The test videos have been acquired by operators who have been asked to simulate a visit to the cultural site. No specific information on where to move, what to look, and for how long have been given to the operators. Test videos have been acquired by three different subjects. Specifically, we acquired 7 test video per wearable camera, totaling 14 test videos. Each HoloLens video is composed by one or more video fragments due to the limit of recording time imposed by the default Hololens video capture application. Table 3 reports the list of test videos acquired using HoloLens and GoPro devices. For each test video, we report the number of frames and the list of environments the user visits during the acquisition of the video.
The dataset, which we call UNICT-VEDI, is publicly available at our website: http://iplab.dmi.unict.it/VEDI/. The reader is referred to the supplementary material at the same page for more details about the dataset.
EGOCENTRIC LOCALIZATION IN A CULTURAL SITE
We perform experiments and report baseline results related to the task of localizing visitors from egocentric videos. To address the localization task, we consider the approach proposed in Furnari et al. (2018) . This method is particularly suited for the considered task because it can be trained with a small number of samples and (6) LavamaniSx (6.6) LavamaniDx (6.7) TavoloRelatori (6.8) Poltrone (6.9) Edicola (7.1) PavimentoA (7.2) PavimentoB (7.3) Cucina (7) PassavivandePav.Orig. (7.4) AperturaPavimento (7.5) Scala (7.6) SalaMetereologica (7.7) Doccione (8. In parenthesis, we report the unique numerical code of the environment/point of interest.
includes a rejection option to determine when the visitor is not located in any of the environments considered at training time (i.e., when a frame belongs to the negative class). Moreover, as detailed in Furnari et al. (2018) , the method achieves state-of-the-art results on the task of location-based temporal video segmentation, outperforming classic methods based on SVMs and local feature matching. At test time, the algorithm segments an egocentric video into temporal segments each associated to either one of the "positive" classes or, alternatively, the "negative" class. The approach is reviewed in the following section. The reader is referred to Furnari et al. (2018) for more details.
Method Review
At training time, we define a set of M "positive" classes, for which we provide labeled training samples. In our case, this corresponds to the set of training videos acquired for each of the considered environments. At test time, an input egocentric video V = {F 1 , . . . , F N } composed by N frames F i is analyzed. Each frame of the video is assumed to belong to either one of the considered M positive classes or none of them. In the latter case, the frame belongs to the "negative class." Because negative training samples are not assumed at training time, the algorithm has to detect which frames do not belong to any of the positive classes and reject them. The goal of the system is to divide the video into temporal segment, i.e., to produce a set of P video segments S = {s i } 1≤i ≤P , each associated with a class (i.e., the room-level location). In particular, each segment is defined as s i = {s s i , s e i , s c i }, where s s i represents the staring frame of the segment, s e i represents the ending frame of the segments and s c i ∈ {0, . . . , M } represents the class of the segment (s c i = 0 is the "negative class," while s c i = 1, . . . , M represent the "positive" classes).
The temporal segmentation of the input video is achieved in three steps: discrimination, negative rejection, and sequential modeling. Figure 5 shows a diagram of the considered method, including typical color-coded representations of the intermediate and final segmentation output.
In the discrimination step, each frame of the video F i is assigned the most probable class y * i among the considered M positive classes. In order to perform such assignment, a multi-class classifier trained only on the positive samples is employed to estimate the posterior probability distribution:
where y i 0 indicates that the negative class is excluded from the posterior probability. The most probable class y * i is hence assigned using the Maximum A Posteriori (MAP) criterion: y * i = arg max y i P (y i |I F , y i 0). Please note that, at this stage, the negative class is not considered. The discrimination step allows to obtain a noisy assignment of labels to the frames of the input video, as it is depicted in Figure 5 .
The negative rejection step aims at identifying regions of the video in which frames are likely to belong to the negative class. Because locations are deemed to change smoothly in an egocentric video, regions containing negative frames are likely to be characterized by noisy class assignments. This is expected because the multi-class classifier used in the discrimination step had no knowledge of the negative class. Moreover, consecutive frames of For each video, we report the number of frames and the list of environments visited by the user during the acquisition. The last rows report the total number of frames.
an egocentric video are likely to contain uncorrelated visual content, due to fast head movements, which would lead the multi-class classifier to pick a different class for each negative frame. To leverage this consideration, the negative rejection step quantifies the probability of each frame to belong to the negative class by estimating the variation ratio (a measure of entropy) of the nominal distribution of the assigned labels in a neighborhood of size K centered at the frame to be classified. Let
} be the set of positive labels assigned to the frames comprised in a neighborhood of size K centered at frame F i . The rejection probability for the frame F i is computed as the variation ratio of the sample Y K i :
where
Because y i = 0 and y i 0 are disjoint events, the posterior probability defined in Equation (1) can be easily merged to the probability defined in Equation (2) to estimate the posterior probability P (y i |F i ). Note that this is a posterior probability over the M positive classes, plus the negative one. The MAP criterion can be used to assign each frame F i the most probable class y i using the posterior probability P (y i |F i ) (see Figure 5) . Please note that, in this case, the assigned labels include the negative class.
The label assignment obtained in the negative rejection step is still a noisy one (see Figure 5 ). The sequential modeling step smooths the segmentation result enforcing temporal coherence among neighboring predictions. This is done employing a Hidden Markov Model (HMM) (Bishop 2006) with M + 1 states (M "positive" classes plus the "negative" one). The HMM models the conditional probability of the labels L = {y 1 , . . . ,y N } given the video V:
where P (y i |I i ) models the emission probability (i.e., the probability of being in state y i given the frame F i ). The state transition probabilities P (y i |y i−1 ) are modeled defining an "almost identity matrix," which encourages the model to rarely allow for state changes:
The definition above depends on a parameter ε which controls the amount of smoothing in the predictions. The optimal set of labels L according to the defined HMM can be obtained using the Viterbi algorithm (see Figure 5 , 3. Sequential Modeling). The segmentation S is finally obtained by considering the connected components of the optimal set of labels L.
EXPERIMENTAL SETTINGS
In this section, we discuss the experimental settings used for the experiments. To assess the potential of the two considered devices, we perform experiments separately on data acquired using HoloLens and GoPro by training and testing two separate models. To set up the method reviewed in Section 4, it is necessary to train a multi-class classifier to discriminate between the M positive classes (i.e., environments). We implement this component fine-tuning a VGG19 Convolutional Neural Network (CNN) pre-trained on the ImageNet dataset (Simonyan and Zisserman 2014) to discriminate between the nine considered classes (Cortile, Scalone Monumentale, Corridoi, Coro di Notte, Antirefettorio, Aula Santo Mazzarino, Cucina, Ventre e Giardino dei Novizi). To compose our training set, we first considered all image frames belonging to the training videos collected for each environment (Figure 2) . We augment the frames of each of the considered environments including also frames from the training videos collected for the points of interest contained in the environment. We finally select exactly 10,000 frames for each class, except for the "Cortile" (1) class, which contained only 1,171 frames (in this case all frames have been considered). As previously discussed, the same video is used for both the environment "Cortile" (1) and point of interest Ingresso (1.1). Therefore, it was not possible to gather more frames from videos related to the points of interest. To validate the performances of the classifier, we randomly select 30% of the training samples to obtain a validation set. Please note that the CNN classifier is trained solely on positive data, and no negatives are employed at this stage. To select the optimal values for the parameters K (neighborhood size for negative rejection) and ε (HMM smoothing parameter), we carry out a grid search on one of the test videos, which is used as "validation video." Specifically, we consider K ∈ {50, 100, 300} and ε ∈ [10 −300 , 10 −2 ] for the grid search. We select "Test3" as a validation video for the algorithms trained on data acquired with HoloLens and "Test4" for the experiments related to data acquired using the GoPro camera. These two videos are selected because they contain all the classes and, overall, similar content (see Table 3 ). Moreover, the two videos have been acquired simultaneously by the same operator to provide similar material for validation. The grid search led to the selection of the following parameter values: K = 50; ε = 10 −152 in the case of the experiments performed on HoloLens data and K = 300; ε = 10 −171 for the experiments performed on the GoPro data. We used the Caffe framework (Jia et al. 2014 ) to train the CNN models. All the data, code, and trained models useful to replicate the work are publicly available for download at our web page http://iplab.dmi.unict.it/VEDI/.
All experiments have been evaluated according to two complementary measures: F F 1 and ASF 1 (Furnari et al. 2018 ). The F F 1 is a frame-based measure obtained computing the frame-wise F 1 score for each class. This measure essentially assesses how many frames have been correctly classified without taking into account the temporal structure of the prediction. A high F F 1 score indicates that the method is able to estimate the number of frames belonging to a given class in a video. This is useful to assess, for instance, how much times has been spent at a given location, regardless the temporal structure. To assess how well the algorithm can split the input videos into coherent segments, we also use the ASF 1 score, which measures how accurate the output segmentation is with respect to ground truth. F F 1 and ASF 1 scores are computed per class. We also report overall mF F 1 and mASF 1 scores obtained by averaging class-related scores. The reader is referred to Furnari et al. (2018) for details on the implementation of such scores. An implementation of these measures is available at the following link: http://iplab.dmi.unict.it/PersonalLocationSegmentation/.
RESULTS
Tables 4 and 5 report the mF F 1 and mASF 1 scores obtained using data acquired using the HoloLens device. Please note that all algorithms have been trained using only training data acquired with the HoloLens device (no GoPro data has been used). "Test3" is excluded from the table because it has been used for validation. The tables report the F F 1 and ASF 1 scores for each class and each test video, average per-class F F 1 and ASF 1 scores across videos, overall mF F 1 and mASF 1 scores for each test video, and the average mF F 1 and mASF 1 scores that summarize the performances over the whole test set. As can be noted from both tables, some environments such as "Cortile," "Cucina," and "Giardino dei Novizi" are more difficult to recognize than others. This is due to the greater variability characterizing such environments. In particular, "Cortile" and "Giardino dei Novizi" are outdoor environments, while all the others are indoor environments. It should be noted that, as discussed before, the two considered measures (mF F 1 and mASF 1 ) capture different abilities of the algorithm. For instance, some environments (e.g., "Corridoi" and "Coro di Notte") report high mF F 1 and lower mASF 1 . This indicates that the method is able to quantify the overall amount of time spent at the considered location, but the temporal structure of the segments is not correctly retrieved. The average mASF 1 of 0.71 and mF F 1 of 0.83 obtained over the whole test set indicate that the proposed approach is useful to provide localization information to the visitor or for later analysis, e.g., to estimate how much time has been spent by a visitor at a given location, how many times a given environment has been visited, or what paths are preferred by visitors. The "/" sign indicates that no samples from that class were present in the test video. The "/" sign indicates that no samples from that class were present in the test video. Figure 6 reports the confusion matrix of the system on the HoloLens test set. The confusion matrix does not include frames from the "Test3" video, which has been used for validation. The matrix confirms how some distinctive environments are well recognized, while others are more challenging. The matrix also suggests that most of the error is due to the challenging rejection of negative samples. Other minor source of errors are the "Giardino dei Novizi -Corridoi," "Cortile -Scalone Monumentale," and "Coro di Notte -Corridoi" class pairs. We note that the considered pairs are neighboring locations, which suggests that the error is due to small inaccuracies in the temporal segmentation.
We also report experiments performed on the GoPro data. To compare the effects of using different acquisition devices and wearing modalities, we replicate the same pipeline used for the experiments reported in the previous section. Hence, we trained and tested the same algorithms on data acquired using the GoPro device.
Tables 6 and 7 report the mF F 1 and mASF 1 scores for the test videos acquired using the GoPro device. Results related to the "Test4" validation video are excluded from the tables. The method allows overall similar performances to be obtained for the different devices (an average mF F 1 score of 0.81 in the case of GoPro, vs 0.82 in the case of HoloLens and an average mASF 1 score of 0.71 vs 0.71). However, mF F 1 performances on the single test videos are distributed differently (e.g., "Test1" has a mF F 1 score of 0.90 in the case of HoloLens data and a mF F 1 score of 0.67 in the case of GoPro data). Figure 7 reports the confusion matrix of the method over the GoPro test set, excluding the "Test4" video (used for validation). Also, in this case, errors are distributed differently with respect to the case of HoloLens data. In particular, the confusion between "Cortile" and "Scalone Monumentale" is much larger than in the case of HoloLens data, while other classes such as "Cucina" report better performance on the GoPro data. Moreover, the rejection of negatives is much worse performing in the case of GoPro data. These differences are due to the different way the GoPro camera captures the visual data. On the one hand, GoPro is characterized by a larger FOV, which allows to gather supplementary information for location recognition. On the other hand, the dynamic FOV of the head-mounted HoloLens device allows diverse and distinctive elements of the environment to be captured and allows for better rejection of negative frames increasing the amount of discrimination entropy in unknown environments. Tables 8 and 9 summarize and compare the results obtained training the algorithm on the two sets of data. Specifically, the tables report the average F F 1 and ASF 1 scores obtained in the three steps of the algorithm. As can be noted, significantly better discrimination is overall obtained using GoPro data (0.88mF F 1 vs 0.73mF F 1 ). This is probably due to the wider FOV of the GoPro camera, which allows to capture more information about the surrounding environment (see Figure 2) . Rejecting negative frames is a challenging task, which leads to degraded performances both in the case of frame-based measures (Table 8) and segment-based ones (Table 9) . Interestingly, the negative rejection step works best on HoloLens data (0.66mF F 1 vs 0.54mF F 1 , and 0.24F F 1 vs 0.18F F 1 for the negative class The "/" sign indicates that no samples from that class were present in the test video.
tmore distinctive details to be acquired about the scene, thus allowing for more entropy when in the presence of unknown environments. The sequential modeling step, finally balances out the results, allowing HoloLens and GoPro to achieve similar performances. Figure 8 reports a qualitative comparison of the proposed method on "Test3" video (acquired by HoloLens) and "Test4" video (acquired by GoPro) used as validation videos. Please note that the two videos have been acquired simultaneously and therefore present similar content. The figure illustrates how the discrimination step allows to obtain more stable results in the case of GoPro data. For this reason, negative rejection tends to be more pronounced in the case of HoloLens data. The final segmentations obtained after the sequential modeling step are in general equivalent.
We would like to note that, even if the final results obtained using HoloLens and GoPro are equivalent in quantitative terms, the data acquired using the HoloLens device is deemed to carry more relevant information about what the user is actually looking at (see Figure 3) . Such additional information can be leveraged in applications which go beyond localization, such as attention and behavioral modeling. Moreover, head-mounted devices such as HoloLens are better suited then chest-mounted cameras to provide additional services (e.g., augmented reality) to the visitor. In our opinion, this makes HoloLens (and head-mounted devices in general) preferable. A series of demo videos to assess the performance of the investigated system are available at our web page: http://iplab.dmi.unict.it/VEDI/video.html. We also implemented a Manager Visualization Tool as a web interface. The tool allows the manager to analyze the output of the system, which automatically localizes the visitor in each frame of the video. The GUI allows the manager to select the video to be analyzed. A video player allows to skim through the video by clicking on a graphical representation of the inferred video segmentation. The GUI also presents the estimated time spent at each location and highlights the location of the visitor in a 2D map. Giving the opportunity to explore the video in a structured way, the system can provide useful information to the site manager. For instance, the site manager can infer which locations attract more the attention of the visitor, which can help improve the design of visit paths and profiling visitors. Figure 9 illustrates the different components of the developed tool. A video demo of the developed interface is available at http://iplab.dmi.unict.it/VEDI/demogui.html.
CONCLUSION
This work has investigated the problem of localizing visitors in a cultural site using egocentric (first-person) cameras. To study the problem of room-level localization, we proposed and publicly released a dataset containing more than 4 hours of egocentric video, labeled according to the location of the visitor and to the observed cultural object of interest. The localization problem has been investigated reporting baseline results using a state-of-theart method on data acquired using a head-mounted HoloLens and a chest-mounted GoPro device. Despite the larger FOV of the GoPro device, HoloLens allows to achieve similar performance in the localization task. We believe that the proposed UNICT-VEDI dataset will encourage further research on this domain. Future works will consider the problem of understanding which cultural objects are observed by the visitors. This will allow for more detailed information to be provided on the behavior and preferences of the visitors to the site manager. Moreover, the analysis will be extended and generalized to other cultural sites.
