INTRODUCTION
The problem of determining the p-modular decomposition matrix of the symmetric group ᑭ appears to be difficult. In this paper, we shall exploit n recent results of Kleshchev in order to relate certain decomposition numbers of ᑭ to decomposition numbers of smaller symmetric groups. w x Therefore, to gain insight into the decomposition numbers S : D , it is sensible to consider cases where has few non-zero parts. The answers w x are known when has no more than two non-zero parts 2, 3 and this paper grew from an investigation of the case where has exactly three w x Ž non-zero parts 9 . This problem is different from that of finding the composition multiplicities for Weyl modules W where has exactly three . non-zero parts.
Our theorems express certain decomposition numbers for ᑭ in terms n of decomposition numbers for smaller symmetric groups. Remarkably, we can prove some of our results only by passing from ᑭ to a smaller n symmetric group, by way of a larger symmetric group. w x We apply our results to determine the decomposition numbers S : D Ž . when s , , and -p. For the sake of completeness, we 1 2 3 3 w x record in an Appendix the results from 8 which are needed to compute these decomposition numbers.
Some, but not all, of what we do can be applied in the more general context of Hecke algebras of type A.
PRELIMINARY RESULTS

Ž
. Let s , , . . . be a partition. We identify with its Young where for all r, the integer c is equal to the number of nodes of p-residue r r in . w The theorem which is known as the Nakayama conjecture 6, 6. The following proposition is well known.
PROPOSITION.
Let and be partitions of n, let be a partition of n y 1, and let be a partition of n q 1, with , , and p-regular. Suppose that r is an integer. Proof. Let P P denote the set of p-regular partitions of n. Then
and for each ␣ g P P we have
Ž . Part i of the proposition follows from the last equality. Part ii is proved in a similar way.
It is easy to describe S x r in terms of Specht modules for F ᑭ , Ž .
Proof. This follows from the branching theorem, together with the observation that removable nodes of which have the same p-residues may be removed from in any order.
We now want to discuss Kleshchev's branching theorems for D . First, we define normal nodes.
A node A of a partition is normal if it is a removable node of , and for every addable node B for which is above A and for which res B s Ž . res A, there exists a removable node C B of , in a row strictly between Ž .
X the rows of A and B, with res C B s res A, and B / B implies that Ž .
A normal node is good if it is the lowest normal node of a given p-residue.
In practice, we refer to normal nodes and good nodes of only if is p-regular. 
RESULTS ON DECOMPOSITION NUMBERS
We assume that n G 1 and p is a prime number. Our aim is to express w x certain p-modular decomposition numbers S : D of ᑭ in terms of n p-modular decomposition numbers for a symmetric group ᑭ X with n X -n.
n w x Note that we do not guarantee, thereby, to evaluate S : D .
Our first result is well known, but it allows us to set the scene.
3.1. PROPOSITION. Assume that and are partitions of n, with p-regular, and suppose that has precisely k non-zero parts. 
Ž .
In the light of Proposition 3.1 ii , we adopt the following notation.
3.2 Notation. Hereafter, and will be partitions of n, with p-regular. Let k be the number of non-zero parts of ; thus, ) 0 and
Then ␣ , ␣ , . . . , ␣ is a sequence of ␤-numbers for and ␤ , ␤ , . . . , ␤ 1 2 k 1 2 k w x is a sequence of ␤-numbers for 6, 2.7.9 . By using ␤-numbers, the Nakayama conjecture may be rephrased as follows. The next result translates a theorem of Erdmann into terms involving ␤-numbers. 
3.3
Ž . Proof. Note that since S and D are in the same block, 3.3 implies that the subscript x is, indeed, unique.
Define r by r ' ␤ y k mod p and 0 F r F p y 1. 
Ž .
ii Assume that A is a removable node of .
Suppose that is a p-regular partition of n, and D is a composition factor of S and D x r has D _Ä B4 as a composition factor. By Proposi-Ž . tion 2.3 iii , has a normal node C, say, of p-residue r, and, by Proposi-
If C is above B then C is an addable node for of p-residue r, and hence B is not a normal node of . This is a contradiction.
In a similar way, if B is above C then we obtain the contradiction that C is not a normal node of . Proof. Let j , . . . , j be the distinct integers such that and r is the p-residue of B .
l From the hypothesis of the theorem we deduce that for 1 F i F k we have
Thus, every addable node for has p-residue different from r, so B is a l normal node of .
We have now proved that has exactly m normal nodes B , . . . , B of Similarly, has exactly m removable nodes A , . . . , A of p-residue r. 
that ␣ y k ' r mod p since A has p-residue r. Let C be a node which
Since S and D are in the same block, the hypothesis of the theorem implies that just ␣ y k in this list is congruent to r modulo p. There-
Ž . Ž . By Propositions 2.3 iv and 2.1 ii , we have
Ž . Put this information with that contained in the inequality 3.10 to obtain
Since both these inequalities must be equalities, we deduce that for
and this completes the proof of the theorem.
An application of Theorem 3.8 is the following. 
We give explicit information about the case s 1 of Corollary 3.12 in 3 an appendix.
The last, and most difficult, theorem in this section will be used later, in Proposition 4.13, to glean information on three-part partitions. 
Ž .
Proof. Note that Hypothesis iii implies that
) 0.
Let j , j , . . . , j be the distinct integers such that
Define r by 0 F r F p y 1 and r ' 1 y k mod p. follows that each of q and q has precisely k non-zero parts. Let y be the partition of n q m X y k which is obtained from q by reducing each non-zero part by 1 and let y be the partition of n q m X y k which is obtained from q in a similar way. Assume that 1 F j F p y 1. Define r by 0 F r F p y 1 and r ' j y j j j Ž q . k mod p. Let s be the number of nodes i, whose p-residue is r . has D Ž x . as a composition factor with multiplicity at least
Ž . by Proposition 2.3 i . Now consider restricting S q in the same way. We obtain S q x r x r иии x r s times иии x r x r иии Ž .
where M is the sum over those S for which is obtained from q by Ž q . removing all the nodes i, whose p-residues are r , r , . . . , or r and precisely t nodes whose p-residues are r . Here, we have applied uq 1 Proposition 2.2. Ž . We deduce the following inequality from Proposition 2.1 i :
Consider the situation where we have completed x steps in the above argument. We have the partition Ž x . , obtained from q by removing x s s q иии qs q t nodes. Our next step involves removing one more 1 u node B, say, from Ž x . . Suppose that B has p-residue q and Ž x . has precisely c nodes of p-residue q.
Suppose that is one of the partitions which is obtained from q by removing x nodes of the appropriate p-residues. In proving the next Ž . inequality like 3.15 , we apply the inequality 
THREE-PART PARTITIONS
We now give some results which are specific to partitions with at most three non-zero parts, so we shall record only the first three parts of each Ž . Ž . partition the remaining parts being equal to zero . If s , , then 1 2 3 q 2, q 1, are the ␤-numbers for . The main case where our results, so far, do not determine the decompo- 
Ž .
iii If the ␤-numbers for are congruent, modulo p, to a q 1, a q 1, a and s , then 2 3
Proof. All parts of the lemma follow from Proposition 2.3.
Suppose that s , , and s , , are partitions of n y 1 with 
Ž . Proof. Let P P be the set of partitions s , , of n q 1 such 1 2 3 that ) and q 2 ' 1 and q 1 ' 1 and ' 0 mod p. q 1 is a p-regular partition, Ž q1, q1, q1. Ž , , q1. and let i, j g 1, 2 , 1, 3 , 2, 3 .
g P P Ž . By Eq. 4.3 we have
p-content as Ž i j. and f P P. Then Lemma 4.1, with a s 0, shows that Ž .
Applying this information, we see that
q factors different from D .
Therefore,
Ž .
Ž . Ž . Ž . Ž . From these three equations, for i, j s 1, 2 , 1, 3 , and 2, 3 , we w Ž . x eliminate M x y2 : D to obtain the two equations in the statement of the proposition. Assume that ␤ ' 0 and ␤ ' 1 mod p. Then
Proof. Since S and D are in the same block and s 1 and s 0, 3 3 we have ␣ ' ␣ ' 0 mod p and ␣ ' 1 mod p.
If s 1 then p s 2 and the result of the corollary can be checked x w
which, by Proposition 3.1, yields w x w
Ž . The ␤-numbers for y 1, , 0 are y1, 1, 0, so we may apply Theo-1 2 rem 3.13 to obtain from the last equation
as required.
The main result of this section is the following. conditions that ) 0 and y / p y 2. 
Our proof of Theorem 4.5 uses a delicate induction argument and the following lemma sets up the appropriate machinery.
LEMMA. Suppose that a, b, c, t are integers with
and that
are partitions of an integer n X with s ap q t , s cp q t y 1, s ap q p, 3 2 3 s bp q t y 1 and ) bp q p y 1 2 1 and q 2 ' q 2 ' q 2 ' q 1 ' 0 mod p.
Then D x y3 s D and
Proof. In the proof of this lemma, we proceed with caution, in case some of our partitions have two parts which are equal. Ž . Ž . We have ) q 1. Also, 1, and 2, have p-residues congru- ent to y3 and t y 3, respectively. Since t / 0, we have
Ž .
Ž . Note that y 1, y 1, 0 has ␤-numbers congruent to y1, t y x w
Ž . Note that y 1, bp y 1, 0 has ␤-numbers congruent to y1, 0, 1 0 mod p and ) bp. Therefore, we have the following, by Theorem 3.6 1 with y s 1.
w Ž 1 y1 , 2 , a p.
Ž . Our proof of results i and ii in the statement of the lemma will be by induction. The inductive assumption which we shall use is a case of part Ž .
ii ; namely, if a ) 0 then 
We have 
Ž . The ␤-numbers for s , bp q t y 1, 0 are congruent to 0, t, 0 mod p, 1, 0 mod p, so repeated applications of Theorem 3.6 with y s 2 followed by an application of Theorem 3.13 gives
Ž . Ž . Therefore, by combining Eqs. 4.8 and 4.11 , we obtain w x
Ž . Ž .
Ž . This completes the proof of part i of the lemma.
Ž . We now turn our attention to result ii in the statement of the lemma. X Let s , q p y 1 y t, , which is a partition of n q p y 1 y t. Ž .
Suppose that s , , is a p-regular partition and that D is a 
But, by Theorem 3.6, with y s 2, applied repeatedly, we have
Ž . This proves result ii of the lemma in the case where t s p y 1, and, in particular, in the case where p s 2. Assume, therefore, that p ) 2 and t -p y 1.
Suppose, for the moment, that ) q p y 1 y t. Then Ž . Ž . and result ii of the lemma is proved in this final case.
Proof of Theorem 4.5. We shall apply Lemma 4.6 with s and t s 1.
Since ␤ ' 1 mod p and ) 0 we can write s bp with 1 F b. Also, some order. Ž . If ␣ ' ␣ ' 0 and ␣ ' 1 mod p, then we apply Lemma 4.6 i with 1 2 3 s , to deduce the result of the theorem. 
If ␣ ' ␣ ' 0 and ␣ ' 1 mod p, then we apply Lemma 4.6 ii with
Suppose that s , , is a p-regular partition and that D is a 1 2 3 composition factor of S Ž 1 qp y2, 2 , 3 . . Then the ␤-numbers for are congruent, modulo p, to y1, 0, 0 in some order.
If the ␤-numbers for are congruent, modulo p, to 0, 0, y1 then Ž . as required.
In conclusion, we summarize our information on three-part partitions in the following proposition. or ' 0 mod p and y s p y 2. Ž . Ž . iii p s 2, n is odd, say n s 2 l q 1, and s l q 1, l .
Proof. Recall that ␤ s q 3 y i for 1 F i F 3.
