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This paper begins a systematic investigation of context-free grammar forms using the 
mechanism of “strict” interpretations: the interpretations of terminal letters are defined 
exactly as those of nonterminal letters. Thus, strict interpretations are more closely related 
to the master grammar than the g-interpretations investigated in the original grammar 
form paper [A. Cremers and S. Ginsburg, Context-free grammar forms, J. Comput. 
System Sci. 11 (1975), 86-1161. Th e main results of this paper concern reducibility, 
closure properties, generators and hierarchies of language families, as well as the charac- 
terization of grammar forms generating (under strict interpretation) the families of 
regular and linear languages. 
1. INTR~DLTCTI~I\; 
The notion of a grammar form was introduced in [4] in 1975 as an attempt to define 
families of structurally similar grammars by means of one underlying “master grammar” 
and an “interpretation” mechanism defining an infinite family of grammars related to the 
given master grammar. This notion turned out to be a powerful tool for the study of 
grammatical properties of both theoretical and practical significance. During the past few 
years, grammar forms have been investigated quite vigorously from many angles; the 
reader is referred to the survey articles [5 and 14 and the book [16]. 
An analogous model for studying grammatical similairty was introduced for L systems 
in [S] and investigated afterwards in many other papers. It turned out from the very 
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beginning that the interpretation mechanism considered in [4], referred to as the “g-inter- 
pretation” in the sequel, was not suitable for the study ofL systems but had to be replaced 
by “strict” or “s-interpretation.” 
The difference between these two interpretation mechanisms can be briefly stated as 
follows. In a g-interpretation, every terminal letter can be interpreted as an arbitrary 
terminal word, including the empty word h. In an s-interpretation, terminal letters have 
to be interpreted as terminal letters and, moreover, two distinct terminal letters cannot be 
interpreted as the same one. This means that s-interpretations are very natural mathe- 
matically: nonterminals and terminals are interpreted according to the same rules. 
The productions of an s-interpretation resemble more closely the productions of the 
master grammar than do those of a g-interpretation: an s-interpretation preserves, in 
general; more information about the master grammar than a g-interpretation. Two quite 
different-looking grammars can be g-interpretations of the same master grammar. This 
implies, for instance, that the language families generated by “quite different” grammar 
forms under g-interpretations may “collapse” into the same family. Consequently, a 
much richer variety of language families corresponds to s-interpretations than to g-inter- 
pretations. A typical example of this phenomenon is that there is no grammatical language 
family between the families of regular and linear languages if g-interpretations are 
considered, whereas there are even doubly infinite hierarchies of such families if s-inter- 
pretations are considered. 
Because we get a much richer variety of language families under s-interpretations than 
under g-interpretations, it is obvious that the closure properties obtainable for the Iattet 
language families cannot, in general, be obtained for the former ones. However, this seems 
to be the only price we have to pay for the many advantages brought about by s-inter- 
pretations. In addition to the issues discussed above, we would still like to add the 
following one. The study of s-interpretations seems to increase considerably our know- 
ledge about the generation and grammatical properties of certain subfamilies of the farnil! 
of context-free languages. As an example we mention the theory developed below for the 
generation of linear languages, as well as the theory developed in [lo] for the generation of 
all context-free languages. 
Because of the reasons discussed above, we believe that a systematic investigation of 
s-interpretations is well motivated. This paper begins such a systematic investigation. 
So far, only some scattered work has been done in s-interpretations: References [I and 61 
discuss the area mainly from the point of view of ambiguity, [15] with respect to pda forms 
and [7] within the framework of different types of interpretations for context-senseitive 
grammars. 
The discussions in this paper are restricted to the context-free case. The paper is 
largely self-contained. The reader is referred to [4, 5, 8 and 131 for further background 
material and motivation. For all unexplained notions and results in language theory, 
the reader is referred to [ 111. 
We conclude this section with a brief outline of the contents of the paper. Sections 2,4 
and 5 are preliminary in nature: they contain basic definitions, results easily obtainable 
from earlier work, as well as closure properties and some preliminary technical lemmas. 
Section 3 initiates a study of hierarchies of language families, a topic we shall return to 
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in the future. Sections 6 and 7 are devoted to reducibility and non-reducibility results. 
Forms whose language family equals the family of regular languages are characterized in 
Section 8. A similar characterization with respect to the family of linear languages is 
presented in Sections 9 and 10. These results are further applied in Section 11, where 
generators in the sense of [9] are discussed, as well as in Section 12, where hierarchy 
results are presented. We prove, for instance, that there is no maximal grammatical 
family contained in the family of linear languages, and no minimal grammatical family 
containing the family of regular or the family of linear languages. 
2. DEFINITIONS AND PRELIMINARY OBSERVATIONS 
We denote by =%IN , -%EG , -%I~ and LZ& the families of finite, regular, linear and 
context-free languages, respectively. 
For convenience, two languages will be considered equal if they differ by at most the 
empty word h. Two language families will be considered equal if every language in one 
family is, modulo h, also in the other. 
It is always assumed in our subsequent considerations that the terminal and non- 
terminal letters needed in the construction of grammars belong to some fixed denumerable 
infinite collection of terminal and nonterminal letters, respectively. For instance, the class 
of interpretations of a grammar form contains only such grammars whose symbols 
belong to the aforementioned “universal” collections of symbols. However, to avoid 
unnecessary complications, these universal collections of symbols are not mentioned in 
the subsequent definitions. 
Consider context-free grammars G = (V, 2, P, S), where Z is the alphabet of ter- 
minals, V - C the alphabet of nonterminals, P is the set of productions and 5’ E V - Z 
the initial letter. We define such a grammar often in the sequel simply by listing the 
productions. In such cases we apply the convention that nonterminals are denoted by 
capital and terminals by small letters. 
We use customary terminology when discussing context-free grammars. For instance, 
a grammar is reduced if every nonterminal A is reachable from the initial letter and derives, 
moreover, a word over the terminal alphabet. It is chain-free (resp. A-free) if it has no 
productions of the form rZ -+ B (resp. A -f X). It is in the Chomsky normal form if all 
productions are of the types A + BC and A --f a. It is in the Greibach 2-normal form 
if all productions are of the types A + aBC, A --f aB and A -+ a. It is sequential if there is 
an ordering A, ,..., A, of all nonterminals such that, whenever Ai -+ x is a production, 
then x does not contain any occurrence of a nonterminal Aj with j < i. It is linear if the 
right side of every production contains at most one nonterminal. 
Consider a context-free grammar G = (V, ,Z, P, S) and a terminal letter a E Z. The 
a-restriction G, of G is obtained from G by removing all productions containing occur- 
rences of terminals b # a. Thus, a-restrictions can be empty or generate the empty 
language. a-restrictions play an important role in the completeness considerations below. 
A finite substitution 7 defined on an alphabet V is said to be a dfZ-substitution (a disjoint 
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finite letter substitution) if, for any a E V, T(U) is a finite set of letters and, moreover, 
a f b implies ~(a) n 7(b) = +. 
The following definition contains our most important notions. 
DEFINITION. A (context-free) grammar form is a context-free grammar G m-m 
(V, 2, P, S). Given a dfl-substitution p defined on F’, we say that a context-free grammar 
G’ -: (V’, 2, P’, L-7) is a strict interpretation (or an s-interpretation) of G modulo p in 
symbols G’ ~3, G(p) if the following conditions obtain: 
(i) p(A) C Y - 27 for all A in V - Z, 
(ii) p(u) C Z’ for all a in .Z, 
(iii) P’ C p(P), where p(P) == {B +y j B E p(A), y E p(x), for some -4 ---f N in 1’:. 
(iv) S’ is in p(S). 
The grammar and language family generated by the context-free grammar form G are 
defined by 
Cg,q(G) = {G’ j G’ Q, G(y) for some pj, 
z?(G) = {L(G’) / G’ us G(p) for some p}. 
Two grammar forms G, and G, are termed form equident if 
Z’,(G) = Z’,(G,). 
Remark. The investigations in this paper deal exclusively with the s-interpretations 
introduced in the definition above. However, some comparisons are made with the 
g-interpretations of [4]. The latter differ from s-interpretations with respect to the 
following two points: (1) p is a dfl substitution only on I’ - 2, and p is just a finite sub- 
stitution on the cntirc V. (2) Th e condition (ii) in the definition above is replaced h! : 
[L(a) 2 2” for all n in 2. In connection with the R-interpretations WC USC’ the notations 
.c:,, and P,,(G). 
DEFINITION. A family 9 of context-free languages is termed s-,~rammcrtico/ (resp. 
g-grammaticnl) if 
2’ : x<(G) (resp. 9 = z,(G)), 
for some context-free grammar form G. 
‘I’he terminology concerning context-free grammars is extended to concern grammnl 
forms. Thus, we can speak of reduced and h-free grammar forms. We say that a grammal 
form G is.finite (req. inJinite) if L(G) is finite (resp. infinite). Note that if G is finite then 
z<(G) (as well as 5$(G)) contains only finite languages. Clearly, the family ZFIN is 
R-grammatical (it is generated by the form G with only one production S ---t a), whereas 
it is not s-grammatical. It will be seen below that Pr,, is the only g-grammatical famih 
which is not s-grammatical. 
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DEFINITION. A grammar form G is complete with respect to a family 9 of languages or, 
briefly, Z-complete if 
,Ep,(G) = 2. (2.1) 
G is complete if it is P&-complete, G is 9-sz@cient if 
The reader is reminded of the convention concerning h, made at the beginning of this 
section. We would also like to point out that we often speak briefly of “grammar forms” 
or “forms” instead of “context-free grammar forms.” This should not lead to any con- 
fusion because the non-contextfree case is not dealt with at all in this paper. 
LYEcompleteness can be defined also for g-interpretations by replacing (2.1) with the 
equation 
Yg(G) = 2’. 
It is fairly easy to characterize, for instance, complete or L?&complete forms, cf. [4]. 
The situation is entirely different for the notion of completeness introduced in the defini- 
tion above and based on s-interpretations. L&o- and LPL,,-complete forms will be 
characterized in Sections 8-10 below and complete forms in [lo]. To give the reader an 
intuitive idea of the problem, as well as to illustrate the difference between s-interpreta- 
tions and g-interpretations, we consider now a few examples. 
Define the grammar forms G,-G, by listing the productions as follows: 
G,: S + aSb, S -+ a, 
G2: S+aSa, S+a, 
G,: S -+ aSa, S -+ a, S ---f a2, 
G,:S+aS,S--+Sa,S+a. 
Then it is easy to verify that 
-K(G) = =%m , for i= 1,2,3,4. 
This provides an interesting example of the phenomenon discussed above that “different- 
looking” grammar forms lead to the same language family under g-interpretation, i.e., 
even infinite hierarchies of language families obtained through s-interpretations collapse 
into a single family. In this case, we have 
Typical languages Li in the differences $Ps(GJ - Zs(Gi_J, for i = 2, 3, 4, are the 
following ones: 
L, = {ancan / n > l}, L, = a-t, L, = {a2Van 1 71 > 1). 
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Note that every word in every language in the families Ps(Gi), i : 1,2, is of odd length. 
It can also be shown that the family Zs(Gs) lies properly between J&o and OLIN 
Consider next the grammar forms HI and Ha defined by 
H,:S+SS,S-+a, 
Hz: S - A / B, A - A2 I a2, B --+ aB i a. 
We have Yf(H,) == q,(HJ = 9,cF . Clearly, 
and hence, II, is complete. As regards H, , note first that L(H,) = a+ and that the 
nonterminal A is expansive (i.e., generates two copies of itself). However, these conditions 
are not sufficient for completeness. To see this, it suffices to consider some fixed modifica- 
tion of the Dyck language, with all words of odd length. It cannot be generated by an 
interpretation of H, because it would then have to be generated without expansions. 
The following definition introduces a notion of fundamental importance in completeness 
considerations. 
I~FINITI~N. Grammar forms with just one terminal letter are termed unary. An 
s-grammatical family 9 is unary-complete, if, whenever a grammar form G satisfies 
5$(G) = 9, then G also possesses an a-restriction G, satisfying z?(G,) = 9 for some 
symbol a. 
Thus, the unary-completeness of a family 9 means that, whenever 9 is generated by a 
grammar form G with more than one terminal, then some of the terminals and productions 
involving them can be removed from G without reducing its generative capacity as a 
grammar form. (Of course, the language L(G) may become smaller in this process). We 
shall see below in Sections 8-10 that the families &no and LZLIK are unary-complete. 
‘The same holds true with respect to the family 3?c, , as will be shown in [IO]. On the 
other hand, it is easy to present families which are not unary-complete. Such a family is 
Y$G,) considered in the examples above. However, two terminals are necessary in the 
definition of this family, i.e., there is no unary grammar form G form equivalent to G, 
At the time of this writing, we do not know any language family 3 with the following two 
properties: (i) d;/’ is not unary-complete, (ii) 9 = L??(G), f or some unary grammar form G. 
3. COMPARISONS 
The purpose of this section is to point out certain interconnections between s-inter- 
pretations and g-interpretations, as well as between s-interpretations and certain inter- 
pretations of L forms. 
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Since every s-interpretation is obviously also a g-interpretation, the inclusions 
are satisfied for every grammar formF. Somewhat more difficult is the comparison between 
s-grammatical and g-grammatical language families. It has already been pointed out 
that the family 9& is g-grammatical but not s-grammatical. The following theorem 
shows that it is the only family with this property. In the statement of the theorem, 
X(9) denotes the family of all homomorphic images of languages in 9, i.e., 
Z(Z) = (h(L) 1 L is in 9 and h is a homomorphism}. 
THEOREM 3.1. For any grammar form F, 
g”,(F) = ~P-XF))~ (3.2) 
The family PFIN is the only g-grammatical family which is not s-grammatical. A family 
darerent from 9& and closed undo homomorphism is s-grammatical if and only if it is 
g-grammatical. 
Proof. Consider the first sentence. It clearly holds true if F is finite. Therefore, we 
assume that F is infinite. It is shown in [4] that gg(F) is a full semi-AFL and, hence, 
closed under homomorphism. Consequently, by (3.1), the right side of (3.2) is included in 
the left side. The reverse inclusion follows because it is easy to see that a g-interpretation 
can be obtained as a homomorphic image from an s-interpretation. For a proof of the 
second sentence, cf. [13]. Finally, the last sentence is a consequence of the first two. g 
Conversely, we shall show in the following theorem that there are “many more” 
s-grammatical families than g-grammatical families, i.e., families closed under homo- 
morphisms are rare exceptions among s-grammatical families. More specifically, we 
exhibit an infinite hierarchy of s-grammatical families between any two g-grammatical 
families different from sFIN . 
THEOREM 3.2. Assume that FI and F, are in..nite grammar forms such that 
(3.3) 
Then an in$nite sequence of grammar forms GI , G, ,..., can be constructed such that 
Proof. By Theorem 3.1, there are grammar forms 
Hi = (K ,G , Pi , s,), i = 1,2, 
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such that g8(Hi) = 9(Fi), i = 1, 2. By the hypothesis (3.3), there is a language L 
belonging to the difference 6ps(H,) - 98(HJ. We writeL in the form 
L = Lodd u J&m , 
where Lodd (resp. Leven) consists of all words of odd (resp. even) length in L. Since 
Z8(H1) is a semi-AFL and, hence, closed under union, we conclude that the languages 
Lodd and &en do not both belong to Zs(Hi). We assume that L,,, does not belong to 
T8(H1). (The case of LOda not belonging to s$(H,) is handled in exactly the same way.) 
Let Len be generated by the grammar 
G’ = (V’, 2, P’, 8’). 
Since a renaming of the alphabets does not affect the language family 9$(H,), we assume 
without loss of generality that the alphabets J-i and I” are disjoint. 
Define now, for i = 1, 2 ,..., 
Gi = (V, u V’ u {A’}, El u Z’, PI u P’ 
u is -+ 81, s --+ S’, s - ,r, s -+ ,r3 ,..., s --+ P-l}, S), 
where S --f 2’3 stands for all productions S + x with x in Z’j. Then it is easy to verify 
that (3.4) is satisfied. Clearly, the language Leven is in the difference 
For i > 2, consider the language 
Li = Leven u Z’ u Z’3 u .‘. u .w-1. 
Clearly, Li is in Ps(Gi). Assume that, for some G’ <1, GiV1(p), L, = L(G’). Then Z’C 
I*-(&) because, otherwise, words of length 2i - 1 cannot be generated. By the construction 
of Gi , this means that Li is in Z$(HJ. Because Z8(H1) is a semi-AFL, it is closed under 
intersection with regular sets. Therefore, L,,, is in ZZ’JH,), a contradiction. This proves 
that Li is not in 9(Gi-,). Finally, every family g8(Gi) is strictly contained in gg(.F2) 
because the latter family contains all finite languages and is closed under union. 1 
The assumption of Fl being infinite is necessary. Indeed, there are no s-grammatical 
families between the two g-grammatical families 9rIN and Z&o . This follows because, 
as will be seen in Section 8, every dP,,,-sufficient grammar form is also 9aEo-sufficient. 
On the other hand, there are infinite hierarchies of s-grammatical language families (i) 
properly contained in &rN , and (ii) properly contained in YkEG and such that every 
family in the hierarchy contains infinite languages. 
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4. TECHNICAL LEMMAS 
We exhibit in this section some lemmas useful in the study of derivations as well as in 
the study of language families. The lemmas are often applied in the subsequent sections 
without explicit mentioning. 
We want to emphasize at first that according to our definitions, whenever F’ agF(p), 
then p-l is a length preserving homomorphism (having the appropriate domain). This 
makes it easy to transform a derivation according to an interpretation into a derivation 
according to the master grammar. This fact is stated in our first lemma. 
LEMMA 4.1. Assume that F’ (1, F(p) and that 
is a derivation according to F’. Then 
is a derivation according to F. 
Lemma 4.1, as well as Lemma 4.2 below, correspond to the basic lemmas established 
for g-interpretations in [4]. The proofs are essentially the same for s-interpretations and 
are omitted. 
LEMMA 4.2. Assume that Fl and F, are grammar forms such that, for each production 
A -+ x in Fl , there corresponds a derivation A 9 x according to F, . Then 
The basic idea in the proof of Lemma 4.2 is the following. Consider an interpretation 
F; Q, Fl . Thus, each production A, -+ x1 in F; is an interpretation of some production 
A -+ x in Fl . An interpretation Fi as F, can now be constructed by “isolating” each 
derivation A, % x1 in such a way that the nonterminals appearing at the intermediate 
steps do not appear anywhere else. This is always possible if one takes sufficiently many 
interpretations of the nonterminals of F, . This “isolation technique” is very useful in 
many constructions. 
The following “lemma of nonterminal elimination” is needed when some standard 
constructions are extended to forms, for instance, when the production A ---f BCD is 
simulated by the productions A + BC, and C, - CD. 
LEMMA 4.3. Assume that B # S is a nonterminal in a grammar form Fl which does not 
occur in the left and right side of the same production. Construct a new grammar form F, by 
removing from FI all productions involving B and adding all productions 
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for all productions 
inF,, where none of the 01’s contain the nonterminal B. Then FI and F2 are form equivalent. 
Whereas the previous lemmas are largely independent of the type of interpretations we 
are considering, our last lemma is typical for strict interpretations, in particular, as regards 
the statement about the inclusion being proper. 
LEMMA 4.4. Assume that a grammar form F, is obtained by identifying the terminal 
letters a, ,..., ak everywhere in the productions of a grammar form F,: 
a, = a2 = ... = a, = a, 
Then -rP,(F,) C LZJF,), and it is possible that the inclusion is proper. 
The proof of Lemma 4.4 follows directly from the definitions. The inclusion is proper 
with the exception of cases, where the distinct terminals are not used in an “essential” 
way. For instance, if FI consists of the productions 
S + a,Sa, / a,Sa, 1 a, 
then clearly ZS(FI) = ZS(F,). On the other hand, if the identification of terminals is not 
carried out everywhere then the resulting two families might be incomparable. An 
example of this is provided by the grammar forms 
F,: S -+ ala2 1 ala,a, , 
F,: S + alal / ala2u, . 
5. CLOSURE PROPERTIES 
Results such as Theorem 3.2 show that the collection of s-grammatical families is 
much larger than the collection of g-grammatical families. Therefore, it is more difficult 
to find properties common to all s-grammatical families than it is to find properties com- 
mon to all g-grammatical families. 
The closure properties are a typical example of this phenomenon. Although some 
s-grammatical families, such as 5&o and Z-.r , have very strong closure properties, very 
little can be said about closure properties in general. However, it is not possible for a 
family L-$(F) to be an anti-AFL because at least some closure properties are always present. 
They are summarized in the following Theorem, the proof of which is given in [9]. 
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THEOREM 5.1. For an arbitrary grammar form F, the family $e,(F) is closed under 
dJE-substitution and intersection with regular sets. For a unary grammar form F, the farnib 
z(F) is closed under union. 
The assumption of F being unary is necessary in the second sentence of Theorem 5.1 
because, otherwise, 9$(F) need not be closed under union. 
Let F be determined by the single production S -+ abb. Then g3(F) is closed under 
none of the following operations: (i) union, (ii) catenation (iii) catenation closure, (iv) 
homomorphism, (v) inverse homomorphism, (vi) mirror image. 
Let FI be determined by the productions 
S--+aSaIaS]a. 
Then dip,(F,) is closed under none of the operations (ii)-( 
6. REDUCTION THEOREMS 
It is customary in formal language theory to construct, for a given grammar G, gram- 
mars which are in some sense “simpler” than G and are equivalent to G. Such con- 
structions have been carried out also for grammar forms and L forms. In this case, we 
are looking for forms which are form equivalent to the given form. 
Some reduction results of this nature are presented in this section for grammar forms 
with strict interpretations. The proofs are omitted because in most cases the proofs 
consist of the verification of the fact that the standard grammatical construction works 
also for grammar forms. 
THEOREM 6.1. For every grammar form Fx , a form equivalent grammar form Fz can be 
constructed such that F, is (i) reduced, (ii) A-free, and (iii) chain-free. 
The following theorem is now an immediate consequence of Theorem 6.1 and Lemma 
4.3. Note that Lemma 4.3 guarantees that the usual technique for shortening the right 
sides of productions works for grammar forms as well. 
THEOREM 6.2. For every grammar form, a form equivalent grammar form +z the Chomsky 
normalform can be constructed. 
As regards Greibach normal form, the situation is a little more complicated. Once left 
recursions (i.e., derivations A % Ax) have been eliminated, the usual construction for 
grammars becomes applicable. Left recursions can be eliminated but the proof is more 
involved than for grammars. The details are given in [16]. We omit the details from this 
presentation because the matter is not among the chief issues in this paper. Based on the 
elimination of left recursions, the following theorem can be stated. 
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THEOREM 6.3. For every grammar form, a form equivalent grammar form in the 
Greibach 2-normal form can be constructed. 
The proof of the following theorem is again by the standard construction: a nonterminal 
12 generating a finite language L, is eliminated by substituting words from L, in all 
possible wavs for all occurrences of A. 
THEOREM 6.4. For every grammar form FI , a form equivalent grammar form F, can be 
constructed such that all nonterminals of F, diSferent from the initial letter generate an infinite 
language. Consequently, for every finite grammar form FI , a form equivalent grammar form 
F, can be constructed such that all productions in F2 are of the type S + x, where x is a word 
over the terminal alphabet. 
By essentially the same construction, the following more general theorem can be 
obtained. The theorem is useful in constructions, where some exceptional “initial mess” 
has to be eliminated. The theorem can be characterized as a lemma of “f&e separation.” 
THEOREM 6.5. For every grammar form FI and every natural number k, a form equivalent 
grammar form F2 can be constructed such that (i) all productions of Fz involving the initial 
letter S are of the types 
S-+s’, s --f x, 
where x is a terminal word of length <k, and (ii) all terminal words derivable from s’ (if any) 
are of length >k. 
As an application of Theorem 6.5, consider a unary grammar form FI and let L be a 
language whose length set is included in the length set of L(F,). Assume that, for some k, 
there is an interpretation Fi ~~ FI such that L(F;) coincides with L as regards words of 
length >k. Then there is also an interpretation F;I <1, FI such that L(F;) = L. (Note that 
this argument is not valid if FI is not unary because we need the closure under union.) 
7. NONREDUCIBILITY 
We present in this section two results to the effect that standard reduction techniques 
do not work for grammar forms with strict interpretations. We first give an example of a 
grammatical construction which does not carry over to grammar forms. Our second non- 
reducibility theorem deals with a construction valid for g-interpretations but not for 
s-interpretations. 
The following “super normal form” theorem for context-free languages was established 
in [2, 3 and 91. Let i,j, k 3 0 be integers. Then every context-free language is generated 
by a context-free grammar G such that every production in G is of one of the two types 
A + Wp A + WiBwjCw, ) (7.1) 
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where the w’s are terminal words and, moreover, 
] wi 1 = i, lwjl =j, 1 wk 1 = k. 
Equation (7.1) is referred to as the (i, j, k) normal form for context-free grammars. 
We shall prove now that a reduction to the (i, j, k) normal form is not always possible for 
grammar forms. (In essentially the same way as Theorem 6.3, one can show that a 
reduction to the (1, 0,O) normal form is always possible.) 
THEOREM 7.1. There are grammar forms F for which no form equivalent grammar form 
in the (1, 0, 1) normal form can be constructed. 
Proof. Let F consist of the productions S --+ aS and S + a, then clearly q$(F) = 
A? aEG . Assume that Fl is in the (1 , 0, 1) normal form and is form equivalent to F. Without 
loss of generality, we assume that Fl is reduced. The language L(F,) must be infinite. This 
implies the existence of a nonterminal A in Fl such that 
for some nonempty terminal words xi and xs . From this we infer (using the isolation 
technique) that the language 
where yi , ys and ya are some terminal words and x1 and 5s are over different alphabets, 
is in g(F,). But this is a contradiction because the language (7.2) is not regular. 1 
If g-interpretations are considered, then every grammar form possesses a form equiv- 
alent sequential grammar form. This “sequential normal form” result is a powerful tool 
because it enables us in many cases to proceed via an induction on the number of non- 
terminals. The following theorem shows that this result is not valid for r-interpretations. 
The theorem can be viewed as another indication of the fact that a much richer variety 
of language families is obtained with s-interpretations than with g-interpretations. 
THEOREM 7.2. There is a grammar form F possessing no form equivalent sequential 
grammar form. 
Proof. We use a modification of an example due to Shamir [12]. Consider the grammar 
form F defined by the productions 
S --f baAab 1 bacadedacab, 
A -+ aAa 1 caBac, 
B + aBa I dSd. 
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Kate first that 
L(F) = {xemi(x) : x is in (ba+ca+d)*bacad}, 
where k(x) stands for the mirror image of x. By [12], L(F) cannot be generated by a 
sequential grammar. The proof of Theorem 7.2 is based on the following observations 
concerning -?$(F). 
Observation 1. Every word in every language in Zs(F) h as at least five distinct letters. 
Observation 1 follows because it is not possible to terminate a derivation according to F 
without “deposititing” all of the letters a, b, c, d, e. 
Obserwztion 2. Assume that L is in y?(F) and that L C [a, 6, C, d, ~1~. Then there 
exists a permutation p of the letters a, b, c, d, e such that 
L c P(L(F)h (7.3) 
where p(L(F)) denotes the language obtained from L(F) by applying the permutation p to 
all words. 
The validity of Observation 2 is established by examining the productions of F. 
Because L is generated by an interpretation F’ of F, each of the letters a, b, c, d, e in the 
alphabet of L must be an interpretation of exactly one of the latters a, b, c, d, e in the 
alphabet of F. This determines the permutation p. The inclusion (7.3) now follows 
because the derivations according to&” must follow the same pattern as those according to 
F: an interpretation of S yields that of A which, in turn, yields that of B, after which wc 
come back to an interpretation of S. 
To prove Theorem 7.2, assume the contrary: H is sequential and form equivalent to F. 
Hence, there is an interpretation H’ 4, H(p) such that L(H’) = L(F). Let HI be the smal- 
lest subgrammar of H such that H’ us H,(p). (Th us, every production of H, is actually 
used in defining some production of H’.) Thus, the terminal alphabet of HI consists of at 
most five letters. By Observation 1, it consists of at least five letters. Therefore, it consists 
of exactly five letters. We can now rename the alphabet of H (without changing the 
generative capacity) in such a way that p becomes the identity. Thus, 
L(F) = L(H’) C L(H,). 
By Observation 2, the inclusion cannot be proper. Therefore, L(F) =- L(H,). But clearI> 
H being sequential implies that HI is sequential. Thus, I,(F) is a sequential language. a 
contradiction. i 
8. J&G- COMPLETENESS 
The next three sections are devoted to the characterization of &so- and P&corn- 
pleteness. A characterization of 5&completeness will be given in [lo]. The results in 
this section are essentially contained in [9 and 131. However, we present them here in a 
different formulation, emphasizing the unary-completeness of the family J&s,; . 
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As customary, we call a reduced grammar or grammar form self-embedding if it has a 
nonterminal A such that A %- x,Axz , where x, and xs are nonempty terminal words. 
LEMMA 8.1. A reduced grammar form F is self-embedding ;f and only ;f x$(F) is not 
contained in YREG . 
Proof. The “only if” part is established by the argument used in the proof of Theorem 
7.1: we see that the language (7.2) is in 5$(F). The “if” part is a consequence of the 
observation that all interpretations of a non-self-embedding grammar form are them- 
selves non-self-embedding. 1 
THEOREM 8.2. A reduced unary grammar form F is -S&.-complete zf and only af (i) 
L(F) = a+, and (ii) F is not self-embedding. 
Proof. Assume first that gS(F) = ZREG . Then (i) must be satisfied because, otherwise, 
the language a+ is not in z?(F). (ii) is satisfied by Lemma 8.1. 
Assume, second, that (i) and (ii) are satisfied. By Lemma 8.1, x9(F) C 9&G . To 
prove the reverse inclusion, consider an arbitrary regular language R C .Z*. By Theorem 
5.1, there are interpretations 
F’ +F such that I@“) = Z*, 
F” d,<F such that L(F”) = Z* n R = R. 
(Note that according to our h convention .Z* = ,Z+.) 1 
THEOREM 8.3. A reduced grammar form F is ZREG- complete if and only rf (i) F is not 
self-embedding, and (ii) F possesses an Z&-complete a-restriction F, . 
Proof. Assume (i) and (ii). By Lemma 8.1, q*(F) C gREG . By (ii), zs(FC,) = 9&-e . 
Consequently, Zg(F) = 9aao . 
Assume that 5$(F) = YREG . By Lemma 8.1, (i) is satisfied. For some terminal letter 
a, a+ CL(F) because, otherwise, no language b+ is in the family z7(F). But this means 
that the u-restriction F, satisfies the hypothesis of Theorem 8.2 and, hence, is diOREo- 
complete. 1 
The following Theorem is now an immediate corollary of Theorem 8.3. 
THEOREM 8.4. The family 9&, is unary-complete. It is decidable whether or not a 
given grammar form F is 9&,-complete. 
Clearly, every ZrIN- sufficient grammar form F must satisfy the condition L(F) > a+, 
for some terminal letter a. Therefore, the following theorem is also an immediate corollary 
of Theorems 8.2 and 8.3. 
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THEOREM 8.5. The following conditions (i)-(“‘) 111 are equivalent for a grammar form F: 
(i) F is Y)FIN-sz@cient. 
(ii) F is P&,-sufficient. 
(iii) L(F) >_ a+, for some terminal letter a. 
9. 9LIN-C~~~~~~~~~~~: {S, a)-FOR%% 
We now turn to the more difficult task of characterizing Z&completeness. The 
examples Cl--G4 given in Section 2 should already give an idea of the difficulties. As 
another illustration we mention that the grammar form 
G,: 5’ - a3S / Sa4 / a I a2 / a3 
is Z&complete. 
In this section we solve the 3’ ri,-completeness problem for (S, a}-forms, i.e., unary 
grammar forms whose only nonterminal is S. The general problem will be solved in the 
section. In the general solution some notions as well as Lemma 9.4 presented in this 
section will be important. 
We say that a nonterminal A in a unary reduced grammar form F is left-pumping 
(resp. right-pumping) if, for some fixed m, n > 0, there are infinitely many values i such 
that 
,q 4 aii-myJan (resp. A 9 aTtLAa71 “). (9.11 
The nonterminal A is pumping if it is both left-pumping and right-pumping. 
The proof of the first lemma follows directly from the definition and is omitted. 
LEMMA 9.1. The nonterminal S in a reduced linear (S, a]~-form F is pumping if and 
only ifF has the productions S + amS and S -+ San, for some m, n :- 0. 
LEMMA 9.2. A4ssume that the nonterminal .4 is pumping. Then there are numbers 
m, n > 0 andp > 0 such that 
,.g T* ailJ-m qan+jp 2 , forall ;,j-50. (9.3 
Proof. It is clear that the values of i in (9.1) (in both cases) form an ultimately periodic 
sequence. Thus, we conclude the existence of numbers m, , n, , m, , n, .> 0 and q, T ‘., 0 
such that 
(Note that the “initial mess” in the ultimately periodic sequences can be included in the 
hhhhhhhhhhhhhhthhhh
numbers m, and n2 .) Lemma 9.2 now follows if we choose p to be the least common 
multiple of q and r, and choose 
m = m, -I m2 , n = n, + n,. a 
If we are dealing with a linear grammar form, then clearly (9.2) is possible only if we 
actually have the derivations A 3 aPA and A % Au P. This is stated in the following 
lemma which is also a generalization of Lemma 9.1. 
LEMMA 9.3. Assume that the nonterminal A of a linear grammar form is pumping. Then 
there is a natural number p such that 
A 4 apA and A 5 Asp. (93 
If the grammar form is not linear then (9.2) can be satisfied without (9.3) being satisfied. 
For instance, we may have a derivation 
A 3 Ba”“Aa*B, (94 
where B generates the language (a”)*. We have introduced the more general notion of 
pumping (than just (9.3)) in order to be able to discuss situations where nonlinear 
grammar forms are S&,-complete. 
The next lemma is an important tool in the theory of Z’-‘-r,-completeness. An analogous 
lemma is also used in the general theory of completeness in [IO]. 
LEMMA 9.4. Assume that the initial letter S is pumping in a unary linear grammar form 
F (but not necessarily L(F) = a+). A ssume that L is a linear language whose length set is 
included in the length set of L(F). Then L belongs to z(F). 
Proof. By Lemma 9.3, there is a natural numberp such that 
In addition, 
S 9 a”S and S 9 Sap 
S *=. ai whenever ai is in L(F). 
Let L be generated by the reduced linear grammar 
G = (V, 2, P, S). 
(9.5) 
(9.6) 
We construct an equivalent linear grammar G’ whose productions are s-interpretations of 
. (9.5) and (9.6) when the latter are viewed as productions. This shows, by Lemma 4.2, 
that L belongs to ss(F). 
Let p’ be the smallest integer such that, whenever a* is in L(F) and 4 3 p’ then also 
ag-p is in L(F). By (9.5) such an integer p’ exists. 
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We first construct a grammar G” as follows. The terminal alphabet of G” equals Z. 
The nonterminal alphabet consists of triples 
1~1, A, 4, AEV-2, wi E Z”, I wi I -=c P’ for i=l,2. 
The initial letter is [X, S, h]. The production set P” of G” is defined by 
P” = ([WI, A, 4 -+ l&x1 , B, w4 I A -+ x,Bx, 
is in P and 1 wrxr 1 < p’, [ xawa 1 < p’> 
LJ 0~1, -4 4 - YJY~ , B, ~4 I A - 4x, 
is in P, 1 xZwZ j < p’, and wrxr = yrya , 
P’ - P < I yn I < P’, y1 is in (zp)+> 
u 0% ) A, wzl - [WA > B, .dzl I A -+ 4x2 
is in P, 1 wlxl { < p’, and xaw2 = zZzl , p’ - p < I x2 / < p’, 
zl is in (.D)+} 
LJ f[wl, A, wzl - YJY:! , B, 4xl I A - x,Bxz 
is in P, wlxl = yIy2 , xzwz = zzzl , 
p’ - p < / y2 I < p’, p’ - p < / z2 1 < p’, y1 and x1 are in (z”)+j 
” UWlY A %I + wrxwa ) A -+ x is in P and x in Z*}. 
Finally, let G’ be obtained from G” by eliminating the chain productions (appearing 
in the first term of the union). In this elimination process, the lengths of the terminal 
words appearing in the right sides of the productions remain unchanged. 
It is now easy to see that the productions of G’ are interpretations of (9.5) and (9.6). 
(Thereby, also productions derivable from (9.5), such as S -+ a2PS or S + aDSasp, may 
have to be used.) In particular, the choice ofp’ guarantees that the terminating productions 
are interpretations of (9.6). a 
THEOREM 9.5. .4 linear (S, a)-form F is 2&-complete if and only if(i) L(F) = a+, and 
(ii) F has the productions S + a”S and S + San, for some m, n > 0. 
Proof. The “if” part follows by Lemma 9.4. To prove the “only if” part, assume that 
F is ZL,,-complete. Then clea.rly (i) is satisfied. Assume that (ii) is not satisfied. (By 
Lemma 9.1, this means that S is not pumping.) Then it is easy to see that, for sufficiently 
large R, the languages 
L, = {aknban j n 3 0) or& = {anbukn / n > O> (9.7) 
do not belong to x?(F), a contradiction. (Left pumping is required to generate all 
languages L, , and right pumping to generate all languages L& .) 1 
Clearly, a nonlinear {S, al-form cannot be &,,-complete. We summarize in the 
following theorem the results concerning the generative capacity of {S, al-forms. The 
theorem strengthens the corresponding result in [9]. 
571/21/I-9 
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THEOREM 9.6. Assume that F is an {S, a}-form with L(F) = a+. If F is nonlinear then 
=%F) = -SF . If F is linear, the following three cases are possible. (i) All productions in F 
are right-linear, or else all productions are left-linear. Then 9$(F) = -Peg . (ii) F has the 
productions S + anzS and S -+ Sa”, for some m, n > 0. Then 5$(F) = 9rIN . (iii) Neither 
(i) nor (ii) holds. Then 
10. ~&COMPLETENESS: GENERAL CASE 
In this section, YLLIN- completeness is characterized for arbitrary grammar forms. The 
additional difficulty here is that when we have several pumping nonterminals, we have 
to keep track of the lengths of the terminal words they generate. As an example, consider 
the following form: 
F: S --f A / B, 
A -+ a2A 1 Aa 1 a2 
B-tuBIa. 
Although L(F) = a+ and A is pumping, F is not 9’rN- complete, the reason being that 
words of odd length cannot be generated via a pumping nonterminal. The following 
definition is needed to characterize this situation formally. 
DEFINITION. Let A, ,..., A, be all the pumping nonterminals in a unary reduced 
grammar form F. For each i, the lengths j of the terminal words ui generated by Aj 
constitute an ultimately periodic sequence. Denote its period by p(A,). Let p be the least 
common multiple of all the numbers 
P(4), i = l,..., m. 
Denote the residue classes modulo p by 
R,, R, >..., R,-, . 
We say that the residue class R, is Ai-reachabZe if there are numbers r, s and t such that 
S %- arAias, Ai 3 at+*=, for all 11 3 0, j E r + s + t(p). (10.1) 
The pumping spectrum of F consists of all numbers in all Ai-reachable residue classes, 
where i ranges over l,..., m. 
LEMMA 10.1. Assume that the pumping spectrum of a unary reduced grammar form F 
does not consist of all numbers. Then there are linear languages not belonging to 9$(F). 
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Proof. Determine p as in the definition above. Thus, for somej, the residue class Rj is 
not &reachable, for any pumping nonterminal Ai . 
The idea is to consider modifications of languages (9.7). Let 
Let v be an even number and k, ,..., k, natural numbers. Consider the linear language 
It is now easy to see that some languages L(k, ,..., k,) do not belong to XV(F). Observe 
first that every word in these languages is of length E j(p). Thus, interpretations of 
pumping nonterminals cannot be used in a recursive way in the generation of these 
languages. Observe, second, that if A (resp. B) is a left-pumping (resp. right-pumping) 
nonterminal in F which is not pumping, then it is not possible that both A derives a word 
containing B and vice versa. Otherwise, both A and B would be pumping. Such a 
derivation is possible in one direction only: either from A to B or vice versa. 
It now follows by the second observation that if Y is greater than the number of non- 
terminals in F, thenL(k, ,..., kT) is not in ZS(F), provided the numbers ki are sufficiently 
large, i.e., large enough so that left-pumping (resp. right-pumping) nonterminals are 
necessary to generate the pairs 
@ini, a”~} (resp. (p”‘, Bkbn i)). 1 
LEMMA 10.2. Assume that F is a unary reduced linear grammar form such that (i) 
L(F) = a-, and (ii) the pumping spectrum of F consists of all numbers. Then F is YnY- 
complete. 
Proof. Note first that (ii) does not necessarily imply (i). It only implies that the 
complement of L(F) is finite. 
Consider an arbitrary linear language L. Let p be as in the definition of the pumping 
spectrum. For j =; O,..., p - 1, let Lj be the subset of L consisting of all words whose 
length is congruent toj modulo p. Clearly, Lj is linear. By Theorem 5.1, it suffices to show 
that each L, is in z(F). 
Consider a fixedLj . Let Y, s, t and A, be as in (10.1). For all words w, and w, , i W, 1 Y 
and / w, / = s; let K(w, , Lj , w,) be the language obtained from Lj by forming the left 
derivative with respect to the word w, and right derivative with respect to the word w,, . 
By Theorem 5.1 and the first derivation in (lO.l), it suffices to show that a fixed K- 
language (from which possibly finitely many words have been omitted) is in Zs(FAi), where 
F is obtained from F by letting Ai be the initial letter. But this is an immediate conse- 
q&-ice of Lemma 9.4. Note that (i) and Theorem 6.5 are needed to take care of the 
finitely many exceptional words. Note also that it might be necessary to remove finitely 
many words from our fixed K-language because A, might start generating the right 
lengths only after some “initial mess” of length t. l 
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The following theorem is now a direct consequence of Lemmas 10.1 and 10.2. 
THEOREM 10.3. A unary reduced linear grammar form F is dp,,,-complete if and only ;f 
(i)L(F) = a+, and (ii) the pumping spectrum of F consists of all numbers. 
Consider now an arbitrary unary reduced grammar form F. We determine first all self- 
embedding nonterminals of F and, second, decide whether or not some sentential form 
ofF contains two occurrences of self-embedding nonterminals. (Clearly, this is a decidable 
property). If the answer is “yes,” then clearly g8(F) contains nonlinear languages. If the 
answer is “no,” g(F) _C -EPLIN , and we may proceed in a similar way as before. 
Note that the notion of a pumping spectrum was defined also for nonlinear forms. If 
the pumping spectrum of F does not consist of all numbers (or if L(F) # a+~), then we 
conclude directly by Lemma 10.1 that F is not Z&- complete. The converse is established 
almost as Lemma 10.2. The only difference is that Lemma 9.4 has to be modified to take 
care of the situation where pumping is of the type (9.4) rather than (9.3). However, the 
lengths of the right sides of the terminating productions will also now match the corre- 
sponding lengths in the productions of the form. Thus, we have established the following 
result. 
THEOREM 10.4. A unary reduced grammar form F is 2L1,-complete ;f and only if each 
of the following conditions (i)-(iii) is satisfied. (i) L$(F) is contained in &rN . (ii)L(F) = a+. 
(iii) the pumping spectrum of F consists of all numbers. Each of the conditions (i)-(iii) is 
decidable. In particular, (i) is equivalent to the nonexistence of a sententialform ofF containing 
two occurrences of self-embedding nonterminals. 
In a similar way (the only difference being again in Lemma 9.4), the following result can 
be established. 
THEOREM 10.5. A unary reduced grammar form F is 2’L,,-sujkient if and only ;f (i) 
L(F) = a+, and (ii) the pumping spectrum of F consists of all numbers. 
The following theorem is the final step in our characterization of ZLn.,-completeness. 
THEOREM 10.6. The family Y3& is unary-complete. Hence, it is decidable whether or 
not a given grammar form is -EL;rN-complete. 
Proof. Clearly, the second sentence follows from the first. (We apply first Theorem 
6.1(i) to the given form F and then Theorem 10.4 to each of the a-restrictions F, . Finally, 
the validity of the inclusion YS(F) C gLrN has to be settled.) 
To prove the first sentence, consider an arbitrary reduced grammar form F with 
terminals a, ,..., a,. Assume that none of the a,-restrictions Fai is ?ZLr,-complete. We 
show that F is not PL1,-complete. 
We use Theorem 10.4 and construct a linear language K over the alphabet {a, b) such 
that R is not in any of the families gS(Fai), i = l,..., m. Indeed, such a language is easy 
to obtain from the example given in the proof of Lemma 10.1. By a suitable encoding of 
the center marker # we first obtain languages over (a, b}. We can now choose K to be any 
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language such that Ki , the result of intersecting K with the set of all words of lengths 
outside the pumping spectrum of Fai or outside the length set of L(F,J, does not belong 
to %tp,(Fai)- 
Consider now the alphabet {b, ,..., b,,,). Let K(i,j), 1 < i < j < m T 1, be the 
language obtained from K by replacing a with bi and b with bj . Let L be the union of all 
such languages K(i, j). Clearly, L is linear. 
Assume that there is an interpretation F’ d,F such that L = L(F). Then two of the 
Wetters, say bi and ZJ~ , are interpretations of the same letter a, . Thus, 
L n (bi , bj] * = K(i, j) is in %(F,J, 
a contradiction. 1 
11. GENERATORS 
We discuss now briefly some questions dealing with generators in the sense of [9]. It 
turns out that the property of unary-completeness gives a new powerful tool for showing 
the nonexistence of generators. 
I)I:FINITION. A context-free language L is a &enerator of a family 2 of context-free 
languages if, for every grammar form F, L(F) = L implies x?(F) 2 2. L is called a propel 
generator if L is an element of 2. 
Intuitively, L is a generator of 2 if it contains enough structural information to describe 
all of 9. The following theorem is an immediate consequence of Theorem 8.5. 
'~YHE~REM 11.1. The languagel, = a+ is agenerator of both zZ’~,~ and ZRECi . Jloreover, 
every generator of one of these families contains L, , or an alphabetic variant qf it, as a subset. 
The .family 2’PjN has no proper generators. 
\Ve now introduce a modification of the notion of unary-completeness. This modifi- 
cation gives a strong tool for showing the nonexistence of generators. 
DEFINITION. A family 2 of languages is unary-suficient if, whenever F is an Y-sutli- 
cient grammar form, then F possesses an u-restriction F, which is also Z-sufficient. 
Note that if 9 is unary-sufficient then it is also unary-complete (provided 2’ is 
s-grammatrical). 
bmiA I 1.2. If A!? is a wary-suficient family containing a nonregular langua,re, then 
W possesses no generators. 
Proof. Assume that L C {a, ,..., a,)* is a generator of 9. Let G, be a context-free 
grammar generating the language 
L - {af u ..’ u u$). 
132 MAURER, SALOMAA, AND WOOD 
For i = I,..., m, let Hi be a right-linear grammar generating the language L n ~2. 
Finally, 1etF be the union of the grammars Gi and Hi , i = l,..., m, provided with a new 
initial letter yielding the initial letters of G, and Hi . Clearly L(F) = L. This implies, 
because L is a generator of DEP, that 
Because .Y is unary-sufficient, 
for some i, 1 < i < m. But clearly 
(11.1) 
Theorem (11.1) and Lemma (11.2) contradict the fact that S? contains a nonregular 
language. a 
By Theorem 10.5, the method of Theorem 10.6 can be used to show that the family 
2 LIN is unary-sufficient. Hence, Lemma 11.2 yields the following result. 
THEOREM I 1.3. The family gLLIN possesses no generators. 
It will be shown in [IO] that the family ZcF is unary-complete (which, of course, is 
equivalent to Per being unary-sufficient). Hence, 2cr possesses no generators. 
12. HIERARCHIES OF LANGUAGE FAMILIES 
A result concerning infinite hierarchies of s-grammatical families was already given in 
Theorem 3.2. The purpose of this section is to point out some further results in this area. 
We feel that this area is very important, apart from the theory of grammar forms, also for 
the general mathematical theory of context-free languages. We hope to return to these 
questions in a forthcoming paper. 
There is no g-grammatical family between the g-grammatical families 2’s,, and 
L? LIN . By Theorem 3.2, there is an infinite hierarchy of s-grammatical families between 
these two families. The general theory developed in Sections 9 and 10 provides more 
explicit means of constructing such hierarchies, even doubly infinite ones. 
For instance, we may construct first an infinite sequence 
Fl ,F, ,Fs ,‘.., 
of unary linear grammar forms such that (i) L(F,) = a+ for all i, and (ii) the pumping 
spectrum of Fi consists of all numbers, with the exception of numbers divisible by 2i. 
Then clearly 
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An infinite hierarchy of language families between P8(Fi) and TS(F,+,) can now be 
constructed as follows. The pumping spectrum of Fi misses the numbers 
2i, 3.2i, 5.2i )... 
which, however, are in the pumping spectrum of Fi+, . We now add every second of these 
numbers to the pumping spectrum of Fi , then every second of the remaining ones, and so 
forth. In this way an infinite hierarchy of language families as required is obtained. 
This consideration is based on unary forms. If more than one terminal is allowed, this 
gives us still additional possibilities because of the resulting disjointness conditions 
concerning the alphabets. 
Because of the various hierarchy results, one might suspect that the s-grammatical 
families have the following “density” property: between any two s-grammatrical families, 
there is a third one. However, this is not true in general. It is easy to see that there is no 
s-grammatical family strictly between the families determined by the two forms 
F,: S-t S and F,: S-ta. 
A less trivial example is the following. We leave to the reader the verification of the fact 
that there is no s-grammatical family lying strictly between the families defined by the two 
forms 
Hl:S-+aSja2 and H,: S - aS ) a2 / 6. 
Our last theorem shows that the families L&o and dPLIN can be viewed as “accumulation 
points” in the sense that there is no s-grammatical family “closest” (either from above or 
from below) to them. 
'IIHEOREM 12.1. Assume that Fl , F, , F3 , F4 are arbitrary grammar forms such that 
64,Pd G =%EG 2 Z’s(F2) and =%(FJ $ =%IN 2 =WJ- 
Then there are grammar forms HI , H, , H3 , H., such that 
and 
Proof. Assume that {a, ,..., a,} is the alphabet ofF, . By Theorems 8.2 and 8.3, there 
is a number ki for each a, such that the a,-restriction of Fl does not generate the word 
a:s. To get HI , we now add to Fl another terminal a, +i and the productions 
S + az+l , 1 <i:Gm. 
Consider F, . Because LY$(F,) contains properly the family L&o , the following 
derivations must be possible according to F,: 
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where the w’s are terminal words and w, , w, # 9. We define now Ha as follows. 
H2: S -+ S, 1 wlAw, , 
Sl -+ aSI I a, 
A -+ ws2Aw,2 1 w5 . 
To construct H3, we proceed as in the proof of Theorem 10.6. We add to F, the 
generation of the language L (as defined in the proof of Theorem 10.6), taking also care 
that the pumping spectrum of each of the a-restrictions remains incomplete, 
Consider, finally, F4. It must have two self-embedding nonterminals A, and A, 
(possibly A, = A,) in one of its sentential forms: 
S 2% w1A,w2A2w,, A, ‘% w,&, , 
where the w’s are terminal words and 
w4 > w5, WI 7 w, # A. 
The form H4 consists of the productions 
S -+ S, I wAw,4w, > 
Sl -+ 4 I 0 I a, 
AI--+w,~A,w,~Iw~, 
A,.-+ w,~A,w,~ 1 w, . l 
Density results like Theorem 12.1 are especially interesting because similar problems 
are open for many of the well-known language hierarchies. For instance, it is not known 
whether there exists a smallest AFL strictly containing the AFL of regular languages. 
Note added in proof. It has been pointed out by Haselbacher that Lemma 9.3 is incorrect. 
Fortunately it is only used in Lemma 9.4, for which a different proof based on Lemma 9.2 is 
available. 
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