Abstract-A lower bound on the capacity of trained spacetime modulation is presented for the case of a time-varying channel. We consider the case where the channel consists of two components of variable strength: a specular component from line-of-sight or strong coherent multipath, and a time-varying diffuse component due to a mobile receiver or scatterers. The training period and the data period are assumed quasi-static, with the time-autocorrelation function of the channel used to model the variation between each sub-block. The training signal, training signal length, power allocation and training frequency that optimize the capacity bound are derived. We compare the effective SNR of this bound to that of differential modulation at high SNR, and find it to be lower. We find the best number of antennas to use at high SNR with differential modulation, and compare it with the optimal value for trained modulation. For our time-varying channel model, trained modulation often has a higher achievable rate than differential modulation. Our results are supported by several numerical examples.
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I. INTRODUCTION
T IME-VARYING multiple-antenna channels have received increased interest recently, motivated by demand for high bandwidth mobile wireless data links. This has prompted investigation of modulation techniques that can handle temporally selective fading. Though trained modulation is not ideal for a time-varying channel, it is often used because of its simplicity. The parameters that optimize a lower bound on capacity for a training-based scheme have been found by Hassibi and Hochwald [1] . They assume quasi-static fading, where the channel coefficients are constant for a given coherence interval before changing to new independent values. Though a reasonable approximation in some slow-fading scenarios, this first-order model does not enable determination of the best training frequency; a model utilizing second-order statistics would more closely approximate practical channel conditions.
Another approach for time-varying fading is to assume that the receiver has no knowledge of the channel through training or other channel tracking techniques; this is often referred to as the noncoherent case. In this situation, unitary signals have been found to be optimal [2] . Several signaling schemes have been developed using this assumption, including differential space-time modulation [3] - [5] . The capacity of differential modulation for a static channel has recently been found [5] and provides insight on the capacity of the noncoherent channel [6] . A capacity bound for training over a quasi-static noncoherent Rician channel is used in [7] , [8] .
In [9] the time-autocorrelation function of the channel coefficients and multiple first-order AR systems are used to model the channel. An effective SNR is derived that includes the penalty due to channel estimation error and the effects of the time-varying channel. In this paper, we use a similar model for analysis; the channel is modeled as quasi-static during both training and data sub-blocks, with the variation between these sub-blocks given by the time-autocorrelation of the channel. Using this model, a lower bound on capacity is derived for training-based multi-antenna systems which is an extension of results in [1] to the case of a time-varying diffuse channel with a known autocorrelation function. We find the properties of the training signal (duration, power, etc. as in [1] ) as well as the training frequency and number of antennas that maximizes the bound. We also use a high-SNR approximation to the capacity of differential modulation [5] to derive the best number of antennas to use with differential modulation, and find it to be similar to that found for trained modulation with a coding interval of T = 2M samples.
The next section presents the channel model and the basic assumptions underlying our analysis. In Section III we derive the lower capacity bound and maximize it over the training parameters. In Section IV the capacity of differential modulation is investigated, and is compared with the lower bound on capacity for trained modulation. We present numerical examples of the capacity and capacity bounds as functions of the optimized parameters in Section V, and conclude with a discussion of possible extensions and future work.
II. CHANNEL MODEL

A. Fading Channel Model
Assume a flat-fading communications environment with M transmit and N receive antennas. A complex channel coefficient that is assumed constant for a symbol of length T c describes the effect of the propagation between each pair of transmit and receive antennas. At each receive antenna, interference and other disturbances add temporally and spatially independent noise to the signal. In this case, the channel equation can be written in matrix form: where X is a T c × N matrix of received data, S is a T c × M signal matrix, H is a M × N matrix of channel coefficients, and V is a T c × N matrix of noise and interference. We say an M × N matrix A has unit mean-square if
where the Frobenius norm is denoted by · F . The matrices S, H, and V all are assumed to have unit mean-square; the SNR at each receive antenna is thus ρ.
B. Specular and Diffuse Components
We decompose the channel into specular and diffuse components as follows:
where the specular part H s is assumed to be fixed and known at the receiver, while the diffuse component H r is random and unknown. This occurs, for example, in a mobile environment where the specular component is the result of a relatively easy-to-acquire line-of-sight ray and the diffuse component depends on local scatterers and is changing more rapidly. Preliminary analysis of the capacity of the channel for this model is found in [8] , [10] . The specular and diffuse power are defined separately, as follows:
where ρ = ρ s + ρ r . The parameter β indicates the relative contribution of the diffuse vs. specular components, and can be chosen to correspond to a fully specular (β = 0) or a fully diffuse (β = 1) channel, or something in between. The Rician K-factor can also be used for the same purpose, but it is convenient for our analysis to have a quantity between zero and one. One can translate between the two models in a simple way: K = (1 − β)/β and β = 1/(1 + K). We assume no specific distribution for the channel, except that H s and H r are independent, and that both are left and right rotationally invariant, i.e., their probability density functions satisfy p(ΘHΦ) = p(H) for all unitary matrices Θ and Φ.
As an example of a channel that satisfies this model, consider the rank-one channel that will be assumed for our numerical examples. The diffuse component of this model is a matrix composed of CN (0, 1) random variables, and the specular component is rank-one and is written as the outer product of two unit vectors [2] :
where u H u = 1 and v H v = 1. A rotationally invariant realization of the specular component can be obtained using vectors whose elements are independently drawn from a CN (0, 1) distribution, then normalized to have unit length. Rank-one models of the specular component similar to this have been used for analysis of capacity in [8] , and analysis of time-varying channels in [9] .
C. Channel Estimation
Following [1] , we apply the fading model (1) to both training and data transmission phases, resulting in the following joint channel model
where the training signal S τ has dimension T τ × M and the data signal S d has dimension T d × M . Conservation of time and energy yields the following:
where ρ τ and ρ d are the relative signal powers employed during training and data transmission, respectively. An important issue is the allocation of energy between training and data transmission. We use the parameter κ to make the tradeoff:
Another aspect of our analysis is the penalty due to channel estimation error. In particular, we consider the performance of the linear minimum mean-squared error (LMMSE) estimator. Since the columns of X τ all have the same distribution, the noise is temporally white, and the specular part of the channel and β are assumed to be known, the LMMSE estimator of the diffuse channel has the following form:
and
are standardly defined covariance matrices. Combining the above equations, and applying a standard linear algebra result, we obtain
D. Time-Varying Diffuse Element
The quasi-static model of a time-varying channel assumes that T is the coherence length of the channel, or that the channel is approximately constant for T samples. In our model we go one step further, by allowing the channel to change between the data and training phases of transmission. This means that T is no longer a coherence interval, but is still the coding interval or training period. We assume that the diffuse channel component varies according to the following first-order auto-regressive (AR) or Gauss-innovations model:
where H 
which provides a reasonable choice for α T . For example, assuming the Jakes/Clarke model of the land mobile fading channel [11] , r hh (t) = J 0 (2πf t), where J 0 (·) is the zerothorder Bessel function of the first kind, f = f d T S , f d is the maximum Doppler frequency in the fading environment, and T S is the sampling period. Under this model, (11) leads to
This model is an appropriate approximation when using decoders that depend only on a single reference channel (i.e., decoders that assume the channel is known). This fact is borne out by the simulation results of [12] (see Figs. 1, 2, and 3), where excellent agreement is obtained with data generated according to the Jakes/Clarke model, but analyzed with the Gauss-innovations model.
III. CAPACITY
An analysis of the capacity achievable with trained modulation over the time-varying channel described above is now presented. A lower bound on capacity is derived, extending the work of [1] to that of a time-varying diffuse channel with known time-autocorrelation function and a fixed specular component. We find that the lower bound is significantly different than that in [1] .
A. Capacity and Effective SNR
Section II describes in detail the relationship between the channel seen during the information-bearing and training phases:
The difference between the estimated diffuse channel and that seen during the training phase is defined to beH
τ . We separate the data into two terms, one due to the desired signal, and one that comprises an effective "noise" term due to channel estimation error, channel time-variation, and additive noise:
The power of the effective noise term is given by:
The power of the signal term X d is
where
It is useful to compare the equations for X d in (6) and (13); in the former, the channel contains an unknown diffuse channel component, while in (13) the channel components H s andĤ r τ are completely known. The analysis of a system with known channel coefficients is much easier than that with an unknown channel. Another significant difference between X d in (6) and (13) is that the noise in (13) is not guaranteed to be white. Fortunately, Theorem 1 from [1] provides a means to bound the capacity for a training-based scheme with a known channel and unknown noise distribution as in (13) . The theorem indicates that the capacity (C τ ) of a training-based system with a channel that is rotationally invariant is lower bounded by a system with i.i.d. white Gaussian noise of the same power. In particular,
and the effective SNR is
The value of R S that maximizes (16) depends onH and therefore on S τ . Instead of maximizing R S and S τ jointly, we follow [1] and set R S = I M , assuming that since the transmitter does not know the channel, the only reasonable strategy is to use all transmit antennas equally. In fact we will see in the next section that the S τ that maximizes ρ eff results in R S = I M . Thus these choices of R S and S τ are consistent, though not chosen jointly. LetH 
and the effective SNR is now
where we have dropped the R S subscript from the symbols for the channel power, and used the facts that R S = I M implies σ 2 H s = 1, and that for the given LMMSE channel estimator, σ
For the special case of β = 1 and α T = 1, we obtain the lower bound in [1] which does not model the time variation of the channel nor a specular versus diffuse separation of the channel. Since
it is clear from the above expressions that the effect of the channel estimation error and time variation is to reduce both the effective SNR and the effective specular parameter β eff . The channel appears more diffuse due to the presence of the channel estimation errorH r τ and the error due to mobility W d , both of which have the same distribution as H r d . The remainder of this section will focus on maximizing this lower bound over the parameters S τ , κ, T τ , M , and T .
B. Unitary Training Signals
We begin by optimizing the bound over the training signal S τ . When β 0, it is best to disregard the diffuse part of the channel, do no training, and to communicate over the (known) specular part of the channel. For now, we assume that β is large enough that training is necessary; we will discuss the β 0 case in Section III-D. Equation (16) indicates that the choice of training signal affects the bound primarily through the effective SNR ρ eff . In the discussion below, we find the training signal that maximizes ρ eff , and show that it also maximizes β eff .
It is clear from (21) that maximizing σ 
where K = max(M, T τ ). This result provides a more explicit expression for the effective SNR, as presented in the following theorem. 
In this case the effective SNR is
and the effective specular/diffuse parameter is
We recover the results of [1] when β = 1 and α T = 1. However, unlike [1] , we discover a high-SNR error floor due to the time-variation of the channel:
In the general case, the effective SNR ρ eff is a complicated function of various quantities, and maximizing it over all of the system design parameters is a difficult task. In the sections that follow, we examine the behavior of ρ eff with respect to the power allocation (κ), training length (T τ ) and training frequency (T ), and optimize these parameters where possible.
C. Optimizing the Power Allocation
Assigning more power to training leads to a better channel estimate, but less power available for data transmission. This tradeoff enters into the effective SNR (25) through the dependence of ρ d and ρ τ on κ, the power allocation between on training and data periods. Maximizing (25) with respect to κ, the following result is obtained. 
The resulting effective SNR and β are obtained by substituting the above power allocation into (25) and (26), respectively. For γ = 0κ
Proof: The result is readily found by setting the derivative of the effective SNR with respect to κ equal to zero.
As β → 0 the optimal power allocation goes to one (κ → 1), more power is allocated to data transmission, and less power is allocated to training. The transition from doing some training to not training at all occurs at specular parameter
As ρ → ∞ the power allocation becomes
and the resulting effective SNR is
The asymptotic value (32) is valid in typical scenarios where M is not large, ρ > 1, and β is not too small (β > 0.5).
D. Optimizing the Training Length
A longer training length T τ results in higher effective SNR values due to improved channel estimation, while shorter intervals leave more time for data transmission; here we attempt to optimally balance this trade-off by maximizing the bound (16) over T τ . The following theorem is obtained for the case where T τ ≥ M .
Theorem 3 (Optimal Training Length for T τ > M): The capacity-maximizing training length when using pilot signals with unitary columns (assuming T τ ≥ M ) with a fixed power allocation κ is
Proof: Let Q = min(M, N ) and λ be an arbitrary nonzero eigenvalue of the matrix 1 MH HH . Then the capacity bound of (16) can be expressed as
We will find the T d that maximizes C t , and use that result to determine the best training data length. Because T τ ≥ M , K = T τ and every place T τ appears in (26), ρ τ appears also.
We know ρ τ T τ = (1 − κ)ρT with the result that that β eff and H do not depend on T d . Using this, we write the derivative of C t with respect to T d :
The derivative of the effective SNR (25) for
Using (36) we note that if the inequality
is satisfied, then
In [1] it was shown that for λ ≥ 0,
Thus, if T d ζ ≤ 1, then (37) is satisfied. Expanding the inequality T d ζ ≤ 1, we obtain
where under-braces separate each side into two factors. Comparing the first factor from each side, we observe α ≤ 1; comparing the second factor from each side we find
Multiplying these two inequalities we obtain (39), and the inequality is satisfied:
should be made as large as possible, or T τ as small as possible, which means
A similar analysis for T τ ≤ M is difficult. Since T τ must be an integer and M is typically not large, a direct numerical maximization usinĝ
is sufficient. An extreme case occurs when the capacity is dominated by the specular part of the channel, and it is best to not train, even though (28) may indicate that training should occur. In this situation all power is allocated to data transmission (κ = 1), the training length is set to T τ = 0, and there is no training signal used. The model presented in Section II allows the determination of the best training frequency which depends on the power, number of transmit antennas, specular parameter, and autocorrelation function of the channel coefficients:
Using a high-SNR approximation for the capacity, analytic values forT can be found in the case with no specular channel [13] (see also Section III-E), but no similar approximation is currently available for the general channel.
E. Diffuse Channel
We now specify several results for the case where no specular component of the channel is present (β = 1). Many results that are difficult to obtain for the general channel are tractable for this case. We begin by optimizing the length of the training signal for the case of T τ ≤ M . Using techniques similar to the general case, we find that making T d as small as possible, or T τ as large as possible (T τ = M ), maximizes the lower bound C t . For T τ ≥ M , the general analysis shows that T τ should be made as small as possible. Thus, the best amount of training for the model of Section II is T τ = M , regardless of the speed of the channel, or training frequency.
The optimal power allocation may be obtained as a special case of Theorem 2.
We now turn to determination of the best training frequency, which is enabled by our model, in contrast to that of [1] . The model of the time variation of the channel in Section II shows the dependence of the training frequency on the power, number of transmit antennas, and autocorrelation function of the channel coefficients:
An analytic solution of (43) for an arbitrary autocorrelation function and SNR is difficult to obtain. We find an approximation for the specific case of the Jakes/Clarke model [11] in the high-SNR case; similar approximations can be made for other autocorrelation functions. A high-SNR, large-M approximation to the capacity of a non-coherent system [6] ,
is valid for M ≤ N and M ≤ T /2. The term M (1 − M T ) can be considered to be the number of degrees of freedom for the training-based scheme [6] . This enables numerical estimates ofT using the effective SNR:
where the addition of 1 in the argument of the log function recovers some of the low-SNR behavior. In Section V we compare the result of this equation with our high-SNR value, which we derive next. The high-ρ effective SNR is:
which is valid for ρ α T /(1 − α T ). Using (12) for the Jakes/Clarke model, this high-SNR value may be approximated further for small values of f T bŷ
Typical Doppler values satisfy f T ≤ .1, in which casẽ
indicating the accuracy of the approximation in (47). Using the high-SNR approximation (47) in place of ρ in (44) we obtain
Differentiating (49) leads to
(50) We maximize C a by setting this expression to zero and solving for T . This yields:
The principal branch of Lambert's W-function [14] for any x ∈ C satisfies w = W 0 (x) when we w = x. Identifying x = √ 2e/(f πM ) and w = T /M , we use this function to obtain an expression for the best training periodT to use at high SNR:T
This approximation is restricted to the case of ρ α T /(1 − α T ), large M , and T f ≤ 1/10.
In the discussion above, we have assumed that the number of transmit antennas M is not a design parameter, but rather fixed by cost or other physical requirements. When a system designer is free to choose M , setting M = T /2 maximizes the high-SNR capacity [1] , [6] , and results in M/2 degrees of freedom. Using this optimal value M = T /2, the same number of receive as transmit antennas, a training signal length T τ = M , and the optimal power allocation, we can apply similar approximations as above to determine the best training period T . This high-SNR value depends only on the fading parameter f :T
This expression results in fT ≈ .1, satisfying the limitations on f T resulting from (48).
IV. DIFFERENTIAL MODULATION
Differential modulation [3] , [4] assumes a channel that is constant over each pair of consecutive square symbols; data at the current and previous time instants are used for decoding rather than explicit information about the channel (as in most work on differential techniques, we focus on a diffuse channel where β = 1). In this "pairwise-constant" channel, differential modulation suffers from an effective noise term that is twice that seen in a coherent system [4] . For the time-varying model described in Section II with no specular component, the equivalent effective SNR is found in [12] to be:
This equation describes the behavior of a time-varying system with a fixed autocorrelation function. Use of this formula in place of ρ in equations derived for the quasi-static model of the channel gives the effective behavior of a time-varying system, as described in [12] . Though a relationship to the effective SNR for trainingbased modulation is not immediately apparent when comparing (54) with (21), we note that at high SNR with T = 2M , the effective SNR for differential modulation in (54) is equal to that for trained modulation given in (46). In general, however, the effective SNR performance ceiling for differential modulation at high SNR will be higher than that for trained modulation [12] , since usually T > 2M . Though one is tempted to conclude from this that differential is a better option than trained modulation, this is not the case when the capacity of the two schemes are compared.
The achievable rate C D (M, N, ρ) for differential modulation has been found recently [5] for a quasi-static channel. Fig. 1 . The lower bound to the capacity of the noncoherent channel from [15] (indicated with squares), the high-SNR approximation (44) (shown with triangles), the capacity for differential modulation [5] (shown with 'x'), and the high-SNR approximation (56) (shown with 'o') are plotted as a function of the power constraint ρ. In these curves T = 18, M = 2. For ρ above 5dB, the approximation (56) is very close to the true capacity.
Based on the analysis of [12] , we assume that the rate for differential modulation with the time-varying model of Section II is given by the expression found in [5] with ρ replaced by the effective SNR from (54):
The analytic expressions from [5] for C D depend on a MonteCarlo evaluation of a given expectation. For our analysis, we use a simple high-SNR approximation to the capacity which is valid for M = N :
In Fig. 1 we compare this equation with the capacity for differential modulation from [5] . For SNR values above 5dB, the approximation (56) is close to the true differential capacity from [5] . For comparison, the mutual information for noncoherent signaling with unitary signals from [15] , which is tight lower bound to the noncoherent capacity at high SNR, and the approximation (44) are also shown. In contrast to trained modulation, for differential modulation there is only one design parameter that we are concerned with: the number of transmit antennas to use; in many cases even this will not be under the designer's control. For differential modulation with a large number of transmit antennas M , a symbol (which has length M ) is long enough that the channel may have changed significantly from the previous symbol. Thus, there is a trade-off: does a system designer use many antennas in order to (hopefully) obtain a high data rate, or fewer antennas so that the channel more accurately obeys the quasi-static model? A similar analysis to that given in Section III-E results in the following approximation for the number of antennas to employ at high SNR when using differential modulation over the time-varying channel of Section II:
This expression is very similar to that obtained in (53) for trained modulation when the number of transmit antennas is assumed to be M = T /2, and N = T τ = M . This correspondence follows from the close relationship between the two methods. When training with T τ = M = T /2, half of the interval T is used in training, with the other half used for information transmission. Though differential transmission with the same number of antennas sends twice as many information-bearing symbols in the same time, each has half the degrees of freedom of the arbitrary space-time symbols possible in the trained modulation case. In this case, the high-SNR error floor for differential and trained modulation is also the same, and the high-SNR approximations (44) and (56) are the same to within a factor of e. In many practical systems, however, cost and other physical factors will result in T >> 2M , and trained modulation will have a higher achievable rate than differential modulation.
V. NUMERICAL EXAMPLES
Numerical results are now presented along with comparisons to the analysis above. Each simulation point in the following plots is the result of a Monte-Carlo evaluation based on 1000 channel realizations. We will make comparisons to the capacity for a system with M transmit antennas, N receive antennas, and a channel H known at the receiver but not the transmitter: Fig. 2 illustrates the lower bound (16) as a function of the power allocation factor κ for ρ = 0dB SNR, M = N = 2 antennas, training length T τ = 2, normalized Doppler frequency f = 0.003, training period T = 5, and specular parameter β = 1. Theorem 2 indicates that κ = .53 maximizes the capacity bound, which agrees well with the simulation. For purposes of comparison, capacity is shown for a system with perfect channel state information at the receiver (58), and for differential modulation with a quasi-static model [5] and with the model of (55). Fig. 3 illustrates the bound (16) as a function of the training length T τ for several values of the specular parameter β. A training period of T = 8 was used with M = N = 3 antennas, an SNR of 3 dB, and a fading parameter f = .003. As our analysis indicates, it is best to set T τ = M for a Rayleigh channel (β = 1), but higher capacity may be achieved with less training for specular channels. Fig. 3 shows that a training length of T τ = 1 is optimal for β = 0.45, while using no training at all is best for β ≤ 0.3. Fig. 4 shows the capacity bound as a function of β for three different choices of T τ . Equation (41) was used to find the best joint values for T τ and κ. The performance with these optimal values is shown with the solid line and is compared to the result when using T τ = M = 3, κ = 0.5, and T τ = 0. For this example, the following parameters were assumed: M = N = 3 antennas, training period T = 6, fading speed f d = 0.01 and SNR ρ = 3dB. At low β values it is best to do no training at all, while for high β, the optimal solution is T τ = M , which agrees with results from (41). Numerical evaluation of (45) predicts that the best values of T areT = {13, 11, 7} for ρ = {20, 25, 40} dB respectively, which agree well with simulation as indicated by the vertical lines in the figure. The predicted high-SNR optimal training interval given by (52) is 7, which agrees well with the 40 dB curve.
In Fig. 6 we compare differential modulation with trained modulation where training occurs every T = 2M samples. The quasi-static capacity (58), the lower bound (16), the quasistatic capacity of differential modulation [5] , and the approxi- Plot of the quasi-static capacity (58) (the dashed line), the lower bound (16) (shown with 'x'), the quasi-static capacity of differential modulation capacity [5] (shown with diamonds), and the approximation (55) (shown with circles) to the capacity of differential modulation as a function of M . autocorrelation function. We optimized this lower bound over the training signal, training length, training frequency, and power allocation between training and data transmission. The bound provides practical insight for the design of multipleantenna communications systems with time-varying channels.
We compared our bound with the capacity of differential modulation over a quasi-static channel, and noted that for slow channels with T >> M, trained modulation does better, while for large f d and T = 2M , differential coding performs best. We noted that though the effective SNR for differential is greater at high SNR than for trained modulation, its capacity is often lower. We derived a high-SNR expression for the number of antennas that maximizes capacity, and found it to be similar to that for trained modulation when M = T /2 antennas are used.
An open question is how the comparison between training and differential techniques would change with channel tracking. Multiple-symbol differential techniques [16] are known to eliminate both the high-SNR performance ceiling and the 3 dB SNR penalty, though they would not overcome the inherent capacity penalty due to the use of unitary signals. While comparisons would be algorithm-dependent, coherent schemes that track the channel such as [17] , [18] would be expected to maintain a capacity advantage over differential techniques. In addition, though we have assumed a simple time-autocorrelation function, analysis with more physically realistic channel models [19] which include joint space-time correlation would be useful.
