Introduction
The 2k-th moment of the Riemann zeta function is (1.1)
where ζ denotes the Riemann zeta function and k > 0. This article concerns the behaviour of (1.1) in the case k = 3. Hardy and Littlewood initiated the study of the moments (1.1). Their interest in these mean values arose from their relation to the Lindelöf hypothesis, which asserts that for any ε > 0 |ζ(
In fact, they showed the Lindelöf hypothesis is equivalent to the statement, for any ε > 0, I k (T ) ≪ ε T 1+ε for all k ∈ N. The motivation for studying the moment I k (T ) is that it seems that it might be easier to obtain an average bound of ζ( 1 2 + it) rather than a pointwise bound. In 1918, Hardy and Littlewood [22] proved that (1.2)
and in 1926 Ingham [29] proved that (1.3)
To date these are the only asymptotic results established for I k (T ). In 1996, Conrey and Ghosh [10] conjectured that (1.4) 4 16! T (log T ) 16 for certain specific constants a 3 and a 4 (see (1.8) below). In 1998, Keating and Snaith conjectured that (1.6)
Note that (1.6) agrees with (1.2), (1.3), (1.4) , and (1.5).
The formulae (1.2) and (1.3) have been refined to asymptotic formulae with error terms admitting power savings. In 1926, Ingham [29] showed that (1.9) I 1 (T ) = T P 2 (log T ) + O(T 1 2 +ε ), for any ε > 0, and in 1979, Heath-Brown [24] showed that (1.10) I 2 (T ) = T P 4 (log T ) + O(T [43] showed that on the Riemann hypothesis that I k (T ) ≪ k T (log T ) k 2 +ε , for any ε > 0. Building on this work and introducing a number of new ideas, Harper [23] showed that the Riemann hypothesis implies I k (T ) ≪ k T (log T )
In Ingham's article [29] on mean values of the Riemann zeta function, he studied the shifted the mean values 
Let
Z(x 1 , x 2 , y 1 , y 2 ) = ζ(1 + x 1 + y 1 )ζ(1 + x 1 + y 2 )ζ(1 + x 2 + y 1 )ζ(1 + x 2 + y 2 ) ζ(2 + x 1 + x 2 + y 1 + y 2 ) .
Motohashi's theorem implies that
I {a1,a2},{b1,b2};ω (T ) ∼ (1.14)
This form of his theorem was observed in [8, p. 52, eq. (1.7.12)]. In fact, Motahashi's result is much more precise and he gives an exact formula for (1.13). Based on (1.12) and (1.14), it would be desirable to have a generalization of these formulae for shifted moments of zeta with more than four shifts. Inspired by (1.14),
Conrey et al.
[8] developed a conjecture for shifted moments of the Riemann zeta function. This shall be described shortly. They considered the mean values where ω is a suitable smooth function, I = {a 1 , . . . , a k } and J = {b 1 , . . . , b k }. We now explain the conjecture of [8] for this mean value, but we shall follow the notation of [28] . In order to do this, we shall first define several functions.
Definition 1. Let X be a finite multiset of complex numbers. We define the arithmetic function σ X (n) to be the coefficient of n −s in the Dirichlet series ζ X (s), defined by ζ X (s) := x∈X ζ(s + x). In other words, if X = {x 1 , . . . , x k } then σ X (n) = n1···n k =n n −x1 1
Examples. (i) Let X = {x 1 } and Y = {y 1 }. Then Z X,Y (s) = ζ(1 + s + x 1 + y 1 ) and Z {a1},{b1} (0) = ζ(1 + a 1 + b 1 ). Note that the integrand of (1.12) may be rewritten as Z {a1},{b1} (0) + t 2π
−a1−b1 Z {−b1},{−a1} (0) ω(t).
(ii) Let X = {x 1 , x 2 } and Y = {y 1 , y 2 }. Then a calculation, using a formula of Ramanujan, establishes that Z X,Y (s) = ζ(1 + s + x 1 + y 1 )ζ(1 + s + x 1 + y 2 )ζ(1 + s + x 2 + y 1 )ζ(1 + s + x 2 + y 2 ) ζ(2 + 2s + x 1 + x 2 + y 1 + y 2 ) .
Observe that Z {a1,a2},{b1,b2} (0) = Z(a 1 , a 2 , b 1 , b 2 ) and that integrand in (1.14) involves Z X,Y (0) for various sets X and Y of size 2 with entries chosen from {±a j , ±b j } for j = 1, 2. Based on these two examples, it is reasonable to expect that the general case of |X| = |Y | = k is similar. In order to formulate the conjecture on the size of I I,J;ω (T ), we require a definition.
Definition 3. Let I = {a 1 , . . . , a k } and let J = {b 1 , . . . , b k }. Let Φ j be the subsets of I of cardinality j and let Ψ j be the subsets of J of cardinality j for 0 ≤ j ≤ k. If S ∈ Φ j and T ∈ Ψ j then write S = {a i1 , . . . , a ij } and T = {b l1 , . . . , b lj } where i 1 < · · · < i j and l 1 < · · · < l j . We define (I S ; J T ) be the 2k-tuple obtained from (a 1 , a 2 , . . . , a k ; b 1 , b 2 , . . . , b k ) by replacing a ir with −b ir and b ir with −a ir for 1 ≤ r ≤ j.
In order to explain this we give some simple examples. This terminology is introduced in the series of articles [13] , [14] , [15] , and [16] .
We are now prepared to state the conjecture of Conrey, Farmer, Keating, Rubinstein, and Snaith [8] for I I,J;ω (T ). Conjecture 1. Let T > 3. Let I = {a 1 , . . . , a k }, let J = {b 1 , . . . , b k }, and assume that |a i |, |b j | ≪ (log T ) −1 .
Let Φ j be the subsets of I = {a 1 , . . . , a k } of cardinality j and let Ψ j be the subsets of J = {b 1 , . . . , b k } of cardinality j for 0 ≤ j ≤ k. Then for T sufficiently large
where ω is a nice weight function, and where we have defined
for S ∈ Φ j and T ∈ Ψ j .
Remarks
(1) The works of Ingham and Motohashi establish this conjecture in the cases |I| = |J| = 1 and |I| = |J| = 2.
(2 In this article we shall prove that a certain ternary additive divisor bound implies an asymptotic formula for I I,J;ω (T ) in the case |I| = |J| = 3. In the remainder of this article we consider I, J where
consist of complex numbers with the size restriction
The family of additive divisor sums we are concerned with are
r ∈ Z \ {0} and f is a smooth function. Moreover, the partial derivatives of f satisfy growth conditions. That is, there exist X, Y, and P positive such that
and the partial derivatives satisfy
In order to state a conjecture for the size of D f ;I,J (h), we must introduce several multiplicative functions.
Definition 4. Let X = {x 1 , . . . , x k } be a finite multiset of complex numbers and s ∈ C. The multiplicative function n → g X (s, n) is given by
In other words, for n ∈ N we have
The multiplicative function n → G X (s, n) is given by
With these definitions in hand, we may state the additive divisor conjecture.
Conjecture 2 (Additive divisor conjecture AD(ϑ, C)). Let X, Y, P ≥ 1 be positive parameters such that Y ≍ X, and f is a smooth function satisfying (1.21) and (1.22) . Let I = {a 1 , a 2 , a 3 } and J = {b 1 , b 2 , b 3 } be sets of distinct complex numbers satisfying
5 and C > 0 such that for every ε 1 , ε 2 > 0
Remarks.
(1) The main term in the above conjecture can be derived by following Duke, Friedlander, and Iwaniec's δ-method [18] . (2) The leading term in the conjecture for n≤x d k (n)d k (n + h) can be worked out with a heuristic probabilistic calculation. This was recently done independently by Tao [44] and Ng and Thom [36] . (3) In the case that σ I (n) = σ J (n) = d(n), the divisor function, Duke, Friedlander, and Iwaniec [18] have shown that an analogous result is available with an error term having ϑ = (4) Conrey and Gonek [11] have conjectured that in the case of D 3 (x, r) (the unsmoothed version
Moreover, Conrey and Keating [15] have sug-
. This is discussed extensively in Ng and Thom [36] where a probabilstic argument has been given which suggests the error term for D k (x, r) is uniform in the range 1 ≤ r ≤ x 1−ε . Hence it is likely that the above conjecture holds in the wider range r ≤ X 1−ε2 .
(5) Blomer [5] has shown that there exists C > 0 such that
is a primitive cusp form (holomorphic newform) and Θ is a non-negative constant such that |λ(n)| ≪ n Θ for for eigenvalues λ(n) of the Hecke operator T n acting on the space of weight 0 Maass cusp forms of level N .
(6) Recently, Aryan [2] has shown in the case that σ I (n) = σ J (n) = d(n), X = Y , and P = 1, that the corresponding error term is O(X 1 2 +Θ+ε ). (7) Unfortunately, for k ≥ 3 this currently remains open. In the case of the unsmoothed sum D k (x, r) uniform upper and lower bounds for r ≤ x A , for A > 0, of the correct order of magnitude are known.
Ng and Thom [36] have established lower bounds and Daniel [17] and Henriot [27] have established upper bounds.
We now introduce a convenient weight ω. Let ω satisfy the following:
ω is smooth, (1.25) the support of ω lies in [c 1 T, c 2 T ] where 0 < c 1 < c 2 , (1. 26) there exists T 0 > 0 such that for every ε > 0, T
The main goal of this article is to show that Conjecture 2 implies Conjecture 1.
6
Theorem 1.1. Let I = {a 1 , a 2 , a 3 }, J = {b 1 , b 2 , b 3 }, and assume the elements of I and J satisy (1.19). Assume Conjecture 2 holds for some positive θ and C, then for any ε > 0
where η C = 1 if C ≥ 1 and η C = 0 if 0 < C < 1.
From this theorem, we deduce an asymptotic formula with power savings error term for the sixth moment of the Riemann zeta function.
3 ) and C ∈ (0, 1), then there exists a polynomial P 9 (x) of degree 9 such that
and in particular (1.4) holds. If Conjecture 2 (AD(ϑ, C)) is true with ϑ ∈ [
(1) Conditionally, this confirms Conjecture 1.
(2) This result makes rigorous the argument in [11] . In their work they argued that the I 3 (T ) is asymptotic to the sum of mean values of the shape
and θ 1 + θ 2 = 3. They then invoked a Theorem of Goldston and Gonek [19] to asymptotically evaluate these expressions. This required certain conjectural formula for
with sharp error terms, uniform for r ≤ √ x.
(3) In a sense, this improves work of Ivic, who showed that certain asymptotic formula for D 3 (x, r) implies I 3 (T ) ≪ T 1+ε for any ε > 0. A slight difference in our treatment is that we have chosen to deal with the additive divisor sums corresponding to σ I (n) and σ J (n) where the elements of I and J are ≪ (log T ) −1 . This is a mild assumption and it is likely than any proof leading to an asymptotic formula for D 3 (x, r) will also provide an asymptotic formula for D f ;I,J (r).
(4) In our proof we follow an argument of Hughes and Young [28] who evaluated twisted fourth moment
for coprime natural numbers h, k satisfying hk ≤ T 2 and also C < 1 and T 0 = T 1−ε , this result shows that error term for
From Theorem 1.1 we can also deduce formulae for the integrals
assuming Conjecture 2. Such integrals can be used in detecting large gaps between the zeros of the Riemann zeta function. For instance see Hall [20] .
Proof of 1.2. In this proof I = {a 1 , a 2 , a 3 } and J = {b 1 , b 2 , b 3 } are each triples of complex numbers. We also write a = (a 1 , a 2 , a 3 ), and
Note that f ( a; b) is holomorphic in a i and b j as long as |a i | < 
such that the integrals are over small, positively oriented circles centered at the a i ,
is holomorphic in each of the variables. Therefore by six applications of the maximum modulus principle
where
It follows from Theorem 1.1 that
and thus 
The term O(T 0 (log T ) 9 ) arises from estimating the portions of the integral corresponding to the intervals
In the case C ≤ 1 the third error term is dominated by the second. Now choose T 0 so that the first and second error terms are equal. Solving for T 0 we find that T 0 = T 3ϑ 2 +1+C 2+C
and thus (1.38)
+ε .
A similar argument with a smooth minorant ω − (t) of 1 [T,2T ] (t) establishes the same lower bound and thus
Substituting T 2 j with j = 1, 2, . . . , we find
+ε for some polynomial P 9 . In the case that C > 1 the third error term in (1.37) is now present. We apply a similar argument to as before, however we choose
. In order for this to be O(T 1−ε ) we require that ϑ < 1.1. Conventions and Notation. In this article we shall use the convention that ε denotes an arbitrarily small positive constant which may vary from line to line. Given two functions f (x) and g(x), we shall interchangeably use the notation f (x) = O(g(x)), f (x) ≪ g(x), and g(x) ≫ f (x) to mean there exists M > 0 such that |f (x)| ≤ M |g(x)| for all sufficiently large x. We write f (x) ≍ g(x) to mean that the
, then we mean that the corresponding constants depend on a. The letter p will always be used to denote a prime number. For a function ϕ :
∂y n ϕ(x, y). Throughout this article we often use the fact that t ∈ [c 1 T, c 2 T ] so that t ≍ T .
Acknowledgements. Thank-you to Alia Hamieh for helpful discussions regarding this work. k for k = 1, 2 were derived by Hardy and Littlewood. Their result asserts that
where xy ≍ (
There are several problems with this version of the approximate functional equation.
First, each of these sums have sharp cutoffs, that is, the sum over n does not decay smoothly. In practice, it is convenient to sum over all integers with a weight which is smooth. The sharp cutoff functions lead to poor error terms error(s, x, y). Another problem is the presence of the factor χ(s) 
for certain smooth weights ν t (n, x) andν t (n, y) where xy ≍ (
A classical approach to evaluating (1.1) is to use the identity |ζ(
k and then to apply (2.2) with s = 1/2 ± it and then multiply out. Namely,
3)
The first two sums can be asymptotically estimated by standard mean values techniques if x, y ≪ T .
However, in the range T ≪ x, y ≪ T 2−ε , then these can only be evaluated if sharp asymptotic estimates for
. are available. An additional difficulty with (2.3) is the presence of the oscillating factor χ(
k . By Stirling's formula these lead to integrals of the shape
These have to be treated with stationary phase and they lead to unappealing oscillating factors. One way to circumvent the factors χ(
k is to develop an approximate functional equation for |ζ(
k . This idea is due to Heath-Brown who showed that
In this section, we prove an approximate functional equation for ζ I ( 
Before we state the proposition we must define a convenient polynomial which will be used in the proposition and in our main theorem. and at other points obtained by the previous symmetries.
In our argument we shall express I I,J;ω (T ) as a certain multivariable integral. This integral shall be computed by moving contour integrals to the left. At one point some unwanted poles near s = 
Then for any A ′ > 0, we have
Remark. This proposition can be generalized to the case I = {a 1 , . . . , a k } and
Proof. Throughout this proof we let Λ(s) = π
and we make use of the functional equation
and (2.10)
We shall move the contour to the left to the line ℜ(s) = −1 and apply the residue theorem. The integrand has poles at s = 0 and at s = 
Each residue at the other poles is O((1 + |t|) −A ) due to the rapid decrease of G(s) when |ℑ(s)| is large. Let
By the residue theorem it follows that
Now observe that
and thus
and (2.12)
A calculation using the definition (2.9) establishes that (2.13)
It follows that
(2.14)
It follows from (2.12) and the definitions (2.6) and (2.7) that (2.15)
The second equality makes use of the identity
.
Combining the above facts
However, we have the Dirichlet series expansions
These expressions are inserted in (2.16). Since they are absolutely convergent on ℜ(s) = 1, we may exchange integration and summation order. Thus by the definition (2.5) we arrive at (2.8).
The next lemma will give asymptotic estimates for the functions X I,J;t and g I,J (s, t).
, where A is the constant given in Proposition (2.1).
Proof. The first two parts follow from Stirling's formula and are technical calculations. Since the proof of (i) is similar and easier than (ii), we leave it as an exercise. Their proof of (ii) will be deferred to Section 8 which contains Appendix 2. Proof of part (iii). Note that we can move the contour right to ℜ(s) = A so that
for some positive constant c, by part (ii). It follows that V I,J (x) ≪ (
In our evaluation of I I,J;ω (T ) we shall encounter the the Dirichlet series
. We now provide a factorization of this series into zeta factors times an absolutely convergent product near s = 0.
(2.20)
Observe that this implies that
It follows that A I,J (s) = p A p;I,J (s) where 
A formula for the sixth moment
We now possess all the tools and lemmas to commence with our evaluation of I I,J;ω (T ). At the outset we assume that the elements of I and J are all distinct. By Lemma 2.1 it follows that
Opening the integral formula for V yields
We now define the diagonal terms I (1)
Summarizing, we have
and thus (3.8)
The asymptotic evaluation of I I,J;ω (T ) is reduced to evaluating I 
Diagonal terms
In this section we evaluate the diagonal terms I
D .
Proposition 4.1. For every ε > 0, there exists T ε > 0 such that for T ≥ T ε
I
(1)
Res s=
Proof. By (3.3), moving the sum inside the integral,
By Cauchy's theorem, we move the s integral to the ℜ(s) = ε line where ε > 0. On this line the contribution from the O(|s| 2 |t| −1 ) term is
since G is of rapid decay. Since
By Lemma Z I,J (2s) has poles at (4.4) s = 0 and s = −a i − b j 2 for i ∈ {1, 2, 3} and j ∈ {1, 2, 3}.
We now move the line of integration to ℜ(s) = − 
The s-integral on the line ℜ(
Combining (4.5), (4.6), and this last estimate completes the evaluation of I
D . The evaluation of I
D can be done in a completely analogous fashion. For instance, we can show that
This formula is obtained from (4.3) by formally replacing I by −J and by replacing J by −I and by inserting the factor (
. Doing this we obtain
As before we shall move the contour in the s-integral left, passing poles at
Calculating the residues as before, we arrive at (4.2).
Proof of main theorem and initial evaluation of the off-diagonal terms
In this section we begin the evaluation of the off-diagonal terms I
O . In addition, we shall prove Theorem 1.1. This is the most involved part of the argument. We aim to prove Proposition 5.1. For every ε > 0, there exists T ε > 0 such that for T ≥ T ε
The main theorem, Theorem 1.1, follows from Proposition 4.1 and Proposition 5.1.
Proof of Theorem 1.1. Combining (4.1), (4.2), and (5.1)
Notice that the sum of residues in (4.1) and (4.2) exactly cancel the two sums of residues in (5.1). Also, the first terms in (4.1) and (4.2) are added into the first sum of (5.1) making the sum over j ∈ {0, 1, 2, 3}. This result is valid if I and J consist of distinct elements. However, I I,J;ω (T ) is holomorphic if the a i 's and .2) is holomorphic in the a i , b j , as long they are restricted to small enough disks and is thus continuous in the a i and b j . By a continuity argument it follows that (5.2) holds in the case that I and J do not consist of distinct elements. This completes the proof of the main theorem.
We now begin an initial evaluation of I O will be similar and we shall only mention the minor differences in the argument. Let
We now introduce a smooth partition of unity to simplify the evaluation of this sum. 
is small unless x and y close to each other, due to the cancellation in (x/y) −it . This is since
where we have integrated by parts j times. Therefore
, then for any A > 0 we obtain
by choosing j > (A + 3)/ε. Letting m − n = r, it follows that
Note that the condition (5.7) implies that 
We have thus shown Proposition 5.2. Let A > 0 be arbitrary and fixed. Then we have for M ≍ N
In summary, we have established
Note that the condition M N ≪ T 3+ε can be added in by Lemma 2.2 (iii) which shows that V I,J is very
We are now in a position to estimate I M,N by the conjecture for the ternary additive divisor problem. It suffices to verify that f satisfies the following condition on its partial derivatives.
Lemma 5.3. We have for M ≍ N that
This proof of this technical lemma is deferred to Section 8 (Appendix 2). By Conjecture 2
Next we consider the contribution of the errors E M,N to (5.5).
Lemma 5.4. Let ε > 0 and T is sufficiently large with respect to ε. Then
Proof. We now estimate sum in the error term. Since M ≍ N , we have
Observe that (5.14)
Therefore, if 0 < C < 1, then
and it C ≥ 1,
We have the bounds
and This leads to the following result.
Proposition 5.5.
(5.19) I
Note that we can add back in those M and N not satisfying M ≍ N by the decay of f * (x, y).
Further evaluation of I
By (6.6) the evaluation of I
O has been reduced to the evaluation of I
(i1,i2) . In this calculation we shall encounter the Dirichlet series (6.1)
Moreover, H I,J;{a1},{b1} (s) equals a product of ζ functions times a nice infinite product C I,J;a1,b1 (s).
where (6.2) C I,J;{a1},{b1} (s) = p C I,J;{a1},{b1} (p; s),
Moreover, we have
and hence C I,J;{a1},{b1} (s) is absolutely convergent for ℜ(s) > − The following proposition shows that the local factors C I,J;{a1},{b1} (p; s) satisfy certain identities at special values of s, relating them to the local factors A p;I,J (s) which occur in Lemma 4. This proposition shall be demonstrated in Section 7 (Appendix 1). These identities shall be reduced to polynomial identities. Alternately parts (i) and (ii) also follow from an identity in [15, Sections 3, 4] . In fact, their argument establishes such identities for general sets I = {a 1 , a 2 , . . . , a k } and J = {b 1 , b 2 , . . . , b k }. Based on the previous propositions we shall establish the following formulae. Proposition 6.3. We have (6.6) I
Remark. It should be observed that the formulae for I
(i1,i2) contains the extra unwanted residues T (i1,i2);(k1,k2) . Notice that these do not appear in the formula for I
O given by (5.1). We can also prove an analogous result for I (2) O . Note that by (3.6) and (3.5) we see that I (2) O is the same as I (1) O , except that I → −J and J → −I and there is the additional factor of X I,J;t . It follows that we may obtain (6.9) from (6.9) by replacing each I by J, each J by I, and inserting a factor (
(ai+bi) which comes from the Stirling approximation for X I,J;t as derived in Lemma 2.2.
where r(i 1 , k 1 ) and r(i 2 , k 2 ) are defined as follows:
Given distinct elements i, k of {1, 2, 3}, then r = r(i, k) is the unique number r such that {1, 2, 3} = {i, k, r}. (6.12)
Remark. (i) Notice that the formulae for I (2) (i1,i2) also contain extra unwanted residues U (i1,i2);(k1,k2) that do not appear in (5.1). Fortunately, we shall establish that the T (i1,i2);(k1,k2) and U (i1,i2);(k1,k2) cancel each other out.
(ii) It is possible to completely avoid having the T (i1,i2);(k1,k2) and U (i1,i2);(k1,k2) terms. This can be done by ensuring that Q I,J (s) vanishes at some of these extra poles. We chose not to do this so that we could see the cancellation between various terms. Proposition 6.5. We have that (6.13)
(k1,k2) k1 =i1,k2 =i2 (T (i1,i2) ;(k1,k2) + U (i1,i2);(k1,k2) ) = 0.
Proof of Proposition 5.1. Combining Propositions 6.3 and 6.4 we see that we get exactly the first three terms in (5.1) plus (6.14)
However, Proposition 6.5 shows that the sum in (6.14) equals 0. Thus we establish (5.1).
Proof of Proposition 6.3. We shall focus on one of the nine terms. The one with i 1 = 1, i 2 = 1. We will obtain the result for other indices just by permuting them appropriately. We have that
Since W (x) = x Using these identities
We write I
(1,1) = I + + I −1 where I + is the sum over r > 0 and I − is the sum over r < 0. We have that
We let K + and K − denote the triple integrals appearing in I + and I − . In K + we make the change of variable x = ry + r to obtain
Similarly, by the variable change x = ry 6.15) and
By the beta function identity B(u, v) = ∞ 0
Inserting these identities in (6.15) and (6.16)
ds dt and
ds dt.
However, we have the following consequence of Stirling's formula: Let 0 ≤ ℜ(s) ≤ 1, t ∈ R, and |a 1 |,
The proof of this is very similar to the proof of Lemma 2.2 (ii) and we leave it as an exercise. Thus
))ds dt.
and
We now combine I + and I − to obtain
We then move the s integral to the line ℜ(s) = 1 so that we may apply Proposition 6.1 (i). Moving to this line, swapping summation and integration order 
We now move the line back to ℜ(s) = ε. It is at this point in the argument that we make use of the polynomial Q I,J (s) which divides G(s). Observe that the factor in brackets has poles at
However, these are cancelled by the zeros of Q I,J (s). We now bound the contribution from the O 
+ |u|
It follows that I
By the functional equation in the unsymmetric form
Further simplification yields
ϕ(s) has poles at s = 0, s = − for k 1 = 1 and k 2 = 1. We further evaluate J
(1,1) by applying the residue theorem. We move the s contour left past ℜ(s) = 0, picking up residues at the various poles. Let
By the residue theorem,
Observe that for s = − 1 2 + ε + iu the zeta factors in ϕ(s) are bounded by (|u| + 1) A0 for some A 0 > 0 and
In addition, as all the poles are simple we have the following residues:
, and the residue at s = −
It follows that (6.21) I
C I,J;{a1},{b1} (0)dt, (6.22)
23)
dt.
(6.24)
We now provide further simplification of S 1 and S 2 . We would like to prove that (6.25)
Glancing at (6.22) , this follows from the identity A I {a 1 } ,J {b 1 } (0) = C I,J;{a1},{b1} (0) which is Proposition 6.2 (i). Next, we show that (6.26)
First observe that
Thus, in order to prove (6.26) , it suffices to prove that A I,J (−a 1 − b 1 ) = C I,J;{a1},{b1} (− a1+b1 2 ) which is Proposition 6.2 (ii). From (6.21), (6.25), (6.26), and (6.24) we arrive at (6.7) in the case that i 1 = i 2 = 1.
The case of general i 1 , i 2 , follows from a simple permutation of variables. Proposition 6.4 may be proven by a calculation analogous to the proof of Proposition 6.3.
Proof of Proposition 6.4. Rather than repeat the proof of Proposition 6.3 line by line we just mention the differences in the calculation. First, we have the factor X I,J;t present which leads to an extra factor of (6.27) X I,J;t ∼ (t/2π)
and second we have I is replaced by −J and J is replaced by −I or (6.28)
We could repeat exactly our proof of Proposition 6.3 and obtain the result. However, these differences mean that the formula in Proposition 6.4 can be obtained by inserting the factor (t/2π)
k=1 (a k +b k ) and permuting the variables as in (6.28) . We shall obtain the formula for I (2) (1,1) from I 
and thus this equals
Similarly, we find the second term of I
(1,1) is
and the third term is
Thus we see that the above expression simplifies to
where we recall that r 1 = r 1 (1, k 1 ) and r 2 = r 2 (1, k 2 ) are defined by (6.12). Hence, we find that I
(1,1) equals the sum of (6.29), (6.30), and (6.31). This is precisely (6.10) in the case (i 1 , i 2 ) = (1, 1). The general case follows from the permutation 1 → i 1 and 1 → i 2 .
Proof of Lemma 6.5. Recall that we are trying to prove that (6.32)
We aim to prove this by matching terms in the two triple sums. First we show that (6.33) T (1,1);(2,2) + U (3,3);(2,2) = 0.
We begin with a few observations. Note that 34) since G is even. We now try to identify a term which will cancel with this. We shall look in the terms coming from the second half of the approximate functional equation. We guess the correct term arises from I (2) (3, 3) and is U (3, 3) ; (2, 2) . Note that r 1 (3, 2) = r 2 (3, 2) = 1 so that
Observe that the two expressions we are considering are negatives of each other and add to zero if However, this identity is Proposition (6.2) (iii). Thus this establishes (6.33). More generally, we can show
where we recall that r 1 = r 1 (i 1 , k 1 ) and r 2 = r 2 (i 2 , k 2 ) are defined by (6.12) . By an analogous argument this would be true if
).
This follows from Proposition (6.2) (iii) by a permutation of variables. Finally, summing (6.37) over i 1 , i 2 , k 1 , k 2 leads to (6.32).
7. Appendix 1: Proof of Propositions 6.1, 6.2
We now establish Proposition 6.1.
Lemma 7.1. Let k ∈ N, I = {1, . . . , k}, and X = {x 1 , x 2 , . . . , x k } are distinct complex numbers. For p prime and α ≥ 0
Proof. We begin by recalling that
We now find an expression for σ X (p j ) for j ≥ 0. By multiplicativity
On the other hand
and it follows that
By partial fractions,
Expanding the right hand side by the geometric series
From (7.3) and (7.5) we deduce for j ≥ 0
Hence for α ≥ 1
(7.6) By (7.2), (7.3), and (7.6) we obtain (7.1) for α ≥ 1. In the case that α = 0, we observe that the left hand side equals 1 since g X (s, n) is multiplicative and the right hand side also equals 1 by (7.4).
Lemma 7.2. Let k ∈ N, I = {1, . . . , k}, and X = {x 1 , x 2 , . . . , x k } be distinct complex numbers. For p prime and j ≥ 1
Proof. By definition (1.24) it follows that
Inserting (7.1) in the last expression with α = j and α = j − 1 yields (7.7).
Observe that we may apply the preceding result in the special case X = I = {a 1 , a 2 , a 3 }.
Lemma 7.3. Let I = {a 1 , a 2 , a 3 } be distinct complex numbers, p a prime, and j ≥ 1. Then
and, in particular,
Proof. By Lemma 7.2 it follows that
Note that if i = 1, then
Simplifying this yields (7.8).
With Lemma 7.3 in hand we can proceed with the proof of Proposition (6.1).
Proof of Proposition (6.1). (i) By c ℓ (r) = d|(ℓ,r) dµ( ℓ d ) we have
and c = a 1 + b 1 + 2s. Thus
For p prime and j ≥ 1 we have d|p j
(1 − p a1+b1+2s−1 ) .
(7.9)
We shall begin by determining the first two terms of the last expression in brackets. By Lemma 7.3
Therefore the first two terms equal
It follows that the sum over ℓ in (7. We now demonstrate (6.5). It will be convenient to set r(p) = p −a2−b2 + p −a2−b3 + p −a3−b2 + p −a3−b3 . Note
It follows from (7.10) and the last inequality that
On the other hand, by multiplying out
(7.14)
Multiplying (7.13) and (7.14) we obtain
The next step is to derive an explicit formula for C I,J;{a1},{b1} (s), namely (6.3). By (7.8) It follows that
(7.16) and thus C I,J;{a1},{b1} (s) = p C I,J;{a1},{b1} (p; s) where C I,J;{a1},{b1} (p; s) is defined by (6.3).
Proof of Proposition 6.2. (i) In this proof we set (7.17)
18) y j = p −bj for 1 ≤ j ≤ 3, and
We aim to show
On the other hand,
Thus (2.14) follows if P (y
1 , y 2 , y 3 , u) = Q(x 2 , x 3 , y 2 , y 3 ; x 1 , y 1 ; u, 1). From the definitions (2.20) and (6.4) this identity would read
(1 − ux
However, this may be verified by a Maple calculuation.
2 ). As above we have 
It suffices to verify Q(x 2 , x 3 , y 2 , y 3 ;
3 , u, x 2 y 2 ). Again this was checked with Maple.
Appendix 2: Proofs of technical lemmas
In this section we prove several technical lemmas. We begin with a lemma which makes use of Stirling's formula.
Proof of Lemma 2.2(ii).
Proof. This argument follows closely [24, pp.390-391] We have
3 The Maple file is available upon request from the author.
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where the branch of logarithm having argument in (−π, π). Throughout this argument we use the notation
We begin by assuming |ℑ(s)| ≤ t 1 2 . Note that
and thus log Γ(α + β) − log Γ(α) = O(
Conjugating the above equation and replacing a by a yields
Taking a = a j in (8.3) and a = b j in (8.4) we find log Γ 1 2
(8.5)
Exponentiating and taking the product over j = 1, 2, 3 yields
Next we deal with the case |ℑ(s)| > t | ≪ 1 and thus Γ( , θ j (s, t) = d dt log p j (s, t), and Θ(s, t) = Combining these facts we derive (8.17). Proof. Let f (x, y) = W ( We shall prove that (8.21) x m y n φ (m,n) (x, y) ≪ P m+n where P = M rT 0 + T T 0 T ε .
By the generalized product rule, applied twice, where we have used x ≍ M and y ≍ N . Since P ≥ 1, M ≍ x, and N ≍ y, we obtain (8. 19) . We now reduced the proof of the lemma to establishing (8.21). It will be convenient to compute the derivatives of x −s and y −s . Define a sequence of polynomials P j (s) by P 0 (s) = 1 and P j (s) = We must now calculate the derivatives F (j) (y) and G (j) (y). We have 
