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Compensating PDE actuator and sensor
dynamics using Sylvester equation
Vivek Natarajan
Abstract
We consider the problem of stabilizing PDE-ODE cascade systems in which
the input is applied to the PDE system whose output drives the ODE system.
We also consider the dual problem of constructing an observer for ODE-PDE
cascade systems in which the output of the ODE system drives the PDE sys-
tem, whose output is measured. The PDE in these problems is stable and the
ODE is unstable. While the ODE system models the plant in both the prob-
lems, the PDE system models the actuator in the stabilization problem and
the sensor in the dual problem. In the literature, these problems have been
solved for specific PDE models using the backstepping approach. In contrast,
in the present work we consider these problems in an abstract framework by
letting the PDE system be any regular linear system. Using a state transfor-
mation obtained by solving a Sylvester equation with unbounded operators,
we first diagonalize the state operator corresponding to the cascade systems.
We then solve the stabilization problem and the dual estimation problem,
provided they are solvable, by solving certain finite-dimensional counterparts.
We also derive necessary and sufficient conditions for verifying the solvability
of these problems. We show that the controller which solves the stabilization
problem is robust to certain unbounded perturbations. We illustrate our the-
ory by designing a stabilizing controller for a PDE-ODE cascade in which the
PDE is a 1D diffusion equation and an observer for a ODE-PDE cascade in
which the PDE is a 1D wave equation.
Keywords. Cascade interconnection, estimation, PDE actuator and sensor, regular
linear system, robustness, stabilization, Sylvester equation.
1 Introduction
Consider an unstable finite-dimensional linear plant. Suppose that this plant
is driven via an actuator with stable PDE (partial differential equation) dynamics
which is not influenced by the plant dynamics (i.e. the actuator is sufficiently
strong). Then the actuator-plant model is a cascade interconnection of a PDE
system driven by an input and an ODE (ordinary differential equation) system
driven by the output of the PDE system. Similarly, suppose that the plant output
is measured using a sensor with stable PDE dynamics which does not influence the
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plant dynamics. Then the plant-sensor model is a cascade interconnection of a ODE
system whose output drives the PDE system, whose output is in-turn measured. In
this paper, we address the problem of designing state and output feedback control
laws for stabilizing the former interconnection and the problem of designing an
observer for the latter interconnection.
Motivated by applications in chemical process control, combustion systems, traffic
flow and water channel flow, the above stabilization and estimation problems have
been solved for many specific one-dimensional PDE models by Krstic and coauthors
using the backstepping method, see [1], [8], [9], [10], [11], [17]. In [11], the actuator
dynamics and sensor dynamics, which are pure delays, are compensated by first
modeling them using first-order hyperbolic PDEs and then solving the above prob-
lems via the backstepping approach. In [8] the PDE model for the actuator and the
sensor is a 1D diffusion equation, while in [9] it is a 1D wave equation. In both these
works, the output of the PDE is the boundary value of its state (Dirichlet measure-
ment). The results in [8] and [9] were extended in [17] by studying interconnections
in which the output of the PDE is the boundary value of the spatial derivative of
its state (Neumann measurement). The ODE plants in [8], [9], [11] and [17] have a
single input and a single output. The paper [1] considers plants with multiple inputs
and outputs, with the actuator and sensor models being a set of 1D wave PDEs. The
controllers that solve the stabilization problem in the above works are of the state
feedback form. Recently, a dynamic output feedback controller was proposed in [15]
for solving the stabilization problem when the PDE (actuator) is either a first-order
hyperbolic equation or a 1D diffusion equation. In [25], combining the backstepping
approach with the active disturbance rejection control method, an output feedback
controller has been developed for stabilizing a wave PDE and ODE cascade system
subject to boundary disturbance.
In this paper, we will solve the aforementioned stabilization problem for PDE-
ODE (actuator-plant) cascade systems and the estimation problem for ODE-PDE
(plant-sensor) cascade systems using the Sylvester equation. To explain our ap-
proach to solving the stabilization problem, let us suppose that the actuator model
is also an ODE. Then the cascade system can be written as
w˙(t) = Ew(t) + FCz(t), z˙(t) = Az(t) +Bu(t), (1.1)
where w(t) ∈ Rn and z(t) ∈ Rp are the states of the plant and the actuator,
u(t) ∈ Rm is the input and Cz(t) ∈ Rq is the actuator output and E ∈ Rn×n,
A ∈ Rp×p, B ∈ Rp×m, C ∈ Rq×p and F ∈ Rn×q. Under the state transformation[
w z
]→ [p = w +Πz z], where Π ∈ Rn×p is a solution to the Sylvester equation
EΠ = ΠA + FC,
the state matrix of the cascade system (1.1) becomes diagonal:[
p˙(t)
z˙(t)
]
=
[
E 0
0 A
] [
p(t)
z(t)
]
+
[
ΠB
B
]
u(t).
Suppose that A is Hurwitz (i.e. the actuator model is stable) and the pair (E,ΠB)
is stabilizable, so that E +ΠBK is Hurwitz for some K ∈ Rm×n. Then the control
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law u = Kp stabilizes the above system, i.e. u = Kw + KΠz is a stabilizing
state feedback control law for the cascade system (1.1). In Section 3, we apply
the above approach of diagonalizing the state matrix of the cascade system, to
solve the stabilization problem for PDE actuator models belonging to the class of
regular linear systems (RLSs). This approach reduces the stabilization problem to a
problem of solving an appropriate Sylvester equation with unbounded operators and
then stabilizing a finite-dimensional system, see Theorem 3.4. In Section 4, we use
an analogous approach to reduce the estimation problem for the ODE-PDE cascade
system, when the PDE system is a RLS, to a problem of solving an appropriate
Sylvester equation with unbounded operators and then constructing an estimator
for a finite-dimensional system, see Theorem 4.4.
Sylvester equations with unbounded operators play a central role in the state
space approach to the output regulation of RLSs, see [3], [5], [13], [14], [24] and
references therein. This is due to the natural occurrence of ODE-PDE (exosystem-
plant) cascade systems in the output regulation problem for RLSs. In fact, the
Sylvester equation based diagonalization approach for stabilizing PDE-ODE cas-
cade systems discussed in the previous paragraph was used in [7, Theorem 13] to
design observer-based controllers for solving the output regulation problem. In [7], it
is assumed that the control and observation operators of the PDE plant are bounded
and the eigenvalues of the state matrix of the exosystem are on the imaginary axis.
By relaxing the first assumption, the controller design technique and the associated
diagonalization approach in [7] were generalized in [14, Theorem 15] by allowing
the PDE plant to be any RLS with possibly unbounded control and observation
operators. Furthermore, the Sylvester equation based diagonalization approach for
building observers for ODE-PDE cascade systems, referred to as the ‘analogous ap-
proach’ in the previous paragraph, is used implicitly in the controller design in [14,
Theorem 12]. Recently, this ‘analogous approach’ was used directly in [24] to con-
struct observers for ODE-PDE (exosystem-plant) cascade systems, assuming that
the control operator for the PDE plant is bounded and the eigenvalues of the state
matrix of the exosystem are simple and lie on the imaginary axis. This work high-
lighted the advantage of the diagonalization approach by explicitly demonstrating
how it simplifies the estimation problem for ODE-PDE cascade systems to an es-
timation problem for ODE systems, and thereby inspired the developments in the
current work.
In this paper, we use the Sylvester equation based diagonalization approach to
present a unified framework for constructing output feedback controllers for stabi-
lizing PDE-ODE cascade systems in Section 3 and observers for ODE-PDE cascade
systems in Section 4. We let the PDE system be any stable (or easily stabilizable)
RLS and the ODE system need not be marginally stable (unlike in the regulator
theory). We derive necessary and sufficient conditions for verifying the solvability of
the stabilization and estimation problems. We prove that the controller solving the
stabilization problem is robust to certain unbounded perturbations of the PDE. The
regularity assumption on the PDE system can be relaxed, see Remarks 3.8 and 4.6.
Using these results we can solve the robust stabilization and estimation problems
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for (almost) all the PDE-ODE and ODE-PDE cascade systems which have been
considered in the literature using the backstepping approach, see Section 6 for a
detailed discussion. In Section 5, we illustrate the results in Section 3 using a 1D
diffusion equation and the results in Section 4 using a 1D wave equation. We remark
that for 1D constant coefficient PDEs, it is straight forward to solve the Sylvester
equation and construct the desired controllers and observers, see Remark 5.3.
The current paper is a significantly expanded version of the conference paper [12].
In [12] only the stabilization problem was considered, for which only a state feedback
controller was developed under an assumption that is hard to verify. The proofs in
[12] were either shortened or omitted due to space constraints and the robustness of
the controller was also not studied.
Notation: Define C−ω = {s ∈ C
∣∣Re s < ω} and C+ω = {s ∈ C∣∣Re s > ω}. The
closure of C−ω and C
+
ω in C are denoted by C
−
ω and C
+
ω . When ω = 0, we drop the
subscript. LetX and Y be Hilbert spaces. Then L(X, Y ), written as L(X) ifX = Y ,
denotes the space of bounded linear operators from X to Y . The space of X-valued
locally square integrable functions on [0,∞) is denoted as L2loc([0,∞);X). For each
α ∈ R, the space L2α([0,∞);X) = {u ∈ L2loc([0,∞);X)
∣∣ ∫∞
0
e−2αt‖u(t)‖2dt < ∞} is
a Hilbert space with norm being the square root of the integral in the expression.
For a linear operator A : D(A) ⊂ X → X , where D(A) is the domain of A, let σ(A)
be its spectrum and ρ(A) its resolvent set. For a Banach space X , H∞(X) is the
Banach space of X-valued bounded analytic functions on C+ with the sup norm.
Let IX , or just I when X is clear, denote the identity operator on the space X .
2 Regular linear systems
In this section, we summarize some results on regular linear systems and their
feedback interconnections. For more details, see [19], [20], [21] and [22].
Let Z, U and Y be Hilbert spaces. Let A be the generator of a strongly continuous
semigroup T on Z with growth bound ωT. The semigroup T (or equivalently A) is
exponentially stable if ωT < 0. For some β ∈ ρ(A), let Z1 be the domain of A with
the norm ‖z‖1 = ‖(βI−A)z‖ and let Z−1 be the completion of Z with respect to the
norm ‖z‖−1 = ‖(βI−A)−1z‖. Let B ∈ L(U,Z−1) be an admissible control operator
for T. Let C ∈ L(Z1, Y ) be an admissible observation operator for T and let CΛ be
its Λ-extension with respect to A. Then for each α > ωT there exists Kα,Mα ≥ 0
such that
‖(sI −A)−1B‖L(U,Z) ≤ Kα√
Re s− α ∀ s ∈ C
+
α , (2.1)
‖C(sI −A)−1‖L(Z,Y ) ≤ Mα√
Re s− α ∀ s ∈ C
+
α . (2.2)
Suppose that (i) CΛ(sI−A)−1B exists for each s ∈ ρ(A) and (ii) sups∈C+α ‖CΛ(sI−
A)−1B‖L(U,Y ) < ∞ for any α > ωT, then the triple (A,B,C) is said to be regular.
The regular linear system (RLS) Σ corresponding to a regular triple (A,B,C) and
a feedthrough operator D ∈ L(U, Y ) is the pair of equations
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z˙(t) = Az(t) +Bu(t), (2.3)
y(t) = CΛz(t) +Du(t). (2.4)
The operators (A,B,C,D) are the generating operators (GOs) of Σ, A is the state
operator and Z, U and Y are the state, input and output spaces, respectively. The
RLS Σ is exponentially stable if A is exponentially stable. For each initial state
z(0) ∈ Z and input u ∈ L2loc([0,∞);U), the state trajectory z of Σ (or (2.3)) is
z(t) = Ttz(0) +
∫ t
0
Tt−τBu(τ)dτ ∀ t ≥ 0.
This trajectory is the unique function in C([0,∞);Z)∩H1loc([0,∞);Z−1) which sat-
isfies (2.3) in Z−1 for almost all t ≥ 0. Moreover, z(t) ∈ D(CΛ) for almost all t ≥ 0
and (2.4) defines an output y ∈ L2loc([0,∞); Y ). The transfer function of Σ is
G(s) = CΛ(sI − A)−1B +D ∀ s ∈ C+ωT. (2.5)
For each ω > ωT, the map G : C
+
ω → L(U, Y ) is bounded. If u ∈ L2α([0,∞); Y ),
then the output y ∈ L2γ([0,∞); Y ) for each γ > max{α, ωT} and yˆ(s) = C(sI −
A)−1z(0) +G(s)uˆ(s) for all s ∈ C+γ .
An operator P ∈ L(Y, U) is an admissible feedback operator for the transfer func-
tion G in (2.5) if [IY − PG(s)]−1 exists and is bounded on C+α for some α ∈ R.
Definition 2.1. The pair (A,B) is stabilizable if there exists an admissible observation
operator K ∈ L(Z1, U) for T such that (A,B,K) is a regular triple, I ∈ L(U) is an
admissible feedback operator for KΛ(sI − A)−1B and A+ BKΛ is the generator of
an exponentially stable semigroup on Z.
For any K satisfying the conditions in the above definition, u = KΛz is called a
stabilizing state feedback control law for (2.3). For each initial state z(0) ∈ Z, this
control law defines an u ∈ L2([0,∞);U) which ensures that the state trajectory z of
(2.3) converges to zero. Suppose that K ∈ L(Z, U), so that KΛ = K. Then, using
(2.1), it follows that K satisfies all the conditions in the definition, except that the
semigroup generated by A+BK may not be exponentially stable. In particular, for
some α ∈ R and each initial state z(0) ∈ Z there exists a unique state trajectory
z ∈ L2α([0,∞);Z) of (2.3) with u = Kz. The operator A+BK is exponential stable
if this trajectory satisfies ‖z(t)‖ ≤Me−ωt‖z(0)‖ for some M,ω > 0 and each t ≥ 0.
Definition 2.2. The pair (C,A) is detectable if there exists an admissible control
operator L ∈ L(Y, Z−1) for T such that (A,L, C) is a regular triple, I ∈ L(Y ) is an
admissible feedback operator for CΛ(sI − A)−1L and A + LCΛ is the generator of
an exponentially stable semigroup on Z.
For L as in the definition, since (A,B,C) is a regular triple, the triple (A +
LCΛ, [B L], C) is regular. The state equation
˙ˆz(t) = (A + LCΛ)zˆ(t)− Ly(t) + (B + LD)u(t) (2.6)
is called an observer for (2.3)-(2.4) and for every initial state z(0) of (2.3) and zˆ(0)
of (2.6) and u ∈ L2loc([0,∞);U), we have ‖z(t)− zˆ(t)‖ ≤Me−ωt‖z(0)− zˆ(0)‖.
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For k = 1, 2, let Σk be a RLS with state space Zk, input space Uk, output space
Yk, input uk, output yk and transfer function Gk. Suppose that Y1 = U2, Y2 = U1,
the identity operator IU1 is an admissible feedback operator for G2G1 and I−D2D1
is invertible. Then the feedback interconnection in Figure 1 is a RLS, denoted as
Σfb, with state space Z1 × Z2, input space U1, output space Y2, input v and output
y2. If the state operator of the RLS Σfb is exponentially stable, then we call Σ2 a
stabilizing output feedback controller for Σ1.
Figure 1. Feedback interconnection of regular linear systems Σ1 and Σ2.
3 ODE plant with PDE actuator
Consider a PDE-ODE cascade system in which the output of the PDE system
drives the ODE system. The ODE models the plant dynamics, while the PDE mod-
els the actuator dynamics. The state dynamics of the cascade system is described
by the following differential equations: for t > 0
w˙(t) = Ew(t) + FCΛz(t), (3.1)
z˙(t) = Az(t) +Bu(t), (3.2)
where w(t) ∈ Rn is the plant state, z(t) ∈ Z is the actuator state, Z is a Hilbert
space, u(t) ∈ Rm is the input, E ∈ Rn×n, F ∈ Rn×q, A is the generator of a strongly
continuous semigroup T on Z, B ∈ L(Rm, Z−1) is an admissible control operator
for T, C ∈ L(Z1,Rq) is an admissible observation operator for T and (A,B,C) is a
regular triple. The admissibility of B is not essential and can be relaxed, see Remark
3.8. The output y of the plant takes values in Rp and is given by
y(t) = Gw(t) +HCΛz(t), t ≥ 0, (3.3)
where G ∈ Rp×n and H ∈ Rp×q. For the PDE system (actuator), the output is CΛz
and transfer function is
G(s) = CΛ(sI − A)−1B ∀ s ∈ C+ωT. (3.4)
The combined state space for the plant and actuator is Zcs = R
n×Z and the state,
control and observation operators for the combined dynamics (with input u, state
[w z]⊤ and output y) are
Acs =
[
E FCΛ
0 A
]
, Bcs =
[
0
B
]
, Ccs =
[
G HCΛ
]
. (3.5)
From the feedback theory for regular linear systems [22, Lemma 5.1] it follows that
the cascade system (3.1)-(3.3) is a RLS, denoted as Σcs, with generating operators
(Acs, Bcs, Ccs, 0), input space R
m, state space Zcs and output space R
p.
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We suppose, with no loss of generality, that E is of the form
E =
[
E1 0
0 E2
]
, (3.6)
where E1 ∈ Rn1×n1 , σ(E1) ⊂ C+, E2 ∈ Rn2×n2 and σ(E2) ⊂ C−. The corresponding
partitioning of w, F and G are
w =
[
w1
w2
]
, F =
[
F1
F2
]
, G =
[
G1 G2
]
. (3.7)
We will derive a stabilizing state feedback control law u = Kcs[w z]
⊤ for (3.1)-(3.2)
in Theorem 3.4. A stabilizing output feedback controller for Σcs is presented in
Theorem 3.7. These results can be extended to derive stabilizing controllers for the
system (3.1)-(3.2) modified to include a term Ju in (3.1), see Remark 3.10. We will
need the following two assumptions.
Assumption 3.1. The semigroup T (or equivalently A) is exponentially stable.
Assumption 3.1 is made to simplify the presentation and it is no more restrictive
than the requirement that the pair (A,B) be stabilizable. Indeed, if A is not stable
and (A,B) is stabilizable, consider the cascade interconnection of (3.1) and
z˙(t) = (A+BKΛ)z(t) +Bu(t), (3.8)
where K is as in Definition 2.1. A state feedback control law K1w+K2Λz +KΛz is
stabilizing for (3.1)-(3.2) if and only if K1w + K2Λz is a stabilizing state feedback
control law for (3.1), (3.8). Hence when A is not stable, we can work with (3.1),
(3.8) for which Assumption 3.1 holds, instead of (3.1)-(3.2). We remark that when
B is bounded, Assumption 3.1 is no more conservative than the natural assumption
that the system (3.1)-(3.2) is stabilizable. This follows from the observation that
the stabilizability of (3.1)-(3.2) implies the optimizability of (A,B), which then
implies the stabilizability of (A,B) [4] (for unbounded B the latter implication is
not known [23]). In the particular case in which the unstable subspace of A is finite-
dimensional, we can combine it with the unstable subspace of E, redefine A, B,
C, E and F suitably and then work with (3.1)-(3.2) (with redefined operators) for
which Assumption 3.1 holds, see Example 5.1 for an illustration of this approach.
Assumption 3.2. v⊤F1G(λ) 6= 0 for each eigenvalue λ ∈ σ(E1) and nonzero vector
v ∈ Rn1 satisfying v⊤E1 = λv⊤.
Note that G(λ) exists for all λ ∈ σ(E1) since σ(E1) ⊂ C+ωT ⊂ ρ(A) by Assump-
tion 3.1. Assumption 3.2 implies that v⊤F1 6= 0 for each left eigenvector v⊤ of E1,
which in turn implies via the Hautus test that the pair (E1, F1) is stabilizable. In
Proposition 3.5 we will show that when A is exponentially stable, the pair (Acs, Bcs)
is stabilizable if and only if Assumption 3.2 holds. So when A is not exponentially
stable, in light of the discussion below Assumption 3.1, the pair (Acs, Bcs) is stabi-
lizable if (and also only if when B is bounded) (A,B) is stabilizable and for some
K as in Definition 2.1, Assumption 3.2 holds with GK(λ) = CΛ(λI−A−BKΛ)−1B
in place of G(λ). If G(λ) exists for a λ ∈ σ(E1), then it is easy to check that
GK(λ) = G(λ)(I+KΛ(λI−A−BKΛ)−1B) andG(λ) = GK(λ)(I−KΛ(λI−A)−1B),
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which implies that v⊤F1G(λ) 6= 0 if and only if v⊤F1GK(λ) 6= 0. Therefore, if G(λ)
exists for each λ ∈ σ(E1), the pair (Acs, Bcs) is stabilizable if (A,B) is stabilizable
and Assumption 3.2 holds, see Example 5.1 for an illustration.
Next we present a result on the existence of solutions to Sylvester equations with
unbounded operators. This result has been established in [14] assuming that σ(E)
lies on the imaginary axis.
Lemma 3.3. Let A be the generator of an exponentially stable strongly contin-
uous semigroup S on a Hilbert space X . Let E ∈ Rn×n be such that σ(E) ⊂ C+.
Let Q ∈ L(X1,Rn) be an admissible observation operator for S. Then there
exists a linear map Π : AD(QΛ)→ Rn with Π ∈ L(X,Rn) such that
EΠx = ΠAx+QΛx ∀ x ∈ D(QΛ). (3.9)
Furthermore, if P ∈ L(Rm, X−1) is an admissible control operator for S and
(A, P, Q) is a regular triple, then ΠP ∈ L(Rm,Rn).
Proof. Observe that e−Et can be written as follows:
e−Et =
v∑
k=1
r∑
j=0
Ekje
−λkt
tj
j!
, (3.10)
where each Ekj ∈ Rn×n is a constant matrix and λk ∈ C+ is an eigenvalue of E .
Taking the derivative of (3.10) with respect to t gives
−E
v∑
k=1
r∑
j=0
Ekje
−λkt
tj
j!
=
v∑
k=1
r∑
j=0
(−Ekjλk + Ek j+1) e−λkt t
j
j!
,
where Ek r+1 = 0 by definition. Comparing the coefficients of e
−λkttj on both sides
it then follows that for k ∈ {1, 2, . . . v} and j ∈ {0, 1, . . . r},
EEkj = λkEkj −Ek j+1. (3.11)
Define Π ∈ L(X,Rn) as follows:
Π =
v∑
k=1
r∑
j=0
EkjQΛ(λk −A)−1−j. (3.12)
Then Π maps AD(QΛ) to Rn and solves (3.9). Indeed, for any x ∈ D(QΛ),
ΠAx =
v∑
k=1
r∑
j=0
λkEkjQΛ(λk −A)−1−jx− EkjQΛ(λk −A)−jx
= −
v∑
k=1
Ek0QΛx+
v∑
k=1
r∑
j=0
(λkEkj −Ek j+1)QΛ(λk −A)−1−jx.
Using
∑v
k=1Ek0 = I, which follows by letting t = 0 in (3.10), and (3.11) it follows
that the expression on the last line is EΠx−QΛx.
Finally, if (A, P, Q) is a regular triple, then by definition QΛ(sI − A)−1P ∈
L(Rm,Rn) for each s ∈ ρ(A). This, the fact that ρ(A) ∩ σ(E) = ∅ and the ex-
pression for Π in (3.12) imply that ΠP ∈ L(Rm,Rn).
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Next we present a stabilizing state feedback control law for the PDE-ODE system
(3.1)-(3.2). Recall the notation E1, E2, F1, F2, w1 and w2 from (3.6) and (3.7).
Theorem 3.4. Consider the PDE-ODE cascade system (3.1)-(3.2). Suppose that
Assumption 3.1 holds. Define
A1 =
[
E2 F2CΛ
0 A
]
, B1 =
[
0n2×m
B
]
, C1 =
[
0q×n2 C
]
.
Then A1 is the generator of an exponentially stable strongly continuous semi-
group S on X = Rn2 × Z, the control operator B1 ∈ L(Rm, X−1) and the obser-
vation operator C1 ∈ L(X1,Rq) are admissible for S and the triple (A1, B1, C1)
is regular. There exists Π : A1D(C1Λ)→ Rn1 with Π ∈ L(X,Rn1) such that
E1Πx = ΠA1x+ F1C1Λx ∀ x ∈ D(C1Λ) (3.13)
and ΠB1 ∈ L(Rm,Rn1).
Suppose that Assumption 3.2 also holds. Then the pair (E1,ΠB1) is sta-
bilizable. Let K ∈ Rm×n1 be such that E1 + ΠB1K is Hurwitz. Then
u = Kw1 + KΠ[w2 z]
⊤ is a stabilizing state feedback control law for (3.1)-
(3.2). Moreover, for all δ ∈ R sufficiently small, this control law also stabilizes
the perturbed RLS
w˙(t) = Ew(t) + FCΛz(t), (3.14)
z˙(t) = (A+ δA)z(t) +Bu(t). (3.15)
Proof. The semigroup generated by A1 on X is St =
[
eE2t ⋆
0 Tt
]
for all t ≥ 0, where
the ⋆ denotes some non-zero entry. Since σ(E2) ⊂ C− and T is exponentially
stable, S is exponentially stable. All this and the admissibility of B1 and C1 and
the regularity of the triple (A1, B1, C1) follow from the feedback theory for RLSs
[22, Lemma 5.1]. Since (A1, B1, C1) is regular and F1 is a bounded map, we can
conclude that F1C1 is an admissible observation operator for S, its Λ-extension is
F1C1Λ with D(F1C1Λ) = D(C1Λ) and (A1, B1, F1C1) is regular. Hence applying
Lemma 3.3 with E = E1, A = A1, Q = F1C1 and P = B1, we get that there exists
Π ∈ L(X,Rn1) which solves (3.13) and ΠB1 ∈ L(Rm,Rn1). From (3.12) we have
Π =
∑v
k=1
∑r
j=0EkjF1C1Λ(λk −A1)−1−j for some matrices Ekj and λk ∈ σ(E1).
Suppose that Assumption 3.2 holds. Then the pair (E1,ΠB1) is stabilizable.
Indeed, if not, then via the Hautus test there exists a λ ∈ σ(E1) and non-zero
v ∈ Rn1 such that
v⊤E1 = λv
⊤, v⊤ΠB1 = 0. (3.16)
Since (A1, B1, C1) is a regular triple, (λI − A1)−1B1U ⊂ D(C1Λ). Choosing x =
(λI −A1)−1B1u1 in (3.13) with u1 ∈ Rm and then applying v⊤ from the left to both
sides of the resulting expression, we get using C1Λ(λI − A1)−1B1 = G(λ) and the
first equation in (3.16) that
v⊤ΠB1u1 = v
⊤F1G(λ)u1 ∀ u1 ∈ Rm. (3.17)
Using the second equation in (3.16) it follows from (3.17) that v⊤F1G(λ) = 0, which
contradicts Assumption 3.2. Hence the pair (E1,ΠB1) is stabilizable.
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Fix K ∈ L(Rn1,Rm) such that E1 + ΠB1K is Hurwitz. Define Kcs ∈ L(Zcs,Rm)
by Kcs[w z]
⊤ = Kw1 +KΠz1, where z1 = [w2 z]
⊤. Recall that (3.1)-(3.2) can be
written as ν˙ = Acsν + Bcsu, where ν = [w z]
⊤. Since Kcs is bounded, it follows
from the discussion below Definition 2.1 that for some α ∈ R and each initial state
[w(0) z(0)]⊤ ∈ Zcs there exists a unique state trajectory [w z]⊤ ∈ L2α([0,∞);Zcs)
of (3.1)-(3.2) with u = Kcs[w z]
⊤. Since (A,B,C) is a regular triple, we have
CΛz ∈ L2γ([0,∞);Rq) for some γ > α. Along this state trajectory, w1 and z1 satisfy
w˙1(t) = E1w1(t) + F1C1Λz1(t), z˙1(t) = A1z1(t) +B1(Kw1(t) +KΠz1(t))
in Rn1 × X−1, for almost all t ≥ 0 . Note that C1Λ =
[
0 CΛ
]
and hence C1Λz1 =
CΛz ∈ L2γ([0,∞);Rq). Define p1 = w1 + Πz1. Taking the Laplace transform of the
above equations we get that for all s ∈ C+max{0,γ} ∩ ρ(E1)
zˆ1(s) = (sI − A1)−1z1(0) + (sI − A1)−1B1Kpˆ1(s),
pˆ1(s) = (sI − E1)−1
[
F1C1Λ + (sI −E1)Π
]
(sI −A1)−1
[
B1Kpˆ1(s) + z1(0)
]
+ (sI − E1)−1w1(0). (3.18)
Here hat denotes the Laplace transform. From (3.13), we have F1C1Λ+(sI−E1)Π =
Π(sI − A1). Using this in (3.18) we get
pˆ1(s) = (sI −E1)−1ΠB1Kpˆ1(s) + (sI − E1)−1p1(0).
Hence p1 satisfies the ODE
p˙1(t) = (E1 +ΠB1K)p1(t). (3.19)
The above equation can also be derived by proving that d(Πz1(t))/dt = Π(dz1(t)/dt).
Hence along the trajectory [w z]⊤, the transformed state [p1 z1]
⊤ satisfies[
p˙1(t)
z˙1(t)
]
=
[
E1 +ΠB1K 0
B1K A1
] [
p1(t)
z1(t)
]
, (3.20)
with p1(0) = w1(0) + Πw1(0) and z1(0) = [w2(0) z(0)]
⊤. Since E1 + ΠB1K and
A1 are both exponentially stable, it follows from the feedback theory of RLSs [22,
Lemma 5.1] that
[
E1+ΠB1K 0
B1K A1
]
is the generator of an exponentially stable strongly
continuous semigroup on Rn1 ×X . Hence there exist M1, ω > 0 such that
‖p1(t)‖+ ‖z1(t)‖ ≤M1e−ωt(‖p1(0)‖+ ‖z1(0)‖) ∀ t ≥ 0, (3.21)
which implies that there exists M,ω > 0 such that
‖w(t)‖+ ‖z(t)‖ ≤Me−ωt(‖w(0)‖+ ‖z(0)‖) ∀ t ≥ 0. (3.22)
It now follows from the discussion below Definition 2.1 thatKcs[w z]
⊤ is a stabilizing
state feedback control law for (3.1)-(3.2), i.e. Acs +BcsKcs is exponentially stable.
We will now establish the robustness claim in the theorem. For each δ ∈ (−1,∞)
define Aδ1 and A
δ
cs similarly to A1 and Acs, but with A+ δA in place of A. Then A
δ
1
is the generator of an exponentially stable semigroup Sδ given by Sδt = S(1+δ)t for
all t ≥ 0. For any λ ∈ C+ and integer k ≥ 1, the triangular structure of A1 and
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C1Λ =
[
0 CΛ
]
imply that C1Λ(λ− A1)−k = [ 0 CΛ(λ−A)−k ]. Using this and the
expression for Π we get
Π(Aδ1 − A1) =
v∑
k=1
r∑
j=0
EkjC1Λ(λk − A1)−1−j(Aδ1 −A1)
= δ
v∑
k=1
r∑
j=0
Ekj
[
0 CΛ(λk −A)−1−jA
]
. (3.23)
The admissibility of [0 CΛ] for S and (3.23) imply that C2 = Π(A
δ
1 − A1)/δ is an
admissible observation for Sδ and C2Λ = C2. The regularity of the triple (A
δ
1, B1, C2)
follows from the regularity of the triple (A1, B1, C1). The system (3.14)-(3.15) can
be written as ν˙ = Aδcsν + Bcsu, where ν = [w z]
⊤, and Bcs is admissible for
the semigroup generated by Aδcs [22, Lemma 5.1]. Since Kcs is bounded, it follows
from the discussion below Definition 2.1 that for each initial state [w(0) z(0)]⊤ ∈
Zcs there exists a unique state trajectory [w z]
⊤ for (3.14)-(3.15) with input u =
Kcs[w z]
⊤. By adapting the arguments used to derive (3.20), we get that along this
state trajectory the transformed state [p1 = w1 +Πz1 z1]
⊤ satisfies[
p˙1(t)
z˙1(t)
]
=
[
E1 +ΠB1K Π(A
δ
1 − A1)
B1K A
δ
1
] [
p1(t)
z1(t)
]
, (3.24)
with p1(0) = w1(0) + Πw1(0) and z1(0) = [w2(0) z(0)]
⊤.
Consider the RLS Σδ1 with GOs (A
δ
1, B1, C2, 0) and transfer function G
δ
1 and the
RLS Σδ2 with GOs (E1 + ΠB1K, δIRn1 , K, 0) and transfer function G
δ
2. Since Σ
δ
1
and Σδ2 are exponentially stable, their positive feedback interconnection Σ
δ
fb is also
an exponentially stable RLS if (I −Gδ1Gδ2)−1 ∈ H∞(L(Rn1)) [22, Proposition 4.6].
The exponential stability of Σδ1 implies that G
0
1 ∈ H∞(L(Rm,Rn1)) and we have
Gδ1(s) = (1+ δ)
−1G01(s(1 + δ)
−1). Therefore, for δ belonging to any compact subset
of (−1,∞), ‖Gδ1‖H∞(L(Rm,Rn1 )) can be bounded by a constant independent of δ. In
addition, limδ→0 ‖Gδ2‖H∞(L(Rn1 ,Rm)) = 0. Therefore (I−Gδ1Gδ2)−1 ∈ H∞(L(Rn1)) for
all δ sufficiently small. Consequently
[
E1+ΠB1K Π(Aδ1−A1)
B1K A
δ
1
]
, being the state operator
of Σδfb, is exponentially stable. It now follows from (3.24) that [p1 z1]
⊤ satisfies an
estimate of the form (3.21) and so [w z]⊤ satisfies an estimate of the form (3.22).
Hence, according to the discussion below Definition 2.1, for δ small Kcs[w z]
⊤
is a stabilizing state feedback control law for (3.14)-(3.15), i.e. Aδcs + BcsKcs is
exponentially stable.
Theorem 3.4 shows that Assumption 3.2 is sufficient for the existence of a sta-
bilizing control law for the PDE-ODE system (3.1)-(3.2). The next proposition
establishes that this assumption is also necessary.
Proposition 3.5. Consider the PDE-ODE system (3.1)-(3.2). Let Assumption 3.1
hold. Then the pair (Acs, Bcs) is stabilizable if and only if Assumption 3.2 holds.
Proof. Suppose that Assumption 3.2 holds. We have shown in Theorem 3.4 that
(Acs, Bcs) is stabilizable and foundKcs such that Acs+BcsKcs is exponentially stable.
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Conversely, suppose that the pair (Acs, Bcs) is stabilizable. If Assumption 3.2
does not hold, then there exists a non-zero v ∈ Rn1 such that v⊤E1 = λv⊤ for some
λ ∈ σ(E1) and v⊤F1G(λ) = 0. It now follows from (3.17) that v⊤ΠB1 = 0 which, via
the Hautus test, implies that the pair (E1,ΠB1) is not stabilizable. Consequently
there exists a p0 ∈ Rn1 such that the state trajectory of
p˙1(t) = E1p1(t) + ΠB1u(t), p1(0) = p0, (3.25)
satisfies
lim inf
t→∞
‖p1(t)‖ > 0 ∀ u ∈ L2([0,∞);Rm). (3.26)
On the other hand, since the pair (Acs, Bcs) is stabilizable, there exists a u˜ ∈
L2([0,∞);Rm) such that the state trajectory [w z]⊤ of (3.1)-(3.2) for the input
u = u˜ and initial state w(0) = [w1(0) w2(0)]
⊤ = [p0 0]
⊤ and z(0) = 0 satisfies
limt→∞(‖w(t)‖ + ‖z(t)‖) = 0, see comment below Definition 2.1. Via arguments
similar to those used to derive (3.19), it can be shown that along this trajectory p1
defined as w1 + Π [w2 z]
⊤ solves (3.25) with u = u˜. Clearly limt→∞ ‖p1(t)‖ = 0 (as
w(t), z(t) decay to 0), which contradicts (3.26). So Assumption 3.2 must hold.
The next theorem presents an observer-based stabilizing output feedback con-
troller Σc for the PDE-ODE cascade system (3.1)-(3.3). Recall that this system is
a RLS, denoted as Σcs, with GOs (Acs, Bcs, Ccs, 0) introduced in (3.5).
Assumption 3.6. The pair (G,E) is detectable.
From (3.6) and (3.7) it follows that Assumption 3.6 is equivalent to the detectabil-
ity of the pair (G1, E1) and if E1 + L1G1 is Hurwitz, then so is E + LG, where
L = [L1 0]
⊤. Recall the control law u = Kw1 + KΠz1 proposed in Theorem 3.4
which can be written as u = K1w +K2z with K1 ∈ L(Rn,Rm) and K2 ∈ L(Z,Rm).
Theorem 3.7. Consider the PDE-ODE cascade system (3.1)-(3.3). Suppose that
Assumptions 3.1, 3.2 and 3.6 hold. Let L1 ∈ L(Rp,Rn1) be such that E1+L1G1
is Hurwitz. Define L = [L1 0]
⊤ ∈ L(Rp,Rn). Let u = K1w + K2z be the
stabilizing state feedback control law for (3.1)-(3.2) proposed in Theorem 3.4.
Then the quadruple of operators (Ac, Bc, Cc, Dc) defined as
Ac =
[
E + LG (F + LH)CΛ
BK1 A +BK2
]
, Bc =
[−L
0
]
, Cc =
[
K1 K2
]
, Dc = 0,
are the GOs of a RLS Σc with input space R
p, state space Zcs and output space
Rm and Σc is a stabilizing output feedback controller for Σcs.
For each δ ∈ (−1,∞), let Σδcs be the RLS with GOs (Aδcs, Bcs, Ccs, 0), where
Aδcs is defined similarly to Acs but with A+ δA in place of A. Then, for all δ ∈ R
sufficiently small, Σc is a stabilizing output feedback controller for Σ
δ
cs.
Proof. Let A′cs =
[
E+LG (F+LH)CΛ
0 A
]
. Since A′cs has the same triangular structure
as Acs with matrices E + LG and F + LH in place of E and F , we can conclude
using the regularity of (A,B,C) that A′cs, like Acs, is the generator of a semigroup
on Zcs and Bcs is an admissible control operator for this semigroup. This and the
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boundedness of Kcs = [K1 K2] implies, see discussion below Definition 2.1, that
Ac = A
′
cs + BcsKcs is the generator of a semigroup on Zcs. Consequently, noting
that Bc and Cc are bounded operators, we get that (Ac, Bc, Cc, Dc) are the GOs of
a RLS Σc. This RLS can be written as follows: for t > 0
˙˜w(t) = (E + LG)w˜(t) + (F + LH)CΛz˜(t)− Lu˜(t), (3.27)
˙˜z(t) = (A +BK2)z˜(t) +BK1w˜(t), (3.28)
y˜(t) = K1w˜(t) +K2z˜(t), (3.29)
where [w˜(t) z˜(t)] ∈ Zcs, u˜(t) ∈ Rp and y˜(t) ∈ Rm are the state, input and output.
The transfer functions of Σcs and Σc are Gcs = Ccs(sI − Acs)−1Bcs and Gc =
Cc(sI − Ac)−1Bc. Since Bc and Cc are bounded it follows using (2.1) or (2.2) that
limRe s→∞ ‖Gc(s)‖L(Rp,Rm) = 0. Therefore limRe s→∞ ‖Gc(s)Gcs(s)‖L(Rm) = 0 and so
I is an admissible feedback operator for GcGcs. Clearly, I − DcDcs is invertible.
Hence the positive feedback interconnection of Σcs and Σc (i.e. Σ1 = Σcs and Σ2 = Σc
in Figure 1) is a RLS denoted as Σfb. Thus for each initial state [w(0) z(0)]
⊤ of (3.1)-
(3.2) and [w˜(0) z˜(0)]⊤ of (3.27)-(3.28), there exist unique state trajectories [w z]⊤
of (3.1)-(3.2) and [w˜ z˜]⊤ of (3.27)-(3.28) with u˜ = Gw+HCΛz and u = K1w˜+K2z˜.
We will prove the exponential stability of Σfb by showing that
‖[w(t) z(t) w˜(t) z˜(t)]⊤‖Zcs×Zcs ≤Me−ωt‖[w(0) z(0) w˜(0) z˜(0)]⊤‖Zcs×Zcs (3.30)
for some M,ω > 0 and all t ≥ 0. Define ew = w˜ − w and ez = z˜ − z. Then from
(3.1), (3.2), (3.27) and (3.28) we get that for almost all t ≥ 0,

˙˜w(t)
˙˜z(t)
e˙w(t)
e˙z(t)

 =


E FCΛ LG LHCΛ
BK1 A+BK2 0 0
0 0 E + LG (F + LH)CΛ
0 0 0 A




w˜(t)
z˜(t)
ew(t)
ez(t)

 . (3.31)
Observe that Acs + BcsKcs =
[
E FCΛ
BK1 A+BK2
]
is exponentially stable, see discussion
below (3.22), and the exponential stability of E + LG and A imply that Acs =[
E+LG (F+LH)CΛ
0 A
]
is also exponentially stable. It now follows, using [22, Lemma
5.1], that the semigroup generated by the state operator in (3.31) is exponentially
stable and there exist M0, ω > 0 such that for all t ≥ 0,
‖[w(t) z(t) ew(t) ez(t)]⊤‖Zcs×Zcs ≤M0e−ωt‖[w(0) z(0) ew(0) ez(0)]⊤‖Zcs×Zcs.
The estimate in (3.30) follows and therefore Σc is a stabilizing output feedback
controller for Σcs.
Next we will establish the robustness claim in the theorem. For each δ ∈ (−1,∞),
using the arguments presented above (3.30), we get that the feedback interconnection
of Σδcs and Σc is a RLS, denoted as Σ
δ
fb. So for each initial state [w(0) z(0)]
⊤ of
(3.14)-(3.15) and [w˜(0) z˜(0)]⊤ of (3.27)-(3.28), there exist unique state trajectories
[w z]⊤ of (3.14)-(3.15) and [w˜ z˜]⊤ of (3.27)-(3.28) with u˜ = Gw + HCΛz and
u = K1w˜ + K2z˜. We will prove the exponential stability of Σ
δ
fb for small δ by
proving that these state trajectories satisfy (3.30) for some M,ω > 0. Let za be the
state trajectory of
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z˙a(t) = Aza(t) +BK1w˜(t) +BK2z˜(t), za(0) = z(0). (3.32)
Write w˜ as [w˜1 w˜2]
⊤, where w˜1 ∈ Rn1 and w˜2 ∈ Rn2 . Recall K, Π, X , A1 and B1
from Theorem 3.4. Define p˜1 = w˜1 + Πz˜1, z˜1 = [w˜2 z˜]
⊤,ew = w˜ − w, ez = z˜ − za,
q1 = [p˜1 z˜1 ew ez]
⊤ and q2 = [z za]. Define
A1 =


E1 +ΠB1K 0 L1G L1HCΛ
B1K A1 0 0
0 0 E + LG (F + LH)CΛ
0 0 0 A

 , B1 =


L1H
0
F + LH
0

 ,
C1 =
[
K 0 0 0
]
, Aδ2 =
[
A+ δA 0
0 A
]
, B2 =
[
B
B
]
, C2 =
[−CΛ CΛ] .
Then from (3.14), (3.15), (3.27), (3.28) and (3.32) it follows that for almost all t ≥ 0[
q˙1(t)
q˙2(t)
]
=
[ A1 B1C2
B2C1 Aδ2
] [
q1(t)
q2(t)
]
. (3.33)
Since
[
E1+ΠB1K 0
B1K A1
]
and
[
E+LG (F+LH)CΛ
0 A
]
are exponentially stable, A1 is the gener-
ator of an exponentially stable semigroup on V = Rn1 ×X × Rn × Z. (In fact, A1
and the state operator in (3.31) are similar via a bounded transformation.) Clearly
B1 ∈ L(Rq, V ) and C1 ∈ L(V,Rm). From these it follows that (A1,B1, C1, 0) are
the GOs of an exponentially stable RLS Σ1. From the regularity of (A,B,C) and
Assumption 3.1, it follows that (Aδ2,B2, C2, 0) are the GOs of an exponentially stable
RLS Σδ2. The transfer function G1 of Σ1 is in H
∞(L(Rq,Rm)) and for all s ∈ C+,
G1(s) = K(sI −E1 − ΠB1K)−1L1[G(sI −E − LG)−1(F + LH) +H ].
The transfer function Gδ2 of Σ
δ
2 is in H
∞(L(Rm,Rq)) and for all s ∈ C+,
Gδ2(s) = CΛ(sI − A)−1B − CΛ(sI −A− δA)−1B
= δCΛ(sI − A− δA)−1B − δsCΛ(sI − A)−1(sI − A− δA)−1B.
Since all the operators (matrices) in the expression for G1 are bounded, it follows
that lim|s|→∞, s∈C+ ‖G1(s)‖ = 0. From the expression for Gδ2, using (2.1) and (2.2),
we have limδ→0 sups∈S ‖Gδ2(s)‖ = 0 for any compact subset S of C+ and, further-
more, supδ∈∆ ‖Gδ2‖H∞ <∞ for any compact subset ∆ of (−1,∞). Consequently, for
all δ sufficiently small, ‖G1Gδ2‖H∞ < 1 and so (I −G1Gδ2)−1 ∈ H∞(L(Rm)). Thus
the positive feedback interconnection of Σ1 and Σ
δ
2 is an exponentially stable RLS
[22, Proposition 4.6] and its state operator is the state operator in (3.33). So the
state trajectory [q1 q2] of (3.33) converges to zero exponentially, implying that the
state trajectories [w z]⊤ of (3.14)-(3.15) and [w˜ z˜]⊤ of (3.27)-(3.28) satisfy (3.30)
for some M,ω > 0. Hence Σδfb is exponentially stable, i.e. Σc is a stablizing output
feedback controller for Σδcs for small δ.
The following remark discusses how the controller design techniques proposed
in this section can be applied to the PDE-ODE cascade system (3.1)-(3.3) when
B ∈ L(Rm, Z−1) is not an admissible control operator for T.
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Remark 3.8. In the PDE-ODE cascade system (3.1)-(3.3), suppose that the control
operator B ∈ L(Rm, Z−1) is not admissible for T. However, let G as defined in (3.4)
exist and be bounded on C+ω for each ω > ωT. Let Assumptions 3.1, 3.2 and 3.6
hold. To apply Theorems 3.4 and 3.7 to (3.1)-(3.3), introduce a stable first-order
filter in cascade with the PDE system (3.2), i.e. u in (3.2) is obtained as follows:
x˙u(t) = −xu(t) + v(t), u(t) = xu(t), (3.34)
where xu(t), v(t) ∈ Rm. Via integration by parts we get∫ t
0
Tt−τBxu(τ)dτ = TtA
−1Bxu(0)− A−1Bxu(t)−
∫ t
0
Tt−τA
−1B(xu(τ)− v(τ))dτ.
Consider the operators A = [ A B0 −I ], B = [ 0I ] and C = [CΛ 0]. Using the above inte-
gral expression it follows that A is the generator of a strongly continuous semigroup
S on Z ×Rm defined as St =
[
Tt
∫ t
0
Tt−τBe
−τdτ
0 e−tI
]
for t ≥ 0. Since B is bounded, it is
an admissible control operator for S. Since C is admissible for T, C is an admissible
observation operator for S. Furthermore, G(s) = CΛ(sI−A)−1B = G(s)/(s+1) and
so (A,B, C) is a regular triple. Consider the PDE-ODE cascade system (3.1)-(3.3)
along with the filter (3.34). This system can be written (with input v) as
w˙(t) = Ew(t) + FCΛzc(t), (3.35)
z˙c(t) = Azc(t) + Bv(t), (3.36)
y(t) = Gw(t) +HCΛzc(t), (3.37)
where zc(t) = [z(t) xu(t)]
⊤. The PDE-ODE cascade system (3.35)-(3.37) satisfies
all the hypothesis stated in the beginning of this section. Assumptions 3.1, 3.2 and
3.6 also hold for it (this follows from the fact that they hold for (3.1)-(3.3)). Apply-
ing Theorems 3.4 and 3.7 we obtain state feedback and output feedback controllers
which stabilize (3.35)-(3.37). Clearly, the cascade interconnection of any of these
controllers with the filter (3.34) is a stabilizing controller for (3.1)-(3.3) (here stabi-
lizing means that the state trajectories of (3.1)-(3.3) in Zcs and the state trajectories
of the controller converge to zero exponentially for any initial state). It is also a
stabilizing controller for the perturbed system (3.14)-(3.15), (3.3) (this follows via
small changes to the robustness arguments in the proof of Theorems 3.4, 3.7). 
In [8] and [15], the actuator is modeled as a 1D diffusion equation with Dirichlet
boundary control. This model can be written as an abstract linear system with state
space L2(0, 1), input space R and output space R. Its state, control, observation
and feedthrough operators are defined as follows: A = ∂
2
∂x2
with D(A) = {f ∈
H2(0, 1)
∣∣f ′(0) = 0, f(1) = 0}, B = δ′(1) (derivative of Dirac pulse at x = 1),
Cz = z(0) for all z ∈ D(A) and D = 0. Its transfer function is G(s) = 1/ cosh(√s).
These operators satisfy the hypothesis in Remark 3.8. Hence for the PDE-ODE
cascade systems in [8] and [15], stabilizing controllers can be designed using the
approach described in the remark.
Suppose (3.1) has an additional term Ju, i.e. the plant dynamics is governed by
w˙(t) = Ew(t) + FCΛz(t) + Ju(t), (3.38)
where J ∈ Rn×m. Let [J1 J2]⊤ be the partitioning of J corresponding to (3.6).
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Assumption 3.9. v⊤F1G(λ) + v
⊤J1 6= 0 for each eigenvalue λ ∈ σ(E1) and nonzero
vector v ∈ Rn1 satisfying v⊤E1 = λv⊤.
Remark 3.10. Theorem 3.4, Proposition 3.5 and Theorem 3.7 continue to hold if
we replace (3.1) and (3.14) with (3.38), Assumption 3.2 with Assumption 3.9, ΠB1
with ΠB1+J1 and let Bcs = [ JB ], B1 =
[
J2
B
]
, Ac =
[
E+LG+JK1 (F+LH)CΛ+JK2
BK1 A+BK2
]
. This
claim can be proved easily by mimicking the proofs in this section. Hence the results
in this section can be used to construct stabilizing controllers for the RLS described
by (3.38), (3.2) and (3.3). This remark is useful when Assumption 3.1 does not hold,
but the unstable subspace of A is finite-dimensional, see Example 5.1. 
4 ODE plant with PDE sensor
Consider an ODE-PDE cascade system in which the output of the ODE system
drives the PDE system. The ODE models the plant dynamics, while the PDE
models the sensor dynamics. The state dynamics of the cascade system is described
by the following differential equations: for t > 0
w˙(t) = Ew(t) + Fu(t), (4.1)
z˙(t) = Az(t) +B(Gw(t) +Hu(t)), (4.2)
where w(t) ∈ Rn is the plant state, z(t) ∈ Z is the sensor state, Z is a Hilbert space,
u(t) ∈ Rm is the input, E ∈ Rn×n is as in (3.6), F ∈ Rn×m, G ∈ Rq×n, H ∈ Rq×m, A
is the generator of a strongly continuous semigroup T on Z and B ∈ L(Rq, Z−1) is
an admissible control operator for T. The admissibility assumption can be relaxed,
see Remark 4.6. The output y of the sensor takes values in Rp and is given by
y(t) = CΛz(t), t ≥ 0, (4.3)
where C ∈ L(Z1,Rp) is an admissible observation operator for T. We suppose that
the triple (A,B,C) is regular. For the PDE system (sensor), the transfer function G
is given in (3.4). The combined state space for the plant and sensor is Zcs = R
n×Z
and the state, control and observation operators for the combined dynamics (with
input u, state [w z]⊤ and output y) are
Acs =
[
E 0
BG A
]
, Bcs =
[
F
BH
]
, Ccs =
[
0 CΛ
]
.
From the feedback theory for RLSs it follows that the cascade system (4.1)-(4.3) is
a RLS, denoted as Σcs, with GOs (Acs, Bcs, Ccs, 0), input space R
m, state space Zcs
and output space Rp. In Theorem 4.4, we present an observer for (4.1)-(4.3). This
result can be extended easily to a setting in which the output (4.3) also contains a
term Jw, see Remark 4.8. Since the assumptions and results in this section are dual
to those in Section 3, we will keep our discussions about them brief.
Assumption 4.1. The semigroup T (or equivalently A) is exponentially stable.
In the context of observer design for (4.1)-(4.3), Assumption 4.1 is no more re-
strictive than requiring the pair (C,A) to be detectable. In case this assumption
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does not hold and the unstable subspace of A is finite-dimensional, we can combine
it with the unstable subspace of E, redefine A, B, C, E, F and G suitably and work
with (4.1)-(4.3) (with redefined operators) for which Assumption 4.1 holds, also see
Remark 4.8. Recall the partitioning of G in (3.7).
Assumption 4.2. G(λ)G1v 6= 0 for each eigenvalue λ ∈ σ(E1) and nonzero vector
v ∈ Rn1 satisfying E1v = λv.
When A is exponentially stable, the pair (Ccs, Acs) is detectable if and only if
Assumption 4.2 holds, see Proposition 4.5. When A is not exponentially stable, but
G(λ) exists for each λ ∈ σ(E1), the pair (Ccs, Acs) is detectable if (C,A) is detectable
and Assumption 4.2 holds. The next result follows from [13, Lemma III.4].
Lemma 4.3. Let A be the generator of an exponentially stable strongly con-
tinuous semigroup S on a Hilbert space X . Let E ∈ Rn×n be such that
σ(E) ⊂ C+. Recall the expression for e−Et from (3.10). Let B ∈ L(Rn, X−1).
Then Π ∈ L(Rn, X) defined as
Π =
v∑
k=1
r∑
j=0
(λk −A)−1−jBEkj (4.4)
solves the Sylvester equation
ΠE = AΠ+ B. (4.5)
Proof. From the proof of Lemma III.4 in [13] we get that Π ∈ L(Rn, X) defined as
Πw =
∫ ∞
0
StBe−Etwdt ∀ w ∈ Rn (4.6)
solves (4.5). Substituting for e−Et from (3.10) into (4.6) and then using the integral
expression for the powers of the resolvent operator, it is easy to verify that Π in
(4.6) can equivalently be expressed via the formula in (4.4).
We now present an observer for the ODE-PDE cascade system (4.1)-(4.3). Recall
the notation E1, E2, F1, F2, G1, G2, w1 and w2 from (3.6), (3.7). Define z1 = [w1 z]
⊤.
Theorem 4.4. Consider the cascade system (4.1)-(4.3). Suppose that Assumption
4.1 holds. Define
A1 =
[
E2 0
BG2 A
]
, B1 =
[
0n2×q
B
]
, C1 =
[
0p×n2 C
]
.
Then A1 is the generator of an exponentially stable strongly continuous semi-
group S on X = Rn2 × Z, the control operator B1 ∈ L(Rq, X−1) and the obser-
vation operator C1 ∈ L(X1,Rp) are admissible for S and the triple (A1, B1, C1)
is regular. There exists Π ∈ L(Rn1, X) such that
ΠE1w1 = A1Πw1 +B1G1w1 ∀ w1 ∈ Rn1 (4.7)
and C1ΛΠ ∈ L(Rn1,Rp).
17
Suppose that Assumption 4.2 also holds. Then the pair (C1ΛΠ, E1) is de-
tectable. Fix L ∈ Rn1×p such that E1 + LC1ΛΠ is Hurwitz. Let Π = [Π1 Π2]⊤,
where Π1 ∈ L(Rn1,Rn2) and Π2 ∈ L(Rn1, Z). Define L˜ = [L Π1L]⊤. Then[
˙˜w
˙˜z
]
=
[
E L˜CΛ
BG A+Π2LCΛ
] [
w˜
z˜
]
−
[
L˜
Π2L
]
y +
[
F
BH
]
u. (4.8)
is an observer for Σcs.
Proof. The exponential stability of the semigroup S generated by A1 and the reg-
ularity of the triple (A1, B1, C1) can be established like in the proof of Theorem
3.4. Since B1 is admissible for S, so is B1G1. Applying Lemma 4.3 with E = E1,
A = A1 and B = B1G1, we get that there exists a Π ∈ L(Rn1 , X) which solves (4.7).
It follows from the regularity of the triple (A1, B1, C1) and the expression for Π in
(4.4) that C1ΛΠ ∈ L(Rn1,Rp).
Suppose that Assumption 4.2 holds. Then the pair (C1ΛΠ, E1) is detectable.
Indeed, if not, then via the Hautus test there exists a λ ∈ σ(E1) and a non-zero
v ∈ Rn1 such that
E1v = λv, C1ΛΠv = 0. (4.9)
Choosing w1 = v in (4.7) and then applying C1Λ(λI − A1)−1 from the left to
both sides of the resulting expression, we get using the first expression in (4.9)
and C1Λ(λI − A1)−1B1 = G(λ) that
C1ΛΠv = G(λ)G1v. (4.10)
Using the second expression in (4.9) it follows from (4.10) that G(λ)G1v = 0, which
contradicts Assumption 4.2. Hence the pair (C1ΛΠ, E1) is detectable.
Fix L ∈ Rn1×p such that E1 + LC1ΛΠ is Hurwitz. As in the statement of the
theorem, let Π = [Π1 Π2]
⊤ and L˜ = [L Π1L]
⊤. Define Lcs = [L˜ Π2L]
⊤ ∈ L(Rp, Zcs).
Since Lcs is bounded, it is an admissible control operator for the semigroup generated
by Acs and GL(s) = Ccs,Λ(sI − Acs)−1Lcs exists for all s ∈ ρ(Acs). From (2.2),
limRe s→∞ ‖GL(s)‖L(Rp) = 0, which implies that (Acs, Lcs, Ccs) is a regular triple and
I is an admissible feedback operator for GL. To establish that (4.8) is an observer
for Σcs, according to Definition 2.2 and the discussion below it, we only need to
show that Acs+LcsCcs is exponentially stable, i.e. for each [ew(0) ez(0)]
⊤ ∈ Zcs the
state trajectory of [
e˙w(t)
e˙z(t)
]
=
[
E L˜CΛ
BG A +Π2LCΛ
] [
ew(t)
ez(t)
]
(4.11)
satisfies the following estimate for some M,ω > 0:
‖ew(t)‖+ ‖ez(t)‖ ≤ Me−ωt(‖ew(0)‖+ ‖ez(0)‖) ∀ t ≥ 0. (4.12)
Let ew = [ew1 ew2]
⊤ with ew1 ∈ Rn1 and ew2 ∈ Rn2. Define ez1 = [ew2 ez]⊤ −Πew1.
Then along the trajectory of (4.11) we get that for almost all t ≥ 0[
e˙w1(t)
e˙z1(t)
]
=
[
E1 + LC1ΛΠ LC1Λ
0 A1
] [
ew1(t)
ez1(t)
]
.
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From the exponential stability of E1+LC1ΛΠ and A1 and the upper triangular form
of the state operator, we get that ‖ew1(t)‖+ ‖ez1(t)‖ ≤M1e−ωt(‖ew1(0)‖+ ‖ez1(0)‖)
for some M1, ω > 0 and all t ≥ 0, from which (4.12) follows.
Theorem 4.4 shows that Assumption 3.2 is sufficient for the existence of an ob-
server for the ODE-PDE system (4.1)-(4.3). The next proposition establishes that
this assumption is also necessary.
Proposition 4.5. Consider the cascade system (4.1)-(4.3). Let Assumption 4.1
hold. Then the pair (Ccs, Acs) is detectable if and only if Assumption 4.2 holds.
Proof. Suppose that Assumption 4.2 holds. We have shown in Theorem 4.4 that
(Ccs, Acs) is detectable and found Lcs such that Acs+LcsCcs is exponentially stable.
Conversely, suppose that the pair (Ccs, Acs) is detectable. If Assumption 4.2 does
not hold, then there exists a non-zero v ∈ Rn1 such that E1v = λv for some λ ∈ σ(E1)
and G(λ)G1v = 0. It now follows from (4.10) that C1ΛΠv = 0. Define V = [v Πv]
⊤.
Noting that Acs =
[
E1 0
B1G1 A1
]
and Ccs =
[
0 C1Λ
]
, it is easy to verify using (4.7) that
V ∈ D(Acs), AcsV = λV and CcsV = 0. Hence for any Lcs ∈ L(Rp, Zcs,−1) we
have (Acs + LcsCcs)V = λV which, along with Reλ ≥ 0, implies that Acs + LcsCcs
is not exponentially stable, which in turn contradicts the detectability of the pair
(Ccs, Acs). Hence Assumption 4.2 must hold.
The next remark discusses the construction of an observer for (4.1)-(4.3) when
the control operator B ∈ L(Rq, Z−1) is not admissible for T.
Remark 4.6. In the cascade system (4.1)-(4.3), suppose that B ∈ L(Rq, Z−1) is not
admissible for T. However, let G in (3.4) exist and be bounded on C+ω for each
ω > ωT and let Assumptions 4.1 and 4.2 hold. Then, via arguments similar to
those used in Remark 3.8 to show that (A,B, C) is a regular triple, we can establish
that A1 is the generator of an exponentially stable semigroup and (Acs, Lo, Ccs) is
a regular triple for any Lo ∈ L(Rp, Zcs) (the role of the first-order filter in the
arguments in Remark 3.8 will be played by the ODE system in the arguments here).
Clearly B1 ∈ L(Rq,Rn2 × Z−1) and C1Λ(sI − A1)−1B1 (being equal to G(s)) exists
if Re s > ωT. Let Π solve (4.7) and define Lcs as in the proof of Theorem 4.4.
Then like in that proof we can show that I is an admissible feedback operator for
Ccs,Λ(sI−Acs)−1Lcs and Acs+LcsCcs is exponentially stable, i.e. the pair (Ccs, Acs)
is detectable. In addition, if H = 0, then (4.8) is an observer for (4.1)-(4.3). 
The sensor model in [8] is the 1D diffusion equation described below Remark 3.8,
and for it all the hypothesis in the above remark (including H = 0) hold.
Suppose that we modify (4.3) to include an additional term Jw, i.e.
y(t) = CΛz(t) + Jw(t), (4.13)
where J ∈ Rp×n. Let [J1 J2] be the partitioning of J corresponding to (3.6).
Assumption 4.7. CΛ(λI − A)−1BG1v + J1v 6= 0 for each eigenvalue λ ∈ σ(E1) and
nonzero vector v ∈ Rn1 satisfying E1v = λv.
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Remark 4.8. Theorem 4.4 and Proposition 4.5 continue to hold if we replace (4.3)
with (4.13) provided we replace Assumption 4.2 with Assumption 4.7, C1ΛΠ with
C1ΛΠ + J1 and let Ccs = [J C] and C1 = [J2 C] and change
[
E L˜CΛ
BG A+Π2LCΛ
]
to[
E+L˜J L˜CΛ
BG+Π2LJ A+Π2LCΛ
]
. This claim can be established easily by mimicking the proofs
in this section. This remark, like Remark 3.10, is useful when Assumption 4.1 does
not hold, but the unstable subspace of A is finite-dimensional. In this case, if we
adopt the approach of redefining operators discussed below Assumption 4.1, a Jw
term will typically appear in (4.3) after the redefinition. 
5 Illustrative examples
In Example 5.1, we illustrate the results in Section 3 by constructing a robust
output feedback controller for stabilizing an unstable plant driven by an unstable
actuator modeled as a 1D diffusion equation. In Example 5.2, we illustrate the
results in Section 4 by constructing an observer for an unstable plant with a stable
sensor modeled as a 1D wave equation.
Example 5.1. Let the plant (3.1) and its output (3.3) be determined by the matrices
E =
[
0 1
−1 0
]
, F =
[
0
1
]
, G =
[
1 0
]
, H = 0.
Since E has no stable eigenvalues, E1 = E and F1 = F . Let the actuator dynamics
be governed by the diffusion PDE
zt(x, t) = zxx(x, t) ∀ x ∈ (0, 1), ∀ t > 0,
zx(0, t) = 0, zx(1, t) = u(t), (5.1)
where the function z(·, t) is the state and u(t) ∈ R is the input to the actuator.
The plant is driven by the actuator output z(0, t) ∈ R. The actuator dynamics
can be written as an abstract evolution equation of the form (3.2) on the state
space Z = L2(0, 1) with state operator A defined as Aφ = φxx for all φ ∈ D(A),
where D(A) = {φ ∈ H2(0, 1)∣∣φx(0) = φx(1) = 0}, and control operator B = δ1,
where δ1 is the Dirac pulse at x = 1. The observation operator C for the actuator
output is defined as Cφ = φ(0) for all φ ∈ D(A). The operator A has eigenvalues
λn = −n2π2, n ≥ 0, with corresponding eigenfunctions φn(x) =
√
2 cosnπx for
n ≥ 1, φ0 = 1, which form an orthonormal basis in L2(0, 1) [4, Example 2.3.7].
Hence A is a Riesz spectral operator and it generates a semigroup T on Z. The
admissibility of B ∈ L(U,Z−1) and C ∈ L(Z1,R) for T and the regularity of the
triple (A,B,C) follow from [2], see also [13, Example VI.1]. The actuator transfer
function, see (3.4), is G(s) = 1
/
(
√
s sinh
√
s) for Re s > 0.
While A is not stable, the pair (A,B) is stabilizable. Indeed, A + BKΛ is stable
for K defined as Kφ = −φ(1) for all φ ∈ D(A) [13, Example VI.1]. Furthermore,
G(λ) exists for each λ ∈ E1 and Assumption 3.2 holds. It follows from the discus-
sions below Assumptions 3.1 and 3.2 that the pair (Acs, Bcs) is stabilizable. The
unstable subspace Zu of A is the span of φ0 and its stable subspace Zs is the or-
thogonal complement of φ0 in L
2(0, 1). Since Zu is finite-dimensional, as suggested
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below Assumptions 3.1, we will combine it with the unstable subspace of E, rede-
fine the operators suitably so that Assumptions 3.1 and 3.2 hold for the redefined
operators and finally design a stabilizing output-feedback controller for the above
interconnection using Theorem 3.7 and Remark 3.10.
The restriction of the actuator dynamics in (5.1) to Zu, obtained by taking the
innerproduct of (3.2) with φ0, is z˙u(t) = u(t) and its restriction to Zs is z˙s(t) =
Aszs(t) + Bsu(t). Here As is the restriction of A to Zs and Bs = (B − φ0). Clearly
As is exponentially stable and the regularity of the triple (As, Bs, C) follows from
the regularity of (A,B,C). Combining the unstable part of the actuator dynamics
with the plant dynamics, the new finite-dimensional dynamics is given by (3.38) and
output is given by (3.3), where
E =

 0 1 0−1 0 1
0 0 0

 , F =

01
0

 , J =

00
1

 , G = [1 0 0] , H = 0.
This dynamics is driven by the stable part of the actuator dynamics which, after
redefining A and B to be As and Bs, is given by (3.2). Clearly, for the redefined
operators, E1 = E, F1 = F , J1 = J , G1 = G, A1 = A, B1 = B and C1 = C,
Assumption 3.1 holds and, since (Acs, Bcs) is stabilizable, Assumption 3.9 must
also hold according to Proposition 3.5 and Remark 3.10. It is easy to verify that
Assumption 3.6 is satisfied. We will apply Theorem 3.7, taking into account Remark
3.10, to design a robust stabilizing output feedback controller. In what follows, we
work with the redefined operators.
Using Lemma 3.3, (3.10) and (3.12), it follows after a simple calculation that
Π =
1
2

i1
0

CΛ(−iI − A)−1 + 1
2

−i1
0

CΛ(iI −A)−1 (5.2)
solves (3.13). From the Riesz spectral property of A we have (λI − A)−1z =∑∞
n=1
〈z,φn〉
λ−λn
φn for all z ∈ Zs and λ ∈ ρ(A). This series converges in Z1. Hence
we can compute C(λI −A)−1z by applying C to each term of the series. Using this
it follows from (5.2) that
Πz = −
√
2
∞∑
n=1
〈z, φn〉
1 + λ2n

 1λn
0

 . (5.3)
Noting that CΛ(sI − A)−1B = G(s) − 1/s, we get from (5.2) after a simple cal-
culation that ΠB =
[
0.019 −0.165 0]⊤ . Let K = [2.522 −1.361 −3.273] and
L =
[−3 −1.75 −0.75]⊤ so that E + (ΠB + J)K and E + LG are Hurwitz. By
definition K1 = K and K2 = KΠ. The RLS Σc with GOs (Ac, Bc, Cc, Dc), where
Bc, Cc and Dc are as in Theorem 3.7 and Ac is as in Remark 3.10, is the required
robust stabilizing output feedback controller. We have validated this controller by
implementing the closed-loop of the actuator-plant cascade system and the controller
numerically. In our simulation, the initial condition for the plant is [1 1]⊤. All the
other initial conditions are zero. To implement K2, we approximate Π by truncating
the series in (5.3) after 10 terms. Figure 2 shows the plant state trajectory.
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Figure 2. The controller designed for the actuator-plant cascade system in Ex-
ample 5.1 ensures that plant state w = [w1 w2]
⊤ converges to zero exponentially.
Example 5.2. Let the plant in (4.1) be determined by the matrices E and F defined
in Example 5.1. The plant output which drives the sensor is G¯w, where G¯ = [1 0].
Let the sensor dynamics be governed by the wave PDE
z¯tt(x, t) = z¯xx(x, t) ∀ x ∈ (0, 1), ∀ t > 0,
z¯x(0, t) = z¯t(0, t), z¯(1, t) = G¯w(t). (5.4)
The sensor output is z¯(0, t). A similar sensor model is considered in [9], where the
stabilizing term z¯t(0, t) is a part of the observer rather than the sensor model. In
both cases, the resulting observer error dynamics to be stabilized is the same. It is
difficult to formulate the above sensor dynamics directly as an abstract evolution
equation. Hence we introduce the transformation z(x, t) = z¯(x, t)− x2G¯w(t). Then
z satisfies the wave PDE
ztt(x, t) = zxx(x, t) + (2G¯− x2G¯E2)w(t)− x2G¯EFu(t) ∀x ∈ (0, 1), ∀ t > 0,
zx(0, t) = zt(0, t), z(1, t) = 0, (5.5)
which we regard as the sensor dynamics for observer design. The output of this
sensor is z(0, t), which is the same as z¯(0, t). The dynamics in (5.4) and (5.5) are
equivalent under some regularity assumptions on their solutions; such an assumption
is implicit in the observer design in [9]. For instance, for any C1 input u, z is a
classical solution of (5.5) if and only if z¯(x, t) = z(x, t) + x2G¯w(t) is a classical
solution of (5.4). Also, the mild solution of (5.5) in Z = H10 (0, 1) × L2(0, 1) can
be shown to yield a weak solution of (5.4). An observer built for the plant-sensor
system by regarding (5.5) as the sensor dynamics is also an observer for the plant-
sensor system in which the sensor dynamics is (5.4). To be precise, it will generate
exponentially accurate estimates of w and z¯(x, t)−x2G¯w(t). We illustrate this below
in our simulation.
Let G =
[
2G¯
−G¯E2
]
and H =
[
0
−G¯EF
]
. Let Z = H10 (0, 1)×L2(0, 1), where H10 (0, 1) =
{f ∈ H1(0, 1)∣∣f(1) = 0}. Define A by A [ fg ] = [ gfxx ] for all (f, g) ∈ D(A), where
D(A) = {(f, g) ∈ H2(0, 1)∩H10 (0, 1)×H10 (0, 1)
∣∣fx(0) = g(0)}. Define B ∈ L(R2, Z)
by B [ ab ] = (0, a+ bx
2) ∈ Z. Define C ∈ L(Z,R) by C [ fg ] = f(0) for all (f, g) ∈ Z.
It is well-known that A generates an exponentially stable semigroup T on Z. Since
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B and C are bounded, they are admissible for T and the triple (A,B,C) is regular.
With these operators A, B, C, G and H the sensor dynamics (5.5) can be formulated
as an abstract evolution equation of the form (4.2) on Z with output (4.3). Next
we next design an observer for (4.1)-(4.3) determined by the above operators.
For each s ∈ C+ and [ fg ] ∈ Z, we compute (sI − A)−1 [ fg ] by solving the ODE
(sI − A) [ φψ ] = [ fg ] to get
(sI −A)−1
[
f
g
]
(x) =
[
φ(x)
ψ(x)
]
=
[
p cosh sx+ q sinh sx
s
− ∫ x
0
sinh s(x−y)
s
[sf(y) + g(y)]dy
ps cosh sx+ q sinh sx− ∫ x
0
sinh s(x− y)[sf(y) + g(y)]dy − f(x)
]
, (5.6)
where p and q are such that φx(0) = ψ(0) and ψ(1) = 0. From this expression we
get that the sensor transfer function, see (3.4), is given by
G(s) =
[
cosh s− 1
s2(sinh s+ cosh s)
2 cosh s− 2− s2
s4(sinh s + cosh s)
]
∀ s ∈ C+.
We have E1 = E and so G1 = G. It is easy to see that Assumptions 4.1 and
4.2 hold. Using (4.4) and (5.6), it follows after a lengthy calculation that Π =[
cos(x− 1)− x2 sin(x− 1)
− sin(x− 1) cos(x− 1)− x2
]
solves (4.7). Clearly CΠ =
[
cos 1 − sin 1]. Let
L =
[−2.462 1.984]⊤ so that E + LCΠ is Hurwitz. Then (4.8) (with L˜ = L,
Π2 = Π) is an observer for the plant-sensor system with the sensor dynamics in
(5.5). We have validated this observer numerically on the plant-sensor system in
which the sensor dynamics is governed by (5.4). In our simulation, u(t) = sin 5t in
(4.1). The initial condition for the plant is [−1 2]⊤. All other initial conditions are
zero. Figure 3 shows the estimation error in the plant state.
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Figure 3. The error e1 = w1 − wˆ1 and e2 = w2 − wˆ2 between the plant state and
its estimate generated by the observer converges to zero exponentially.
Remark 5.3. A key step in the controller/observer design approach presented in this
work is solving a Sylvester equation with unbounded operators for Π and then com-
puting ΠB1 (for controller design) or C1ΛΠ (for observer design). These operators
can be constructed by first computing the resolvent (λI −A1)−1 for each λ ∈ σ(E1)
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(this follows from the expressions in (3.12) and (4.4)). Also, using the resolvent
(λI −A)−1 for each λ ∈ σ(E1), we can verify the solvability of the stabilization and
estimation problems. When the PDE is a 1D system with constant parameters, the
resolvent can be computed easily by solving a linear ODE with constant coefficients
like in Example 5.2. Developing numerical techniques for computing the resolvent
and the operators Π, ΠB1 and C1ΛΠ for higher-dimensional PDEs and PDEs with
spatially-varying coefficients is a topic for future research. 
6 Conclusions and future work
We have presented a Sylvester equation based framework for stabilizing PDE-ODE
cascade systems and constructing observers for ODE-PDE cascade systems. Using
this framework we can solve the PDE-ODE stabilization and ODE-PDE estimation
problems for several PDE models, which have been solved in the literature via
the backstepping approach. To be specific, applying Theorem 3.4 we can solve
the robust state feedback PDE-ODE stabilization problem considered in [11] for a
transport equation, in [8] for a diffusion equation (see also Remark 3.8) and in [9]
and [1] for a wave equation. We remark that in the case of the wave equation,
we must first stabilize it using the control law in [16] and then apply Theorem 3.4.
Using Theorem 3.7, we can solve the robust output feedback PDE-ODE stabilization
problems considered in [15] for a transport equation and a diffusion equation. Finally
applying Theorem 4.4, we can solve the ODE-PDE estimation problem considered
in [11] for a transport equation, in [8] for a diffusion equation (see also Remark 4.6)
and in [9] and [1] for a wave equation (see Example 5.2). In the case of Neumann
interconnections considered in [17], we can recover some of the results. We can solve
the state feedback PDE-ODE stabilization problem considered in [17] for a wave
equation by first stabilizing the wave equation via boundary damping and then
using Theorem 3.4. However, the interconnections in [17] containing heat equations
cannot be studied in the framework of this paper because in their formulation as an
abstract evolution equation, the control and observation operators are not admissible
for the semigroup generated by the state operator. It may be possible to circumvent
this admissibility problem by introducing two stable first-order filters in the spirit
of Remarks 3.8 and 4.8. Note that such admissibility problems and transformations
like the one used in Example 5.2 are not discussed in the backstepping literature
since they implicitly work only with smooth solutions.
We have also presented simple necessary and sufficient conditions for ascertain-
ing the solvability of the stabilization problem for PDE-ODE cascade systems and
estimation problem for ODE-PDE cascade systems. To use these conditions, it is
enough to find the value of the transfer function of the PDE system at the unsta-
ble eigenvalues of the ODE system. The results in this work, unlike the backstep-
ping results, apply to interconnections containing multi-input multi-output systems,
higher-dimensional PDEs and PDEs with spatially-varying coefficients.
An important direction for future work is developing an abstract framework, sim-
ilar to the one in this paper, for studying stabilization problems for coupled PDE-
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ODE systems. The motivation for this comes from the backstepping works on cou-
pled PDE-ODE systems such as [6], [18], in which these systems are transformed into
PDE-ODE cascade systems. Understanding the transformations they propose in an
abstract setting will permit us to develop stabilizing controllers for a class of cou-
pled PDE-ODE systems. Another direction for future research is using the Sylvester
equation based approach for adaptive control of PDE-ODE cascade systems.
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