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Abstract
Do one or more unknown quantum states exhibit a particular property or are they ǫ-far
from having that property in ℓ1 distance? This is an important question in quantum computing,
formulated as a quantum property testing problem. However, unlike classical property testing,
where sampling is performed in a fairly standard way, there are several natural choices for the
sampling procedure in the quantum setting. The three most pertinent to this paper are the joint
measurement, the independent measurement, and the local measurement. The independent
measurement approach to quantum property testing is very difficult to implement with current
technology but may become easier in the short-to-medium-term future. Joint measurement has
a relatively efficient sample complexity, but it is even harder to implement and so unlikely to be
realisable in the near future. Local measurement, however, is relatively easy to implement. But
perhaps surprisingly, local measurement has not yet been explored as a method of quantum
property testing, even for the problem of quantum state tomography.
Hence, one of the main subjects of this paper is to study quantum property testing with
local measurement. In particular, we establish a novel ℓ2 norm connection between quantum
property testing problems and the corresponding distribution testing problems. This connec-
tion opens up the potential to derive efficient testing algorithms using techniques developed
for classical property testing. As the first demonstration of these possibilities, we designed two
streaming algorithms: one for quantum state tomography, and the other for quantum identity
testing. Each employs a fixed one-qubit measurement of each qubit regardless of the size of the
system. Furthermore, their simplicity means they can be easily implemented with current tech-
nology. To the best of our knowledge, no streaming algorithm has yet been used for quantum
property testing.
By using the idea of our tomography algorithm, we obtain a streaming algorithm which
provide good estimations for each k-qubit reduced density matrice of m-qubit state using only
logm copies for constant k. This is tight and exponential speedup compare with optimal to-
mography for each k-qubit reduced density matrice.
To illustrate the usefulness of our identity testing algorithm, we achieve the following: in-
dependence testing for quantum states; identity and independence testing for quantum state
collections; and conditional independence testing for classical-quantum-quantum states. Fol-
lowing the widely believed principle ‘Quantum computer, Classical control’, these results ini-
tialize the property testing problems of classical-quantum states, which could be particularly
useful for the analysis of data generated by future quantum computers. Additionally, using a
dimension splitting technique, we derive a matching lower bound up to log factor for indepen-
dence testing with joint measurement.
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1 Introduction
1.1 Background and motivation
The ability to test whether an unknown object satisfies a hypothetical model based on observed
data plays a particularly important role in science [LR05]. Initially proposed by Rubinfeld and
Sudan [RS92, RS96] to test algebraic properties of polynomials, the concept of property testing
has been extended to many objects: graphs, Boolean functions, and so on [GGR98, GR00]. At the
beginning of this century, Batu et al. introduced the problem of testing properties associated with
discrete probability distributions [BFR+00, BKR04]. In other words, how many samples from a
collection of probability distributions are needed to determine whether those distributions satisfy
a particular property with high confidence? Over the past two decades, this area has become
an extremely well-studied and successful branch of property testing due in part to the ongoing
data science revolution. Never have computationally-efficient algorithms, a.k.a, testers, that can
identify and/or classify properties using as few samples as possible been in higher demand.
A direct approach to distribution property testing is to accurately reconstruct the given dis-
tributions from sufficiently many samples. It is well known that, after taking Θ(d/ε2) samples
from a d-dimensional probability distribution p, the empirical distribution is, with high proba-
bility, ε-close to p in total variance distance. Surprisingly, algorithms using less number of sam-
ples than Θ(d/ε2), the number of samples to reconstruct the distribution, exist for many impor-
tant properties. A very incomplete list of works includes [BFR+00, BFF+01, BDKR02, BKR04,
Pan08, Val08, ADJ+11, LRR11, VV11a, VV11b, ILR12, DDS+13, VV14, CDVV14, ADK15, DKN15,
JVHW15, VV16, WY16, DKK+16, VV17, DP17, Gol17, DKN17, ADLS17, CDGR18, DDK18, DKS18,
CDG19], and two excellent surveys include more [Rub12, Can15]. The equality, or identity, of dis-
tributions is a central problem in this branch of study, and one that is frequently revisited with
different approaches due to its importance. In 2014, Chan et al., in [CDVV14], settled the complex-
ity of the equality of distributions Θ(max(
√
d/ǫ2, d2/3/ǫ4/3)). Further, the ideas and techniques
developed in studying the equality of distributions have helped to completely solve the indepen-
dence testing for discrete distributions by Diakonikolas and Kane in [DK16], and have yielded an
efficient form of conditional independence testing [CDKS18].
The concept of quantumproperty testingwas formally introduced inMontanaro and deWolf’s
comprehensive survey [MdW16]. At this stage of development in the field of quantum computa-
tion, testing the properties of newdevices as they are built is a basic problem. A standard quantum
device outputs some known d-dimensional (mixed) state σ ∈ D(Cd) but inevitably, the results are
noisy such that the actual output state ρ ∈ D(Cd) is not equal σ, maybe not even close to. Similar
to property testing with classical distributions, properties of ρ need to be verified by accessing the
device, say, n times, to derive ρ⊗n.
A significant difference between quantum property testing and classical property testing is the
way the objects are sampled. In classical property testing, each sample is output with a classical
index according to the probability distribution and given a fixed number of samples, the output
string obeys the product probability distribution. However, with quantum property testing, the
sampling methods have much richer structures.
Among the many available sampling methods for quantum property testing (given a fixed
number of copies, says n, of the states ρ ∈ D(Cd)), the three listed in Table 1 are of particular in-
terests, i.e., joint measurement, independent measurement, and the local measurement. Joint mea-
surement, the most general, allows arbitrary measurements of Cd
n
. Independent measurement
only allows non-adaptive measurements of each copy of ρ, which results in, n measurements of
Cd. And, if ρ is regarded as a ⌈log d⌉ qubit state, local measurement only allows non-adaptive
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Measurement Complexity Dimension Implementation
Joint Low dk Hard even in the future
Independent Medium d Hard right now
Local High 2 Easy right now
Table 1: Typical Quantum Sampling Methods
measurement of each qubit. Unlike independent and local measurement, joint measurement has
the potential to provide the optimal number of samples, but there are two caveats. “Optimal”
joint measurement algorithms usually require an exponential number of copies of the quantum
state to produce optimal results. They are also based on the assumption of noiseless, universal
quantum computation on the exponential number of copies of the quantum state. For instance, the
optimal tomography algorithms of k-qubit quantum state in [HHJ+16, OW16, OW17] require a
measurement on O( k2
2k
ǫ2
) qubits. Even in the future when quantum computers become a reality,
implementing optimal joint measurement would be extremely hard given these conditions. In-
dependent measurements are not feasible with the currently-available technology but should be
relatively easy to implement once we have a quantum computer. For instance, performing an
independent measurement [ 14(2I
⊗8 + X⊗8 + Y⊗8), 14(2I
⊗8 − X⊗8 − Y⊗8)] on an 8 qubit quantum
system is currently very hard.
Today, most measurements are based on local measurement because, unlike joint and inde-
pendent measurement, the local measurement method is fashioned after the way streaming al-
gorithms work. To illustrate: for any n-qubit state ρ that Alice sends to Bob, Bob only needs to
perform a single-qubit measurement of each qubit he receives; the results are then stored as clas-
sical outputs. Hence, when n is large, and not all n qubits can be received simultaneously, local
measurement schemes do not require quantum storage whereas a general independent measure-
ment scheme would require quantum storage for n qubit.
A more direct approach to quantum property testing is to estimate ρ by sampling from ρ⊗n,
which also means one could check any property of interest. This problem has been solved in three
recent papers [HHJ+16, OW16, OW17]. All three show that with joint measurement Θ˜(d2/ǫ2)
copies of ρ are sufficient to produce a trace distance error of less than εwith high probability. Haah
et al. [HHJ+16] proved that, Θ˜(d2/ǫ2) copies are necessary. In addition, Haah et al. [HHJ+16]
proved that, with independent measurement, Ω(d3/ε2) copies are needed for a good estimation.
Together with the sequence of works [GLF+10, FGLE12, Vor13, KRT17], we now have a complete
picture that shows Θ(d3/ε2) copies are optimal for estimating ρ.
However, like classical property testing, this idea is not optimal for a general property. For
example, O’Donnell andWright [OW15] proved that, with joint measurement, Θ(d/ǫ2) copies are
necessary and sufficient to testwhether a given state is maximally mixed. Yet in the general setting,
where one is given access to unknown d-dimensional quantum mixed states ρ and σ, Θ(d/ǫ2)
copies are necessary and sufficient to test whether they are identical or ǫ-far apart [BOW19].
Acharya et al. [AISW17] studied methods for estimating the von Neumann entropy of general
quantum states, while Gross et al. [GNW17] showed that “stabilizerness" can be tested efficiently.
In [ACH+18], the online learning of quantum states was studied, which allows adaptive measure-
ment of each copy of ρ. In [Aar18, AR19], the connection between quantum learning and differen-
tial privacy was established. Testing properties of distributions using quantum algorithms were
studied in [GL19].
Following thewidely believed principle ‘Quantum computer, Classical control’, the fully-fledged
quantum computer will be controlled through a classical system. Therefore, the data generated
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by quantum computers would be modeled by classical-quantum states, e.g., classical collections
of quantum states. The importance of classical-quantum states also comes from its central role in
studying quantum communication complexity [?, ?]. In classical property testing, Levi, Ron, and
Rubinfeld initialized the study of property testing of collections of distributions in their pioneer-
ing work [LRR11]. Their work would be directly applied to property testing of data generated
from several locations in a large sensor-net where the samples of distributions usually come from
several locations. This motivates us to study the property testing problems of classical-quantum
states.
In this paper, we primarily focus on quantum property testing through local measurement,
which is the most friendly approach given the currently-available experimental technology, al-
though we do explore joint and independent measurement by way of comparison. Surprisingly,
local measurement has not yet been properly considered as a quantum property testing scheme,
not even for the fundamental quantum state tomography problem. We also initialize the study
of the property testing problems of classical-quantum states, due to the importance of classical-
quantum states.
1.2 Our contributions
The local measurement scheme presented in this article maintains an interesting relation between
the ℓ2 distance of quantum states and the ℓ2 distance of the generated corresponding probability
distributions. Given that ℓ2 distance plays a central role in classical property testing, our approach
invokes an immediate connection between quantum and classical property testing. This is a con-
ceptual contribution because previous research into quantum property testing has always been
in isolation of classical property testing, whereas this scheme opens up the potential to design
streaming algorithms for quantum property testing from ingenious ideas and techniques of distri-
bution testing. Further, this is a fixed measurement scheme that does not depend on the property
to be tested, which makes our algorithms a perfect fit for implementation with current experi-
ments. Our approach is the first reduction from quantum property testing to distribution testing,
this paper includes derivations of efficient quantum streaming algorithms for quantum state to-
mography, quantum identity testing and independence testing using local measurement, along
with classical property testing algorithms. As a comparison, we have also included the results
derived from both the independent and joint measurement approaches with our tester and the
identity tester in [BOW19].
The streaming algorithms presented have run-times that are exponential to the number of
qubits, but are entirely classical once the sampling complete. An exponential running time is un-
avoidable because, with quantum state tomography, the length of the output is already exponen-
tial in the number of qubits which entails exponential run time. For most of the problems con-
sidered here with a joint measurement approach, a dimension splitting technique demonstrates
matching lower bounds that are exponential in the number of qubits up to a polylog factor in some
cases.
In terms of specific formal demonstrations, the first is the following connection between quan-
tum property testing and distribution testing in the independent measurement setting.
Theorem 1.2.1. There is an independent measurement scheme that maps the quantum states in D(Cd)
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into d(d+ 1)-dimensional probability distributions such that, for any pair of quantum states ρ and σ
||p− q||2 = ||ρ− σ||2
d+ 1
, (1)
||p||2, ||q||2 ≤
√
2
d+ 1
, (2)
where p and q are the corresponding probability distributions of ρ and σ, respectively .
By generalizing this result, we demonstrate the following connection between quantum prop-
erty testing and distribution testing in a local measurement setting.
Theorem 1.2.2. For ρ1,2,...,m and σ1,2,...,m ∈ D(Cd1 ⊗ Cd2 ⊗ · · · ⊗ Cdm) of dimension di are to the power
of 2. When measuring each local party using measurements that correspond to MUB of di, the resulting
probability distributions p1,2,...,m, q1,2,...,m ∈ ∆(×mi=1[di(di + 1)]) for any S ⊂ [m] satisfy that
||p1,2,...,m − q1,2,...,m||2 =
√
∑S⊂[m] ||ρS − σS||22
Πmi=1(di + 1)
,
||pS||2, ||qS||2 ≤ 2
|S|/2
Πi∈S(di + 1)
.
These connections enables us to derive the upper bounds of sample complexity on quantum
property testing as follows. For m qubit state, we summarize these bounds and some known
bounds together in Table 1.2.
Measurement Local Independent Joint
Tomography O( 18
m
ǫ2
) Θ( 8
m
ǫ2
) [HHJ+16] Θ( 4
m
ǫ2
)[HHJ+16, OW16]
Local tomography Θ( logm
ǫ2
)
Identity O( (6
√
2)m
ǫ2
) O( 4
m
ǫ2
) Θ( 2
m
ǫ2
) [BOW19]
Independence O( (6
√
2)m
ǫ2
) O( 4
m
ǫ2
) Θ˜( 2
m
ǫ2
)
Identity of collection O( (6
√
2)m
ǫ2
) O( 4
m
ǫ2
) Θ( 2
m
ǫ2
)
Independence of collection O( (6
√
2)m
ǫ2
) O( 4
m
ǫ2
) Θ˜( 2
m
ǫ2
)
Conditional independence Theorem 1.2.10 Theorem 1.2.10
Table 2: Summary of sample complexity of quanutm property testing.
For all these properties, optimal joint measurement protocols require to implement noiseless
quantum measurements on exponential number of qubits.
For local measurement, e.g. streaming algorithm, we want to make the following classification
because this concept is confusing in the quantum setting.
• Pauli measurements can not be performed in the local measurement model. For exam-
ple, to implement {I,X,Y,Z}⊗2 using local measurements, one can not directly perform
{I,X,Y,Z} on each qubit, simply because X,Y,Z are not semi-definite positive. One possi-
ble way is to perform {I/4, (I + X)/4, (I + Y)/4, (I + Z)/4} on each qubit. Although we
can compute the expectation value of the original Pauli measurement through the measure-
ment outcome of the latter one, the statistical fluctuations are now correlated and no explicit
method can be used for clarification.
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• The Swap test is not a streaming algorithm, even if we restrict the states ρ and σ are both
pure. Consider ρ = σ = |ψ〉〈ψ| with |ψ〉 = |00〉+|11〉√
2
. The Swap test will output ‘1’ with
probability 1, indicating they are equal, using a four-qubit measurement. However, if we
are using a “streaming” Swap test, in the sense that preforming Swap test on each qubit
independently. The Swap test of the first qubit will output ‘1’ with probability 34 , so will
that of the second qubit. It can not output ‘1’ with probability 1, and therefore, this is not an
implementation of the original Swap test.
Theorem 1.2.2 lets us derive the first-ever streaming algorithm for quantum state tomography.
Theorem 1.2.3. The sample complexity of m-qubit quantum state tomography with a streaming algorithm
is O( 18
m
ǫ2
).
The local measurement scheme has a structural advantage: It measures each qubit indepen-
dently. This could be of great importance by the following observation: Understanding the rela-
tion between quantum marginals is considered to be one of the most fundamental problems in
quantum information theory and quantum chemistry because many important physical quanti-
ties, such as energy and entropy, only depend on very small parts of a whole system only–these
small parts are the marginal or reduced density matrices. As a small example of three qubit state
ρ1,2,3, our local measurement method consists of one-qubit measurements on each qubit. In this
sense, if we want to obtain correlation informaiton about ρ1,2, our measurement does not corrupt
the correlation information about ρ1,3 very much in expectation. Formally, the local measurement
structure enables us to derive the k-local tomography whose goal is to output good estimation of
all k-qubit reduced density matrices with good precision with high probability.
Theorem 1.2.4. The sample complexity of k-local tomography of m-qubit quantum state with a streaming
algorithm is
O(
108k(log (mk ) + k log 6)
ǫ2
)
. For constant k, it is Θ( logm
ǫ2
).
For constant k, this is a exponential speedup comparing with the optimal joint measurement
protocol on each k-qubit. The reason is that optimal measurement of k-qubit would corrupt many
other k-qubit state. Therefore, the measurement results can not be resued.
As a direct consequence of Theorem 1.2.1, an ℓ1-identity tester can be obtained through inde-
pendent measurement.
Theorem 1.2.5. For ρ, σ ∈ D(Cd), O( d2
ǫ2
) copies are sufficient to distinguish via independent measure-
ments, with at least a 23 probability of success, the cases where ρ = σ from the cases where ||ρ− σ||1 > ǫ.
This is better than directly using the Swap test which uses O( d
2
ǫ4
) copies, although the Swap
test is already a joint measurement.
Theorem 1.2.2 yields a streaming algorithm for quantum identity testing.
Theorem 1.2.6. For m-qubit quantum states ρ, σ, O( (6
√
2)m
ǫ2
) copies are sufficient to distinguish, with at
least a 23 probability of success, the cases where ρ = σ from the cases where ||ρ− σ||1 ≥ ǫ using a streaming
algorithm.
The above ℓ1 identity testers for independent and local measurement together with the ℓ1
identity tester of [BOW19] for joint measurement let us derive algorithms for multipartite inde-
pendence testing.
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Theorem 1.2.7. The sample complexity of independent testing for D(Cd1 ⊗ Cd2 ⊗ · · · ⊗ Cdm), i.e., dis-
tinguishing, with at least a 23 probability of success, the cases where ρ is in the tensor product form
ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρm, or ||ρ− σ||1 > ǫ for any tensor product σ is:
• Θ˜(Πmi=1di
ǫ2
) with joint measurement;
• O(Πmi=1d2i
ǫ2
) with independent measurement; and
• O(Πmi=1d
1.5+log 3
i
ǫ2
) with a streaming algorithm where all di are to the power of 2.
With joint measurement, the lower bound of the quantum independence is derived using the
dimension splitting technique and a reduction from determining whether a given state is a maxi-
mally mixed state.
Now consider a quantum setting in which one receives data that is most naturally thought
of as samples of several quantum states–for example, when studying quantum systems in sev-
eral geographic locations. Such data could also be generated when samples of the distributions
come from various quantum sensors that are each part of a large quantum sensor-net. Another
motivation of studying the property testing of collections of quantum states is the quantum state
preparation. Suppose there are different ways of generating a quantum state. We want to know
whether these methods all work well. This problem can be formulated as property testing of
collections of quantum states.
Motivated by [LRR11] on property testing of collections of distributions, we generalize the
identity tester and independence tester from quantum states into collections of quantum states in
the query model using the framework in [DK16]. The result of the identity test for collections of
quantum states is as follows.
Theorem 1.2.8. Given access to the quantum states ρ1, . . . , ρn on D(Cd) and an explicit ci > 0 with
C1 ≥ ∑i ci ≥ C0 > 0 where C0,C1 are absolute constants, the sample complexity of distinguishing, with at
least a 23 probability of success, the cases where all ρi are identical from the cases where ∑i ci||ρi − σ||1 > ǫ
for any σ is
• Θ( d
ǫ2
) with joint measurement;
• O( d2
ǫ2
) with independent measurement; and
• O( d1.5+log 3
ǫ2
) with a streaming algorithm where all di are to the power of 2.
Our result of independence tester about collections of quantum states follows.
Theorem 1.2.9. Given sample access to quantum states ρ1, . . . , ρn in D(Cd1 ⊗ Cd2 ⊗ · · · ⊗ Cdm) with
d1 ≥ d2 ≥ · · · ≥ dm and explicit ci > 0 with C1 ≥ ∑i ci ≥ C0 > 0 where C0,C1 are absolute constants,
the sample complexity of distinguishing, with at least a 23 probability of success, the cases where all ρi are
m-partite independent from the cases where ∑i ci||ρi −⊗mk=1σk,i||1 > ǫ for any σk,i ∈ D(Cdk) is
• Θ˜(Πmi=1di
ǫ2
) with joint measurement;
• O(Πmi=1d2i
ǫ2
) with independent measurement; and
• O( d1.5+log 3
ǫ2
) with a streaming algorithm where all di are to the power of 2.
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Like their classical counterparts, the complexity does not depend on the number of states.
In further work, we explore the problem of testing conditional independence with classical-
quantum-quantum states. This question naturally arises in studying distributed quantum com-
puting. One typical example is environment assisted entanglement distribution. Suppose ρABC is
a tripartite state. We want to reach the goal of sharing a bipartite state σAB. C should perform a
measurement on its system, now the state becomes classical-quantum-quantum.
This problem is a generalization of the independent testing of collections of quantum states
in the sense that the prior coefficient of the ℓ1 distance is not given explicitly but may be approxi-
mated through sampling. One motivation for studying this problem is a simplified version of the
conditional independence of general tripartite quantum states, which a fundamental concept in
theoretical physics and quantum information theory.
More specifically, we modify the ℓ2 estimator developed in [BOW19] for joint measurement
and develop a finer ℓ2 estimator for independent measurement. Then we plug that estimator into
the classical conditional independence testing framework developed in [CDKS18].
Theorem 1.2.10. Given classical-quantum-quantum state ρABC ∈ D(Cd1 ⊗ Cd2) ⊗ ∆(C) with ∆(C)
being the probabilistic simplex of C and n = |C|, the sample complexity of testing whether A and B are
conditionally independent given C is
• O(max{
√
nd1d2
ǫ2
,min{ d
4
7
1 d
4
7
2 n
6
7
ǫ
8
7
,
√
d1d2n
7
8
ǫ }}) with joint measurement; and
• O(max{
√
nd21d
2
2
ǫ2
,min{ d
6
7
1 d
6
7
2 n
6
7
ǫ
8
7
,
d
3
4
1 d
3
4
2 n
7
8
ǫ }}) with independent measurement.
1.3 Organization of this paper
In Section 2, we review prior work on quantum tomography and spectrum estimation, as well as
some relevant work on testing properties associated with discrete distributions. Section 3 recalls
the basic definitions of distance with discrete distributions and quantum states and presents some
formal tools from earlier work that are used here. In Section 4, we derive technical lemmata
about the independence and conditional independence of quantum states. Section 5 demonstrates
Theorems 1.2.1 and 1.2.2. Section 6 proves Theorem 1.2.3. Section 7 contains the results of identity
testing and, in particular, our proofs of Theorems 1.2.5 and 1.2.6. The proof of Theorem 1.2.7 is
given in Section 8. The results of the identity and independence testing of collections of states are
provided in Section 9, along with the proofs of Theorems 1.2.8 and 1.2.9. The paper concludes
with the proof of Theorem 1.2.10 in Section 10.
2 Prior work on property testing
The purpose of this section is to review some results on learning and testing unknown quantum
states, as well as the corresponding classical problem of learning and testing discrete distributions.
We are not able to provide a complete description of all literature simply because this is a very
active research line. However, what we have done is provide an overview of some of the best
known and most recent results.
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2.1 Quantum state tomography
Starting from the very basic problem of quantum state tomography, a fundamental problem is
to decide how many copies of an unknown mixed quantum state ρ ∈ D(Cd) is necessary and
sufficient to output a good approximation of ρ with high probability. This problem has been
studied extensively since the birth of quantum information theory. The main-stream approach is
an independentmeasurement. A sequence of work [GLF+10, FGLE12, Vor13, KRT17] is dedicated
to showing that O(d3/ε2) copies are sufficient in an ℓ1 distance of no more than ǫ. Haah et al.
[HHJ+16] showed that Θ(d3/ε2) is the sample complexity for independent measurement. In the
same paper, we proved that O( d
2
δ log(
d
δ )) copies are sufficient to obtain an infidelity of no more
than δ with a probability of 1− exp(−Θ(d2)) with joint measurement, which can be regarded as
a quantum generalization of Sanov’s theorem [San57]. Further, by combining the lower bound
of [HHJ+16] and upper bound of [OW16], the sample complexity of state tomography with joint
measurement is Θ( d
2
ǫ2
) in an ℓ1 distance of no more than ǫ. The work of [FGLE12] includes in
footnote 2 an algorithm (which also appears in the section on quantum process tomography from
Nielson and Chuang [NC11]) which usesO( d
4 log d
ǫ2
) copies and only uses Pauli measurements.
2.2 Quantum identity testing
Naturally, studying the sample complexity of specific problems in different measurement settings
is attractive–for instance, quantum state identification, spectrum estimation, entanglement testing.
To do this, easily implementable algorithms that use fewer copies of quantum state than tomog-
raphy is desirable. One problem that has received much attention is quantum state identification.
Suppose we are given query access to two states ρ, σ ∈ D(Cd), and we want to test whether they
are equal or have a large ℓ1 distance. For practical purposes, the results from cases where σ is a
known pure state have been extensively studied, in independent measurement setting, and com-
pletely characterized [FL11, dSLCP11, AGKE15], show that O( d
ǫ2
) copies are sufficient. [OW15]
solved the problem, in joint measurement setting, where σ is a maximally mixed state case by
showing that Θ( d
ǫ2
) copies are necessary and sufficient. Importantly, the sample complexity of
the general problem was proven to be Θ( d
ǫ2
) in [BOW19] by providing an efficient ℓ2 distance
estimator between two unknown quantum states.
2.3 Independence testing
A multipartite pure state |ψ〉 ∈ (Cd)⊗m is called a product state if it can be written as |ψ〉 =
⊗mj=1
∣∣ψj〉 for some ∣∣ψj〉 ∈ Cd. This type of pure state is called entangled if it is not a product.
Entanglement is a ubiquitous phenomenon in quantum information theory. Pure entanglement
testing was first discussed by Mintert et.al [MKasB05]. Harrow and Montanaro [HM13] subse-
quently proved that O( 1
ǫ2
) copies are sufficient. A mixed state ρ ∈ D((Cd)⊗m) is called entangled
if it can not be written as a convex combination of the density matrices of product states. That said,
the problem of entanglement testing for the general mixed state has barely been touched, even in
the simplest case of independence testing the tensor product of a general mixed state.
2.4 Classical identity testing and independence testing
It is a widely known that Θ( d
ǫ2
) samples are sufficient and necessary to provide a good approx-
imation of d-dimensional probability distribution [DL01, pages 10 and 31]. Therefore, finding
algorithms that use o(d) samples for testing problems is highly desirable.
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2.4.1 Identity testing
Uniformity testing: In an important work [GR00], Goldreich and Ron found that the ℓ2 norm can
be estimated from O(
√
d
ǫ2
) samples. This led to an algorithm for uniformity testing, i.e., to deter-
mine whether a probability is a uniform distribution using O(
√
d
ǫ4
) samples. Here, both Paninski
[Pan08] and Valiant and Valiant [VV11a] showed that the complexity is Θ(
√
d
ǫ2
).
Identity testing to a known distribution: In their seminal work, Batu etal. [BFR+00, BFF+01] pre-
sented an ℓ2-identity tester and used it to build an ℓ1 estimator using O(
√
d log d
ǫ2
) samples in cases
where one distribution is known. In [VV14], Valiant and Valiant improved this result to show the
sample complexity is Θ(
√
d
ǫ2
).
Identity testing between unknown distributions: Identity testing between unknown distribu-
tions was studied by Batu et.al. [BFR+00] in which they provided a tester using O( d
2/3 log d
ǫ8/3
) sam-
ples. Chan et al. [CDVV14] showed the complexity of this problem is Θ(max{ d2/3
ǫ4/3
,
√
d
ǫ2
}). Di-
akonikolas and Kane demonstrated a unified approach based on a standard ℓ2 tester to resolve
the sample complexity of a wide variety of testing problems, including an alternative proof for
identity testing in their important work [DK16].
2.4.2 Independence testing
In [BFF+01], Batu et.al presented an independence tester for bipartite independence testing over
[d1]× [d2] with a sample complexity of O˜(d2/31 d1/32 ) · Poly( 1ǫ ), for d1 ≥ d2. Levi, Ron and Rubin-
feld in [LRR11] showed a lower bound for the sample complexity of Ω(
√
d1d2) for all d1 ≥ d2
and Ω(d2/31 d
1/3
2 ) for d1 = Ω(d2 log d2), while Acharya et al. [ADK15] introduced a tester for mul-
tipartite independence testing over ×mj=1[dj] with sample complexity O(
√
Πmj=1dj+∑
m
j=1 dj
ǫ2
) . In their
seminal work [DK16], Diakonikolas and Kane resolved this problem by showing that the sample
complexity is Θ(maxk{
√
Πmj=1dj
ǫ2
,
d1/3k Π
m
j=1d
1/3
j
ǫ4/3
}). These works motivate our Theorem 1.2.7.
2.4.3 Equivalence testing for collections of discrete distributions
Levi, Ron and Rubinfeld [LRR11] initialized the study of equivalence testing for collections of dis-
crete distributions in querymodel. The complexity of this problem is proved to be Θ(max{
√
n
ǫ2
, n
2/3
ǫ4/3
})
by Diakonikolas and Kane in [DK16]. We use these techniques to conduct Theorems 1.2.8 and 1.2.9.
2.4.4 Conditional independence testing
Canonne et al. [CDKS18] initiated the study of conditional independence within property testing
framework. Given a probability distribution over [d1]× [d2]× [n] with d1 ≥ d2, they developed a
tester using O(max{min{ n7/8d1/41 d1/42ǫ ,
n6/7d2/71 d
2/7
2
ǫ8/7
}, n3/4d1/21 d1/22ǫ ,
n2/3d2/31 d
1/3
2
ǫ4/3
,
n1/2d1/21 d
1/2
2
ǫ2
}) samples, which
was proven to be optimal for constant d1, d2. This framework was used to derive our result for
Theorem 1.2.9.
3 Preliminaries
This section begins with some standard notations and definitions used throughout the paper.
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3.1 Basic facts for probability distributions
For m ∈ N, [m] denotes the set {1, · · · ,m}, and log denotes the binary logarithm.
A probability distribution over discrete domain Ω is a function p : Ω 7→ [0, 1] such that
∑
ω∈Ω
p(ω) = 1.
|Ω| is the cardinality of set Ω.
∆(Ω) denotes the set of probability distributions over Ω, i.e., the probability simplex of Ω.
Themarginal distributions p1 ∈ ∆(A) and p2 ∈ ∆(B) of a bipartite distribution p1,2 ∈ ∆(A× B)
can be defined as
p1(a) = ∑
b∈B
p1,2(a, b),
p1(b) = ∑
a∈A
p1,2(a, b).
The product distribution q1 ⊗ q2 of distributions q1 ∈ ∆(A) and q2 ∈ ∆(B) can be defined as
[q1 ⊗ q2](a, b) = q1(a)q2(b),
for every (a, b) ∈ A× B.
The ℓ1 distance between two distributions p, q ∈ ∆(Ω) is
||p− q||1 = ∑
ω∈Ω
|p(ω)− q(ω)|,
and their ℓ2 distance is
||p− q||2 =
√
∑
ω∈Ω
(p(ω)− q(ω))2.
The Possion distribution Poi(λ) for λ > 0 is
p(k) = e−λ
λk
k!
where k ∈ N ∪ {0}.
We have employed the standard “Poissonization" approach, which is widely used in property
testing for classical distributions. Namely, we have assumed that, rather than drawing k inde-
pendent samples for a fixed k, the first step is to select k′ according to Poi(k), and then draw k′
samples. This technique means the number of times the different elements occur becomes inde-
pendent, which significantly simplifies the analysis. Note that if Poi(k) were tightly concentrated
about k, this trick would only lose sub constant factors in terms of sample complexity.
3.2 Basic quantum mechanics
An isolated physical system is associatedwith aHilbert space, which is called the state space. A pure
state of a quantum system is a normalized vector in its state space, and a mixed state is represented
by a density operator on the state space. Here, a density operator ρ on d-dimensional Hilbert space
Cd is a semi-definite positive linear operator such that Tr(ρ) = 1. We let
D(Cd) = {ρ : ρ is d−dimensional density operator of Cd}
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denote the set of quantum states.
The Pauli matrices in one-qubit are given as
I2 =
[
1 0
0 1
]
,X =
[
0 1
1 0
]
,Z =
[
1 0
0 −1
]
,Y =
[
0 i
−i 0
]
.
Id denotes the identity operator of D(Cd), and Idd denotes the maximally mixed states of D(Cd).
3.3 The tensor product of Hilbert space
The state space of a composed quantum system is the tensor product of the state spaces of its
component systems. Let Cdk be a Hilbert space, and {∣∣ϕik〉} be the corresponding orthonormal
basis for 1 ≤ k ≤ m. One can define a Hilbert space ⊗mk=1 Cdk as the tensor product of Hilbert
spacesCdk by defining its orthonormal basis as {|ϕi1〉 · · · |ϕim〉}where the tensor product of vectors
is defined by the following new vector
m⊗
k=1
(
∑
ik
λik |ψik〉
)
= ∑
i1,··· ,im
λi1 · · · λim |ψi1〉 ⊗ · · · ⊗ |ψim〉.
Thus,
⊗m
k=1 C
dk is also a Hilbert space where the inner product is defined as follows: For any
|ψk〉, |φk〉 ∈ Cdk
〈ψ1 ⊗ · · · ⊗ ψm|φ1 ⊗ · · · ⊗ φm〉 = 〈ψ1|φ1〉 · · · 〈ψm|φn〉.
The following notation denotes the quantum state on multipartite system
⊗m
k=1 C
dk ,
D(⊗mi=1Cdi) = D(CΠ
m
i=1di).
The reduced quantum state of a bipartite mixed state ρ1,2 ∈ D(Cd1 ⊗Cd2) on the second system
is the density operators ρ2 := Tr1 ρ1,2 = ∑i〈i|A|i〉, where {|i〉} is the orthonormal basis of Cd1 . The
partial trace of ρ1 := Tr2 ρ1,2 can be similarly defined, note that partial trace functions are also
independent of the selected orthonormal basis. This definition can be directly generalized into
multipartite quantum states.
3.4 Quantum measurement
A positive-operator valued measure (POVM) is a measure whose values are non-negative self-
adjoint operators in a Hilbert space Cd, which is described by a collection of matrices {Mi} with
Mi ≥ 0 and
∑
i
Mi = Id.
If the state of a quantum systemwas ρ immediately before measurement {Mi}was performed on
it, then the probability of that result i recurring is
p(i) = Tr(Miρ).
A Hermitian O = ∑j λj|ψj〉〈ψj| (that is O = O†) on H with orthonormal basis
∣∣ψj〉 and λj ∈
R always corresponds to the following measurement protocol. Suppose the state of a quantum
system is ρ, whenmeasured in basis |ψj〉〈ψj|. If the outcome is j, the observed result is λj. Directly,
the output corresponds to a random variable X such that
p(X = λj) = Tr(ρ|ψj〉〈ψj|).
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Thus,
E X = Tr(ρO)
Var X = Tr(ρO2)− Tr2(ρO).
Now suppose we are given n copies of a quantum state ρ ∈ D(Cd1 ⊗ Cd2 ⊗ · · · ⊗ Cdm). The most
general way of obtaining information is to perform a measurementM = {Mj} of ρ⊗n,
∑
j
Mj = IΠmi=1dni .
An Mi with the dimension Π
m
j=1d
n
j is called a joint measurement, which usually does not in tensor
product form, not even within the convex cone of the tensor product of n semi-definite positive
matrices. Although joint measurement can usually provide an optimal learning, implementing
this scheme is usually hard. For example, the optimal tomography protocols and state certification
protocols given in [OW15, HHJ+16, OW16, OW17, BOW19] for n-qubit system require noiseless
measurement on an exponential number of copies of the quantum state.
A more restricted set of measurements is the set of independent measurement for elements of
the formM = ⊗nk=1M(k), whereM(k) = {M(k)j } is the measurement of ρ,
∑
j
M
(k)
j = IΠmi=1di .
Compared to joint measurement, independent measurement is much easier to implement, al-
though the information gain is usually not as efficient as an joint measurement for a fixed n.
A proper subset of independent measurement is the set of local measurement, whose elements
are in the formM = ⊗nk=1 ⊗mt=1M(k,t), whereM(k,t) = {M(k,t)j } is the measurement of Cdt ,
∑
j
M
(k,t)
j = Idt .
In other words, local measurement M(k,t) = {M(k,t)j } is performed on a local system Cdt . The
main advantage of this measurement scheme is that it is easy to implement, even easier than
independent measurement. Usually, we choose dt = 2.
3.5 ℓ1 distance
ℓ1 distance is used to characterize the difference between quantum states. The ℓ1 distance between
ρ and σ is defined as
||ρ− σ||1 ≡ Tr|ρ− σ|
where |A| ≡
√
A†A is the positive square root of A†A.
Given a general operator A, the ℓ1 norm is defined as
||A||1 = Tr|A|.
And Lemma 1 always applies:
Lemma 1. [NC11] The ℓ1 distance is decreasing under partial trace. That is
||ρ1 − σ1||1, ||ρ2 − σ2||1 ≤ ||ρ1,2 − σ1,2||1.
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Their ℓ2 distance is defined as
||ρ− σ||2 =
√
Tr(ρ− σ)2.
For ρ, σ ∈ D(Cd), we have the following relation between ℓ1 and ℓ2 distances,
||ρ− σ||2 ≤ ||ρ− σ||1 ≤
√
d||ρ− σ||2.
Given a subset P ( D(Cd), the ℓ1 distance between ρ and P is defined as
||ρ−P||1 = inf
σ∈P
||ρ− σ||1.
If ||ρ−P||1 > ǫ, we say that ρ is ǫ-far from P ; otherwise, it is ǫ-close.
3.6 Classical quantum state
For classical system C and quantum system B, the following set of state is usually called classical-
quantum state.
TBC = {∑
i∈C
pcρ
c
B ⊗ |c〉〈c| : pc ≥ 0, ∑
c∈C
pc = 1, ρ
c
B ∈ D(Cd1)},
where |c〉 are fixed orthonormal bases of system C.
3.7 Mutually unbiased bases
In quantum information theory, mutually unbiased bases (MUB) in d-dimensional Hilbert space
are two orthonormal bases {|e1〉, . . . , |ed〉} and {| f1〉, . . . , | fd〉} such that the square of the magni-
tude of the inner product between any basis states |ej〉 and | fk〉 equals the inverse of the dimension
d:
|〈ej| fk〉|2 = 1d , ∀j, k ∈ {1, . . . , d}.
These bases are unbiased in the following sense: if a system is prepared in a state belonging to one
of the bases, then all outcomes of the measurement with respect to the other basis will occur with
equal probability. It is known that, for d = pn with prime p, there exists d+ 1 MUBs [DEBK10].
Note that there are numerous papers that analyze the performance of MUB POVMs, for in-
stance [RS07].
3.8 Quantum property testing
Let D(Cd) denote the set of mixed states in Hilbert space Cd, and let a known T ⊂ D(Cd) be
the working domain of the quantum states. In a standard of property testing scenario, a testing
algorithm for a property P ⊂ T would be an algorithm that, when granted access to independent
samples from an unknown quantum state ρ ∈ T as well as an ℓ1 distance parameter of 0 < ǫ ≤ 1,
outputs either "Yes" or "No", with the following guarantees:
• If ρ ∈ P , then it outputs "Yes" with a probability of at least 23 .
• If ρ is ǫ-far from P , then it outputs "No" with a probability of at least 23 .
Our interest is in designing computational efficient algorithms with the smallest sample complex-
ity (i.e., the smallest number of samples drawn of ρ.).
Confidence of 23 is not essential here, it could be replaced by any constant greater than
1
2 . This
would only change the sample complexity by a multiplicative constant. According to the Chernoff
bound, the probability of success becomes 1− 2−Ω(k), after repeating the algorithm k times.
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3.9 Tools from earlier work
The following results were established in earlier work, and are used within this paper.
Theorem 3.9.1. [BBRV02] The Pauli group Pk = {I,X,Y,Z}⊗k of order 4k can be divided into 2k + 1
Abelian subgroups with an order of 2k, say, G0, . . . ,G2k such that Gi
⋂
Gj = {I⊗k2 } for i 6= j. Each
subgroup can be simultaneously diagonalizable by a corresponding basis. All these 2k + 1 bases form 2k + 1
MUBs.
Theorem 3.9.2. [OW15] 100 d
ǫ2
copies are sufficient and 0.15 d
ǫ2
copies are necessary to test whether ρ ∈
D(Cd) is the maximally mixed state Idd or ||ρ− Idd ||1 > ǫ with at least a 2/3 probability of success.
Algorithm 1: A Mixness Test
Input: 100 d
ǫ2
copies of ρ ∈ D(Cd)
1 . Output: "Yes" with a probability of at least 23 if ρ =
Id
d ; and "No" with a probability of at
least 23 if ||ρ− Idd ||1 > ǫ.
Theorem 3.9.3. [BOW19] For the mixed states ρ, σ ∈ D(Cd) and ǫ > 0, there is an algorithm that, given
Θ( d
ǫ2
) copies of ρ and σ, distinguishes between cases where ρ = σ and cases where ||ρ − σ||1 > ǫ with
high probability. And, in particular, for n ≥ 4, there is an observable M such that
E(M) = E[M(ρ⊗n ⊗ σ⊗n)] = ||ρ− σ||22,
Var(M) = Tr[M2(ρ⊗n ⊗ σ⊗n)]− ||ρ− σ||42 = O(
1
n2
+
||ρ− σ||22
n
).
The requirement of n ≥ 4 is not explicitly implied in the proof of Proposition 5.6 in [BOW19].
Algorithm 2: A Identity Test with Joint Measurement
Input: O( d
ǫ2
) copies of ρ ∈ D(Cd) and O( d
ǫ2
) copies of σ ∈ D(Cd)
Output: "Yes" with a probability of at least 23 if ρ = σ; and "No" with a probability of at least
2
3 if ||ρ− σ||1 > ǫ.
Theorem 3.9.4. [CDVV14] For n-dimensional probability distributions of p and q, O( b
ǫ2
) samples are
sufficient to distinguish, with at least a 23 probability, the cases where p = q from the cases where ||p −
q||2 > ǫ, where b ≥ ||p||2 , ||q||2.
Algorithm 3: An ℓ2 norm Identity Test
Input: O( b
ǫ2
) copies of p and O( b
ǫ2
) copies of q
Output: "Yes" with probability at least 23 if p = q, "No" with probability at least
2
3 if
||p− q||2 > ǫ.
Theorem 3.9.5. [CDKS18] For probability distributions pAB ∈ ∆(A × B) with b ≥ ||pAB ||2, ||pA ⊗
pB||2 there is an estimator Q : (A× B)n 7→ R such that n ≥ 4 samples of pAB ∈ ∆(A× B), say X,
EQ(X) = ||pAB − pA ⊗ pB||22,
Var[Q(X)] = O(
b||pAB − pA ⊗ pB||22
n
+
b2
n2
).
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4 Quantum Independence and Technical Lemmata
4.1 Bipartite independence and approximate independence
We say that ρ1,2 ∈ D(Cd ⊗ Cd2) is independent if ρ1,2 = σ1 ⊗ σ2 for some σi ∈ D(Cdi). One can
directly verify that, if ρ1,2 is independent, then ρ = ρ1 ⊗ ρ2 with ρ1 and ρ2 being the reduced
density matrices of ρ1,2.
We say that ρ is ǫ-independent with respect to the ℓ1 distance if there is an independent state
σ such that ||ρ − σ||1 ≤ ǫ. We say that ρ is ǫ-far from being independent with respect to the ℓ1
distance if ||ρ− σ||1 > ǫ for any independent state σ.
Proposition 1. Let ρ and σ be bipartite states of D(Cd ⊗ Cd2). If ||ρ− σ||1 ≤ ǫ/3 and σ is independent,
then ||ρ− ρ1 ⊗ ρ2||1 ≤ ǫ.
Proposition 1 follows from the Lemma 2.
According to triangle inequality, observe that
||ρ1 ⊗ ρ2 − σ1 ⊗ σ2||1 ≤ ||ρ1 ⊗ ρ2 − ρ1 ⊗ σ2||1 + ||ρ1 ⊗ σ2 − σ1 ⊗ σ2||1 = ||ρ1 − σ1||1 + ||ρ2 − σ2||1.
Therefore, we have
Lemma 2.
||ρ1 ⊗ ρ2 − σ1 ⊗ σ2||1 ≤ ||ρ1 − σ1||1 + ||ρ2 − σ2||1.
Proof of Proposition 1: Clearly, σ = σ1 ⊗ σ2. Thus, we have
||ρ− ρ1⊗ ρ2||1 ≤ ||ρ− σ||1 + ||σ− ρ1⊗ ρ2||1 = ||ρ− σ||1 + ||σ1⊗ σ2− ρ1⊗ ρ2||1 ≤ ǫ/3+ 2ǫ/3 = ǫ,
where the last inequality accords to Lemmas 2 and 1,
||ρ1 − σ1||1, ||ρ2 − σ2||1 ≤ ||ρ− σ||1 ≤ ǫ/3.
4.2 Multipartite independence and approximate independence
We say that ρ ∈ D(Cd ⊗ Cd2 ⊗ · · · ⊗ Cdm) is m-partite independent if ρ = ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρm,
and that ρ is ǫ-independent with respect to the ℓ1 distance if there is a state σ that is m-partite
independent and ||ρ− σ||1 ≤ ǫ. We say that ρ is ǫ-far from being independent with respect to the
ℓ1 distance if ||ρ− σ||1 > ǫ for any m-partite independent state σ .
Proposition 2. Let ρ and σ be m-partite states, if ||ρ − σ||1 ≤ ǫ, and σ is m-partite independent, then
||ρ− ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρm||1 ≤ (m+ 1)ǫ.
Applying the triangle inequality, we observe that
||ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρm − σ1 ⊗ σ2 ⊗ · · · ⊗ σm||1
≤ ||ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρm − ρ1 ⊗ σ2 ⊗ · · · ⊗ σm||1 + ||ρ1 ⊗ σ2 ⊗ · · · ⊗ σm − σ1 ⊗ σ2 ⊗ · · · ⊗ σm||1
= ||ρ2 ⊗ · · · ⊗ ρm −⊗σ2 ⊗ · · · ⊗ σm||1 + ||ρ1 − σ1||1
· · ·
≤
m
∑
i=1
||ρi − σi||1.
Then we have
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Lemma 3.
||ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρm − σ1 ⊗ σ2 ⊗ · · · ⊗ σm||1 ≤
m
∑
i=1
||ρi − σi||1.
Proof of Proposition 2: Clearly, σ = σ1 ⊗ σ2 ⊗ · · · ⊗ σm. From Lemma 3, we have
||ρ− ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρm||1
≤||ρ− σ||1 + ||σ− ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρm||1
=||ρ− σ||1 + ||σ1 ⊗ σ2 ⊗ · · · ⊗ σm − ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρm||1
≤ǫ+
m
∑
i=1
||σi − ρi||1
≤ǫ+
m
∑
i=1
||ρ− σ||1
≤(m+ 1)ǫ.
Proposition 3 establishes a connection between bipartite independence and multipartite indepen-
dence. Specifically, it shows that if an m-partite state is close to bipartite independence in any 1
versus m− 1 cut, it is close to being m partite independent.
Proposition 3. Let ρ be an m-partite states. If for any 1 ≤ i ≤ m, there exists a state σ(i)i of party i, and a
state ψS\{i} of parties S \ {i} such that ||ρ− σ(i)i ⊗ψS\{i}||1 ≤ ǫ, then ||ρ− ρ1 ⊗ ρ2⊗ · · · ⊗ ρm||1 ≤ 5mǫ.
Proof of Proposition 3: First, we can prove by induction that
||ρ− σ(1)1 ⊗ σ(2)2 ⊗ · · · ⊗ σ(m)m ||1 ≤ 4mǫ.
If m = 2, we know that
||ρ− σ(1)1 ⊗ σ(2)2 ||1
≤||ρ− σ(1)1 ⊗ ψ2||1 + ||σ(1)1 ⊗ σ(2)2 − σ(1)1 ⊗ ψ2||1
≤ǫ+ ||σ(2)2 − ψ2||1
≤ǫ+ ||ρ2 − ψ2||1 + ||σ(2)2 − ρ2||1
≤ǫ+ ||ρ− σ(1)1 ⊗ ψ2||1 + ||ψ1 ⊗ σ(2)2 − ρ||1
≤3ǫ
≤8ǫ.
By Lemma 1, we know that, for any 1 < i ≤ m, βS\{1,i} := Tr1 ψS\{i} satisfies
||ρS\{1} − σ(i)i ⊗ βS\{1,i}||1 ≤ ǫ.
According to Proposition 1, we have
||ρ− ρ1 ⊗ ρS\{1}||1 ≤ 3ǫ.
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Therefore, by induction, we have
||ρ− σ(1)1 ⊗ σ(2)2 ⊗ · · · ⊗ σ(m)m ||1
≤ ||ρ− ρ1 ⊗ ρS\{1}||1 + ||ρ1 ⊗ ρS\{1} − σ(1)1 ⊗ σ(2)2 ⊗ · · · ⊗ σ(m)m ||1
≤ 3ǫ+ ||ρS\{1} − σ(2)2 ⊗ · · · ⊗ σ(m)m ||1 + ||ρ1 − σ(1)1 ||1
= ||ρS\{1} − σ(2)2 ⊗ · · · ⊗ σ(m)m ||1 + 4ǫ
≤ 4(m− 1)ǫ+ 4ǫ
= 4mǫ,
The third inequality is also derived by induction, and we have
||ρ− ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρm||1
≤ ||ρ− σ(1)1 ⊗ σ(2)2 ⊗ · · · ⊗ σ(m)m ||1 + ||ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρm − σ(1)1 ⊗ σ(2)2 ⊗ · · · ⊗ σ(m)m ||1
≤ 4mǫ+
m
∑
i=1
||ρi − σ(i)i ||1
≤ 4mǫ+
m
∑
i=1
||ρ− σ(i)i ⊗ ψS\{i}||1
≤ 5mǫ.
4.3 Conditional independence
Consider the following set of classical-quantum-quantum states:
TABC = {∑
i∈C
pcρ
c
AB ⊗ |c〉〈c| : pc ≥ 0, ∑
c∈C
pc = 1, ρ
c
AB ∈ D(Cd1 ⊗Cd2)},
where |c〉 are fixed orthonormal bases of system C.
PA,B|C denotes the property of conditional independence for the classical-quantum-quantum
states:
PA,B|C = {∑
c∈C
pcσ
c
A ⊗ σcB ⊗ |c〉〈c| : pc ≥ 0, ∑
c∈C
pc = 1, ρ
c
A ∈ D(Cd1), ρcB ∈ D(Cd2)} ⊂ TABC.
We can directly generalize the definition of the ℓ1 distance for the states in TABC as follows. Given
ρABC = ∑i∈C pcρiAB ⊗ |c〉〈c| and σABC = ∑i∈C qcσiAB ⊗ |c〉〈c|, we define
||ρABC − σABC||1 = || ∑
i∈C
pcρ
c
AB ⊗ |c〉〈c| − ∑
c∈C
qcσ
c
AB ⊗ |c〉〈c|||1 = ∑
c∈C
||pcρcAB − qcσcAB||1.
We say ρABC ∈ TABC is ǫ-far from PAB|C if ||ρABC − σABC||1 > ǫ for any σ ∈ PAB|C.
Given access to ρABC ∈ TABC, the goal is to distinguish between ρABC ∈ PAB|C and ρABC being
ǫ-far from PAB|C, that is, to determine whether A and B are conditionally independent given C,
versus ǫ-far in ℓ1 distance.
The following lemmata are useful here.
Lemma 4. Given ρABC = ∑c∈C pcρcAB ⊗ |c〉〈c| and σABC = ∑c∈C qcσcAB ⊗ |c〉〈c|, we have that
||ρABC − σABC||1 ≤ ∑
c∈C
pc||ρcAB − σcAB||1 + ∑
c∈C
|pc − qc| = ∑
c∈C
pc||ρcAB − σcAB||1 + ||p− q||1.
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Proof. Let
τABC = ∑
c∈C
pcσ
c
AB ⊗ |c〉〈c|
By the triangle inequality, we have
||ρABC − σABC||1 ≤ ||ρABC − τABC||1 + ||τABC − σABC||1 = ∑
c∈C
pc||ρcAB − σcAB||1 + ∑
c∈C
|pc − qc|.
From this, we directly observe the following.
Corollary 1. If ρABC = ∑c∈C pcρcAB ⊗ |c〉〈c| is ǫ-far from PA,B|C, then for every σABC = ∑c∈C qcσcA ⊗
σcB ⊗ |c〉〈c|, either ||p− q||1 > ǫ2 , or ∑c∈C pc||ρcAB − σcA ⊗ σcB||1 > ǫ2 .
By generalizing Proposition 1, Lemma 5 shows a useful structural property of conditional
independence that is crucial to our algorithms. It shows that, if ρABC ∈ TABC is close to being
conditionally independent, then it is close to an appropriate mixture of its tensor products of
conditional reduced density matrices.
Lemma 5. Suppose ρABC = ∑c∈C pcρcAB ⊗ |c〉〈c| is ǫ-close to PA,B|C. Then
||ρABC − ρ˜ABC||1 ≤ 4ǫ,
where ρ˜ABC = ∑i∈C pcρcA ⊗ ρcB ⊗ |c〉〈c| with ρcA and ρcB being reduced density matrices of ρcAB.
Proof. Let σABC = ∑i∈C qcσcA ⊗ σcB ⊗ |c〉〈c| such that
||ρABC − σABC||1 = ∑
c∈C
||pcρcAB − qcσcA ⊗ σcB||1 ≤ ǫ.
According to Lemma 1, we have
||p− q||1 ≤ ǫ,
∑
c∈C
||pcρcA − qcσcA||1 ≤ ǫ,
∑
c∈C
||pcρcB − qcσcB||1 ≤ ǫ
Therefore, by the triangle inequality, we have
||ρABC − ρ˜ABC||1
≤||ρABC − σABC||1 + ||σABC − ρ˜ABC||1
≤ǫ+ ∑
c∈C
||pcρcA ⊗ ρcB − qcσcA ⊗ σcB||1
≤ǫ+ ∑
c∈C
||pcρcA ⊗ ρcB − qcσcA ⊗ ρcB||1 + ∑
c∈C
||qiσcA ⊗ ρcB − qcσcA ⊗ σcB||1
=ǫ+ ∑
c∈C
||pcρcA − qcσcA||1 + ∑
c∈C
||qcρcB − qcσcB||1
≤2ǫ+ ∑
c∈C
||qcρcB − qcσcB||1
≤2ǫ+ ∑
c∈C
||pcρcB − qcρcB||1 + ∑
c∈C
||pcρcB − qcσcB||1
=2ǫ+ ||p− q||1 + ǫ
≤4ǫ.
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In other words, ρABC is far from PA,B|C if and only if ||ρABC − ρ˜ABC||1 is large.
5 Connections between Quantum Property Testing and Distribution
Testing
In this section, we provide measurement schemes that map a quantum state to a probability dis-
tribution while maintaining ℓ2 norm relations for independent measurement followed by local
measurement.
5.1 Independent measurement
This subsection presents an independent measurement scheme, which generates a connection be-
tween quantum property testing and distribution testing.
Mutually unbiased bases (MUBs) are used to map the quantum states of D(Cd) into d(d+ 1)
dimensional probability distributions. Without loss of generality, assume d = 2k, and we the Pauli
group Pk = {I,X,Y,Z}⊗k be to the order of 4k. According to Theorem 3.9.1, any state ρ ∈ D(Cd)
can be written as
ρ = ∑
P∈Pk
ηpP =
Id
d
+
d
∑
a=0
∑
P∈Ga,
P 6=Id
ηpP =
Id
d
+ ∑
i,j
µi,j|βi,j〉〈βi,j|,
where Ga are the Abelian subgroups with an order of 2
k = d such that ∪Ga = Pk and Ga
⋂
Gb =
{I⊗k2 } for a 6= b. The equation is due to the simultaneous spectrum decomposition of Ga through
the MUBs bases. That is, for 0 ≤ i 6= s ≤ d, 1 ≤ j, t ≤ d,
|〈βi,j, βs,t〉| = 1√
d
.
In additional, it is verifiable that ∑dj=1 µi,j = 0 for all i by the traceless property of P 6= Id. Therefore,
we can obtain the following constraint on µi,j
1
d
+∑
i,j
µ2i,j ≤ 1. (3)
To observe this, by the property of MUBs, we have
Tr ρ2 =Tr
Id
d2
+ ∑
i,j,s,t
µi,jµs,t|〈βi,j, βs,t〉|2
=
1
d
+∑
i,j
µ2i,j + ∑
i 6=s
∑
j,t
µi,jµs,t
d
=
1
d
+∑
i,j
µ2i,j + ∑
i 6=s
∑
j
µi,j
∑t µs,t
d
=
1
d
+∑
i,j
µ2i,j
≤1,
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where ∑dj=1 µi,j = 0 for all i.
Now, POVM
M = {Mij =
|βi,j〉〈βi,j|
d+ 1
: 0 ≤ i ≤ d, 1 ≤ j ≤ d} (4)
can be used to map the d-dimensional quantum state ρ into a d(d + 1) dimensional probabilistic
distribution. The corresponding probability distribution p = (p(0, 1), . . . , p(d, d)) satisfies
p(i, j) =
Tr(ρ|βi,j〉〈βi,j|)
d+ 1
=
µi,j +
1
d
d+ 1
,
note that other terms are orthogonal or cancel out due to the property of MUBs and the equations
∑
d
j=1 µi,j = 0 for all i.
Then the ℓ2 norm of p can be bounded with
||p||2 =
√
∑
i,j
p2(i, j) =
√
∑i,j(µi,j +
1
d )
2
d+ 1
=
√
∑i,j µ
2
i,j +
d(d+1)
d2
+
2∑i,j µi,j
d
d+ 1
=
√
∑i,j µ
2
i,j +
d+1
d
d+ 1
≤
√
2
d+ 1
.
More importantly, this map preserves the ℓ2 distance, in the sense that the ℓ2 distance between
the image probability distributions is exactly the same as the ℓ2 distance between the pre-image
quantum states with a scaling of 1d+1 .
For any two states ρ = Idd + ∑i,j µi,j|βi,j〉〈βi,j| and σ = Idd + ∑i,j νi,j|βi,j〉〈βi,j|, we have that
||ρ− σ||2 = ||∑
i,j
(µi,j − νi,j)|βi,j〉〈βi,j|||2 =
√
∑
i,j
(µi,j − νi,j)2,
where similar to Eq. (3), the other terms are orthogonal or cancel out due to the property of MUBs
and the equation ∑dj=1 µi,j = 0 for all i.
Using the measurement M given in Eq. (4), the corresponding probability distributions can
be obtained: p = (p(0, 1), . . . , p(d, d)) and q = (q(0, 1), . . . , q(d, d)) with
p(i, j) =
Tr(ρ|βi,j〉〈βi,j|)
d+ 1
=
µi,j +
1
d
d+ 1
,
q(i, j) =
Tr(σ|βi,j〉〈βi,j|)
d+ 1
=
νi,j +
1
d
d+ 1
.
Therefore,
||p− q||2 =
√
∑i,j(µi,j − νi,j)2
d+ 1
=
||ρ− σ||2
d+ 1
.
Restatement of Theorem 1.2.1 There is an independent measurement scheme that maps the
quantum states inD(Cd) into d(d+ 1) dimensional probability distributions such that for all quan-
tum states ρ and σ
||p− q||2 = ||ρ− σ||2
d+ 1
, (5)
||p||2, ||q||2 ≤
√
2
d+ 1
, (6)
where p and q are the corresponding probability distributions of ρ and σ, respectively.
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5.2 Local measurement
In this subsection, we generalize the result of the previous subsection into the local measurement
setting by proving a restatement of Theorem 1.2.2.
Restatement of Theorem 1.2.2 For ρ1,2,...,m, σ1,2,...,m ∈ D(Cd1 ⊗ Cd2 ⊗ · · · ⊗ Cdm) where all di are
to the power of 2, each local party is measured using measurement corresponding to MUBs. The
resulting probability distribution p1,2,...,m, q1,2,...,m ∈ ∆(×mi=1[di(di + 1)]) for any S ⊂ [m] satisfies
||p1,2,...,m − q1,2,...,m||2 =
√
∑S⊂[m] ||ρS − σS||22
Πmi=1(di + 1)
,
||pS||2, ||qS||2 ≤ 2
|S|/2
Πi∈S(di + 1)
.
Moreover, the first equality is valid for any Hermitian matrix σ.
Proof. This general multipartite version of the proof follows naturally from the detailed proof for
the bipartite version using the same framework.
According to Theorem 3.9.1, the Pauli group Pk = {I,X,Y,Z}⊗k can be divided into 2k + 1
Abelian subgroups of the order 2k, say, G0, . . . ,G2k such that Gi
⋂
Gj = {I⊗k2 } for i 6= j. Each
subgroup is simultaneously diagonalizable by a corresponding basis. All these 2k + 1 bases form
2k + 1 MUBs of a k-qubit system.
Assume d1 = 2
k1 and d2 = 2k2 . Let Gk1,i be the Abelian subgroups of Pk1 with {
∣∣βi,j〉 : 0 ≤ i ≤
d1, 1 ≤ j ≤ d1} being the corresponding MUBs. Let Gk2,s be the Abelian subgroups of Pk2 with
{|αs,t〉 : 0 ≤ s ≤ d2, 1 ≤ t ≤ d2} being the corresponding MUBs. That is, for 0 ≤ i1 6= i2 ≤ d, 1 ≤
j1, j2 ≤ d1, 0 ≤ s1 6= s2 ≤ d, 1 ≤ t1, t2 ≤ d1,
|〈βi1 ,j1 , βi2,j2〉| =
1√
d1
,
|〈αs1 ,t1 , αs2,t2〉| =
1√
d2
.
Any state ρ ∈ D(Cd1 ⊗ Cd2) can be written as
ρ1,2 = ∑
P1∈Pk1 ,P2∈Pk2
ηP1 ,P2P1⊗ P2
=
Id1 ⊗ Id2
d1d2
+
d2
∑
s=0
∑
P2∈Gk2,s,
Pk2 6=Ik2
ηI,P2
Id1
d1
⊗ P2 +
d1
∑
i=0
∑
P1∈Gk1,i,
P1 6=Ik1
ηP1 ,IP1⊗
Id2
d2
+
d2
∑
s=0
∑
P2∈Gk2,s ,
Pk2 6=Ik2
d1
∑
i=0
∑
P1∈Gk1,i ,
P1 6=Ik1
ηP1 ,P2P1⊗ P2
=
Id1 ⊗ Id2
d1d2
+ ∑
s,t
µs,t
Id1
d1
⊗ |αs,t〉〈αs,t|+∑
i,j
νi,j|βi,j〉〈βi,j| ⊗ Id2
d2
+ ∑
i,j,s,t
χi,j,s,t|βi,j〉〈βi,j| ⊗ |αs,t〉〈αs,t|,
22
Following the trace of Pauli matrices, we always have
∑
t
µs,t = 0, ∑
j
νi,j = 0,
∑
t
χi,j,s,t = 0, ∑
j
χi,j,s,t = 0.
Therefore,
ρ1 =
Id1
d1
+ ∑
i,j
νi,j|βi,j〉〈βi,j|
ρ2 =
Id2
d2
+∑
s,t
µs,t|αs,t〉〈αs,t|.
The following inequalities are demonstrated in Section 5.1:
Tr ρ21 =Tr
Id1
d21
+ ∑
i,j
ν2i,j =
1
d1
+ ν2i,j ≤ 1,
Tr ρ22 =Tr
Id2
d22
+ ∑
s,t
µ2s,t =
1
d2
+ µ2s,t ≤ 1,
as can the following bound for χi,j,s,t. Note that the following terms are mutually orthogonal
Id1 ⊗ Id2
d1d2
, ∑
s,t
µs,t
Id1
d1
⊗ |αs,t〉〈αs,t|,
∑
i,j
νi,j|βi,j〉〈βi,j| ⊗ Id2
d2
, ∑
i,j,s,t
χi,j,s,t|βi,j〉〈βi,j| ⊗ |αs,t〉〈αs,t|.
The ℓ2 norms of these components can be computed with
||∑
s,t
µs,t|αs,t〉〈αs,t|||22 = ∑
s1,t1,s2,t2
µs1,t1µs2,t2 |〈αs1,t1 , αs2,t2〉|2 = ∑
s,t
µ2s,t + ∑
s1 6=s2
∑
t1
νs1,t1
∑t2 νs2 ,t2
d2
= ∑
s,t
µ2s,t,
||∑
i,j
νi,j|βi,j〉〈βi,j|||22 = ∑
i1,j1,i2,j2
νi1 ,j1νi2 ,s2 |〈βi1 ,j1 , βi2,j2〉|2 = ∑
i,j
ν2i,j + ∑
i1 6=i2
∑
j1
νi1 ,j1
∑j2 νi2,j2
d1
= ∑
i,j
ν2i,j,
and
|| ∑
i,j,s,t
χi,j,s,t|βi,j〉〈βi,j| ⊗ |αs,t〉〈αs,t|||22
= ∑
i1,j1,s1,t1
∑
i2,j2,s2,t2
χi1,j1,s1,t1χi2,j2 ,s2,t2 |〈βi1 ,j1 , βi2,j2〉|2|〈αs1,t1 , αs2,t2〉|2
= ∑
i,j,s,t
χ2i,j,s,t + ∑
i1 6=i2,s1 6=s2
∑j1 ,j2 ∑t1,t2 χi1,j1 ,s1,t1χi2,j2 ,s2,t2
d1d2
= ∑
i,j,s,t
χ2i,j,s,t + ∑
i1 6=i2,s1 6=s2
∑j1 ,j2 ∑t1 χi1,j1,s1,t1 ∑t2 χi2,j2,s2,t2
d1d2
= ∑
i,j,s,t
χ2i,j,s,t.
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Therefore, we have
Tr ρ21,2 =Tr
Id1 ⊗ Id2
d21d
2
2
+
||∑s,t µs,t|αs,t〉〈αs,t|||22
d1
+
||∑i,j νi,j|βi,j〉〈βi,j|||22
d2
+ || ∑
i,j,s,t
χi,j,s,t|βi,j〉〈βi,j| ⊗ |αs,t〉〈αs,t|||22
=
1
d1d2
+
∑s,t µ
2
s,t
d1
+
∑i,j ν
2
i,j
d2
+ ∑
i,j,s,t
χ2i,j,s,t ≤ 1.
Now, POVM
M = {Mi,j,s,t =
|βi,j〉〈βi,j| ⊗ |αs,t〉〈αs,t|
(d1 + 1)(d2 + 1)
: 0 ≤ i ≤ d1, 1 ≤ j ≤ d1, 0 ≤ s ≤ d2, 1 ≤ t ≤ d2}
can be used to map the d1d2-dimensional quantum state into the distribution on [d1(d1 + 1)] ×
[d2(d2 + 1)].
Note that this is not merely an independent measurement, it is also a local measurement:
M =M1 ⊗M2,
M1 ={Mi,j =
|βi,j〉〈βi,j|
d1 + 1
: 0 ≤ i ≤ d1, 1 ≤ j ≤ d1},
M2 ={Ns,t = |αs,t〉〈αs,t|
d2 + 1
: 0 ≤ s ≤ d2, 1 ≤ t ≤ d2}.
The corresponding probability distribution p1,2 satisfies
p1,2(i, j, s, t) =
Tr(ρ|βi,j〉〈βi,j| ⊗ |αs,t〉〈αs,t|)
(d1 + 1)(d2 + 1)
=
1
d1d2(d1 + 1)(d2 + 1)
+
µs,t
d1(d1 + 1)(d2 + 1)
+
νi,j
d2(d1 + 1)(d2 + 1)
+
χi,j,s,t
(d1 + 1)(d2 + 1)
.
p1,2 can be regarded as a bipartite distribution on [d1(d1 + 1)]× [d2(d2 + 1)]. Then,
p1(i, j) = ∑
s,t
p1,2(i, j, s, t) = ∑
s,t
Tr[ρ1,2(Mi,j ⊗ Ns,t)] = Tr[ρ1,2(Mi,j ⊗∑
s,t
Ns,t)] = Tr[ρ1,2(Mi,j ⊗ Id2)] = Tr(ρ1Mi,j)
p2(s, t) = ∑
i,j
p1,2(i, j, s, t) = ∑
i,j
Tr[ρ1,2(Mi,j ⊗ Ns,t)] = Tr[ρ1,2(∑
i,j
Mi,j ⊗ Ns,t)] = Tr[ρ1,2(Id1 ⊗ Ns,t)] = Tr(ρ2Ns,t).
In other words, p1 is the distribution from applying POVM M1 of ρ1, and p2 is the distribution
from applying POVMM2 of ρ2.
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||p1,2||22 can be bounded with
(d1 + 1)
2(d2 + 1)
2 ∑
i,j,s,t
p21,2(i, j, s, t)
= ∑
i,j,s,t
(
1
d1d2
+
µs,t
d1
+
νi,j
d2
+ χi,j,s,t)
2
= ∑
i,j,s,t
1
d21d
2
2
+ ∑
i,j,s,t
µ2s,t
d21
+ ∑
i,j,s,t
ν2i,j
d22
+ ∑
i,j,s,t
χ2i,j,s,t + 2 ∑
i,j,s,t
µs,t
d21d2
+ 2 ∑
i,j,s,t
νi,j
d1d
2
2
+ ∑
i,j,s,t
2χi,j,s,t
d1d2
+ 2 ∑
i,j,s,t
µs,tνi,j
d1d2
+ 2 ∑
i,j,s,t
µs,tχi,j,s,t
d1
+ 2 ∑
i,j,s,t
νi,jχi,j,s,t
d2
=
(d1 + 1)(d2 + 1)
d1d2
+
d1 + 1
d1
∑
s,t
µ2s,t +
d2 + 1
d2
∑
i,j
ν2i,j + ∑
i,j,s,t
χ2i,j,s,t
+ 2
(∑i,j νi,j)(∑s,t µs,t)
d1d2
+ 2∑
s,t
µs,t(∑i,j χi,j,s,t)
d1
+ 2∑
i,j
νi,j(∑s,t χi,j,s,t)
d2
=
(d1 + 1)(d2 + 1)
d1d2
+
d1 + 1
d1
∑
s,t
µ2s,t +
d2 + 1
d2
∑
i,j
ν2i,j + ∑
i,j,s,t
χ2i,j,s,t,
where we use these facts:
∑
t
µs,t = 0, ∑
j
νi,j = 0,
∑
t
χi,j,s,t = 0, ∑
j
χi,j,s,t = 0.
According to the inequalities obtained, we have
(d1 + 1)(d2 + 1)
d1d2
+
d1 + 1
d1
∑
s,t
µ2s,t +
d2 + 1
d2
∑
i,j
ν2i,j + ∑
i,j,s,t
χ2i,j,s,t
=1+
1
d1
+
1
d2
+
1
d1d2
+
∑s,t µ
2
s,t
d1
+ ∑
s,t
µ2s,t +
∑i,j ν
2
i,j
d2
+ ∑
i,j
ν2i,j + ∑
i,j,s,t
χ2i,j,s,t
≤4
Therefore,
||p1,2||2 ≤ 2(d1 + 1)(d2 + 1) .
For any two states
ρ1,2 =
Id1 ⊗ Id2
d1d2
+∑
s,t
µs,t
Id1
d1
⊗ |αs,t〉〈αs,t|+ ∑
i,j
νi,j|βi,j〉〈βi,j| ⊗ Id2
d2
+ ∑
i,j,s,t
χi,j,s,t|βi,j〉〈βi,j| ⊗ |αs,t〉〈αs,t|
σ1,2 =
Id1 ⊗ Id2
d1d2
+∑
s,t
µ′s,t
Id1
d1
⊗ |αs,t〉〈αs,t|+ ∑
i,j
ν′i,j|βi,j〉〈βi,j| ⊗
Id2
d2
+ ∑
i,j,s,t
χ′i,j,s,t|βi,j〉〈βi,j| ⊗ |αs,t〉〈αs,t|,
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we have that
||ρ1,2 − σ1,2||2
=||∑
s,t
(µs,t − µ′s,t)
Id1
d1
⊗ |αs,t〉〈αs,t|+ ∑
i,j
(νi,j − ν′i,j)|βi,j〉〈βi,j| ⊗
Id2
d2
+ ∑
i,j,s,t
(χi,j,s,t − χ′i,j,s,t)|βi,j〉〈βi,j| ⊗ |αs,t〉〈αs,t|||2
=
√√√√∑s,t(µs,t − µ′s,t)2
d1
+
∑i,j(νi,j − ν′i,j)2
d2
+ ∑
i,j,s,t
(χi,j,s,t − χ′i,j,s,t)2.
In performing the POVM
M = {Mi,j,s,t =
|βi,j〉〈βi,j| ⊗ |αs,t〉〈αs,t|
(d1 + 1)(d2 + 1)
: 0 ≤ i ≤ d1, 1 ≤ j ≤ d1, 0 ≤ s ≤ d2, 1 ≤ t ≤ d2},
the corresponding probability distributions p1,2 and q1,2 satisfy
p1,2(i, j, s, t) =
1
d1d2(d1+1)(d2+1)
+ µs,t
d1(d1+1)(d2+1)
+
νi,j
d2(d1+1)(d2+1)
+
χi,j,s,t
(d1+1)(d2+1)
,
q1,2(i, j, s, t) =
1
d1d2(d1+1)(d2+1)
+
µ′s,t
d1(d1+1)(d2+1)
+
ν′i,j
d2(d1+1)(d2+1)
+
χ′i,j,s,t
(d1+1)(d2+1)
.
Therefore,
||p1,2 − q1,2||2
=
√
∑i,j,s,t(
µs,t−µ′s,t
d1
+
νi,j−ν′i,j
d2
+ χi,j,s,t − χ′i,j,s,t)2
(d1 + 1)(d2 + 1)
=
√
(d1 + 1)
∑s,t(µs,t−µ′s,t)2
d1
+ (d2 + 1)
∑i,j(νi,j−ν′i,j)2
d2
+ ∑i,j,s,t(χi,j,s,t− χ′i,j,s,t)2
(d1 + 1)(d2 + 1)
=
√
||ρ2 − σ2||22 + ||ρ1 − σ1||22 + ||ρ1,2 − σ1,2||22
(d1 + 1)(d2 + 1)
,
wherein the second equality, the cross-terms cancel out using the same argument for computing
||p1,2||2, and the equalities derived in this subsection:
||ρ1,2 − σ1,2||2 =
√√√√∑s,t(µs,t − µ′s,t)2
d1
+
∑i,j(νi,j − ν′i,j)2
d2
+ ∑
i,j,s,t
(χi,j,s,t− χ′i,j,s,t)2,
and the equality obtained in Section 5.1
||ρ2 − σ2||22 = ∑
s,t
(µs,t − µ′s,t)2, ||ρ1 − σ1||22 = ∑
i,j
(νi,j − ν′i,j)2.
In the simplest version of an m-qubit system, we have Proposition 4:
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Proposition 4. m-qubit states can be mapped into 6m probabilistic distributions using M = 16m {I +
X, I − X,Y +Y, I − Y, I + Z, I − Z}⊗m, such that
||p1,2,...,m − q1,2,...,m||2 =
√
∑S⊂[m] ||ρS − σS||22
3m
≥ ||ρ− σ||2
3m
||pS||2, ||qS ||2 ≤ 2
|S|/2
3|S|
are valid for any ρ, σ and the corresponding distributions p, q.
Moreover, the first equality is valid for any Hermitian matrix σ.
6 A Streaming Algorithm for Quantum State Tomography
Having established a connection between quantum property testing and distribution testing, we
can begin to explore the potential of classical techniques with various tasks. The first of these, for
us, is a streaming algorithm for quantum state tomography.
Restatement of Theorem 1.2.3 The sample complexity of m-qubit quantum state tomography
with a streaming algorithm is O( 18
m
ǫ2
).
Proof. UseM = 16m {I + X, I − X,Y + Y, I − Y, I + Z, I − Z}⊗m to measure the m-qubit quantum
state ρ, and assume the corresponding distribution is p. p is a 6m dimensional distribution. More-
over,M maps any 2m × 2m Hermitian matrix into a subspace P ⊆ R6m . For any v ∈ P, there is a
Hermitian matrix A such thatM maps A to v.
According to Proposition 4, a good approximation of p leads to a good approximation of ρ as
follows.
Using n samples of p, we construct pˆ as
pˆ(i) =
#(i)
n
,
where #(i) denotes the frequency of that i will occur in n samples. #(i) = ∑nj=1 B(i, j) is i.i.d., and
B(i, j) obeys the Bernoulli distribution with the parameter p(i).
E(||pˆ− p||22) =
6m
∑
i=1
p(i)− p2(i)
n
<
1
n
.
pˆmay do not lie in P. We can map pˆ into Ppˆ. Directly, we have
||Ppˆ− p||22 ≤ ||pˆ− p||22.
Then
E(||Ppˆ− p||22) ≤ E(||pˆ− p||22) <
1
n
.
Let A be the 2m × 2m Hermitian matrix corresponds to Ppˆ. Now
E(||A− ρ||1) ≤
√
2mE(||A− ρ||2) ≤ 3m
√
2m
√
E(||pˆ− p||22) = 3m
√
2m
√√√√ 6m∑
i=1
p(i)− p2(i)
n
<
√
18m
n
.
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To reach that ||A − ρ||1 ≤ ǫ with high probability, only n = O( 18mǫ2 ) samples are needed, so we
choose ρˆ, which minimizes ||X − A||1 among all quantum states X. Therefore,
||ρˆ− ρ||1 ≤ ||ρˆ− A||1 + ||A− ρ||1 ≤ 2||A− ρ||1 ≤ 2ǫ.
According to Tr A = 1, we can let ρˆ = λA+ where Tr ρˆ = 1 and A = A+− A− such that A+, A− ≥
0 and A+A− = 0.
This is the first streaming quantum algorithm for quantum state tomography in the realm of
quantum property testing, given the mentioned mistake-prone fact that Pauli measurements can
not be preformed in the local measurement model [FGLE12].
The advantage of local measurement can be illustrated as the following example. For a general
three qubit state ρ1,2,3, our local measurementmethod consists of one-qubit measurements on each
qubit. In this sense, if we want to obtain correlation informaiton about ρ1,2, our measurement does
not corrupt the correlation information about ρ1,3 very much in expectation. Formally, the local
measurement structure enables us to derive the k-local tomography whose goal is to output good
estimation of all k-qubit reduced density matrices with good precision with high probability.
Restatement of Theorem 1.2.4 The sample complexity of k-local tomography of m-qubit quan-
tum state with a streaming algorithm is O(
108k(log (mk )+k log 6)
ǫ2
). For constant k, it is Θ( logm
ǫ2
).
Proof. Our measurement scheme maps k-qubit state ρ into a 6k dimensional probability distribu-
tion p = (p(1), p(2), · · · , p(6k)). With n copies of ρ, we can have n i.i.d. samples of p and suppose
the empirical distribution is pˆ = ( pˆ(1), pˆ(2), · · · , pˆ(6k)). According to Chernoff bound,
Pr(|p(i) − pˆ(i)| > δ) < 2 exp(−nδ2/2)
Then with probability at least
1− 2× 6k exp(−nδ2/2)
we have that for any i, |p(i)− pˆ(i)| < δ. With probability at least 1− 2× 6k exp(−nδ2/2), we have
||p− pˆ||2 ≤ 6kδ2.
In this case, according to the analysis of Theorem 1.2.3, one can output a ρˆ such that ||ρ − ρˆ||1 ≤
6k
√
3
k
δ.
To have good estimations of all (mk ), we only need to do the local measurement on each qubit
for each copy. After obtaining the sample of the total 6m dimensional distribution, we can compute
the induced sample of each 6k dimensional distribution which corresponds to each k-qubit state.
The rest is a union bound which says that the probability of having a ǫ estimation, by setting
ǫ = 6k
√
3
k
δ, of all k-reduced density matrices is at least
1−
(
m
k
)
2× 6k exp(−nδ2/2).
Let n = O(
108k(log (mk )+k log 6)
ǫ2
), we can have the above probability greater than 2/3.
For constant k, it becomes O( logm
ǫ2
). To show this is tight, we only need to deal with classical
distribution p = p1 ⊗ p2 ⊗ · · · ⊗ pm where each pi = ( 12 + ǫ, 12 − ǫ) or pi = ( 12 − ǫ, 12 + ǫ) and the
goal is to obtain ǫ estimation of each pi.
28
According to [Mou16], Ω( 1
ǫ2
log( 1q )) samples are needed to achieve confidence at least 1− q.
Therefore, we require that
(1− q)m > 2
3
.
That is q = O( 1m ), that implies the bound Ω(
logm
ǫ2
).
7 Quantum State Certification
The connections developed in Section 5.1, together with the ℓ2-identity tester of probability distri-
butions provided in [CDVV14], also make efficient identity testing of quantum states possible.
7.1 Independent measurement
Restatement of Theorem 1.2.5 To identify ρ, σ ∈ D(Cd) via local measurement, O( d2
ǫ2
) copies
are sufficient to distinguish, with at least a 23 probability, cases where ρ = σ from cases where
||ρ− σ||1 ≥ ǫ.
Proof. First map the state into probability distributions, say p and q, through independent mea-
surement with Theorem 1.2.1, and follow by executing Algorithm 4
Algorithm 4: A Identity Test with Independent Measurement
Input: O( d
2
ǫ2
) copies of ρ ∈ D(Cd) and O( d
ǫ2
) copies of σ ∈ D(Cd)
Output: "Yes" with a probability of at least 23 if ρ = σ; and "No" with a probability of at least
2
3 if ||ρ− σ||1 > ǫ.
1 Run Algorithm 3 to distinguish between p = q and ||p− q||2 ≥ ǫ√d(d+1) ;
/* p and q are the probability distributions obtained by measuring ρ
and σ through the independent measurement with Theorem 1.2.1,
respectively. */
According to ||p − q||2 = ||ρ−σ||2d+1 , we only need to distinguish cases where p = q from cases
where ||p − q||2 ≥ ||ρ−σ||1√d(d+1) ≥
ǫ√
d(d+1)
. Choosing b =
√
2
d+1 ≥ ||p||2, ||q||2 and invoking Theorem
3.9.4, we have
O(
b
( ǫ√
d(d+1)
)2
) = O(
d2
ǫ2
)
which is a sufficient number of copies.
If we let d = 2m, the sample complexity is O( d
1.5+log 3
ǫ2
).
According to [HHJ+16], the sample complexity for tomography is ρ ∈ D(Cd) is Θ( d3
ǫ2
), which
makes Algorithm 4 a better choice for identity testing after tomography.
As mentioned in the introduction, Algorithm 4 should be significantly easier to implement
because it does not demand noiseless, universal quantum computationwith an exponential number
of qubits.
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7.2 Local measurement
Restatement of Theorem 1.2.6 For m-qubit quantum states ρ, σ, O( (6
√
2)m
ǫ2
) copies are sufficient
to distinguish via local measurement, with at least a 23 probability, cases where ρ = σ from cases
where ||ρ− σ||1 ≥ ǫ.
Proof. First map the state into probability distributions, say p and q, through local measurement
with Theorem 4, and follow by executing Algorithm 5,
Algorithm 5: A Identity Test Streaming Algorithm
Input: O( (6
√
2)m
ǫ2
) copies of ρ and O( (6
√
2)m
ǫ2
) copies of σ
Output: "Yes" with a probability of at least 23 if ρ = σ; and "No" with a probability of at least
2
3 if ||ρ− σ||1 > ǫ.
1 Run Algorithm 3 to distinguish between p = q and ||p− q||2 ≥ ǫ2m/23m ;
/* p and q are the probability distributions obtained by measuring ρ
and σ with the local measurement in Proposition 4, respectively.
*/
According to ||p − q||2 ≥ ||ρ−σ||23m , we only need to distinguish cases that p = q from cases
where ||p− q||2 ≥ ||ρ−σ||1√d3m ≥
ǫ
2m/23m
. Choosing b = 2
m/2
3m ≥ ||p||2, ||q||2 and invoking Theorem 3.9.4,
we have
O(
b
( ǫ
2m/23m
)2
) = O(
(6
√
2)m
ǫ2
)
which is a sufficient number of copies.
This is significantly less complex than the streaming tomography Algorithm 1.2.3 given in
Section 6.
7.3 Comparison with a quantum Swap test
The quantum swap test is widely used in identity testing for quantum states in the ℓ2 distance.
The swap operator S is a unitary that for any 1 ≤ i, j ≤ d,
S |i〉 |j〉 = |j〉 |i〉 .
From direct observation, we always have
Tr[S(ρ⊗ σ)] = Tr(ρσ),
for all ρ, σ ∈ D(Cd), and by employing this operator, an observable M can be constructed such
that |M| ≤ 10I
Tr[M(ρ⊗ ρ⊗ σ⊗ σ)] = ||ρ− σ||22.
This follows from letting
M = O1− 2O2 +O3,
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where the bounded operatorsO1,O2,O3 are
Tr[O1(ρ⊗ ρ⊗ σ⊗ σ)] =Tr(ρ2),
Tr[O2(ρ⊗ ρ⊗ σ⊗ σ)] =Tr[ρσ],
Tr[O3(ρ⊗ ρ⊗ σ⊗ σ)] =Tr(σ2].
The joint measurement is then
M1 =
10I +O
20
, M2 =
10I −O
20
.
Applying this measurement to ρ⊗ ρ⊗ σ⊗ σ, the resulting probability is
p(1) =
1
2
+
||ρ− σ||22
20
, p(2) =
1
2
− ||ρ− σ||
2
2
20
.
Using this measurement to distinguish cases where ρ = σ from cases where ||σ − ρ||2 ≥ ǫ,
with high confidence, between the two probability distributions p and q, where
p(1) =
1
2
, p(2) =
1
2
.
q(1) =
1
2
+
ǫ2
20
, q(2) =
1
2
− ǫ
2
20
.
According to basic statistics, O( 1
ǫ4
) copies are needed.
In testing the ℓ1 norm with this approach, the complexity of distinguishing cases where ρ = σ
from cases where ||σ− ρ||1 ≥ ǫ through the ℓ2 bound, becomes O( d2ǫ4 ).
Compare with this Swap test based algorithm, Algorithm 4 uses fewer copies and is easier to
implement. For fixed constant d, Algorithm 5 use fewer copies and is much easier to implement.
8 Testing Independence
The goal of independence testing is to determine whether a fixed multipartite state ρ is indepen-
dent, i.e., in tensor product form, or far from being independent. Hence, in this section, we outline
a series of testing algorithms and almost matching lower bounds in joint measurement setting, in-
dependent measurement, and in a streaming fashion. We begin with the bipartite independence
testing and then generalize to multipartite independence testing.
8.1 Testing bipartite independence
This subsection presents the algorithms for testing bipartite independence with joint measure-
ment, independent measurement, and local measurement, in that order, and concludes with a
proof of the matching lower bounds in the joint measurement setting.
Lemma 6. For a fixed ρ ∈ D(Cd1 ⊗ Cd2), the sample complexity of independence testing, i.e., of the form
ρ1 ⊗ ρ2, or ||ρ− σ||1 > ǫ for any independent σ, is
• O( d1d2
ǫ2
) with joint measurement;
• O( d21d22
ǫ2
) with independent measurement; and
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• O( d
1.5+log 3
1 d
1.5+log 3
2
ǫ2
) with a streaming algorithm.
Proof. The algorithm for joint measurement follows
Algorithm 6: A Bipartite Independence Testing with Joint Measurement
Input: n = O( d1d2
ǫ2
) copies of ρ ∈ D(Cd1 ⊗ Cd2)
Output: "Yes" with a probability of at least 23 if ρ is independent; and "No" with a
probability of at least 23 if ||ρ− σ||1 > ǫ for any independent σ.
1 Use n3 copies of ρ to generate ρ1;
/* Trace out system 2 */
2 Use n3 copies of ρ to generate ρ2;
/* Trace out system 1 */
3 Run Algorithm 2 on n3 copies of ρ and
n
3 copies of ρ1 ⊗ ρ2 with the parameter ǫ/3;
The correctness of these algorithm accords with Theorem 3.9.3 by note that
• If ρ is independent, then ρ = ρ1 ⊗ ρ2, and this algorithm will output "Yes" with high proba-
bility.
• If ||ρ− σ||1 > ǫ for any independent σ, then ||ρ− ρ1 ⊗ ρ2||1 > ǫ/3 by Proposition 1, and this
algorithm will output "No" with high probability.
We can derive an independent measurement tester by replacing the identity tester in Algorithm 2
with Algorithm 4. From a similar analysis to the above, we have
O(
d21d
2
2
ǫ2
)
which is a sufficient number of copies.
We can derive a local measurement tester by replacing the identity tester in Algorithm 2 with
Algorithm 5. From a similar analysis, we have
O(
d
1.5+log 3
1 d
1.5+log 3
2
ǫ2
)
which is a sufficient number of copies.
Next, we provide a matching bound with joint measurement, up to a poly log factor.
Lemma 7. Let ρ ∈ D(Cd1 ⊗ Cd2) with d1 ≥ d2. Ω( d1d2ǫ2 ) copies are necessary to test whether ρ is
independent or ǫ-far from being independent in term of ℓ1 distance when d2 > 2000; otherwise, if d2 ≤
2000, Ω( d1d2
ǫ2 log3 d1 log log d1
) copies are necessary.
In cases where d1 and d2 are both very large, the bound is derived from the mixness test of
Theorem 3.9.2 in [OW15], where the constant 2000 comes from the upper and lower bound of the
constant in that theorem. To deal with "unbalanced" cases where only d1 or d2 is small–here, let us
says d2–we split the d1 system into many systems of dimension d2, which transforms the original
unbalance of bipartite problem into a problem of "balanced" multipartite independence testing.
Then, we use Proposition 3.
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Proof. First, note that it suffices to consider cases where d1d2 are sufficiently large since Ω(
1
ǫ2
) sam-
ples are required to distinguish the two classical distributions, i.e., a [2]× [2] uniform distribution
from the distribution ( 1+2ǫ4 ,
1−2ǫ
4 ,
1−2ǫ
4 ,
1+2ǫ
4 ).
To show the lower bound for a general d1 and d2, assume there is an algorithm, Algorithm A,
that uses f (d1, d2, ǫ) copies to decide whether a given ρ ∈ D(Cd1 ⊗ Cd2) is independent or ǫ-far
from being independent with at least a 2/3 probability of successful. By using Algorithm A as
an oracle, the following algorithm can distinguish cases where ρ =
Id1
d1
⊗ Id2d2 from cases where
||ρ− Id1d1 ⊗
Id2
d2
||1 > ǫ for any t > 1.
Algorithm 7: A Bipartite Identity test A for a maximally mixed state
Input: n = 100 f (d1, d2,
(t−1)ǫ
4t ) + 300t
2 d1
ǫ2
+ Θ( d2
t2(t−1)2ǫ2 ) copies of ρ ∈ D(Cd1 ⊗Cd2)
Output: "Yes" with a probability of at least 23 if ρ =
Id1
d1
⊗ Id2d2 ; and "No" with a probability of
at least 23 if ||ρ−
Id1
d1
⊗ Id2d2 ||1 > ǫ.
1 Repeat Algorithm 1, with 100t2 d1
ǫ2
copies of ρ, three times to test whether ρ1 =
Id1
d1
or
||ρ1 − Id1d1 ||1 > ǫ/t with at least a 2027 probability of success;
2 if "No" then
3 Return “No";
4 else
5 Employ Algorithm 1 with Θ( t
2d2
(t−1)2ǫ2 ) copies of ρ to test whether ρ2 =
Id2
d2
or
||ρ1 − Id1d1 ||1 >
(t−1)ǫ
4t with at least a
27
28 probability of success;
6 if "No" then
7 Return “No";
8 else
9 Run Algorithm A 100 times to test whether ρ is independent or is
(t−1)ǫ
4t -far from
being independent with at least a 2830 probability of success;
10 if "Yes" then
11 Return “Yes";
12 else
13 Return “No";
To see this algorithm to succeed at detecting whether ρ is maximally mixed with high proba-
bility, note that
If ρ =
Id1
d1
⊗ Id2d2 , in Line 1, the algorithm will output ρ1 =
Id1
d1
with a probability of at least 2027 ;
in Line 5, the algorithm will output ρ2 =
Id2
d2
with a probability of at least 2728 ; in Line 9, ρ will
be independent with a probability of at least 2830 . Overall, Algorithm 7 will output "Yes" with a
probability of at least 23 .
If ||ρ − Id1d1 ⊗
Id2
d2
||1 > ǫ, then one of the following three statements will be true: ρ1 is ǫ/t-
far from
Id1
d1
; or ρ2 is
(t−1)ǫ
4t -far from
Id2
d2
; or ρ is (t−1)ǫ4t -far from being independent. Otherwise,
assume that there exists an σ1 and an σ2, such that ||ρ − σ1 ⊗ σ1||1 < (t−1)ǫ4t , ||ρ1 −
Id1
d1
||1 < ǫt and
||ρ2 − Id2d2 ||1 <
(t−1)ǫ
4t . According to Proposition 1, we have ||ρ− ρ1 ⊗ ρ2||1 < 3(t−1)ǫ4t . Then by the
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triangle inequality and Lemma 2, we have
||ρ− Id1
d1
⊗ Id2
d2
||1 ≤ ||ρ− ρ1 ⊗ ρ1||1 + || Id1
d1
⊗ Id2
d2
− ρ1 ⊗ ρ1||1 < 3(t− 1)ǫ
4t
+
ǫ
t
+
(t− 1)ǫ
4t
= ǫ.
Contradiction! Therefore, in this case, the algorithm outputs "No" with a probability of at least
min{ 2027 , 2728 , 2830} > 23 .
This algorithm uses n = 100 f (d1, d2,
(t−1)ǫ
4t ) + 300t
2 d1
ǫ2
+ Θ( t
2d2
(t−1)2ǫ2 ) copies of ρ. Invoking The-
orem 3.9.2, we know that 0.15 d1d2
ǫ2
copies are necessary to test, with at least a 2/3 probability of
success, whether ρ is the maximally mixed state or whether it is ǫ-far.
We must have
100 f (d1, d2,
(t− 1)ǫ
4t
) + 300t2
d1
ǫ2
+ Θ(t2
d2
(t− 1)2ǫ2 ) ≥ 0.15
d1d2
ǫ2
.
If d1 and d2 are both sufficiently large, we can choose a constant t such that 300t
2 d1
ǫ2
+Θ(t2 d2
(t−1)2ǫ2 ) =
o( d1d2
ǫ2
), which implies
f (d1, d2, ǫ) ≥ Ω( 16t
2d1d2
(t− 1)2ǫ2 ) = Ω(
d1d2
ǫ2
).
If d1 is sufficiently large and d2 is not sufficiently large but d2 > 2000, we can choose t =
√
2000.5
2000 ,
then
f (d1, d2, cǫ) ≥ 0.15d1d2
ǫ2
− 300t2 d1
ǫ2
+ Ω(t2
d2
(t− 1)2ǫ2 ) = Ω(
d1
ǫ2
) = Ω(
d1d2
ǫ2
),
with the constant c = t−14t . Thus, for d2 > 2000,
f (d1, d2, ǫ) ≥ Ω(d1d2
ǫ2
).
The above technique does not work with a small d2, because the number of copies required to test
a d1 system 300t
2 d1
ǫ2
and the number of copies required to test a total system of 0.15 d1d2
ǫ2
are of the
same order.
To deal with this unbalanced case, we develped a dimension splitting technique that trans-
forms bipartite independence into k-partite independence. First observe that the sample complex-
ity for independence testing in D(Cd1 ⊗Cd2) is no less than the sample complexity for an indepen-
dence test of D(Cd ⊗ C2) for d = 2[log d1] ≤ d1. Therefore, without loss of generality, assume that
d2 = 2 and d1 = 2
k instead of d2 ≤ 2000, and that d1 is sufficiently large.
We still assume that there is an Algorithm A that uses f (2k, 2, ǫ) copies to decide, with at least
a 2/3 probability of success, whether a given ρ ∈ D(C2k×2k ⊗ C2×2) is independent or ǫ-far from
independent in the 2k and 2 bipartitions. Any such ρ can be regarded as a k + 1 qubit state, and
the qubit systems will be labeled as S = {1, 2, . . . , k, k+ 1}. ρi denotes the reduced density matrix
of the i-th qubit of ρ. AlgorithmA is a bipartite independence tester for a k+ 1 qubit system in the
bipartition of k qubits and 1 qubit. In the following, Algorithm A is applied as a black box to the
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bipartition i and S \ {i} for any i to test the identity of ρ and Id1d1 ⊗
Id2
d2
.
Algorithm 8: A Bipartite Identity Test B for a maximally mixed state
Input: n = Θ[(k+ 1) log k f (2k, 2, ǫ
6(k+1)
)] + Θ[(k+ 1) log k (k+1)
2
ǫ2
] copies of ρ.
Output: "Yes" with a probability of at least 23 if ρ = ⊗k+1i=1 ⊗ I22 ; and "No" with a probability of
at least 23 if ||ρ−⊗k+1i=1 ⊗ I22 ||1 > ǫ.
1 for i ← 1 to k+ 1 do
2 Repeat Algorithm 1, with Θ( (k+1)
2
ǫ2
) copies of ρ each time, Θ(log k) times to test whether
ρi =
I2
2 or ||ρi − I22 ||1 > ǫ6(k+1) at least a 1− 1k2 probability of success;
3 if No then
4 Return "No";
5 else
6 Run Algorithm A Θ(log k) times, with f (2k, 2, ǫ
6(k+1)
) copies each time, to test
whether ρ is independent or ǫ
6(k+1)
-far from being independent in the bipartition
{i} and S \ {i} with at least a 1− 1
k2
probability of success;
7 if No then
8 Return "No";
9 Return "Yes";
To see this algorithm succeed in detecting whether ρ is maximally mixed with high probability,
we note that
If ρ =
Id1
d1
⊗ Id2d2 , then ρi =
I2
2 when ρ is regarded as a k+ 1 qubit state. It is independent in any
bipartition {i} and S \ {i}. For each i, the passing probability of the test ρi = I22 is at least 1− 1k2 . For
each i, the passing probability of the independence test in the bipartition {i} and S \ {i} is at least
1− 1
k2
. In total, Algorithm 8 will accept with a probability of at least (1− 1
k2
)O(k) = 1− o(1) > 23 .
If ||ρ− Id1d1 ⊗
Id2
d2
||1 > ǫ, at least one of the following two statements is true:
• ||ρi − I22 ||1 > ǫ6(k+1) for some 1 ≤ i ≤ k+ 1; and/or
• ρ is ǫ
6(k+1)
-far from independent in the bipartition {i} and S \ {i} for some 1 ≤ i ≤ k+ 1.
Otherwise, ||ρi − I22 ||1 ≤ ǫ6(k+1) and ρ is ǫ6(k+1) close to being independent in the bipartition {i}
and S \ {i} for all 1 ≤ i ≤ k+ 1.
According to Proposition 3, we have
||ρ− ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρk+1||1 ≤ 5(k+ 1) ǫ
6(k+ 1)
=
5ǫ
6
.
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By Lemma 3, we have
||ρ− Id1
d1
⊗ Id2
d2
||1
= ||ρ− I2
2
⊗ I2
2
⊗ · · · ⊗ I2
2
||1
≤ ||ρ− ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρk+1||1 + || I2
2
⊗ I2
2
⊗ · · · ⊗ I2
2
− ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρk+1||1
≤ 5ǫ
6
+
k+1
∑
i=1
||ρi − I2
2
||1
≤ ǫ.
Contradiction! Therefore, the algorithm outputs "No" with a probability of at least 1− 1
k2
>
2
3 in
this case.
Invoking Theorem 3.9.2, we know that Θ( d1d2
ǫ2
) = Θ( 2
k+1
ǫ2
) copies are necessary to test whether
ρ is a maximally mixed state or ǫ-far with at least a 2/3 probability of success. Algorithm 8 uses
Θ[(k+ 1) log k f (2k , 2, ǫ
6(k+1) )] + Θ[(k+ 1) log k
(k+1)2
ǫ2
] copies of ρ. We must have
Θ[(k+ 1) log k f (2k , 2,
ǫ
6(k+ 1)
)] + Θ[(k+ 1) log k
(k+ 1)2
ǫ2
] ≥ Θ(2
k+1
ǫ2
)
⇒ f (2k, 2, ǫ
6(k+ 1)
) ≥ Θ( 2
k
k log kǫ2
)
⇒ f (2k, 2, ǫ) ≥ Θ( 2
k
k3 log kǫ2
)
⇒ f (d1, d2, ǫ) = Ω( d1
log3 d1 log log d1ǫ2
) = Ω(
d1d2
log3 d2 log log d1ǫ2
)
That is, if d2 is a small constant, Ω(
d1d2
log3 d1 log log d1ǫ2
) copies are necessary to test the independence
of ρ ∈ D(Cd1 ⊗Cd2).
8.2 Multipartite independence testing
In this subsection, we generalize the results of the bipartite independence testing in the previous
subsection to multipartite independence testing.
The obvious generalization of the bipartite independence testing to m-partite would work us-
ing bipartite independence in any m− 1 parties versus 1 party. Our goal is to test independence in
this scenario with an accuracy ofO( ǫm ) and at least a 1− 1m2 probability of success. The correctness
of the algorithm follows from Proposition 3, and the generalization incurs an O(m3 logm) factor.
For constant m, O(m3 logm) is still constant. Thus, the complexity of the different algorithm vari-
ants would be O(
Πmi=1di
ǫ2
) with joint measurement, O(
Πmi=1d
2
i
ǫ2
) with independent measurement, and
O(
Πmi=1d
1.5+log 3
i
ǫ2
) with a streaming algorithm where all di are to the power of 2.
With a super-constant m, algorithms could be built that achieve the same complexity using
Diakonikolas and Kane’s [DK16] recursion idea coupledwith our previous bipartite independence
tester.
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Restatement of the upper bound part in 1.2.7 The sample complexity of independent testing
for D(Cd1 ⊗Cd2 ⊗ · · · ⊗Cdm), i.e., distinguishing, with at least a 23 probability of success, the cases
where ρ is in the tensor product form ρ1⊗ ρ2⊗ · · · ⊗ ρm, or ||ρ− σ||1 > ǫ for any tensor product σ
is:
• O(Πmi=1di
ǫ2
) with joint measurement;
• O(Πmi=1d2i
ǫ2
) with independent measurement; and
• O(Πmi=1d
1.5+log 3
i
ǫ2
) with a streaming algorithm where all di are to the power of 2.
Proof. Beginning with the joint measurement variant, we can assume that all di ≥ 2, otherwise
removing that term does not affect the problem. According to Theorem 6 and the discussion
above, if m < 100, we know that, in a joint measurement setting, there exists a sufficiently large
C > 0 and an algorithm for testing m-partite quantum independence, with at least a 23 probability
of success, using C
Πmi=1di
ǫ2
copies given an ℓ1 distance parameter of ǫ > 0. Therefore, we prove
that, for any ǫ > 0, there exists an algorithm for testing m-partite quantum independence using
1002C
Πmi=1di
ǫ2
copies given an ℓ1 distance parameter of ǫ > 0 with at least a
2
3 probability of success
by induction. This statement is true for m < 100. Now, suppose this statement is true for m ≤ k,
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and we can derive Algorithm 9 for k < m < 2k+ 1.
Algorithm 9: An m-partite Independence Test
Input: 1002C
Πmi=1di
ǫ2
copies for joint measurement of ρ ∈ D(Cd1 ⊗ Cd2 ⊗ · · · ⊗ Cdm).
Output: "Yes" with a probability of at least 23 if ρ = ⊗mi=1ρi; and "No" with a probability of at
least 23 if ||ρ− σ||1 > ǫ for any independent σ.
1 We first partition [m] into two sets S1 = {1, 2, . . . , [m2 ]} and S2 = {[m2 ] + 1, . . . ,m}. Call
Algorithm 6 40 times with 25C
Πmi=1di
ǫ2
copies of ρ each time for joint measurement to test the
independence of ρ in the bipartition S1 and S2 given an ℓ1 distance parameter of ǫ/5 with
at least a 3
√
2
3 probability of successful;
2 if No then
3 Return ”No";
4 else
5 Call Algorithm [m2 ]-partite independence testing 2
50/25 times with 25C
Π
[m2 ]
i=1 di
ǫ2
copies of ρ
each time with joint measurement to test the [m2 ]-partite independence of ρS1 given an
ℓ1 distance parameter ǫ/5 with at least a
3
√
2
3 probability of successful;
6 if No then
7 Return ”No";
8 else
9 Call Algorithm m− [m2 ]-partite independence testing 250/25 times with 25C
Πm
i=m−[m2 ]
di
ǫ2
copies of ρ each time with joint measurement to test the m− [m2 ]-partite
independence of ρS2 given an ℓ1 distance parameter of ǫ/5 with at least a
3
√
2
3
probability of successful;
10 if No then
11 Return ”No";
12 else
13 Return ”Yes";
To see this algorithm succeed with high probability, we note that
If ρ is independent, then ρ is also independent in S1 and S2 since 25C
Πmi=1di
ǫ2
of ρ are sufficient
for testing independence in these bipartitions with at least a 23 probability of success given a trace
distance parameter of ǫ/5. According to the Chernoff bound, the probability of passing the test in
Line 2 is at least 3
√
2
3 . This procedure is repeated 40 times. To see it also passing the test in Line 6
and the test in Line 10 with a probability of at least 3
√
2
3 , note that
C
Πmi=1di
ǫ2
> 250/25 · 25CΠ
[ m2 ]
i=1di
ǫ2
, 250/25 · 25C
Πm
i=[ m2 ]+1
di
ǫ2
which is a sufficient number of copies for this algorithm, and the probability of outputting "Yes" is
at least 3
√
2
3 .
If ||ρ− σ||1 > ǫ for any independent σ, then one of the following three statements will be true:
ρ is ǫ/5-far from independent in the bipartition S1 and S2; or ρS1 is ǫ/5-far from independent;
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or ρS2 is ǫ/5-far from independent. Otherwise, assume that there exists an σS1 and ψS1 that is
independent in S1 and σS2 and ψS2 and independent in S2 such that ||ρ − σS1 ⊗ σS2 ||1 < ǫ/5,
||ρS1 − ψS1 ||1 < ǫ/5 and ||ρS2 − ψS2 ||1 < ǫ/5.
According to Proposition 1, we have ||ρ− ρS1 ⊗ ρS2 ||1 < 3ǫ/5. Then, by the triangle inequality
and Lemma 2, we have
||ρ− ψS1 ⊗ ψS2 ||1 ≤ ||ρ− ρS1 ⊗ ρS2 ||1 + ||ψS1 ⊗ ψS2 − ρS1 ⊗ ρS2 ||1 ≤ ǫ.
Contradiction! This algorithm outputs "No" with a probability of at least 3
√
2
3 >
2
3 .
We can derive an independent measurement tester by replacing the identity tester in Algo-
rithm 2 with Algorithm 4, along with a bipartite independence tester for independent measure-
ment. Through a similar analysis to the above, we have
O(
Πmi=1d
2
i
ǫ2
)
which is a sufficient number of copies.
We can derive a streaming algorithm tester by replacing the identity tester in Algorithm 2 with
Algorithm 5, plus a bipartite independence tester for local measurement. By a similar analysis, we
have
O(
Πmi=1d
1.5+log 3
i
ǫ2
)
which is a sufficient number of copies.
Using the dimension splitting technique within the proof of Theorem 7, we can also prove that
the bound O(
Πmi=1di
ǫ2
) for joint measurement is tight up to a polylog factor.
Restatement of the lower bound in 1.2.7 Let ρ ∈ D(Cd1 ⊗ Cd2 ⊗ · · · ⊗ Cdm) with d1 ≥ d2 ≥
· · · ≥ dm. To test whether ρ is m-partite independent or ǫ-far from m-partite independent in terms
of trace distance, Ω(
Πmi=1di
ǫ2 log3 d1 log log d1
) copies are necessary for Πmi=2di ≤ 2000, and Ω(
Πmi=1di
ǫ2
) copies
are necessary for Πmi=2di > 2000.
Proof. First, note that it suffices to only consider cases where Πmi=1di are sufficiently large since
Θ( 1
ǫ2
) samples are required to distinguish an independent distribution from the following classical
distributions on [2]× [2]× · · · × [2]
p = (
1+ 2ǫ
4
,
1− 2ǫ
4
,
1− 2ǫ
4
,
1+ 2ǫ
4
)× µ2 × · · · × µm
where µi is a uniform distribution on [2]. From the set of independent distributions, let
q = q1 × q2 × · · · × qm
observe that the distance between p and the set of independent distribution is still at least Θ(ǫ).
Let p′ = ( 1+2ǫ4 ,
1−2ǫ
4 ,
1−2ǫ
4 ,
1+2ǫ
4 ). Thus
||q− p||1 ≥ ||p′ − q1 × q2||1 ≥ Θ(ǫ).
However, any test, which can distinguish p from independent distributions, can distinguish p′
from independent distributions. As noted in the discussion of the lower bounds with bipartite in-
dependence testing, Θ( 1
ǫ2
) samples are required to distinguish p′ from independent distributions.
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To show the lower bound for general dimensions, assume there exists an AlgorithmA that uses
f (d1, d2, d3, . . . , dn, ǫ) copies to decide whether a given multipartite ρ ∈ D(Cd1 ⊗ Cd2 ⊗ · · · ⊗ Cdm)
is independent or ǫ-far from independent with a probability of at least 23 . Just like the bipartite
case, we can formalize the case where all Πmi=1di are sufficiently large into two subcases.
Case 1: Πmi=2di ≤ 2000. d1 is sufficiently large. For any ρ1,2 ∈ D(Cd1 ⊗Cd2), the following state
ρ = ρ1,2 ⊗ Id3
d3
⊗ · · · ⊗ Idm
dm
and σ = σ1 ⊗ σ2 ⊗ · · · ⊗ σm which satisfies
||ρ− σ||1 ≥ ||ρ1,2 − σ1,2||1 = ||ρ1,2 − σ1 ⊗ σ2||1.
Alternatively, let σ = σ1 ⊗ σ2 ⊗ Id3d3 ⊗ · · · ⊗
Idm
dm
satisfies
||ρ− σ||1 = ||ρ1,2 − σ1 ⊗ σ2||1.
Therefore, ρ is m-partite independent if ρ1,2 is bipartite independent. Moreover, for any ǫ > 0, ρ is
ǫ-far fromm-partite independent if, and only if, ρ1,2 is ǫ-far from bipartite independent. The bipar-
tite independence of ρ1,2 can be tested by testing the m-partite independence of ρ using Algorithm
A. From the lower bound of the bipartite independence test, we know that
f (d1, d2, d3, . . . , dn, ǫ) ≥ Ω( d1
ǫ2 log3 d1 log log d1
) = Ω(
Πmi=1di
ǫ2 log3 d1 log log d1
).
Case 2: Πmi=2di > 2000. Since Π
m
i=1di is sufficiently large, there must be a bipartition of S =
{1, 2, . . . ,m} into S1 ⊂ S and S2 = S \ S1 such that Πi∈S1di,Πi∈S2di > 2000 where Πi∈S1di is
sufficiently large. To see this, observe that, if d1 is sufficiently large, we can let S1 = {1}, and S2 =
{2, . . . ,m}. Otherwise d1 is a constant, which means all di are constant, and mmust be sufficiently
large because Πmi=1di is sufficiently large. Then, let S1 = {1, 2, . . . , [m2 ]} and S2 = {[m2 ] + 1, . . . ,m},
and without loss of generality, assume Πi∈S1di ≥ Πi∈S2di > 2000.
Algorithm 7 can be used to testwhether, for all t > 1, ρ =
Id1
d1
⊗ Id2d2 ⊗ · · · ⊗
Idm
dm
or ||ρ− Id1d1 ⊗
Id2
d2
⊗
· · · ⊗ Idmdm ||1ǫ. Testing whether ρ is m-partite independent or
(t−1)ǫ
4t -far from m-partite independent
with at least a 2830 probability of success requires 100 f (d1, d2, d3, . . . , dn,
(t−1)ǫ
4t ) copies of ρ. Similarly,
testing whether ρS1 = ⊗i∈S1
Idi
di
or ||ρS1 −⊗i∈S1
Idi
di
||1 > ǫ/t with at least a 2027 probability of success
uses 300t2
Πi∈S1di
ǫ2
copies of ρ; and testing whether ρS2 = ⊗i∈S2
Idi
di
or ||ρS2 −⊗i∈S2
Idi
di
||1 > (t−1)ǫ4t with
at least a 2728 probability of success uses Θ(
t2Πi∈S2di
(t−1)2ǫ2 ) copies of ρ.
This algorithm can also succeed at detecting whether ρ is maximally mixed with high proba-
bility. In that:
• If ρ = Id1d1 ⊗
Id2
d2
⊗ · · · ⊗ Idmdm , then it is m-partite independent. The probability success is at
least 23 .
• If ||ρ − Id1d1 ⊗
Id2
d2
⊗ · · · ⊗ Idmdm ||1 > ǫ, then one of the following three statements will be true
following the same arguments as in the bipartite case: ρS1 is ǫ/t-far from ⊗i∈S1
Idi
di
; or ρS2 is
(t−1)ǫ
4t -far from ⊗i∈S2
Idi
di
; or ρ is (t−1)ǫ4t -far from independent in the S1 and S2 bipartition. If
one of the previous two statements is true, the algorithm outputs "No" with a probability of
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at least 23 . Otherwise, ρ is
(t−1)ǫ
4t -far from being bipartite independent. Note that the set of m-
partite independent states is a subset of the bipartite independent states. Thus, ρ is
(t−1)ǫ
4t -far
from m-partite independence, and the algorithm outputs "No" with a probability of at least
2
3 .
Invoking Theorem 3.9.2,
100 f (d1, d2, d3, . . . , dn,
(t− 1)ǫ
4t
) + 300t2
Πi∈S1di
ǫ2
+ Θ(
t2Πi∈S2di
(t− 1)2ǫ2 ) ≥ 0.15
Πmi=1di
ǫ2
.
We can choose t =
√
2000.5
2000 , then
100 f (d1, d2, d3, . . . , dn,
(t− 1)ǫ
4t
) ≥ 0.15Π
m
i=1di
ǫ2
− 300t2 Πi∈S1di
ǫ2
−Θ(t2 Πi∈S2di
(t− 1)2ǫ2 ) = Θ(
Πi∈S1di
ǫ2
) = Θ(
Πmi=1di
ǫ2
).
That is
f (d1, d2, d3, . . . , dn, ǫ) = Ω(
Πmi=1di
ǫ2
).
As a direct consequence, observe the following by noticing 211 > 2000,
Corollary 2. If m ≥ 12, the sample complexity of m-partite independence testing is Θ(Πmi=1di
ǫ2
).
9 Testing Properties of Collections of Quantum States
The problem of property testing collections of discrete distributions was studied in [LRR13, DK16].
In this section, we explore the quantum counterpart to this problem, which is to test the properties
of a collection of quantum states in a query model with n quantum states ρ1, . . . , ρn and a given
index that we can choose to access.
9.1 Identity of collections
This first demonstration is to distinguish cases where all ρi are identical from cases where there is
no quantum state σ such that
1
n
n
∑
i=1
||σ− ρi||1 ≤ ǫ
Algorithm 10, for the above test with joint measurement, has a similar structure to Diakonikolas
and Kane’s [DK16] algorithm for testing the identity of collections of probability distributions.
41
Algorithm 10: An Identical Identity Test for Collections with a Query Model
Input: Access to quantum states ρ1, . . . , ρn on D(Cd) and ǫ > 0.
Output: "Yes" with a probability of at least 23 if ρis are identical; and "No" with a probability
of at least 23 if there is no quantum state σ such that
1
n ∑
n
i=1 ||σ− ρi||1 > ǫ.
1 Let L be a sufficiently large constant;
2 for k← 0 to ⌈log2(n(n− 1))⌉ do
3 Select 23k/2C uniformly random pair of elements (i, j) ∈ [n]× [n] with restriction i 6= j;
4 For each selected (i, j), use tester of Algorithm 3.9.3 to distinguish between ρi = ρj and
||ρi − ρj||1 > 2k−1ǫ with a failure probability of at most L−26−k;
5 If any of these testers returned "No", return "No";
6 Return "Yes";
Note that, if all ρis are identical, the probability of success is Π
⌈log2(n(n−1))⌉
k=0 pk, where
pk ≥ (1− L−26−k)23k/2L ≥ (1− 23k/2LL−26−k) = 1− 2
k/2
3kL
.
Then
Π
⌈log2(n(n−1))⌉
k=0 pk ≥ 1−
⌈log2(n(n−1))⌉
∑
k=0
2k/2
3kL
≥ 1−O( 1
L
).
However, if for any σ, 1n ∑
n
i=1 ||σ− ρi||1 > ǫ, the in particular, 1n ∑ni=1 ||ρj − ρi||1 > ǫ for any j. That
is
1
n(n− 1) ∑
i 6=j
||ρi − ρj||1 > ǫ = ǫ
2
+ ∑
k=0
√
2− 1
2
(2−3k/2)2kǫ >
ǫ
2
+ ∑
k=0
1
5
(2−3k/2)2kǫ.
Observe that
1
n(n− 1) ∑
i 6=j
||ρi − ρj||1 <
|{(i, j) : ||ρi − ρj||1 < ǫ2}| ǫ2
n(n− 1) + ∑
k=0
|{(i, j) : 2k−1ǫ ≤ ||ρi − ρj||1 < 2kǫ}|2kǫ
n(n− 1)
<
ǫ
2
+ ∑
k=0
|{(i, j) : 2k−1ǫ ≤ ||ρi − ρj||1}|2kǫ
n(n− 1)
Therefore, for some k ≥ 0, it must hold that
|{(i, j) : 2k−1ǫ ≤ ||ρi − ρj||1}| > 1
5
(2−3k/2)n(n− 1).
Actually, there is always such a k ≤ ⌈log2(n(n− 1))⌉. And, if we find some k0 > ⌈log2(n(n− 1))⌉
with above property, then the above property is also true for k = ⌈log2(n(n− 1))⌉.
|{(i, j) : 2k0−1ǫ ≤ ||ρi − ρj||1}| > 1
5
(2−3k0/2)n(n− 1)
⇒|{(i, j) : 2k0−1ǫ ≤ ||ρi − ρj||1}| ≥ 1
⇒|{(i, j) : 2⌈log2(n(n−1))⌉−1ǫ ≤ ||ρi − ρj||1}|
≥|{(i, j) : 2k0−1ǫ ≤ ||ρi − ρj||1}|
≥1
≥1
5
(2−3⌈log2(n(n−1))⌉/2)n(n− 1).
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Here, the probability of selecting some (i, j) with this property is at least
1− (1− 1
5× 23k/2 )
23k/2L ≥ 1−O(e−L/5).
After this, the corresponding tester will return "No" with high probability.
The sample complexity of this algorithm is
∑
k=0
23k/2L×O( d
(2k−1ǫ)2
) = O(
d
ǫ2
).
In the independent measurement setting, Algorithm 4 can replace Algorithm 2 and, from a
similar analysis, the total sample complexity becomes O( d
2
ǫ2
).
In the local measurement setting, Algorithm 5 can replace Algorithm 2, with a sample com-
plexity of O( d
1.5+log 3
ǫ2
) if all di are to the power of 2.
In fact, this idea also holds with the more general version of the problem, i.e., where there are
n states ρ1, . . . , ρn on D(Cd). Here, the goal is to distinguish cases where all ρi are identical from
cases where there is no quantum state σ such that
n
∑
i=1
ci||σ− ρi||1 ≤ ǫ
where ci > 0 and C0 ≤ ∑ni=1 ci ≤ C1 for absolute constant 0 < C0 ≤ C1. To see this, choose rational
ti such that ci/2 ≤ ti ≤ ci; then we can distinguish cases where all ρi are identical from cases
where, for any quantum state σ,
n
∑
i=1
ti||σ− ρi||1 ≥ ǫ
2
.
Note that the last condition is equivalent to a rational µi =
ti
∑i ti
such that for any quantum state σ
n
∑
i=1
µi||σ− ρi||1 ≥ ǫ
2∑i ti
≥ ǫ
2C1
= Θ(ǫ).
Let µi =
ni
m for the integers ni and m. This is equivalent to a collection of ρ˜j
1
m
m
∑
j=1
||σ− ρ˜j||1 ≥ Θ(ǫ),
where the number of js that satisfy ρ˜j = ρi is ni, which verifies the following restatement of 1.2.8.
restatement of Theorem 1.2.8. Given access to the quantum states ρ1, . . . , ρn on D(Cd) and
an explicit ci > 0 with C1 ≥ ∑i ci ≥ C0 > 0 where C0,C1 are absolute constants, the sample
complexity of distinguishing, with at least a 23 probability of success, the cases where all ρi are
identical from the cases where ∑i ci||ρi − σ||1 > ǫ for any σ is
• Θ( d
ǫ2
) with joint measurement;
• O( d2
ǫ2
) with independent measurement; and
• O( d1.5+log 3
ǫ2
) with a streaming algorithm where all di are to the power of 2.
The optimality of joint measurement comes from applying Theorem 3.9.2 and the following
simple case: For even n, ρ1 = ρ2 = · · · = ρ[ n2 ] and ρ[ n2 ]+1 = · · · = ρn =
Id
d , with ||ρ1 − Idd ||1 > 2ǫ,
and ci =
1
n .
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9.2 Independence of collections
In this test, there are n quantum states ρ1, . . . , ρn on D(Cd1 ⊗ Cd2 ⊗ · · · ⊗ Cdm), and the goal
is to distinguish cases where all ρi are independent, i.e., ρi = ⊗mk=1σk,i for some σk,i ∈ D(Cdk) for
1 ≤ k ≤ m, from cases where,
1
n
n
∑
i=1
|| ⊗mk=1 σk,i − ρi||1 > ǫ,
for any σk,i ∈ D(Cdk).
The algorithm for the bipartite case is:
Algorithm 11: An Independence Test for Collections with a Query Model
Input: Access to quantum states ρ1, . . . , ρn on D(Cd1 ⊗ Cd2) with ǫ > 0.
Output: "Yes" with a probability of at least 23 if ρis are independent; and "No" with a
probability of at least 23 if there are no quantum states σ1,i, σ2,i such that
1
n ∑
n
i=1 ||σ1,i ⊗ σ2,i − ρi||1 > ǫ
1 Let L be a sufficiently large constant;
2 for k← 0 to ⌈log2 n⌉ do
3 Select 23k/2L uniformly random pair of elements i ∈ [n];
4 For each selected (i, j), use Algorithm 2 to distinguish between ρi being independent and
ρi being 2
k−1ǫ-far from being independent with a failure probability of at most L−26−k;
5 If any of these testers returned “No”, return “No”;
6 Return "Yes";
The sample complexity of this algorithm is
O(
d1d2
ǫ2
),
and the analysis is the same as for Algorithm 10.
In the independent measurement setting, Algorithm 4 can replace Algorithm 2 and, from a
similar analysis, the total sample complexity becomes
O(
d21d
2
2
ǫ2
).
In the independent measurement setting, Algorithm 5 can replace Algorithm 2, with a sample
complexity of
O(
d
1.5+log 3
1 d
1.5+log 3
2
ǫ2
).
Algorithm 11 can be directly generalized into an m-partite version following the framework in
Section 8, which leads to the following restatement of Theorem 1.2.9.
Restatement of Theorem 1.2.9 Given sample access to quantum states ρ1, . . . , ρn in D(Cd1 ⊗
Cd2 ⊗ · · · ⊗ Cdm) with d1 ≥ d2 ≥ · · · ≥ dm and explicit ci > 0 with C1 ≥ ∑i ci ≥ C0 > 0
where C0,C1 are absolute constants, the sample complexity of distinguishing, with at least a
2
3
probability of success, the cases where all ρi are m-partite independent from the cases where
∑i ci||ρi −⊗mk=1σk,i||1 > ǫ for any σk,i ∈ D(Cdk) is
• Θ˜(Πmi=1di
ǫ2
) with joint measurement;
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• O(Πmi=1d2i
ǫ2
) with independent measurement; and
• O(Πmi=1d
1.5+log 3
i
ǫ2
) with a streaming algorithm where all di are to the power of 2.
The lower bound with the joint measurement approach derives from applying Theorem 7 to
the simple case, where all ρi are identical. The goal then becomes one of independence testing for
a single state.
9.3 Independent and identical collections
In this test, there are n quantum states ρ1, . . . , ρn on D(Cd1 ⊗ Cd2 ⊗ · · · ⊗ Cdm), and the goal is to
distinguish cases where the ρi = ⊗mk=1σk for some σk ∈ D(Cdk) from cases where
1
n
n
∑
i=1
|| ⊗mk=1 σk − ρi||1 > ǫ,
for any σk ∈ D(Cdk).
Algorithm 12: An Identical Independence Test for Collections with a Query Model
Input: Access to quantum states ρ1, . . . , ρn in D(Cd1 ⊗ Cd2) with ǫ > 0.
Output: "Yes" with a probability of at least 23 if ρis are identical and independent; and "No"
with a probability of at least 23 if there are no quantum states σ1, σ2 such that
1
n ∑
n
i=1 ||σ1 ⊗ σ2 − ρi||1 ≤ ǫ
1 Run the Identical Test 10 for ǫ3 with a failure probability of at most 0.01;
2 Run the Independence Test 11 for ǫ3 with a failure probability of at most 0.01;
3 If any of these testers returned “NO”, return “NO”;
4 Otherwise, return "Yes";
The correctness of this algorithm follows from observing that: if 1n ∑i ||ρi − σ1,i ⊗ σ2,i||1 ≤ ǫ3
and 1n ∑i ||ρi − σ||1 ≤ ǫ3 , then 1n ∑i ||σ− σ1,i ⊗ σ2,i||1 ≤ 2ǫ3 , and there exists a j such that ||σ− σ1,j ⊗
σ2,j|| ≤ 2ǫ3 . Therefore,
1
n ∑
i
||σ1,j ⊗ σ2,j − ρi||2 ≤ ǫ.
The sample complexity of this algorithm is
O(
d1d2
ǫ2
).
In the independentmeasurement setting, Algorithm 4 can replace Algorithm 2 and, from a similar
analysis, the total sample complexity becomes
O(
d21d
2
2
ǫ2
).
In the local measurement setting, Algorithm 5 can replace Algorithm 2, with a sample complexity
of
O(
d
1.5+log 3
1 d
1.5+log 3
2
ǫ2
).
Algorithm 12 can be directly generalized into an m-partite version following the framework in
Section 8.
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Proposition 5. Given sample access to the quantum states ρ1, . . . , ρn D(Cd1 ⊗ Cd2 ⊗ · · · ⊗ Cdm) with
ǫ > 0 and d1 ≥ d2 ≥ · · · ≥ dm and explicit numbers ci > 0 as absolute constants C1 ≥ ∑i ci ≥ C0 > 0
for absolute constant C0,C1, the sample complexity of distinguishing, with at least a
2
3 probability, the cases
where ρi = ⊗mk=1σk for some σk ∈ D(Cdk) and the cases where 1n ∑ni=1 || ⊗mk=1 σk − ρi||1 > ǫ for any
σk ∈ D(Cdk) is
• Θ˜(Πmi=1di
ǫ2
) with joint measurement;
• O(Πmi=1d2i
ǫ2
) with independent measurement; and
• O(Πmi=1d
1.5+log 3
i
ǫ2
) with a streaming algorithm where all di are to the power of 2.
The lower bound for joint measurement derives from applying Theorem 7 to the simple case where all ρi are
identical. The goal then becomes one of independence testing a single state.
10 A Conditional Independence Test of Classical-Quantum-Quantum
States
The demonstrations in this section cover both joint and independent measurements. A basic com-
ponent of conditional independence testing generally is an efficient estimator of the ℓ2 distance
between a bipartite quantum state and the tensor product of its marginal.
With joint measurement, directly employing the ℓ2 distance estimator in Theorem 3.9.3 would
require at least 12 copies of the bipartite state. However, this requirement can be weakened to no
less than 4 copies, which is optimal. This number of 4 is crucial in our analysis, as a suboptimal
number affects the complexity significantly. With independent measurement, the ℓ2 distance esti-
mator given in Section 5.1 does not fit because it would destroy the tensor product structure, i.e.,
independence. Using the two steps introduced in Section 5.2, an ℓ2 distance estimator works as
long as there are at least 4 copies. This preserves the tensor product structure in the sense that the
image of the independent bipartite state is still in tensor product form, i.e., it is the tensor product
of the probability distributions.
Within these estimators, the framework given in [CDKS18] can be used for conditional inde-
pendence testing of classical distributions.
10.1 Joint Measurement
Lemma 8. Given a bipartite quantum state ρ1,2 ∈ D(Cd1 ⊗ Cd2), there is an estimator, denoted by
Estimator− independent : D(Cd1 ⊗ Cd2) × N 7→ R which measures n copies of ρ1,2 such that for
n ≥ 4
E[Estimator− joint(ρ1,2, n)] = ||ρ1,2 − ρ1 ⊗ ρ2||22,
Var[Estimator− joint(ρ1,2, n)] = O( ||ρ1,2 − ρ1 ⊗ ρ2||
2
2
n
+
1
n2
).
Proof. If n ≥ 12, 6[ n6 ] copies of ρ1,2 are used. 2[ n6 ] copies are used to generate 2[ n6 ] copies of ρA, and
2[ n6 ] copies are used to generate 2[
n
6 ] copies of ρB. Now there are 2[
n
6 ] ≥ 4 copies of ρ1 ⊗ ρ2 and
2[ n6 ] ≥ 4 copies of ρ1,2.
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Theorem 3.9.3 provides an Estimator : Cd1×d1 ⊗Cd2×d2 ×N 7→ R+,
E[Estimator− joint(ρ1,2, n)] = ||ρ1,2 − ρ1 ⊗ ρ2||22,
Var[Estimator− joint(ρ1,2, n)] = O( ||ρ1,2 − ρ1 ⊗ ρ2||
2
2
2[ n6 ]
+
1
(2[ n6 ])
2
) = O(
||ρ1,2 − ρ1 ⊗ ρ2||22
n
+
1
n2
).
If 4 ≤ n < 12, only 4 copies needed to be used. Construct an observable M such that |M| ≤ 10I
such that
E[Estimator− joint(ρ1,2, 4)] = Tr[M(ρ⊗41,2)] = ||ρ1,2 − ρ1 ⊗ ρ2||22.
This follows from letting
M = O1− 2O2 +O3,
where the bounded operatorsO1,O2,O3
Tr[O1(ρ
⊗4
1,2 )] =Tr(ρ
2
1,2),
Tr[O2(ρ
⊗4
1,2 )] =Tr[ρ1,2(ρ1 ⊗ ρ2)],
Tr[O3(ρ
⊗4
1,2 )] =Tr(ρ
2
1)Tr(ρ
2
2) = Tr[(ρ1 ⊗ ρ2)2].
For 4 ≤ n < 12, we have
Var[Estimator− joint(ρ1,2, n)]
=E(M2)−E2(M)
=Tr[M2(ρ⊗41,2 )]− Tr2[M(ρ⊗41,2 )]
≤Tr[M2(ρ⊗41,2 )]
≤100
≤O( ||ρ1,2 − ρ1 ⊗ ρ2||
2
2
12
+
1
122
).
Therefore, the statement is true for all n ≥ 4.
Consider the set of states
τABC = ρABC ∈ ∆(C)⊗D(Cd1 ⊗ Cd2),
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where |C| = n.
Algorithm 13: A Conditional Independence Test with Joint Measurement
Input: Access to classical-quantum-quantum states ρ = ∑c pc|c〉〈c| ⊗ ρcAB ∈ τABC and ǫ > 0.
Output: "Yes" with a probability of at least 23 if ρ is conditionally independent; and "No"
with a probability of at least 23 if there is no conditionally independent σ such that
||ρ− σ||1 ≤ ǫ.
1 Choose L > 0 be a sufficiently large constant;
2 if n ≥ d41d42
ǫ8
then
3 m← L d
4
7
1 d
4
7
2 n
6
7
ǫ
8
7
;
4 if
d
4
3
1 d
4
3
2
ǫ
8
3
≤ n < d41d42
ǫ8
then
5 m← L
√
d1d2n
7
8
ǫ ;
6 if n ≤ d
4
3
1 d
4
3
2
ǫ
8
3
then
7 m← L
√
nd1d2
ǫ2
;
/* Equivalently, m← Lmax{
√
nd1d2
ǫ2
,min{ d
4
7
1 d
4
7
2 n
6
7
ǫ
8
7
,
√
d1d2n
7
8
ǫ }}. */
8 ξ ← 1− 52e2 min{ mǫ
2
4d1d2
, m
4ǫ4
32d21d
2
2n
3 };
9 Set M according to a Poisson(m) distribution;
10 Draw M copies of ρ and measure the system C on a computational basis for each copy. Let S
denote the multi-set of samples;
11 for all c ∈ C do
12 Let Sc be the |Sc| copies of ρcAB;
13 if |Sc| ≥ 4 then
14 Ac ← |Sc| × Estimator− joint(ρcAB, |Sc|);
15 else
16 Ac ← 0;
17 if A = ∑c∈C Ac > ξ then
18 Returned “NO”;
19 else
20 Return "Yes";
For the sake of completeness and clarifying the parameters, the details of the computation of
[CDKS18] for this case are provided in the Appendix.
Proposition 6. If ρ is conditionally independent,
E(A) = 0.
If ρ is ǫ-far from being conditionally independent,
E(A) ≥ (1− 5
2e
)min{ mǫ
2
4d1d2
,
m4ǫ4
32d21d
2
2n
3
}.
In both cases,
Var(A) = O(min{m, n}+ E(A)).
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m0 = max{
√
nd1d2
ǫ2
,min{ d
4
7
1 d
4
7
2 n
6
7
ǫ
8
7
,
√
d1d2n
7
8
ǫ } actually guarantees that
min{m0ǫ
2
d1d2
,
m40ǫ
4
d21d
2
2n
3
} ≥
√
min{m0, n}.
By setting m = Lm0, we always have
min{mǫ
2
d1d2
,
m4ǫ4
d21d
2
2n
3
} ≥
√
L×
√
min{m, n}
⇒ξ ≥ (1−
5
2e )
√
L
64
×
√
min{m, n},
E(A) ≥ (1−
5
2e )
√
L
32
×
√
min{m, n}.
If ρ is conditionally independent, then
Pr[A > ξ] ≤ Var(A)
ξ2
= O(
min{m, n}
ξ2
) ≤ 1
3
.
If ρ is ǫ-far from being conditionally independent, then
Pr[A < ξ] ≤ Pr[A < E(A)
2
] ≥ Pr[|A−E(A)| > E(A)
2
] ≤ Var(A)
4E2(A)
= O(
min{m, n}
E2(A)
+
1
E(A)
) ≤ 1
3
.
Therefore, the following is validity
Restatement of the jointmeasurement part in Theorem 1.2.10 O(max{
√
nd1d2
ǫ2
,min{ d
4
7
1 d
4
7
2 n
6
7
ǫ
8
7
,
√
d1d2n
7
8
ǫ }})
copies are sufficient for distinguishing between ρABC as being conditionally independent from ǫ-
far from it being conditionally independent in the classical-quantum-quantum state ρABC ∈ τABC
with |C| = n using joint measurement.
10.2 Independent measurement
For ρ1,2, let σ1,2 = ρ1 ⊗ ρ2 with ρ1 and ρ2 being the marginal of ρ1,2. Apply the independent
measurement M = M1 ⊗M2 given in Section 5.2 on ρ1,2 and obtain p1,2. q1,2 is a product dis-
tribution q1,2 = q1 ⊗ q2 where q1 ∈ ∆([d1(d1 + 1)]) is obtained from a POVM M1 of ρ1, and
q2 ∈ ∆([d2(d2 + 1]) is obtained from a POVM M2 of ρ2. In other words, q1 = p1 and q2 = p2.
Therefore
||p1,2 − p1 ⊗ p2||2 = ||ρ1,2 − ρ1 ⊗ ρ2||2
(d1 + 1)(d2 + 1)
.
The ℓ2 distance between ρ1,2 and ρ1 ⊗ ρ2 can be tracked by tracking the ℓ2 distance between p1,2
and p1 × p2–in other words, by tracking p1,2. According to Theorem 1.2.2,
||p1,2||2 ≤ 2(d1 + 1)(d2 + 1) ,
||p1||2||p2||2 ≤
√
2
(d1 + 1)
√
2
(d2 + 1)
=
2
(d1 + 1)(d2 + 1)
.
Combining this with Theorem 3.9.5, gives rise to Lemma 9.
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Lemma 9. For the bipartite quantum state ρ1,2 ∈ D(Cd1 ⊗ Cd2), there is an estimator, denoted by
Estimator− independent : D(Cd1 ⊗ Cd2) ×N 7→ R which measures n copies of ρ1,2 using indepen-
dent measurement such that for n ≥ 4,
E[Estimator− independent(ρ1,2, n)] =||ρ1,2 − ρ1 ⊗ ρ2||22,
Var[Estimator− independent(ρ1,2, n)] =O[ (d1 + 1)(d2 + 1)||ρ1,2 − ρ1 ⊗ ρ2||
2
2
n
+
(d1 + 1)
2(d2 + 1)2
n2
]
=O[
d1d2||ρ1,2 − ρ1 ⊗ ρ2||22
n
+
d21d
2
2
n2
].
Algorithm 14 below is based on this estimator.
Algorithm 14: A Conditional Independence Test with Independent Measurement
Input: Access to classical-quantum-quantum states ρ = ∑c pc|c〉〈c| ⊗ ρcAB ∈ τABC and ǫ > 0.
Output: "Yes" with a probability of at least 23 if ρ is conditional independent; and "No" with
a probability of at least 23 if there is no conditionally independent σ such that
||ρ− σ||1 ≤ ǫ.
1 Choose L > 0 be a sufficient large constant;
2 if n ≥ d61d62
ǫ8
then
3 m← L d
6
7
1 d
6
7
2 n
6
7
ǫ
8
7
;
4 if
d
10
3
1 d
10
3
2
ǫ
8
3
≤ n < d41d42
ǫ8
then
5 m← L d
3
4
1 d
3
4
2 n
7
8
ǫ ;
6 if 0 < n <
d
10
3
1 d
10
3
2
ǫ
8
3
then
7 m← L
√
nd21d
2
2
ǫ2
;
/* Equivalently, m← Lmax{
√
nd21d
2
2
ǫ2
,min{ d
3
4
1 d
3
4
2 n
7
8
ǫ ,
d
6
7
1 d
6
7
2 n
6
7
ǫ
8
7
}}. */
8 ξ ← 1− 52e2 min{ mǫ
2
4d1d2
, m
4ǫ4
32d21d
2
2n
3 };
9 Set M according to Poisson(m) distribution;
10 Draw M copies of ρ, measure the system C on a computational basis for each copy and
measure the Cd1×d1 , Cd2×d2 systems with the measurementsM1 andM2, respectively. Let
S denote the multi-set of measurement outcome;
11 for all c← 0 to ⌈log2 n⌉ do
12 Let Sc be the |Sc| copies of ρcAB;
13 if |Sc| ≥ 4 then
14 Ac ← |Sc| × Estimator− independent(ρcAB, |Sc|);
15 else
16 Ac ← 0;
17 if A = ∑c Ac > ξ then
18 Returned “NO”;
19 else
20 Return "Yes";
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Similar to Proposition 6, we have:
Proposition 7. If ρ is conditionally independent,
E(A) = 0.
If ρ is ǫ-far from being independent,
E(A) ≥ (1− 5
2e
)min{ mǫ
2
4d1d2
,
m4ǫ4
32d21d
2
2n
3
}.
In both cases,
Var(A) = O(d21d
2
2min{m, n}+ d1d2E(A)).
Proof. Reuse the proof of [CDKS18], the bound of E(A) here is exactly the same as the bound of
E(A) in joint measurement setting given in the Appendix.
By the law of total variance,
VarA = E[Var(A|a)] +Var(E[A|a])
where a = (ac)c∈C.
According to Lemma 9, we know that there exists a constant t > 0 such that
E[Var(A|a)]
≤Ea2c [t(
d1d2bc
ac
+
d21d
2
2
a2c
)1ac≥4]
=t(d1d2E(A) + d
2
1d
2
2E1ac≥4)
≤t(d1d2E(A) + d21d22E1ac≥1)
≤t(d1d2E(A) + d21d22min{n,m})
where we use the fact that
E1ac≥1 = ∑
c∈C
[1− e−mpc] ≤ |C| = n,
∑
c∈C
[1− e−mpc ] ≤ ∑
c∈C
mpc = m.
The second term satisfies
Var(E[A|a]) = ∑
c∈C
b2cVar[ac1ac≥4] ≤ ∑
c∈C
22E[ac1ac≥4] ≤ 4RE(A).
The chosen of m0 = max{
√
nd21d
2
2
ǫ2
,min{ d
3
4
1 d
3
4
2 n
7
8
ǫ ,
d
6
7
1 d
6
7
2 n
6
7
ǫ
8
7
}} actually guarantees that
min{m0ǫ
2
d1d2
,
m40ǫ
4
d21d
2
2n
3
} ≥ d1d2
√
min{m0, n}.
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By setting m = Lm0, we always have
min{mǫ
2
d1d2
,
m4ǫ4
d21d
2
2n
3
} ≥
√
L× d1d2
√
min{m, n}
⇒ξ ≥ (1−
5
2e )
√
L
64
× d1d2
√
min{m, n},
E(A) ≥ (1−
5
2e )
√
L
32
× d1d2
√
min{m, n}.
If ρ is conditionally independent, then
Pr[A > ξ] ≤ Var(A)
ξ2
= O(d1d2min{m, n}ξ2) ≤ 1
3
.
If ρ is ǫ-far from conditionally independent, then
Pr[A < ξ] ≤ Pr[A < E(A)
2
] ≤ Pr[|A−E(A)| ≥ E(A)
2
] ≤ Var(A)
4E2(A)
= O(
d21d
2
2min{m, n}
E2(A)
+
d1d2
E(A)
) ≤ 1
3
.
Therefore, the following is valid:
Independentmeasurement: partial restatement of Theorem 1.2.10 O(max{
√
nd21d
2
2
ǫ2
,min{ d
3
4
1 d
3
4
2 n
7
8
ǫ ,
d
6
7
1 d
6
7
2 n
6
7
ǫ
8
7
}})
copies are sufficient to test whether ρABC is conditionally independent or ǫ-far from PA,B|C with a
classical-quantum-quantum state ρABC ∈ τABC where |C| = n using independent measurement.
11 Discussion and Acknowledgments
There are many interesting open problems. Developing lower bound techniques for independent
measurement and local measurement is of great interest. As we mentioned, there is no much
lower bound technique for quantum state property testing, even information-theoretical lower
bounds for joint measurement. Also, techniques for classical property testing are not applicable
in the independent measurement and local measurement setting because of the rich structure of
independent (local) measurement. It would also be interesting to consider the problems of this
paper for the low-rank quantum states, where some techniques were developed in [KZG16].
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12 Appendix
The following is an analysis of the conditional independence testing algorithm for probability
distributions given in [CDKS18], which is relevant to the correctness our Algorithm 13.
To show the correctness of this algorithm, the following lemma is used.
Lemma 10. [CDKS18] There exists an absolute constant R > 0 such that, for any λ > 0 and N distributed
according to Poisson(λ),
Var[N1N≥4] ≤ RE[N1N≥4].
An analysis of E(A) and Var(A) as follows. Let ac = |Sc|, bc = ||ρcAB − ρcA ⊗ ρcB||22. From
Lemma 8 and direct observation,
E[A|ac ] = acbc1{ac≥4}.
According to the Poissonization technique, we know that acs are independent, and the distribution
of ac is governed by Poisson(mpc).
Therefore,
E[A] = ∑
c∈C
bcE[ac1{ac≥4}] = ∑
c∈C
bc ∑
k≥4
k
(mpc)k
k!
= ∑
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bc f (mpc),
where
f (x) = x− e−x
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xk+1
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= e−x
∞
∑
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Note that x ∈ R+, and we always have
f (x) ≥ γmin{x, x4},
where γ = f (1) = 1− 52e .
To see this, if x ≥ 1,
{ f (x)
x
}′ = e−x x
2
2
≥ 0.
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If x ≤ 1,
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[
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− 1
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]xk = −3e−x
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≤ 0.
That is,
E[A] ≥ ∑
c∈C
γmin{mpc,m4p4c}bc.
In cases where ρABC is conditionally independent, then bc = Tr ||ρcAB − ρcA ⊗ ρcB||22 = 0,
E[A] = 0.
In cases where ρABC = ∑c∈C pc|c〉〈c| ⊗ ρcAB is ǫ-far from PA,B|C, let ρ˜ABC = ∑c∈C pc|c〉〈c| ⊗ ρcA⊗
ρcB, and we have
||ρABC − ρ˜ABC||1 > ǫ
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⇒E[A] > γmin{ mǫ
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}.
The second last inequalities accord with the Cauchy–Schwarz inequality, the Hölder inequality
and bc ≤ 2.
By the law of total variance, the bound of the variance of A is
VarA = E[Var(A|a)] +Var(E[A|a])
where a = (ac)c∈C.
According to Lemma 8, we know that a constant t > 0 exists such that
E[Var(A|a)] ≤ Ea2c [t(
bc
ac
+
1
a2c
)1ac≥4] = t(E(A) + E1ac≥4) ≤ t(E(A) + E1ac≥1) ≤ t(E(A) +min{n,m})
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where we use the fact that
E1ac≥1 = ∑
c∈C
[1− e−mpc] ≤ |C| = n,
∑
c∈C
[1− e−mpc ] ≤ ∑
c∈C
mpc = m.
The second term can be bounded as
Var(E[A|a]) = ∑
c∈C
b2cVar[ac1ac≥4] ≤ ∑
c∈C
22E[ac1ac≥4] ≤ 4RE(A).
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