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In this paper, we study a kind of quasilinear elliptic problem which involves multiple
critical Hardy–Sobolev exponents and Hardy terms. By employing the variational methods
and analytical techniques, the existence of sign-changing solutions to the problem is
obtained.
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1. Introduction and the main result
In this paper, we consider the following quasilinear elliptic problem:−1pu−
k∑
i=1
λi
|u|p−2u
|x− ai|p =
k∑
i=1
|u|pi−2u
|x− ai|si , x ∈ Ω,
u = 0, x ∈ ∂Ω,
(1.1)
where Ω ⊂ RN(N ≥ 3) is a smooth bounded domain, ai ∈ Ω are different points, 1 < p < N, 0 < si < p, 0 ≤
λi < λ¯ := (N−pp )p,−1pu = −div(|∇u|p−2∇u) and pi = p∗(si) := p(N−si)N−p are the critical Hardy–Sobolev exponents,
i = 1, 2, . . . , k, k ≥ 2. Note that p∗(0) = p∗ := NpN−p is the critical Sobolev exponent.
The problem (1.1) is related to Hardy–Sobolev inequality [1]:(∫
RN
|u|p∗(s)
|x− a|s dx
) p
p∗(s)
≤ C
∫
RN
|∇u|pdx, ∀u ∈ C∞0 (RN), a ∈ RN , (1.2)
where a ∈ RN , 0 ≤ s ≤ p and p∗(s) = p(N−s)N−p . If s = p in (1.2), then p∗(s) = p and there follows the following well-known
Hardy inequality [1,2]:∫
RN
|u|p
|x− a|p dx ≤
1
λ¯
∫
RN
|∇u|p dx, ∀ u ∈ C∞0 (RN), a ∈ RN , (1.3)
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where λ¯ = (N−pp )p is the best Hardy constant. In this paper, the spaceW 1, p0 (Ω) is the completion of C∞0 (Ω) with respect
to the norm (
∫
Ω
|∇u|p dx)1/p. The function u ∈ W 1,p0 (Ω) is said to be a solution to problem (1.1) if u satisfies∫
Ω
(
|∇u|p−2∇u∇v −
k∑
i=1
λi
|u|p−2
|x− ai|p uv −
k∑
i=1
|u|pi−2
|x− ai|si u v
)
dx = 0
for all v ∈ W 1,p0 (Ω). By the standard elliptic regularity argument, u ∈ C1,α(Ω \ {a1, a2, . . . , ak}) . The solution of (1.1) is
equivalent to the corresponding critical point of the energy functional
J0(u) = 1p
∫
Ω
(
|∇u|p −
k∑
i=1
λi |u|p
|x− ai|p
)
dx−
k∑
i=1
1
pi
∫
Ω
|u|pi
|x− ai|si dx,
which is well defined onW 1,p0 (Ω) and belongs to C
1(W 1,p0 (Ω),R).
In recent years, people have paid much attention to the semilinear elliptic problems involving Hardy inequality or
Hardy–Sobolev inequality, see [3–12] and references therein. The quasilinear form singular problemswere studied, see [13–
17] and references in these publications. In particular, the existence and singularity behavior of positive solutions to the
problem (1.1) was investigated in [17].
In this paper,we continue to study the problem (1.1) and investigate its sign-changing solutions. This topic is meaningful
and important.
For λ < λ¯, 0 ≤ s < p and x0 ∈ RN , by (1.2) and (1.3) we can define the following best Hardy–Sobolev constant:
Sλ,s := inf
u∈D1, p(RN )\{0}
∫
RN
(
|∇u|p − λ |u|p|x−x0|p
)
dx(∫
RN
|u|p∗(s)
|x−x0|s dx
) p
p∗(s)
, (1.4)
where D1, p(RN) is the completion of C∞0 (RN) with respect to the norm (
∫
RN |∇u|p)1/p. It’s standard to show that Sλ,s is
independent of anyΩ ⊂ RN with x0 ∈ Ω in the sense that if
Sλ,s(Ω) := inf
u∈W1,p0 (Ω)\{0}
∫
Ω
(
|∇u|p − λ |u|p|x−x0|p
)
dx(∫
Ω
|u|p∗(s)
|x−x0|s dx
) p
p∗(s)
,
then Sλ,s(Ω) = Sλ,s(RN) = Sλ,s .
For all x0 ∈ RN , 0 < λ < λ¯ and 0 ≤ s < p, from [16] we are informed that the following limiting problem−1pu− λ u
p−1
|x− x0|p =
up
∗(s)−1
|x− x0|s in R
N \ {x0},
u ∈ D1,p(RN), u > 0 in RN \ {x0},
(1.5)
has radially symmetric ground states
V x0λ,s,ε(x) := ε
p−N
p Uλ,s
(
x− x0
ε
)
= ε p−Np Uλ,s
( |x− x0|
ε
)
, ∀ε > 0, (1.6)
that satisfy∫
RN
(
|∇V x0λ,s,ε|p − λ
|V x0λ,s,ε|p
|x− x0|p
)
dx =
∫
RN
|V x0λ,s,ε|p∗(s)
|x− x0|s dx = (Sλ,s)
N−s
p−s . (1.7)
The function Uλ,s(x− x0) = Uλ,s(|x− x0|) is the unique solution of (1.5) satisfying
Uλ,s(1) =
(
(N − s)(λ¯− λ)
N − p
)1/p∗(s)−p
.
Moreover, by setting r = |x− x0|, Uλ,s has the following properties:
lim
r→0 r
a(λ)Uλ,s(r) = C1 > 0, lim
r→0 r
a(λ)+1 |U ′λ,s(r)| = C1a(λ) ≥ 0, (1.8)
lim
r→+∞ r
b(λ) Uλ,s(r) = C2 > 0, lim
r→+∞ r
b(λ)+1 |U ′λ,s(r)| = C2b(λ) > 0, (1.9)
where C1 and C2 are positive constants depending on s, λ, p and N , a(λ) and b(λ) are zeroes of the function
f (t) = (p− 1)tp − (N − p)tp−1 + λ, t ≥ 0, (1.10)
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that satisfy
0 ≤ a(λ) < N − p
p
< b(λ) ≤ N − p
p− 1 . (1.11)
Furthermore, there exist positive constants C3 = C3(λ, s, p,N) and C4 = C4(λ, s, p,N) such that
C3 ≤ Up,λ(r)
(
r
a(λ)
δ + r b(λ)δ
)δ ≤ C4, δ := N − pp . (1.12)
Thanks to these results, although the expressions of Uλ,s are implicit, the above conclusions are useful to us in studying
the problem (1.1) in depth.
Throughout this paper we assume that
(H1) 0 < si < p, 0 ≤ λi < λ¯, i = 1, 2, . . . , k, ∑ki=1 λi < λ¯.
(H2) There exists an l, 1 ≤ l ≤ k, such that 0 < sl < p2N and
p− sl
p(N − sl) (Sλl,sl)
N−sl
p−sl = min
{
p− si
p(N − si) (Sλi,si)
N−si
p−si , i = 1, 2, . . . , k
}
.
(H3) There exists an i0 ∈ {1, 2, . . . , k}, such that
si0 := min{si, i 6= l, i = 1, 2, . . . , k},
where l is defined as in (H2).
Themain result of this paper is concluded as the following theorem.We can verify that the intervals for si0 in the following
theorem are not empty. To the best of our knowledge, the result is new in the case when k ≥ 2.
Theorem 1.1. Suppose (H1)–(H3) hold. Assume that one of the following conditions holds:
(i) 1 < p < 2, 0 < si0 < (p− 1)min{b(λl)− δ, δ − a(λl)}.
(ii) p ≥ 2, 0 < si0 < min{b(λl)− δ, δ − a(λl)}.
Then the problem (1.1) has a pair of sign-changing solutions±u2 satisfying∫
Ω
(
k∑
i=1
|u2|pi−p
|x− ai|si
)
v(u2)p−1u2 = 0,
where v(u2) is the first eigenfunction of the weighted eigenvalue problem
−1pv −
k∑
i=1
λi
|v|p−2v
|x− ai|p = γ
(
k∑
i=1
|u2|pi−p
|x− ai|si
)
|v|p−2v, x ∈ Ω, v = 0, x ∈ ∂Ω.
This paper is organized as follows: In Section 2 we will establish some preliminary results. In Section 3 we will verify
the existence of sign-changing solutions to (1.1) and prove Theorem 1.1. In the space W 1,p0 (Ω) we employ the norm
‖u‖ = (∫
Ω
|∇u|p dx)1/p. In the following argument, η = O(ετ ) (τ > 0) means that there exists some positive constant
C such that |η| ≤ C ετ for ε > 0 small enough, o(εt) means |o(εt)|/εt → 0 as ε → 0 and o(1) stands for a generic
infinitesimal value. We always denote the positive constant as C and omit dx in integral for convenience, if no confusion is
caused.
2. Some preliminary results
In this section, we will establish some lemmas. Some results are already known.
Let Uλi,si and V
ai
λi,si,ε
be the functions defined as in (1.6). Set
vε = valλl,sl,ε(x) = ϕal(x)V
al
λl,sl,ε
(x) = ε p−Np ϕal(x)Uλl,sl
(
x− al
ε
)
, (2.1)
where l is given in (H2), 0 < sl < p, al ∈ Ω, 0 ≤ λl < λ¯, ϕal ∈ C∞0 (Bρ(al)), 0 ≤ ϕal ≤ 1 and ϕal ≡ 1 for
x ∈ B ρ
2
(al), 0 < ρ < min{ |al− aj|, j = 1, 2, . . . , k, l 6= j} and Bρ ⊂ Ω . Note that ∀ x ∈ Bρ(al), j 6= l, C1 ≤ |x− aj| ≤ C2 for
some positive constants C1 and C2. Then we have the following lemma. According to (1.5)–(1.12), the proof of Lemma 2.1
follows the lines similar to those in [15] and is omitted here.
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Lemma 2.1. Suppose βl := b(λl)− δ. Then as ε→ 0 we have∫
Ω
(
|∇vε|p − λl |vε|
p
|x− al|p
)
= (Sλl,sl)
N−sl
p−sl + O (εpβl) , (2.2)∫
Ω
|vε|pl
|x− al|sl = (Sλl,sl)
N−sl
p−sl + O (εplβl) . (2.3)
For j = 1, 2, . . . , k, j 6= l, we also have
∫
Ω
|vε|pj
|x− aj|sj ≥

Cεsj , βl >
sj
pj
,
C εsj | ln ε|, βl = sjpj ,
C εpjβl , βl <
sj
pj
,
(2.4)
∫
Ω
|vε|p
|x− aj|p ≥
Cε
p, βl > 1,
C εp | ln ε|, βl = 1,
C εpβl , βl < 1.
(2.5)
Moreover, as ε→ 0 there follows that∫
Ω
|vε|pj
|x− aj|sj → 0,
∫
Ω
|vε|p
|x− aj|p → 0, j = 1, 2, . . . , k, j 6= l.
In the recent paper [17], the existence of positive solutions to the problem (1.1) was established. It should be also pointed
out that the positive solutions are singular at the point ai if λi > 0, i = 1, 2, . . . , k. Here we recall the regularity estimates
and asymptotic properties in [17]. These results can be verified by a version of the comparison principle andMorser iteration
methods, and are crucial for us to establish sign-changing solutions of (1.1). Moreover, the following results also hold in the
small neighborhood of each singular point ai if we replace sl, al, λl with si, ai, λi, i = 1, 2, . . . , k, i 6= l respectively.
Lemma 2.2 ([17]). Suppose 0 ≤ sl < p2N and 0 < λl < λ¯. Assume that u ∈ W 1,p0 (Ω) is a positive solution to problem (1.1). Then
there exist some constants ρ > 0 small and C > 0, such that
(i) u(x) ≥ C|x−al|α(λl) , ∀ x ∈ Bρ(al) \ {al}.
(ii) u ∈ Lq(Bρ(al)), ∀ q ∈ (1, Na(λl) ); |∇u| ∈ Lr(Bρ(al)), ∀ r ∈ (1, Na(λl)+1 ).
Lemma 2.3. Suppose 0 ≤ sl < p2N , 0 ≤ sj ≤ p, j 6= l, j = 1, 2, . . . , k and 0 < q ≤ p∗ − 1. Assume that u ∈ W 1,p0 (Ω) is a
positive solution of the problem (1.1) and vε is the function defined as in (2.1) with ρ > 0 small enough. Then∫
Ω
upl−1vε
|x− al|sl =
O(ε
(pl−1)(δ−a(λl))), b(λl)+ a(λl)(pl − 1) > N − sl,
O(εb(λl)−δ| ln ε|), b(λl)+ a(λl)(pl − 1) = N − sl,
O(εb(λl)−δ), b(λl)+ a(λl)(pl − 1) < N − sl,
(2.6)
∫
Ω
uvpl−1ε
|x− al|sl =
O(ε
δ−a(λl)), a(λl)+ b(λl)(pl − 1) > N − sl,
O(εδ−a(λl)| ln ε|), a(λl)+ b(λl)(pl − 1) = N − sl,
O(ε(pl−1)(b(λl)−δ)), a(λl)+ b(λl)(pl − 1) < N − sl,
(2.7)
∫
Ω
u vqε
|x− aj|sj =

O(εN−a(λl)−δq),
N − a(λl)
b(λl)
< q ≤ p∗ − 1,
O(εq(b(λl)−δ)| ln ε|), q = N − a(λl)
b(λl)
,
O(εq(b(λl)−δ)), 0 < q <
N − a(λl)
b(λl)
,
(2.8)
∫
Ω
uq vε
|x− aj|sj =

O(εN−δ−a(λl)q),
N − b(λl)
a(λl)
< q ≤ p∗ − 1,
O(εb(λl)−δ| ln ε|), q = N − b(λl)
a(λl)
,
O(εb(λl)−δ), 0 < q <
N − b(λl)
a(λl)
,
(2.9)
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∫
Ω
|∇u| |∇vε|p−1 =
O(ε
δ−a(λl)), a(λl)+ b(λl)(p− 1) > N − p,
O(εδ−a(λl)| ln ε|), a(λl)+ b(λl)(p− 1) = N − p,
O(ε(p−1)(b(λl)−δ)), a(λl)+ b(λl)(p− 1) < N − p,
(2.10)
∫
Ω
|∇u|p−1 |∇vε| =
O(ε
(p−1)(δ−a(λl))), b(λl)+ a(λl)(p− 1) > N − p,
O(εb(λl)−δ| ln ε|), b(λl)+ a(λl)(p− 1) = N − p,
O(εb(λl)−δ), b(λl)+ a(λl)(p− 1) < N − p.
(2.11)
Proof. The above estimates can be verified by employing (1.12), Hölder inequality, Lemmas 2.1 and 2.2. Here we omit the
details. 
3. Proof of Theorem 1.1
In this section, we investigate sign-changing solutions to the problem (1.1). Here we have to pay more attention to the
singularities of positive solutions to (1.1).
For ν ≥ 0 small and u ∈ W 1,p0 (Ω),we define
Jν(u) = 1p
∫
Ω
(
|∇u|p −
k∑
i=1
λi |u|p
|x− ai|p
)
−
k∑
i=1
1
pi − ν
∫
Ω
|u|pi−ν
|x− ai|si , (3.1)
Λν = { u ∈ W 1,p0 (Ω); 〈J ′ν(u), u〉 = 0, u 6≡ 0}, (3.2)
c1,ν = inf
u∈Λν
Jν(u). (3.3)
Then Jν ∈ C1(W 1,p0 (Ω), R). Moreover, for ν ′ > 0 small enough, there exists α0 > 0 such that the following lower bound
holds:
c1,ν ≥ α0, ∀ ν ∈ [ 0, ν ′ ].
We recall the following existence result related to the problem (1.1).
Lemma 3.1 ([17]). Suppose (H1)–(H3) hold. Assume that
p (b(λl)− δ) > si0 = min{si, i 6= l, i = 1, 2, . . . , k},
where l is defined as in (H2) . Then the problem (1.1) has a mountain-pass-type positive solution u1 ∈ Λ0 such that
c1,0 = J0(u1) = J0 (−u1) = sup
t∈R
J0(t u1) .
We point out that the conditions of Theorem 1.1 are stronger than those of Lemma 3.1. Therefore, under the assumptions
of Theorem 1.1, there does exist a mountain-pass-type positive solution u1 ∈ W 1,p0 (Ω) of (1.1), satisfying J0(u1) = c1,0.
According to Lemma 2.2, if 0 < λi < λ¯ for some i ∈ {1, 2, . . . , k}, the positive solution u1 is singular at the point ai.
In the following argument, we first manage to obtain the results of Theorem 1.1 in the subcritical case by employing the
min–max principle. To this end, let B ⊂ W 1,p0 (Ω) be a closed symmetric set. Then the Krasnselski genus i(B) is well defined
for the set B. Fix ρ > 0 and define
Sρ = {u|u ∈ W 1,p0 (Ω), ‖u‖ = ρ},
H = {h| h : W 1,p0 (Ω)→ W 1,p0 (Ω) is an odd homeomorphism},
F2 = {B| B ⊂ W 1,p0 (Ω)is closed symmetric, i( h(B) ∩ Sρ ) ≥ 2, ∀ h ∈ H}.
Then, by the arguments similar to those of [14,18], the following existence result holds. Here we omit the proof.
Lemma 3.2. There exists some ν∗ > 0 small enough, such that for every ν ∈ (0, ν∗), the following sub-critical problem−1pu−
k∑
i=1
λi
|u|p−2u
|x− ai|p =
k∑
i=1
|u|pi−2−νu
|x− ai|si , x ∈ Ω,
u = 0, x ∈ ∂Ω
(3.4)
has a pair of sign-changing solutions±u2,ν satisfying∫
Ω
(
k∑
i=1
|u2,ν |pi−p−ν
|x− ai|si
)
v(u2,ν)p−1u2,ν = 0,
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where v(u2,ν) is the first eigenfunction of the weighted eigenvalue problem−1pv −
k∑
i=1
λi
|v|p−2v
|x− ai|p = γ
(
k∑
i=1
|u2,ν |pi−p−ν
|x− ai|si
)
|v|p−2v, x ∈ Ω,
v = 0, x ∈ ∂Ω.
Moreover,
c2,ν := inf
A∈F2
sup
w∈A
Jν(w) = Jν(u2,ν).
Lemma 3.3 ([17]). For ε > 0 small, there exists a constant C > 0 such that
sup
τ≥0
J0(τvε) ≤ p− slp(N − sl)
(
Sλl,sl
) N−sl
p−sl + O (εp(b(λl)−δ))− C k∑
i6=l,i=1
∫
Ω
|vε|p
|x− ai|p − C
k∑
i6=l,i=1
∫
Ω
|vε|pi
|x− ai|si .
Lemma 3.4. Under the assumptions of Theorem 1.1, there exist constants σ > 0 and ν∗∗ > 0, such that
c2,ν ≤ c1,ν + p− slp(N − sl) (Sλl,sl)
N−sl
p−sl − σ , ∀ν ∈ (0, ν∗∗). (3.5)
Proof. Arguing as in [14], we can obtain that c1,ν → c1,0 and c2,ν → c2,0 as ν → 0.
In the following, we will employ the following well-known result:
∀q ∈ [1, +∞), there exists a constant C = C(q) > 0 such that
|a+ b |q ≥ |a|q + |b|q − C(|a|q−1 |b| + |a| |b|q−1), ∀a, b ∈ R,
|a+ b |q ≤ |a|q + |b|q + C ( |a|q−1 |b| + |a||b|q−1), ∀ a, b ∈ R.
Let u1 be the positive solutions obtained as in Lemma 3.1 and vε be the function defined as in (2.1). SetΓε = span{u1, vε}.
Then Γε ∈ F2 and
c2,ν ≤ sup
w∈Γε
Jν(w) = sup
α,β∈R
Jν(αu1 + βvε).
Consequently,
Jν(αu1 + βvε ) = 1p
∫
Ω
(
|∇(αu1 + βvε)|p −
k∑
i=1
λi|α u1 + βvε|p
|x− ai|p
)
−
k∑
i=1
1
pi − ν
∫
Ω
|α u1 + βvε|pi−ν
|x− ai|si
≤ Jν(αu1)+ Jν(βvε)+ C |α|p−1|β|
∫
Ω
|∇u1|p−1|∇vε| + C |α‖β|p−1
∫
Ω
|∇u1‖∇vε|p−1
+ C
k∑
i=1
(
|α|pi−1−ν |β|
∫
Ω
|u1|pi−1−νvε
|x− ai|si + |α||β|
pi−1−ν
∫
Ω
u1|vε|pi−1−ν
|x− ai|si
)
+ C
k∑
i=1
(
|α|p−1|β|
∫
Ω
|u1|p−1vε
|x− ai|p + |α||β|
p−1
∫
Ω
u1|vε|p−1
|x− ai|p
)
≤ Jν(α u1)+ Jν(βvε)+ C(|α|p + |β|p)(εb(λl)−δ + ε(p−1)(b(λl)−δ) + εa(λl)−δ + ε(p−1)(a(λl)−δ))| ln ε|
+ C
k∑
i=1
(|α|pi−ν + |β|pi−ν) (εb(λl)−δ + εδ−a(λl) + ε(pi−1−ν)(b(λl)−δ) + ε(pi−1−ν)(δ−a(λl))) | ln ε|
+ C(|α|p + |β|p) (εb(λl)−δ + ε(p−1)(b(λl)−δ) + εa(λl)−δ + ε(p−1)(a(λl)−δ))| ln ε|,
where in the last stepwe have employed Hölder inequality. Then for ε > 0 small we have limα,β→∞ Jν(α u1+β vε) = −∞,
so we may assume that α and β are in a bounded set. From Lemmas 3.2 and 3.3 it follows that
Jν(α u1 + β vε) ≤ Jν(αu1)+ Jν(βvε)+ C(ε(p−1)(b(λl)−δ) + εb(λl)−δ + ε(p−1)(δ−a(λl)) + εδ−a(λl))| ln ε|
≤ c1,ν + J0(βvε) + CA(ε) + I1
≤ c1,ν + p− slp(N − sl) (Sλl,sl)
N−sl
p−sl + O(εpβl)
− C
k∑
i6=l,i=1
∫
Ω
|vε|p
|x− ai|p − C
k∑
i6=l,i=1
∫
Ω
|vε|pi
|x− ai|si + CA(ε)+ I1, (3.6)
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where we have set
A(ε) := (ε(p−1)(b(λl)−δ) + εb(λl)−δ + ε(p−1)(δ−a(λl)) + εδ−a(λl))| ln ε|,
I1 :=
k∑
i=1
( |β|pi
pi
∫
Ω
|vε|pi
|x− ai|si −
|β|pi−ν
pi − ν
∫
Ω
|vε|pi−ν
|x− ai|si
)
.
(i) Assume that 1 < p < 2 and
si0 < (p− 1)min{b(λl)− δ, δ − a(λl)},
where si0 is defined as in (H3). Then
si0 < pβl < pj0βl,
A(ε) ≤ C(ε(p−1)(b(λl)−δ) + ε(p−1)(δ−a(λl)))| ln ε|.
Therefore as ε small enough, from Lemma 2.1 it follows that
CA(ε) − C
k∑
i6=l,i=1
∫
Ω
|vε|p
|x− ai|p − C
k∑
i6=l,i=1
∫
Ω
|vε|pi
|x− ai|si ≤ C(ε
(p−1)(b(λl)−δ) + ε(p−1)(δ−a(λl)))| ln ε| − Cεsj0
≤ − 2σ ,
where σ > 0 ia some constant. Choose ν∗∗ > 0 small enough such that I1 < σ for all ν ∈ (0, ν∗∗). Then from (3.6) it follows
that
c2,ν ≤ Jν(αu1 + βvε) ≤ c1,ν + p− slp(N − sl)
(
Sλl,sl
) N−sl
p−sl − σ , ∀ν ∈ (0, ν∗∗).
(ii) Assume that p ≥ 2 and
si0 < min{b(λl)− δ, δ − a(λl)}.
Then
si0 < pj0βl = pj0 (b(λl)− δ),
A(ε) ≤ C(εb(λl)−δ + εδ−a(λl))| ln ε|.
Therefore as ε small enough, from Lemma 2.1 it follows that
CA(ε) − C
k∑
i6=l,i=1
∫
Ω
|vε|p
|x− ai|p − C
k∑
i6=l,i=1
∫
Ω
|vε|pi
|x− ai|si ≤ C(ε
b(λl)−δ + εδ−a(λl))| ln ε| − Cεsj0
≤ −2σ ,
where σ > 0 ia some constant. Choose ν∗∗ > 0 small enough such that I1 < σ for all ν ∈ (0, ν∗∗). Then (3.5) follows from
(3.6).
The proof of this lemma is completed. 
Proof of Theorem 1.1. Set ν˜ = min{ν ′, ν∗, ν∗∗}. From the fact c1,ν → c1,0 as ν → 0 and by Lemma 3.4 it follows that c2,ν
is bounded uniformly in ν ∈ (0, ν˜). Let u2,ν be the solution obtained as in Lemma 3.2. Then there exists a constant C > 0
such that
‖u2,ν‖ ≤ C, ∀ ν ∈ (0, ν˜). (3.7)
Define u±(x) = max{±u(x), 0} respectively for any u ∈ W 1,p0 (Ω), then u± ∈ W 1,p0 (Ω). By (3.7) we can find νn → 0 such
that for some u2 := u2,0 ∈ W 1,p0 (Ω), u±2,νn ⇀ u±2 weakly inW 1,p0 (Ω). For convenience, we denote u2,νn , Jνn , c1,νn , c2,νn , pi−
νn andΛνn as un, Jn, c1,n, c2,n, pi,n andΛn respectively. Since u
±
n ∈ Λn, Jn(u±n ) ≥ c1,n, from Lemmas 3.2 and 3.4 it follows
that
Jn(u+n )+ Jn(u−n ) = Jn(un) = c2,n ≤ c1,n +
p− sl
p(N − sl)
(
Sλl,sl
) N−sl
p−sl − σ
for n large. Necessarily, for n large enough we have
Jn(u±n ) ≤
p− sl
p(N − sl)
(
Sλl,sl
) N−sl
p−sl − σ ,
J0(u±n ) ≤
p− sl
p(N − sl)
(
Sλl,sl
) N−sl
p−sl − σ + o(1). (3.8)
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By (3.7) and the fact that u±n ∈ Λn we derive
C¯1 ≤
k∑
i=1
∫
Ω
|u±n |pi,n
|x− ai|si ≤ C¯2, i = 1, 2, . . . , k, (3.9)
where C¯1 and C¯2 are positive constants independent of νn.
Now we study the convergence of {u+n }. Note that {u+n } is bounded inW 1,p0 (Ω). Then, up to a subsequence if necessary,
we have that
u+n ⇀ u
+
2 weakly inW
1,p
0 (Ω),
u+n ⇀ u
+
2 weakly in L
p(Ω, |x− ai|−p) for 1 ≤ i ≤ k,
u+n ⇀ u
+
2 weakly in L
pi(Ω, |x− ai|−si) for 1 ≤ i ≤ k,
u+n → u+2 a.e. inΩ.
From the concentration compactness theorem [19,20], there exists a subsequence of {u+n }, still denoted by {u+n }, nonnegative
real numbers λ˜ai , γ˜ai , ν˜ai , 1 ≤ i ≤ k, such that
|∇u+n |p ⇀ d˜λ ≥ |∇u+2 |p +
k∑
i=1
λ˜ai δai ,
|u+n |p
|x− ai|p ⇀ dγ˜ =
|u+2 |p
|x− ai|p + γ˜ai δai ,
|u+n |pi
|x− ai|si ⇀ d˜ν =
|u+2 |pi
|x− ai|si + ν˜ai δai ,
where δx is the Dirac mass at x. Furthermore, from Hardy–Sobolev inequality it follows that
λ˜ai − λi γ˜ai ≥ Sλi,si ν˜ai
p
pi , i = 1, 2, . . . , k. (3.10)
Now we consider the possibility of concentration at points ai (1 ≤ i ≤ k). For ε > 0 small, let ϕiε be a smooth cut-off
function centered ai such that 0 ≤ ϕiε ≤ 1, ϕiε = 1 for |x− ai| ≤ ε2 , ϕiε = 0 for |x− ai| ≥ ε and |∇ϕiε| ≤ 4ε . Note that
〈J ′0(u+n ), u+n ϕiε〉 =
∫
Ω
|∇u+n |pϕiε +
∫
Ω
u+n |∇u+n |p−2∇u+n ∇ϕiε −
k∑
j=1
λj
∫
Ω
|u+n |p
|x− aj|p ϕ
i
ε −
k∑
j=1
∫
Ω
|u+n |pj
|x− aj|sj ϕ
i
ε.
On the other hand,
lim
ε→0 limn→∞
∫
Ω
|∇u+n |pϕiε = lim
ε→0
∫
Ω
ϕiεd˜λ ≥ lim
ε→0
(∫
Ω
|∇u+2 |pϕiε + λ˜ai
)
= λ˜ai ,
lim
ε→0 limn→∞
∫
Ω
|u+n |p
|x− ai|p ϕ
i
ε = lim
ε→0
∫
Ω
ϕiεdγ˜ = lim
ε→0
(∫
Ω
|u+2 |p
|x− ai|p ϕ
i
ε + γ˜ai
)
= γ˜ai ,
lim
ε→0 limn→∞
∫
Ω
|u+n |pi
|x− ai|si ϕ
i
ε = lim
ε→0
∫
Ω
ϕiεd˜ν = lim
ε→0
(∫
Ω
|u+2 |pi
|x− ai|si ϕ
i
ε + ν˜ai
)
= ν˜ai ,
lim
ε→0 limn→∞
∫
Ω
|u+n |p
|x− aj|p ϕ
i
ε = 0 for j 6= i,
lim
ε→0 limn→∞
∫
Ω
|u+n |pj
|x− aj|sj ϕ
i
ε = 0 for j 6= i,
lim
ε→0 limn→∞
∣∣∣∣∫
Ω
u+n |∇u+n |p−2∇u+n ∇ϕiε
∣∣∣∣ ≤ limε→0 limn→∞
(∫
Ω
|u+n |p|∇ϕiε|p
) 1
p
(∫
Ω
|∇u+n |p
) p−1
p
≤ C lim
ε→0
(∫
Ω
|u+2 |p |∇ϕiε|p
) 1
p
≤ C lim
ε→0
(∫
Bε(aj)
|∇ϕiε|N
) 1
N
(∫
Bε(aj)
|u+2 |p
∗
) 1
p∗
≤ C lim
ε→0
(∫
Bε(aj)
|u+2 |p
∗
) 1
p∗
= 0,
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which implies that
lim
ε→0 limn→∞
∫
Ω
u+n |∇u+n |p−2∇u+n ∇ϕiε = 0.
Consequently,
0 = lim
ε→0 limn→∞〈 J
′
0(u
+
n ), u
+
n ϕ
i
ε〉 ≥ λ˜ai − λi γ˜ai − ν˜ai . (3.11)
From (3.10) and (3.11) it follows that
Sλi,si(ν˜ai)
p
pi ≤ ν˜ai , 1 ≤ i ≤ k.
Then we derive that
either ν˜ai = 0 or ν˜ai ≥ (Sλi,si)
N−si
p−si , i = 1, 2, . . . , k. (3.12)
From (3.8) and by the fact that u+n ∈ Λn we conclude that
p− sl
p(N − sl)
(
Sλl,sl
) N−sl
p−sl − σ ≥ lim
n→∞
(
J0(u+n )−
1
p
〈J ′0(u+n ), u+n 〉
)
= lim
n→∞
(
k∑
i=1
(
1
p
− 1
pi
)∫
Ω
|u+n |pi
|x− ai|si
)
=
k∑
i=1
p− si
p(N − si)
(∫
Ω
|u+2 |pi
|x− ai|si + ν˜ai
)
.
Suppose there exists an i ∈ {1, 2, . . . , k} such that ν˜ai 6= 0. Then from (3.12) and the assumption (H2)we obtain that
p− sl
p(N − sl)
(
Sλl,sl
) N−sl
p−sl − σ ≥ p− si
p(N − si) (Sλi,si)
N−si
p−si
≥ p− sl
p(N − sl)
(
Sλl,sl
) N−sl
p−sl ,
which is a contradiction. Hence, ν˜ai = 0 for all i = 1, 2, . . . , k. According to (3.11) we also have that
λ˜ai = γ˜ai = 0, i = 1, 2, . . . , k.
Up to a subsequence, we deduce that u+n → u+2 strongly inW 1,p0 (Ω) . Similarly, for some subsequence, u−n → u−2 strongly
inW 1,p0 (Ω) .Moreover, up to a subsequence,
lim
n→∞
∫
Ω
|u±n |pi,n
|x− ai|si = limn→∞
∫
Ω
|u±n |pi
|x− ai|si =
∫
Ω
|u±2 |pi
|x− ai|si , 1 ≤ i ≤ k. (3.13)
From (3.9) and (3.13) it follows that u±2 6≡ 0 in Ω. Therefore u2 changes sign in Ω, un ⇀ u2 weakly in W 1,p0 (Ω) and
therefore u2 is a solution of (1.1). Since c2,n → c2,0 as n→∞, it’s easy to verify that {un} is actually a PS sequence for J0 at
the level c2,0.
In the following, we verify that a subsequence of {un} converges to u2 strongly inW 1,p0 (Ω). To this end, setwn = un−u2.
Thenwn ⇀ 0 weakly inW
1,p
0 (Ω). Note that u2 ∈ Λ0 and therefore J0(u2) ≥ c1,0. Thus,
c1,n + p− slp(N − sl)
(
Sλl,sl
) N−sl
p−sl − σ ≥ Jn(u2 + wn)
= Jn(u2)+ Jn(wn)+ o(1)
= J0(u2)+ Jn(wn)+ o(1)
≥ c1,0 + Jn(wn)+ o(1).
Consequently,
Jn(wn) ≤ p− slp(N − sl)
(
Sλl,sl
) N−sl
p−sl − σ + c1,n − c1,0 + o(1)
≤ p− sl
p(N − sl)
(
Sλl,sl
) N−sl
p−sl − σ + o(1),
where we have employed the fact that limn→∞ c1,n = c1,0.
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Repeating the concentration compactness argument above for {u+n }, we obtain that {wn} has a subsequence converging
strongly in W 1,p0 (Ω). By the fact that wn ⇀ 0 in W
1,p
0 (Ω), we deduce that this subsequence of {wn} must converge
strongly to 0 inW 1,p0 (Ω), which implies that the corresponding subsequence of {un} converges strongly to u2 inW 1,p0 (Ω)
and therefore c2,0 = J0(u2).
The proof of Theorem 1.1 is then completed. 
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