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The comptonization parameter from simulations of single-frequency, single-dish, dual-beam, cm-wave
observations of galaxy clusters and mitigating CMB confusion using the Planck sky survey
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Systematic effects in dual-beam, differential, radio observations of extended objects are discussed in the
context of the One Centimeter Receiver Array (OCRA). We use simulated samples of Sunyaev–Zel’dovich (SZ)
galaxy clusters at low (z < 0.4) and intermediate (0.4 < z < 1.0) redshifts to study the implications of
operating at a single frequency (30 GHz) on the accuracy of extracting SZ flux densities and of reconstructing
comptonization parameters with OCRA. We analyze dependences on cluster mass, redshift, observation strategy,
and telescope pointing accuracy. Using Planck data to make primary cosmic microwave background (CMB)
templates, we test the feasibility of mitigating CMB confusion effects in observations of SZ profiles at angular
scales larger than the separation of the receiver beams.
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I. INTRODUCTION
Over the past several years many dedicated experiments
have been used to detect the Sunyaev–Zel’dovich (SZ) ef-
fect (Sunyaev & Zeldovich 1970) from galaxy clusters at ra-
dio wavelengths [e.g., Berkeley-Illinois-Maryland Associa-
tion (BIMA) (Dawson et al. 2006); Combined Array for Re-
search in Millimeter-wave Astronomy (CARMA) (Mantz et al.
2014; Muchovej et al. 2012); the South Pole Telescope (SPT)
(Reichardt et al. 2013); the Néel IRAM KIDs Array (NIKA)
(Adam et al. 2014); the Atacama Pathfinder EXperiment
Sunyaev–Zel’dovich Instrument (APEX-SZ) (Bender et al.
2016; Dobbs et al. 2006); the Arcminute Microkelvin Imager
(AMI) (Rumsey et al. 2016; Zwart et al. 2008); Planck Sur-
veyor (Planck Collaboration et al. 2011); the Atacama Cosmol-
ogy Telescope (ACT) (Hasselfield et al. 2013); Array for Mi-
crowave Background Anisotropy (AMiBA) (Lin et al. 2016)].
Within the next few years, new observational facilities will be-
come operational and will search for galaxy clusters, comple-
menting the galaxy cluster census across the Universe [e.g.,
New IRAM KID Array 2 (NIKA2) on the Institut de Radio As-
tronomie Millimetrique 30 m telescope (Calvo et al. 2016)].
The One Centimeter Receiver Array (OCRA) (Browne et al.
2000; Peel et al. 2011) is one of the experiments capable of de-
tecting the SZ effect at 30 GHz using beam-switching radiome-
ters installed on a 32-meter radio telescope (Lancaster et al.
2011, 2007). OCRA will be mostly sensitive to SZ clusters
with virial size > 3′ and hence to clusters at redshifts in the
range 0.1 < z < 0.5 and with masses Mvir > 3 × 1014M⊙/h
(Lew et al. 2015). However, a single frequency, beam-switching
system may suffer from confusion with the primordial cosmic
microwave background (CMB) or suffer from systematic error
when observing extended sources.
Confusion effects due to the CMB were investigated in detail
by Melin et al. (2006) for AMI, SPT and Planck Surveyor. It
was found that for single frequency instruments, such as AMI
∗blew@astro.uni.torun.pl
(a 15 GHz interferometer), the photometric accuracy that con-
tributes to the accuracy of the reconstructed comptonization pa-
rameter is strongly limited due to primary CMB confusion.
In Lew et al. (2015) the impact of CMB flux density con-
fusion at 30 GHz was investigated, in particular for the
OCRA/RT32 (32 m Radio Telescope in Torun´, Poland) exper-
iment. It was found that the 1σ thermal SZ (tSZ) flux density
uncertainty due to CMB confusion should be of the order of
10% for the range of clusters detectable with OCRA. However,
in that work, the impact on the reconstructed comptonization
parameter in the presence of the CMB and radio sources was
not calculated directly for the case of dual-beam differential ob-
servations.
The ≈ 3′ separation of OCRA beams is very effective in
CMB removal, but large correcting factors are required to com-
pensate for the missing SZ signal (after accounting for point
sources) (Lancaster et al. 2007). Thus, there is a trade-off be-
tween compromising photometry by the primary CMB signal
versus losing flux due to the differential beam pattern. In be-
tween these extremes, there should exist an optimal separation
of differential beams that would need to be defined by criteria
that aim to maximize CMB removal and minimize SZ flux den-
sity removal.
In this paper, we reconsider the issue of systematic ef-
fects on the reconstructed comptonization parameter from sin-
gle frequency, beam-switched observations performed with a
cm wavelength radiometer. We consider a particular instrumen-
tal setting for the OCRA/RT32 experiment and an extension to
the standard observation scheme that previously involved only
the angular scales defined by the receiver feeds. The extension
adds additional beam pointings that map cluster peripheries, fur-
ther from the central core than the initial pointings.
The kinetic SZ (kSZ) may significantly modify the brightness
of the cluster peripheries that are integrated with the reference
beam. The significance of this effect depends on a combination
of the peculiar velocities of the intra-cluster medium (ICM) and
internal gas clumps, but at cm wavelengths, the kSZ only weakly
modifies the central brightness.
With dual-beam observations, the reference beam back-
ground coverage improves while integrating along arcs around
2the cluster center as the field of view (FOV) rotates. However,
due to the small angular size of the arcs, the chance of zeroing
the average background may be low, depending on the align-
ment with the CMB pattern. We investigate the significance of
this effect depending on observational strategy.
For experiments limited by the size of the focal plane array
the integration time required to generate a radio map and to
probe the outer regions of a galaxy cluster is significant and
can make the observation prohibitive. Therefore, previously,
the method of reconstructing comptonization parameters from
OCRA observations of cluster central regions required inclu-
sion of X-ray luminosity data in order to find the best fitting
β-model for each cluster, and correction for the SZ power lost
due to the close beam separation. However, this approach re-
lies on the cluster model assumptions and makes the radio SZ
measurements dependent on X-ray measurements of the cluster.
Another possible approach is to observe SZ clusters out to larger
angular distances but retain averaging over a range of parallactic
angles. This is done at the cost of incurring extra noise due to
weak tSZ in cluster peripheries and stronger systematic effects
due to CMB.
An OCRA-SZ observational program is presently underway.
In support of this and similar efforts, we also investigate the
possibility of mitigating CMB confusion by using the available
Planck data. Finally, we calculate the astrometric pointing and
tracking accuracy requirements needed to attain a given accu-
racy in flux density reconstruction.
In Section II we review the current observing strategy and dis-
cuss its possible extensions. In Section III we briefly outline our
numerical simulation setting. Section III B describes the con-
struction of CMB templates from the currently available Planck
data. Section III C describes simulated samples of galaxy clus-
ters used for the flux-density analyses. The main results are in
Sec. IV. Final remarks and conclusions are in Sections V and
VI respectively.
II. OBSERVATIONAL STRATEGY
The common position-switching mode of observing
(Lancaster et al. 2011) is that in which the reference beam
non-uniformly (due to varying FOV rotation speed) integrates
the background along arcs ≈ 3′ from the source. In Fig. 1 (top-
right panel), circles denote OCRA beamwidths for a typical
observational scheme (Birkinshaw & Lancaster 2005). First,
the beam pair “A–B” measures the difference signal between
the cluster center and periphery, respectively. The beam pair
is then “switched”, i.e. translated to configuration “C–A” with
a swap of the roles of the primary and reference beams, so
that beams “C” and “A” now trace the cluster periphery and
center, respectively. The position switching cycle is closed by
returning to the initial configuration “A–B” and the cycle is
repeated.
As the Earth rotates, the reference beams sweep arcs around
the cluster center and probe different off-center background re-
gions (beam B becomes B’ and C becomes C’). The beam
position-switching reduces fluctuations due to atmospheric tur-
bulence on time scales of a few tens of seconds. At shorter time
scales fluctuations due to receiver-gain instability and atmo-
spheric absorption are reduced by switching and differentiating
signals in receiver arms by means of electronically-controlled
phase switches (Lancaster et al. 2011; Peel 2010).1
An extension to this pattern can be realized by adding an ex-
tra beam pointing “D”. In this case an observation cycle would
be extended so that a beam pair would observe differences be-
tween “A–B”, then “B–D” and followed by “A–B”, again prob-
ing the cluster peripheries for varying parallactic angles. This
scheme can be extended to both sides of the cluster and to larger
distances from the cluster center. In Fig. 1 (top-left panel) the
projected beamwidths of the OCRA-f receiver focal plane are
shown (black circles) overlaid on a nearby galaxy cluster seen
through the SZ effect. The extra beam pointing “D” for the
whole array is shown with blue circles. In the following sections
we investigate the implications of such an extended observation
scheme using numerical simulations.
III. SIMULATIONS
A. LSS and SZ effect
For the main results in this work we use the simulation ap-
proach described in Lew et al. (2015), with a few modifications.
In particular, for the same field of view (≈ 5.2◦) we use an
increased map resolution of ≈ 0.9′′. In observational practise,
often only the central comptonization parameter value is quoted,
so we include the kSZ signal calculated as a contribution to the
measured Compton y-parameter for the appropriate frequency.
In this analysis we neglect the large-scale foreground galactic
synchrotron, free–free and dust emissions. We assume these to
be smooth enough to be removed in differential observations.
We assume that atmospheric effects and receiver noise are
mitigated by sufficiently long integrations (see Sect. II and
Birkinshaw & Lancaster (2005)). Systematic errors in flux den-
sity estimation that we neglect include feed and elevation de-
pendent beam response, feed and elevation dependent sidelobes,
and elevation dependent antenna gain. We defer treatment of
these effects to a separate analysis of end-to-end full OCRA
focal plane simulations. Although the simulated maps include
some of the effects of halo–halo LOS projections, the signifi-
cance of the projection effects on the y-parameter photometry
are not the main focus of the present study. These effects should
be small in this study, since we only consider the most massive
systems at the FOV generation stage.
A cluster is not necessarily observed at the position that max-
imises the SZ signal. For an X-ray selected galaxy cluster, SZ
observations can be centered at the maximum of the X-ray sig-
nal, but this may have a small offset with respect to the maxi-
mum of the SZ signal, although the difference should be rather
1 Beam switching is realized at the rate of 277 Hz which improves the 1/f
knee of the resulting difference signal power spectrum roughly by an order of
magnitude; typically down to frequencies 0.1Hz < fknee < 1Hz.
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Figure 1: (Top-left) Projected map of the the line-of-sight (LOS) integrated comptonization parameter for a selected halo, and (top-right) simulated
CMB temperature fluctuations ∆T including both primary CMB as well as tSZ and kSZ effects induced by the halo. (Bottom-left) 217 GHz Planck
resolution simulation – the Gaussian CMB ∆T signal smoothed with a half-power beam width (HPBW) of ≈ 5′ and including a realistic Planck
noise realization (see Sec. III B). This map is used to make a high resolution CMB template by means of a smooth-particle interpolation. (Bottom-
right) Residual map: primary CMB including tSZ minus interpolated Planck simulation (Sec. III B). The variance of the residual map (without SZ
effects) is about one order of magnitude smaller than that measured using maps that include CMB. In the top-right panel the circles denote OCRA
beamwidths traversing over the background CMB for a typical observational scheme (see Sec. II for details). In the top-left panel black circles
represent the full focal plane of OCRA receivers.
small. This will effectively translate into pointing errors that we
model in this work.
The OCRA beam separation is sOCRA = 0.0526 ± 0.0010◦
(Fig. 1), which we adopt in this work. Within the measurement
accuracy this does not depend on sky direction.
B. CMB templates
The Planck mission has provided full sky maps of the
CMB temperature fluctuations at several frequencies, including
217 GHz, where the tSZ signal is minimal. This opens up the
possibility to correct the differential SZ observations at other
frequencies by removing a customized CMB template and thus
reduce the CMB confusion in single frequency observations,
provided that: (i) the small scale noise level of the template is
low, (ii) the angular resolution of the data is sufficient and (iii)
diffuse Galactic foregrounds can be neglected. In practise, re-
quirement (iii) may exclude all or most of the sky regions cov-
ered by Planck frequency maps on either side of the Galactic
Plane.
In order to test the usefulness of Planck data in minimiz-
ing the CMB-induced variance in the measured flux densities
with a single-frequency instrument, we generate CMB simu-
lations for Planck’s 217 GHz frequency band using simulated
CMB power spectrum (Lewis et al. 2000) and assuming cos-
4mological parameters as in Lew et al. (2015). We assume a
Gaussian beam transfer function defined by a full-width half
maximum FWHM = 5.02′ (Planck Collaboration et al. 2016b)
and use realistic and publicly available 217 GHz Planck re-
ceiver noise simulations2 at Healpix (Górski et al. 2005) reso-
lution ns = 2048.
We simulate the primary CMB up to ℓmax = 3500,3 i.e.
the OCRA beam separation. In order to create the final CMB
template with ≈ 0.9′′ resolution in small FOVs, we use a
smooth-particle interpolation of the projected field (as discussed
in Lew et al. 2015).
Real observations at 217 GHz will contain kSZ contributions,
which we ignore for generation of simulated templates. For each
realization of the simulated template, we store maps with CMB
signal, and maps with the CMB smoothed with the instrumen-
tal beam and contributed by a Planck noise realization (Fig. 1).
The former is used for simulating astrophysical signals (SZ) in
FOVs, while the latter is used for removing a Planck-compatible
version of CMB contamination, for the same FOVs. Each FOV
simulation is made at fixed galactic latitude b = 40◦, but at a
different galactic longitudes to account for variations due to di-
rection dependent properties of Planck noise.
The single frequency maps from Planck mission are contami-
nated by foregrounds other than the cluster tSZ and kSZ signals,
especially at low galactic latitudes. Since in the current work
we do not investigate galactic foregrounds we additionally ana-
lyze another set of simulations based on the foreground-reduced
map generated with the needlets-based internal linear combina-
tion (NILC) algorithm (Planck Collaboration et al. 2016a). The
algorithm (Delabrouille et al. 2009) provides a very clean pri-
mary CMB map outside of masked regions which mask Galactic
Plane and bright point sources (together≈ 3.6% of the full sky).
We simulate the NILC map using the published beam transfer
function, and use the full mission NILC rendition of ringhalf-1
and ringhalf-2 half difference maps to generate a Planck NILC-
compatible noise realization. We verified that the resulting
NILC simulations are compatible with the Planck NILC map in
terms of their angular pseudo-power spectra. Slight differences
in the high-ℓ regime of up to a few percent are present due to our
choice of cosmological parameter values that is consistent with
the WMAP9 results.
The NILC map resolution simulations are similar to those of
the 217 GHz map, so in Fig. 1 we only show the map for the
217 GHz case.
C. Simulated galaxy cluster samples
For the analyses presented in Sect. IV, we construct two
galaxy cluster samples. The first one, hereafter referred as “tar-
geted” (Fig. 2 thick solid lines) is constructed by selecting the
heaviest halos [Mvir > 4×1014M⊙/h (see Table I)], from each
2 http://pla.esac.esa.int/pla/#maps
3 The variance lost due to neglecting even higher multipoles is negligibly small
(. 0.004%) and well below the cosmic variance uncertainty.
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Figure 2: Distribution of the solid-angle–integrated comptonization
parameter Y integrated within the angular radius θ < 0.75′ from the
cluster center (left); distribution of cluster total mass measured within a
volume with mean mass density 500 times higher than the critical den-
sity of the Universe at the cluster’s redshift (middle); and distribution
of redshifts (right) for the simulated cluster samples (solid lines) and
for the SPT cluster sample (Bleem et al. 2015) (dashed lines). For each
simulated sample only halos with Mvir > Mvir,min and z > zmin are
chosen (see Table I). The vertical dashed line shows the division into
high-z and low-z sub-samples that is used later in the analysis.
Table I: Selection criteria used for constructing galaxy cluster samples.
Parameter Sample/Value
“targeted” “blind”
zmin 0.05 0.0
Mvir,min [10
14M⊙/h] 4.0 2.0
halo selection full simulation volume 5.2◦ × 5.2◦ FOV
halo counta 475 361
Sub-samples
low-z ≤ 0.4 426 214
high-z > 0.4 49 147
a The actual number of halos used in statistical analyses are slightly different
as they are further screened for halos that lie well within the projected FOV,
which is required for simulating dual-beam observations at all possible paral-
lactic angles and beam separations in a consistent way.
independent simulation volume and using each recorded simula-
tion snapshot. We impose a low redshift cut-off z > zmin to re-
move very extended clusters. The choice of redshifts for which
simulation snapshots are taken is made such that the simulation
volume continuously fills comoving space out to the maximal
redshift (see Fig.1 of Lew et al. (2015)). For each simulation
volume we apply random periodic coordinate shifts of the par-
ticles within, and we apply random coordinate switches. This
(i) improves redshift space coverage and (ii) yields cluster SZ
surface brightness profiles in different projections, at the cost of
generating a partially correlated sample.
The second sample, hereafter referred to as “blind” (Fig. 2
thin solid lines), is generated using a blind survey approach (as
in Lew et al. (2015)). We generate 37 FOV realizations each
≈ 27 deg2 together covering a sky area of ≈ 1000 deg2. From
each realization we select halos with virial masses Mvir,c >
2× 1014M⊙/h.
The solid angle integrated comptonization for any given halo
(Y = ∫ y(nˆ)dΩ) depends on a combination of halo redshift and
mass. The “blind” sample is dominated by lighter halos than
those found in the SPT sample (Fig. 2), although redshift space
5distributions of the two are similar. Hence, the bulk of the
“blind” sample halos yields lower Y (θ < 0.75′) values than
those in the SPT sample (Fig. 2). Although increasing the low-
est mass limit for the halos of the “blind” sample tends to make
its mass and redshift distributions more consistent with those
of the SPT sample, it reduces the numbers of halos, thus in-
creasing Poisson noise. For the statistical analysis in this work,
larger simulations and more FOV realizations than are currently
available would be required to reach consistency. Therefore, we
use this sample for tSZ analyses of simulated dual beam obser-
vations, bearing in mind that in this limit of weak SZ effects,
CMB confusion is expected to be the most significant. On the
other hand, the “targeted” sample is expected to be less affected
by CMB confusion.
In order to investigate the differences between compact and
extended SZ clusters we further split our cluster samples by
redshift at z = 0.4 (Table I). This split roughly corresponds to
half of the radial comoving distance to z = 1.0, beyond which
we do not observe any heavy (Fig. 2) halos in our simulations.
We find that the low-z and high-z samples mainly differ due to
the strength of the SZ effects, and due to the presence of sub-
structures, being respectively stronger and more abundant in the
low-z subset. Examples for halos from low-z and high-z sam-
ples are shown below in Fig. 7.
IV. ANALYSIS AND RESULTS
A. Systematic effects from beam separation
Dual beam difference observations capture only a fraction of
the intrinsic flux density, depending on the physical extent of the
source, its redshift and the angular separation of the beams. We
define this fraction as
F (θb, s, qmax) =
〈
Sx0 (θb, s)− S
x
r (θb, s, nˆi)
StSZ0 (θb)
〉
i
, (1)
where Sx0 is the measured central flux density per beam induced
by effect “x”, e.g. x = tSZ, StSZ0 is the true central flux density
per beam due to tSZ (neglecting CMB, point sources, and other
effects), Sxr is the flux density per beam due to effect “x” in
the reference beam direction (nˆi), θb is the instrumental half-
power beam width (HPBW), and s is the angular separation of
the beams. Nr = 500 reference beam directions (nˆi) are chosen
randomly from a uniform distribution of parallactic angles (q ∈
[0, qmax]), where the upper limit qmax is a free parameter.
For each halo, we measure these fractions F by integrating
specific intensity directly from high resolution maps, and using
the mean over the Nr values of q. If there is no CMB contami-
nation, i.e. setting x = tSZ, so that Sx0 = StSZ0 and Sxr = StSZr ,
then F ≤ 1 and 1 − F represents the fraction of the signal lost
only due to the closeness of the beam angular separation.
The impact of beam separation on the dual-beam observations
is shown in Figs. 3 and 4 for the “blind” and “targeted” sam-
ples respectively, for an idealistic case of exact pointing—i.e.,
no pointing inaccuracies are allowed (ǫp = 0). In these figures,
the median F (from all halos matching the selection criteria) is
plotted along with a 68% confidence region. Clearly, dual-beam
observations at larger beam separations are less biased than ob-
servations at smaller beam separations, and the 68% confidence
range generally shrinks as s increases.
The significance of the primary CMB fluctuations for the
dual-beam observations is estimated by setting x = tSZ+CMB,
i.e., Sx0 = StSZ+CMB0 , Sxr = StSZ+CMBr . While the median
F does not differ significantly from the pure tSZ case, the 68%
confidence region significantly increases with beam separations
due to primary CMB confusion. For example, since a primor-
dial CMB fluctuation has a good chance of being of the same
sign as the SZ signal at the cluster center but of the oppo-
site sign in a distant reference beam, F can easily be greater
than unity, as is clear in Fig. 3. As expected, the increase is
stronger in the “blind” sample/high-z sub-sample than in the
“targeted” sample/low-z sub-sample, due to differences in am-
plitudes of SZ effects compared to the level of CMB fluctua-
tions.
Comparing Figs. 3 and 4 it is clear that the main difference
is the relative significance of the CMB as a source of confusion
and the amount of residual biasing. However, for any individual
high-z and/or low-mass cluster observation, the measured flux
density can be biased substantially. This can be inferred from
the size of the 1σ tSZ+CMB confidence region. Even observa-
tions of the most massive clusters, which are the least affected
by the presence of the CMB, can be biased substantially depend-
ing on the angular scales being measured (s) (Fig. 4 left panels).
In the figure, the trade-off between CMB confusion due to ob-
servations at larger angular scales and the level of biasing (F ) in
the limit of small s is clearly seen.
For clusters that are small relative to the beam size, measure-
ments far away from the cluster center are not really needed as
the F values approach unity relatively fast (e.g. “blind” / high-
z sample in Fig. 3). At the OCRA beam separation (the verti-
cal line in the figures) the primary CMB does not strongly con-
tribute to the scatter in flux density measurements. This is even
more so in the case of the “targeted” sample of heavy and low-z
clusters. On the other hand, the most massive halos (Fig. 4) re-
quire significant (> 10%) flux density corrections even at large
beam separations (although these may partially be generated by
projection effects discussed in Sec. V).
It is clear that in the two cluster samples, kSZ only slightly
increases the scatter in F at the OCRA beam separation, as ex-
pected at 30 GHz.
The impact of Planck based CMB template removal is
shown in green. The calculation is done by setting x =
tSZ+CMB−template in Eq. 1, i.e., Sx0 = S
tSZ+CMB−template
0 ,
Sxr = S
tSZ+CMB−template
r . From Figs. 3 and 4 it is clear that
at the OCRA beam separation, and for the full range of paral-
lactic angles, the Planck template does not significantly help, or
does not help at all, in reducing the confusion due to primary
CMB. However, in observations that probe larger angular sepa-
rations, the CMB template removal can substantially reduce the
1σ contours. The template removal may also be useful for ob-
servations of high-z massive clusters for which mapping larger
angular distances away from the central directions still appears
to be well motivated. Both in the high-z and low-z sub-samples
of the “targeted” sample the template reduces the tSZ+CMB
scatter nearly down to the level limited by the intrinsic tSZ scat-
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Figure 3: Simulated fractions (F ) of SZ effect flux density at 30 GHz recovered from difference, dual beam observations of clusters from
“blind” sample as a function of beam angular separation s and redshift range. The shaded/hatched regions map the 68% confidence regions
(CR) in the distribution of F . The scatter in F calculated from maps containing only tSZ signal is shown in gray. The backslash-hatched region
shows the effects of primary CMB on biasing the tSZ flux density measurements. The forward-slash–hatched region shows the intrinsic scatter
due to kSZ when converted and embedded into the 30 GHz thermal SZ effect maps. The green region shows the improvements in decreasing
the intrinsic scatter in F as a result of subtracting the Planck CMB template from CMB+tSZ simulated maps prior to flux density calculations.
The median F values are shown as lines. The 68% confidence regions about the medians become asymmetric as the beam separation increases
(simulation sample error also becomes obvious in the TSZ+CMB case by comparing upper to lower plots; the TSZ, TSZ+KSZ, and TSZ+CMB
cases are statistically equivalent between the upper and lower panels). The vertical dashed line marks the actual separation of OCRA beams fixed
by the telescope optics. It is assumed that the reference beam covers an annulus around a galaxy cluster within parallactic angle range [0◦, 180◦]
on either side of the central direction, and that pointing error ǫp = 0 (see Sec. IV F).
ter for the full range of s studied here (Fig. 4).
B. Parallactic angle dependence
In practise, the OCRA observations exploit beam and position
switching (Sect. II) but it is unrealistic to cover the full parallac-
tic angle range: i.e. q ∈ [0◦, qmax] where qmax = 360◦.
It was already known that position switching
(Birkinshaw & Lancaster 2005) significantly mitigates at-
mospheric instabilities over the time scale of tens of seconds by
(i) subtracting linear drifts caused by large-scale precipitable
water vapor (PWV) fluctuations (Lew & Uscka-Kowalkowska
2016), (ii) accounting for beam response asymmetries, and
(iii) maximizing the probability of avoiding (masking out)
intervening radio sources that can significantly bias the SZ
measurement. In this section, we show that position switching
is also efficient in mitigating the confusion due to primordial
CMB, even with a very modest coverage of parallactic angles.
There should not be any statistical correlation between pri-
mordial CMB fluctuations and the locations of heavy halos.
Moreover, galaxy clusters have small angular sizes compared
those representing most of the CMB power. Thus, clusters
should mostly lie on slopes rather than peaks or troughs in the
CMB map. Hence, sampling SZ flux density differences at op-
posite sides of a galaxy cluster core should help average out the
primordial CMB in comparison to one-sided observations. We
confirm that this is indeed the case and find that this improve-
ment is reached at even moderate values of qmax.
We calculate F (s) [Eq. (1)] for maps containing tSZ and
CMB using mean flux density estimates either according to the
position switching observation scheme or without it. As before,
each measurement is an average of 500 dual-beam pointings at
different q but drawn randomly from within the range [0◦, qmax]
where qmax ∈ {180◦, 90◦, 45◦, 22.5◦}.
The result is shown in Fig. 5 for qmax = 22.5◦. By compar-
ing the left panel of this figure with the top-left panel of Fig. 3 it
is clear that even strongly incomplete coverage of the parallactic
angles does not cause significant broadening of the 68% confi-
dence level (CL) contours. However, when position switching
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Figure 4: As in Fig. 3 but for the “targeted” sample.
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Figure 5: As in Figs 3 and 4, but for observations where the reference
beam covers an annulus around a galaxy cluster within parallactic angle
range [0◦, 22.5◦] on either side of the cluster direction (left), or only
on one side of the cluster direction (right) for the “blind” (top) and
“targeted” (bottom) samples.
is not used (right panels in Fig. 5), the confusion due to primor-
dial CMB is stronger. As before, the “targeted” sample of the
heaviest halos is less affected by the presence of the CMB, but
the effect of not using position switching is still visible, even at
s = sOCRA (vertical line in Fig. 5, bottom panels).
C. Systematic effects in redshift space
The F factor depends on a cluster’s angular size, which in
turn depends on the cluster’s redshift. We model the dependence
of F (θb, s, p) (Eq. 1) on redshift by defining:
Fm(θb, s, β, θc) = 1−
∫
b(nˆ, θb, s) ISZ(nˆ, β, θc) dΩ∫
b(nˆ, θb, s = 0) ISZ(nˆ, β, θc) dΩ
, (2)
where b(nˆ, θb, s) is a Gaussian beam profile with beam width
θb , offset by angular distance s from the cluster center direc-
tion nˆ0. We choose s = sOCRA to simulate the position of
the OCRA reference beam when the primary beam points at the
cluster center. ISZ(nˆ, β, θc) is a normalized, LOS integrated β
profile that represents the SZ effect surface brightness:
ISZ(nˆ, β, θc) ∝
(
1 +
θ2
θ2c
) 1
2
−
3
2
β
, (3)
where θc = 2rc/dA(z) is the angular diameter of the observed
galaxy cluster defined in terms of its core size rc, θ is the an-
gle from nˆ to nˆ0, and dA(z) is the angular diameter distance.
Fm depends on the choice of cosmological parameters and on
8Table II: Parameters of halos selected from Fig. 6. The parameter y0 is
the maximal value of the LOS integrated comptonization parameter.
ID z F Mvir y0 × 105 commenta
[1014M⊙/h]
“targeted” sample (rect. “1” selection)
1 0.552 0.39 4.6 1.38 P
2 0.520 0.43 4.7 3.40 P
3 0.885 0.49 4.4 0.71 P, D
4 0.429 0.47 4.6 2.10 P, E
5 0.366 0.44 5.1 1.75 P
6 0.370 0.53 4.9 2.10 P
7 0.349 0.50 5.1 3.10 P
8 0.337 0.34 5.4 3.70 P
9 0.388 0.50 4.4 2.2 P
“targeted” sample (Mvir > 12.7 × 1014M⊙/h)
10 0.103 0.41 13.8 11.2 D
11 0.109 0.56 14.6 25.6 R, P
12 0.193 0.49 12.8 5.6 E, D, S, P
“blind” sample (rect. “1” selection)
13 0.367 0.44 2.1 0.93 P
“targeted” sample (rect. “2” selection)
14 0.182 0.64 11.3 6.68 D
15 0.268 0.77 12.6 9.50 D
16 0.169 0.75 10.1 10.3 R, S
aP - reference beam flux density contamination from another halo due to LOS
projection; D - disturbed morphology; E - elongated shape; R - regular morphol-
ogy (virialized halo); S - sub-halo(s) present;
the chosen cluster density profile. We calculate Fm for ΛCDM
cosmological parameters: h = 0.7, Ωm = 0.3, ΩΛ = 0.7, and
for an Einstein–de Sitter cosmological model. For our redshift
range we find that the dependence on cosmological parameters
is weak compared to the dependence on the halo density profile
(Fig. 6). We also calculate Fm for the case of a Gaussian halo
but find that such profile is strongly disfavored by simulations
as Fm approaches unity at fairly low redshifts.
The simplest β-model does not allow for the steepening of
density profiles with increasing θ. However, X-ray observations
suggest that such steepening is real (e.g. Vikhlinin et al. 2006),
and it is expected that at large distances from cluster cores (or
higher redshifts) the β-model yields lower Fm(z) values than
those predicted by simulations, as seen in Fig. 6.
Clearly, the “targeted” sample has a large scatter in F val-
ues at high redshifts. Some of that scatter is due to projection
effects, which we discuss latter. Heavy clusters of the “tar-
geted” sample appear more compatible with the β-model at
lower β values than the lower-mass clusters of the “blind” sam-
ple. At the OCRA beam separation, the low-mass clusters in
both samples show very weak effects of biasing (F ≈ 1) at the
highest redshifts. On the other hand heavy halos require large
corrections, some of which do not result from simple projection
effects. In the next section, a selection of halos are investigated
individually.
D. Analysis of individual clusters
In Fig. 6 some of the halos are selected by rectangles in the
z − F diagram. The properties of some of these halos are given
in Table. II. Fig. 6 shows that only the lightest halos in our sam-
ples are found to be strong outliers, which is unsurprising.
We visually inspected all the clusters listed in Table II and
verified that each of the clusters from rectangle “1” (halo IDs
from 1 to 9, and 13) lie at sky positions that are partially within
another cluster’s atmosphere and also within the angular dis-
tance of the reference beam. An example of such overlap is
shown in Fig. 7 (top panels).
Inspection of the three highest mass clusters in the “tar-
geted” sample (halo IDs 10, 11, and 12; black dots in right panel
of Fig. 6) show that two of them (IDs 11 and 12) are also af-
fected to some degree by a LOS projection, but the morphology
of halo 10 shows no signs of another halo in the composite high-
resolution map. Instead, the SZ signature has a disturbed mor-
phology with angular extents larger than a single OCRA beam
separation even though all three are at redshift z > 0.1. This
results in small F values, and motivates measurements at larger
angular separations.
In order to test whether high redshift clusters that significantly
contribute to the scatter in the F–z plane (Fig. 6) could also ben-
efit from observations out to angular distances beyond sOCRA,
we investigate the three most massive clusters from rectangle
“2” (Fig. 6, IDs: 14,15 and 16). Their corresponding F values
(Tab. II) do not seem to result from projection effects. Instead,
these clusters have extended atmospheres and/or strongly dis-
turbed and asymmetric SZ profiles (e.g. cluster 14, Fig. 8).
Some of the heavy clusters have surface brightness profiles
(Fig. 8) that are strongly inconsistent with an axially-symmetric
β-profile. This necessitates using more sophisticated two-
dimensional profiles at the data analysis stage (Lancaster et al.
2011; Mirakhor & Birkinshaw 2016). Clearly, heavy halos gen-
erate low F values and require large flux density corrections
with an OCRA type standard observational strategy (Sec. II).
These low F values may partially stem from spurious projection
effects (e.g. halos 11 and 12) which arise at the FOV generation
stage for halos from the “targeted” sample (see Sec. V).
The outlying halos (rectangle “1”) are either mergers (close
pairs of SZ-strong halos), or have elongated of disturbed mor-
phology (e.g. halos 3 and 4), or have small scale sub-structures.
However, in many cases these properties occur at spatial scales
that will not be resolved in OCRA SZ observations and/or may
be relevant only as galaxy scale SZ effects that are too faint to
be detected.
E. Practical aspects of using CMB templates
By subtracting the templated version of the CMB map
(Sec. III B) from the pure CMB simulation, it is easy to esti-
mate the upper limit of the residual CMB signal captured in the
OCRA difference beam observations. The Planck 217 GHz and
NILC maps have enough pixels to create a template of resolu-
tion of the order of an arcminute, and at least the former should
contain only a negligible tSZ signal.
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Figure 6: Simulated fractions (F ) as a function of redshift and virial mass for clusters from “blind” (left) and “targeted” (right) samples and
for observations at effective beams angular separation s = 0.0526◦ (the separation of OCRA beams). The fractions were measured from maps
containing tSZ signal only. The lines trace the dependence for a halo described by a β-model according to Eq. 2 with parameters given in the
plot legend. The rectangles “1” and “2” mark strong outliers and some halos from the main group that are inspected individually (see text for
discussion).
Although subtracting CMB templates from the pure CMB
maps decreases the large-scale variance by an order of magni-
tude, the residual variance in the map is carried by high fre-
quency noise that will generate a small amount of dispersion in
difference observations (Fig. 1 bottom-right panel). However,
the residual small-scale noise should approximately average out
under rotation of the beams in the sky, and since the large-scale
power is effectively removed, increasing the effective separa-
tion should not suffer from exponential variance growth due to
primordial CMB at arcminute angular scales.
How reliable are the 217 GHz or NILC Planck templates in
correcting single frequency SZ observations for confusion with
the primordial CMB? The 217 GHz map is foreground contam-
inated and the NILC map, although foreground cleaned, still
may contain residual tSZ signals at scales least optimized in the
needlet space.
In order to quantify the foregrounds and residual tSZ con-
taminaiton in each map, we calculate histograms of the tem-
perature fluctuation distribution outside of a mask that re-
moves the full sky except for the directions towards Planck-
detected galaxy clusters from the PCSS SZ union R.2.08 catalog
(Planck Collaboration et al. 2016d). Each non-masked region is
a circular patch of radius a = {2.5′, 5′, 10′, 15′}. Foregrounds
will generate strong positive skewness in the temperature dis-
tribution, while the presence of residual tSZ in the NILC map
should manifest itself by either a positive or negative skew de-
pending on the frequency weights in the internal linear combi-
nation.
While the results of the test for the Planck NILC map (Fig. 9)
do not give strong deviations from Gaussian simulations, the
217 GHz map generally does. The data are inconsistent with
Gaussian simulations even at high galactic latitudes (Fig. 10),
although the significance of the foregrounds seems to depend
on the size of the circular patch. This implies that the 217 GHz
frequency map cannot readily be used to mitigate the confusion
due to CMB in OCRA observations without further assumptions
on the foregrounds’ frequency dependence. However, it should
be interesting to quantify the significance of the arcminute scale
Galactic foregrounds at 30 GHz at high and intermediate lati-
tudes for OCRA difference observations with small beam sep-
arations. Planck-LFI data might also help reduce these fore-
grounds, though we do not study this here.
Since the foreground cleaned NILC map is statistically con-
sistent with Gaussian simulations (Planck Collaboration et al.
2016c,e) towards the Planck-detected galaxy clusters (Fig. 9), it
should also be suitable for mitigating CMB confusion in OCRA
observations in directions outside of the mask where clusters
undetected by Planck lie.
F. Pointing requirements
In order to quantify the implications of telescope pointing er-
rors on the reconstruction of Compton y-parameters, and to de-
fine pointing requirements, we introduce a pointing precision
parameter ǫp that defines the maximal angular distance that a
primary beam can have from the intended position, and then we
repeat the analysis of Sec. IV A. The pointing error p is drawn
from a uniform distribution on [0, ǫp], since the RT32 pointing
and tracking are dominated by systematic errors, and we inves-
tigate different values of ǫp. Since galaxy cluster SZ profiles
are typically steep functions of angular separation, any point-
ing inaccuracy will lead to biasing measurements of the central
comptonization parameter when taking averages from multiple
observational sequences.
Figure 11 shows that for the “targeted” sample, i.e. typically
heavy clusters, pointing error up to ǫp ≈ HPBW/4 should not
lead to strong (> 10%) extra biases relative to the ǫp = 0 case.
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Figure 7: Selection of simulated Compton y-parameter profiles (in ar-
bitrary units) for halos from Table. II. The panels show profiles for
individual halos in physical coordinate space (left), and their coarse-
grained version obtained from high resolution maps in angular space
with contributions from other halos along the LOS (right). The posi-
tion of halos in the left-hand side panels is defined by a box size that
contains all FOF particles of the halo associated with a given cluster. In
the right-hand side panels the SZ peak for the cluster is located in the
plot center. For any given cluster the flux density calculation is done at
the sky position of the peak. For each cluster the black circles denote
OCRA FWHMs and their relative separation (sOCRA).
Measurements of the “blind” sample, i.e. typically less massive
clusters, are more sensitive to pointing errors, but if the pointing
accuracy is better than ǫp = 0.005◦ (θOCRAb ≈ 1.2′) the ad-
ditional systematic effects will be smaller than 10%. However,
larger pointing errors should be taken into account at the data
analysis stage. An observational campaign is currently under
way to improve RT32 pointing accuracy.
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Figure 8: As in Fig. 7 but for the selection of halos from rectangle “2”.
See Table. II for details.
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Figure 9: Residual histogram (i.e. observational pixel frequencies mi-
nus median pixel frequencies estimated from an ensemble of Gaussian
NILC map simulations) of the CMB temperature fluctuations at and
around the Planck SZ galaxy clusters, measured in the Planck NILC
inside circular apertures of radius r centered at the clusters’ positions
(solid); and 1σ, 2σ and 3σ confidence contours of the pixel frequencies
in these simulations (dashed).
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Figure 10: As in Fig. 9 but for the Planck 217 GHz frequency map and
only for clusters at galactic latitude b > 60◦.
V. DISCUSSION
The map-making procedure that has been tested for recov-
ering the source intensity distribution from OCRA difference
measurements (s = sOCRA) assumes a flat background. This
is not a problem for reconstructions of comptonization param-
eters from SZ observations of heavy clusters, as with the stan-
dard OCRA beam-pair separation the corrections due to CMB
background are small. However, reconstructing cluster SZ pro-
files out to larger angular distances could benefit from correcting
the difference measurements according to the Planck CMB tem-
plate. For example, Fig. 4 (left panel) shows that an observation
at s = 2sOCRA decreases bias by ∆F ≈ 0.2. At the same time
CMB confusion broadens the 68% CR by ∆F ≈ 0.1, but ap-
plying a Planck CMB template reverses this effect almost down
to the intrinsic tSZ+kSZ scatter.
As discussed in Sec. III C the “blind” and “targeted” sam-
ples represent quite opposite observational approaches. How-
ever, since halos of the “targeted” sample were selected from
full simulation volumes (rather than from light-cone sections),
mock maps for this sample contain clusters with angular sizes
calculated according to their redshifts and physical extents, as
in the case of FOV simulations, but are placed in the map at
rectilinearly projected locations. This contaminates the result-
ing maps with halos that would not fall into the assumed FOV
in the standard light-cone approach. These spurious halo–halo
overlaps may somewhat enlarge the 68% CR contours of various
F distributions (e.g. x=tSZ or x=tSZ+CMB). A possible mod-
ification of the calculation scheme for the “targeted” sample
would be to consider each halo independently, thus completely
ignoring the intrinsic projection effects that exist in the light-
cone approach, or by extending the FOV to a hemisphere (which
would probably require implementing adaptive resolution maps
to maintain the angular resolution of the present calculations).
The cluster samples that we analyze were not screened to se-
lect virialized clusters. Although we analyzed sub-samples se-
lected using a virialization criterion (based on ratios of potential
to kinetic energy of FOF halo particles) the results presented
here are based on the full sample in order to retain a morpholog-
ical variety of SZ galaxy cluster profiles (Figs. 7 and 8), and to
expose the complexity of SZ flux density reconstructions from
observations that do not intend to create multi-pixel intensity
maps.
VI. CONCLUSIONS
We quantify the significance of systematic effects arising
in dual-beam, differential observations of Sunyaev-Zel’dovich
(SZ) effect in galaxy clusters. We primarily focus on effects rel-
evant to the reconstruction of comptonization parameters from
single frequency flux-density observations performed with the
One Centimeter Receiver Array (OCRA) – a focal plane receiver
with arcminute scale beamwidths and arcminute scale beam sep-
arations – installed on the 32 m radio telescope in Torun´.
Using numerical simulations of large scale structure forma-
tion we generate mock cluster samples (i) from blind surveys in
small fields of view and (ii) from volume limited targeted ob-
servations of the most massive clusters (Sec. III C). Using mock
intensity maps of SZ effects we compare the true and recovered
SZ flux densities and quantify systematic effects caused by the
small beam separation, by primary CMB confusion and by tele-
scope pointing accuracy.
We find that for massive clusters the primary CMB confusion
does not significantly affect the recovered SZ effect flux den-
sity with OCRA beam angular separation of ≈ 3′. However,
these observations require large corrections due to the differ-
ential observing strategy. On the other hand, measurements of
SZ-faint (or high redshift 0.4 < z < 1.0) clusters may have
their SZ photometry erroneously estimated by 10% or more due
to CMB confusion, which becomes stronger in observations that
map larger angular distances from cluster centers.
We investigate the possibility of mitigating the CMB confu-
sion in SZ observations that map scales beyond 3′ from clus-
ter centers by using Planck CMB 217 GHz and foreground re-
duced NILC maps as primary CMB templates. Using simula-
tions we find that these templates have sufficiently high angu-
lar resolution/low noise to significantly mitigate CMB confu-
sion in 30 GHz observations of high-z clusters, given that the
templates do not contain residual foregrounds. Using a simple
one-point statistic, targeted towards directions of known clus-
ters, we verify that at least the Planck NILC map should also be
sufficiently free from foregrounds to serve as a primary CMB
template (Sec. IV E) that could improve OCRA-SZ or similar
observations extended to larger angular scales (Sec. II).
Finally, we find that RT32 telescope pointing and tracking ac-
curacy ǫp < 0.005◦ should keep systematic errors in recovered
SZ flux densities (comptonization parameters) below≈ 5% (af-
ter correcting for other systematic effects) even in observations
of SZ-weak clusters (Sec. IV F).
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Figure 11: Systematic effects in tSZ flux density reconstruction from dual-beam observations as a function of telescope pointing errors (ǫp) and
beam separation s for the “blind” sample (left) and for the “targeted” sample (right). The reference beam is assumed to cover all possible
parallactic angles for any given galaxy cluster.
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