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An increase in the rates of activated processes with the coupling to the solvent has long been predicted 
through the phenomenological Langevin equation in the weak coupling regime. However, its direct 
observation in particle-based models has been elusive because the coupling typically places the processes 
in the spacial-diffusion limited regime wherein rates decrease with increasing friction. In this work, the 
forward and backward reaction rates of the LiNC ^ LiCN isomerization reaction in a bath of argon atoms 
at various densities have been calculated directly using molecular dynamics trajectories. The so-called 
Kramers turnover in the rate with microscopic friction is clearly visible, thus providing direct and 
unambiguous evidence for the energy-diffusion regime in which rates increase with friction. 
The activation of a quasibound species above its trap-
ping potential is the rate determining step in many pro-
cesses, and it is certainly central in chemical reactions 
The interaction between the reactants with the solvent (or 
other degrees of freedom) must transfer sufficient energy to 
activate the reactants above the energy barrier leading to 
products. The corresponding rate should therefore increase 
with the coupling represented by friction. An increase in 
friction, however, also slows down the reactants and in-
duces a competing mechanism that reduces the rate. This 
turnover, from an energy-diffusion limited regime, where 
rates increase with friction, to a spacial-diffusion one, in 
which rates do the opposite, was predicted by Kramers in 
his 1940 seminal paper on reaction-rate theory. More-
over, the entire regime lies below the transition state theory 
estimate which is another breakthrough in molecular 
dynamics that appeared in the literature about the same 
time as Kramers' work . This simple treatment of reac-
tion rates assumes that the reactants always maintain a 
thermal distribution and that, once activated, always react. 
This upper bound to the true reaction rate has been im-
proved by recent advances in the representation of the 
interaction region , and in how it is connected to the 
global surface when reactions are solvated in liquids 
The open question to be addressed here is whether the 
energy-diffusion regime within the Kramers turnover is 
realizable and hence relevant to chemical dynamics, let 
alone other physical processes. Abrash et al. and 
Nikowa et al. have independently seen a turnover in 
the isomerization of trans-stilbene, though the origin of the 
behavior could not be definitively associated with friction. 
Ashcroft and co-workers observed such behavior in the 
isomerization of cyclohexane and in the internal ro-
tation rate of N, ,/V-dimethyltrichloroacetamide with 
decreasing pressure. Meanwhile, significant theoretical 
and computational models have been developed to describe 
the Kramers turnover . The theory has been 
applied to many model systems within the framework of 
reduced-dimensional Langevin equations, e.g., isomeriza-
tion reactions and surface diffusion . The criti-
cal missing piece in this story has been the clear 
observation of the Kramers turnover in a molecular isomer-
ization taking place in a molecular solvent from the low to 
high density regime in which each of the components has 
been mapped directly to the turnover theory. A study 
of the CH3-CN ^± CN — CH3 isomerization was sugges-
tive, but not definitive, because it employed a very crude 
solvation model in which only eight argon atoms com-
prised the solvent. The present work provides definitive 
evidence of the Kramers turnover in the LiNC ^ LiCN 
isomerization rates as the density of the argon solvent is 
varied. 
Classical molecular dynamics simulations, allowing for 
the calculation of the forward and backward reaction rates 
for the isomerization of LiCN in argon solvents, have been 
performed at various densities. As described within the 
text, the pairwise additive potentials have all been fully 
vetted in past work, and hence provide a reasonable rep-
resentation of the actual dynamics. Additional molecular 
dynamics simulations have also been performed to obtain 
the potential of mean force and friction along the reaction 
coordinate for the isomerization. The latter allows us to 
relate the argon density directly to the friction, and in turn 
plot the observed rate as a function of microscopic friction. 
The observed Kramers turnover can be obtained quantita-
tively in this picture through the Pollak-Grabert-Hanggi 
(PGH) turnover formula which yields the rates 
across the reduced-dimensional Langevin model for this 
reaction. The remarkable agreement between the Kramers 
turnover theory and the numerical simulations thus verifies 
the possibility for reaction rates to be dominated by 
energy-diffusion limitations on the reactants when the 
reaction takes place in the presence of sufficiently low 
density solvents. 
Lithium cyanide, LiCN, is a triatomic molecule with 
three internal degrees of freedom. It can be described by 
Jacobi coordinates: the distance R between the Li atom and 
the center of mass of the C = N bond, the interatomic 
distance r of the CN bond, and the bending angle if/ 
between the C = N bond axis and the direction spanned 
by R. The interatomic distance r is typically frozen at its 
equilibrium values because the C = N vibrational fre-
quency is much higher than that of the other modes. The 
internal dynamics thus reduces to the 2 degrees of freedom 
described by the coordinates R and if/. The potential energy 
surface, V^1™, in these two variables has been fit to 
ab initio electronic structure calculations data by Essers 
et al [23]. Its contour plot is shown at the left side of Fig. 1. 
It contains two potential wells corresponding to linear 
isomers, LiCN at if/ = 0 and LiNC at if/ = IT, separated 
by a modest barrier of just 0.0159 a.u. (=5020 K) in the 
direction of the forward reaction, LiNC —» LiCN, and 
0.0050 a.u. (=1600 K) in the backward direction. The 
minimum energy path (MEP) connecting the two isomer 
FIG. 1. Left: Contour plot of the internal potential of the 
LiNC/LiCN molecular system in terms of the Jacobi coordinates 
with distance R and angle ifi of the Li relative to the center of 
mass of CN and its bond axis. The dashed curve highlights the 
minimum energy path that connects the two isomer wells. 
Right: The potential of the mean force VPMF computed from 
Eq. (2) assuming a bath thermal energy of kBT = 0.01 a.u. (full 
line), and the energy profile of the SBB model for the bare 
LiCN/LiNC molecular system (dashed line) along the minimum 
energy path. 
wells is highlighted on the contour plot shown at the left of 
Fig. 1, and its energy profile is shown at the right. 
The forward and backward isomerization reactions have 
been simulated by classical molecular dynamics at the 
microscopic level. The LiNC molecule has been embedded 
in a bath of Ar atoms whose average interatomic distances 
range from 5 to 30 a.u. depending on the specific density. 
The total potential energy is 
N N N 
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where the superscript, Ar-X, indicates the different two-
body interactions, and V^1™ is the internal molecular 
potential. All of the two-center potentials between non-
bonded atoms were taken to be two-body Lennard-Jones 
short-range potentials using standard parametrizations. 
The propagation of the molecular dynamics has been 
performed using in-house codes capable of integrating 
Lagrange equations of motion for all the atoms using the 
Verlet algorithm, periodic boundary conditions, and inter-
action lists. A set of 512 Ar atoms has been included in the 
periodic box representing the bath at a temperature of 
3500 K. At this temperature, the ratio of thermal energies 
to the barrier height, V+/kBT, is 1.434 and 0.44 for the 
forward and backward reaction, respectively. The tempera-
ture is established during the initialization phase wherein 
the Ar velocities are rescaled at each step so that the overall 
average kinetic energy matches the equilibrium tempera-
ture. Thereafter, during the calculation phase, the system is 
propagated without the use of any thermostat or tempera-
ture rescaling. 
The reaction rates have been calculated using rate equa-
tions based on the flux of reactive trajectories through a 
dividing surface along the reaction coordinate (i.e., the 
bending of the Li-CN bond). Trajectories are considered 
to be reactive if they leave the reactant well, cross the 
energy barrier, and arrive at the product well. Such trajec-
tories contribute only once to the flux, regardless of the 
number of barrier recrossings they encounter, and hence 
this calculation is formally exact. The forward kf and 
backward kb reaction rates have been calculated at several 
bath densities, ranging from 0.5 to 70 mol/1. Their ratio, 
the equilibrium constant K, has been evaluated at several 
temperatures to validate microscopic reversibility—viz. 
that K scales exponentially with the inverse of the tem-
perature of the system as K = e~^AG, were AG is the 
Gibbs free energy difference between product and reactant 
equilibria. The bath friction kernel has also been calculated 
from the autocorrelation of the forces exerted on the LiCN 
center of mass. The bath viscosity is the zero frequency 
component of the Laplace transform of the bath friction 
kernel. Hence, the values calculated for these rates can be 
compared directly to the PGH theory predictions. 
The reduced-dimensional calculations require a poten-
tial of mean force (PMF). This has been determined ap-
TABLE I. Parameters defining the effective one-dimensional Straub-Borkovec-Berne potential in the Langevin model for the 
LiNC ^ LiCN isomerization reaction. All quantities listed are in atomic units when not dimensionless. 
LiNC — LiCN V4 •Ao (rad) (On ^LiNC a 
MEP 
PMF 
LiCN-
MEP 
PMF 
LiNC 
0.016 
0.013 
V+ 
0.005 
0.004 
2.23 
2.32 
<Ao (rad) 
0.91 
0.82 
5.0 X 10 -4 
5.0 X 10"4 
5.0 X 10"4 
5.0 X 10 -4 
4.4 X 10 -4 
3.6 X 10"4 
^LiCN 
6.9 X 10"4 
6.8 X 10 -4 
0.84 
0.84 
a* 
0.84 
0.84 
proximately using the form of the Straub-Borkovec-Berne 
(SBB) potential model with parameters fitted to the 
corresponding simulated potential. As the SBB model is 
locally harmonic, it does not include any local anharmo-
nicities. In the SBB model, the LiCN isomer well, the 
barrier, and the LiNC isomer well are approximated by 
continuous piecewise parabolic potentials, which are de-
fined in terms of the barrier height relative to the potential 
wells V+, the equilibrium position of the two isomers with 
respect to the equilibrium position of the barrier t//0, the 
barrier frequency co + , and the frequencies at the minima of 
the potential wells wLiNC a n d WUCN- Values for the pa-
rameters corresponding to the bare (viz. MEP) and the 
PMF are summarized in Table I for the forward and back-
ward reactions. The fit of the SBB model to the bare 
potential along the MEP connecting both isomer wells is 
shown at the right in Fig. 1. The PMF is also displayed in 
this figure as a solid line, and has been determined from the 
Boltzmann weighted average 
VFMF(</0 = - £ log] / dqd[t//'(q) - if/]e -[SV(q)\ (2) 
where q denotes all the Cartesian coordinates of all the 
atoms in the system, V is the interaction potential de-
scribed in Eq. (1), if/ is the reaction coordinate, and / 3 _ 1 = 
kBT. The memory in the PGH model has been surmised 
through an exponential friction kernel y(t), and its Laplace 
transform: 
7(0 
y(s) 
-t/ay 
y 
1 + sya 
where y is the damping parameter and a is the inverse of 
the infinite frequency shear modulus of the solvent. The 
latter parameter has been adjusted to obtain a best fit to the 
memory function calculated by molecular dynamics simu-
lations. The PGH rates have been calculated at each set of 
conditions with respect to the PMF and the bare potential 
as a reference. As the flux across the barrier in the PMF 
accounts for only one of the two symmetrically identical 
open channels to reaction, the PGH rates must be 
multiplied by a factor two before comparison with the 
direct numerical simulations. As can be seen in Fig. 2, 
the Laplace transform of the friction memory function is 
reasonably well approximated by Eq. (4). 
The reaction rates obtained by molecular dynamics 
simulations are shown in Fig. 3 and compared to the 
PGH model predictions. The forward reaction rates are 
higher than the backward rates as one would expect due 
to the different energy values of the barriers. The reaction 
rates increase with the bath friction in the energy-diffusion 
regime (y* < 0.2) until they reach the Kramers turnover. 
This effect is clearly visible in both reactions though they 
evidently occur at different y*(= y/co + ) values. The re-
action rates start to decline with the further increase of the 
bath viscosity (density) as is expected in the spatial diffu-
sion regime (y* > 0.5). 
The PGH theory predictions are in good agreement with 
the molecular dynamics simulations. Both the PMF and the 
MEP potentials have been addressed, giving no significant 
differences. This counterintuitive result is likely due to 
insufficient averaging. Nevertheless, the key point here is 
that the role of friction in the turnover is in nearly direct 
agreement between the numerical simulations and the 
reduced-dimensional models. In order to achieve conver-
gence in this study, a relatively high temperature has been 
employed. It is well above the range for which the PGH 
formula was shown to be applicable, and yet the agreement 
is remarkably good. This is likely a result of the fact that 
the reactant well is sufficiently broad as to admit a steady-
(3) 
(4) c. 
time(10°a.u.) 
FIG. 2. The friction memory function, displayed at left, has 
been obtained from the autocorrelation of the forces exerted by 
the bath (at a density of 45.5 mol/1) on the molecular center of 
mass. The Laplace transform of this numerical memory function 
is shown as a solid curve in the figure on the right. Therein, the 
dashed line represents the Laplace transform of the best-fitted 
exponential memory kernel. 
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FIG. 3. The reaction rate is shown as a function of the bath 
viscosity normalized to the barrier frequency for a bath thermal 
energy equal to 0.011 083 9 a.u. ( = 3500 K). The forward reac-
tion rates kf (squares) and backward reaction rates kb (inverted 
triangle) have been calculated directly using molecular dynamics 
simulations. The curves correspond to the Pollak-Grabert-
Hanggi theory predictions for the bare MEP (solid lines) and 
the PMF potential (dashed lines). 
state rate, but this conjecture is open for future debate. 
Meanwhile, lower temperatures could be accessed through 
the use of rate formulas (for the direct dynamics) that 
would need to offer faster convergence without requiring 
substantially more computer resources. In this direction, it 
may be possible to apply accelerated dynamics , tran-
sition path sampling , or the moving transition state 
approach . The success of this model chemical 
system at reproducing the Kramers turnover also makes 
one hopeful that it might reveal the extent to which the 
inclusion of stochastic acceleration is important in the 
choice of coordinate system 
In summary, the LiNC ^ LiCN isomerization reaction 
rates in a bath of argon atoms have been calculated using 
classical molecular dynamics simulations. By varying the 
density, the interaction between the bath and the isomer-
ization reaction path has been varied across the energy 
diffusion, Kramers turnover, and spatial diffusion regimes. 
The observed forward and backward reaction rates have 
exhibited the expected qualitative turnover across these 
regimes, and agrees quantitatively with the rates in 
reduced-dimensional Langevin models. The latter are ob-
tained using the PGH theory and evaluated for a one-
dimensional potential (viz. a continuous piecewise-
parabolic approximation to the MEP) and a memory rep-
resented by an exponential friction kernel. 
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