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Apart from the misleading treatment of order semantics, the pretension that this 
book is an introduction to denotational semantics is further weakened by its almost 
total neglect of the established techniques for choosing denotations. The only 
programming constructs considered are a simple fragment of Pascal (statements 
and expressions) and an FP-like language (including recursion). There is not even 
passing mention of how one might deal with constructs such as variable declarations 
and various parameter-passing modes, or with interactive input-output. For informa- 
tion on such topics, the reader would have to turn to previous texts. 
So, if this book is not appropriate as a general introduction to denotational 
semantics, what virtues does it have? First and foremost, it provides a clear, 
comprehensive, and self-contained exposition of the partially additive approach to 
semantics. Next, it introduces the reader to the basic concepts and terminology of 
category theory-the level is similar to that of Arbib and Manes’ excellent Arrows, 
Structures5 and Functors: The Categorical Imperative (Academic Press, 1975). 
Throughout, the usefulness of the categorical framework is demonstrated: commuta- 
tive diagrams abound. The final chapter of the book is on equationally-specified 
data types, although the authors are sceptical about the usefulness of such 
specifications. 
In general, the book reads rather fluently, and there is a profusion of examples 
and exercises. The book is attractively produced, and this reviewer notices only a 
moderate number of (trivial) misprints. It should make a good basis for a course 
on partially additive semantics- especially for students who are already familiar 
with ordinary (domain-based) denotational semantics. 
Peter D. MOSSES 
Computer Science Department 
Aarhus University 
Aarhus, Denmark 
Logic for Computer Science. By J.H. Gallier. Harper & Row, London, 1986, Price 
f17.95, ISBN 0 06 042225 4. 
What does Logic in Computer Science mean in 1988? In the conference with this 
name we can find papers on decision problems and complexity theory, denotational 
semantics and the A-calculus, type theory, recursion theory, unification and 
equational logic, Petri Nets and logics for reasoning about programs, concurrency 
and uncertainty. 
Automatic Theorem Proving may be regarded as a “practical variant” of Hilbert’s 
program, motivated by the need to produce formal proofs in some logical system 
to verify hardware or software. The first question is often which logical system to 
use. It may be possible to encode the problem in equational or first order logic, or 
to use higher order functions or a suitable type h-calculus. The user may wish to 
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use an existing proof theory such as resolution or natural deduction, or may have 
some reason for defining a set of proof rules of his own. A theorem prover may 
contain an efficient implementation of a decision procedure or semidecision pro- 
cedure, or it may rely on the user to build up a proof or an outline of a proof, which 
it then checks correct. Of course any such system will also have to incorporate 
parsers to recogrrise well-formed expressions, matching algorithms to determine 
whether a rule can be applied and so on. A great deal of work can be put into 
devising pleasant user interfaces and helpful screen displays. 
All this supposes that the underlying logic is properly understood, that there is 
a model theory for the logic which correctly matches the application and that the 
proof rules have been proved sound and complete. Even for well-understood systems 
this is not straightforward, and each new set of proof rules requires a new complete- 
ness theorem. Many theorem provers, and the programming language PROLOG, 
use the resolution procedure, a demi-decision procedure for the first order predicate 
calculus which has its roots in work of Herbrand in 1930, and was developed by 
Robinson in the 1960s. Theorem provers which rely on the user building up a proof, 
such as LCF, have used variations of Natural Deduction systems or Gentzen’s 
sequent calculus. 
Jean Gallier’s book is an introduction to mathematical ogic, at the level of an 
American graduate mathematics course. After developing the mathematical pre- 
liminaries, two chapters are devoted to the propositional calculus. A proof theory 
using Gentzen style sequent rules is given and proved sound and complete. There 
is a discussion of extended completeness using Hintikka sets, and of cut elimination. 
The propositional resolution rule is then introduced and proved complete by trans- 
forming a resolution proof into a Gentzen style one. 
The main part of the book is a treatment of the first order predicate calculus 
along the same lines. After a discussion of semantics and validity a Gentzen style 
sequent proof theory and the notion of Hintikka set are given. Completeness is 
proved by describing a search procedure which, given a sequent, either produces a 
proof in the system or constructs a (possibly infinite) tree which generates a Hintikka 
set which is a counter example. The argument is given initially for languages without 
function symbols and equality, then extended to include function symbols and then 
again to include equality. Cut elimination for languages with and without equality 
is discussed, and two versions of Gentzen’s cut elimination theorem proved. The 
cut elimination theorem is used to derive Craig’s interpolation theorem, Beth’s 
definability theorem and Robinson’s joint consistency theorem. A sharpened form 
of the cut elimination theorem is proved and used to derive Herbrand’s theorem. 
The resolution method, and a variant called SLD-resolution, which is the form used 
in PROLOG, are discussed, and proved complete for unsatisfiable formulas. The 
last chapter discusses many-sorted logic and congruence closure. 
The style of the book is very much that of a graduate course, rather than a work 
of reference or a comprehensive survey. Careful attention is given to the material 
under discussion, but other approaches and historical background are confined to 
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the useful notes and references at the ends of the chapters. It is a nice clear piece 
of mathematical exposition, and more or less self-contained, although readers who 
are not used to reading mathematics might find it heavy going. I particularly like 
the exercises and carefully chosen examples given at every stage of the develop- 
ment. 
It has to be said that the book is much more demanding than many computer 
science texts which treat the same material, although of course it goes much further, 
and worlds away from the three page summary of resolution sometimes found in 
introductory PROLOG books! Is it worth the effort for anyone except the dedicated 
mathematician? The answer is yes, particularly for anyone who wants to develop 
new logical systems for applications in computer science, or to understand other 
people’s attempts to do so. Sadly, sloppy and inaccurate accounts of supposed new 
results in logic, with inadequate proofs or no proofs at all, can easily be found 
in the computer science literature. Gallier’s book shows what the standards ought 
to be. 
Finally, a word to the publishers. Nice book-shame the hard-back binding is 
falling apart already. 
Ursula MARTIN 
Department of Computer Science 
RHBNC, University of London 
United Kingdom 
Logic and Computation-Interactive Proof with Cambridge LCF. By L.C. Paulson. 
Cambridge University Press, Cambridge, 1987, Price X27.50, 
ISBN 0 52134632 0. 
The title of this book, derived from the name of the system it describes (LCF), 
summarizes its contents quite accurately: the relationship between logic and compu- 
tation. The two parts of the book reflect the two levels of this relationship: LCF as 
a logic for reasoning about computations, and computation as a meta language for 
an implementation of LCF. 
LCF stands for “Logic of Computable Functions” and was developed by Dana 
Scott in the late 1960s for reasoning about denotational semantics. In the early 
1970s Robin Milner and colleagues at Edinburgh implemented this logical system 
in a theorem prover called Edinburgh LCF, documented in [l]. Edinburgh LCF 
made two seminal contributions to computer science: its meta language ML and its 
theorem proving style based on tactics and tacticak ML has recently been standard- 
ized and has become a widely used functional programming language. To avoid 
confusion, the logic LCF, as opposed to the system, is often called PPA. 
