Abstract. We study a specific bin packing problem which arises from the channel assignment problems in cellular networks. In cellular communications, frequency channels are some limited resource which may need to share by various users. However, in order to avoid signal interference among users, a user needs to specify to share the channel with at most how many other users, depending on the user's application. Under this setting, the problem of minimizing the total channels used to support all users can be modeled as a specific bin packing problem as follows: Given a set of items, each with two attributes, weight and fragility. We need to pack the items into bins such that, for each bin, the sum of weight in the bin must be at most the smallest fragility of all the items packed into the bin. The goal is to minimize the total number of bins (i.e., the channels in the cellular network) used. We consider the on-line version of this problem, where items arrive one by one. The next item arrives only after the current item has been packed, and the decision cannot be changed. We show that the asymptotic competitive ratio is at least 2. We also consider the case where the ratio of maximum fragility and minimum fragility is bounded by a constant. In this case, we present a class of online algorithms with asymptotic competitive ratio at most of 1.7r, for any r > 1.
Introduction
In a typical cellular network, various users communicate with the base station using various frequency channels. While in a CDMA (code division multiple access) system, since each channel has a capacity much larger than the bandwidth requirement of a single user, it is possible to allow many users to share the same channel. Therefore to maximize the bandwidth utility in such system, one straightforward approach is to assign as many users to a single channel. However such assignment may result in interference between the users on the same channel, which affects the quality of communication. There exists a trade-off between the bandwidth utilization and communication quality. Roughly speaking, the fewer the users to share a common channel, the better the communication quality of each user. The requirements on communication quality may differ from users depending on the applications the users are running. To quantify the quality of communication of a user on a channel, we use a measure called the signal to noise ratio (SNR) [7, 9, 10] . Suppose there are M users communicating with a central base station at the same time with the same channel. If user i transmits with power p i , then the signal received by the base station is s i = p i g i , where g i is the gain on the channel for user i. The SNR of user i is given by
where N 0 is the background noise power, e.g., the receiver thermal noise, which is assumed a constant. Generally speaking, the larger the value of SNR the better the communication quality. Suppose that each user specifies a minimum SNR that the user can tolerate. The objective of the channel assignment problem (CAP) is to assign the users to channels so that the SNR of each user of each channel is better than the minimum SNR the user specifies.
To tackle the CAP, Bansal, Liu and Zankar [1] defined the problem of bin packing with fragile objects (BPFO). The traditional bin packing problem [2, 3] is defined as follows. A sequence of (ordinary) items is given where each item has weight in (0, 1]. The goal is to pack all items into a minimum number of bins so that the total item weight in each bin is no more than 1. For BPFO, besides weight w i , each (fragile) item is associated a fragility f i . In each bin, the total weight of the items in the bin must be no more than the minimum fragility among the items in the bin. Precisely, suppose k items a i 1 , a i 2 , . . . , a i k are packed into the same bin. The packing is feasible if
The goal of BPFO is to find a feasible packing of all items with the minimum number of bins.
It can be shown that BPFO can model CAP. The frequency channels can be regarded as bins and the users as the items. For each user i, we let the amount of power received at the base station s i be the weight w i of item i. Suppose user i requires a minimum SNR of value β i . From the SNR expression 1, we can see that user i can tolerate at most s i β i − N 0 power from other users on the same channel and still maintain the communication quality. We let f i = s i +s i β i −N 0 . Then, CAP can be seen as a special case of BPFO. In the rest of the paper, we will focus on solving the BPFO.
Suppose an item is denoted as (w, f ) where w is the weight and f is the fragility of the item. Fig. 1 gives an example of two feasible ways of packing the items (1, 4) , (2, 6) , (2, 6) , (2, 6) and (3, 6) . One (non-optimal) solution is to pack the first two items into one bin. The sum of weights is 3, which is less than the minimum fragility 4. Then the next two items are packed into one bin and the final item into another bin (see Fig. 1(a) ). In the optimal solution, one can pack the first item and the last item into one bin and the other items into another bin (see Fig. 1(b) ).
Two feasible ways of packing the items (1, 4) , (2, 6) , (2, 6) , (2, 6) , (3, 6 ).
Bansal, Liu and Zankar [1] studied the offline version BPFO, i.e., the set of items is given in the beginning. In this paper, we consider the on-line version of BPFO where the items arrive one by one, and the weight and fragility of an item are not known until the item arrives. This on-line version of BPFO also models the on-line version of CAP where the users arrive one by one and the power and minimum SNR of user are not known until the user arrives. For the on-line BPFO, when an item arrives, it must be assigned to one of the bins before the next item becomes known. Our goal is still to find a feasible packing of all items which minimize the number of bins.
The classical bin packing problems have been studied extensively. It is well known that the problem is NP-hard [6] . For other results in bin packing, the readers are referred to the survey papers [2] [3] [4] . For the offline BPFO, Bansal, Liu and Zankar [1] gave a 2-approximation algorithm, i.e., the algorithm can always pack the items with at most two times the number of bins used in the optimal solution. They also showed that no algorithm can achieve an approximation ratio of less than 3/2 unless P = N P . Then they gave an algorithm that uses at most the same number of bins as the optimum solution but the sum of item weight in each bin can be at most twice the minimum fragility of that bin.
Competitive analysis: To evaluate the on-line algorithms presented in this paper, we adopt the conventional measure of competitive ratio. For any input sequence I, let A(I) and OP T (I) denote the number of bins used by the on-line algorithm A and an optimal offline algorithm, respectively. The on-line algorithm A has a competitive ratio c if there exists a constant h such that Our results: Let k be the fragility ratio, which is the ratio between maximum fragility and minimum fragility. We show that no on-line algorithm can have asymptotic competitive ratio less than 2 when k can be arbitrary large. We also show that the asymptotic competitive ratio of an any-fit algorithm, which include the classical first-fit and best-fit, is at least k. For the case that k is bounded by a constant, we develop a class of on-line algorithms that achieves the asymptotic competitive ratio 1.7r for any r > 1.
The remainder of this paper is organized as follows. In Section 2 we show that when the fragility ratio can be arbitrary large there is no on-line algorithm that is better than 2-competitive. In Section 3 we consider that the fragility ratio is bounded by a constant k. Section 3.1 shows that the asymptotic competitive ratio of an any-fit algorithm cannot be better than k. Section 3.2 gives a new class of algorithms and shows that its asymptotic competitive ratio 1.7r for any r > 1.
Unbounded Fragility Ratio
In this section we assume that the fragility ratio k can be arbitrary large. We show that the asymptotic competitive ratio is at least 2 for any on-line algorithm.
Theorem 1. For the problem of packing fragile objects, no on-line algorithm has a asymptotic competitive ratio less than 2.
Proof. First, we give an adversary of at most 6 items. We show that for any on-line algorithm the competitive ratio of packing these items is at least 2. Then we argue that the adversary can be extended to a long sequence that the optimal solution needs an arbitrary large number of bins.
The adversary begins with two items a 1 and a 2 , where a 1 = (ε, 1/4 + ε) and a 2 = (1/4, 1), for 0 < ε < 1/8. In the following, we exhaust all the ways how an on-line algorithm A can pack these two items and the subsequent items and show that the competitive ratio is at least 2. Case 1. If the items a 1 and a 2 are packed into two different bins, the adversary stops. Clearly, A = 2 and OP T = 1.
Case 2. Consider the items a 1 and a 2 are packed into the same bin, namely B 1 . Since the smaller fragility among these two items is 1/4 + ε, which is the same as the total weight. B 1 is considered full in this case. The adversary gives another two items a 3 and a 4 , where a 3 = (ε, 1/4 + ε) and a 4 = (1/4, 1), respectively. Case 2.1. Consider the items a 3 and a 4 are packed into the same bin. Then adversary has the final two items a 5 = (1/4 − ε, 1/4 + ε) and a 6 = (1/4, 1) arrive, which obviously cannot be packed into one bin. So the algorithm needs to use 4 bins in total, i.e., A = 4. On the other hand, the optimal offline algorithm can pack a 1 , a 3 and a 5 into one bin, and the remaining items into another bin, thus OP T = 2.
Case 2.2. Consider the items
The adversary gives the last item a 6 = (1/4 + ε, 1). Since a 6 cannot fit into the existing three bins, B 1 , B 2 and B 3 , it has to be packed into a new bin. Therefore, A = 4. On the other hand, the optimal offline algorithm can pack items a 1 , a 3 , a 5 into one bin and items a 2 , a 4 , a 6 into another bin. Then OP T = 2. From all above cases, we show that R A ≥ 2. To bound the asymptotic competitive ratio, we can give an item sequence of length arbitrary large, so that the number of bins required by the optimal solution is arbitrary large. Let I 1 denote the sequence of items given by the adversary above (with at most 6 items). We define an arbitrary long sequence, composed by subsequence, I 1 , I 2 , . . . , I m , where I i is obtained from I i−1 as follows. Since the fragility can be arbitrary large, we can make a copy of the sequence I i−1 and consider it as I i but with the weight and the fragility of the items to be scaled up by the a ratio so that the minimum weight of items in I i is larger than the maximum fragility of the items in I i−1 . In that case, any item in I i cannot be packed into the bins containing items of I i−1 and the optimal solution needs to use as many bins as the length of the sequence, which is arbitrary large. Together with the fact that for every subsequence I i the on-line algorithm uses at least two times the number of bins of the optimal solution for I i , we have the asymptotic competitive ratio for any on-line algorithm at least 2.
Bounded Fragility Ratio
In this section we assume that the fragility ratio k is a given constant. We first analyze the any-fit algorithm and then develop some new algorithms.
Any-fit Algorithms
We consider a common type of algorithms, called the any-fit algorithms. An anyfit algorithm packs an item into a non-empty bin if the bin can accommodate the item, otherwise the item is packed into an empty bin. There are special cases of the any-fit algorithm, e.g., first-fit and best-fit which differ in the way of choosing which non-empty bin to pack the item. In the following theorem, we show that an any-fit algorithm has an asymptotic competitive ratio at least k.
Theorem 2. The asymptotic competitive ratio of an any-fit algorithm cannot be better than k.
Proof. The adversary sequence consists of 2kn items: a, b, a, b, . . . , where a = (1 − 1/kn, k) and b = (1/kn, 1 ). An any-fit algorithm packs each pair items a and b into one bin. Thus, the number of bins used by the any-fit algorithm is kn. For the optimal solution, one can pack k items a together into one bin, and all the kn items a 2 in one bin. Then OP T = n + 1. The theorem follows as n can be arbitrary large.
Items Divided by Classes
We define a general method to pack the items by first dividing the items into classes. A predefined parameter r > 1 is used. An item with fragility f belongs to the class s for an integer s if f ∈ [r s , r s+1 ). As the fragility ratio is at most k, the number of classes is at most log r k . We only pack items of the same class into the same bin. The bin which stores an item of class s is denoted as a class s bin. The general method is described as follows. When a new item with fragility f arrives, we find an integer s such r s ≤ f < r s+1 . If there is a class s non-empty bin that the item can fit in, then pack the item into one of those bins. Otherwise, pack the item into an empty bin.
We give two specific implementations of the general method, namely the AN F r and AF F r . They differ in the way of packing items of the same class. In short, AN F r makes use of next-fit and AF F r makes use of first-fit. Precisely, for AN F r , it maintains at most one active non-empty bin only for each class. If the item cannot fit in the active bin, the bin is closed and the item is packed into an empty bin which becomes the only active bin in the class. It is clear that next-fit takes O(1) time to pack each item and O(n) time to pack a sequence of n item. For AF F r , according to the order in which the bins are used, it finds the first non-empty bin in the class where the new item can fit it and packs the item into that bin. However, in the worst case it takes Θ(n log n) time to pack a sequence of n items [8] .
In the following we give a tight analysis of the performance of AN F r .
Lemma 1. The asymptotic competitive ratio of algorithm AN F
r cannot be better than 2r.
Proof. We give an adversary as follows. There are 2rn pairs of items (1/2, r) and (ε, 1) arriving, where ε > 0 is a sufficiently small number. After that, a sequence of items with small weights and increasing fragilities arrives. Precisely, the whole item sequence is
It can be seen that AN F r = 2rn + T − 1 where T ≤ log r k is the number of classes. For an optimal solution, it can pack 2r items (1/2, r) into one bin and all the items with weight ε into another bin. Hence, OP T = n + 1. The asymptotic competitive ratio of algorithm AN F r is (2rn + T − 1)/(n + 1), which is arbitrary close to 2r as n and hence OP T are arbitrary large.
Before we analyze the upper bound on the asymptotic competitive ratio of AN F r , we give a lower bound on the number of bins to pack a set of items in the following lemma.
Lemma 2. Given a set of n items (w i , f i ) for 1 ≤ i ≤ n, the n items cannot be packed with less than
Proof. For any packing of the n items, consider one of the bins. Suppose that t items (w j 1 , f j 1 ) , . . . , (w j t , f j t ) are packed into the bin. We have
Counting all the bins in the packing, we can see that the number of bins used is at least
Theorem 3. The asymptotic competitive ratio of algorithm AN F r is no more than 2r.
Proof. Consider an item sequence I. We create another item sequence I based on I. For each item (w, f ) in I, there is a corresponding item (w, f ) in I , with the same weight but different fragility. Precisely, if r s ≤ f < r s+1 for some integer s, i.e., the item of I in class s, then we have f = r s+1 and the corresponding item of I is in class (s + 1). It is easy to see that the number of bins required to pack the items in I is no more than that for items in I, i.e., OP T (I ) ≤ OP T (I), because each item has a larger fragility.
Let S and S be the sets of integers that denote the classes required to divide the items in I and I , respectively. By the construction of I , we can see that for each i ∈ S, we have i + 1 ∈ S . Let q i and q i be the total weight of items in class i for I and I , respectively. We have q i = q i+1 according to the construction of I . By Lemma 2, we have OP T (I ) ≥ i∈S q i /r i = i∈S q i /r i+1 . Consider I and the packing of items in class i by AN F r . Let b i be the number of bins used by AN F r for the items in class i. We have AN F r (I) = i∈S b i . We claim that b i ≤ 2rq i /r i+1 + 1 for any i ∈ S. The claim is proved as follows. We say that two bins of the same class are "adjacent" if in the execution of AN F r one of the bins is closed and immediately the other one is made active. For any two adjacent bins of the same class i, we can see that their total weight is at least r i , otherwise all items in the two bins can be packed into one. This implies that on average, except the last one if b i is odd, each bin stores items of total weight at least r i /2. Therefore, except the last bin if b i is odd, if we consider each bin has weight just r i /2, the total weight of all bins is at most the total weight of items in class i. Precisely, we have (b i − 1)r i /2 ≤ q i , i.e., b i ≤ 2rq i /r i+1 + 1. As a result, we have
where |S| ≤ log r k is the number of classes.
In the following we analyze the performance of AF F r and give an upper bound on its asymptotic competitive ratio. Our analysis makes use of the function W defined in [5] and some lemma and theorem related to the classical bin packing [5] . The function W : [0, 1] → [0, 8/5 ] is defined as follows: because S = S and for each class i item (w, f ) ∈ I we have f < r i+1 and the function W is monotonic increasing.
We define a classic bin packing problem instance I c by the input sequence I. where |S| ≤ log r k is the number of classes.
Remarks: Suppose that the items of the input sequence consist of only d distinct fragilities. We can modify our algorithm AF F to group only the items of the same fragility to the same class and then apply first-fit to pack the items. If d < k, then AF F in this case has a slightly better performance in terms of the additive constant, i.e., AF F ≤ 1.7r · OP T + d.
