Abstract: In this paper, we define the Gröbner-Shirshov bases for a dialgebra. The composition-diamond lemma for dialgebras is given then. As a result, we obtain a Gröbner-Shirshov basis for the universal enveloping algebra of a Leibniz algebra.
Introduction
Recently, J.-L. Loday (1995, [10] ) gave the definition of a new class of algebras, dialgebras, which is closely connected to his notion of Leibniz algebras (1993, [9] ) and in the same way as associative algebras are connected to Lie algebras. In the manuscript [11] , J.-L. Loday found a normal form of elements of a free dialgebra. Here we continue to study free dialgebras and prove the composition-diamond lemma for them. As it is well known, this kind of lemma is the cornerstone of the theory of Gröbner and Gröbner-Shirshov bases (see, for example, [5] and cited literature). In commutative-associative case, this lemma is equivalent to the Main Buchberger's Theorem ( [6] , [7] ). For Lie and associative algebras, this is the Shirshov's lemma [12] (see also L.A. Bokut [3] , [4] and G. Bergman [2] ). As an application, we get another proof of the Poincare-Birkhoff-Witt theorem for Leibniz algebras, see M. Aymon, P.-P. Grivel [1] and P. Kolesnikov [8] . (ii) (u) is called a diword in B of length n, if (u) = ((v) ⊣ (w)) or (u) = ((v) ⊢ (w)), where (v), (w) are diwords in B of length k, l respectively and k + l = n.
Proposition 2.3 ([11]) Let D be a dialgebra and B ⊂ D. Any diword of D in the set B is equal to a diword in B of the form
where b i ∈ B, −m ≤ i ≤ n, m ≥ 0, n ≥ 0. Any bracketing of the right side of (1) gives the same result.
where D is any dialgebra.
In [11] , a construction of a free dialgebra is given.
Proposition 2.5 ( [11] ) Let D(X) be free dialgebra generated by X over k. Any diword in X is equal to the unique diword in X of the form
where 
i.e., the Jacobi identity is valid in L.
It is clear that if
) is a Leibniz algebra, where
3 Composition-Diamond lemma for dialgebras Let X be a well ordered set, D(X) the free dialgebra over k, X * the free monoid generated by X and [X * ] the set of normal diwords in X. Let us define deg-lex order on [X * ] in the following way: for any [ 
where
It is easy to see that the order < is monomial in the sense:
Any polynomial f ∈ D(X) has the form
, where each α i ∈ k, x i ∈ X and u i ∈ X * . The same terminology will be used for normal diwords.
If [u] , [v] are both left normed or both right normed, then it is clear that for any
Let S ⊂ D(X). By an S-diword g we will mean g is a diword in {X ∪ S} with only one occurrence of s ∈ S. If this is the case and g = (asb) for some a, b ∈ X * and s ∈ S, we also call g an s-diword.
From Proposition 2.3 it follows easily that any S-diword is equal to
where −m ≤ k ≤ n, x k ∈ X, s ∈ S. 
(ii) k < 0 and s is left normed. 
. Now, we define compositions of dipolynomials in D(X). 
2) Composition of including.
Let
is called the composition of including. The transformation
3) Composition of intersection.
is called the composition of intersection.
Remark In the Definition 3.3, for the case of 2) or 3),
Definition 3.4 Let the order < be as before, S ⊂ D(X) a monic set and f, g ∈ S.
where each
The following proposition is useful when one checks the compositions of left and right multiplications. 
Accordingly, for the composition of right multiplication, we have a similar conclusion.
Definition 3.6 Let S ⊂ D(X) be a monic set and the order < as before. We call the set S a Gröbner-Shirshov set (basis) in D(X) if any composition of polynomials in S is trivial modulo S (and [w]).
The following two lemmas play key role in the proof of Theorem 3.9. 
Proof Following Proposition 2.3, we assume that
There are three cases to consider.
If s is not left normed then for the composition s ⊢ x k+1 (k < 0) of right multiplication, we have
is a linear combination of normal S-diwords. Case 3. k > 0 is similar to the Case 2.
Proof 
For 2.3, 2.4 or 2.5, by noting that ( 
Now, for all cases, we have [a
It is similar to the proof of the Case 2, that we have [
The following theorem is the main result.
Theorem 3.9 (Composition-Diamond Lemma) Let S ⊂ D(X) be a monic set and the order < as before. Then
(iii) The set
is a linear basis of the dialgebra D(X|S).
Proof (i) ⇒ (ii). Let S be a Gröbner-Shirshov basis and 0 = f ∈ Id(S). We can assume, by Lemma 3.
We will use the induction on l and [w 1 ] to prove that f = [asb], for some s ∈ S and a, b
and hence the result holds. Assume that l ≥ 2. Then, by Lemma 3.8, we have [
Thus, if α 1 + α 2 = 0 or l > 2, then the result holds. For the case α 1 + α 2 = 0 and l = 2, we use the induction on [w 1 ]. Now, the result follows.
(
Now, by using induction on f , we have (ii) ′ .
(ii) ′ ⇒ (ii). This part is clear.
(ii) ′ ⇒ (iii). Assume (ii) ′ . We firstly prove that, for any h ∈ D(X), we have
Let h = α 1 h + · · · . We use the induction on h.
Proof (i) By using the following
we have 2 and 3 are in Id(f ji ). By symmetry, 4 and 5 are in Id(f ji ). This shows (i).
(ii) We will prove that all compositions in S are trivial modulo S. We denote by (i ∧ j) the composition of the polynomials of type i and type j. For convenience, we extend linearly the functions f ji , f ji⊢t , f t⊣ji , h i 0 ⊢t and h t⊣i 0 to f j{p,q} (f {p,q}i ), f ji⊢{p,q} and h {p,q}⊣i 0 , etc respectively, where, for example, if {x p , x q } = α s pq x s , then
By using the Jacobi identity in L, for any a, b, c ∈ L, {{a, b}, c} = {a, {b, c}} + {{a, c}, b}
we have {a, {b, b}} = 0 and {a, {b, c} + {c, b}} = 0 and in particular, for any i 0 ∈ I 0 , j ∈ I,
and
which implies that L 0 is an ideal of L. Clearly, L/L 0 is a Lie algebra. Since {x i 0 , x j } = {x i 0 , x j } + {x j , x i 0 } ∈ L 0 , the (7) follows. The formulas (5), (6) and (7) are useful in the sequel. In S, all the compositions are as follows. 1) Compositions of left or right multiplication. All possible compositions in S of left multiplication are ones related to 1, 2 and 3. By noting that for any s, i, j, t ∈ I, we have
it is clear that all cases are trivial modulo S.
By symmetry, all compositions in S of right multiplication are trivial modulo S.
2) Compositions of including or intersection. All possible compositions of including or intersection are as follows.
(2 ∧ 1) There are two cases to consider:
(2 ∧ 2) There are two cases to consider:
Denote by
is a linear combination of normal s-diwords of length 2 or 3, where
where l∈I 0 γ l x l = −({x j , {x t , x i }}+{{x t , x i }, x j })+({x i , {x t , x j }}+{{x t , x j }, x i }).
(2 ∧ 3) There are three cases to consider: w = x j ⊢ x i 0 ⊢ x t (i 0 ∈ I 0 ), w = x j 0 ⊢ x i ⊢ x t (j 0 ∈ I 0 ) and w = x j ⊢ x i ⊢ x t 0 ⊢ x n (t 0 ∈ I 0 ). Case 1. w = x j ⊢ x i 0 ⊢ x t (j > i 0 , i 0 ∈ I 0 ). By (7), we can assume that {x i 0 , x j } = l∈I 0 γ l x l . Then, we have (f ji 0 ⊢t , h i 0 ⊢t ) w = −x i 0 ⊢ x j ⊢ x t + {x i 0 , x j } ⊢ x t = −h i 0 ⊢j ⊢ x t + l∈I 0 γ l h l⊢t .
Case 2. w = x j 0 ⊢ x i ⊢ x t (j 0 > i, j 0 ∈ I 0 ). By (6), we have (f j 0 i⊢t , h j 0 ⊢i ) w = −x i ⊢ x j 0 ⊢ x t + {x i , x j 0 } ⊢ x t = −x i ⊢ h j 0 ⊢t .
Case 3. w = x j ⊢ x i ⊢ x t 0 ⊢ x n (j > i, t 0 ∈ I 0 ). We have (f ji⊢t 0 , h t 0 ⊢n ) w = −x i ⊢ x j ⊢ x t 0 ⊢ x n + {x i , x j } ⊢ x t 0 ⊢ x n = (−x i ⊢ x j + {x i , x j }) ⊢ h t 0 ⊢n .
(2 ∧ 4) w = x j ⊢ x i ⊢ x t ⊣ x q ⊣ x p (j > i, q > p). We have (f ji⊢t , f t⊣qp ) w = −x i ⊢ x j ⊢ x t ⊣ x q ⊣ x p + {x i , x j } ⊢ x t ⊣ x q ⊣ x p +x j ⊢ x i ⊢ x t ⊣ x p ⊣ x q − x j ⊢ x i ⊢ x t ⊣ {x p , x q } = −x i ⊢ x j ⊢ f t⊣qp + {x i , x j } ⊢ f t⊣qp + f ji⊢t ⊣ x p ⊣ x q − f ji⊢t ⊣ {x p , x q }.
(2 ∧ 5) w = x j ⊢ x i ⊢ x t ⊣ x n 0 (j > i, n 0 ∈ I 0 ). We have (f ji⊢t , h t⊣n 0 ) w = −x i ⊢ x j ⊢ x t ⊣ x n 0 + {x i , x j } ⊢ x t ⊣ x n 0 = (−x i ⊢ x j + {x i , x j }) ⊢ h t⊣n 0 .
(3 ∧ 1) There are two cases to consider: w = x n 0 ⊢ x t (n 0 ∈ I 0 ) and w = x n 0 ⊢ x t ⊢ x s (n 0 ∈ I 0 ).
For w = x n 0 ⊢ x t (n 0 ∈ I 0 ), we have (h n 0 ⊢t , f n 0 t ) w = x t ⊣ x n 0 − {x t , x n 0 } = h t⊣n 0 .
For w = x n 0 ⊢ x t ⊢ x s (n 0 ∈ I 0 ), we have (h n 0 ⊢t , f ts ) w = x n 0 ⊢ x s ⊣ x t − x n 0 ⊢ {x s , x t } = h n 0 ⊢s ⊣ x t − h n 0 ⊢{s,t} .
