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Introduction
In the era of the Internet of Things (IoT), networked embedded sensing devices are going to be the foundational building block of several critical infrastructures of high societal and economic impact [1] . In this context, there is a growing interest in the academic community in evaluating IoT enabling technologies in the real world, rather than in controlled environments, such as laboratories and test-beds. At an infrastructure level, there is evidence that the environment plays a critical role in the performance of an IoT sensor network [21] . It is, therefore, vital to test these technologies in real environments in order to validate Work done prior to joining DTU Compute. their effectiveness and robustness in a variety of contexts. At a data level, the robustness of machine learning models heavily depends on the quality of the training data. Indeed, models that are trained on input data that are based on small groups of participants, performing scripted activities, under ideal data collection conditions, tend to perform very well [10, 20] . Yet, such models would be challenged in the wild, where the input data are imperfect (e.g. missing data, noise, etc. [14, 19] ) and derive from large groups of people performing free-living activities [3] . At an application level, several research hypotheses require input from dozens of individuals to be tested. This is particularly relevant for the health care domain. Indeed, there is increasing evidence that behaviour plays a critical role in the development of chronic health conditions, such as depression [18] and dementia [22] . In this context, large-scale IoT deployments have the potential to provide healthcare professionals with an unbiased and quantitative mechanism to assess the long-term behaviour of their patients. SPHERE (a Sensing Platform for HEalthcare in a Residential Environment) is a multipurpose, multi-modal platform of non-medical home sensors that aims to provide data that would allow researchers to learn the behavioural patterns of the residents, and, enable them to conduct data-rich clinical studies [25] . Different to many other smart home health systems evaluated in controlled environments [13, 15] , the SPHERE platform is intended to be deployed in a large number of properties in the Bristol area for a period of up to 12 months (see SPHERE's 100 homes study 3 ). At the time of writing, the SPHERE platform has been successfully deployed in the houses of 45 volunteers, and, indeed, the current rate of deployments is only constrained by the rate of recruiting. The purpose of the SPHERE deployments is three-fold. Firstly, a large number of IoT deployments in the wild, would allows us to understand and overcome the weakness and limitations of state-of-the-art IoT enabling technologies: for example, scheduling [6] and interference avoidance [4] in IEEE 802.15.4-2015 TSCH (time slotted, channel hopping) networks. Secondly, data collected from large-scale deployments in the wild, would enable the development of robust machine learning models that are able to operate effectively in real world situations and under missing data [14] . Thirdly, the produced dataset will be shared with medical professionals, enabling clinical research studies.
There are several challenges with IoT deployments of that scale. From software development to remote monitoring, the challenges of deploying IoT sensor networks in outdoor and indoor environments have attracted the interest of the research community over the last decades [2, 12, 17] . Leveraging experience and insight gain from the SPHERE deployments, our previous works discuss challenges, experiences and lessons learned from making SPHERE's bespoke IoT sensing platforms [7] , as well as developing IoT networking software for them [5] . Extending our previous work, the focus of this paper is on effectively managing the overhead of preparing IoT sensors for installation in a large-scale context.
Indeed, managing the overhead of preparation and installation is crucial for maintaining a satisfactory deployment throughput. In SPHERE, the preparation and installation of the IoT sensing platforms is conducted by a small number of deployment technicians that are not experts in the deployed IoT technology. To accelerate the deployment process and facilitate the job of the deployment technicians, we have designed and developed the SPHERE Deployment Manager. The SPHERE Deployment Manager is a tool that supports the deployment technicians with preparing bespoke IoT networks, tailored to the characteristics of each of the participating houses. The contributions of this paper can be summarised as follows. Firstly, we present requirements and challenges regarding the preparation of IoT sensors for deployment from the SPHERE perspective. We believe that IoT deployments of similar nature share the same challenges to a great extent. Secondly, we design, develop and present the SPHERE Deployment Manager: a supporting tool that facilitates the deployment of bespoke IoT networks by technicians that are not IoT experts. Lastly, with this paper, the SPHERE Deployment Manager is released as an open source project 4 .
The remainder of the paper is structured as follows. Section 2 summarises the IoT embedded devices and networks of the SPHERE system, including details on security, configurability, and deployment requirements. Section 3 presents the SPHERE Deployment Manager. Lastly, Section 4 concludes the paper, providing deployment statistics.
The SPHERE System
In a nutshell, the SPHERE System has three distinct sensing modalities, namely environmental sensors, video sensors, and wearable sensors [25] . The focus of this paper is on the embedded IoT sensing devices of SPHERE, namely the environmental and wearable sensors. For further details on the video sub-system of SPHERE we refer the reader to [11] . The data generated from these sensing modalities is collected in a central server within each deployed house, named SPHERE Home Gateway, and stored in an encrypted solid state drive. Whilst sensor data are saved locally, monitoring data is transmitted over the cellular network to the University of Bristol for remote monitoring.
Each deployed house is uniquely identified in an anonymous manner with a 4-digit identifier, namely the House ID (HID).
IoT Embedded Devices and Networks
The IoT sub-system of SPHERE is composed of three types of embedded devices, namely the SPHERE Environmental Sensors (SPES-2), the SPHERE Wearable Sensors (SPW-2), and the SPHERE Gateways (SPG-2), as shown in Fig. 1b .
The SPHERE Environmental Sensors are battery-powered devices and they are responsible for collecting environmental data, such as temperature, humidity, light levels, and mobility levels, at room-level granularity [8] . One of Environmental Sensors also hosts a water flow sensor [24] . Sensors are wrist-worn acceleration-based activity sensors [9] . One wearable sensor is provided to each resident of the house. Lastly, the SPHERE Gateways are mains-powered dual-radio nodes that form a backbone low power network that is responsible to collect the sensor data and forward them to the SPHERE Home Gateway for long-term storage.
In particular, the SPHERE Gateways form a 6LoWPAN (IPv6 over Low-Power Wireless Personal Area Networks) over IEEE 802.15.4 TSCH mesh network in each home [5] , as shown in Fig. 1a . One of gateways is connected to the SPHERE Home Gateway, playing the role of the root gateway of 6LoWPAN. All the remaining gateways act as data forwarders. The SPHERE Environmental Sensors are connected directly to the 6LoWPAN network as leaf nodes. The SPHERE Wearable Sensors communicate the acceleration data by broadcasting Bluetooth Low Energy (BLE) non-connectable undirected advertisement packets periodically. The BLE advertisements are received by the secondary radio of the SPHERE Gateways, which operates in BLE mode. Acting as gateways from the BLE to the 6LoWPAN network, the SPHERE Gateways forward the wearable sensor data to the SPHERE Home Gateway. Lastly, the system is leveraging the broadcasting nature of BLE advertisements to collect multiple copies of the wearable data packets. The signal strength of the advertisement packets, as received by multiple gateways, is leveraged for room-level indoor localisation. A custom MAC (Medium Access Control) addressing scheme is adopted for the embedded devices of SPHERE. As illustrated in Fig. 2 , the three least significant bytes of the BLE and IEEE 802.15.4 MAC addresses are modified as follows. The third-to-last byte is the Project ID (PID), allowing the same scheme to be used in future deployments; SPHERE uses PID = 0x00. The second-tolast byte is the Network ID (NID). The NID uniquely identifies each deployed house, i.e. the House ID (HID) is uniquely mapped to a NID. The least significant byte is the Device ID (DID). The DID uniquely identifies each embedded device, and it can also be used to identify the type of the device. In particular, the IEEE 802.15.4 radio of the SPG-2 is assigned a DID in [0x01-0x3F]; the BLE radio of the SPG-2 is assigned a DID in [0x40-0x7F]; the SPES-2 is assigned a DID in [0x80-0xBF]; and the SPW-2 is assigned a DID in [0xC0-0xFF]. The DID 0x01 is reserved for the root SPG-2 gateway.
The purpose of the custom addressing scheme is multifold. Firstly, MAC filtering is implemented to prevent external devices from joining the IEEE 802.15.4 TSCH network. This is particularly relevant in cases of overlapping TSCH deployments. Secondly, the custom MAC addresses are used to form the TSCH schedule and ensure that battery-powered devices operate as leaf nodes, i.e. do not forward traffic [6] . Thirdly, the custom MAC addresses are used as unique identifiers in the database. This ensures a logical coherence in the sensor data. For example, if a wearable sensor breaks and gets replaced, the same MAC address is used by the replacement and the sensor data from the two devices can be directly linked to each other. It is noted that, globally unique MAC addresses are considered personally identifiable information [16] , whilst the custom MAC addresses of SPHERE are equivalent to pseudo-anonymous identifiers.
Security Requirements
Before deploying the technology in the houses of volunteers, SPHERE went through a process of ethics review and approval. One of the ethical commitments of SPHERE is that all sensor data that are transmitted over the air will be encrypted using state-of-the art encryption.
All the embedded IoT devices of SPHERE use the CC2650 system-on-chip, which incorporates hardware-accelerated AES (Advanced Encryption Standard) encryption. We implement this security commitment using hop-by-hop symmetric encryption, using the hardware-accelerated AES-128 module of CC2650 and one hard-coded encryption key per house. We consider that one encryption key per deployed house provides a sufficient level of security for the following reasons. Firstly, sensor data from the embedded IoT devices are transmitted using shortrange wireless technology, and thus, can only be eavesdropped locally. Note that the location and identity of the participants are treated as highly confidential and kept secret even from the SPHERE researchers themselves. Therefore, the threat is limited to the direct neighbourhood of each deployment. Secondly, contrary to using a SPHERE-wide encryption key, a unique key per deployed house secures the confidentiality of the sensor data of participants from each other, should their identity is leaked via their social circles.
An interesting peculiarity of the SPHERE IoT network (see Section 2.1) is that the BLE network is unidirectional: the SPHERE Wearable Sensors communicate their data using non-connectable undirected BLE advertisements. The advantages of this approach are primarily energy-efficiency and efficient mobility support. However, as a result, the SPHERE Wearable Sensors are unable to receive any information. Hence, the encryption key must be installed to the device together with the firmware.
Configurability Requirements
Every house is different. The SPHERE houses differ in their building era (ranging from Victorian to contemporary), number of rooms (ranging from twobedroom apartments to detached houses with more than ten rooms), number of floors (from one to four), materials used (different types of locally-sourced sandstone and limestone, bricks, or wood) and in other parameters. The number of SPHERE participants range from one to five per house. Some of SPHERE's houses are close to the centre of the city and receive interfering WiFi signals from a large number of nearby access points; others are in rural areas beyond the boundaries of Bristol.
This diversity makes it challenging to create one-fits-all software solution. In an embedded networking stack, there is a large number of configurable MAClayer parameters that affect the performance of the system, and that ideally would be tuned for each house separately [23] . However, the large number of deployments makes such fine-tuning impractical in SPHERE. The solution used in SPHERE instead is to (1) enable runtime adaptations (for example, the SPHERE TSCH networking stack automatically selects which wireless channels to use in order to minimise interference from external sources [4] ) and (2) to pre-configure the number of sensor devices of each type to be deployed in a SPHERE house, and use that as a constant MAC-layer parameter. Knowing this number of devices of each type allows to statically reserve slots in the TSCH schedule in a fair manner and with no run-time overhead [6] . Technically, we achieve this per-house configurability though pre-building SPHERE firmware images for each possible type of configuration. This means that a large number of new firmware images are produced after each software update; it would be impossible to test all these images manually. Therefore we integrated a fully automated regression testing step in the build process. We use the Cooja network simulator for this testing step. As an example, the testing process verifies that for each configuration, the simulated network achieves 100 % packet delivery rate in several different multihop network topologies.
In most cases, the deployment technicians do not need to explicitly configure MAC-layer parameters, since they are implied by the numbers of devices.
Deployment Process and Requirements
The deployment process, illustrated in Fig. 3 , is summarised as follows. Upon successful recruitment, the SPHERE Deployment Officer arranges a Survey Visit, and assigns a randomly generated HID to the new participating house, as well as a letter (A, B, . . .) to each resident of the house. During the survey visit, a SPHERE Deployment Technician creates a house plan, identifies a tentative location for the SPHERE Home Gateway, and identifies all available power plugs for the SPHERE Gateways, amongst other tasks that are out of the scope of this paper. The Network Planning stage follows next. In this stage, the technician plans the deployment, identifying the number of required embedded IoT devices and their location. The Kit Preparation stage follows. In this stage, the SPHERE Deployment Technician uploads the firmware on the embedded devices, installs the encryption key, and sets up the respective custom MAC address, as specified in Section 2.1. The IoT devices are then ready for the Installation Visit. During the installation of the devices, the SPHERE Deployment Technician marks the exact location of the deployed sensors. Lastly, the deployment technician gives to each participant their designated wearable sensor.
To facilitate their installation and future maintenance, all deployed embedded IoT devices must be easy to track by the deployment technicians in a quick and efficient manner. We address this requirement with QR (Quick Response) code labels that contain a unique identifier for each device, i.e. the custom MAC address for the Wearable Sensors, and the custom IPv6 address of Environmental Sensors and Gateways. Hence, by scanning the QR code label of an IoT device, the technicians can easily inspect relevant information about the device such its DID and NID. Moreover, they can directly query the contents of the QR code in the database, should they need to look deeper into the monitoring data and sensor data generated by the device. The labels for the wearable sensors also contain the letter identifier (A, B, . . .) , assisting the participants with identifying their personal wearable sensor.
It is important to highlight that SPHERE is deployed in the private houses of participants, who are interrupting their everyday life to volunteer to a scientific experiment. It is therefore very important to keep both the duration and the number of the visits to the absolutely minimum. In addition, the time of the technicians is a very limited resource, and the efficient usage of their time is vital for sustaining a good deployment throughput.
The SPHERE Deployment Manager
The SPHERE Deployment Manager is a tool that primarily aims to assist the deployment technicians with Kit Preparation stage of the deployment, as described in Section 2.4. In addition, the SPHERE Deployment Manager is also used as a quick reference to the active HIDs and to the number of IoT devices deployed to each property. An illustration of the folder structure of the SPHERE Deployment Manager is provided in Fig. 4a .
In its current implementation, the SPHERE Deployment Manager supports up to 256 deployments. Indeed, during its installation, it generates a key file that contains 256 randomly generated 128-bit encryption keys. The key file itself is encrypted and password-protected.
The SPHERE Deployment Manager has three types of users, namely the Researchers, the Deployment Officers, and the Deployment Technicians.
Firmware, Table of Deployments, and Configuration Files
The researchers are responsible for creating and releasing new firmware versions. A new firmware version is released by adding a new directory under the firmware directory, titled after the release version number, as shown in Fig. 4a . The directory contains the raw images of each type of deployed device, including a different image for each static TSCH schedule (see Section 2.3). The version number is incremented for each new version, following a major.minor patternat the time of writing, the current deployed version is elmer.4. Old versions are not removed, allowing the deployment technicians to deploy a previous version if faults are identified in the newly released version of the firmware.
The deployment officer is responsible for maintaining a table of deployments that is named sphere-network-id.csv, as shown in Fig. 4a . This table is composed of four columns, namely the NID, the HID, and two binary fields that indicate whether the corresponding HID is allocated to a particular deployment, and whether the deployment is active. The deployment and updates the table of deployments. In particular, the HID is assigned to an available NID and it is marked as allocated. Further to that, the deployment officer keeps the table up to date with updates in the status of the deployments. For instance, when a participant withdraws from the project, the NID is marked as inactive. This ensures that the same NID, and thus the same encryption key, will not be used in more than one deployment.
After the Network Planning stage of the deployment process ( Fig. 3) , the deployment technicians are responsible for preparing a configuration file for the deployment. This configuration file records the number of SPHERE Gateways, SPHERE Environmental Sensors, and SPHERE Wearable Sensors to be deployed. In addition, the file specifies the version of the firmware and the TSCH schedule to be used. An example configuration file for deployment HID = 0000 is shown in Fig. 4b .
Operation and Output
During the Kit Preparation stage of the deployment process (see Section 2.4) the deployment technicians execute the script run.py of the SPHERE Deployment Manager, providing the HID as input argument. The technicians also provide the password required to access the encryption key file.
The main purpose of the script is to prepare the firmware image for each IoT device to be deployed. To that end, a special 32-byte block is reserved in the flash memory of the CC2650 System-on-Chip. A explicit instruction in the linker script ensures that this memory block would be free in the raw images (see Section 3.1). The SPHERE Deployment Manager execution script then operates as follows. First, it matches the provided HID to the NID using the table of deployments and extracts the corresponding encryption key from the key file. Then, for each device to be deployed, it generates the custom MAC address (see Section 2.1) and writes the address and the encryption key on the reserved flash memory block, effectively generating a bespoke image for each IoT device.
The SPHERE Deployment Manager execution script also generates labels for each device to be deployed. The label contains a QR code of the MAC or IPv6 address of the device, as well as the DID for quick access. The label of each wearable sensor also includes the respective letter identifier (see Section 2.4). The script then generates a L A T E X source file that places all the labels in order, and compiles a label document (labels.pdf), ready to be printed on a 5 × 13 label paper. The outputs of the script are saved in out, as shown in Fig. 4a .
The deployment technicians prepare the IoT devices for installation by programming them with their corresponding generated image, mounting them inside their enclosures and sticking the corresponding label on the enclosure.
Deployment Statistics and Concluding Remarks
This paper presents SPHERE Deployment Manager, a tool for supporting largescale deployments of IoT sensing platforms. Indeed, since December 2016, the SPHERE Deployment Manager is used to support the deployment of IoT sensing technology in the houses of 45 volunteers in Bristol, UK. For further information, Fig. 5 plots deployment statistics, extracted from the configuration files of the deployed properties, and serves as evidence that the SPHERE Deployment Manager can effectively support large-scale real-world IoT deployments. It is the authors belief that the SPHERE Deployment Manager has the potential to accelerate future research deployments of similar nature and scale.
