Abstract-The problem of jointly estimating the number as well as the parameters of 2-D sinusoidal signals, observed in the presence of an additive colored noise field, is considered. We begin by establishing the strong consistency of the nonlinear least squares estimator of the parameters of 2-D sinusoids, when the number of sinusoidal signals assumed in the field is incorrect. Based on these results, we prove the strong consistency of a new family of model order selection rules.
This problem is, in fact, a special case of a much more general problem [8] : From the 2-D Wold-like decomposition, we have that any 2-D regular and homogeneous discrete random field (analogous of the 1-D wide-sense stationary process) can be represented as a sum of two mutually orthogonal components: a purely indeterministic field and a deterministic one. In this paper, we consider the special case where the deterministic component consists of a finite (unknown) number of sinusoidal components, while the purely indeterministic component is an infinite-order nonsymmetrical half-plane, (or a quarter-plane), moving average (MA) field (colored noise field). This modeling and estimation problem has fundamental theoretical importance, as well as various applications in texture estimation of images (see, e.g., [7] and the references therein) and in spacetime adaptive processing of airborne radar data (see, e.g., [28] and the references therein).
Many algorithms have been devised to estimate the parameters of 2-D sinusoids observed in the presence of an additive white noise field and only a small fraction of the derived methods has been extended to the case where the noise field is colored (see, [6] , [11] , [14] , [16] , [17] , [25] , and the references therein). Moreover, most of these algorithms assume the number of sinusoids is a priori known. However, this assumption only rarely holds in practice.
In the past several decades, the problem of model order selection for 1-D signals has received considerable attention. In general, model order selection rules are based (directly or indirectly) on three popular criteria: Akaike information criterion (AIC), [1] , the minimum description length (MDL), [23] , and the Bayesian information criterion (BIC) [24] . All these criteria have a common form composed of two terms: a data term and a penalty term. The data term monotonically decreases as the model order increases. The data term is usually taken to be the negative log-likelihood for an assumed model order, or the variance of the residual component of the least-square regression for an assumed model order. The penalty term is a function (usually linear or log-linear) of the model order and the size of the data sample. For example, AIC penalty is a linear function of the model order only, while the MDL/BIC penalties are functions of both the model order and the log of the size of the data sample. The penalties of MDL and BIC are identical.
In [26] and [27] , Zhao et al. proposed the efficient detection criterion (EDC) for detecting the number of signals observed in white or colored noise. In contrast to the fixed penalties of AIC/MDL/BIC model order selection rules, the penalty term of EDC is not fixed, but rather a family of penalties. The strong consistency of EDC has been proven for the case where the penalty term increase slower than the size of data, but faster than loglog of size of data. For example, MDL/BIC penalty, which increases with a rate of log of the size of the data, is a member of EDC penalty family.
Due to its theoretical and practical importance in many problems of statistics and signal processing, the question of how to determine the number of 1-D sinusoids observed in the presence of white or colored noises has been extensively investigated (see [5] , [15] , [16] , [18] , [19] , [21] , and the references therein). Quinn [21] , has proved that in the case of 1-D sinusoids observed in white noise AIC/MDL/BIC type, model order selection rules lead to consistent order selection only if the penalty function increases with a rate proportional to the log of the size of data and the proportionality constant has a crucial role in the consistency of the estimator [21] .
The problem of model order selection for multidimensional fields in general, and multidimensional harmonic fields in particular, has received much less attention. Usually, one of the standard penalties (MDL/BIC penalties are among the most popular) is applied to solve the model order selection problem for 2-D sinusoids in noise (see, e.g., [20] ) or other penalties, which were derived for the 1-D case, are adopted for the 2-D case (see, e.g., [18] ).
In [12] , following ideas of [21] , we proved the strong consistency of a large family of model order selection rules specif-0018-9448/$31.00 © 2013 IEEE ically designed for the case of 2-D sinusoids observed in white Gaussian noise. In this paper, we derive a strongly consistent model order selection rule, for jointly estimating the number of sinusoidal components and their parameters in the presence of colored noise. This derivation extends the results of [12] to the case where the additive noise is colored, modeled by an infinite-order nonsymmetrical half-plane or quarter-plane MA representation. Moreover, in the case considered in this paper, the noise field is not necessarily Gaussian.
The proposed criterion has the standard form of a data term and a penalty term, where the data term is the variance of the residual component of the least squares estimator evaluated for the assumed model order (the loss function). It is well known that the nonlinear least square estimator of the parameters of 2-D sinusoids in noise is strongly consistent [14] . However, this result was proven only for a case when the number of sinusoids is a priori known and correct. Since similarly to AIC/ MDL/BIC framework, we evaluate the data term for any assumed model order, including incorrect ones, we should first address the meaning of consistency of least squares estimation of the parameters of 2-D sinusoidal signals when the assumed number of sinusoids is incorrect.
Let denote the true number of 2-D sinusoidal signals in the observed field and let denote their assumed number by the least squares estimator of the model parameters. In the case where the number of sinusoidal signals is underestimated, i.e., , we prove in the following the almost sure convergence of the least squares estimates (LSEs) to the parameters of the dominant sinusoids. In the case where the number of sinusoidal signals is overestimated, i.e., , we prove the almost sure convergence of the estimates obtained by the least squares estimator to the parameters of the sinusoids in the observed field. The additional components, which are assumed to exist, are assigned by the least squares estimator to the dominant components of the periodogram of the noise field. These results extend our previous results on the consistency of the least squares estimator of complex exponentials observed in the presence of an additive white noise field [13] .
The penalty term of the proposed model order selection rule is proportional to the logarithm of the size of the data sample. Similarly to [12] and [21] , the coefficient of proportion has a crucial role in the consistency of estimator. We will prove the strong consistency of the new model order selection criterion and will show how different assumptions regarding the noise field affect the penalty term of the criterion. The proposed criterion completely generalized the previous results [12] , and provides a strongly consistent estimator of the number as well as of the parameters of the sinusoidal components.
II. NOTATIONS, DEFINITIONS, AND ASSUMPTIONS
We begin by formulating the general framework. Let be a real-valued field
where , and for each , is nonzero. Due to physical considerations, it is further assumed that for each , amplitude is bounded. The noise field represents the purely indeterministic component of the Wold decomposition and is assumed to be an infinite-order nonsymmetrical half-plane MA field.
Recall that the nonsymmetrical half-plane total order is defined by (2) Let be an infinite-order nonsymmetrical half-plane support, defined by (3) Hence, the notations and are equivalent.
We assume that is an infinite-order nonsymmetrical half-plane MA noise field, i.e., (4) such that the following assumptions are satisfied. Define the loss function due to the error of the th-order regression model (7) A vector that minimizes is called the LSE. For the case where , the asymptotic properties of this estimator are analyzed in detail in [3] , under slightly more restrictive assumptions on the properties of the purely indeterministic component of the observed field, than those made in the aforementioned Assumptions 1 and 2. More specifically, it is shown in [3] that if the purely indeterministic field satisfies a combination of conditions comprised of a strong mixing condition and a condition that it has uniformly bounded absolute moments for some , the LSE is consistent asymptotically normal (CAN) and asymptotically efficient if the purely indeterministic field is further assumed to be Gaussian. In [14] , it is further shown that under weaker assumptions that those made in this paper, the LSE is a strongly consistent estimator of and is CAN.
III. STRONG CONSISTENCY OF THE OVER-AND UNDER-DETERMINED LSE
As mentioned in Section I, it is well known that the least squares estimator of the parameters of 2-D sinusoids observed in the presence of colored additive noise field is strongly consistent (see [14] ). However, this result relies on the assumption that the correct number of sinusoids is a priori known. In this section, we consider the asymptotic behavior of the LSE when the assumed number of sinusoids is incorrect.
The first theorem establishes the strong consistency of the least squares estimator in the case where the number of the sinusoidal regressors is lower than the actual number of sinusoids. The second theorem establishes the strong consistency of the least squares estimator in the case where the number of the regressors is higher than the actual number of sinusoids. These theorems extend the results proved in [13] for the case where the additive noise field is white and complex-valued.
Let denote the assumed number of observed 2-D sinusoids, where , i.e., the number of regressors is lower than the actual number of sinusoids.
In order to establish the next theorem, we shall need an additional assumption.
Assumption 4: For convenience, and without loss of generality, we assume that the sinusoids are indexed according to a descending order of their amplitudes, i.e., (8) where we assume that for a given , to avoid trivial ambiguities resulting from the case where the th dominant component is not unique.
Theorem 1: Let Assumptions 1-4 be satisfied. Let . Then, the -regressor parameter vector that minimizes (7) is a strongly consistent estimator of as . That is (9) Proof: See Appendix A. Theorem 1 implies that even in the case where the sinusoidal signals are observed in the presence of additive colored noise, and the number of sinusoidal signals is underestimated, the LSEs converge to the parameters of the dominant sinusoids. This result can be intuitively explained using the basic principles of least squares estimation: Since the LSE is the set of model parameters that minimizes the norm of the error between the observations and the assumed model (i.e., the variance of the residual component), it follows that in the case where the model order is underestimated, the minimum error norm is achieved when the most dominant sinusoids are correctly estimated. In other words, the variance of the residual component will be minimized if we will remove the most dominant sinusoids from the data.
Remark: Actually, Theorem 1 remains valid even under less restrictive assumptions regarding the noise field . If the field is an i.i.d. real-valued zero-mean random field with finite variance , and the sequence is a square summable deterministic sequence, i.e., , Theorem 1 holds.
Next, we consider the case where the number of the regressors is larger than the actual number of sinusoids. Let denote the assumed number of observed 2-D sinusoids, where . Without loss of generality, we can assume that , (as the proof for follows immediately by repeating the same arguments). The parameter spaces , are defined as in Definition 2. Let the periodogram (scaled by a factor of 2) of the field be given by (10) Let denote the pair of spatial frequencies that maximizes the periodogram of the observed realization of , i.e.,
Also let (12) denote the squared amplitude of the periodogram at its maximum point. denotes the phase at this point. Thus, in the case where the number of sinusoidal signals is overestimated, the estimated parameter vector obtained by the least squares estimator contains a -dimensional subvector that converges almost surely to the correct parameters of the sinusoidal components, while the remaining components, which are assumed to exist, are assigned to the most dominant spectral peaks of the noise power to further minimize the norm of the estimation error.
IV. STRONG CONSISTENCY OF A FAMILY OF MODEL ORDER SELECTION RULES
In this section, using the theorems derived in the previous section, we establish the strong consistency of a new model order selection rule.
It is assumed that there are competing models, where is finite, , and that each competing model is equiprobable. Following the MDL/BIC framework, define the statistic (14) where is some finite constant to be specified later, and is the minimal value of the error variance of the least squares estimator. Note that in (14) we adopt the general from of the MDL and BIC rules, such that these rules become special cases of (14) , where each was derived using different formal reasoning. In this section, we provide the conditions for this general form of model order selection rules to be consistent, in the case of the problem of estimating the parameters of 2-D sinusoids in colored noise.
The number of 2-D sinusoids is estimated by minimizing over , i.e.,
Let (16) Note that is the ratio of the upper bound on the maximal value of the spectral density of the purely indeterministic field, and its variance. By Assumption 2, is bounded. The objective of the next theorem is to prove the asymptotic consistency of the model order selection procedure in (15) . 
and (20) From the definition of , and (19)
From Lemma 3 in Appendix C, we have that as (22) Recall also that for and
Hence, from Assumption 3, (22), (23) , and the Strong Law of Large Numbers, we conclude that as (24) and similarly (25) Since (27) where (28) is the sum of the largest elements of the periodogram of the noise field . Clearly
From [14] (or using Theorem 1 in the previous section)
Hence, the strong consistency (30) of the LSE under the correct model order assumption implies that as
Thus, almost surely as
where the second equality is obtained by substituting using the equality (27 implies that as the peaks of the spectral density of the colored noise become higher, so is the penalty on adding more components to the assumed model.
The last result generalizes the results of [12] and is similar in its spirit to the result of [21] : On the one hand, we preserve the AIC/MDL/BIC form of the model order selection rule. On the other hand, in contrast with the penalty function of AIC and BIC model selection rules, the penalty in (15) is not fixed, but represents a family of penalties, such that they all induce strongly consistent model selection rules. Moreover, it is obvious that the lower bound on depends on the properties of the distribution of the noise field, linearly reflected through the quantity . It is easy to see that and equality holds if and only if for all , while . We note that in order to apply this model order selection rule in practice, must be known. In many practical applications, such as in processing radar data, where the sinusoidal components represent targets, the noise field model can be estimated in the absence of targets, and hence can be estimated as well.
In general, the problem of finding a tight bound for the parameter remains open. Moreover, we can easily show that the introduction of some additional restrictions on the structure of the noise field results in a lower minimal value for . We thus modify our earlier Assumptions 1 and 2 regarding the noise field as follows. 
The proof of Theorem 4 is identical to the proof of Theorem 3, where instead of (33) we employ the inequality in (38).
As we have shown, the correct model order is the one for which the global minimum of (15) is obtained and this minimum is the only minimum of (15) . Therefore, in theory, one can terminate the model order selection procedure immediately after discovering the first minimum. Nevertheless, since the LSE is highly nonlinear in the sinusoids' parameters and is implemented by nonconvex optimization methods that cannot guarantee that the global minimum of the LSE loss function is found, it is advised to proceed with the model order selection procedure for a few more steps after finding a first minimum to ensure that this minimum is indeed the global one. The final result of the model order selection procedure will be the number of sinusoids and their parameters.
V. FINITE SAMPLE RESULTS
In the following, we shall numerically evaluate the performance of the proposed model order selection rule for finite data dimensions. More specifically, we investigate the performance of the proposed model order selection rule as a function of SNR, data dimensions, and for different shapes of the spectral density of the noise field. In these experiments, we evaluate the probability of a correct decision by the proposed model order selection rule (14) for different values of . The probability of correct decision is defined as the ratio of the number of experiments in which the proposed rule provided the correct model order, normalized by the number of experiments conducted at the specific setting of the experiment. In each setting of the experiment, we have conducted 500 Monte Carlo experiments, i.e., every point in the graphs below was computed by averaging the results over 500 independent trials. The colored noise component of the field is an NSHP MA field with support (see Appendix C for the definition of a finite support ). To investigate the dependence of the performance of the proposed model order selection rule on the shape of the spectral density of the colored noise, the test is performed for both "low-pass" type MA model and for a "high-pass" type MA model. In the first example, the noise field is an NSHP MA "highpass" field. The MA model parameters are , , , . In the second part of this example, the colored noise component of the field is an NSHP MA "low-pass" field. The MA model parameters are , , , . Thus, for the "high-pass" MA noise field and for the "low-pass" field. The driving noise of the MA model, in both cases, is a zero-mean, white noise field with a unit variance. The spectral density functions of these fields are depicted in Fig. 1 . The harmonic component of the field has three sinusoidal components with frequencies , and of equal amplitudes. The SNR in the case of these examples is defined as the ratio of the sinusoidal power to that of the driving noise of the MA model. We test the model order selection rule for different data sizes such that , , 64, 128, 256, 512. Fig. 2 provides the probability of correct order selection, (i.e., ) as a function of the data dimensions, for different values of , and a fixed SNR of , for the two different models of the colored noise component. It is concluded that for all values of around the minimal value determined by the consistency requirement, and for data dimensions that are higher than 128 128, the probability of correct decision is 1. Moreover, as shown in Fig. 3 , and in Fig. 4 already for relatively small dimensions of the observed field (64 64) and low SNR values, the probability of correct decision is 1, for values around the minimal value of predicted by the consistency constraint: For to , we observe the same "threshold effect" as a function of both SNR and the rate in which the penalty term increases as expressed by : While increasing for a given SNR results in a larger number of underestimations, when we increase the SNR, or data dimensions, for a fixed value of , there is a threshold point where the probability becomes 1 again. In the case of low SNR, incorrect model order selection is due to overestimation of the model order. Obviously, for extremely high values of , the proposed rule results in underestimation of the model order even for relativity high SNR's, due to the extremely high weight given to the penalty term. On the other hand, for low values, such as where , the errors in selecting the model order are due to overestimation. Note however that as data dimensions increase (we approach the asymptotic assumptions on data dimensions), the model order selection rule is becoming consistent for lower SNR values and for all values around the minimal value of predicted by the consistency constraint. Also note that for all data dimensions being considered in these experiment, for (which is far from the minimal value of required to guarantee consistency), the probability of correct order selection drops sharply as the SNR is getting higher due to overestimation of the model order. This is clearly a result of the lower significance of the penalty term.
Furthermore, the experimental results indicate that the performance of the proposed model order selection rule is similar for both types of spectral density models being considered.
VI. CONCLUSION
We have considered the problem of jointly estimating the number as well as the parameters of 2-D sinusoidal signals, observed in the presence of an additive colored noise field. We have established the strong consistency of the LSE when the number of sinusoidal signals is underestimated, or overestimated. In the case where the number of sinusoidal signals is underestimated, we have shown the almost sure convergence of the LSEs to the parameters of the dominant sinusoids. In the case where this number is overestimated, the estimated parameter vector obtained by the least squares estimator contains a subvector that converges almost surely to the correct parameters of the sinusoids. Based on these results, we proved the strong consistency of a new family of model order selection rules for the number of sinusoidal components and their parameters. The applicability and validity of the asymptotic results to finite-dimensional observations are demonstrated using Monte Carlo experiments.
APPENDIX A PROOF OF THEOREM 1
The proof of Theorem 1 follows similar lines to those of the proof of Theorem 1 in [13] where we considered a less general case in which the observed field is composed of complex 2-D exponentials in an additive white noise field.
In order to prove Theorem 1, we have to establish some auxiliary results.
Let denote the assumed number of observed 2-D sinusoids, where . For any , define the set to be a subset of the parameter space such that each vector is different from the vector by at least , at least in one of its coordinates, i.e., (40) where (41) The next lemma shows that the true parameters of the dominant sinusoids of the model (1) asymptotically minimize the th-order least squares function (7). Proof: In the following, we first show that on , the sequence (indexed in ) is uniformly lower bounded by a strictly positive constant as . Since the sequence elements are uniformly lower bounded by a strictly positive constant, the sequence of infimums, , is uniformly lower bounded by the same strictly positive constant as . Hence, is also lower bounded by the same constant.
Thus, we first prove that the sequence is uniformly lower bounded away from zero on as (43) Thus, to check the asymptotic behavior of the left-hand side of (43), we have to evaluate for all vectors :
Recall that for and (45) uniformly in on any closed interval in . The same equality holds for the sine function. Hence To complete the evaluation of (52) we consider the vectors . Let us first assume that for some , . Thus, the coordinate of each vector in this subset is different from the corresponding coordinate by at least . Consider first the case where all the other elements of the vector are identical to the corresponding elements of . Since by this assumption , , for , and for , , on this set, we have (53) uniformly in , where the second equality is due to Assumption 3 and following the arguments employed to obtain (47).
Assume next that (i.e., the coordinate is different from the corresponding coordinate by at least ) and that in addition, there exists an element of , such that , and , while all the other elements of the vector are identical to the corresponding elements of . Following a similar derivation to the one in (53), we conclude that (54) uniformly in and . . Using the foregoing conclusions, the theorem follows.
APPENDIX C PROOF OF LEMMA 3
The next lemma is essential in order to prove Theorems 1 and 3. It is an extension for the 2-D case of a lemma originally proposed by Hannan [9] for the case of 1-D signals.
Let be an infinite-order nonsymmetrical half-plane support defined as in (3) and let be a finite-order nonsymmetrical half-plane support, defined by (87) Lemma 3: Let the field be defined as in (4) , and the field is an i.i.d. real-valued zero-mean random field with finite second-order moment, . The sequence is a square summable deterministic sequence, i.e., Let us investigate the second term on the RHS of (101). From the Cauchy-Schwartz inequality, for any r.v. , ; hence (102) which follows from the observation that for , the fourthorder moment of the field equals zero for all or . 
