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In this paper we survey some recent developments in the numerical analysis of Markov operators, and in
particular Frobenius–Perron operators associated with chaotic discrete dynamical systems. c© 2002 Elsevier
Science B.V. All rights reserved.
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1. Introduction
In many :elds of science and engineering, we often need to study the rules under which density
functions of physical quantities evolve with respect to time, and their asymptotic behavior and station-
ary behavior. For example, in the chaotic dynamical system, in order to explore the unpredictability
(or quasi-randomness) of chaotic orbits, we usually consider how the probability distribution of
the iterates of all the orbits at the same time changes with respect to time. In statistical physics,
some concepts and quantities that describe the irregularity of the physical system, such as ergodic-
ity, mixing, entropy, and Lyapunov exponents, are closely related to the properties of the evolution
of probability densities under the dynamics [1]. For the identi:cation of so-called conformations
for molecules in computational molecular dynamics, the concept of transition operators on density
functions is applied to the underlying Hamiltonian system [7,37].
The evolution process of physical quantities is basically the process that the probability density,
which describes the physical quantity, changes with respect to time. The concept of densities emerged
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as a tool to provide unifying descriptions of phenomena that appear to be statistical in nature. Thus,
for example, the introduction of the Maxwell’s velocity distribution rapidly led to a uni:cation of
dilute gas theory; quantum mechanics developed from attempts to justify Planck’s derivation of the
equation for the density black body radiation; and the :eld of human demography grew rapidly after
the introduction of Gompertzian age distribution (see [32]). The terminology of probability is so
important that a well known mathematician once said, “Mathematics is part of probability”.
There has been an explosive growth in interest in physical, biological, and economic systems that
could be pro:tably studied using densities and operators acting on them. And at the same time the
computation of stationary densities, which are :xed points of some classes of Markov operators, is
essential for the simulation and applications of the dynamics. In this paper we will focus on the
computational issue of :xed densities of Markov operators and a particularly important subclass of
Markov operators, Frobenius–Perron operators, and survey some recent developments for eJcient
numerical methods originated from the famous Ulam method. In the next section we introduce the
basic concepts on Markov operators and Frobenius–Perron operators. Section 3 is devoted to Ulam’s
method, and a class of higher order Markov :nite approximations will be presented in Section
4. Some practical computational issues will be touched in Section 5. Some numerical results are
presented in Section 6 to illustrate the theoretical results, and we conclude in Section 7.
2. Markov operators and Frobenius–Perron operators
We use the usual notation and terminology from measure theory and integration theory. Let
(X; ; ) be a -:nite measure space, i.e.,  is a -algebra of subsets of a set X and  is a
-:nite positive measure de:ned on . Let L1 ≡ L1(X; ; ) be the Banach space of all -integrable
real functions de:ned on X with the L1-norm ‖f‖ = ∫ |f| d, and let L∞ ≡ L∞(X; ; ) be the
Banach space of all bounded almost everywhere real -measurable functions on X with the L∞-norm
‖g‖∞=ess sup|g|. It is well known that L∞ is the dual space of L1. A linear operator P :L1 → L1 is
called a Markov operator if Pf is nonnegative with the same integral for any nonnegative function
f∈L1. Denote
D = {f∈L1 :f¿ 0; ‖f‖= 1}:
Then the Markov operator P can be characterized as a linear operator P such that PD ⊂ D. Each
f∈D is referred to as a density function (with respect to the chosen measure ), and is also the
density (the Radon–Nikodym derivative) of the probability measure
f(A) =
∫
A
f d; ∀A∈
with respect to . The measure f is said to be absolutely continuous with respect to . Thus
a Markov operator is a linear operator that maps densities to densities. Some basic properties of
Markov operators P are
(i) ‖Pf‖6 ‖f‖; ∀f∈L1.
(ii) P|f|6 |f|; ∀f∈L1, that is P|f|(x)6 |f|(x) for -almost all x.
(iii) If Pf=f, then Pf+=f+ and Pf−=f−. Here f+(x)=max{f(x); 0} and f−=max{−f(x); 0}.
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More properties of Markov operators are referred to [32]. Now we introduce a special class of
Markov operators, the so-called Frobenius–Perron operators, which are very important in the ergodic
theory of chaotic dynamical systems. Let S :X → X be a nonsingular transformation, that is, S is
measurable and (S−1(A)) = 0 for all A∈ such that (A) = 0. For a given f∈L1 de:ne
f(A) =
∫
S−1(A)
f d; A∈:
Since S is nonsingular, (A)=0 implies f(A)=0. Thus the Radon–Nikodym Theorem implies that
there exists a unique fˆ∈L1, denoted as Pf, such that
f(A) =
∫
A
fˆ d; A∈:
Denote fˆ = Pf. Then the operator P ≡ PS :L1 → L1 de:ned by∫
A
Pf d =
∫
S−1(A)
f d for all A∈ (1)
is called the Frobenius–Perron operator associated with S. It is easy to see that P is a positive
operator. If we choose A= X in (1), then∫
X
Pf d =
∫
X
f d:
Hence, the Frobenius–Perron operator is also a Markov operator. Besides the general properties
(i)–(iii) above of Markov operators, Frobenius–Perron operators have the additional properties:
(iv) PS1◦S2 = PS1PS2 for nonsingular transformations S1 and S2. In particular, PSn = (PS)n, where
Sn = S ◦ Sn−1.
(v) Let f∈D. Then the measure f given by
f(A) =
∫
A
f d; A∈;
which is absolutely continuous with respect to , is invariant under S if and only if f is a :xed
point of P, i.e., Pf = f.
It is the property (v) that makes the concept of Frobenius–Perron operators extremely important in
the ergodic theory of chaotic dynamical systems. In physical sciences, absolutely continuous invariant
measures are physical measures since they describe the statistical property of the eventual behavior
of chaotic dynamical systems for almost all initial points. This can be seen from the following
famous BirkhoP Ergodic Theorem:
Theorem 2.1. Let (X; ; ) be a probability measure space; and let S :X → X be a measure
preserving ergodic transformation; i.e.; (S−1(A))=(A) for all A∈ and S−1(A)=A implies that
(A) = 0 or 1. Then for any f∈L1; and for -almost all initial points x∈X ;
lim
n→∞
1
n
n−1∑
k=0
f(Sk(x)) =
∫
X
f d:
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Given a chaotic mapping S, a natural question is whether S preserves an absolutely continuous
invariant measure, or in other words, whether the corresponding Frobenius–Perron operator P has a
:xed density? The following Kakutani–Yosida theorem [32] is a basis for studying the existence of
a :xed density of a Markov operator P.
Theorem 2.2. Let P :L1 → L1 be a Markov operator; and let f∈D be a density function. If the
C=esaro sum sequence from the iterates Pkf;{
1
n
n−1∑
k=0
Pkf
}
is weakly precompact; that is; it contains a weakly convergent subsequence; then
1
n
n−1∑
k=0
Pkf → f∗
under the L1-norm; and Pf∗ = f∗; i.e.; f∗ is a *xed density of P.
For a class of Markov operators, we may employ the concept of quasi-compactness to prove the
existence of a :xed density. Let V be a dense subspace of L1 and under some norm ‖·‖V it becomes
a Banach space, and any bounded closed convex set of (V; ‖ · ‖V ) is compact in L1. We assume
that the Markov operator P :L1 → L1 maps V into itself and the sequence {‖Pn‖V} is uniformly
bounded. We say that P : (V; ‖ · ‖V ) → (V; ‖ · ‖V ) is quasi-compact if there are a positive integer r
and a compact operator K : (V; ‖ · ‖V )→ (V; ‖ · ‖V ) such that
‖Pr − K‖V ¡ 1:
Then we have the following existence theorem.
Theorem 2.3. If P :V → V is quasi-compact; then P has a *xed density f∗ ∈V . Moreover; the
operator sequence n−1
∑n−1
k=0 P
k converges under the operator norm ‖ · ‖V to the projection of V
onto the subspace of all *xed points of P.
For the existence of the :xed density of a Frobenius–Perron operator, an early result is given
in [31] for expanding C2 mappings of a :nite dimensional compact connected smooth Riemann
manifold. The authors proved that the sequence of the iterates Pn of the corresponding Frobenius–
Perron operator is asymptotically stable in the sense that for any initial density f, the sequence
Pnf converges to a unique :xed density f∗ of P. In 1960 Ulam proposed the question in his
book “A Collection of Mathematical Problems” [38] whether a piecewise linear stretching mapping
S : [0; 1]→ [0; 1] preserves an absolutely continuous measure. This question was answered by Lasota
and Yorke in their classic 1973 paper [33], in which they proved a more general result: if S : [0; 1]→
[0; 1] is a piecewise C2 and stretching nonlinear mapping, then the corresponding Frobenius–Perron
operator has at least one :xed density, and all the :xed densities are functions of bounded variation.
In fact, let V be the space BV of functions of bounded variation on [0; 1] with the variation norm
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‖f‖BV = ‖f‖+ V 10f, then P :BV → BV satis:es the inequality
1∨
0
Pf6
2
inf |S ′|
1∨
0
f + b‖f‖; ∀f∈BV;
where b¿ 0 is a constant. It follows that P is quasi-compact on (BV; ‖ · ‖BV ). See [3,32] for more
existence results for one-dimensional mappings.
The :rst major generalization of the existence theorem of Lasota–Yorke on one-dimensional map-
pings to higher dimensional transformations was given by GSora and Boyarsky in 1989. In [24] they
proved that if S : →  is a piecewise C2 and expanding transformation, where  is a bounded
region of RN with piecewise smooth boundary, then the corresponding Frobenius–Perron operator
has a :xed density. Their approach is based on the modern notion of functions of bounded variation
in several variables using Schwartz’s distribution theory as developed in [23]. Using the fact that
PS :BV → BV is quasi-compact and employing the trace theorem for functions of bounded variation,
the paper [18] gave a uni:ed approach to the existence of absolutely continuous invariant measures
for multi-dimensional transformations, and so a rather general result was obtained.
3. Ulam’s method
As we have seen in Section 2, absolutely continuous invariant measures are very important in
dynamical systems. Besides, in neural networks, condensed matter physics, turbulence in Tuid Tow,
arrays of Josephson junctions, large scale laser arrays, reaction diPusion systems, etc., “coupled map
lattices” appear as models for phase transition, the evolution and convergence of densities under the
action of the Frobenius–Perron operator are also examined. In order to understand some statistical
properties of these systems, it is essential to be able to calculate some global statistical quantities
such as invariant measures, entropy, and topological pressure [1]. Thus, from the physical point of
view, the computation of invariant densities of Frobenius–Perron operators is signi:cant.
From now on we will focus our attention on the approximation to invariant densities of Markov
operators, and, in particular, Frobenius–Perron operators. If the one-dimensional mapping is a Markov
mapping (see [3]), solving a simple matrix eigenproblem will give an exact :xed density of the cor-
responding Frobenius–Perron operator. Using the approximation of a general mapping by a sequence
of Markov mappings, Boyarsky and his co-workers have developed numerical methods for approxi-
mating a :xed density; see the monograph [3] and references therein. This idea also led them develop
algorithms for computing invariant measures for the Jablonski class of multi-dimensional mappings
in [4]. However, the idea behind the numerical methods presented in this paper is that, instead of
approximating a given transformation with a sequence of Markov mappings, we approximate the
in:nite dimensional Frobenius–Perron operator with a sequence of :nite dimensional Markov oper-
ators. It seems that this idea is more appropriate from the viewpoint of numerical analysis, and can
be directly applied to Markov operators.
In this section we introduce the famous Ulam method, and some new developments on Markov
:nite approximations and practical implementation of the numerical algorithms will be discussed in
subsequent sections.
In the same book as that we have mentioned earlier, Ulam proposed a simple numerical scheme
for computing the :xed density of the Frobenius–Perron operator, based on a probability argument.
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Assume that S : [0; 1]→ [0; 1] is a nonsingular transformation such that the corresponding Frobenius–
Perron operator P :L1(0; 1)→ L1(0; 1) has a :xed density f∗. Let [0; 1] be divided into n subintervals
Ii = [xi−1; xi]; i = 1; 2; : : : ; n. Let f be a piecewise constant density such that the probability of Ii is
ai for i = 1; 2; : : : ; n. Ulam’s idea is that Pf can be approximated by a piecewise constant density
such that the probability of Ij is bj for j = 1; 2; : : : ; n. We want to see how bj depends on ai’s for
each j.
From the de:nition of the Frobenius–Perron operator P, the new probability of Ij should carry the
old probability of S−1(Ij) which is the disjoint union of the n parts Ii ∩ S−1(Ij) with i = 1; 2; : : : ; n.
Thus,
bj =
n∑
i=1
m(Ii ∩ S−1(Ij))
m(Ii)
· ai:
Let a= [a1; a2; : : : ; an] and b= [b1; b2; : : : ; bn], and let the n× n matrix Pn = [pij] be de:ned by
pij =
m(Ii ∩ S−1(Ij))
m(Ii)
; (2)
that is, the ij-entry pij of Pn is the proportion of the points in the ith subinterval Ii that are mapped
into the jth subinterval Ij by S. Then we have b = aPn. Since each row of Pn sums up to be 1,
Pn is a stochastic matrix. By the Frobenius–Perron theorem for nonnegative matrices, there is a
nonnegative vector vT = (v1; v2; : : : ; vn), the sum of whose components is 1, such that
(v1; v2; : : : ; vn) = (v1; v2; : : : ; vn)Pn:
The corresponding piecewise constant density function
fn(x) =
n∑
i=1
vi
m(Ii)
#Ii(x)
is a piecewise constant approximation to f∗. Ulam conjectured [38] that the sequence of piecewise
constant approximations fn will converge to a :xed density of P as n goes to in:nity.
Although the Ulam conjecture is still an open problem in the general case, Li [34] proved the
conjecture for the Lasota–Yorke class of mappings of intervals in 1976. This paper initiated the
systematic study of computing :xed points of Frobenius–Perron operators in ergodic theory of chaotic
dynamical systems.
Li actually showed that Ulam’s method is indeed a Galerkin’s projection principle applied to the
operator :xed point equation Pf=f, when P is a Frobenius–Perron operator. Thus for a more general
Markov operator equation Pf = f, we can describe the Ulam piecewise constant approximation
method as follows. Let  ⊂ RN be a bounded open set and let P :L1() → L1() be a Markov
operator. Let Th = {i}ni=1 be a shape-regular partition of  with the mesh size characterized by h.
Let 1i=(1=m(i))#i for i=1; : : : ; n. Then each 1i ∈L1() is a density function with supp1i=i. Let
&0h be the n-dimensional subspace of L
1() spanned by 11; : : : ; 1n, i.e., &0h is the space of piecewise
constant functions associated with Th. Note that &0h ⊂ L∞(). De:ne Qh :L1()→ L1() by
Qhf =
n∑
i=1
∫
i
f dm · 1i ; (3)
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which is a Galerkin projection onto &0h since∫

(Qhf − f) · 1i dm= 0; i = 1; : : : ; n:
Let Ph=QhP. Then, when P is a Frobenius–Perron operator associated with S :→ , the matrix
representation of Ph :&0h → &0h under the density basis {11; 12; : : : ; 1n} of &0h is
Ph = [pij]; pij =
m(i ∩ S−1(j))
m(i)
; (4)
which is exactly the same as the original Ulam method for one-dimensional mappings.
In Ulam’s method we compute a :xed density of Ph on &0h. (ii), (iii) and (iv) of the following
proposition, for which proof the reader is referred to [17], guarantee that such a :xed density always
exists since Ph is a Markov operator of :nite rank on &0h.
Proposition 3.1. (i) limh→0Qhf = f for any f∈L1().
(ii)
∫
 Qhf dm=
∫
 f.
(iii) f¿ 0 implies that Qhf¿ 0.
(iv) The matrix (4) of Ph is stochastic.
(v) There is a constant C such that V (Qhf;)6CV (f;) holds uniformly for h¿ 0, where
V (f;) is the variation of f on  in the sense of Schwartz distribution.
Ulam’s method is well-posed in the sense that for any partition Th of the region , the discretized
Markov operator Ph always has a :xed density fh. The important and interesting question is whether
fh will converge to a :xed density of P as h → 0. For the GSora–Boyarsky class [24] and the
Jablonski class [27] of multi-dimensional transformations, Ding and Zhou [17] proved the Ulam
conjecture for the corresponding Frobenius–Perron operator. Other works on the convergence and
the convergence rate of Ulam’s method include [20–22,25,26,28,35,36].
Although Ulam’s method is simple to implement, its convergence is usually slow since it only
uses piecewise constant functions. It has been shown [20,29] that for Frobenius–Perron operators,
the upper bound of the L1 error for the Ulam method is O(ln n=n), that is
‖fn − f∗‖6C ln nn :
Recently Murray has given an explicit expression for the constant C for a piecewise onto monotonic
mapping in his Ph.D. dissertation at Cambridge University (see [36]). Bose and Murray [2] also found
some mapping S for which the L1 error is exactly O(ln n=n), which means that the convergence order
of Ulam’s method cannot be improved in general. Hence the construction of higher order methods
are in order.
4. Piecewise linear Markov "nite approximations
Constructing higher order numerical methods for approximating the Markov operator has become
a research area in numerical dynamical systems since the 1980s. Now that Ulam’s method is a kind
of Galerkin projection method, it is desired to consider higher order projection methods. In 1985
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Kohda and Murao [30] proposed a general piecewise Galerkin projection scheme for computing
invariant measures of chaotic dynamical systems, although no strict convergence analysis was given.
Piecewise linear and piecewise quadratic projection methods for computing :xed points of Frobenius–
Perron operators associated with one-dimensional chaotic mappings were studied in detail in [12],
and a uni:ed projection method with convergence analysis was given in [9]. For multi-dimensional
mappings the projection method was studied in [15]. A more recent work is [6] in which a more
detailed numerical consideration is given.
Unfortunately the Galerkin projection method of order higher than 0 is no longer a kind of
Markov :nite approximation method, that is, the discrete projection operator Qh is no longer a
Markov operator. Even though we may prove that the :nite dimensional linear operator Ph = QhP
has a nontrivial :xed point fh, it is not guaranteed that this fh is nonnegative in general. Using
signed general functions to approximate a density function seems to lack the intuitive meaning and
motivation from the probability idea behind a Markov operator, and so this kind of non-structure
preserving algorithm is not an ideal candidate for computing a :xed density of Markov operators.
Fortunately we have successfully developed a class of structure preserving algorithms for Markov
operators, which are called higher order Markov :nite approximations. Originated from the basic
idea of Ulam’s method, Ding and Li [11] constructed the piecewise linear Markov approximations
method and the piecewise quadratic Markov approximations method for computing :xed densities
of Frobenius–Perron operators associated with one-dimensional mappings. Later on Ding and Zhou
[16] constructed piecewise linear Markov approximations for Frobenius–Perron operators associated
with two dimensional mappings. A comprehensive investigation of the consistency, stability, and
convergence has been presented in [19] for piecewise linear Markov approximations of Markov
operators P :L1(IN ) → L1(IN ), where IN = [0; 1]N is the N -dimensional unit cube of RN . Now we
describe the piecewise linear Markov approximations method as follows.
Let  be a polygonal region of RN , and let h be a positive discretization parameter. A simplicial
triangulation Th of  is a partition of V into simplices with diameter bounded by h, such that each
pair of simplices of Th are either disjoint, or share a vertex or a complete face. We assume that Th
is shape-regular, namely, there exists a constant (¿ 0, independent of h, such that
he
*e
6 (; ∀e∈Th;
where he =diam e and *e =diam Be with Be the ball inscribed in e. A shape-regular triangulation is
said to be symmetric if simplices are symmetric with respect to each interior vertex of the region.
One sees that a uniform triangulation is symmetric, so is the English Tag triangulation of a two
dimensional domain.
Associated with each Th let &1h ⊂ W 1;1() be the corresponding (continuous) piecewise linear
:nite element space. Let {v1; v2; : : : ; vd} (d ≡ dh depends on h) be the collection of all the vertices
(nodes) in Th, and let {e1; e2; : : : ; el} (l ≡ ld depends on h) be the set of all simplices of Th. For
each vertex v in Th let .v denote the number of the simplices of Th with v as a vertex. For each
simplex e∈Th let its vertices be {q0; q1; : : : ; qN}. Denote by 0i the unique element in &1h such that
0i(vj) = 1ij; i; j = 1; : : : ; d;
where 1ij=1 for i=j and 1ij=0 otherwise. Then {0i} is the canonical basis for &1h. Let Vi=supp0i
be the support of 0i for i = 1; 2; : : : ; d. In other words, Vi is the union of all the .i simplices of Th
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that have vi as a vertex. Note that
‖0i‖= 1N + 1 m(Vi)
for each i. Moreover,
d∑
i=1
0i(x) ≡ 1:
Furthermore, for each g∈&1h,
g=
d∑
i=1
g(vi)0i:
Now we de:ne an operator Qh :L1()→ L1() by
Qhf =
d∑
i=1
(
1
m(Vi)
∫
Vi
f dm
)
0i: (5)
Then Qh :L1()→ L1() is a Markov operator with range &1h. Let Ph = QhP. Then Ph has a :xed
density fh in &1h since Ph is a Markov operator of :nite rank on &
1
h and so its matrix representation
under any density basis of &1h is a stochastic matrix. It can be further proved (see [19]) that
(i) Qh strongly converge to the identity operator I in the BV space as h → 0, that is, for any
function f of bounded variation,
lim
h→0
‖Qhf − f‖BV ≡ lim
h→0
[V (Qhf − f;) + ‖Qhf − f‖] = 0;
where V (f;) is the variation of f∈L1() in the sense of distribution (see [23] for de:nition).
(ii) Under the BV -norm Qh are uniformly bounded, that is, there is a constant C such that
‖Qh‖BV 6C; ∀h¿ 0:
For i = 1; : : : ; d denote
’i =
0i
‖0i‖ =
N + 1
m(Vi)
0i:
Then ’1; : : : ; ’d give a density basis for &1h. By (5), we have
Phf =
d∑
i=1
(
1
m(Vi)
∫
Vi
Pf dm
)
0i =
1
N + 1
d∑
i=1
∫
Vi
Pf dm · ’i: (6)
If P is the Frobenius–Perron operator associated with S, then for each i,
Ph’i =
1
N + 1
d∑
j=1
∫
Vj
P’i dm · ’j = 1N + 1
d∑
j=1
∫
S−1(Vj)
’i dm · ’j
=
1
N + 1
d∑
j=1
∫
Vi∩S−1(Vj)
’i dm’j =
d∑
j=1
(
1
m(Vi)
∫
Vi∩S−1(Vj)
0i dm
)
’j:
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Thus, as compared to (4) for Ulam’s method, the matrix representation of Ph :&1h → &1h under the
density basis {’1; : : : ; ’d} is
Ph = [pij]; pij =
1
m(Vi)
∫
Vi∩S−1(Vj)
0i dm; i; j = 1; : : : ; d: (7)
For a class of quasi-compact Markov operators P, Ding and Zhou [19] proved that, if P has a
unique :xed density f∗ and fh is a :xed density of Ph from the piecewise linear method of Markov
approximations, then
‖fh − f∗‖BV = O(‖f∗ − Qhf∗‖BV ):
Moreover, if the triangulation Th is symmetric, then
‖fh − f∗‖BV = O(h):
This means that, under the stronger BV -norm, the piecewise linear Markov approximations method
is a :rst order method. Under some mild additional assumptions, the error bound is of order 2
under the L1-norm [13]. The theoretical result and the numerical experiments [11,8] both show that
the Markov method is indeed an improvement of the classic Ulam method, while the numerical
work is not signi:cantly increased. For the error estimates of Ulam’s method and the piecewise
linear Markov method for one-dimensional mappings, see [5,26]. The paper [13] gave a detailed
convergence rate analysis and also corrected some errors of previous works. Some further numerical
analysis for quasi-compact Markov operators is referred to [10].
5. Practical computations of invariant measures
For the practical computation of invariant measures with the numerical methods described above,
we need to address more issues such as the eJciency and possibility of parallelism. Here we only
consider the numerical implementation of Ulam’s method for computing :xed points of Frobenius–
Perron operators.
When we use Ulam’s method to compute a :xed density of the Frobenius–Perron operator, the
main numerical work is the evaluation of the entries of the n × n matrix Ph by formula (4) and
solving the corresponding system of linear equations PTh v= v, which can be successfully obtained by
the direct iteration for practical problems. But other numerical issues should be further investigated
if we want to make this method a really practical one in physical applications.
Although the (i; j) entry of Ph is given by formula (4), generally speaking, this is a diJcult
problem since the inverse image of a subset under the mapping S is hard to get in many cases, such
as S does not have an expression since S is only from some physical experiments or the expression
of S is too complicated to use (see, e.g., examples in [1] and [3]), especially for multi-dimensional
mappings. Here the idea of Monte Carlo approach is employed, which has the advantage of not
requiring explicit evaluation of such entries of the discretized Frobenius–Perron operator Ph. In
fact since Ph is only an approximation to PS , it is by no means necessary to evaluate the entries
of Ph exactly if it is diJcult to do so. Thus the Monte Carlo method is an ideal means for
approximating Ph.
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We just consider the one-dimensional mapping to illustrate the basic idea. Let us rewrite the
entries of the matrix of Ulam’s method as
pij =
m(Ii ∩ S−1(Ij))
m(Ii)
=
m(Ii ∩ S−1(Ij))
h
; (8)
where Ii’s are n subintervals of the even partition 0 = x0¡x1¡ · · ·¡xn = 1 of the interval [0; 1]
with h= 1=n.
The basic idea of the Monte Carlo approach is that within each subinterval Ii; K points are
selected which are called {zi; k}Kk=1. For any pair (i; j) with i; j = 1; : : : ; n, let qij be the number of
points S(zi; k) in Ij for k = 1; : : : ; K . Then we have
qij
K
≈ m(Ii ∩ S
−1(Ij))
h
= pij: (9)
The :rst Monte Carlo method for implementing Ulam’s method was proposed by Hunt in [25],
in which K numbers are chosen randomly within each Ii. Numerical experiments, however, indicate
that the resulting error may be relatively large. Thus the quasi-Monte Carlo approach should be used,
which is based on the idea that random Monte Carlo techniques can often be improved by replacing
the underlying source of random numbers with a more uniformly distributed deterministic sequence,
and leads to a lower discrepancy. Based on this idea, a quasi-Monte Carlo method is proposed in
the Ph.D. dissertation of Wang [39], in which the test points zi; k are chosen deterministically. In
other words, if Ii = [xi−1; xi−1 + h], then
zi; k = xi−1 +
k
K
h; k = 1; 2; : : : ; K: (10)
The numerical results in [14,39] show that the quasi-Monte Carlo method is much better than the
standard Monte Carlo method.
Either the standard Monte Carlo method or the quasi-Monte Carlo method have the disadvantage
of time consuming, especially for multi-dimensional problems. Therefore, for high dimensional trans-
formations, it is very diJcult or even impossible for a single computer to :nish the numerical work
within a reasonable time. However, in physical applications the dimension N of the transformation
may be very large. For example, in coupled mapping lattices, which have been widely used to model
the various types of spatiotemporal chaos arising in spatially extended systems, we are interested in
a one-dimensional array of the form
xt+1i = (1− 6)f(xti) +
6
2
[f(xti−1) + f(x
t
i+1)];
where f is a one-dimensional mapping, t is the discrete time, i = 1; 2; : : : ; N is a lattice site, and
6∈ (0; 1) is the coupling parameter. Note that the above expressions de:ne an N -dimensional map-
ping. To study the statistical properties of the system one should be able to compute a :xed density
of the corresponding Frobenius–Perron operator. In typical situations we are dealing with systems
of a large spatial extension, for example N may be as big as 106. Then the corresponding number
of the mapping evaluations with the Monte Carlo approach is extremely large. Thus, even a current
supercomputer cannot :nish the numerical work with sequential computing within the required time.
Fortunately from the expression (8), we immediately see that the evaluation of the entries of
Pn is independent of each other. Therefore the parallel computers can be used to do the Monte
Carlo evaluation to reduce the total computational time. This lead to the development of a paral-
lel quasi-Monte Carlo algorithm in [39], which combines the basic Ulam method with the Monte
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Carlo approach and the parallel computing technique. The outline of the practical algorithm for
one-dimensional dynamical systems is the following; for the c codes of general purpose, please
email to zwang@vwc.edu.
5.1. Parallel Monte Carlo Ulam algorithm
1. Choose the number n of equal subintervals of the partition of [0; 1], and select p processors for
the computation.
2. Use the quasi-Monte Carlo method and formulas (9) and (10) to perform the parallel evaluation
of the matrix Pn.
3. Select a starting nonnegative vector c = (c1; c2; : : : ; cn)T; a usual choice is c = (1; 1; : : : ; 1)T.
4. Calculate d= PTn c and the 1-norm error Error =‖d− c‖1.
5. Let c = d and repeat the above step until Error ¡6, where 6 is a desired tolerance.
6. Let c be normalized so that ‖c‖1 = 1. Then fn=
∑n
i=1 ci1i is an approximate :xed density to the
exact :xed density f∗ of the Frobenius–Perron operator PS .
6. Numerical results
In this section we present some numerical results from Ulam’s method and the method of piece-
wise linear Markov :nite approximations. Such computational experiments are consistent with the
theoretical analysis on the convergence and the error estimates.
First we compare the performance of the two methods on the following one-dimensional mapping
S : [0; 1]→ [0; 1] de:ned by
S(x) =


2x
1− x 06 x6
1
3 ;
1− x
2x
1
36 x6 1:
(11)
The corresponding Frobenius–Perron operator P :L1(0; 1) → L1(0; 1) de:ned by (1) implicitly has
the following explicit expression
Pf(x) =
d
dx
∫
S−1([0;x])
f(s) ds:
Our purpose is to calculate the unique :xed density of P, which is
f∗(x) =
2
(1 + x)2
:
Divide [0; 1] into n equal subintervals Ii =[xi−1; xi] with length h=1=n. Let fi be the average value
of f over Ii. Then, for the one-dimensional case, Ulam’s piecewise constant scheme is given by
Q0nf(x) =
n∑
i=1
fi#Ii(x); (12)
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Table 1
L1-norm errors for S
Number of L1-norm errors
subintervals
Piecewise constant method Piecewise linear method
4 1:0267 · 10−1 9:3263 · 10−2
8 2:0393 · 10−2 3:4610 · 10−2
16 1:3886 · 10−2 1:2883 · 10−2
32 5:8239 · 10−3 4:3762 · 10−3
64 3:3202 · 10−3 1:4201 · 10−3
128 1:8740 · 10−3 4:4085 · 10−4
256 1:1199 · 10−3 1:3240 · 10−4
512 7:4568 · 10−4 3:8771 · 10−5
1024 4:8752 · 10−4 1:1136 · 10−5
Table 2
BV -norm errors for S
Number of BV -norm errors for the piecewise linear method
subintervals
4 1:0383 · 100
8 5:5661 · 10−1
16 2:9478 · 10−1
32 1:5324 · 10−1
64 7:8540 · 10−2
128 3:9841 · 10−2
256 2:0088 · 10−2
512 1:0092 · 10−2
1024 5:0589 · 10−3
and the piecewise linear method uses
Q1nf(x) = f1e
1
0(x) +
n−1∑
i=1
fi + fi+1
2
e1i (x) + fne
1
n(x); (13)
where
e1i (x) = w
(
x − xi
h
)
; i = 0; 1; : : : ; n
with w(x) = (1− |x|)#[−1;1]. In our algorithms we calculate the :xed density of P0n ≡ Q0nP or P1n ≡
Q1nP, respectively. In Table 1 we list the L
1-norm errors for the two methods, and the BV -norm
errors are presented in Table 2 for only the piecewise linear method since this error does not go
to zero for Ulam’s method due to the fact that ‖fn − f∗‖BV ¿V 10f∗ = O(1) (see Proposition 3.3
of [13]).
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Table 3
L1-norm errors for S∗
Number of L1-norm errors
subsquares
Piecewise constant method Piecewise linear method
4 1:91 · 10−1 2:49 · 10−1
16 1:04 · 10−1 9:06 · 10−2
64 4:95 · 10−2 3:35 · 10−2
256 3:07 · 10−2 1:25 · 10−2
1024 1:56 · 10−2 4:31 · 10−3
4096 1:02 · 10−2 1:50 · 10−3
Table 4
BV -norm errors for S∗
Number of BV -norm errors for the piecewise linear method
subsquares
4 1:231 · 100
16 7:142 · 10−1
64 4:094 · 10−1
256 2:313 · 10−1
1024 1:372 · 10−1
4096 1:050 · 10−1
Now we present the numerical results for a two dimensional mapping S∗ : [0; 1]× [0; 1]→ [0; 1]×
[0; 1], where S∗(x; y) = (T (x); S(y)) with S as in (11) and
T (x) =
{
2x 06 x¡ 12 ;
2(1− x) 126 x6 1:
The corresponding :xed density is given by
f∗(x; y) =
2
(1 + y)2
:
Table 3 gives the L1-norm errors comparison, and the BV -norm errors for the piecewise linear
Markov approximations are listed in Table 4. In the computations the Monte Carlo approach to the
evaluation of (4) and (7) was used for the both methods.
Comparisons of the performance of the parallel Monte Carlo Ulam algorithm on parallel computers
with the sequential computation are referred to [14,39].
7. Conclusions
In this paper we described a class of numerical methods for computing stationary densities of
Markov operators and Frobenius–Perron operators in particular. Such algorithmic approaches to the
statistical investigation of various discrete dynamical systems are of practical importance in many
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:elds of physical sciences. Since computing :xed densities of Markov operators and Frobenius–
Perron operators usually leads to large scaled problems in the stochastic analysis of physical prob-
lems, Monte Carlo simulation techniques are often needed for the practical computation. Ulam’s
method is simple to implement, but due to its poor convergence rate, it seems that the method
of piecewise linear Markov approximations is a better choice for developing a structure-preserving,
fast, and eJcient algorithm. Much research is needed to combine the higher order method with other
scienti:c computing tools to solve complicated challenging problems in applied :elds.
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