The current study examined humanhuman reliance during a computer-based scenario where participants interacted with a human aid and an automated tool simultaneously.
In July 2002, a Russian passenger jet had a midair collision with a cargo plane flying over Germany while in Swiss air traffic control airspace. All 71 passengers, pilots, and crew members were killed. It is interesting that both planes were equipped with collision warning systems that both triggered when the planes approached proximity. The collision warning systems were designed to instruct one pilot to climb and one to descend to avoid a collision. In fact, that's exactly what the collision warning system advised. However, one of the pilots received guidance from an air traffic controller that conflicted with the collision warning system; thus, the pilot was faced with a critical decision to rely on the automation or the air traffic controller (i.e., a human aid). The pilot chose to act on the information provided by the air traffic controller, who was not aware of the trajectory of the other plane, ultimately resulting in the crash. In this tragic example, the complexities of human-human and human-machine reliance are brought to the forefront of the research community. Specifically, this example calls for additional research to understand how humans operate in the face of inputs from both humans and automation.
Humans rely on other humans to varying degrees every day. We rely on our mentors to provide informational and emotional support. We rely on our teammates to fulfill their responsibilities during collective activities. We rely on mass transit drivers to get us to our destinations safely. Humans are also increasingly reliant on computerized systems that perform activities that were previously performed by humans, and these systems are collectively referred to as automation (Parasuraman & Riley, 1997) . Our lives are laden with examples of automation reliance, and at times we rely inappropriately. In fact, many high-profile accidents (such as the one described above) have been blamed on either under-or overreliance on automated systems, leading to what Greengard (2009) referred to as the automation paradox. Thus, researchers are called to better understand the constructs that promote "appropriate reliance" on automated systems (Lee & See, 2004) . This requires an understanding of the factors that influence trust (i.e., the willingness to accept vulnerabilities from others; Mayer, Davis, & Schoorman, 1995) . The current study examined human-human reliance in a scenario where individuals encountered conflicting information between a human aid and an automated map display. To date, few studies have systematically evaluated human-human reliance in the context of conflicting information from automation. In the following sections, the authors examine the concepts of human-human reliance, followed by human-machine reliance, and these sections lead into a description of an experiment conducted to examine humanhuman reliance in the midst of information provided from automation.
Human-Human Reliance
The psychological and management literatures have long pondered the nature in which people rely on others (Dirks & Ferrin, 2001) . Reliance on others provides the essential building blocks of society, without which chaos would ensue. Fundamental to this notion of human-human reliance is the concept of trust. Trust is defined as an individual's willingness to make himself or herself vulnerable to the actions of another person with the expectation of positive outcomes (Mayer et al., 1995) . Thus, trust is the psychological precursor to engaging in reliance behavior. For example, young parents may be okay with leaving their children in the hands of their grandparents to the extent to which the parents believe that doing so will result in a positive outcome (and avoid a negative outcome). There is a vast literature on trust in human-human interactions driven largely by a model developed by Mayer and his colleagues (1995) that has established the trustworthiness constructs of ability, benevolence, and integrity (ABI) as antecedents to trust (Colquitt, Scott, & LePine, 2007; Mayer et al., 1995) . Research has consistently demonstrated that trust is associated with greater reliance on others as characterized by greater risk taking behaviors (Colquitt et al., 2007; Serva, Fuller, & Mayer, 2005) , more support of performance management systems (Mayer & Davis, 1999) , increased information sharing (Staples & Webster, 2008) , and higher self-sacrificing contributions to team goals (Dirks, 1999; Kimmerle, Cress, & Hesse, 2007) .
Higher trust of a person should foster greater reliance on that person. So if one wanted to understand when an individual would rely on another individual, researchers might point to the ABI trustworthiness indicators as predictors of that reliance. Other research has sought to explore the antecedents of trust in terms of emotions (Lount, 2010) , dispositions (Lyons, Stokes, & Schneider, 2011) , reward structures (Ferrin & Dirks, 2003) , or communication patterns (Jarvenpaa & Leidner, 1999 ). Yet despite a growing literature on the antecedents of trust (and subsequent reliance), very little is known about the processes that influence humanhuman reliance when individuals must choose between different information sources, in this case inputs from automation.
Human-macHine Reliance
The literature on human-machine reliance has burgeoned in recent years with the proliferation of automated systems pervading our daily lives. The impetus for this line of research was the finding that individuals' perceptions of trust in an automated system influenced their use of the system above and beyond the actual reliability of the system (Muir, 1994) . Thus, similar to the human-human reliance research discussed above, one's trust in automated systems influences "reliance" on said systems. In the past two decades, there have been a series of studies in this area, and a cogent review was conducted by Lee and See (2004) . The intent here is not to reiterate that review, but the authors highlight a few important aspects of the literature.
Trust in automation (i.e., the psychological antecedent to behavioral reliance on automation) has been characterized primarily through machine characteristics. Early work by Muir (1994) discussed trust in automation in terms of competence, responsibility, predictability, and dependability-all of which represent how the system is functioning. Other research has identified a number of factors that influence trust in automation: system transparency (Dzindolet, Peterson, Pomranky, Pierce, & Beck, 2003) , automation reliability (Rovira, McGarry, & Parasuraman, 2007) , self-confidence (Lee & Moray, 1994) , workload (Biros, Daly, & Gunsch, 2004) , personality (Merritt & Ilgen, 2008) , and error feedback (Bisantz & Seong, 2001 ). These studies have demonstrated that trust in automation can be predicted from a number of variables; however, most of these studies within trust in automation or within human-human trust have focused on either trust in automation or human-human trust rather than a combination of the two.
Human VeRsus macHine Reliance
The literatures on trust in automation and interpersonal trust are divergent, but they both involve a fundamental process of placing reliance on another entity, be it another person or a computerized system. Little empirical attention has been given to distinguish interpersonal trust from trust in automation. However, Madhavan and Wiegmann (2007) reviewed the literature on interpersonal trust and trust in automation to explore the potential overlap. Ultimately, they concluded that there are different mechanisms that drive human-human trust and trust in automation, " [w] hile trust is a valid construct describing human-automation interaction, several fundamental differences exist between the manner of trust development in a human-automation team and a human-human team" (p. 281). They went on to focus on three areas where human-automation trust and human-human trust could be similar: information source, source reliability, and source credibility. Previous research suggests that humans may be biased to rely more heavily on automated inputs because of biases associated with source reliability and credibility.
Given the relative predictability of automated systems, preexisting schemas regarding automation reliability, and the ubiquitous nature of automation, it is highly likely that humans will place less reliance on other nonfamiliar humans when faced with nonsupporting information from automation. Research by Dzindolet, Pierce, Beck, and Dawe (2002) found that people tend to place greater utility in information from automated systems rather than human aids. Similarly, studies by Dijkstra (1999) and Dijkstra, Liebrand, and Timminga (1998) consistently found that humans rate information provided by a system as more accurate than that provided by humans. However, Lewandowsky, Mundy, and Tan (2000) compared allocation to automation and allocation to other humans relative to manual control during an automated pasteurization simulation. They found that participants delegated to humans as often as they did to automation; however automation and/or human reliance were not directly tested. Thus, it is important to clarify how human-human reliance will be affected by conflicting information from automation.
In summary, participants in the current study engaged in a decision-making scenario involving inputs from an automated map and a human aid with varying degrees of consistency. Participants were given explicit guidance from a human aid, and they were asked to make decisions based on that guidance as well as from information provided by an automated tool, which sometimes buttressed the human guidance and at other times did not. We expected that participants' reliance on the human aid would decrease in the presence of conflicting information from an automated tool.
metHod Participants
A sample of 40 volunteers (11 females) from a Midwestern Air Force base participated in the experiment. The average age was 36, and approximately 40% were military personnel. Participants rated their computer experience as high (i.e., 4.35 out of a 5-point scale); however, none of the participants had prior experience with this platform or this experiment.
experimental task and manipulations
Participants engaged in a decision-making task called Convoy Leader (Lyons, Stokes, Garcia, Adams, & Ames, 2009 ) where they were asked to decide which of three routes to safely send a convoy operation (see Figure 1) . The participants were provided with information from three sources to guide their decision: route parameters, an automated tool that highlighted historical enemy hostile threats, and a human aid who suggested a route based on intelligence reports of hostile activity. The route parameters were provided to add face validity to the scenario and included the number of traffic lights, traffic density, length of the routes, fuel required for the route, and road quality. With the exception of route length and fuel required, the other parameters were kept constant in each scenario. In the final questionnaire fewer than 20% of the participants indicated that they had even considered the route parameters in their final decision. Furthermore, debriefings with personnel confirmed that most people based their route decisions on the automated tool and or the human aid.
Automated tool. The automated tool provided participants with a map display that highlighted hostile zones and prior attacks that had occurred on the routes (as seen in Figure 1 ). The historical enemy information was manipulated such that for each map (i.e., set of three routes) there was a route with low historical activity, one with moderate activity, and one with high historical enemy activity as indicated by the number of improvised explosive device (IED) attacks and enemy hostile zones in proximity to the routes. In the example in Figure 1 , Route 1 was high activity, Route 2 was moderate activity, and Route 3 was low activity, as evidenced by their associated enemy information. Unlike the human aid discussed below, the automated tool did not explicitly recommend a route; however, it did provide information that could be used to determine which of the three routes was the safest in terms of historical data. Thus, if participants were presented with the routes displayed in Figure 1 , Route 3 would be the safest choice based solely on the historical data provided by the tool.
Human aid. A human aid, described as a local intelligence officer, provided the participants with "updated" information on the hostile activities in the area as well as a route recommendation. The inputs for the human aid were videotaped to ensure consistency in message delivery (see the following section for the complete text), and the same individual was used for all participants.
Risk manipulations
A critical element of the trust process is the notion of perceived risk or vulnerability, without which the process of trust is irrelevant (Parkhe & Miller, 2000) , meaning if there is nothing risky about a situation there is no reason (i.e., no basis) for trusting another entity associated with that decision. Risk was manipulated in two ways in the current study. First, the probability of attack was presented by the human aid as low, moderate, and high. Second, the participants' vulnerability to the human aid was increased at higher probabilities of attack by presenting them with information from the automated tool that did not support the guidance offered by the human aid. Risk was a repeated measures factor, and each participant was presented with a low, moderate, and high risk condition, and the order was counterbalanced. To further explain the manipulations, the example shown in Figure 1 will be used as a reference, though it should be noted that different maps were used for each scenario. Important keywords in the manipulations are in bold and italics.
Low risk condition. The following text composed the low risk condition, again using Figure 1 as an example map coupled with the following text, which was read as part of a video script. "Hello, Convoy Leader, I'm your intelligence liaison officer. Recent intelligence reports indicate that hostile activity in the area is low but exercise caution during your convoy operation. After analyzing recent intelligence reports, I suggest that you take Route 3. This route does not pass through any hostile zones and has experienced very few IED occurrences in the last year. Additionally, my intelligence analysis suggests that hostile forces are not planning on moving south toward Route 3. I think the only hostile forces in the area are out of range from your convoy. Good luck, Convoy Leader." In this case, the human aid is suggesting a route that the map also indicates has the lowest risk (in terms of historical data) and thus should be considered a low risk decision.
Moderate risk condition. "Hello, Convoy Leader, I'm your intelligence liaison officer. Recent intelligence reports indicate that hostile activity in the area is moderate so please exercise caution during your convoy operation. After analyzing recent intelligence reports, I suggest that you take Route 2. This route does come close to a few hostile zones and has experienced some IED occurrences in the last year. But, my intelligence analysis also suggests that some of the hostile forces are moving toward Routes 1 and 3; therefore I think Route 2 is the best option despite the presence of some hostile forces. Good luck, Convoy Leader." In this case, the human aid is suggesting that the participants take a route that is moderately risky in terms of the associated historical data.
High risk condition. "Hello, Convoy Leader, I'm your intelligence liaison officer. Recent intelligence reports indicate that hostile activity in the area is high so you must exercise extreme caution during your convoy operation. After analyzing recent intelligence reports, I suggest that you take Route 1. This route passes through several hostile zones and has experienced several IED occurrences in the last year. However, my most recent intelligence analysis suggests that the hostile forces are moving south toward Routes 2 and 3; therefore, I think Route 1 is the best option despite having to pass through the hostile zones. Good luck, Convoy Leader." In this case, the human aid is suggesting that the participants take the most risky route according to the automated tool; thus, the vulnerability of the participants to the human aid should be the highest in this condition. A manipulation check assessed the effectiveness of the risk manipulations by measuring the degree of danger associated with the suggested route (provided by the human aid) as perceived by participants.
measures Human reliance intentions. Reliance intentions for the human aid were measured using a 9-item scale created for this study. Participants rated their agreement on 7-point Likert-type scales to assess their perceptions of reliance. Example items include "I would use information from this source in other situations" and "I would rely on this source of information in dangerous situations" (α = .87, .93, and .92 for Times 1-3, respectively).
Automation reliance intentions. Reliance intentions for the automated aid were assessed with an 8-item scale developed for this study. Participants rated their agreement on 7-point Likert-type scales to assess their reliance on the tool. Example items include "I would use this map again" and "I would rely on this map during dangerous situations" (α = .88, .91, and .87 for Times 1-3, respectively).
Human behavioral reliance. Human behavioral reliance was operationalized as to whether or not the participants took the route suggested by the human aid (e.g., dichotomous yes or no).
Manipulation checks. Perceived risk was assessed using a four-item scale. Example items include "The route that was suggested for me to take was dangerous" and "The route suggested for me to take was high risk" (α = .91, .97, and .93, for Times 1-3, respectively).
Procedure
Following informed consent, participants completed a brief background questionnaire including demographics such as military versus civilian, age, and comfort with computers. Next, participants completed a training session to familiarize them with the task. This was followed by two practice sessions to familiarize participants with the platform. Following the training phase, participants engaged in three task sessions where they were presented with three different scenarios of varying levels of vulnerability. In each scenario, participants were asked to make a route choice. Participants were simply asked to select the safest route for their convoy, and no other explicit instructions were provided regarding speed or preference for either the human aid or the automated tool.
Following the route choice, manipulation checks were assessed and items for intentions to rely on the human aid and the automated tool were measured for each of the three scenarios. Different maps were used for each scenario. Following the three scenarios, participants were asked which information source (i.e., automated tool, human aid, route parameters) they used in making their decisions. Finally, the participants were fully debriefed and released.
Results
The means and standard deviations for all study variables are presented in Table 1 Post hoc tests suggested that across all time periods both the moderate and high risk conditions were associated with greater perceived risk among participants relative to the low risk condition. However, post hoc analyses indicated that the risk perceptions for those in the moderate risk condition were not different from those in the high risk condition across all time periods. Thus, the behavioral analysis focuses on the differences between the high and low risk conditions. Paired samples t tests demonstrated that there were no differences between participants' ratings of reliance intentions for the human aid relative to the automated tool for Trials 1 to 3 (all ps > .05). However, the data suggested that human-human behavioral reliance decreased as risk increased. A repeated measures logistic regression revealed a significant effect of risk level on human behavioral reliance, Wald χ 2 (3, 40) = 33.3, p < .001. The parameter estimates found in Table 2 indicated that the reliance on the human aid was reduced by a factor of 42 under high risk relative to low risk. Thus, the participants placed less reliance on the human aid in higher risk situations.
discussion
The current study adds to the burgeoning literature on trust by examining human-human reliance in a situation where individuals must evaluate information from a human aid and an automated tool. A prior review postulated that trust perceptions of humans and automation go through different evaluative processes (Madhavan & Wiegmann, 2007 ), yet few studies have empirically evaluated how humanhuman reliance is influenced when individuals must consider conflicting information from automation. In the current study, participants were asked to decide the safest route for a convoy operation given a suggestion by a human aid and information from an automated tool. The extent to which the automated tool supported the guidance offered by the human aid was varied such that at higher degrees of risk the human aid was recommending the most dangerous route according to the automated tool. It was unexpected that when considering subjective intentions to rely on both the automated tool and the human aid, the participants showed no preference. However, when considering behavior, participants evidenced a noticeable decrease in human-human reliance. Notably, this was most apparent under conditions of heightened risk, which is when individuals are most vulnerable (Parkhe & Miller, 2000) . Previous research found that humans are biased toward greater reliance on machines versus humans (see Dijkstra, 1999; Dijkstra et al., 1998; Dzindolet et al., 2002) . The current research supports that line of research by showing that human-human reliance decreases in the face of apparent conflicting information from automation.
There are a variety of possible explanations for the current results. First, participants may have found the information provided by the automated tool to be more useful than that of the human aid. Research by Dzindolet and colleagues (2002) found that humans perceived automation as being more useful than inputs from a human. Second, the participants may have viewed the automation as more reliable than the human aid. Studies by Dijkstra and colleagues (1998; Dijkstra, 1999) have shown that humans overestimate the reliability of automated systems. In addition, there were no errors or performance feedback provided in the current study, giving the participants little to calibrate their trust perceptions. Thus, participants may have been biased toward higher reliability perceptions of the automated tool relative to the human aid. Third, participants were given information about the underpinnings of how the automated tool worked during their training which may have increased their trust of the automation. Prior research by Dzindolet and colleagues (2003) found that users' trust of an automated tool was increased when they were provided information about how the automated tool worked. In contrast, no information was provided about how the human aid conducted his analysis. Finally, the participants may have been more familiar with the automated tool than the human aid given the proliferation of GPS technologies. GPS technologies are very common, and this familiarity may have been a biasing factor driving reliance away from the human aid and toward the automated tool. The human aid in the current experiment was unknown to participants, and it is likely that participants receiving a suggestion from a friend or colleague (a familiar person) would evidence greater reliance than that demonstrated here. In fact, the unfamiliarity of the human aid may have fostered suspicion. Recent research has suggested that trust and suspicion are orthogonal constructs (Lyons, Stokes, Eschleman, Alarcon, & Barelka, 2011) . Therefore, the reduced reliance observed herein may have been mediated by increased suspicion. Most of the preceding explanations suggest that the participants may have had higher trust perceptions of the automated aid relative to the human aid, yet the subjective measures that assessed intentions to rely on the aids evidenced no differences. However, it is possible that the participants were less extreme in their reported distrust (i.e., lack of desire to rely on) of the human aid relative to the automate tool (Jian, Bisantz, & Drury, 2000) . If humans are less likely to admit to low trust perceptions of other people, relative to perceptions of automated tools, when such differences do indeed exist, then researchers should consider using behavioral measures to gauge reliance. Future research should further explore these issues.
limitations
A major limitation of the current study is that the authors were not able to directly compare behavioral reliance on the human versus the automated tool. The index of behavioral reliance was focused on the human aid. If the participants decided against the human aid, they could have selected two alternative routes. In the high vulnerability scenario (the scenario with the greatest relevance to trust researchers), these alternatives could have been (a) the low risk route or (b) the moderate risk route as displayed by the automated tool. The authors speculate that in the case where an individual chooses against the human aid, he or she will entertain the next most logical choice (in this case the low risk route). However, there was no way of testing this speculation in the current study. It is possible for instance, that participants with very high confidence in their ability may have neglected both the human aid and the automated tool in favor of the third option, which could be considered a form of manual control (Lee & Moray, 1994) . A second limitation is that the human aid depicted a nonfamiliar individual. People would likely respond much differently if they were familiar with the individual or if they had some knowledge relating the trustworthiness of the person composing the human aid. A third limitation was that the current study did not use established scales to assess trust but rather created scales to assess intentions to rely on the human aid and the automation. Future studies should incorporate established trust measures such as the trust in automation scale developed by Jian and colleagues (2000) and the trust scale developed by Mayer and colleagues (1995) .
Future Research
Future research should include a direct test for behavioral reliance on the human aid versus the automated tool. Using the current scenario, Convoy Leader, this could be accomplished by measuring the specific route choice adopted by participants. This would allow future studies to discern one's reliance on the human versus the automation's inputs. Future studies might also inject trustworthiness cues for the human aid. Such studies might consider manipulating the ability, benevolence, and or integrity (see Mayer et al., 1995) of the human aid either during or prior to decision scenarios to explore how these manipulations increase behavioral and subjective reliance on the human aid. Finally, future research could consider providing feedback on performance to include performance errors of the aids. Humans may be more aware of and exhibit more extreme reductions in trust because of errors made by automation relative to those made by other humans (Madhavan & Wiegmann, 2007) . Furthermore, errors made by automated systems that humans deem to be "easy" are likely to be associated with even greater reductions in trust (Madhavan, Wiegmann, & Lacson, 2006) . There is a growing body of research on how humans engage in trust repair with other humans (see Ferrin, Kim, Cooper, & Dirks, 2007) ; however, it is unclear whether the same trust repair principles can be applied between human-human trust and human-automation trust.
Key Points
• Humans demonstrated a bias toward lower behavioral reliance on human aids when they received conflicting information from an automated tool.
• Despite the behavioral differences, there were no differences between reported reliance intentions for the automated tool relative to the human aid. 
