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Experimental studies have demonstrated that the vibrational dephasing of overtones do not always
follow the quadratic quantum number ~n! dependence predicted by the Kubo–Oxtoby theory of
vibrational line shapes. While the reason for this failure of the theory is not quite clear yet, a recent
theory suggested that the pronounced Gaussian time dependence of the frequency-modulation
time-correlation function ~tcf! could be a possible reason @Gayathri et al., J. Chem. Phys., 107,
10381 ~1997!#. The theoretical study was based on a mode coupling theory calculation of the
force–force time-correlation function that is required in the calculation of the frequency-modulation
tcf. In order to test this and other predictions of the above study, detailed computer simulations of
two neat liquids have been carried out. The systems studied are N–N stretch in liquid N2 and the
C–I stretch in CH3I. It is found that although the frequency-modulation time-correlation function is
largely Gaussian in both the cases, the overtone dephasing remains largely quadratic in n for N2 .
For methyl iodide, on the other hand, a pronounced sub-quadratic n dependence has been observed.
Both the theory and the computer simulations suggest that this nonquadratic dependence can be
expected when not only the decay of the frequency time-correlation function is Gaussian but the
time scale of decay of the frequency-modulation tcf is comparable to that of the normal coordinate.
The latter can happen when the following conditions are satisfied. First, the frequency of the normal
mode should not be too large. Second, the mean-square fluctuation of the frequency-modulation and
the anharmonicity coefficient of vibration should be large. It is found that both for N2 and CH3I, the
resonant energy transfer between different molecules is significant. The effect of rotational–
vibrational coupling, on the other hand, is found to be negligible for the systems studied. © 1999
American Institute of Physics. @S0021-9606~99!52601-9#I. INTRODUCTION
A great advantage of studying vibrational relaxation
~VR! is that it allows us to probe directly the dynamics of a
chemical bond, its properties, and motions.1–8 In the past, the
study of vibrational phase relaxation has been carried out
using mostly Raman and infrared ~IR! line shape analyses.
While these studies provide valuable information about the
interaction of a chemical bond with the surrounding solvent,
many questions remained unanswered because the frequency
domain measurements often tend to mask the details of the
dynamics. Recently, several nonlinear optical techniques
have been developed which also probe the vibrational mo-
tion directly in the time domain, thanks to the developments
in the ultrashort laser spectroscopy. One can now ask and
hope to answer some of the outstanding issues in this field.
In this article we are concerned with one such ill-
understood problem of vibrational dephasing in liquids. It is
long known that the overtone dephasing rates do not always
exhibit the quadratic quantum number ~n! dependence pre-
dicted by the classical Kubo–Oxtoby theory.2 Instead, one
sometimes finds a weaker dependence which is closer to be-
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ample is the overtone dephasing of the C–I stretch of methyl
iodide in hexane.6 More recently, seventh order nonlinear
studies by Tominaga and Yoshihara clearly demonstrated
this sub-quadratic dependence for the C–H stretch of CHCl3
both in neat liquid and in a mixture of CHCl3 and CDCl3 .8 A
similar sub-quadratic n dependence has also been observed
for dephasing of the hot bands of C[N2 in normal and
deuterated water.9 While the sub-quadratic quantum number
dependence has actually been known for a long time, it is
only recently that systematic studies of this aspect have been
undertaken.
In a recent article,10 we used the mode coupling theory
to calculate the time-dependent friction on the atoms of the
vibrating diatom. The mode coupling theory is known to
provide accurate description of the time dependence of
friction—both in the short and in the long times.11,12 The
results of this theory were somewhat surprising. A clear sub-
quadratic quantum number dependence was found for the
C–I stretch of methyl iodide. Moreover, the theory showed
that this sub-quadratic dependence was primarily due to the
Gaussian nature of the decay of the normal coordinate ~Q!
time correlation function ~tcf!, ^Q(0)Q(t)& , the latter of
course originates from a strongly Gaussian decay of the fre-
quency ~v! modulation tcf, ^Dv(t)Dv(0)&. Note that the© 1999 American Institute of Physics
 AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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of the frequency time-correlation function. This latter as-
sumption always leads to the quadratic quantum number de-
pendence.
The theory further suggested that sub-quadratic n depen-
dence can emerge only if the vibrational phase relaxation and
the frequency-modulation time-correlation function both de-
cay on the same time scale. This could happen when the
following conditions are satisfied. First, the harmonic fre-
quency (v0) of the mode in question should not be too large.
The mean-square fluctuation of the frequency-modulation
(Dv02) should be large. Lastly, the anharmonicity (K111)
should be significant.
In order to test the theoretical predictions, we have car-
ried out extensive molecular-dynamic MD simulations of vi-
brational dephasing and the results are reported here. These
simulations also have several advantages over direct experi-
mental observations. They allow one to probe and answer
questions which are not directly accessible to experiment. By
simply varying the parameters of the simulation, one can
study the effect of various contributions to the overall line
shape. Such level of detail is impossible to obtain in experi-
ments on real liquids. There are also several other reasons for
undertaking such a simulation study. They are listed below.
1. In the theoretical investigation of vibrational dephas-
ing, the mode coupling theory was used to calculate the time-
dependent friction, ^F(t)F(0)&, on the atoms of the vibrat-
ing diatom. This was done to obtain the friction on the bond
in terms of the friction on the atoms involved in the diatom.
This is an approximation. The friction on the bond can be
straightforwardly obtained using simulations.
2. Other dephasing mechanisms, such as resonance en-
ergy transfer ~RT! and vibrational–rotational ~VR! contribu-
tions, which can be substantial, are usually neglected in the
theoretical studies. These are difficult to model theoretically
but can be included in a simulation.
3. Mode-coupling theory ~MCT! is a microscopic theory
for determining the time-dependent friction. However, in or-
der to apply this theory, both the solute and solvent mol-
ecules are assumed to be Lennard-Jones spheres. For ex-
ample, in the case of CH3I, friction was obtained using MCT
for CH3 in CH3I Lennard-Jones spheres and Iodine in CH3I
Lennard-Jones spheres. Such approximations can be avoided
in simulations where real shape of the molecules can be in-
cluded.
However, a direct simulation of vibrating molecules is
extremely difficult. It is possible but would have two major
problems as pointed out by Oxtoby et al.:3,4 For very high-
frequency vibrations of 1000–3000 cm21, the vibrational
motion is much faster than the other degrees of freedom such
as the translational and rotational motions. The quantum-
mechanical nature of such high-frequency vibrational motion
would have to be neglected, and rapid vibrational motion
would require a much shorter time step of integration, lead-
ing to poor statistics. The latter problem may, however, be
avoided with the use of recently developed reversible refer-
ence system propagator algorithm ~RESPA! or numerical
analytical propagator algorithm ~NAPA! which are specifi-
cally used for simulating high-frequency vibrations but withDownloaded 17 Aug 2002 to 144.16.64.4. Redistribution subject toreasonably large time steps.13 However, this still involves
extensive computation. To avoid this problem, a quantum-
mechanical perturbation theory, for the vibrational motion,
has been used often to express the dephasing rate in terms of
auto- and cross-correlation functions of bond-force terms and
its derivatives. Since these are estimated at the equilibrium
bond length, they may be obtained from simulations of clas-
sical, nonvibrating molecules. This feature allows the calcu-
lation to be carried out and also gives rise to a tremendous
computational saving. Such a calculation, via MD simula-
tions was first carried out by Oxtoby, Levesque, and Weiss
to study dephasing in nitrogen near its boiling point ~B.P.!.
Thus, the prediction of the Kubo–Oxtoby based theory
on sub-quadratic quantum number dependence can be easily
verified using rigid-molecule simulations, if one chooses two
systems with widely different behavior. Therefore, simula-
tion studies on two systems—N2 and CH3I—were carried
out. While CH3I was an obvious choice for the study, N2 was
studied because of the following reasons.
1. To benchmark the results against earlier simulations
of the liquid N2 system near its boiling point by Oxtoby,
Levesque, and Weiss.3,4 Also, they had studied the dephasing
of only the fundamental.
2. Vibrational frequency of N–N ~2326 cm21! is much
larger than that of C–I ~525 cm21!.
3. The fundamental vibrational dephasing of N–N in N2
is much slower ~.150 ps near boiling point!14 in comparison
to that of C–I in CH3I ~2.3 ps!.7
4. The overtone dephasing of N–N is believed to follow
a quadratic dependence because of an exponential relaxation
of the normal-coordinate tcf2–4 while CH3I is known to give
rise to a sub-quadratic behavior.
The results of the simulations for liquid N2 near B.P. are
as follows. It is found that the frequency-modulation time
correlation is indeed largely a Gaussian function of time. The
dephasing in nitrogen, however, shows largely quadratic n
dependence for smaller quantum numbers, eventually be-
coming linear for large quantum numbers. The quadratic n
dependence is because of the clear separation of time scales
of the frequency-modulation and the normal-coordinate cor-
relation functions.
The results of the simulations for methyl iodide are as
follows. Many of the predictions of the mode coupling based
theory for CH3I are found to be correct. It is found, as from
MCT, that the frequency-modulation time correlation is in-
deed largely a Gaussian function of time. Also, the overtone
dephasing rates show subquadratic n dependence even for
small quantum numbers ~like, n52 and n53). The reasons
that contribute to such a behavior are the following. The
frequency of the C–I normal mode ~525 cm21! is not too
large, the anharmonicity coefficient of vibration is quite large
and, CH3I being a highly dense liquid, the mean-square fluc-
tuation of the frequency modulation also tends to be large. It
is also found that the resonant energy transfer between dif-
ferent molecules is quite significant in CH3I. The effect of
rotational–vibrational coupling, on the other hand, is found
to be negligible.
The organization of the rest of the paper is as follows. In
the next section, we briefly discuss the theoretical formalism AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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theory to explain the origin of the Gaussian time dependence
of the force–force time-correlation function. In Sec. III, we
discuss the systems and simulation details. In Sec. IV, we
discuss simulation results and overtone vibrational dephasing
behavior in N2 . Section V concludes briefly.
II. THEORETICAL DISCUSSION: INCLUSION OF
RESONANCE ENERGY TRANSFER AND
VIBRATIONAL–ROTATIONAL CONTRIBUTIONS
The broadened isotropic Raman line shape for the nth
overtone @In0(v)# is the Fourier transform of the vibrational
normal coordinate @Q(t)# time-correlation function for the
nth overtone given by2
In0~v!5E
0
`
exp~ ivt !^Q~ t !Q~0 !&n0 . ~1!
The experimental observables are either the line shape
function, I(v)n0 , or the normal coordinate time-correlation
function, ^Q(0)Q(t)&n0 , as in the time domain experiments
of Tominaga and Yoshihara.8 The normal coordinate time
correlation is related to frequency-modulation time-
correlation function by
^Q~ t !Q~0 !&n05Re exp~ ivn0t !K expF E
0
t
dt8Dvn0~ t8!G L ,
~2!
where vn0 is the frequency for the 0 to n transition of the
isolated molecule and \Dvn0(t)5Vnn(t)2V00(t)
1S jVi j(t) is the fluctuation in energy between vibrational
levels n and 0 where n and 0 represent vibrational quantum
numbers. Vnn is the Hamiltonian matrix element of the cou-
pling of the vibrational mode to the solvent bath while
S jVi j(t) represents the contribution from the resonant en-
ergy transfer between two molecules i and j. Dv(t)n0 is,
therefore, the instantaneous shift in the vibrational frequency
due to interactions with the solvent molecules. One usually
performs a cumulant expansion of Eq. ~2!.15 This leads to an
expression of the normal coordinate time-correlation func-
tion in terms of the frequency-modulation time-correlation
function.2
The potential-energy part of the Hamiltonian for the nor-
mal mode ~Q! was assumed to be of the following anhar-
monic form:
Hvib5
1
2mv0
2Q21 16 f Q3, ~3!
where m is the reduced mass, v0 is the vibrational frequency,
and f is the anharmonic force constant. Note that Q in the
above equation is not in the mass-weighted form as used in
the theoretical work.
If V is the oscillator–medium interaction potential, then
using perturbation theory, one finds the following expression
for the fluctuation in overtone frequency gap, Dvn0(t):2,3Downloaded 17 Aug 2002 to 144.16.64.4. Redistribution subject to\Dvn0~ t !5~Qnn2Q00!S ]V]Q D Q50~ t !
1
1
2 ~~Q !nn
2 2~Q !002 !S ]2V]2Q D Q50~ t !
1Qn02 (jÞi S ]
2V
]Qi]Q j D Q50~ t !1fl . ~4!
In the estimation of Dvn0(t), only the first three terms were
considered neglecting the higher order terms. The third term
accounts for the resonance-energy transfer contribution. This
was omitted in the theoretical modeling. A useful method of
experimentally studying resonant transfer is by eliminating
its contribution via isotopic dilution.16 As pointed out earlier,
the first term is not zero for an anharmonic potential and
actually makes the maximum contribution to dephasing.
When anharmonicity is included, then one finds, using per-
turbation theory, the following expressions for the matrix
elements of Eq. ~4!:
Qnn2Q005
n\~2 f !
2m2v0
3 , ~Q !nn2 2~Q !002 .
n\
mv0
,
and Qn02 .dn1
\
2mv0
, ~5!
where only the lowest order term was retained in each case.
In the above, m is the reduced mass, v0 is the vibrational
frequency and dn1 is the Kronecker delta. So, Eq. ~4! can be
written, for the ith molecule, as
\Dvn0
i ~ t !5
n\~2 f !
2m2v3 F1Q
i 1
n\
2mv0
F2Q
i
1dn1
\
2mv0
1/2(
iÞ j
F3
i j
, ~6!
where the meaning of the force terms and the equations can
be obtained by comparing Eq. ~6! with Eq. ~4!. Unless stated
explicitly, the superscript i is not used in the frequency and
the force terms in the subsequent discussions.
While the atom–atom ~AA! contributions are given by
Eq. ~6!, the vibration–rotation ~VR! contribution to the
broadening of the line shape is given by5,6
^Dv~ t !Dv~0 !&n0,VR5~DRn0 /\Imre!2~^J2~ t !J2~0 !&
2^J2&2!, ~7!
where J is the angular momentum, Im is the moment of in-
ertia value at the equilibrium bond length, re , and m is the
reduced mass. DRn05(Qnn2Q00)23(Qnn2 2Q002 )/2re where
(Qnn2Q00) and (Qnn2 2Q002 ) are the quantum-mechanical
expectation values of the bond length displacement and its
square corresponding to the nth level given by Eq. ~5!.
We next neglect the cross correlation between the
vibrational–rotational term ~VR! and the atom–atom ~AA!
force terms, which allows the total frequency time-
correlation function to be written as the sum of the respective
pure correlation terms as follows: AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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1^Dv~ t !Dv~0 !&n0,VR . ~8!
An important ingredient of Oxtoby’s work2 was the de-
composition of the force on the normal coordinate,
2(]V/]Q), in terms of the force on the atoms involved.
Assuming that the forces on the different atoms of the di-
atomic to be uncorrelated, that the resonance energy transfer
and vibrational–rotation contributions to be negligible and
that the area of contact of each atom with the solvent to be a
half-sphere, Oxtoby derived the following expression for the
frequency time-correlation function as follows:2
^Dvn0~ t !Dvn0~0 !&5
n2
2 (i F3~2K111!l ikv03mi1/2 1 l ik
2
2v0LmiG
2
3^Fi~t!Fi~0!&, ~9!
where L is the characteristic potential range, mi is the mass
of the atom, v0 is the vibrational frequency, K111
(5 f /6m3/2, where m is the diatomic reduced mass! is the
anharmonic force constant, l ik is the characteristic length,
and ^Fi(t)Fi(0)& represents the force–force correlation func-
tion on the atom i moving along the direction of vibration.
Please note that the above equation does not include neither
resonant energy transfer or the vibrational–rotational contri-
bution to dephasing. It is quite difficult to model them theo-
retically but can be ~and has been! in a simulation.1,3,4
The presence of n2 in the above equation is the reason
why the vibrational overtone dephasing rate is usually as-
sumed to exhibit the quadratic n dependence. However, the
observable is not the frequency-modulation time-correlation
function, ^Dvn0(0)Dvn0(t)&, as is usually assumed, but ei-
ther In0(v) or ^Q(t)Q(0)&n0 . The average relaxation time
is, therefore, not defined by integrating over the frequency
time-correlation function. Rather, it is defined by directly
integrating over the ^Q(t)Q(0)&n0 correlation function as in
the following form:
tyn5E
0
`
dt^Q~ t !Q~0 !&n0 . ~10!
The overtone linewidth is inversely proportional to the
dephasing time tyn 2,10 which in turn is related to
^Q(t)Q(0)&n0 as in the above equation. When
^Q(t)Q(0)&n0 is biphasic, the sub-quadratic dependence can
arise out of a combination of the Gaussian and exponential
relaxation behaviors as explained below. When the decay of
^Q(t)Q(0)&n0 is fully exponential as in the following form:
^Q~ t !Q~0 !&n05exp~2n2t/t!, ~11!
then the relaxation time obtained using Eq. ~10! gives a qua-
dratic dependence of the dephasing rate on n. On the other
hand, when the decay of ^Q(t)Q(0)&n0 is fully Gaussian as
in the following expression:
^Q~ t !Q~0 !&n05exp~2n2t2/t2!, ~12!
the relaxation time obtained using Eq. ~10! gives a linear
dependence of the dephasing rate on n. From our earlier
work,10 microscopic calculations show that ^Q(t)Q(0)&n0 is
indeed partly Gaussian and partly exponential and so givesDownloaded 17 Aug 2002 to 144.16.64.4. Redistribution subject torise to a sub-quadratic dependence. Note that there could be
several other sources for the sub-quadratic quantum number
dependence; we shall address this issue later.
In order to understand the time dependence of the nor-
mal coordinate time-correlation function, ^Q(t)Q(0)&n0 ,
one requires an accurate calculation of the force–force time-
correlation function on the normal coordinate in the liquid.
In an earlier work,10 such a calculation was carried out by
using the mode-coupling theory ~MCT!.11,12 The mode-
coupling theory analysis showed that the pronounced Gauss-
ian decay of the force–force time-correlation function can
indeed make the decay of the normal coordinate time-
correlation function for the overtone dephasing ~involving
quantum number 0 and n! also partly Gaussian. This Gauss-
ian nature of the normal coordinate time-correlation function
increases with the quantum number n because the rate of
decay increases with n and shorter and shorter time scales are
probed. For the C–I stretch of methyl iodide, the above fac-
tors led to a pronounced sub-quadratic dependence of the
dephasing rate on n.
A physical picture that emerged from the theoretical
study was that the Gaussian decay mechanism of the sub-
quadratic quantum number dependence can be effective only
if the time scales of decay of the frequency-modulation time-
correlation function and the normal coordinate time-
correlation function are comparable. As already mentioned,
this is possible when the harmonic frequency of the bond is
not too large, the anharmonicity is significant and the mean-
square fluctuation is large.
Dephasing mechanisms can be homogeneous ~due to
rapid modulation effects! or inhomogeneous ~due to slow
modulation effects!. Using the frequency-modulation tcf, one
can also verify whether the dephasing mechanism is homo-
geneous or inhomogeneous. This can be done as follows. Let
tcn be the average frequency correlation decay time for the
nth overtone defined as
tcn5E
0
`
^Dvn0~ t !Dvn0~0 !&/^Dvn0~0 !Dvn0~0 !&. ~13!
If the frequency fluctuations are weak enough and tc short
enough such that
^Dvn0
2 ~0 !&1/2tcn!1, ~14!
then the Raman spectrum can be said to be homogeneously
broadened or in the motional narrowing limit. On the other
hand, if
^Dvn0
2 ~0 !&1/2tcn@1, ~15!
the spectrum is inhomogeneously broadened.
If a Raman spectrum is homogeneously broadened,
^Dvn0(t)Dvn0(0)& can be calculated by averaging over all
molecules.1,3 On the other hand, if the spectrum is inhomo-
geneously broadened, selective averaging of
^Dvn0(t)Dvn0(0)& would be carried out over those mol-
ecules for which v01v i(0) lies close to a given frequency
v.1,3 In the case of liquid N2 , Eq. ~14! is valid, so that the
added complications of inhomogeneous broadening need not
be considered. AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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for the nth overtone is usually defined using the frequency-
modulation tcf (tynv ) as
@tyn
v #215E
0
`
dt^Dvn0~ t !Dvn0~0 !&. ~16!
However, as argued earlier, the dephasing time is given by
integrating the normal-coordinate tcf ^Q(t)Q(0)& and not
^Dvn0(t)Dvn0(0)&.
III. SYSTEMS AND SIMULATION DETAILS
A microcanonical ~N,V,E! molecular-dynamics simula-
tion of a system of 256 rigid N2 diatomic molecules was
carried out using the leap-frog algorithm.17,18 As mentioned
earlier, a quantum-mechanical perturbation theory for the vi-
brational motion ~Q! has been used here and thereby ex-
pressed the dephasing rate in terms of auto- and cross-
correlation functions of F1Q , F2Q , and F3Q . Since these are
estimated at Q50 @Eq. ~4!#, they may be obtained from
simulations of rigid molecules.
For the intermolecular potential-energy (Vi j) between
two molecules i and j, the following site–site Lennard-Jones
type was employed:
Vi j5(
a ,b
1,2
V~ria jb!, ~17!
where V(ria jb) is the Lennard-Jones atom–atom potential
with
Via jb54e ia jbF S s ia jbria jb D
12
2S s ia jb
ria jb
D 6G , ~18!
where ria jb ~or ria jb) is the distance between ath atom on
molecule i and bth atom on molecule j, e ia jb is the Lennard-
Jones well-depth potential and s ia jb is the Lennard-Jones
diameter. For dissimilar a and b atoms, e ia jb and s ia jb are
estimated from those of the similar spheres through the com-
bining rule e ia jb5Aeaaebb and s ia jb5(saa1sbb)/2.19
For the above potential form, the quantities F1Q
i
, F2Q
i
,
and F3Q
i are to be calculated for the ith molecule in order to
obtain the atom–atom contribution to the frequency-
modulation value as described in Eq. ~6!. The steps involved
are described in the Appendix.
In the NVE sinulations, the system of 256 rigid diatomic
was enclosed in a cubic box and periodic boundary condi-
tions were used. The thermodynamic state of the system cor-
responds to a density of r*5rs3 and a temperature of T*
5kBT/e where kB is the Boltzmann constant. For liquid N2
near boiling point, the thermodynamic state of the system
corresponds to a density of r*50.629 65 and a temperature
of T*52.03 for e/kB537.3 K and s53.31 Å. This state
point is also the one chosen by Oxtoby et al. for their simu-
lation study. As N2 is a homonuclear diatomic, the atom–
atom interaction potential between the ath atom of ith and jth
atom of the N2 molecule is given as follows:
Via jb54eF S sria jbD
12
2S s
ria jb
D 6G , ~19!
Downloaded 17 Aug 2002 to 144.16.64.4. Redistribution subject towhere ria jb ~or ria jb) is the distance between ath atom on
molecule i and bth atom on molecule j.
While N2 is a homonuclear diatomic, CH3I is treated as
a heteronuclear diatom with a bond between CH3 pseudoa-
tom and I atom. The Lennard-Jones ~LJ! parameters for the
CH3 system were taken as e/kB5146.6 K and s53.85 Å
and, for the I system as e/kB5400 K and s54 Å.6 The scal-
ing parameters used in the simulation for CH3I are the LJ
parameters of CH3I, e/kB5467 K and s54.6 Å.19 The re-
duced atomic density rs3 ~or r*! for CH3I is 0.918 at a
temperature of 303 K.5,19 The intermolecular potential is
given by Eq. ~17!.
Starting from an initial face-centered-cubic ~fcc! lattice
configuration, the system was allowed to equilibrate for
60 000 time steps. The unit of time, t, is A(ms2/e) with m
the mass of the molecule. t is calculated to be equal to 3.147
ps for the N2 system and 2.782 ps for the CH3I system. The
integration step was 0.0004 t. This sampling time interval
was chosen after a few preliminary test runs. A cutoff of
3.2s was used in evaluating the forces.
IV. RESULTS AND DISCUSSION
The pair-correlation functions for the nuclei of the dia-
tom, @which are, gNa and gNb in the case of N2 , gCH3(r) and
gI in the case of CH3I#, together with the pair correlation for
their respective molecular centers @gN2(r) and gCH3I(r)#, are
shown in Fig. 1. In both N2 and CH3I, all the pair-correlation
functions are effectively unity at distances beyond .3.0, in-
dicating a virtually uniform distribution. This is probably
sufficient to justify the cutoff we have imposed at 3.2s in
evaluating the forces. The pair-correlation functions are
strongly correlated till, approximately, r*52.25, in both the
cases. This probably implies that the nuclei pair-correlation
functions are less sensitive to correlations of orientation
around and beyond these separations. In the case of CH3I, a
distinct ‘‘shoulder’’ region appears in the region 1.0,r*
,1.4. This shoulder might be due to orientations where two
nearest-neighbor diatoms lie perpendicular to each other in a
T configuration resulting in higher density distributions
around the molecule.20,21 This feature is not observed in the
pair distribution function of N2 . This could be due to the less
density of N2 than CH3I. However, formation of T configu-
ration for liquid N2 in restricted systems like N2 on graphite
surface20 and in confined systems like N2 in carbon nano-
tubes have been reported earlier.21
The dynamic friction or the force time-correlation func-
tion, CF(t), is defined by the following:
CF~ t !5
^F~t!.F~0!&
^F~0!.F~0!& , ~20!
where F is the force on the molecular center-of-mass, respec-
tively. One of the typical characteristics of dense liquids is
that CF(t) exhibits a minimum which is often negative. This
is due to the rebound of the molecule in question against the
cage formed by its nearest neigbors,22 a phenomenon re-
ferred to as the cage effect. Since CH3I is a highly dense
liquid and N2 is also rather dense near its boiling point, the
force time-correlation functions of both the liquids should AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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larger for CH3I. The force time-correlation functions shown
in Figs. 2~a! and 2~b! for N2 and CH3I, respectively, clearly
show the cage effect in both the systems.
A criterion of rebound may be given by the following
equation:23
rF5
^F2&1/2tF~0 !
~3mkBT !1/2
, ~21!
where ^F2& is the mean-squared force acting on a molecule
in the liquid, tF(0) is the first time which CF(t) passes
through zero, m is the mass of a molecule, kB is the Boltz-
mann constant, and T is the absolute temperature. The larger
the rF , more significant is the degree of rebound. rF is cal-
culated to be equal to 0.97 and 0.84 for N2 and CH3I, re-
spectively.
The simulated force-correlation profiles @^F(t)F(0)& vs
t plots# of the nuclei for the two systems @shown in Figs. 2~a!
and 2~b!# show characteristics rather similar to those ob-
tained from MCT for CH3I.10,12 In both the cases, the friction
on the atom shows a strong bimodal response—a Gaussian
behavior in the initial time followed by a slowly relaxing
decay. In addition, the time scales of the decays are also in
good agreement with those obtained from theory for CH3I.
A. Vibrational dephasing in nitrogen
As mentioned earlier, the frequency-modulation value
@Dv(t)# can be directly obtained from simulations using Eq.
~6!. The required parameters are shown in Table I. The av-
erage of the frequency-modulation value ^Dv& gives the Ra-
man line shift. This shift is found to be equal to 1.960.1
FIG. 1. ~a! The simulated pair-correlation functions for the nuclei Na and Nb
of N2 , gNa and gNb, and for its molecular center, gN2. ~b! The simulated
pair-correlation functions for the nuclei CH3 and Iodine of CH3I, gCH3 and
g I , and for its molecular center, gCH3I . The distribution functions show
distinct ‘‘shoulder’’ regions that could arise from formation of T configura-
tions in the liquid state.Downloaded 17 Aug 2002 to 144.16.64.4. Redistribution subject tocm21 for the first overtone. The experimentally reported
value of the shift is 21.7 cm21.14 The prediction of the
wrong sign for the gas-to-solution frequency shift could be
due to the neglect of changes in bond polarizability upon
vibrational excitation.4,24 The frequency-modulation tcf for
the first overtone @^Dv10(t)Dv10(0)&# obtained with the in-
clusion of all the four dephasing mechanisms is as shown in
Fig. 3~a!. The decay behavior is found to be strongly Gauss-
ian. On the other hand, ^Q(t)Q(0)&10 is predominantly ex-
ponential @Fig. 3~b!#. This is primarily because the mean-
square fluctuation value is not very large. This leads to a
wide separation of time scales between the frequency-
modulation and the normal-coordinate correlation functions.
The root-mean-square value of the frequency modulation
^Dv10(0)Dv10(0)&1/2 was calculated to be equal to 1.4 cm21
and the frequency-modulation correlation time tc1 to be
0.127 ps which are quite close to the values reported in Refs.
3 and 4. Since ^Dv10(0)2&1/2tc150.037!1, the system is in
the homogeneous limit.
As Eq. ~16! is valid in the homogeneous limit, the
dephasing time for the first overtone ty1
v is calculated to be
9565 ps. However, use of Eq. ~10! gives a longer dephasing
time of around 110610 ps. The experimental value reported
is 150615 ps.12 The obtained dephasing times for the first
overtone is compared with the earlier theoretical, simulation,
and experimental observations in Table II.
Overtone studies show that the Gaussian component in
^Q(t)Q(0)&n0 becomes increasingly prominent in the initial
time scale as n increases @Fig. 3~b!#. For N2 near B.P., this
becomes significant, though not dominant, only with higher
energy levels ~around n.7). Therefore, only limited sub-
quadratic dependence was observed at higher quantum levels
as shown in Fig. 5.
The contributions to the dephasing from the four differ-
ent mechanisms F1Q , F2Q , F3Q , and VR were calculated
separately. The results are shown in Table III. The results
show the importance of anharmonicity ~or F1Q) in the vibra-
tional dephasing of N–N. This is because of the large anhar-
monity value associated with the N–N vibration.
The treatment of N–N vibration as harmonic ~i.e., con-
sideration of only F2Q term! gives a dephasing time longer
by a factor of 30. Oxtoby et al. have reported a similar
observation.3 The isolated binary collision model25 for
dephasing of harmonic oscillators in liquids developed by
Fischer and Laubereau predicts a factor of 20 for N2 .3 The
calculation with only the resonant–transfer ~RT! contribution
(F3Q) was found to give a dephasing time much slower
~Table III! than that due to the harmonic term. The
vibration–rotation contribution, on the other hand, was found
to be substantial. Brueck,26 using a generalized rotational
diffusion model, had shown that the VR coupling can con-
tribute significantly to the isotropic linewidth in liquid nitro-
gen.
By selective inclusion of the individual contributions of
the various mechanisms, their cross-correlation effects were
also studied. These results are also shown in Table III. The
additional dephasing mechanism might increase or decrease
the dephasing time because the sign of its contribution is
determined by the cross-correlation terms. As mentioned ear- AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
545J. Chem. Phys., Vol. 110, No. 1, 1 January 1999 N. Gayathri and B. BagchiFIG. 2. ~a! MD simulated normalized force correlation functions for the nuclei Na and Nb of N2 and for its molecular center of mass ~COM!, clearly exhibiting
a fastly relaxing component in the initial time scale. The decay shows a minimum indicating cage effects. ~b! MD simulated normalized force correlation
functions of the pseudoatoms CH-3 and Iodine of CH3I and for the center-of-mass of CH3I. The decay profiles clearly show a Gaussian component in the
initial time scale followed by a slower damped oscillatory behavior and exhibit cage effects.lier, the inclusion of anharmonicity decreases the dephasing
time.
Similarly, the vibrational–rotational contribution is also
found to decrease the dephasing time by 5%–10%. When the
TABLE I. Values of the parameters for the N–N stretching in liquid-N2 and
the CH3–I stretching in liquid-CH3I.
System
v0
cm21
2 f
1014 g/cm s2
re
1028 cm
N2 2326 17.8 1.09
CH3I 525 1.08 2.14Downloaded 17 Aug 2002 to 144.16.64.4. Redistribution subject tovibrational–rotation contribution was included, ty was found
to decrease from 12664 ps to 11065 ps. Note that Oxtoby
et al.4 found ty to increase when VR was included. This,
they had reported, was due to the frequency-modulation cor-
relation decay becoming more rapid with the inclusion of
vibrational–rotation contributions. No such decrease in the
frequency-modulation correlation time was observed.
As mentioned earlier, the RT contribution was found to
be negligible as its inclusion did not change the dephasing
time. This is against the observation of a considerable in-
crease in the overall dephasing time with the inclusion of the
RT term reported by Oxtoby et al.3
Note here that the contributions from the resonant en- AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
546 J. Chem. Phys., Vol. 110, No. 1, 1 January 1999 N. Gayathri and B. BagchiFIG. 3. ~a! MD simulated normalized frequency-modulation time-correlation function for the first quantum level in N2 . The plot shows a clear Gaussian
component in the initial time scale followed by a slower decay. ~b! Plot of ln ^Q(t)Q(0)& vs t for N2 for quantum levels n51, 4, and 7. The results clearly
show largely exponential behavior in the initial time scale even for higher quantum numbers, n54 and n57. The relaxation time scale is widely separated
from that of ^Dv10(0)Dv10(0)& relaxation leading to a largely quadratic quantum number dependence of the dephasing rate. The inset shows the increasing
Gaussian component present in the short time scale as n increases.ergy transfer and vibrational–rotation being relatively small
in comparison to that due to anharmonicity, the determina-
tion of the extent of their role in the dephasing mechanism is
quite likely to be sensitive to the simulation errors.
B. Vibrational dephasing in methyl iodide
The frequency modulation values @Dvn0(t)# was di-
rectly estimated using Eq. ~4!. The required parameters are
shown in Table I. From the time and ensemble averaging of
Dv10(t), the Raman line shift ^v10& is calculated to be
around 9.7 cm21 for CH3I. Also, ^Dv10(0)Dv10(0)&1/2 is
calculated to be equal to 8.8 cm21 and tc150.09 ps. This
leads to ^Dv10(0)2&1/2 tc1 value of 0.167. This value is
probably not sufficiently small to fully justify the treatment
of a system as in the motional narrowing limit. Nevertheless,Downloaded 17 Aug 2002 to 144.16.64.4. Redistribution subject toconsidering that this has been obtained for a highly dense
liquid like CH3I, it seemed quite reasonable to proceed with
the homogeneity assumption.
The frequency-modulation tcf for the first overtone
@^Dv10(t)Dv10(0)&# obtained with the inclusion of all the
four dephasing mechanisms is as shown in Fig. 4~a!. The
decay behavior is found to be strongly Gaussian.
^Q(t)Q(0)&10 is also found to be substantially Gaussian in
the initial time scale. The dephasing time for the one level of
C–I stretching mode of CH3I was then calculated to be 3.2
60.4 ps, using ^Dv10(t)Dv10(0)& @Eq. ~16!# and a longer
dephasing time of around 3.4260.3 ps using ^Q(t)Q(0)&10
@Eq. ~10!#. A comparison of this result with the earlier theo-
retical and experimental observations is shown in Table II.
The overtone dephasing in the case of CH3I is much fasterTABLE II. Comparison of the dephasing times obtained using simulations from this study with that of earlier
simulations ~Ref. 3!, the mode-coupling theory ~Ref. 10!, hydrodynamic theory ~Ref. 2! and experiment ~Refs.
7 and 12! for the first overtone of the N–N stretching in liquid-N2 and the CH3–I stretching in liquid-CH3I.
System r* T*
ty1 ~sim.!
ps
ty1 @sim., ~Ref. 3!#
ps
ty1 ~MCT!
ps
ty1 ~HT!
ps
ty1 ~expt!
ps
N2 0.629 65 2.03 110610 125610 ~Ref. 3! 121 ~Ref. 2! 150615 ~Ref. 12!
CH3–I 0.918 0.65 3.4260.3 2.6610 1.2 ~Ref. 2! 2.3 AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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fluctuation value ^Dv10(0)2& is quite large due to the not
very high vibrational frequency (v05525 cm21).
Note that there is a considerable overlap of time scales
between the frequency-modulation and the normal-
coordinate time-correlation functions. This is in contrast to
the widely separated time scales observed in the case of N2 .
The overall dephasing behavior for the CH3–I stretching
TABLE III. Contributions to dephasing from the four mechanisms (F1Q ,
F2Q , F3Q , and VR! obtained from simulations for the first overtone of the
N–N stretching in liquid-N2 ; both auto and cross correlations are given.
Terms ^Dv2(0)&101/2 (ps21) tc1 ~ps! ty1v ~ps!
F1Q 0.211 0.13 172
F2Q 0.050 0.123 3215
F3Q 0.077 0.189 14 840
VR 0.099 0.312 321
F1Q1F2Q 0.259 0.129 115
F1Q1F2Q1F3Q 0.280 0.129 98
F1Q1F2Q1F3Q1VR 0.293 0.127 92Downloaded 17 Aug 2002 to 144.16.64.4. Redistribution subject towas, therefore, found to exhibit substantial sub-quadratic
quantum number dependence even for lower quantum levels
as shown in Fig. 5. These observations are similar to the
experimental observations that have been reported for the
C–I stretching of CH3I in hexane6 and C–D stretching of
CD3I in neat liquid.8
As described earlier in the theoretical analysis, the sub-
quadratic n dependence clearly arises from the Gaussian
component of ^Q(t)Q(0)&10 @shown in Fig. 4~b!# in the ini-
tial time scale which increases with increase in the quantum
number n, which strongly reflects the presence of the Gauss-
ian component, as in the frequency modulation tcf. This is
responsible for the nearly linear n dependence in the higher
levels in the case of CH3I because of dominant Gaussian
behavior.
The contributions to the dephasing from the four differ-
ent mechanisms F1Q , F2Q , F3Q , and VR were calculated
separately. The results are shown in Table IV. The results
show the importance of anharmonicity ~or F1Q) in the vibra-
tional dephasing of CH3–I. However, unlike in N2 , the har-
monic term (F2Q) contribution is also substantial.FIG. 4. ~a! MD simulated frequency-modulation time-correlation function for CH3I. The plot shows a clear Gaussian component in the initial time scale
followed by a slower decay. ~b! Plot of ln ^Q(t)Q(0)& vs t for CH3I for the first three quantum levels. The results show strong Gaussian behavior in the initial
time scale leading to a sub-quadratic quantum number dependence. The relaxation time scale is comparable with that of ^Dv10(0)Dv10(0)& . AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
548 J. Chem. Phys., Vol. 110, No. 1, 1 January 1999 N. Gayathri and B. BagchiFIG. 5. Plots of ratios of vibrational dephasing times (tyn /ty1) is plotted as a function of the quantum number n for N–N stretching in N2 and CH3–I
stretching in neat-CH3I. The results show close to a quadratic n dependence for N2 and a highly sub-quadratic dependence for CH3I.In the case of CH3I, the resonance energy transfer ~RT!
contribution was found to be quite substantial. RT leads to a
decrease in the overall dephasing time from 4.7 to 3.42 ps.
The RT contributions calculated from three different simula-
tion runs were found to be about 25%–35% of the total
contribution. It is probably so for any highly dense liquid,
such as CH3I, as the molecules are very close and the atom–
atom interactions are strong in such a case. Isotopic dilution
studies in other systems have shown that the effect of reso-
nant transfer on the linewidth may be about 10%–20% but is
often much less.16
Vibration–rotation contribution in CH3I, on the other
hand, was found to be very small and negligible as the mo-
lecular rotational motions tend to be highly constrained in a
TABLE IV. Contributions to dephasing from the four mechanisms (F1Q ,
F2Q , F3Q , and VR obtained from simulations for the first overtone of the
CH3–I stretching in liquid-CH3I; both auto and cross correlations are given.
Terms ^Dv2(0)&101/2 (ps21) tc1 ~ps! ty1v ~ps!
F1Q 0.713 0.119 18.68
F2Q 0.815 0.099 17.14
F3Q 0.925 0.109 10.7
VR 0.011 0.130 60 000.0
F1Q1F2Q 1.492 0.094 4.76
F1Q1F2Q1F3Q 1.826 0.093 3.26
F1Q1F2Q1F3Q1VR 1.842 0.091 3.25Downloaded 17 Aug 2002 to 144.16.64.4. Redistribution subject todense liquid. The dephasing time related to VR contribution
was found to be very slow ~Table IV!.
V. CONCLUSION
Molecular-dynamics simulations were carried out to de-
termine the origin of the subquadratic quantum number de-
pendence of the vibrational dephasing rate. As mentioned
earlier, such subquadratic quantum number dependence has
been known for a long time and has again been observed
recently by Tominaga and Yoshihara.8 Additional motiva-
tions to carry the simulation work were to test the theoretical
predictions based on the mode-coupling theory and also to
supplement and substantiate the theoretical work. It is found,
as in the theoretical work,10 that the time dependence of the
friction on the molecule is strongly biphasic, with an initial
ultrafast Gaussian component which dominates the decay of
the force–force time correlation function.
The sub-quadratic dependence arises primarily from the
nonexponential decay of ^Q(t)Q(0)& in the initial time scale
in the case of CH3I. This is in contrast to the largely qua-
dratic dependence observed in liquid N2 because of the al-
most exponential decay of its ^Q(t)Q(0)& correlation func-
tion. N2 and CH3I, therefore, represent widely different
quantum number dependence of the overtone dephasing in
liquids. For the C–I stretch in CH3I, the quantum number
dependence is sub-quadratic even for lower quantum num-
bers, that is for n52 and 3. In the case of N2 near B.P., on AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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served and that too for higher quantum levels.
The biphasic force–force time correlation function in
combination with other relevant factors such as resonance
transfer mechanism and vibrational–rotational contribution
can lead to a sub-quadratic dependence of the overtone vi-
brational dephasing rate. In the case of CH3I, while the reso-
nant energy transfer contributions are found to be significant,
vibration–rotation contributions are found to be negligible.
Dephasing due to resonant energy transfer was found to be
not highly significant in liquid N2 . Vibration–rotation con-
tribution, however, was found to be quite substantial for N2
near the boiling point. Detailed density and temperature-
dependent studies on N2 have shown that vibration–rotation
coupling becomes very important at higher temperatures and
lower densities.
It must be stressed here that N2 and CH3I were modeled
as two neutral Lennard-Jones spheres separated by a bond. In
real situations, these spheres carry partial charges because
both N2 and CH3I are dipolar. The dipolar interactions
among molecules can significantly contribute to the mean-
square force at the initial time, particularly in the case of
CH3I as N2 is a weakly interacting dipolar system. This can
also give rise to a fast Gaussian decay at the short times.
Both these effects will tend to lower the value of the dephas-
ing time. This might partly explain the discrepancy of about
1 ps between the observed and the simulated times in the
case of CH3I.
Oxtoby et al. have carried out a simulation study of vi-
brational dephasing in liquid nitrogen near B.P. using a mul-
tiparameter potential which includes short-range valence,
dispersion, and quadrupole interactions.4 However, they did
not find any significant change in the dephasing time as N2 is
a weakly interacting dipolar liquid. For methyl iodide, how-
ever, these dipolar forces are expected to be significant. As
emphasized earlier, our aim here is to study the possible
origin of sub-quadratic quantum number dependence of vi-
brational dephasing. The dipolar forces are not expected to
change the scenario proposed here.
The simulations carried out here assume a rigid bond
model to obtain the forces on the normal coordinate. As dis-
cussed by Berne and co-workers,13 the time-correlation func-
tions of the forces for the rigid bond can be different from
those for a real, flexible bond. This could be significant for a
high overtone state, in particular for the C–I stretch in me-
thyl iodide. For the latter, one could use the new simulation
techniques like RESPA or NAPA13 to incorporate the effects
of the vibrations on the structure and dynamics of the sur-
rounding solvent molecules. For N2 , however, the situation
could be different because of the very high frequency of
vibration. This point deserves further study.
The simulation study considered the frequency modula-
tion as the only mechanism which could lead to deviations
from Kubo–Oxtoby theory. As mentioned earlier, there are
several other mechanisms such as the off-diagonal anhar-
monic coupling between different modes in a polyatomic
molecule which need to be considered1,2 in order to obtain a
full understanding of the sub-quadratic quantum number de-
pendence of vibrational dephasing.Downloaded 17 Aug 2002 to 144.16.64.4. Redistribution subject toAPPENDIX
The quantities F1Q
i
, F2Q
i
, and F3Q
i are to be calculated
in order to obtain the frequency-modulation value as de-
scribed in Eq. ~6!. These are obtained as follows. Let Qi and
Q j denote the same normal coordinate of two different mol-
ecules i and j, respectively. Then
]Vi j
]Qi 5(ia jb
dVi j
dria jb
]ria jb
]Qi , ~A1!
and similarly
]Vi j
]Q j 5(ia jb
dVi j
dria jb
]ria jb
]Q j . ~A2!
The use of the above relations and further differentiation of
the terms give3,27
F1Q
i 52(jÞi (a ,b51
2
ga
dV~ria jb!
dria jb
ria jbuia
r ia jb
, ~A3!
F2Q
i 5(jÞi (a ,b51
2
ga
2S Fd2V~ria jb!d2ria jb 2 1ria jb dV~ria jb!dria jb G
3
~ria jbuia!2
ria jb
2 1
1
ria jb
dV~ria jb!
dria jb D . ~A4!
F3
i j52(jÞi (a ,b51
2
gagbS Fd2V~ria jb!d2ria jb 2 1ria jb dV~ria jb!dria jb G
3
~ria jbuia!~ria jbujb!
ria jb
2 1
1
ria jb
dV~ria jb!
dria jb
~uiaujb! D .
~A5!
where ga(51 or 2)5@ma(51 or 2) /m11m2# with m1 and m2
being the masses of 1 and 2 atoms, respectively, of molecule
i. Similarly, gb(51 or 2)5@mb(51 or 2) /m11m2# for the bth
atom of molecule j. ria jb5rjb2ria and uia is the vector ori-
ented from the center-of-mass of molecule i to the ath atom.
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