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Abstract
In this paper we consider the field of local times of a discrete-time Markov
chain on a general state space, and obtain uniform (in time) upper bounds
on the total variation distance between this field and the one of a sequence
of n i.i.d. random variables with law given by the invariant measure of that
Markov chain. The proof of this result uses a refinement of the soft local
time method of [11].
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1 Introduction
The purpose of this paper is to compare the field of local times of a
discrete-time Markov process with the corresponding field of i.i.d. random
variables distributed according to the stationary measure of this process, in
total variation distance. Of course, local times (also called occupation times)
of Markov processes is a very well studied subject. It is frequently possible
to obtain a complete characterization of the law of this field in terms of some
Gaussian random field or process, especially in continuous time (and space)
setup. The reader is probably familiar with Ray-Knight theorems as well
as Dynkin’s and Eisenbaum’s isomorphism theorems; cf. e.g. [12, 14]. One
should observe, however, that these theorems usually work in the case when
the underlying Markov process is reversible and/or symmetric in some sense,
something we do not require in this paper.
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On uniform closeness of local times
To explain what we are doing here, let us start by considering the following
example: let (Xj)j≥1 be a Markov chain on the state space Σ = {0, 1}, with
the following transition probabilities: P[Xn+1 = k | Xn = k] = 1− P[Xn+1 =
1 − k | Xn = k] = 12 + ε for k = 0, 1, where ε ∈ (0, 12) is small. Clearly, by
symmetry, (12 ,
1
2) is the stationary distribution of this Markov chain. Next,
let (Yj)j≥1 be a sequence of i.i.d. Bernoulli random variables with success
probability 12 . What can we say about the distance in total variation between
the laws of (X1, . . . , Xn) and (Y1, . . . , Yn)? Note that the “naïve” way of
trying to force the trajectories to be equal (given X1 = Y1, use the maximal
coupling of X2 and Y2; if it happened that X2 = Y2, then try to couple X3
and Y3, and so on) works only up to n = O(ε−1). Even though this method is
probably not optimal, in this case it is easy to obtain that the total variation
distance converges to 1 as n→∞. This is because of the following: consider
the event
ΞZ =
{ 1
n
n−1∑
j=1
1{Zj=Zj+1} >
1
2 +
ε
2
}
,
where Z is X or Y . Clearly, the random variables 1{Zj=Zj+1}, j ∈ {1, . . . , n−
1} are i.i.d. Bernoulli, with success probabilities 12 + ε and 12 for Z = X
and Z = Y correspondingly. Therefore, if n  ε−2, it is elementary to
obtain that that P[ΞX ] ≈ 1 and P[ΞY ] ≈ 0, and so the total variation distance
between the trajectories of X and Y is almost 1 in this case.
So, even in the case when the Markov chain gets quite close to the sta-
tionary distribution just in one step, usually it is not possible to couple
its trajectory with an i.i.d. sequence, unless the length of the trajectory is
relatively short. Assume, however, that we are not interested in the exact
trajectory of X or Y , but rather, say, in the number of visits to 0 up to
time n. That is, denote
LZn (0) =
n∑
j=1
1{Zj=0}
for Z = X or Y . Are LXn (0) and LYn (0) close in total variation distance for
all n?
Well, the random variable LYn (0) has the binomial distribution with pa-
rameters n and 12 , so it is approximately Normal with mean
n
2 and standard
deviation
√
n
2 . As for L
X
n (0), it is elementary to obtain that it is approxi-
mately Normal with mean n2 and standard deviation
√
n
(
1
2 +O(ε)
)
. Then, it
is also elementary to obtain that the total variation distance between these
two Normals is O(ε), uniformly in n (indeed, that total variation distance
equals the total variation distance between the Standard Normal and the
centered Normal with variance (1 +O(ε))2; that distance is easily verified to
2
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be of order ε). This suggests that the total variation distance between LXn (0)
and LYn (0) should be also of order ε uniformly in n. Observe, by the way, that
the distribution of the local times of a two-state Markov chain can be explic-
itly written (cf. [3]), so one can obtain a rigorous proof of the last statement
in a direct way, after some work.
Let us define the local time of a stochastic process Z at site x at time n
as the number of visits to x up to time n:
LZn (x) =
n∑
j=1
1{Zj=x}
(sometimes we omit the upper index when it is clear which process we are
considering). The above example shows that, if one is only interested in the
local times of the Markov chain (and not the complete trajectory), then there
is hope to obtain a coupling with the local times of an i.i.d. random sequence
(which is much easier to handle). Observe that there are many quantities
of interest that can be expressed in terms of local times only (and do not
depend on the order), such as, for instance,
• hitting time of a site x: τ(x) = min{n : Ln(x) > 0};
• cover time: min{n : Ln(x) > 0 for all x ∈ Σ}, where Σ is the space
where the process lives;
• blanket time [7]: min{n ≥ 1 : Ln(x) ≥ δnpi(x)}, where pi is the station-
ary measure of the process and δ ∈ (0, 1) is a parameter;
• disconnection time [6, 13]: loosely speaking, it is the time n when the
set {x : Ln(x) > 0} becomes “big enough” to “disconnect” the space Σ
in some precise sense;
• the set of favorite (most visited) sites (e.g. [9, 15]): {x : Ln(x) ≥
Ln(y) for all y ∈ Σ};
• and so on.
This justifies the importance of finding couplings as above. Note also that,
although not every Markov chain comes close to the stationary distribution
in just one step, that can be sometimes circumvented by considering the
process at times k, 2k, 3k, . . . with a large k.
In particular, we expect that our results would be useful when dealing
with excursion processes (i.e., when Σ is a set of excursions of a random
walk). One may e.g. refer to [10], cf. Lemma 2.2 there (note that the order of
3
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r
R
Figure 1: Excursions between the smaller and the larger spheres are pictured
as bold pieces of the trajectory.
excursions does not matter, so one would be able to get rid of the factor m in
the right-hand side); also, we are working now on applications of our results
to the decoupling for random interlacements [2]. Just to give an idea, consider
two concentric discrete spheres of radii r < R, in Zd or on a discrete torus.
Then, assume that one wants to study the trace left by a random walk (or
random interlacements) on the smaller ball. For this, consider the excursions
between the two spheres (we do not define the excursions formally, since
Figure 1 speaks for itself); clearly, the trace of the whole process equals the
trace of these excursions. Now, of course the excursions are not independent,
since the law of the initial point of the next excursion depends on the last
point of the previous excursion. However, if we assume that r  R, this
dependence will be very weak, thus permitting one to use the results of this
paper for comparing these excursions to independent excursions.
2 Notations and results
We start describing the assumptions under which we will prove our main
results.
Let (Σ, d) be a compact metric space, with B(Σ) representing its Borel σ-
algebra.
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Assumption 2.1. (Σ, d) is of polynomial class, that is, there exist some
β ≥ 0 and ϕ ≥ 1 such that, for all r ∈ (0, 1], the number of open balls of
radius at most r needed to cover Σ is smaller than or equal to ϕr−β.
As an example of metric space of polynomial class, consider first a finite
space Σ, endowed with the discrete metric
d(x, y) = 1{x 6=y}, for x, y ∈ Σ.
In this case, we can choose β = 0 and ϕ = |Σ| (where |Σ| represents the
cardinality of Σ). As a second example, let us consider Σ to be a compact
k-dimensional Lipschitz submanifold of Rm with metric induced by the Eu-
clidean norm of Rm. In this case we can take β = k, but ϕ will in general
depend on the precise structure of Σ. It is important to observe that, for a
finite Σ, it may not be the best idea to use the above discrete metric; one may
be better off with another one, e.g., the metric inherited from the Euclidean
space where Σ is immersed (see e.g. the proof of Lemma 2.9 of [5]).
We consider a Markov chain X = (Xi)i≥1 with transition kernel P(x, dy)
and starting law V , on (Σ,B(Σ)), and we suppose that the chain has a unique
invariant probability measure Π. Moreover, we assume that the starting law
and the transition kernel are absolutely continuous with respect to Π. Let us
denote respectively by ν(·) and p(x, ·) the Radon-Nikodym derivatives (i.e.,
densities) of V(·) and P(x, ·): for all A ∈ B(Σ)
V(A) =
∫
A
ν(y)Π(dy),
P(x,A) =
∫
A
p(x, y)Π(dy), for x ∈ Σ.
We also use
Assumption 2.2. The density p(x, ·) is uniformly Hölder continuous, that
is, there exist constants κ > 0 and γ ∈ (0, 1] such that for all x, z, z′ ∈ Σ,
|p(x, z)− p(x, z′)| ≤ κdγ(z, z′).
We also work under
Assumption 2.3. There exists ε ∈ (0, 12 ] such that
sup
x,y∈Σ
|p(x, y)− 1| ≤ ε, (1)
and
sup
x∈Σ
|ν(x)− 1| ≤ ε. (2)
5
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Observe that (2) is not very restrictive because, due to (1), the chain will
anyway come quite close to stationarity already on step 2.
Additionally, let us denote by Y = (Yi)i≥1 a sequence of i.i.d. random
variables with law Π.
Before stating our main result, we recall the definition of the total varia-
tion distance between two probability measures µ¯ and µˆ on some measurable
space (Ω, T ),
‖µ¯− µˆ‖TV = sup
A∈T
|µ¯(A)− µˆ(A)|.
When dealing with random elements U and V , we will write (with a slight
abuse of notation) dTV(U, V ) to denote the total variation distance between
the laws of U and V . Denoting by LZn := (LZn (x))x∈Σ the local time field of
the process Z = X or Y at time n, we are now ready to state
Theorem 2.4. Under Assumptions 2.1–2.3, there exists a universal positive
constant K such that, for all n ≥ 1, it holds that
dTV(LXn , LYn ) ≤ Kε
√
1 + ln(ϕ2β) + β
γ
ln
(
κ ∨ (2ε)
ε
)
.
Note that the above bound is only useful when ε is small enough; however,
we believe that, for such ε, this bound is relatively sharp. As an application
of Theorem 2.4, consider a finite state space Σ, endowed with the discrete
metric. As we have already mentioned, in this case we can choose β = 0
and ϕ = |Σ|. Additionally, observe that, for any Markov chain X on Σ,
under Assumption 2.3, we can always take κ = 2 and γ = 1, so the uniform
Hölder continuity of p is automatically verified here. Thus, Theorem 2.4
leads to
dTV(LXn , LYn ) ≤ Kε
√
1 + ln |Σ|,
for all n ≥ 1.
It is also relevant to check if we can obtain a uniform control (in n) of
dTV(LXn , LYn ) away from the “almost stationarity” regime, i.e., for all ε ∈
(0, 1). In this direction, we introduce the following assumption, which is a
slight modification of Assumption 2.3.
Assumption 2.5. There exists ε ∈ (0, 1) such that(
sup
x,y∈Σ
|p(x, y)− 1|
)
∨
(
sup
x∈Σ
|ν(x)− 1|
)
≤ ε.
We obtain the following
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Theorem 2.6. Under Assumptions 2.1, 2.2 and 2.5, there exists a positive
constant K ′ = K ′(β, ϕ, κ, γ, ε), decreasing in ε, such that
dTV(LXn , LYn ) ≤ 1−K ′
for all n ≥ 1.
Such a result can be useful e.g. in the following context: if we are able to
prove that, for the i.i.d. sequence, something happens with probability close
to 1, then the same happens for the field of local time of the Markov chain
with at least uniformly positive probability. Observe that it is not unusual
that the fact that the probability of something is uniformly positive implies
that it should be close to 1 then (because one frequently has general results
stating that this something should converge to 0 or 1).
Unlike Theorem 2.4, here we do not have a tractable explicit form for
the above constant K ′; anyway, we think that with the method of the proof
we use it is difficult to obtain a reasonably sharp expression for it (again,
unlike Theorem 2.4). Also, note that ε < 1 still means that the Markov
chain can regenerate in just one step with uniformly positive probability. We
conjecture that this can be relaxed (by making a suitable assumption on e.g.
the mixing time), but, for now, we do not have a conclusive argument in this
direction.
The rest of the paper is organized in the following way. In Section 3,
among other things, we show how the soft local time method can be applied
to the Markov chain X for constructing its local time field. In Section 4 we
present the construction of a coupling between the local time fields of the two
processes X and Y at time n. In Section 5 we estimate the total variation
distance between two binomial point processes. This auxiliary result will be
useful to bound from above the probability of the complement of the coupling
event introduced in Section 4. In Section 6 we use a concentration inequality
due to [1] together with the machinery of empirical processes to obtain some
intermediate results. In Section 7 we give the proof of Theorem 2.4. Finally,
in Section 8, we give the proof of Theorem 2.6.
We end this section with considerations on the notation for constants used
in this paper. Throughout the text, in general, we use capital C1, C2, . . . to
denote global constants that appear in the results. When these constants
depend on some parameter(s), we will explicitly put (or mention) the depen-
dence, otherwise the constants are considered universal. Moreover, we will
use small c1, c2, . . . to denote “local constants” that appear locally in the
proofs, restarting the enumeration at the beginning of each proof.
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3 Constructions using soft local times
We assume that the reader is familiar with the general idea of using
Poisson point processes for constructing general adapted stochastic processes,
also known as the soft local time method. We refer to Section 4 of [11] for
the general theory, and also to Section 2 of [4] for a simplified introduction.
In this paper we use a modified version of this technique to couple the
local time fields of both processes, and we do this precisely in Section 4.
In this section we first present two different constructions of the Markov
chain X, and then we present a construction of the local time field of X only.
Then, in Section 3.2, we present a construction of the i.i.d. sequence Y . All
these constructions consist in applying the method of soft local times in a
(relatively) straightforward way.
Let α be the regeneration coefficient of the chain X with respect to Π
(see Definition 4.28 of [8]) defined by
α := inf
x,y∈Σ
p(x, y).
Note that α ≤ 1 since p(x, ·) is a probability density for all x ∈ Σ. More-
over, (1) implies that α ≥ 1 − ε ≥ 12 . Hence, we consider the following
decomposition
p(x, ·) = 12 +
1
2µ(x, ·), for all x ∈ Σ,
where µ(x, ·) = 2p(x, ·)− 1 ≥ 0 is a probability density with respect to Π.
On some probability space (Ω˜, T˜ ,P), suppose that we are given the fol-
lowing independent random elements:
• A sequence (Ij)j≥1 with I1 = 1 and (Ij)j≥2 i.i.d. Bernoulli(12) random
variables;
• A Poisson point process η on Σ × R+ with intensity measure Π ⊗
λ+, where λ+ is the Lebesgue measure on R+ and Π is the invariant
probability measure of X (cf. Section 2).
Then, we define the sequence (ρj)j≥0 such that
ρ0 = 1,
ρk+1 = inf{j > ρk : Ij = 1} for k ≥ 0.
We interpret the elements of the sequence (ρj)j≥1 as being the random rege-
neration times of the Markov chain X: at each random time ρj, the chain X
8
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starts afresh with law Π. In this way, the chain will be viewed as a sequence
of (independent) blocks (called regeneration blocks) with starting law Π and
transitions according to µ(·, ·). Such blocks thus have lengths given by the
differences of the subsequent elements of (ρj)j≥1.
The Poisson point process η will be used in the next sections to construct
the local time fields of the Markov chain X and the i.i.d. sequence Y by
means of the soft local time method.
3.1 Construction of the local time field of the Markov
chain X
We first give two ways to construct the Markov chainX up to time n using
soft local times. For that, we consider the Poisson point process described
above,
η =
∑
λ∈Λ
δ(zλ,tλ),
(where Λ is a countable index set), and we proceed with the soft local time
scheme in the classical way first. Denote by (xi)i≥1 the elements of Σ which
we will consecutively construct.
We begin with the construction of x1 by defining
ξ1 = inf
{
` ≥ 0 : ∃(zλ, tλ) such that `ν(zλ) ≥ tλ
}
,
GX1 (x) = ξ1ν(x), for all x ∈ Σ,
and (x1, t1) to be the unique pair (zλ, tλ) satisfying GX1 (zλ) = tλ.
Then, once we have obtained the first state x1 visited by the chain X, we
proceed to the construction of the other ones. For i = 2, 3, . . . , let
ξi = inf
{
` ≥ 0 : ∃(zλ, tλ) /∈ {(xk, tk)}i−1k=1 such that
GXi−1(zλ) + `p(xi−1, zλ) ≥ tλ
}
,
GXi (x) = GXi−1(x) + ξip(xi−1, x), for all x ∈ Σ,
and (xi, ti) to be the unique pair (zλ, tλ) out of the set {(xk, tk)}i−1k=1 satisfy-
ing GXi (zλ) = tλ.
Thus, after performing this iterative scheme for n iterations, we obtain
the accumulated soft local time of the Markov chain X at time n, which is
given by
GXn (x) = ξ1ν(x) +
n∑
k=2
ξkp(xk−1, x),
9
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for x ∈ Σ.
Next, we present an alternative construction of the same Markov chain
taking into account the regeneration times of X, using the Poisson point pro-
cess η and the sequence (Ij)j≥1 of Bernoulli random variables introduced at
the beginning of this section. Denote now by (xˆi)i≥1 the elements of Σ which
we will consecutively construct in this alternative way. By construction, the
sequence (xˆi)i≥1 will also have the law of the Markov chain X.
We begin with the construction of xˆ1 by defining
ξˆ1 = inf
{
` ≥ 0 : ∃(zλ, tλ) such that `ν(zλ) ≥ tλ
}
,
GˆX1 (x) = ξˆ1ν(x), for all x ∈ Σ,
and (xˆ1, tˆ1) to be the unique pair (zλ, tλ) satisfying GˆX1 (zλ) = tλ.
Then, once we have obtained the first state xˆ1 visited by the chain X, we
proceed to the construction of the other ones. For i = 2, 3, . . . , define
ξˆi = inf
{
` ≥ 0 : ∃(zλ, tλ) /∈ {(xˆk, tˆk)}i−1k=1 such that
GˆXi−1(zλ) + `
(
Ii + (1− Ii)µ(xˆi−1, zλ)
)
≥ tλ
}
,
GˆXi (x) = GˆXi−1(x) + ξˆi
(
Ii + (1− Ii)µ(xˆi−1, x)
)
, for all x ∈ Σ,
and (xˆi, tˆi) to be the unique pair (zλ, tλ) out of the set {(xˆk, tˆk)}i−1k=1 satisfy-
ing GˆXi (zλ) = tλ.
Thus, after performing this iterative scheme for n iterations, we obtain
the accumulated soft local time at time n
GˆXn (x) = ξˆ1ν(x) +
n∑
k=2
ξˆk
(
Ik + (1− Ik)µ(xˆk−1, x)
)
,
for x ∈ Σ.
Since in this paper we are interested in the random field of local times
of the chain until time n, the order of appearance of the states of X is not
relevant for us and we will use the soft local time scheme in a slightly different
way from that described above. Specifically, we use the random variables
I1, . . . , In as in the previous construction but now we first construct all the
regeneration blocks of size strictly greater than one and then the regeneration
blocks of size one.
We consider the Poisson point process η and the random variables I1, I2, . . . , In.
Then, we define the random set H ⊂ {1, 2, . . . , n} as
H =
{
j ∈ {2, 3, . . . , n− 1} : IjIj+1 = 1} ∪ {j ∈ {n} : Ij = 1
}
, (3)
and the random permutation S : {1, 2, . . . , n} → {1, 2, . . . , n} in the follow-
ing way:
10
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• for j ∈ Hc, S(j) = j −∑j−1i=2 IiIi+1,
• for j ∈ H, S(j) = |Hc|+ |{i ∈ H : i ≤ j}|,
with the convention that ∑ki=2 = 0 if k < 2.
Now, define
ξ˜1 = inf
{
` ≥ 0 : ∃(zλ, tλ) such that `ν(zλ) ≥ tλ
}
,
G˜X1 (x) = ξ˜1ν(x), for all x ∈ Σ,
and (x˜1, t˜1) to be the unique pair (zλ, tλ) satisfying G˜X1 (zλ) = tλ. Next,
for i = 2, 3, . . . , n, define
ξ˜i = inf
{
` ≥ 0 : ∃(zλ, tλ) /∈ {(x˜k, t˜k)}i−1k=1 such that
G˜Xi−1(zλ) + `(IS−1(i) + (1− IS−1(i))µ(x˜i−1, zλ)) ≥ tλ
}
,
G˜Xi (x) = G˜Xi−1(x) + ξ˜i(IS−1(i) + (1− IS−1(i))µ(x˜i−1, x)), for all x ∈ Σ,
and (x˜i, t˜i) to be the unique pair (zλ, tλ) out of the set {(x˜k, t˜k)}i−1k=1 satisfy-
ing G˜Xi (zλ) = tλ.
At the end of this procedure, we obtain the accumulated soft local time
until time n,
G˜Xn (x) = ξ˜1ν(x) +
n∑
i=2
ξ˜i(IS−1(i) + (1− IS−1(i))µ(x˜i−1, x)),
for x ∈ Σ, observing that G˜Xn has the same law as GˆXn , under P. Also, observe
that when proceeding in this way, we obtain the decomposition
G˜Xn (x) = G˜X|Hc|(x) + (G˜Xn (x)− G˜X|Hc|(x)),
where G˜X|Hc|(x) is the accumulated soft local time corresponding to the con-
struction of the first block plus the regeneration blocks of size strictly greater
than one (until time n) and (G˜Xn (x)−G˜X|Hc|(x)) is the sum of the regeneration
blocks of size one.
By implementing this last scheme, one produces a sequence (x˜i)i with n
elements, the local time field of which has the law of the local time field
of X at time n, just as we wanted. Also, we recall the property (of the soft
local times) that the elements in the family (ξ˜i)i are all i.i.d. Exponential(1)
random variables, independent of all other random elements (cf. [11]).
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3.2 Construction of the i.i.d. sequence Y
Now, we describe how we can construct the i.i.d. sequence Y1, . . . , Yn using
the soft local time technique.
We denote by (yi)i≥1 the elements of Σ which we will consecutively con-
struct. Considering the same Poisson point process η described above, we
begin with the construction of y1 by defining
ξ′1 = inf
{
` ≥ 0 : ∃(zλ, tλ) such that ` ≥ tλ
}
,
GY1 (x) = ξ′1, for all x ∈ Σ,
and (y1, t1) to be the unique pair (zλ, tλ) satisfying GY1 (zλ) = tλ.
Then, we proceed to the construction of y2, y3, . . . , yn: for i = 2, 3, . . . , n,
define
ξ′i = inf
{
` ≥ 0 : ∃(zλ, tλ) /∈ {(yk, tk)}i−1k=1 such that GYi−1(zλ) + ` ≥ tλ
}
,
GYi (x) = GYi−1(x) + ξ′i, for all x ∈ Σ,
and (yi, ti) to be the unique pair (zλ, tλ) out of the set {(yk, tk)}i−1k=1 satisfy-
ing GYi (zλ) = tλ. At the end of this iterative scheme, we obtain the first n
elements of the sequence Y . As before, the elements in the family (ξ′i)i are
all i.i.d. Exponential(1) random variables, and independent of all the other
quantities.
The use of the soft local times to construct the sequence Y , as described
above, produces the accumulated soft local time until time n,
GYn (x) =
n∑
k=1
ξ′k, for x ∈ Σ.
4 The coupling
In order to construct the coupling we are looking for, we assume that, in
addition to the Bernoulli sequence (Ij)j≥1 and the Poisson point process η, the
triple (Ω˜, T˜ ,P) (from Section 3) also support all the other random elements
to be introduced in this section.
We start by partioning Ω˜ using the event
C :=
{
|H| > n24
}
, (4)
(where H is defined in (3)) and its complement Cc. The idea is to use again
the Bernoulli random variables I1, . . . , In to fix the regeneration times of the
12
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Markov chain X. In this way, the set C can be seen as the set of “good
realizations” of I1, . . . , In, in the sense that they produce a large number of
regenerations for the chain X. On the other hand, Cc can be seen as the
set of “bad realizations” of I1, . . . , In, in the sense that they produce few
regenerations for X.
On Cc, we will construct a rather rough coupling between the conditional
law of X (with few regenerations) and the i.i.d. sequence Y , which will be
enough for our purpose. On C, we will construct a much more subtle coupling
between the local times of the conditonal law of X (with many regenerations)
and Y using the soft local time method.
We first present the construction of the coupling on Cc. More precisely, on
this set, we construct a point-by-point coupling between the Markov chain X
and the i.i.d. sequence Y , until time n. For this, consider the random vari-
ables X ′1 and Y ′1 with respective laws νdΠ and Π, such that they are max-
imally coupled and the pair (X ′1, Y ′1) is independent of (I1, . . . , In). Next,
for k = 2, 3, . . . , n, given (X ′k−1, Y ′k−1), we proceed as follows:
• If Ik = 1, we consider the random variable X ′k, independent of every-
thing, with law Π, and take Y ′k = X ′k;
• If Ik = 0, we consider (X ′k, Y ′k) such that X ′k is distributed according
to µ(X ′k−1, ·)dΠ, Y ′k is distributed according to Π, and X ′k and Y ′k are
maximally coupled.
Now, we present the construction of a coupling between the local time
fields of the Markov chain X and the i.i.d. sequence Y at time n, on the set C.
We mention that the new random elements to be introduced in the rest of this
section will be independent of all the random elements already introduced.
For the sake of brevity, we introduce the notation I = (I1, . . . , In). We will
use the random element W := (I, η) and the auxiliary random elements V ,
V ′, V ′′ and η′ (that we define later in this section), to construct a coupling
between two point processes ηX′′ and ηY ′′ such that, under P, both point
processes are copies of η. These copies will be such that the third construction
of Section 3.1 applied to ηX′′ and the construction of Section 3.2 applied
to ηY ′′ will give high probability of successful coupling of the local time fields
of X and Y , given C, for ε sufficiently small.
It is important to stress that the “naïve” coupling (that is, using the
same realization of the Poisson marks for constructing both the Markov chain
and the i.i.d. sequence) does not work, because it is not probable that both
constructions will pick exactly the same marks (look at the two marks at the
upper right part of the top pictures on Figure 2). To circumvent this, we
proceed as shown on Figure 2: we first remove all the marks which are above
13
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the “dependent” part (that is, the marks strictly above the curve G˜X|Hc|), and
then resample them using the maximal coupling of the “projections”. In the
following, we describe this construction in a rigorous way.
We start with the construction of ηX′′ on C. As explained in Section 3.1,
we first use W to construct the local time field of the Markov chain X up to
time n. In this way, we obtain the soft local time curves G˜Xi , for 1 ≤ i ≤ n,
together with the sequences ξ˜1, . . . , ξ˜n and x˜1, . . . , x˜n.
Then, we define the random probability density (with respect to Π) Ψ(·)
equal to ( n∑
j=|Hc|+1
ξ˜j − G˜X|Hc|(·) + inf
y∈Σ
G˜X|Hc|(y)
)
+∫
Σ
( n∑
j=|Hc|+1
ξ˜j − G˜X|Hc|(x) + inf
y∈Σ
G˜X|Hc|(y)
)
+
Π(dx)
, (5)
if the denominator of the last expression is positive and 1(·) otherwise.
Anticipating on what is coming, on C, the law ΨdΠ will be used to sample
the first coordinates of the |H| marks of ηY ′′ between G˜X|Hc|+1 and G′n :=
infy∈Σ G˜X|Hc|(y) +
∑n
j=|Hc|+1 ξ˜j.
Now, going back to the construction of ηX′′ , we adopt a resampling
scheme: we first “erase” all the marks of the point process η in the space Σ×
R+ that are on the curves G˜X|Hc|+1, . . . , G˜Xn , then we reconstruct the marks as
follows. We introduce the random vector V := (V1, . . . , V|H|) such that under
P[ · | W ], its coordinates are independent and distributed according to the
invariant measure Π. We use the random vector V to place the (new) marks(
V1, G˜
X
|Hc|+1(V1)
)
,
(
V2, G˜
X
|Hc|+2(V2)
)
, . . . ,
(
V|H|, G˜Xn (V|H|)
)
,
on the curves G˜X|Hc|+1, . . . , G˜Xn (see Figure 2, bottom left picture). Finally, to
obtain a point process ηX′′ well defined on all Ω˜, we complete its construction
by defining ηX′′ := η on Cc.
We continue with the construction of ηY ′′ . As we have just done for ηX′′ ,
we can get rid of the construction of ηY ′′ on Cc, by stating ηY ′′ := η.
On C, we will first construct the marks of ηY ′′ between G˜X|Hc| andG′n. First,
consider the random vector V ′ := (V ′1 , . . . , V ′|H|) and the random element
V ′′ = (V ′′1 (x), . . . , V ′′n (x))x∈Σ such that under P[ · | W = w], V ′ and V ′′ are
independent, and for w ∈ Ω˜,
• V ′1 , . . . , V ′|H| are independent;
14
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Σ
R+
G˜X|Hc|
G˜Xn G
Y
n
G′n
G˜Xn
V1V2 V3V4 V5 V ′3V ′1 V
′
4V
′
5 V
′
2
erase the points above the “dependent” part
resample, using the maximal coupling
na¨ıve coupling
does not work well
use ξ˜1, . . . , ξ˜n
to construct ηY ′′
until level G′n
Figure 2: Resampling of the “independent parts” on C
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• V ′|H| has law
1{G′n>G˜X|Hc|}
Π[G′n>G˜X|Hc|]
dΠ if Π[G′n > G˜X|Hc|] > 0, and law Π otherwise.
Also, V ′|H| is maximally coupled with V|H|;
• the elements V ′1 , . . . , V ′|H|−1 have law ΨdΠ and the elements(∑|H|−1
i=1 1{x}(V ′i )
)
x∈Σ and
(∑|H|−1
i=1 1{x}(Vi)
)
x∈Σ are maximally coupled;
• the elements (V ′′1 (x))x∈Σ, . . . , (V ′′n (x))x∈Σ are i.i.d.;
• (V ′′1 (x))x∈Σ is a family of independent random variables and, for x ∈ Σ,
V ′′1 (x) has law U(0, G′n(x) − G˜X|Hc|(x)) if Ψ(x) > 0 and law U(0, 1) if
Ψ(x) = 0.
We construct the marks of the point process ηY ′′ below G′n in the following
way: we keep the marks obtained below G˜X|Hc| and we use the law ΨdΠ to
complete the process until G′n. For this, we adopt a resampling scheme just as
before. We first erase all the marks of the point process η that are (strictly)
above G˜X|Hc|, then we resample the part of the process η up to G′n, using the
marks:(
V ′1 , G˜
X
|Hc|(V ′1) + V ′′1 (V ′1)
)
, . . . ,
(
V ′j , G˜
X
|Hc|(V ′j ) + V ′′j (V ′j )
)
, . . . ,(
V ′|H|−1, G˜
X
|Hc|(V ′|H|−1) + V ′′|H|−1(V ′|H|−1)
)
,
(
V ′|H|, G
′
n(V ′|H|)
)
(see Figure 2, bottom right picture).
Finally, we consider a copy η′ = ∑λ∈Λ δ(z′λ,t′λ) of η, independent of the
all the other random elements already introduced. Then, we use the marks
of the point process Tη′ := ∑λ∈Λ δ(z′
λ
,t′
λ
+G′n∨G˜Xn (z′λ)) to complete the marks
of ηY ′′ above G′n ∨ G˜Xn , on C.
For the sake of brevity, let us denote bymX′′1 , . . . ,mX
′′
n andmY
′′
1 , . . . ,m
Y ′′
n ,
the first coordinates (∈ Σ) of the marks of ηX′′ and ηY ′′ below the curves G˜Xn
and GYn (see Section 3.2) respectively. Let LX
′′
n and LY
′′
n be the fields of local
times associated to these first coordinates, that is, for all x ∈ Σ,
LX
′′
n (x) =
n∑
i=1
1{x}(mX
′′
i ) and LY
′′
n (x) =
n∑
i=1
1{x}(mY
′′
i ).
By construction, we have the following
Proposition 4.1. It holds that
LXn
law= 1CcLX
′
n + 1CLX
′′
n ,
LYn
law= 1CcLY
′
n + 1CLY
′′
n ,
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where law= stands for equality in law.
Consequently, we obtain a coupling between LXn and LYn . We will denote
by Υ the coupling event associated to this coupling, that is,
Υ =
{
1CcL
X′
n + 1CLX
′′
n = 1CcLY
′
n + 1CLY
′′
n
}
.
In Section 7, we will obtain an upper bound for P[Υc].
5 Total variation distance between binomial
point processes
In this section, we estimate the total variation distance between two bino-
mial point processes on some measurable space (Ω, T ) with laws Pn and Qn
of respective parameters (pn, n) and (qn, n), where n ∈ N and pn, qn are
two probability laws on (Ω, T ). We also assume that qn  pn and that pn
and qn are close in a certain sense to be defined below.
For two probability measures µ¯ and µˆ on (Ω, T ), we recall that if µ¯ µˆ,
‖µ¯− µˆ‖TV = 12
∫
Ω
∣∣∣∣dµ¯dµˆ − 1
∣∣∣∣dµˆ. (6)
We will prove the following result, which is actually a little bit more than
we need in this paper.
Proposition 5.1. Let δ0 ∈ (0, 1] and δ ∈ [0, δ0) such that for all n ∈ N,
|dqndpn (x) − 1| ≤ δn−1/2 for all x ∈ Ω. Then, for C1(δ0) = exp(δ20)
sinh(δ20)
δ0
+√
2pi exp(52δ
2
0) we have, for all n ∈ N,
‖Pn −Qn‖TV ≤ C1(δ0)δ.
Proof. In this proof, when we want to emphasize the probability law under
which we take the expectation we will indicate the law as a subscript. For
example, the expectation under some probability law µ¯ will be denoted by Eµ¯.
To begin, let us suppose that n ≥ 2. We first observe that Pn and Qn
can be seen as probability measures on the space of n-point measuresMn =
{m : m = ∑ni=1 δxi , xi ∈ Ω, 1 ≤ i ≤ n} endowed with the σ-algebra generated
by the mappings ΦB :Mn → Z+ defined by ΦB(m) = m(B) = ∑ni=1 δxi(B),
for all B ∈ T . Observe that the law of Pn (respectively, Qn) is completely
characterized by its values on the sets of the form {m ∈ Mn : m(B1) =
n1, . . . ,m(BJ) = nJ}, where J ∈ Z+, B1, . . . , BJ are disjoint sets in T and
n1, . . . , nJ are non-negative integers such that n1 + · · · + nJ = n. With this
17
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observation it is easy to deduce that Qn  Pn and check that its Radon-
Nikodym derivative with respect to Pn is given by
dQn
dPn
(m) =
n∏
i=1
dqn
dpn
(xi)
where m = ∑ni=1 δxi .
By (6) we obtain that
‖Pn −Qn‖TV = 12
∫
Mn
∣∣∣∣dQndPn (m)− 1
∣∣∣∣dPn(m)
= 12
∫
Mn
∣∣∣∣ n∏
i=1
dqn
dpn
(xi)− 1
∣∣∣∣dPn(m).
Now, for all n ∈ N, we define the function fn : Ω → R such that,
for x ∈ Ω, we have fn(x) = dqndpn (x) − 1. Observe that Epn [fn] = 0 and
that ‖fn‖∞ ≤ δn−1/2 for all n ≥ 2. We have that
‖Pn −Qn‖TV = 12
∫
Mn
∣∣∣∣ n∏
i=1
(1 + fn(xi))− 1
∣∣∣∣dPn(m)
= 12
∫
Mn
∣∣∣∣ exp ( n∑
i=1
gn(xi)
)
− 1
∣∣∣∣dPn(m)
= 12E| exp{gn(X1) + · · ·+ gn(Xn)} − 1| (7)
where, for all n ≥ 2, gn is the function Ω → R defined by gn = ln(1 + fn)
(by using |dqndpn (x)− 1| ≤ δn−1/2 for all x ∈ Ω, we can observe that gn is well
defined) and, in the last equality, the random variables X1, . . . , Xn are i.i.d.
with law pn.
Using the fact that | ln(1 + x)| ≤ 2|x| for x ∈ (−1/√2, 1/√2), we deduce
that ‖gn‖∞ ≤ 2‖fn‖∞ ≤ 2δn−1/2, for all n ≥ 2. Observe that |E[gn(X1)]| =
|E[(gn− fn)(X1)]| since E[fn(X1)] = Epn [fn] = 0. Now we use the fact that,
for all x ∈ R such that |x| ≤ 1/√2, we have that
| ln(1 + x)− x| ≤ 2x2.
Since ‖fn‖∞ ≤ δn−1/2 we obtain that ‖gn− fn‖∞ ≤ 2δ2n−1. We deduce that
|E[gn(X1)]| ≤ ‖gn − fn‖∞ ≤ 2δ2n−1. (8)
Let Zn :=
∑n
k=1 fn(Xk). Using the fact that | exp(x) − 1| ≤ exp(|x|) − 1
for all x ∈ R and (8) we obtain that
‖Pn −Qn‖TV ≤ 12E
[
exp
(
|Zn +
n∑
k=1
(gn − fn)(Xk)|
)
− 1
]
≤ 12
(
exp(2δ2)E
[
exp(|Zn|)
]
− 1
)
. (9)
18
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Now let us obtain an upper bound for the expectation of the right-hand
side of (9). Using integration by parts, we have
E
[
exp(|Zn|)
]
= 1 +
∫ ∞
0
etP [|Zn| ≥ t]dt. (10)
By Hoeffding’s inequality, we have, for all n ≥ 2 and for all t ≥ 0,
P [|Zn| ≥ t] ≤ 2 exp
(
− t
2
2δ2
)
.
Using this last inequality in (10), we obtain that
E
[
exp(|Zn|)
]
= 1 + 2
∫ ∞
0
exp
(
t− t
2
2δ2
)
dt
≤ 1 + 2δ exp
(
δ2
2
)√
2pi.
Therefore, going back to (9) and using the fact that δ < δ0, we deduce
that for all n ≥ 2,
‖Pn −Qn‖TV ≤ 12
(
exp(2δ2)
[
1 + 2δ exp
(
δ2
2
)√
2pi
]
− 1
)
= 12 exp(δ
2)
[
exp(δ2)− exp(−δ2) + 2δ√2pi exp
(3δ2
2
)]
= δ
[
exp(δ2)sinh(δ
2)
δ
+
√
2pi exp
(5
2δ
2
)]
≤ c1(δ0)δ, (11)
where c1(δ0) := exp(δ20)
sinh(δ20)
δ0
+
√
2pi exp(52δ
2
0).
Gathering (7), (11) and considering the fact that ‖P1 −Q1‖TV ≤ δ2 , we
conclude the proof of Proposition 5.1.
6 Controlling the “dependent part” of the
soft local time
First, recalling the notations of Section 3, we define the random function
Ŵ (x) :=
ρ2−1∑
k=ρ1
ξˆk(1− Ik)(1− µ(xˆk−1, x)), for all x ∈ Σ, (12)
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Then, we consider a sequence of i.i.d. random functions (Ŵn)n≥1 with the
same law as Ŵ . We will show in Section 6.1 that
sup
n∈N
1√
n
E
[
sup
x∈Σ
∣∣∣∣ n∑
k=1
Ŵk(x)
∣∣∣∣] ≤ F (13)
where
F := C4ε
√
1 + ln(ϕ2β) + β
γ
ln
(
κ ∨ (2ε)
ε
)
(14)
and C4 is a universal positive constant.
For all i ∈ N we define the events
Ai =
{
1 ∧ sup
x∈Σ
|Ψ(x)− 1| ≤ (1 + i)F√
n
}
. (15)
The goal of this section is to prove the following
Proposition 6.1. There exist a universal positive constant C2 such that, for
all n ≥ 96 and i ∈ N, it holds that
P[Aci | C] ≤
C2
(1 + i)3 .
We postpone the proof of this proposition to Section 6.3. Before that,
in Section 6.1 we show (13) and in Section 6.2 we use a concentration in-
equality to obtain a tail estimate on some random variable related to Ψ− 1
(see Proposition 6.9 below).
6.1 Proof of inequality (13)
In this section, we present a standard method based on bracketing num-
bers to prove (13). Without loss of generality, we assume in this section
that κ from Assumption 2.2 is greater than or equal to 2ε.
We start introducing the space S = RΣ and the class F = (fx)x∈Σ of
functions fx : S → R such that fx(ω) = ω(x), for ω ∈ S. A function E :
S → R is an envelope function of the class F if E ≥ |fx| for all fx ∈ F.
In this setting, for s > 0, we need to estimate the bracketing number
N[ ]
(
s‖E‖2,F, L2
)
,
which is defined to be the minimum number of brackets
[f1, f2] :=
{
f : S → R; f1 ≤ f ≤ f2
}
,
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satisfying ‖f2−f1‖2 < s‖E‖2, that are needed to cover the class F, where the
given functions f1 and f2 have finite L2-norms (see Definition 2.1.6 of [17]).
For that, we consider an (initially arbitrary) exhaustive and finite col-
lection of subsets of the space Σ, that is, a finite collection {Di}i such
that Di ⊂ Σ for each i and ⋃iDi = Σ, and for each such set Di we define two
functions fDi , fˆDi : S → R,
fDi(ω) = inf
z0∈Di
ω(z0) and fˆDi(ω) = sup
z0∈Di
ω(z0),
so that, if x ∈ Di then fx ∈ [fDi , fˆDi ]. Thus, to each set in the family {Di}i we
associate a bracket, and so any particular finite exhaustive family of subsets
of Σ induces a finite collection of brackets {[fDi , fˆDi ]}i which cover the class F.
So, in order to properly estimate the bracketing number, the task is to
determine a suitable collection {Di}i of subsets of Σ in such a way that the
induced brackets have their sizes all smaller than s‖E‖2. The number of sets
in that collection will serve as an upper bound for N[ ].
Through the following lemma we better characterize the size (in L2) of
the induced brackets we are considering.
Lemma 6.2. Under Assumption 2.2, it holds that, for any set D ⊂ Σ,
‖fˆD − fD‖2 ≤ 4
√
2κ max
z,z′∈D
dγ(z, z′).
Proof. Recalling the notation introduced at the beginning of Section 4, we
want to bound the L2-norm∥∥∥∥fˆD(Ŵ1(·))− fD(Ŵ1(·))∥∥∥∥
2
=
∥∥∥∥ sup
z∈D
Ŵ1(z)− inf
z∈D
Ŵ1(z)
∥∥∥∥
2
which is∥∥∥∥ sup
z∈D
ρ2−1∑
k=ρ1
ξˆk(1− Ik)(1− µ(xˆk−1, z))− inf
z∈D
ρ2−1∑
k=ρ1
ξˆk(1− Ik)(1− µ(xˆk−1, z))
∥∥∥∥
2
=
∥∥∥∥ sup
z∈D
ρ2−1∑
k=ρ1
ξˆk(1− Ik)µ(xˆk−1, z)− inf
z∈D
ρ2−1∑
k=ρ1
ξˆk(1− Ik)µ(xˆk−1, z)
∥∥∥∥
2
≤
∥∥∥∥ ρ2−1∑
k=ρ1
ξˆk(1− Ik)
(
sup
z∈D
µ(xˆk−1, z)− inf
z∈D
µ(xˆk−1, z)
)∥∥∥∥
2
≤ 2κ
∥∥∥∥ ρ2−1∑
k=ρ1
ξˆk
∥∥∥∥
2
max
z,z′∈D
dγ(z, z′),
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where we used Assumption 2.2 and the definition of µ to establish the second
inequality.
Thus, we conclude the proof by using the fact that ∑ρ2−1k=ρ1 ξˆk is exponen-
tially distributed with parameter 12 , so that∥∥∥∥ ρ2−1∑
k=ρ1
ξˆk
∥∥∥∥
2
= 2
√
2.
In view of the above result, we should impose the sets we are constructing,
{Di}i, to be such that
max
z,z′∈Di
d(z, z′) <
(
s‖E‖2
4
√
2κ
)1/γ
, for each i, (16)
in order to obtain, from Lemma 6.2, that
‖fˆDi − fDi‖2 < s‖E‖2, for each i. (17)
Then, we prove
Proposition 6.3. Under Assumptions 2.1 and 2.2, there exists a universal
positive constant C3 such that, if
γ
β
[
1 + ln(ϕ2β) + β
γ
ln
(4√2κ
‖E‖2
)]
≥ 12 , (18)
then it holds that, for all n ∈ N,
E
[
sup
x∈Σ
∣∣∣∣ n∑
k=1
Ŵk(x)
∣∣∣∣] ≤ C3
√√√√1 + ln(ϕ2β) + β
γ
ln
(4√2κ
‖E‖2
)
‖E‖2
√
n.
Proof. For s ∈ (0, 1), we just define the sets {Di}i to be open balls of radius
at most
1
2
(
s‖E‖2
4
√
2κ
)1/γ
< 1,
so that (16) is verified (and consequently (17) too, by Lemma 6.2). Then,
under Assumption 2.1, we can say that the number of such balls that are
needed to cover Σ is at most
ϕ2β
[ 4√2κ
s‖E‖2
]β/γ
,
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and therefore, for any s ∈ (0, 1),
N[ ]
(
s‖E‖2,F, L2
)
≤ ϕ2β
[ 4√2κ
s‖E‖2
]β/γ
.
Taking this bound on the bracketing number into account, we can esti-
mate the bracketing entropy integral (of the class F)
J[ ]
(
1,F, L2
)
:=
∫ 1
0
√
1 + lnN[ ]
(
s‖E‖2,F, L2
)
ds,
(see its definition e.g. in Section 2.14.1 of [17], page 240). We do that by just
bounding it from above by
∫ 1
0
√√√√1 + ln(ϕ2β[ 4√2κ
s‖E‖2
]β/γ)
ds,
which, after some changes of variables, can be shown to be equal to(
β
γ
)1/2
(ϕ2βe)γ/β
(4√2κ
‖E‖2
) ∫ ∞
γ
β
[1+ln(ϕ2β [ 4
√
2κ
‖E‖2 ]
β/γ)]
√
xe−xdx.
Now, using the asymptotic behaviour of the (upper) incomplete Gamma
function
Γ(y) =
∫ ∞
y
√
xe−xdx
as y → ∞, it is elementary to see that there exists a universal positive
constant c1 such that Γ(y) ≤ c1√ye−y for all y ≥ 1/2. Thus, since we are
assuming (18), we have
J[ ]
(
1,F, L2
)
≤ c1
√√√√1 + ln(ϕ2β) + β
γ
ln
(4√2κ
‖E‖2
)
.
Finally, we use Theorem 2.14.2 of [17] to obtain that, if (18) holds, then
(for a universal positive constant c2)
E
[
sup
x∈Σ
∣∣∣∣ n∑
k=1
Ŵk(x)
∣∣∣∣] ≤ c2J[ ](1,F, L2)‖E‖2√n
≤ c2c1
√√√√1 + ln(ϕ2β) + β
γ
ln
(4√2κ
‖E‖2
)
‖E‖2
√
n,
which completes the proof with C3 = c2c1.
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We now investigate the L2-norm of the envelope E. If we take, for exam-
ple, an envelope of F given by
E(ω) = 2ε
ρ2−1∑
k=ρ1
ξˆk, for any ω ∈ S, (19)
so that E ≥ |fx| for all fx ∈ F (recall the definition of an envelope function
given at the beginning of Section 6.1), then we have
Proposition 6.4. If E is given by (19), then it holds that
‖E‖2 = 4
√
2ε.
Proof. Use the fact that ∑ρ2−1k=ρ1 ξˆk is exponentially distributed with parame-
ter 12 .
Thus, using Propositions 6.3 and 6.4, we have under Assumptions 2.1
and 2.2, for all n ∈ N,
E
[
sup
x∈Σ
∣∣∣∣ n∑
k=1
Ŵk(x)
∣∣∣∣] ≤ F√n
where
F := C4ε
√
1 + ln(ϕ2β) + β
γ
ln
(
κ ∨ (2ε)
ε
)
,
and C4 is a universal positive constant.
6.2 A tail bound involving Ψ
Recall the definition of Ψ from (5). In this section, we will use a con-
centration inequality from [1], to estimate the tail of some useful random
variable related to the numerator of supx∈Σ |Ψ(x) − 1|. Recalling the nota-
tion of Section 3.1, we define, for x ∈ Σ,
Zn(x) =
n∑
i=1
ξˆi − GˆXn (x),
and we observe that Zn(·) law= ∑|Hc|i=1 ξ˜i − G˜X|Hc|(·). Now we approximate Zn by
a sum of independent random elements. Specifically, we define
Wj(·) = Zρj+1−1(·)− Zρj−1(·), for j ≥ 0,
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with the convention that Z0(·)=0, and we intend to approximate Zn(·) by a
suitably chosen sum of Wj(·)’s.
The random variables (ρj+1−ρj)j≥0 are i.i.d. Geometric(12). The random
elements (Wj(·))j≥0 are independent and, additionally, the elements (Wj(·))j≥1
are identically distributed. Also, for any x ∈ Σ, we have
W0(x) = ξˆ1(1− ν(x)) +
ρ1−1∑
k=2
ξˆk(1− Ik)(1− µ(xˆk−1, x)),
and, recalling (12),
W1(x) = Ŵ (x) =
ρ2−1∑
k=ρ1
ξˆk(1− Ik)(1− µ(xˆk−1, x)). (20)
Moreover, let us observe the fact that E[W1(x)] = 0 for any x ∈ Σ. To see
this, first observe that
E
[ ρ2−1∑
k=ρ1
ξˆk(1− Ik)(1− µ(xˆk−1, x))
]
= E
[ ρ2−1∑
k=ρ1+1
(
1− µ(xˆk−1, x)
)]
,
since Iρ1 = 1, Ik = 0 for k = ρ1 + 1, ρ1 + 2, . . . , ρ2 − 1, and the (ξˆk)k≥1 are
Exponential(1) distributed random variables, independent of all the other
random elements. Then, by conditioning on the family (Ij)j≥1, we obtain
E
[ ρ2−1∑
k=ρ1+1
(
1− µ(xˆk−1, x)
)]
=
∑
2≤`<`′
E
[
1{ρ1=`,ρ2=`′}
`′−1∑
k=`+1
E
[
1− µ(xˆk−1, x)
∣∣∣ (Ij)j≥1]].
But, given the regeneration times ρ1 and ρ2, (xˆk)k=ρ1,...,ρ2−2, is a Markov
chain with starting law Π and transition density µ. Since Π is also invariant
for µ (that is,
∫
µ(x, y)Π(dy) = 1, for all x ∈ Σ), we obtain that all the
conditional expectations in the above display are null, so that E[W1(x)] = 0.
Let us denote, for n,m ∈ N,
Rn = sup
x∈Σ
∣∣∣∣Zn(x)∣∣∣∣,
R˜m = sup
x∈Σ
∣∣∣∣ m∑
j=1
Wj(x)
∣∣∣∣, (21)
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with the convention that R˜0 = 0. Observe that in Section 6.1 we actually
proved that
E[R˜m] ≤ F
√
m, (22)
where F is defined in (14).
We now obtain
Proposition 6.5. For all θ > 0, it holds that
P
[
Rn ≥ 8F
√
n+ 7θn
]
≤ 2 exp
{
− 3128
θ2n
ε2
}
+ 6 exp
{
− 3C5 θn
ε ln(3n+ 1)
}
+ 2 exp
{
− θn8ε
}
,
where C5 is a universal positive constant.
Proof. We will use an argument analogous to the one used in the proof of
Lemma 2.9 in [5]. To begin, let us assume that there exists a positive con-
stant C5 such that, for all θ > 0,
P
[
R˜m ≥ 32F
√
m+ θm
]
≤ exp
{
− θ
2m
128ε2
}
+ 3 exp
{
− C5 θm
ε ln(m+ 1)
}
.
(23)
(This statement will be proved later, in Proposition 6.9).
Using Markov’s inequality and (22), it is elementary to show that, for c1 =
4/3,
P
[
R˜m ≥ 32c1F
√
m+ θm
]
≤ 12 ,
so that
P
[
R˜m ≥2F
√
m+ θm
]
≤ 12 ∧
(
exp
{
− θ
2m
128ε2
}
+ 3 exp
{
− C5 θm
ε ln(m+ 1)
})
. (24)
Now, let us define
M˜ = min
{
i ∈ [0, 3m] : R˜i ≥ 8F
√
m+ 6θm
}
,
with the convention that min ∅ =∞, so that
P
[
M˜ ∈ [0, 3m]
]
= P
[
max
i∈[0,3m]
R˜i ≥8F
√
m+ 6θm
]
.
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Then, using (24) one gets
exp
{
− 3128
θ2m
ε2
}
+ 3 exp
{
− 3C5 θm
ε ln(3m+ 1)
}
≥ P
[
R˜3m ≥ 2F
√
3m+ 3θm
]
=
3m∑
j=0
P[M˜ = j]P
[
R˜3m ≥ 2F
√
3m+ 3θm
∣∣∣ M˜ = j]
≥
3m∑
j=0
P[M˜ = j]P
[
R˜3m−j < 2F
√
3m+ 3θm
]
≥ P
[
M˜ ∈ [0, 3m]
]
min
j∈[0,3m]
P
[
R˜3m−j < 2F
√
3m− j + θ(3m− j)
]
≥ 12P
[
M˜ ∈ [0, 3m]
]
,
where, to obtain the second inequality, we use the Markov property of the
random walk (∑mj=1Wj)m and the fact that, to be above the level 2F√3m+
3θm at time 3m, being above the level 8F
√
m + 6θm at time j, it suffices
that the process (R˜n) decreases less than 2F
√
3m + 3θm during the time
interval 3m− j. This in turn proves that
P
[
max
i∈[0,3m]
R˜i ≥ 8F
√
m+ 6θm
]
≤ 2 exp
{
− 3128
θ2m
ε2
}
+ 6 exp
{
− 3C5 θm
ε ln(3m+ 1)
}
. (25)
Now let us define
σn = min{j ≥ 1 : ρj > n},
so that σn−1 represents the number of regenerations of the Markov chain X
until time n. Observe that σn − 1 is a Binomial(n − 1, 12) distributed ran-
dom variable. Then, under Assumption 2.3, using the triangular inequality
and (21), we obtain
Rn ≤ R˜σn−1 + 2ε
ρ1−1∑
i=1
ξˆi + 2ε
ρσn∑
i=n+1
ξˆi. (26)
The last two terms in the above inequality take care of the terms W0 and
Wσn−1, respectively, when comparing Rn and R˜σn−1. Note that ρσn − n
and ρ1 − 1 are both Geometric(12) distributed random variables. Conse-
quently, ∑ρσni=n+1 ξˆi and ∑ρ1−1i=1 ξˆi are both Exponential(12) distributed and we
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deduce that
P
[
2ε
ρσn∑
i=n+1
ξˆi + 2ε
ρ1−1∑
i=1
ξˆi ≥ θn
]
≤ P
[
2ε
ρσn∑
i=n+1
ξˆi ≥ θn2
]
+ P
[
2ε
ρ1−1∑
i=1
ξˆi ≥ θn2
]
= 2 exp
{
− θn8ε
}
. (27)
Finally, using (26) together with (25) and (27), we obtain that
P
[
Rn ≥ 8F
√
n+ 7θn
]
≤ P
[
max
i∈[0,3n]
R˜i ≥ 8F
√
n+ 6θn
]
+ P
[ ρσn∑
i=n+1
ξˆi +
ρ1−1∑
i=1
ξˆi ≥ θn2ε
]
≤ 2 exp
{
− 3128
θ2n
ε2
}
+ 6 exp
{
− 3C5 θn
ε ln(3n+ 1)
}
+ 2 exp
{
− θn8ε
}
.
Then, we deduce the following
Corollary 6.6. For all i, n ∈ N, it holds that
P
[
Rn ≥ 8F
√
n(1 + i)
]
≤ 2 exp
{
− C6F
2i2
ε2
}
+ 8 exp
{
− C7Fi
ε
√
n
ln(3n+ 1)
}
,
where C6 and C7 are universal positive constants.
Proof. Take θ = 87
Fi√
n
in Proposition 6.5.
Before proving assertion (23), which was assumed to be true in the be-
ginning of the proof of Proposition 6.5, we must prove some preliminary
results.
Lemma 6.7. It holds that
σ2 := sup
x∈Σ
m∑
j=1
E
[
Wj(x)2
]
≤ 32ε2m.
Proof. Since, for any x ∈ Σ, the elements of (Wj(x))j≥1 are i.i.d., we only
have to prove that, for any x ∈ Σ,
E
[
W1(x)2
]
≤ 32ε2.
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We use (20) and (1) to write, for any x ∈ Σ,
E
[
W1(x)2
]
≤ (2ε)2E
[( ρ2−1∑
k=ρ1
ξˆk
)2]
.
Since ρ2 − ρ1 is Geometric(12), we use the fact that
∑ρ2−1
k=ρ1 ξˆk is exponentially
distributed with parameter 12 to see that
E
[
W1(x)2
]
≤ 32ε2,
and this completes the proof.
In order to formulate the next lemma, we define the so-called ψ1-Orlicz
norm of a random variable X, in the following way:
‖X‖ψ1 = inf
{
t > 0 : Ee|X|/t ≤ 2
}
,
see Definition 1 of [1].
Lemma 6.8. It holds that∥∥∥∥ max1≤j≤m supx∈Σ |Wj(x)|
∥∥∥∥
ψ1
≤ C8ε ln(m+ 1),
where C8 is a universal positive constant.
Proof. First, Lemma 2.2.2 of [17] provides the inequality∥∥∥∥ max1≤j≤m supx∈Σ |Wj(x)|
∥∥∥∥
ψ1
≤ c1 max1≤j≤m
∥∥∥∥ sup
x∈Σ
|Wj(x)|
∥∥∥∥
ψ1
ln(m+ 1),
for a universal positive constant c1.
But, due to (1),
sup
x∈Σ
∣∣∣∣ ρ2−1∑
k=ρ1
ξˆk(1− Ik)(1− µ(xˆk−1, x))
∣∣∣∣ ≤ 2ε ρ2−1∑
k=ρ1
ξˆk,
so that (recall (20)) ∥∥∥∥ sup
x∈Σ
|W1(x)|
∥∥∥∥
ψ1
≤ 2ε
∥∥∥∥ ρ2−1∑
k=ρ1
ξˆk
∥∥∥∥
ψ1
.
Then, since ∑ρ2−1k=ρ1 ξˆk is exponentially distributed with mean 2 and the ψ1-
Orlicz norm of an exponential random variable equals twice its mean, we
obtain the result (recalling that the Wj’s, for j ≥ 1, are independent and
identically distributed).
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Now, in order to address the problem of estimating the probability in-
volving R˜m (whose bound was postulated in (23)) from the viewpoint of
the theory of empirical processes, we recall the space S = RΣ and the
class F = (fx)x∈Σ of functions fx : S → R such that fx(ω) = ω(x), for ω ∈ S,
so that the above mentioned probability can be rewritten as
P
[
sup
fx∈F
∣∣∣∣ m∑
j=1
fx(Wj(·))
∣∣∣∣ ≥ 32F√m+ θm
]
, (28)
with Wj(·) being interpreted as a vector in S whose components are Wj(x)
for each x ∈ Σ. In this setting, we are able to apply Theorem 4 of [1] to
prove (23), and this is done in the next proposition.
Proposition 6.9. There exists a universal positive constant C5 such that,
for all θ > 0,
P
[
R˜m ≥ 32F
√
m+ θm
]
≤ exp
{
− θ
2m
128ε2
}
+ 3 exp
{
− C5 θm
ε ln(m+ 1)
}
.
Proof. We use (22) and just apply Theorem 4 of [1] (with δ = 1, η = 1/2
and α = 1 there) together with Lemmas 6.7 and 6.8, to see that there exist
universal positive constants C and C8 (C is from Theorem 4 of [1] and C8 is
from Lemma 6.8) such that, for all t > 0,
P
[
R˜m ≥ 32F
√
m+ t
]
≤ exp
{
− t
2
128ε2m
}
+ 3 exp
{
− t
C8Cε ln(m+ 1)
}
.
We conclude the proof by setting t = θm, for θ > 0, and C5 = (C8C)−1.
6.3 Proof of Proposition 6.1
We begin this section obtaining a tail estimate for the cardinality of the
random set H introduced in (3), which verifies
|H| =
n−1∑
j=2
(IjIj+1) + In. (29)
Proposition 6.10. There exist a positive universal constant C9 such that,
for all n ≥ 44, it holds that
P[Cc] := P
[
|H| ≤ n24
]
≤ e−C9n ≤ 12 .
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Proof. First, observe that for n ≥ 4 we have that
P
[
|H| ≤ n24
]
≤ P
[ n−1∑
j=2
(IjIj+1) ≤ n24
]
≤ P
[ bn−22 c∑
k=1
(I2kI2k+1) ≤ n24
]
.
Moreover, observe that the random variables (I2kI2k+1), k = 1, 2, . . . , bn−22 c,
are independent Bernoulli(14). Now, we recall the standard lower tail bound
for the binomial law: for X ∼ Binomial(m, p) and δ ≥ 0, we have that
P
[
X ≤ (1− δ)mp
]
≤ exp{−mI(p, δ)},
where
I(p, δ) := p(1− δ) ln(1− δ) + p
(1− p
p
+ δ
)
ln
(
1 + δp1− p
)
.
Applying the above formula to the random variable
bn−22 c∑
k=1
(I2kI2k+1)
with δ = 1/2, we obtain that
P
[ bn−22 c∑
k=1
(I2kI2k+1) ≤ n24
]
≤ exp
{
− n3I
(1
4 ,
1
2
)}
≤ 12 ,
for n ≥ 44.
Next, we obtain an upper bound for
E
[
1 ∧ sup
x∈Σ
|Ψ(x)− 1|3
∣∣∣∣ C ].
Then, the upper bound for P[Aci | C] will be a direct application of Markov’s
inequality. First observe that
E
[
1 ∧ sup
x∈Σ
|Ψ(x)− 1|3
∣∣∣∣ C ] ≤ E[(1 ∧ sup
x∈Σ
|Ψ(x)− 1|3
)
1B
∣∣∣∣ C ]+ P[Bc | C]
(30)
where
B =
{
sup
x,y∈Σ
|G˜X|Hc|(x)− G˜X|Hc|(y)| ≤
∑n
i=|Hc|+1 ξ˜i
2
}
. (31)
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Applying Proposition 6.10 and recalling (21), we have
E
[(
1 ∧ sup
x∈Σ
|Ψ(x)− 1|3
)
1B
∣∣∣∣ C ] ≤ 27E
 sup
x,y∈Σ
∣∣∣∣G˜X|Hc|(x)− G˜X|Hc|(y)∑n
i=|Hc|+1 ξ˜i
∣∣∣∣31C

≤ 27E
[
sup
x,y∈Σ
|G˜X|Hc|(x)− G˜X|Hc|(y)|3
]
E
[( b n24 c∑
i=1
ξ˜i
)−3]
= 27E
[
sup
x,y∈Σ
|Zn(x)− Zn(y)|3
]
E
[( b n24 c∑
i=1
ξ˜i
)−3]
≤ 210E
[
sup
x∈Σ
|Zn(x)|3
]
E
[( b n24 c∑
i=1
ξ˜i
)−3]
= 210E[R3n]E
[( b n24 c∑
i=1
ξ˜i
)−3]
, (32)
where in the second step, we used the fact that, conditionally on σ(Ij, j ≥ 1)
the numerator and the denominator of the ratio in the first line are indepen-
dent, and the event C = {|H| > n24} is measurable with respect to σ(Ij, j ≥ 1).
In the third step, we use the fact that Zn(·) law= ∑|Hc|i=1 ξ˜i − G˜X|Hc|(·).
Then, using an integration by parts, Corollary 6.6, and the fact that the
square root in (14) is greater than one, we obtain that
E
[(
Rn
8F
√
n
)3]
= 3
∫ ∞
0
t2P
[
Rn
8F
√
n
> t
]
dt
≤ 1 + 3
∫ ∞
1
t2P
[
Rn
8F
√
n
> t
]
dt
≤ c1,
where c1 is positive. Therefore, we have
E[R3n] ≤ c2F 3n3/2, (33)
where c2 is positive. On the other hand, since
(∑b n24 c
i=1 ξ˜i
)−1
is an Inverse
Gamma random variable with parameters (b n24c, 1), we obtain that
E
[( b n24 c∑
i=1
ξ˜i
)−3]
= 1(b n24c − 1)(b n24c − 2)(b n24c − 3)
≤ c3n−3 (34)
for n ≥ 96 and c3 > 0. Gathering (32), (33), and (34) we obtain, for n ≥ 96,
E
[(
1 ∧ sup
x∈Σ
|Ψ(x)− 1|3
)
1B
∣∣∣∣ C ] ≤ c4F 3n−3/2 (35)
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for some positive constant c4.
The term P[Bc | C] of (30) can be treated using the Markov inequality
and the above estimates to obtain for n ≥ 96,
P[Bc | C] ≤ c5F 3n−3/2 (36)
for some positive constant c5.
Finally, gathering (30), (35), (36) and applying the Markov inequality,
we deduce that for n ≥ 96,
P[Aci | C] ≤
C2
(i+ 1)3
for some positive constant C2.
7 Proof of Theorem 2.4
We estimate P[Υc] from above (recall that Υ is the coupling event from
Section 4) to obtain an upper bound on the total variation distance between
LXn and LYn . At this point, we mention that we will use the notation from
Section 4. By definition of the total variation distance, we have that
dTV(LXn , LYn ) ≤ P[Υc]. (37)
First, let us decompose Υ according to C = {|H| > n24} (recall (4)) and
its complement:
P[Υc] = P[Υc,C] + P[Υc,Cc]. (38)
Now, we partition C using the events B1 := A1 and Bi+1 := Ai+1 \ Ai, for
i ≥ 1, to write
P[Υc,C] =
∞∑
i=1
P[Υc,Bi].
Since Bi is σ(W)-measurable for any i ≥ 1 (we recall thatW was introduced
in Section 4), we have that
P[Υc,Bi] = E[1BiP[Υc | W ]].
Then, observe that from the coupling construction of Section 4, we have
P[Υc | W ] ≤
∥∥∥P[V ∈ · | W ]− P[V ′ ∈ · | W ]∥∥∥
TV
.
Hence, applying Proposition 5.1 to the term in the right-hand side with
δ0 = 1 we obtain, on the sets Bi,
P[Υc | W ] ≤ C1(1)(1 + i)F.
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Recalling (15), we deduce that
P[Υc,C] ≤ C1(1)F
∞∑
i=1
(i+ 1)P[Bi] ≤ C1(1)F
(
2 +
∞∑
i=2
(i+ 1)P[Aci−1 | C]
)
,
which by Proposition 6.1 implies, for n ≥ 96,
P[Υc,C] ≤ c1F (39)
for some positive constant c1.
Regarding the second term of the sum in (38), we can write
P[Υc,Cc] = E[1CcP[Υc | I]],
since Cc is σ(I)-measurable (recall that I = (I1, . . . , In)). By construction
of our coupling, observe that P[Υc | I] ≤ 2εn, on Cc. Thus, we obtain
P[Υc,Cc] ≤ 2εnP[Cc].
Using Proposition 6.10 we have that
P[Υc,Cc] ≤ 2εne−C9n, (40)
for n ≥ 44.
Finally, combining (37), (38), (39), (40) and (14), we obtain Theorem 2.4
for n ≥ 96.
For n < 96, we simply perform a step-by-step coupling between the
Markov chain X and the sequence Y (as described in the introduction) to
obtain dTV(LXn , LYn ) ≤ 95ε and thus prove Theorem 2.4.
8 Proof of Theorem 2.6
First, we prove a preliminary lemma. As in Section 5, consider again
two binomial point processes on some measurable space (Ω, T ) with laws Pn
and Qn of respective parameters (pn, n) and (qn, n), where n ∈ N and pn,
qn are two probability laws on (Ω, T ) such that qn  pn. Then, we have
Lemma 8.1. Let δ > 0 such that, for all n ∈ N, |dqndpn (x) − 1| ≤ δn−1/2 for
all x ∈ Ω. Then
sup
n≥1
‖Pn −Qn‖TV ≤ 1− C10(δ),
where C10(δ) is a positive constant depending on δ.
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Proof. As pointed out in the proof of Proposition 5.1, Pn and Qn can be
seen as probability measures on the space of n-point measures
Mn =
{
m : m =
n∑
i=1
δxi , xi ∈ Ω, 1 ≤ i ≤ n
}
endowed with the σ-algebra generated by the mappings ΦB : Mn → Z+
defined by ΦB(m) = m(B) =
∑n
i=1 δxi(B), for all B ∈ T . Also, recall that
Qn  Pn and its Radon-Nikodym derivative with respect to Pn is given by
dQn
dPn
(m) =
n∏
i=1
dqn
dpn
(xi)
wherem = ∑ni=1 δxi . Moreover, for n ∈ N, recall the functions fn, gn : Ω→ R
given by
fn(x) =
dqn
dpn
(x)− 1 and gn(x) = ln(fn(x) + 1), for x ∈ Ω.
We start by proving the lemma for all large enough n.
It is convenient to introduce now two new distinct elements 01 and 02 in
order to define a new space Ωˆ = Ω ∪ {01,02} (we assume that 01,02 /∈ Ω),
endowed with the σ-algebra Tˆ := σ(T , {01}). Then, on (Ωˆ, Tˆ ) we consider a
new binomial point process with law Pˆn,k of parameters (pˆn, k), where k ∈ N
and pˆn is the probability law on (Ωˆ, Tˆ ) given by
pˆn(A) =

pn(A)
2 , for A ∈ T ,
1
4 , for A ∈ {{01}, {02}},
Additionally, for n > δ2, consider another binomial point process on (Ωˆ, Tˆ )
with law Qˆn,k and parameters (qˆn, k), where qˆn is the probability law on
(Ωˆ, Tˆ ) such that qˆn(A) = qn(A)2 for all A ∈ T and
qˆn({01}) = 14
(
1 + δ√
n
)
, qˆn({02}) = 14
(
1− δ√
n
)
so that qˆn({01}) + qˆn({02}) = 1/2. Thus, Pˆn,k and Qˆn,k can be seen as
probability measures on the space
Mˆk =
{
mˆ : mˆ =
k∑
i=1
δxi , xi ∈ Ωˆ, 1 ≤ i ≤ k
}
.
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We need to introduce the corresponding functions fˆn, gˆn, : Ωˆ → R given
by
fˆn(x) =
dqˆn
dpˆn
(x)− 1 and gˆn(x) = ln(fˆn(x) + 1).
Also, define hˆn : Ωˆ → R as hˆn = δ−1n1/2fˆn and the set MˆQˆk =
{
mˆ ∈ Mˆk :
dQˆn,k
dPˆn,k
(mˆ) ≥ 1
}
. Since
dQˆn,k
dPˆn,k
(mˆ) ≥ 1⇔
k∑
i=1
ln
(dqˆn
dpˆn
(xi)
)
≥ 0,
for mˆ ∈ Mˆk, we have for any n, k ∈ N
‖Pˆn,k − Qˆn,k‖TV =
∫
Mˆk
(dQˆn,k
dPˆn,k
(mˆ)− 1
)+
dPˆn,k(mˆ)
=
∫
MˆQˆ
k
(dQˆn,k
dPˆn,k
(mˆ)− 1
)
dPˆn,k(mˆ)
≤ 1− Pˆn,k
[
mˆ(gˆn) ≥ 0
]
.
Next, we will bound Pˆn,2n[mˆ(gˆn) ≥ 0] from above.
If we define n1 = n1(δ) = d3δ2e then using the fact that ln(1+x) ≥ x−x2
for x ∈ (−1/√3, 1/√3), we have that, for n ≥ n1,
Pˆn,2n
[
mˆ(gˆn) ≥ 0
]
≥ Pˆn,2n
[
mˆ(fˆn) ≥ mˆ(fˆ 2n)
]
= Pˆn,2n
mˆ(hˆn)√
n
≥ δ mˆ(hˆ
2
n)
n
.
On the other hand, observe that, under Pˆn,2n, the random variables mˆ(hˆn)
and mˆ(hˆ2n) have the same law as hˆn(Xˆ1) + · · ·+ hˆn(Xˆ2n) and hˆ2n(Xˆ1) + · · ·+
hˆ2n(Xˆ2n), respectively, where the random variables Xˆ1, . . . , Xˆ2n are i.i.d. with
law pˆn. Moreover, we have that |hˆn(Xˆ1)| ≤ 1, pˆn-a.s., Epˆn [hˆn(Xˆ1)] = 0
and σ2 := Epˆn [hˆ2n(Xˆ1)] ≥ 1/2. If we denote the standard Normal distribution
function by Φ, and take n2 = n2(δ) = 4d 1(1−Φ(δ))2 e ∨ n1, then, by using the
Berry-Esseen theorem (with 1/2 as an upper bound for the Berry-Esseen
constant, see for example [16]), we obtain that, for n ≥ n2,
Pˆn,2n
mˆ(hˆn)√
2n
≥ δ mˆ(hˆ
2
n)
n
√
2
 ≥ Pˆn,2n
mˆ(hˆn)
σ
√
2n
≥ δ
σ
√
2
 ≥ c1,
36
On uniform closeness of local times
where
c1 = c1(δ) =
1
2
(
1− Φ(δ)
)
.
Then observe that the above implies that
‖Pˆn,2n − Qˆn,2n‖TV ≤ 1− c1, (41)
for all n ≥ n2.
Now, denote by µˆn,k the maximal coupling of Pˆn,k and Qˆn,k, and by
(mˆ1, mˆ2) the elements of Mˆk × Mˆk. Let K be the coupling event (that is,
K = {(mˆ1, mˆ2) : mˆ1 = mˆ2}), K1 the coupling event of (mˆi({01}), mˆi({02})),
for i = 1, 2, and K2 the coupling event of (mˆi(A))A∈T , for i = 1, 2, and also
observe that K = K1 ∩ K2. Thus, we deduce that, for all n, k ∈ N,
‖Pˆn,k − Qˆn,k‖TV = 1− µˆn,k[K]
= 1−
k∑
`=0
µˆn,k[K1 ∩ K2, mˆ1({01,02}) = mˆ2({01,02}) = `]
≥
k∑
`=0
(
1− µˆn,k[K2 | mˆ1({01,02}) = mˆ2({01,02}) = `]
)
pk`
=
k∑
`=0
µˆn,k[Kc2 | mˆ1({01,02}) = mˆ2({01,02}) = `]pk`
≥
k∑
`=0
pk`‖Pn,` −Qn,`‖TV,
where pk` is the probability mass function of a Binomial(k, 1/2) random vari-
able at ` and Pn,` (respectively, Qn,`) is a binomial process with parameters
(pn, `) (respectively, (qn, `)).
Using (41) and the fact that ‖Pˆn,k − Qˆn,k‖TV is non decreasing in k
(this follows from the fact that ‖Pˆn,k− Qˆn,k‖TV = 12E[|1−Lk(X1, . . . , Xk)|],
where (Xi)i≥1 are i.i.d random variables with law pn and Lk(X1, . . . , Xk) :=
Πki=1 dqndpn (Xi) is a martingale under the canonical filtration), we obtain that,
for all n ≥ n2 and i ≤ n,
2i∑
k=0
p2ik ‖Pn,k −Qn,k‖TV ≤ 1− c1. (42)
Using again the Berry-Esseen theorem (once again with 1/2 as an upper
bound for the Berry-Esseen constant), we can deduce that there exist n3 =
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n3(δ) = d( 121−Φ(δ))2e and c2 = c2(δ) = −12Φ−1(1−Φ(δ)24 ) ≥ 1, such that for all
i ≥ n3, we have ∑
k∈Ji(δ)
p2ik ≥ 1−
c1
3 ,
where Ji(δ) := [i− c2
√
i, i + c2
√
i]. On the other hand, if i ≥ n2, by (42) it
follows that ∑
k∈Ji(δ)
p2ik ‖Pn,k −Qn,k‖TV ≤ 1− c1(δ),
so that, if i ≥ n2 ∨ n3, there exists i0 ∈ Ji(δ) such that
‖Pn,i0 −Qn,i0‖TV ≤
1− c1
1− c13
≤ 1− 23c1.
To conclude the proof of the lemma, observe that for any n large enough,
there exists i ≥ n2 ∨ n3 ∨ c22 such that n − (i + bc2
√
ic) ∈ [0, 3], the above
argument allows to obtain i0 ∈ N such that n− 5c2√n ≤ i0 ≤ n and
‖Pn,i0 −Qn,i0‖TV ≤ 1−
2
3c1. (43)
Now, if n − i0 ≤ (n2 ∨ n3 ∨ c22) + 5
√
5c3/22 n1/4, using (43) and making a
point-by-point coupling between the n− i0 remaining points of the binomial
processes Pn and Qn, we obtain that
‖Pn −Qn‖TV ≤ 1− 23c1(δ)
1− [(n2 ∨ n3 ∨ c22) + 5√5c3/22 n1/4]δ2√n
+. (44)
On the other hand, if n−i0 > (n2∨n3∨c22)+5
√
5c3/22 n1/4, we first consider
j ∈ N such that
n− i0 − (j − i0 + bc2
√
j − i0c) ∈ [0, 3].
Observe that in this case, j−i0 > n2∨n3∨c22 and thus by the former analysis
we obtain that there exists j0 > i0 such that n− 5
√
5c3/22 n1/4 ≤ j0 ≤ n and
‖Pn,j0−i0 −Qn,j0−i0‖TV ≤ 1−
2
3c1. (45)
Using (43), (45) and performing a point-by-point coupling between the
n− j0 remaining points of the binomial processes Pn and Qn, we obtain that
‖Pn −Qn‖TV ≤ 1−
(2
3c1
)21− 5√5c3/22 n1/4δ2√n
+. (46)
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Finally, using (44) and (46), we obtain that there exists n4 = n4(δ) such that,
for n ≥ n4 we have that
‖Pn −Qn‖TV ≤ 1− c3, (47)
where c3 = c3(δ) is a positive constant depending on δ.
To finish the proof of Lemma 8.1, we consider the case n < n4. Since
qn  pn and |dqndpn (x)− 1| ≤ δ for all x ∈ Ω, we first observe that
max
1≤n<n4
‖pn − qn‖TV ≤ 1− 11 + δ .
Then, from this last fact we obtain that
max
1≤n<n4
‖Pn −Qn‖TV ≤ 1−
( 1
1 + δ
)n4
.
Together with (47), this concludes the proof of Lemma 8.1.
We now prove Theorem 2.6. In this last part, we consider the following
decomposition of the transition density p,
p(x, ·) = q + (1− q)µ′(x, ·), for all x ∈ Σ,
where q := 1 − ε, for ε ∈ (0, 1), and µ′(x, ·) = p(x,·)−q1−q ≥ 0 is a probability
density with respect to Π, since α ≥ 1 − ε. Observe that we can construct
the same coupling of Section 4, but now using Bernoulli random variables
with parameter q instead of 12 , replacing the event C and the quantity F
respectively by
C˜ :=
{
|H| > q
2
6 n
}
(recall that H is defined in (3)) and
F˜ := C11
√
1 + ln(ϕ2β) + β
γ
ln
(
κ ∨ (2ε)
ε
)
,
where C11 = C11(ε), maintaining the same notations for the other quan-
tities defined in that section. Following the same steps as in the proof of
Proposition 6.10, we obtain
Proposition 8.2. There exist n5 = n5(ε) ∈ N, such that, for all n ≥ n5, it
holds that
P
[
C˜c
]
≤ 12 .
Then, using Proposition 8.2 and the same reasoning as in the proof of
Proposition 6.1, we obtain
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Proposition 8.3. There exist a positive C12 = C12(ε) and n6 = n6(ε) ∈ N,
such that, for all n ≥ n6 and i ∈ N, it holds that
P
[
Aci
∣∣∣ C˜ ] ≤ C12(1 + i)3 .
Then, we take i = i1 := d(2C12)1/3e − 1 in Proposition 8.3, so that
P
[
Ai1
∣∣∣ C˜ ] ≥ 12 ,
for all n ≥ n6. Then, using Proposition 8.2, we obtain that P[Ai1 ] ≥ 1/4,
for n ≥ n5 ∨ n6. Now, observe that, by Lemma 8.1, for all n ≥ n7 =
n7(β, ϕ, κ, γ, ε) := max{n5, n6, [F˜ (1 + i1)]2} we obtain that
dTV(LXn , LYn ) ≤ 1− P[Υ] ≤ 1− P[Υ,Ai1 ] ≤ 1−
1
4C10((1 + i1)F˜ ). (48)
Then, to complete the proof we just observe that
max
1≤n<n7
dTV(LXn , LYn ) ≤ 1−
( 1
1 + ε
)n7
. (49)
Finally, using (48), (49) and observing that (if needed) K ′ can always be
modified to be decreasing in ε, we conclude the proof of Theorem 2.6.
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