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ABSTRAKT
Me arkitekturën serverless është bërë një lëvizje e madhe drejt zhvillimit softuerik. Si
teknologji, mundëson abstrahimin e shumë gjërave, duke ju mundësuar juve që të keni
mundësi më të mëdha të zhvilloni aplikacionin tuaj.
Përdorimi i aplikacioneve është formë e kohës, gjë që e bënë arkitekturën serverless të
shfaqet si paradigm i ri për zhvillimin e aplikacioneve dhe web shërbimeve, që bazohet në
Service-oriented Architecture (SOA), e cila tashmë është bërë një praktikë vendimtare tek
web shërbimet që mundëson komunikimin në mes komponentëve softuerike dhe
aplikacioneve në internet.
Përbrenda punimit është bërë një shqyrtim i detajuar i literaturës së viteve të fundit, përmes
krahasimit të kësaj arkitekture me platformat tjera, krahasimit të ofruesve të shërbimeve
dhe shqyrtimit të disa prej përparësive dhe mangësive që kjo teknologji ka.
Ky punim përmes zhvillimit të një web aplikacioni do të paraqes në mënyrë praktike se si
është zhvilluar ideja e adaptimit në arkitekturë serverless, duke shfrytëzuar funksione
specifike, të cilët shfaqin një formë të dizajnimit të arkitekturës së softuerëve.
Disa nga web shërbimet e përdorura në krijimin e aplikacionit janë AWS Lambda, API
Gateway dhe DynamoDB, përmes të cilave shihet praktikisht se pse ka qenë e nevojshme
që të bëhet kalimi nga arkitektura me server në atë serverless.
Serverless computing mund të çojë përfundimisht në forma të tjera të programimit dhe
arkitekturave të reja, gjë që e bënë të ardhmen me mundësi të shumta për zhvillim, si në
aspektin e qasjes ndaj kësaj teknologjie, poashtu edhe në të mirat që mund të dalin prej saj.

Fjalët kyçe: Cloud computing, Arkitektura e bazuar në shërbime, Arkitektura serverless,
AWS Lambda, Serverless framework
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1

HYRJE

Teknologjia informative është një fushë ekspertize e cila ofron shumëllojshëmëri të
pajisjeve, frameworka-ve si dhe gjuhëve programuese. Të gjitha këto, dita ditës janë duke
evoluar dhe modernizuar për të qëndruar në hap me kërkesat e tregut dhe konsumatorëve.

Në procesin e zhvillimit sofuerik, një ndër pjesët thelbësore është faza e deployment të atij
aplikacioni. Për të bërë deploy një produkt, nevojitej një server fizik i cili ka fuqinë e duhur
për të ekzekutuar këtë aplikacion. Për të menaxhuar këtë server nuk ishte shumë e lehtë pasi
duhej staf të kualifikuar për këtë gjë si dhe kishte kosto shtesë në rast të ndonjë dëmtimi
fizik. Tjetër problem ishte edhe shkallëzueshmëria, sidomos kur arriheshin limitet e
kapacitetit të resurseve, gjë që bënte që të kishtë vonesa të shumta derisa të bëhej upgrade
hardueri. Për këto probleme u ofrua një zgjidhje, e cila i hapi rrugën një teknologjie të re,
Cloud Computing. [1]
Cloud Computing është term i përgjithshëm i cili përfshinë gjithçka mbi shërbimet në
internet. Cloud Computing me hapa të shpejtë ka arritur të jetë kulmi i shërbimeve, që
bizneset bashkëkohore, ofrojnë. Dy përparsitë kryesore të Cloud Computing janë përdorimi
i lehtë dhe çmimi i volitshëm. Në qoftë se keni një aplikacion që shpërndanë foto nëpër
miliona pajisje mobile apo keni një aplikacion për biznesin tuaj, shërbimet në cloud ofrojnë
qasje të shpejtë dhe fleksibile në resurse teknologjike me një çmim shumë të volitshëm.
Me anë të cloud computing, ju nuk keni nevojë që të investoni në pajisje të shumta
harduerike, në vend të saj ju mund merrni në përdorim pajisjet e njëjta, pa pasur nevojë që
ti bleni fizikisht ato. Cloud Computing ofron një mënyrë të lehtë të qasjes së serverëve,
bazës së të dhënave, apo edhe një numër të madh të shërbimeve të tjera përmes internetit.
Disa nga përparësitë dhe të mirat e Cloud Computing janë:
•

Paguaj për atë që shfrytëzon – Në vend që të investoni në qendra të të dhënave
apo serverë fizik, ju mund të paguani për ato resurse kompjuterike që ju paguani për
të shfrytëzuar.

1

•

Kosto operacionale – duke përdorur këto shërbime, ju mund të zvogëloni
shpenzimet tuaja, të cilat do të mund të ishin tejet të larta nëse ju do ti posedoni këta
serverë, apo resurse të tjera.

•

Shkallzueshmëria – ju nuk keni nevojë të bëni llogaritje se sa resurse harduerike
do ti duhet aplikacionit tuaj që të funksionojë normalisht.

•

Zvogëlimi i kostos së mirëmbajtjes – mundëson që të fokusoheni në projektit tuaj
sesa në infrastrukturën e tij.

•

Qasshmëri e lartë – mund të bëni deploy aplikacionin tuaj në regjione të ndryshme
në pak minuta. Kjo do të thotë që ju ofroni vonesa të vogla dhe përvojë më të mirë
për përdoruesit e aplikacionit tuaj në kosto minimale.

1.1

Komponentët e Cloud Computing

Në një kuptim të thjeshtë topologjik, zgjidhja për Cloud Computing bëhet përmes disa
elementeve: Klientët, Qendra e të dhënave dhe Serverët e shpërndarë [1]. Secili element ka
një qëllim të caktuar dhe luan rol specifik në shpërndarjen e aplikacioneve funksionale të
bazuar në cloud.

Figura 1. Komponentët e Cloud Computing [1]
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Klientët
Në arkitekturën e Cloud Computing, klientët janë kompjuterët që ne i përdorim zakonisht
në përditshmëri, e që poashtu përfshihen edhe llaptopët, tabletët, telefonat mobil, etj. Pra,
klientet janë pajisjet, me anë të së cilave përdoruesi menaxhon informatat në cloud. Në
përgjithësi, klientët ndahen në tri kategori:
•

Mobile: Pajisjet mobile përfshijnë telefonat e mençur ose PDA (Personal Digita
Assistant).

•

Thin: Këta klientë janë kompjuterët që nuk kanë harddisk, punën e të cilëve e
kryen serveri, ndërsa këta vetëm shfaqin informacionin.

•

Thick: Ky lloj i klientëve, përfshinë kompjuterët normal, që përdorin web
browser, për tu lidhur në cloud

Nga klientët e sipërpërmendur, klientët Thin janë duke gjetur përdorim më të gjerë. Disa
nga arsyet e përdorimit të tyre janë:
•

Çmimi i ulët i harduerit: Klientët Thin krahasuar me ata Thick kanë çmim më
të lirë, sepse nuk përmbajnë shumë pjesë harduerike dhe nuk kanë nevojë për
upgrade.

•

Çmim të ulët të IT: Klientët Thin menaxhohen në server, ku rezulton me
shumë pak dështime.

•

Siguria: Pasiqë procesimi bëhet në server dhe të dhënat nuk ruhen në harddisk,
mundësia që pajisja të sulmohet dhe të humbin të dhënat, është e vogël.

•

Lehtë e riparueshme: Në rast se klienti Thin dëmtohet, zëvendësimi i tij është
shumë i lehtë.
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Qendra e të dhënave
Qendra e të dhënave është vendi ku vendosen serverë të shumtë, e cila mund të jetë një
dhomë në ndërtesën tuaj ose një dhomë me serverë në anën tjetër të botës në të cilën qasja
bëhet përmes internetit.
Trend në rritje është edhe virtualizimi i shumë serverëve, nga një server i vetëm fizik. Kjo
varet nga madhësia, shpejtësia e serverit fizik dhe çfarë aplikacioni përmban ai server.

Serverët e shpërndarë
Jo çdoherë serverët janë të vendosur në të njëjtin vend. Por, për ne si klientë, këta serverë
funksionojnë sikur të jenë gjeografikisht në të njëjtin lokacion. Kjo gjë, shpeshherë, është e
mirë sepse ofron fleksibilitet dhe siguri. Rast tipik është Amazon, që ka serverët e
shpërndarë në disa vende të botës dhe nëse ndonjë faqe dështon, atëherë shërbimi mund të
kryhet përmes një faqeje tjetër.

1.2

Llojet e Cloud Computing

Varësisht nga nevojat që na shfaqen, qoftë si shfrytëzues në shtëpi apo në biznes, zakonisht
përdoren këto lloje të Cloud Computing:

Public Cloud është metodë implementimi, që përdorë infrastrukturën publike të internetit
për t’i ofruar shërbime përdoruesve dhe është në dispozicion për ata përdorues që kanë
qasje në internet. Këto shërbime i ofrojnë kompanitë përmes qasjes në web browser-ët e
tyre.
Dobitë nga përdorimi i public cloud mund të përmendim:
• Fleksibiliteti
• Çmimi i volitshëm
• Besueshmëri
• Shkallëzueshmëri e lartë
• Mënyrë e dobishme e të kërkuarit
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Private Cloud
Strategjia e implementimit të private cloud mund të krahasohet me infrastrukturën
tradicionale lokale të shërbimeve, megjithatë kjo metodë implementimi përdorë teknologji
mbi të cilën bazohet cloud computing, siç është virtualizimi.
Për ti siguruar përparësi një kompanie, private cloud shfrytëzon teknologjinë e virtualizimit
për të ndërtuar infrastrukturën e IT së ndërmarrjes duke ofruar përparësi të larta krahasuar
me infrastrukturën tradicionale. Përveç mekanizmave të virtualizimit, në këtë model
përdoren edhe disa teknologji shtesë siç janë LAN-et virtuale, rrjetat virtuale private, etj.

Dobitë nga përdorimi i private cloud mund të përmendim:
• Siguri më e madhe dhe privatësi
• Më shumë kontrollë të të dhënave
• Efektshmëri

Hybrid cloud implementohet nga dy apo më shumë modele të Cloud Computing. Është
kombinim i private cloud dhe public cloud, ku si tërësi mundëson që të dhënat dhe
aplikacionet të jenë në dispozicion të shfrytëzuesit pa u diktuar arkitektura organizative e
infrastrukturës. Kjo poashtu mundëson, që shërbimet e publikuara të jenë më të besueshme
si dhe qasja në to të jetë më e shpejtë. Hybrid cloud është një ambient ku kompania ofron
dhe menaxhon një pjesë të resurseve kompjuterike, si brenda ashtu edhe jashtë.

Dobitë nga përdorimi i hybrid cloud mund të përmendim:
• Siguria
• Shkallëzueshmëria
• Efektshmëria
• Fleksibilitet
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1.3

Llojet e shërbimeve të Cloud Computing

Sipas NIST (National Institute of Standards and Technology), të gjitha shërbimet cloud
kategorizohen sipas asaj që ofrohet në tri kategori kryesore: Infrastruktrura, Platforma dhe
Softueri. [2]

Infrastruktura si shërbim (IaaS)
Më parë nevojitej shpenzim më i lartë për të blerë dhe menaxhuar serverë fizik, ndërsa në
Cloud Computing shfrytëzuesit përmes internetit shumë lehtë mund të blejnë një apo më
shumë serverë virtual, për t’i përdorur për një kohë të caktuar, që të ndërtojnë
infrastruktura, nga të cilat mund të ofrojnë shërbime për ndërmarrjet e tyre. [5]
Avantashi i kësaj infrastrukture është se kjo ka të gjitha tiparet e një infrastrukture fizike e
cila i nevojitet një ndërrmarrjeje, duke ulur shpenzimet operative të teknologjisë
informative.

Figura 2. Infrastruktura si shërbim (IaaS) [12]

Këto pajisje virtuale mund të emërtohen dhe konfigurohen sipas dëshirës dhe qasja në to
bëhet nga distanca duke përdorur aplikacionet standarde për qasje nga distanca.
Pajisjet quhen virtuale pasi që blerësi nuk e blen dhe posedon pajisjen fizike, por e merr në
shfrytëzim kundrejtë një pagese. Ky shërbim ju lejon që të përdorni resurse si: Hapsirë për
server, hapsirë ruajtëse, pajisje të rrjetave, cikle procesuese.
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Platforma si shërbim (PaaS)
Për dallim nga Infrastruktura si shërbim, ku shfrytëzuesi përdorte pajisje virtuale, këtu merr
në shfrytëzim një platformë të caktuar softuerike. Platforma si shërbim mundëson
shfrytëzimin e softuerëve të ndryshëm për të ndërtuar aplikacione përmes internetit, pa
pasur nevojë për të shkarkuar dhe instaluar softuerë. [5]

Figura 3. Platforma si shërbim (PaaS) [12]

Nëse zhvilluesit posedojnë kodet burimore të aplikacioneve qe zhvillojnë, platforma si
shërbim ofron ngarkimin, mbajtjen, integrimin me platformën zhvilluese dhe shfaqjen e
këtyre kodeve në web. Për aplikacione tek platforma si shërbim përfshihen dizajni,
zhvillimi, testimi dhe hostimi. Kjo platformë poashtu lehtëson punën e zhvilluesve pasi që
nuk kanë nevojë të merren me përmirësimet dhe mirëmbajtjen e sistemit. E metë e kësaj
platformë është mungesa e ndërveprimit mes ofruesve të këtij shërbimi. Nëse ne e krijojmë
një aplikacion në një platformë të caktuar dhe vendosim që ta zhvendosimin në një
platformë tjetër, atëherë, nuk na lejohet një gjë e tillë ose duhet paguar një çmim të lartë.

Softueri si shërbim (SaaS)
Tek Cloud Computing shërbimi më i rëndësishëm padyshim se është pjesa softuerike.
Softueri si shërbim nënkupton softuerin i cili është i bazuar në një kod që shërben për
shumë përdorues. Ky kod ka për qëllim ruajtjen e autorësisë së softuerit si dhe ndryshimeve
që mund të bëhen, por zakonisht jepen mundësit që përdoruesit ta përshtatin atë sipas
nevojave të tyre. [5]
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Figura 4. Softueri si shërbim (SaaS) [12]
Këta softuerë zhvillohen dhe shpërndahen në cloud nga ofruesit e këtij shërbimi dhe mund
të qasen nga largësia përmes internetit. Zakonisht, ndërmarrjet paguajnë licencat e
softuerëve që kanë një kosto të lartë, ndërsa me softuerë si shërbim nga Cloud Computing,
mund të kursehen para nga blerja e softuerëve, sepse ata merren në shfrytëzim, kundrejtë
një pagese e cila është më e ulët se blerja e licencës. Me softuerët si shërbim, ndërmarrjet
abonohen në cloud përmes një aplikacioni që mundësohet nga ofruesi i shërbimit. Ofruesi i
shërbimeve është përgjegjës për menaxhimin dhe mirëmbajten e platformës bazë dhe
aplikacioneve.

Poashtu do të përmendim edhe dy lloje të tjera të shërbimeve që ofrohen e ato janë BasS
(Backend as a Service) dhe FaaS (Function as a Service).

Backend as a Service mund të quhet ndryshe edhe si Serverless Backend që mund të
përfshijë hostimin e bazës së të dhënave, ku është një backend që ëshë shumë i qasshëm që
mund të rregullohet me shumë pak konfigurime dhe ka një shkallëzim të paskajshëm.

Disa nga këto shërbime që ofrojnë ofruesit e shërbimeve cloud janë: [7]
1. Bazë e të dhënave
a. NoSQL: Google Firebase, Google Cloud Firestone, AWS DynamoDB
b. SQL: AWS Aurora
c. Data Warehouse: Google BigQuery
d. Files: AWS S3, Google Cloud Storage

8

2. Hostim
a. Zeit Now
b. Google App Engine

3. Manipulim me të dhënave
a. Google Pub/Sub
b. AWS Kinesis

Function as a Service, është produkt i Serverless që mundëson hostimin e një copëze të
logjikës së biznesit si p.sh., ndonjë funksion për zmadhimin e imazheve. FaaS është shumë
i përshtatshëm për të zhvilluar arkitekturë të bazuar në evente.

Këto shërbime ofrohen nga shumë ofrues të shërbimeve cloud dhe ndër më të rëndësishmet
janë: [7]
•

Google Functions: Këto funksione bëhen trigger nga shumë produkte të tjera të
Google (Google PubSub, Google Storage, Firebase)

•

AWS Lambda: Këto funksione bëhen trigger nga produkte të ndryshme të AWS
(AWS Kinesis, S3, DynamoDB, HTTP Requests).

•

Fly Edge Apps

•

Cloudflare Workers
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Figura 5. Llojet e ndryshme të shërbimeve të Cloud Computing dhe produktet e tyre
[7]
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2

SHQYRTIMI I LITERATURËS

Arkitektura Serverless është dizajn i aplikacioneve që përfshinë shërbimet e palës së tretë
(Third-Party) ose “Backend as a Service” shërbimet, që përfshinë kodin, i cili ekzekutohet
në pjesë të vogla të menaxhueshme në një platformë që njihet si Function as a Service
(FaaS). [3]
Funksioni si shërbim është një koncept relativisht i ri, i cili për herë të parë është përdorur
nga hook.io, ndërsa rritjen më të madhe e pati pasi filloi të implementohet në shërbime si:
AWS Lambda, Google Cloud Functions, IBM OpenWhisk dhe Microsoft Azure Functions.
Kjo iu mundësoi zhvilluesve të ekzekutojnë aplikacionin e tyre pa ndërtuar apo
mirëmbajtur infrastruktura komplekse. Kjo do të thotë, që ju thjeshtë mund të ngarkoni
funksionet tuaja në cloud të cilët do të ekzekutohen në mënyrë të pavarur dhe në vend të
shkallëzimit të një aplikacioni monolitik, ju mund të ndani serverin në copëza funksionesh,
të cilat mund të shkallëzohen në mënyrë automatike dhe të pavarur.

Aplikacionet që zhvillohen duke u bazuar në Serverless kanë këto karakteristika kryesore:
•

Menaxhimi i serverit – nuk ka nevojë për mirëmbajtjen e serverit, poashtu nuk ka
ndonjë softuer i cili duhet të instalohet apo menaxhohet nga administratori.

•

Shkallzueshmëri fleksible – aplikacioni juaj mund të rrisë apo zvogëojë kapacitetet
e tij, duke shtuar apo larguar resurse të ndryshme harduerike.

•

Qasshmëri shumë të lartë – aplikacioni juaj ka qasshmëri të lartë, të cilat nuk keni
nevojë që ti ofroni pasi që shërbimet të cilat i përdorë aplikacioni i kanë ato të
parandërtuara.

•

Paguaj aq sa shfrytëzon – Ju paguani vetëm për resurset kompjuterike që ju
përdorni, gjë që redukton koston tuaj. Është i përshtatshëm për bizneset që kanë
model të paparashikueshëm të trafikut.

Gjatë hostimit të një aplikacioni në internet zakonisht nevojitet menaxhimi i ndonjë
infrastrukture të serverit. Kjo nënkupton që një server fizik apo virtual duhet të
menaxhohet, bashkë me sistemin operativ dhe proceset e web serverit, të cilat ndihmojnë që

11

aplikacioni të ekzekutohet. Me përdorimin e serverit virtual, që si shërbim cloud ofrohet
nga Amazon dhe Microsoft, do të thotë që të eliminohen disa shqetësime që shfaqen kur
përdorim server fizik, mirëpo prapë është i nevojshëm një nivel i menaxhimit për këta
serverë.
Krijimi i aplikacioneve duke u bazuar në arkitekturën Serverless do të thotë që ju do të
fokusoheni në funksionet individuale në aplikacionin tuaj. Shërbimet si AWS Lambda dhe
Microsoft Azure Functions merren me të gjithë harduerin, sistemin operativ si dhe
softuerin për menaxhimin e web serverit.

2.1

FaaS vs Menaxhimi i serverëve

Dispozitat e FaaS lejojnë futjen e kodit pa pasur nevojë të menaxhohet sistemi dhe
aplikacionet e serverit. Atëherë, cili është dallimi në mes menaxhimit të serverëve dhe
FaaS? Dallimi themelor është se në FaaS, ju nuk keni nevojë të menaxhoni aplikacionet e
serverit, gjë e cila ka qenë e pamundur në sistemet e mëhershme.

Le të marrim një shembull me një aplikacion tradicional me logjikë client-server.
Arkitektura e këtij aplikacioni (Pet Store) është e implementuar në JavaScript në anën e
serverit dhe në anën e klientit. E gjithë logjika e këtij aplikacioni, qoftë autentifikimi,
navigimi, kërkimi janë të implementuara në serverin e aplikacionit. [3]

Figura 6. Arkitektura e një aplikacioni tradicional [3]
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Me arkitekturën Serverless, ky aplikacion mund të duket kështu:

Figura 7. Arkitektura e një aplikacioni Serverless [3]

Disa ndryshime që kanë ndodhur kur kemi përdorur arkitekturën Serverless:
1. Është fshirë logjika e autentifikimit nga aplikacioni origjinal dhe është
zëvendësuar më një shërbim të palës së tretë BaaS (shembull. Auth0).

2. Një tjetër shembull i përdorimit të BaaS, është që kemi lejuar përdoruesin të ketë
qasje në një pjesë të bazës së të dhënave e cila është e hostuar nga një shërbim i
palës së tretë (shembull. Google Firebase).

3. Një pjesë e logjikës që ishte në server ka kaluar në anën e klientit, shembull
leximi nga baza e të dhënave dhe përkthimi në një view. Zakonisht ana e klientit
është Single Page Application (SPA).

4. Disa qështje që kanë të bëjnë me klient ne mund ti mbajmë në anën e serverit. Në
vend që të kemi një server që gjithnjë ekzekutohet, ne mund ta implementojmë një
funksion FaaS që përgjigjet HTTP Requests me anë të API Gateway.
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5. Ne mund ta ndërrojmë funksionalitetin e “Purchase” me një tjetër funksion FaaS,
duke vendosur që ta mbajmë në anën e serverit për shkaqe sigurie.

Përparësi tjetër e arkitekturës FaaS është se ju nuk keni nevojë të programoni aplikacionin
tuaj në ndonjë framework ose librari të veqantë. Pasi mund të përdoret çdo gjuhë
programuese, interesante është se dy funksione të FaaS në shkruara në gjuhë të ndryshme
programuese mund të ndërveprojnë me njëra-tjetrën. Poashtu, funksionet e shumëfishta
mund të lidhen në mënyrë që të zbatohen sistemet e ripërdorshme dhe të kompozueshme.

2.2

Deployment dhe Shkallëzueshmëria

Për ti bërë deploy aplikacionet e FaaS është shumë e lehtë. Krejt çka duhet të bëni është të
ngarkoni kodin në format të kompresuar ose të ekzekuteshëm dhe ofruesi përkujdeset për
çdo gjë tjetër.
Trafiku në internet mund të lëviz bazuar në numrin e përdoruesve që qasen në server. Në
raste normale numri i përdoruesve është i mjaftueshëm që serveri ti përgjigjet kërkesave të
tyre në kohë. Por, ka raste kur numri i përdoruesve është jashtëzakonisht i madh, p.sh., në
ditë festash, atëherë serveri nuk do të jetë në gjendje t’i shërbëjë një numri kaq të madh të
kërkesave dhe në këtë mënyrë kjo rezulton me rënje të serverit. Atëherë zgjidhje për të do
të ishte shkallëzueshmëria e resurseve të serverit.
Përparsia më e madhe e FaaS është shkallëzueshmëria automatike. Edhe pse PaaS ofron
shkallëzueshmëri, prapë se prapë juve do ju duhet të vlerësoni se për sa resurse keni nevojë
dhe të bëni ndërlidhjen në mes tyre. Tek FaaS, ju nuk keni nevojë të mendoni për
shkallëzim, por vetëm ta ngarkoni kodin ndërsa ofruesi i shërbimeve do të merret me pjesën
tjetër. Në këtë mënyrë nëse ka ndonjë ndryshim të papritur në kërkesa, ofruesi i FaaS do ta
trajtojë atë pa pasur nevojë për konfigurim ose menaxhim shtesë.
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2.3

Problemet me gjendjen (State)

Arkitektura FaaS është e dizajnuar në atë mënyrë që të krijohen funksione individuale sipas
secilës kërkesë dhe të shkatërrohet pas një kohe. Meqë gjendja nuk ruhet për kohë të
shkurtër e më pas të shkatërrohet plotësisht, atëherë funksionet e mëvonshme nuk mund të
qasen të gjendja dhe të dhënat e saj. [3]
Pra, funksione e FaaS ndryshe quhen edhe funksione pa gjendje (Stateless). Kjo mund të
jetë problem për arkitekturën e aplikacionit së cilës do i duhej ridizajnim dhe funksionet
mund të kenë efekt për disa raste të përdorimit, por jo për të gjithë. Aktualisht, kjo trajtohet
duke ruajtur gjendjen përmes kërkesave të shumëfishta ose me in-memory database ose
thjeshtë me ruajtje të objekteve. Por kjo është gjithnjë më e ngadalshme sesa ruajtja e
gjendjes në cache ose RAM në arkitekturën tradicionale.

2.4

Startimi dhe ekzekutimi

Startimi i funksionit nga gjendja fillestare (Cold Start) në platformën Serverless merr kohë
të konsiderueshme për tu ngarkuar e cila varijon nga disa milisekonda në disa minuta. Kjo
kuptohet që është e keqe, por ndodh vetëm në raste kur funksionet qasen shumë rallë.
Atëherë evitimi bëhet duke përdorur një process që njihet si ngrohja (warming).
Planifikohet një event që ekzekutohet në një interval të caktuar kohor, le të themi çdo 5
minuta, ku i bënë kërkesë funksioneve që në rast të ndonjë eventi real, këto funksione
aktivizohen shpejtë.

Tek ekzekutimi, funksionet e FaaS kanë një afat kohor ku mund të ekzekutohen. Nëse ky
afat kohor tejkalohet, atëherë funksionet shkatërrohen automatikisht. Proceset jetëgjatë nuk
mund të krijohen pa e ndryshuar arkitekturën e aplikacionit. Aplikacionet duhet të
ridizajohen në mënyrë që disa funksione të koordinuara mes vete të kryejnë punë
ekuivalente me një funksion tradicional jetëgjatë.
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2.5

API Gateways

API Gateway është një HTTP Server i cili routes dhe endpoint i ka të definuara në
konfigurim, ku secili route lidhet me një resurs. Në arkitekturën Serverless zakonisht këto
resurse janë funksione të FaaS.

Figura 8. Shembull i API Gateway [3]
Kur API Gateway pranon një kërkesë, ai e gjen konfigurimin e routit që përputhet me
kërkesën dhe therret funksionet përkatëse të FaaS të përfaqësuar me kërkesën origjinale. Në
mënyrë tipike, API Gateway do të lejojë ndërlidhjen e parametrave të HTTP kërkesës me
një input më konciz të FaaS funksionit, ose do të lejojë që të kalojë e gjithë kërkesa HTTP,
zakonisht si një objekt JSON. Funksioni do të ekzekutojë logjikën e tij dhe do ti kthej një
rezultat API Gateway, e cila rezultatin e transformon në një HTTP Response.
Përpos kësaj, API Gateway mund të kryejë edhe autentifikimin, validimin dhe response
code mapping. [3]

2.6

Serverless vs platformat tjera

Meqë, arkitektura serverless është bashkësi e BaaS dhe FaaS, atëherë është e rëndësishme
të shqyrtohet se si qëndron kjo arkitekturë në krahasim me platformat e tjera të cilat
shpeshherë ngatërrohen me të.
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2.6.1 Krahasimi me PaaS
Platforma si shërbim (PaaS) me produktet si Heroku, Azure Web Apps si dhe AWS Elastic
Beanstalk, ofrojnë shërbime shumë të mira, sikurse Serverless (që ndryshe njihet edhe si
FaaS). Dallim primar në mes të këtyre shërbimeve është tek mënyra sesi aplikacioni
përgaditet dhe bëhet deploy. Poashtu ka dallim edhe në shkallëzueshmëri.

Me PaaS, aplikacioni juaj bëhet deploy si një njësi e vetme si dhe zhvillohet në një
mënyrë tradicionale duke përdorur ndonjë web framework si: ASP.NET, Flask, Ruby on
Rails apo Java Servlets. Shkallëzimi bëhet vetëm në nivel të përgjithshëm të tërë
aplikacionit. [3]

Me FaaS, aplikacionin tuaj e organizoni në funksione autonome dhe individuale.
Secili funksion është i hostuar nga ofruesi i shërbimit FaaS dhe mund të shkallëzohet në
mënyrë automatike nëse frekuenca e funksion calls rritet apo zvogëlohet. Ju paguani vetëm
kur thirret funksioni, në vend që të paguani për aplikacionin tuaj edhe pse nuk bëhet ndonjë
funksion call. [1]

2.6.2 Krahasimi me containers
Një nga arsyet e përdorimit të FaaS është që të shmanget nevoja për të menaxhuar proceset
e aplikacionit në nivel të sistemit operativ. Mënyra më popullor e abstraksionit të proceseve
është me anë të containers, ku Docker është shembulli më i mirë i kësaj teknologjie.
Sistemet për hostim të containers si Mesos dhe Kubernetes, të cilat bëjnë abstrahimin e
aplikacioneve në nivelin e sistemit operativ janë në përdorim të madh. Poashtu kemi edhe
platforma cloud për hostim të containers si Amazon ECS, EKS dhe Google Container
Engine, që u lejojnë zhvilluesve që ti shmangen menaxhimit të serverëve të tyre. [4]
Për aplikacionet serverless, shkallëzimi bëhet në mënyrë automatike duke alokuar resurset.
Për dallim nga aplikacionet serverless, platformat e containers kanë nevojë që ju të
menaxhoni madhësinë dhe formën e klasterëve tuaj. [1]
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Mirëpo mund të përmendim se tashmë janë në dispozicion kllasterët që shkallëzohen në
mënyrë automatike. Kubernetes këtë e ka të implementuar me “Horizontal Pod
Autoscaling”, ndërsa ekziston edhe AWS Fargate një shërbim që do të mundësojë që të
krijohen “Serverless Containers”.
Ndërsa shohim të mirat dhe të këqijat e njërës apo tjetrës teknologji, zgjedhja ndërmejt tyre
varet nga stili dhe lloji i aplikacionit.

2.6.3 Krahasimi me Stored Procedurat
Shpeshherë, FaaS ngatërrohet me Stored Procedurat për arsye se zakonisht funksionet e
FaaS janë copëza të vogla të kodit që janë të integruara me një bazë të dhënash. Mirëpo kjo
është vetëm një pjesë e atyre se çfarë është e aftë FaaS të bëjë.

Për të krahasuar këto të dyja do të marrim shembuj disa probleme që hasim kur përdorim
Stored Procedurat:
1. Shpeshë kërkojnë një gjuhë specifike, ose të paktën një framework specifik.
2. Janë të vështira për t’u testuar pasi që ato duhet të ekzekutohen në kontekstin e
bazës të dhënave.
3. Janë të ndërlikuara për të bërë aplikacionin me versione.

Problemet më lartë nuk shfaqen të gjitha njëherish gjatë implementimit të stored
procedurat, mirëpo të paktën një prej tyre do të shfaqet.
1. Aplikacionet serverless nuk kanë nevojë të përdorim një gjuhë apo framework
specifik.
2. Testimi në aplikacionet serverless mund të bëhet shum lehtë, pasi që mund të
përdoret unit testing.
3. Poashtu versioni i aplikacionit është i mundëshëm në aplikacionet serverless. Deri
vonë paketimi i aplikacioni ishte një problem, i cili u zgjidh me veglat si Serverless
Application Model (SAM), poashtu edhe të Serverless Framework-ut.
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2.7

AWS Lambda vs Azure Functions vs Google Functions

Kur është fjala për ofruesit e Serverless, ka shumë opionine e krahasime se cili nga ofruesit
është i duhuri për tu përdorur. Duke marrë parasysh se sa kritike është që të zgjedhim
platformën e duhur, ato duhet vlerësuar bazuar në funksionalitetin e tyre dhe integrimet e
shërbimeve. Të gjithë ofruesit të cilët do ti përmendim më poshtë aplikojnë modelin e
pagesës për aq sa shfrytëzon, pra nuk paguani për resurset e pashfrytëzuara. Meqë Amazon,
Microsoft dhe Google janë ofruesit më të njohur të këtyre shërbimeve, do të fokusohemi në
krahasimin e tyre. Tabela 1 do të tregojë një përmbledhje të shërbimeve serverless që
ofrohen nga këta tre ofrues.

Provider

Supported Run-

Event Triggers

Times
S3 Bucket,
Amazon

Java, Node.js, C#,
Python

DynamoDB,
HTTPS Endpoint
Scheduled Events

Access

Dependency

Management

Management

Users, Roles,
Policies, API

NPM

keys

Azure Cosmos DB,
Microsoft

C#, F#, Node.js

Azure Blob Storage
Azure Queue Storage

Users,

NPM

Groups, Roles

NuGet

HTTPS Endpoint
Google Firebase,
Google

Node.js

StackDriver Logging,
Cloud Pub/Sub, Cloud
Storage

Users,
Roles,

NPM

API keys

Tabela 1. Shërbimet serverless të ofruara nga Amazon, Microsoft dhe Google
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2.7.1 AWS Lambda
AWS Lambda konsiderohet si novator që krijoi konceptin e serverless në vitin 2014. Që
atëherë është një ndër platformat më të suksesshme të ofrimit të arkitekturës serverless.
Ofron shtresën logjike të aplikacionit tuaj e cila është e implementuar mbi platformat si
EC2 dhe S3. AWS Lambda ruan dhe enkripton kodin tuaj në S3. Kur kërkohet që të
ekzekutohet një funksion, krijohet një container dhe bëhet deploy në një instancë të EC2.
[6]
Secili funksion ekzekutohet në një container me 64-bit Amazon Linux AMI. Ndërsa
environmenti ku ekzekutohen ka:
•

Sasi memorike: 128MB – 3008MB

•

Hapësirë në disk: 512MB

•

Kohëzgjatja maksimale e ekzekutimit: 300 sekonda

•

Madhësia e paketës së kompresuar: 50MB

•

Madhësia e paketës të pakompresuar: 250MB

Kur krijohet një funksion Lambda, ju duhet të specifikoni disa gjëra si: runtime
environment, alokimin e memorjes, rolet si dhe metoda për të ekzkutuar. [8]

Figura 9. AWS Lambda
Funksionet Lambda mund të bëhen trigger nga shumë evente të ndryshme apo shërbime të
tjera të AWS. Ju paguani vetëm për kohën e ekzekutimit që e përdorni, ndërsa atëherë kur
kodi nuk është duke u ekzekutuar ju nuk paguani asgjë. Me Lambda ju mund të ekzekutoni
çfarëdo aplikacioni apo shërbimi pa pasur nevojë për administrim. Ju vetëm duhet të
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ngarkoni kodin tuaj dhe Lambda merret me gjërat e tjetra që nevojiten që të bëhet i
mundshëm ekzekutimi i kodit në mënyrë të sigurtë si dhe të bëhet shkallëzimi i kodit tuaj.

2.7.2 Azure Functions
Azure Functions për herë të parë dolën në përdorim në vitin 2016, të cilat në mënyrë
graduale u bënë pjesë kyçe e Microsoft Cloud Platform. Funksionet e Azure ju lejojnë të
zhvilloni aplikacione serverless në Microsoft Azure. Si në platformat tjera severless, me
Microsoft Azure, ju duhet vetëm të shkruani kodin pa u brengosur për të gjithë aplikacionin
apo infrastrukturën e tij.
Avantazhet e funksioneve të Azure përfshijnë zhvillim fleksibil, ku ju mund të programoni
funksionet tuaja drejtëpërdrejtë në portal apo të bëni deploy përmes GitHub, Visual Studio
Team Services. Integrimet janë mbresëlënëse, me mbështetjen e Azure Cosmos DB, Event
Hubs, Event Grid, Notification Hubs, Service Bus, Storage, GitHub dhe Twilio.

Figura 10. Aplikacion mobil duke përdorur Azure Functions [10]
Funksionet janë një zgjedhje e shkëlqyer për përpunimin e të dhënave, sistemeve integruese
si dhe zhvillimin e API-ve të thjeshtë dhe mikroshërbimeve.
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Funksionet ofrojnë shabllone të ndryshme që ju bëjnë të mundur përdorimin sa më të lehtë
të këtyre funksioneve. Disa prej tyre janë:
•

HTTPTrigger – bën trigger ekzekutimin e kodit duke përdorur një HTTP request.

•

TimerTrigger – bën ekzekutimin e detyrave batch që bëhen në një kohë të caktuar.

•

CosmosDBTrigger – proceson dokumentet e Azure Cosmos DB kur janë shtuar a
po përditësohen në koleksione në një bazë të dhënash NoSQL.

•

BlobTrigger – proceson blloqet e Azure Storage kur ato shtohen në containers.

•

QueueTrigger – përgjigjet mesazheve kur ato arrijnë në Azure Storage queue.

2.7.3 Google Functions
Zgjidhje për serverless e Google është Google Cloud Functions. Me Google Cloud
Functions ju mund të krijoni, menaxhoni dhe bëni deploy funksionet përmes Cloud SDK
(Gcloud), Cloud Console web interface poashtu REST dhe gRPC API. Ju poashtu mund të
krijoni dhe testoni funksionet tuaja duke përdorur Node.js më mjetet e juaja të preferuara të
zhvillimit. Cloud Functions mund të bëhen deploy në mënyrë lokale apo edhe prej source
repository nga GitHub apo BitBucket.

Figura 11. Google Functions [11]
Funksionet e Google Cloud-it lejojnë segmente të vogla të kodit që të kryejnë detyra
specifike dhe të kufizuara, të cilat zakonisht lidhen me nxitjen (trigger) e përgjigjeve nga
evente të ndryshme. Kur një event bën trigger një funksion, ai ngarkohet në një platformë
cloud dhe ekzekutohet. Të gjitha resurset e infrastrukturës gjenden në mënyrë automatike
në Google Cloud Platform (GCP).
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2.8

Përparësitë dhe mangësitë

Zhvillimi i aplikacioneve duke përdorur teknologjinë serverless ka përparsitë si dhe
mangësitë e saj. Gjithmonë duhet të kemi parasysh këto nëse duam që të zhvillojmë një
aplikacion duke përdorur këtë teknologji.

2.8.1 Përparsitë
Përparsitë e serverless janë të dukshme, është një qasje e thjeshtëzuar e zhvillimit e cila
eliminon një shtresë të komplikuar, siq është infrastruktura e sistemit duke përmisuar
zhvillimin në tërësi. Disa nga përpasitë e kësaj teknologjie i kam shtjelluar më poshtë:
•

Menaxhimi i serverit - Këtë problem me anë të arkitekturës Serverless nuk do ta
kishim për arsye se nëse e përdorim këtë arkitekturë nuk do të ishtë nevoja që
serveri të menaxhohet, pasi përdoren funksione të cilat i qasen serverit i cili ndodhet
në cloud. Poashtu kjo do të mundësonte që zhvilluesit të fokusoheshin në atë që
është e rëndësishme, gjetjen e zgjidhjeve për problemet komplekse, pra të
fokusoheshin më shumë në biznis logjikën e aplikacionit.

•

Menaxhimi i infrastrukturës - Nëse ju hostoni aplikacionin tuaj, atëherë dikush
duhet që të menaxhojë serverit tuaj. Në rast të mosfunksionimit harduerik atëherë
nuk do të mund të qaseshit në aplikacionin tuaj i cili mund të shkaktojë edhe
probleme më madhore, duke përfshirë edhe ato me konsumatorët tuaj. Por në botën
Serverless, platforma gjithmonë është në përkujdesje nëse diqka nuk funksionon siq
duhet. Menaxhimin e infrastrukturës së aplikacionit e menaxhojnë ofruesit e
shërbimeve të cloudit, për këtë arsye disa nga problemet e menaxhimit të
infrastrukturës largohen, mirëpo ka edhe disa mangësi për arsye të mos menaxhimit
të infrastrukturës nga vetë zhvilluesit e aplikacionit.
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•

Shkallëzueshmëria e aplikacionit - Më parë nëse keni pasur shumë përdorues në
aplikacionin tuaj, atëherë është dashur të shtohen server të tjerë, apo edhe të shtohen
kapacitetet harduerike memorike, mirëpo këtë problem me arkitekturën Serverless
nuk do ta kishim për arsye sepse për të përdorur resurse harduerike duhet paguar
sasi e caktuar e të hollave nëse dëshiron të shtosh kapacitetet tuaja. Arkitektura
Serverless do të mundësojë që në mënyrë automatike të shtohen resurse të
nevojshme që aplikacioni të funksionojë, poashtu edhe nëse në fillim keni shtuar
resurset të cilat i tejkalojnë nevojat tuaja, atëherë do të bëhet zvogëlimi automatik i
këtyre resurseve.

•

Kostoja operacionale – do të shfaqet në dy mënyra: E para është kostaja e
infrastruktruës e pasi që serverët fizik kushtojnë shumë shtrenjtë, me anë të kësaj
arkitekture mundësohet zvogëlimi i kostos së implementimit, mirëmbajtjes së
serverëve. E dyta është përfitimet e kostos së punës, ju do të jeni në gjendje të
shpenzoni më pak në një sistem serverless sesa në një sistem ekuivalent të zhvilluar
dhe organizuar nga ju.

2.8.2 Mangësitë
Sigurisht që ka shumë përparsi kjo teknologji, mirëpo ato vijnë edhe me disa mangësi që
janë të natyrshme. Disa nga mangësitë janë të trashëguara nga koncepti thelbësor i kësaj
teknologjie, të tjerat janë të lidhura me implementimet aktuale të cilat me kalimin e kohës
mund ti shohim si probleme të zgjidhura.

•

Kontrolli nga ana e vendorit – Nëse përdorni këtë teknologji ju jeni duke ofruar
vendorit e palës së tretë qasje në disa pjesë të sistemit. Mungesa e kontrollit mund të
manifestohet me rënje të sistemit, ndryshim kostoje, humbje funksionaliteti,
përditësime të detyruara të API-ve.
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•

Multitenancy – Shumë instanca të softuerit për disa konsumatorë ekzekutohen në
të njëjtën makinë apo janë brenda një hosti. Prandaj, zgjidhje multitenant mund të
kenë probleme me sigurinë (p.sh. një klient është në gjendje të shoh të dhënat e
klientit tjetër), qëndrueshmëria (një gabim në softuerin e njërit klient që shkakton
dështim në softuerin e klientit tjetër) dhe performanca (mund të hasim në
ngadalësim të sistemit).

•

Varësia ndaj vendorit – Ëshë shumë e mundur që nesë përdor një feature nga një
ofrues i shërbimit, e njëjta duhet të implementohet ndryshe në ofruesin tjetër të
shërbimit. Nëse dëshiron që të ndërrosh vendor, ju duhet të ndërroni pothuajse të
gjitha mjetet operacionale (deployment, monitorim), ju poashtu duhet të ndërroni
disa pjesë të kodit që të përshtatet me ndërfaqen e vendorit tjetër.

•

Siguria – Poashtu me përdorimin e arkitekturës Serverless mund të hasim në disa
probleme si konfigurimi i keq i komunikimit të shërbimeve të ndryshme mund të
shkaktojë rrjedhje të të dhënave të ndjeshme. Pra një ndër shqetësimet e përdorimit
të kësaj arkitekture është siguria, pasi që mund të ndodhë që të biem pre e sulmeve
Man-in-the-Middle (MiTM). Mirëpo ofrohen edhe shërbime të cilat janë të
dedikuara për këtë arsye të ofrimit të sigurisë së shtuar për lidhjet në mes të
shërbimeve.

2.9

Case Study – Coca Cola

Si rast studimi të përdorimit të arkitekturës serverless, kam zgjedhur kompaninë Coca Cola
që është një ndër kompaninë më të mëdha që përdorin arkitekturën Serverless. Në vitin
2016, Michael Connor, përfaqësues nga Coca Cola gjatë prezentimit të tij në AWS Reevent që është një ndër eventet më të mëdha që organizohet nga AWS ka treguar për mjetet
dhe strategjitë e përdorura që ata kanë zhvilluar në mënyrë që të krijojnë aplikacione për
marketingun digjital që përkrahin në tërësi arkitekturën serveless.
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Por si e përdorin këtë arkitekturë ata për të përmisuar shërbimet e tyre. Makinat e tyre të
shitjet që mund ti gjeni kudo nëpër botë e kanë të integruar një sistem të komunikimit me
zyrat qendrore të Coca-Colas. Kjo është mënyra se si personat që mirren me këto pajisje e
dinë se kur ndonjëra makinë ka mungesë së produktit apo ka ndonjë prishje. Sistemin e
njëjtë e përdorin edhe ekipi i marketingut të cilët krijojnë kampanja të ndryshme që ata
ofrojnë. Për të treguar, kalimin në Serverless duhet të shpjegojmë se çfarë ka përdorur
Coca-Cola para se të fillojë të përdorë Serverless. Makinat e tyre e shpërndarjes më të
vjetra ishin diku rreth 10-12 vite të vjetra dhe deri në vitin 2016 kanë përdorur EC2 T2, e
cila ka kushtuar diku rreth 13,000 dollarë për një vit. Ndërsa pas kalimit në serverless këto
shpenzime dukshëm janë reduktuar duke rënë në 4,490 dollarë në vit.

Por si kjo në të vërtetë funksionon?
Logjika prapa këtyre makina të shpërndarjes është shumë e thjeshtë. Konsumatori blen një
pije, makina dërgon kërkesë në Payment Gateway e cila bën verifikimin e pagesës duke
dërguar kërkesa në API Gateway e cila e trigger një funksion lambda. Pastaj AWS Lambda
do të mirret me gjithë logjikën e biznesit mbrapa transaksionit. [9]

Figura 12. Implementimi i serverless në Coca Cola [9]
I gjithë ky komunikim ndodhë në më pak se një sekondë dhe duhet paguar vetëm pasi bëhet
kërkesa. Serverless ka qenë një hap gjigand për këtë kompani pasiqë ka reduktuar dukshëm
shpenzimet e tyre. Momentalisht janë duke përdorur edhe EC2 instances si dhe sistemin
serverless, derisa të zëvendësohen makinat e vjetra me sistemin e ri. [9]
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3

DEKLARIMI I PROBLEMIT

Gjatë dekadave të fundit, Service-oriented architecture (SOA) dhe sistemet e shpërndara
janë zhvilluar nga ndërmarrjet për të ofruar shërbime të ndryshme, si shërbimet bankare,
financiare dhe postare. Pjesë kyçe e SOA-së është krijimi i kompontëve të pavarur të
softuerit të cilat janë të qasshme globalisht në rrjet përmes protokoleve e komunikimit
standard.
Për vite me rradhë, web aplikacionet janë zhvilluar bazuar në arkitekturë tre-shtresore e cila
ndanë aplikacionin në tre shtresa të pavarura, përkatësisht shtresa e prezentimit, logjikës së
biznesit dhe asaj të dhënave. Ndërkohë, nga prespektiva e dizajnit të SOA-së shtresat e
logjikës së biznesit dhe asaj të dhënave mund të implementohen si web shërbime, duke
mundësuar komunikim nëpërmjet protokolleve standarde të bazuara në internet.
Një web shërbim ofrohet nga një web server, i cili është një softuer që funksionon në
makinë fizike ose virtuale. Meqë këto shërbime hostohen në makinë fizike ose virtuale,
atëherë shfaqen kërkesa për konfigurim dhe mirëmbajtje. Zhvilluesve u duhet të studiojnë
dhe vendosin specifikat për makinën (të tilla si shpejtësia e procesorit, memorja dhe
hapësira ruajtjes), në mënyrë që të bëhet alokimi adekuat i resurseve të serverit për të
ekzektuar web shërbimin. Nëse serveri është fizik, procesi do të përfshijë prokurimin e
kompontëve harduerik dhe licencave të softuerit, poashtu për tu bërë setup nga ekipa
nevojitet kohë dhe përpjekje. Përveç kësaj, një server i tillë ka nevojë për mirëmbajtje të
vazhdueshme e cila kërkon prezencë të personave të cilët duhet të monitorjnë për të
kontrolluar gabimet, për të ekzekutuar plane që i adresohen problemeve si rënja dhe
mbingarkesa e serverit. Nga ana tjetër, web shërbimet mund të bëhen deploy në computing
platforma, në të cilat ofruesit e shërbimeve ofrojnë infrastruktrën dhe resurset e nevojshme
për të hostuar dhe ekzektuar aplikacionin. Duke përdorur qasje të tillë, zhvilluesit evitojnë
shqetësimet rreth komponentëve harduerike, megjithatë puna e serverit dhe konfigurimi i
sistemit operativ, monitorimi dhe mirëmbajtja janë ende prezente.
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3.1

Motivi i projektit

Përdorimi i aplikacioneve që ofrojnë funksione specifike është gjithmone synim i secilit
përdorues, prandaj ekziston nevoja për web shërbime të cilat zhvillohen shpejt, kanë
shkallzueshmëri të lartë, dhe kërkojnë përpjekje minimale të mirëmbajtjes.

3.2

Qëllimi dhe objektivat

Qëllimi i kësaj teme është zhvillimi i një web aplikacioni duke përdorur arkitekturën
Serverless si dhe web shërbimet e AWS. Zhvillimi i këtij REST API aplikacioni duke
përdorur arkitekturën Serverless, do të bëhet duke përdorur web shërbimet e Amazon-it,
Serverless Framework dhe React në pjesën e User Interface. Shërbimet kryesore të cilat do
të përdoren për zhvillimin e këtij aplikacioni janë: Amazon API Gateway, AWS Lambda,
Amazon S3, Amazon DynamoDB, Amazon Cognito si dhe Amazon CloudFront.

Zhvillimi i këtij web aplikacioni ndahet në katër module, që si objektiva do të mundësojnë
zhvillimi e këtij aplikacioni.
1. Static Web Hosting – Amazon S3 mundëson hostimin e HTML, CSS dhe
JavaScript fajllave si dhe imazheve të ndryshme.
2. Menaxhimi i përdoruesve – Amazon Cognito ofron menaxhimin e përdoruesve
dhe autentifikimin për të siguar backed API.
3. Serverless Back End – Amazon DynamoDB ofron persistene layer, ku të dhënat
mund të ruhen nga funksionet e Lambda-s.
4. RESTful API – JavaScript që ekzektohet në shfletues dërgon dhe pranon të dhëna
nga një backend API që krijohet duke përdorur AWS Lambda dhe API Gateway.
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4

METODOLOGJIA

Në këtë kapitull përfshihen metodat e përdorura për të shpjeguar teknologjitë që janë
përdorur për krijimin e aplikacionit. Ku së pari janë identifikuar karakteristikat kyçe të
aplikacioneve të ndërtuar bazuar në arkitekturën serverless. Së dyti, është përshkruar
metodata e implemtimit që ka përfshirë pjesën e infrastruktruës së aplikacionit dhe
zhvillimi të tij. Tri pyetjet kërkimore që e definojnë këtë punim janë si më poshtë:

PK 1: Cilët janë komponentët thelbësor teknologjik të aplikacioneve të bazuar në
arkitekturën serverless?
PK 2: A ekzistojnë standarde për zhvillimin e funksioneve në arkitekturën
serverless?
PK 3: Si bëhet monitorimi dhe gjetja e gabimeve gjatë ekzekutimit të funksioneve
në arkitekturën serverless?

4.1

Karakteristikat e aplikacionit bazuar në arkitekturën serverless

Në mënyrë që të shpjegohet implementimi dhe pastaj edhe demonstrimi i përdorimit të disa
prej karakteristikave që e specifikojnë krijimin e një aplikacioni të bazuar në arkitekturën
serverless, pikë së pari duhet të i shfaqim ato karakteristika në mënyrë që të tregohet se si
ato janë ndikuese të drejtëpërdrejta në performancë. Pastaj, me t’u specifikuar
karakteristikat, shumë lehtë mund të shpejgohen implementimi dhe demonstrimi.

Secila nga karakteristikat e përmendura më poshtë janë poashtu edhe veqori kyçe të këtij
aplikacioni.
•

Platformë e përshtatshme për shumë gjuhë programuese

•

Mbështetje për funksionet sinkrone dhe asinkrone

•

Integrimi i API Gateway

•

Mbështetje për DevOps dhe Tooling

•

Performancë dhe Reponsiveness

29

•

Logging dhe Monitorim

•

Mbështje të punëve afatgjata dhe procesim të Batch

•

Zgjerueshmëri dhe integrim

Karakteristikat e lartëpërmendura janë të dobishme për aplikacionin në fjalë, ku si qëllim ka
qenë identifikimi i tyre, në mënyrë që të shihet përfitimi nga përdorimi i një teknologjie të
tillë.
4.2

Implementimi

Implemetimi tek ky aplikacion bazohet në funksionalitet, gjë që shpjegon idenë e migrimit
në këtë arkitekturë. Aplikacioni është zhvilluar me qëllimin që të demonstrohen
karakteristikat thelbësore për aplikacionet e bazuara në arkitekturën serverless.
Për të zhvilluar sukseshëm këtë aplikacion, me ideologjinë e lartëpërmendur një numër i
shërbimeve dhe teknologjive është dashtë të përdoren, ku specifikisht janë elaboruar në
kapitullin më lartë (shiko seksionin 3.2).

4.2.1 Implementimi i pjesës së infrastrukturës
Si fillim është përdor Serverless Framework me anë të të cilit janë krijuar resurset e
nevojshme për këtë aplikacion. Ky framework e bën konvertimin e fajlit serverless.yml në
një template të shërbimit CloudFormation. Ky shërbim ofron që në mënyrë automatike dhe
të sigurt të bëhet alokimi i të gjitha resurseve të nevojshme në të gjitha regjionet dhe
llogaritë.
Pikë së pari i kemi krijuar tabelat në DynamoDB përmes një dynamodb-table.yml file, ky
kemi specifikuar emrin e tabelës, rolet se cilat resurse tjera mund ti qasen këtyre tabelave
dhe kapacitetin e leximit/shkrimit në atë tabelë.
Me tu krijuar dhe konfiguruar DynamoDB, hapi i rradhës ka qenë konfigurimi i S3 Buckets
përmes një fajlit s3-bucket.yml. Në këtë pjesë janë ruajtur fajllat statikë që shërbejnë për
hostimin e HTML, CSS dhe JavaScript fajllave si dhe imazheve të ndryshme. Me anë të
këtij Endpoint URL mund të qasen shërbime të shumta të AWS. Poashtu duhet zgjedhur
edhe regjioni në të cilin dëshiron të implementosh S3 Buckets.
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Për të trajtuar në mënyrë të sigurtë autentifikimin e përdoruesve, kemi përdorur Amazon
Cognito, që mundëson menaxhimin dhe autentifikimin e përdoruesve. Konfigurimi i
Amazon Cognito ka qenë i tillë që u ka mundësuar përdoruesve të rinjë të regjistrohen duke
futur të dhënat e tyre, ndërsa ne i kemi dërguar një email për të konfirmuar hapjen e
llogarisë së tyre. Pasi që përdoruesi i ka konfirmuar të dhënat e tij, ai i është qasur llogarisë
së tij të porsa krijuar ku një JavaScript funksion komunikon me Amazon Cognito dhe bën
autentifikimin duke përdorur Secure Remote Password Protocol (SRP) dhe i kthehet një
JSON Web Token (JWT).
4.2.2 Implementimi i pjesës së zhvillimi të aplikacionit
Për të krijuar procesin në backend janë përdorur DynamoDB dhe AWS Lambda që janë
përdorur për handling request në këtë aplikacion. Poashtu, janë krijohen funksione të
ndryshme lambda që nevojitet që ti qasen tabelave në DynamoDB.
API Gateway është përdorur për të ekspozuar funksionet lambda. API është i qasshëm nga
interneti dhe është siguruar nga Amazon Cognito Identity Pool. Kjo ka mundësuar që web
faqet statike të kthehen në web faqe dinamike duke shtuar JavaScript-in në client-side që
mundëson AJAX calls ti qasen API.
Tek pjesa e Frontend është krijuar një Single-Page Application duke përdorur React.js. Ne
kemi përdorur projektin Create React App që ka mundësuar aplikacioni të optimizohet për
production, të përdoren features e fundit të JavaScript. Për të mundësuar komunikimin në
mes të React app dhe resurseve të AWS ne kemi përdorur librarinë AWS Amplify. Kjo
librari ofron disa module (Auth, API dhe Storage) të thjeshta të cilat na kanë ndihmuar për
tu lidhur me backend.

Setup që është përdorur e ka pasur formën e tillë:
•

Ngarkimi i asesteve të aplikacionit tonë

•

Përdorimi i Content Delivery Network (CDN) për të shërbyer asetet e aplikacionit

•

Vendosja e domain-it tonë në shpërndarje të CDN-it

•

Kalimi në HTTPS me çertifikim SSL (Secure Socket Layer).
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5

REZULTATET

Në këtë pjesë prezentohet zhvillimi i aplikacionit për këtë temë dhe karakteristikat kyçe të
tij. Poashtu, prezanton rezulatet e mbledhura gjatë analizimit dhe implementimit të
aplikacionit.

PK 1:

Cilët janë komponentët thelbësor teknologjik të aplikacioneve të bazuar në

arkitekturën serverless?

Ekzistojnë tri komponentë thelbësor teknologjik të aplikacioneve të bazuar në arkitekturën
serverless:

Application program interface (API): ndërvepron si middleëare në mes kërkesave
të përdoruesit dhe platformës serverless. Është pika hyrëse e cila përdoret për tu
qasur në të dhëna dhe implementuar biznes logjikën ose funksionalitetin. Ofruesit e
shërbimeve të cloud ofrojnë një shërbim të menaxhuar plotësisht që e bën më të
lehtë për zhvilluesit të krijojnë, publikojnë, mirëmbajnë, monitorojnë dhe sigurojnë
API-të në çdo shkallë. Mund të përballojnë qindra API calls konkurrente dhe
siguron menaxhim të trafikut, autorizim dhe kontroll të qasjes ndaj shërbimeve
tjera. Serverless computing e redukton kohën dhe përpjekjet e zhvilluesve për të
ndërtuar API-të. Ky shërbim kyç ofrohet nga ofruesit e shërbimeve cloud përmes
shërbimeve të ndryshme si API Gateway, API Management, së bashku me API-të
tjera open-source.

Function as a Service (FaaS): ekzekuton biznes logjikën ose kodin duke përdorur
platforma serverless të cilat sigurojnë ni nivel të abstraksionit për zhvilluesit. Kjo u
lejonë zhvilluesve të ekzekutojnë kodin në përgjigje ndaj eventeve pa i kushtuar
vëmendje kompleksitetit të ndërtimit dhe mirëmbajtjes së infrakstruktures. FaaS
përmbledh gjithë biznes logjikën, duke larguar tërësisht serverin nga prespektiva e
zhvilluesve.
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Backend as a Service (BaaS): është shërbim i cili heq administrimin e resurseve
nga ana e zhvilluesve, duke u mundësuar përdoruesve qasje direkte në bazën e të
dhënave. BaaS largon ngarkesën e punës së Backend dhe ofron mekanizma të
ndryshëm për të autorizuar në sigurim të saj.

PK 2: A ekzistojnë standarde për zhvillimin e funksioneve në arkitekturën serverless?

Si teknologji e re, serverless akoma nuk ka përdorim të gjerë që të ketë një ekosistem të
mjeteve në dispozicion për zhvilluesit, dhe në të njejtën mënyrë, asnjë standard ose
konventë nuk kanë mbërri që të pranohet në gjithë industrinë.

Shqetësimi i menjëhershëm që sugjeron nevojën për standard është ofrimi i funksioneve
nga SaaS produktet si Auth0 dhe Twilio. Kjo mund të jetë një barrierë për ata që janë në
fillim të përdorimit të arkitekturës serverless. Secili ofruesi i SaaS mund të shkruaj kodin e
funksioneve në mënyra të ndryshme gjë që bëhet një sfidë shtesë për zhvilluesit të cilët
përdorin platforma të ndryshme të serverless.
Disavantazhi është nëse zhvilluesit zhvillojnë platforma shtesë të servera-ve SaaS,
kompleksiteti mund të tejkalohet lehtë që të jenë në gjendje të ofrojnë bazën e
konsumatorëve.

PK 3: Si bëhet monitorimi dhe gjetja e gabimeve gjatë ekzekutimit të funksioneve në
arkitekturën serverless?

Çështja e fundit që ngre pak konfuzion në dizajnin e serverless është se si të monitorohen
dhe të gjenden gabime gjatë ekzekutimit të funksioneve kur ato nuk bëhen trigger siq pritet.
Ekzistojnë shumë arsye pse kjo mund të ndodh: funksioni mund të mos përgjigjet ndaj API
Gateway, mund të dështojë të ekzekutohet për shkak të gabimeve të kodimit ose të dështojë
për shkak të mungesës së memorjes ose resurseve tjera në dispozicion.
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Çfarë nëse një hap në rrjedhën e punës dështon e që ndikon që funksioni të mos bëhet
trigger në hapin tjetër? Cilat funksione janë kritike? Si auditohen dhe monitorohen
funksionet?

AWS ka disa dokumentime për të riprovuar gabimet e funksioneve. Nëse një funksion
dështon për shkak të limitit kohor duke u përpjekur për të arritur në një endpoint, kalon
nëper fazën out-of-memory, ose ka ndonjë kufizim tjetër ndaj ndonjë resursi, atëherë
Lambda hedh një exception, por nga mënyra se si trajtohen këto exceptions do të varet nëse
funksioni është sinkron apo asinkron.

Puna në industri që i qaset trajtimit të gabimeve të funksioneve dhe monitorimit të tyre
është vetëm në fazën fillestare. Për të ndihmuar në inkurajimin e një pikëpamje të
përbashkët të industrisë me të dhëna nga një sërë platformash, ofrues të veglave dhe
projekteve, Fondacioni Cloud Native Computing ka krijuar një Group punues serverless, i
cili deri më sot ka përfshirë pjesëmarrjen nga AWS, IBM, Microsoft, Red Hat, Auth0,
VMware dhe Docker.

Është e qartë që do të ketë një focus më të madh në sigurinë e servereless, operacioneve,
modeleve dhe arkitekturave që vijnë nga ofruesit e shërbimeve.
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Karakteristikat

Përshkrimi

Platformë e përshtatshme për shumë

AWS Lambda mbështet gjuhë të ndryshme

gjuhë programuese

programuese: JavaScript, Python, Java, Go.

Mbështetje për funksionet sinkrone dhe

AWS Lambda mbështet funksionet sinkrone

asinkrone

dhe asinkrone.

Ne kemi implementuar një REST API
Integrimi i API Gateway

aplikacion duke përdorur API Gateway për
t’iu qasur resurseve si funksionet Lambda si
dhe shërbimet e tjera (DynamoDB, S3).
E kemi përdorur Serverless

Mbështetje për DevOps dhe Tooling

Framework-un që mundëson alokimin e
resurseve të ndryshme si DynamoDB, S3
buckets, Cognito User Pools

Performancë dhe Reponsiveness

Kemi përdorur JavaScript që është
gjuhë interpretuese për dallim nga
Java dhe .Net.

Logging dhe Monitorim

Logging dhe monitorimi është bërë përmes
shërbimit CloudWatch ku ruhet logs e çdo
funksioni lambda.

Mbështje të punëve afatgjata dhe

Për këtë janë përdorur cron jobs të cilat bëjnë

procesim të Batch

të mundur kryerjën e një punë në kohë të
caktuar.

Zgjerueshmëri dhe integrim

Kemi përdorur Cognito Identity Pool që
mundësojnë autentifikimin e përdoruesve që
i qasen resurseve të ndryshme të AWS.

Tabela 2. Karakteristikat e një aplikacioni serverless
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5.1

Arkitektura e aplikacionit

Në këtë pjesë është paraqitur arkitektura e aplikacionit, duhet treguar për shërbimet
kryesore të cilat janë përdorur në zhvillimin e këtij aplikacioni.

Figura 13. Arkitektura e aplikacionit
5.2

Implementimi i pjesës së infrastrukturës

Në këtë pjesë tregohet për krijimin e kodit të infrastrukturës ku pastaj do të bëhet alokimi i
resursve të mjaftueshme për zhvillimin e aplikacionit.
# Create our resources with separate CloudFormation templates
resources:
# API Gateway Errors
- ${file(resources/api-gateway-errors.yml)}
# DynamoDB
- ${file(resources/dynamodb-table.yml)}
# S3
- ${file(resources/s3-bucket.yml)}
# Cognito
- ${file(resources/cognito-user-pool.yml)}
- ${file(resources/cognito-identity-pool.yml)}

Figura 14. Pjesa e alokimit të resurseve në fajllin serverless.yml
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5.2.1 Implementimi i pjesës së DynamoDB
Këtu i kemi krijuar tabelat në DynamoDB përmes një dynamodb-table.yml file, ky kemi
specifikuar emrin e tabelës, rolet se cilat resurse tjera mund ti qasen këtyre tabelave dhe
kapacitetin e leximit/shkrimit në atë tabelë.
Resources:
NotesTable:
Type: AWS::DynamoDB::Table
Properties:
TableName: ${self:custom.tableName}
AttributeDefinitions:
- AttributeName: userId
AttributeType: S
- AttributeName: jobId
AttributeType: S
KeySchema:
- AttributeName: userId
KeyType: HASH
- AttributeName: jobId
KeyType: RANGE
TableName: ${self:custom.tableName}
AttributeDefinitions:
- AttributeName: userId
AttributeType: S
KeySchema:
- AttributeName: userId
KeyType: HASH
ProvisionedThroughput:
ReadCapacityUnits: ${self:custom.tableThroughput}
WriteCapacityUnits: ${self:custom.tableThroughput}

Figura 15. Krijimi i DynamoDB tabelave

37

5.2.2 Implementimi i pjesës së S3 Buckets
Konfigurimi i S3 Buckets bëhet përmes fajlit s3-bucket.yml ku do të ruhen fajllat statikë që
shërbejnë për hostimin e HTML, CSS dhe JavaScript fajllave si dhe imazheve të ndryshme.
Resources:
AttachmentsBucket:
Type: AWS::S3::Bucket
Properties:
# Set the CORS policy
CorsConfiguration:
CorsRules:
AllowedOrigins:
- '*'
AllowedHeaders:
- '*'
AllowedMethods:
- GET
- PUT
- POST
- DELETE
- HEAD
MaxAge: 3000
Outputs:
AttachmentsBucketName:
Value:
Ref: AttachmentsBucket

Figura 16. Krijimi i S3 buckets
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5.2.3 Implementimi i pjesës së Cognito User Pools
Në këtë pjesë bëhet krijimi i Cognito User Pools përmes cognito-user-pool.yml fajllit ku
bëhet alokimi i resurseve të duhura.
Resources:
CognitoUserPool:
Type: AWS::Cognito::UserPool
Properties:
UserPoolName: ${self:custom.stage}-user-pool
UsernameAttributes:
- email
AutoVerifiedAttributes:
- email
CognitoUserPoolClient:
Type: AWS::Cognito::UserPoolClient
Properties:
ClientName: ${self:custom.stage}-user-pool-client
UserPoolId:
Ref: CognitoUserPool
ExplicitAuthFlows:
- ADMIN_NO_SRP_AUTH
GenerateSecret: false
Outputs:
UserPoolId:
Value:
Ref: CognitoUserPool
UserPoolClientId:
Value:
Ref: CognitoUserPoolClient

Figura 17. Krijimi i Cognito User Pools
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5.2.4 Implementimi i pjesës së Cognito Identity Pools
Në këtë pjesë bëhet krijimi i Cognito User Pools përmes cognito-identity-pool.yml fajllit ku
bëhet alokimi i resurseve të duhura.
Resources:
CognitoIdentityPool:
Type: AWS::Cognito::IdentityPool
Properties:
IdentityPoolName: ${self:custom.stage}IdentityPool
AllowUnauthenticatedIdentities: false
CognitoIdentityProviders:
- ClientId:
Ref: CognitoUserPoolClient
ProviderName:
Fn::GetAtt: [ "CognitoUserPool", "ProviderName" ]
CognitoIdentityPoolRoles:
Type: AWS::Cognito::IdentityPoolRoleAttachment
Properties:
IdentityPoolId:
Ref: CognitoIdentityPool
Roles:
authenticated:
Fn::GetAtt: [CognitoAuthRole, Arn]
CognitoAuthRole:
Type: AWS::IAM::Role
Properties:
Path: /
AssumeRolePolicyDocument:
Version: '2012-10-17'
Statement:
- Effect: 'Allow'
Principal:
Federated: 'cognito-identity.amazonaws.com'
Action:
- 'sts:AssumeRoleWithWebIdentity'

Figura 18. Krijimi i Identity Pools
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5.3

Arkitektura e resurseve të CloudFormation

Këtu është paraqitur arkitektura e resurseve të cilat janë alokuar përmes serverless fajllit
duke krijuar një CloudFormation template.

Figura 19. Arkitektura e resurseve të CloudFormation
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5.4

Implementimi i pjesës së zhvillimit të aplikacionit

5.4.1 Zhvillimi i pjesës së backend-it
Këtu kemi krijuar Create Job API, që do të përdoret për të krijuar një punë të re në
DynamoDB. Ky API pranon si input job object dhe ruan në bazën e të dhënave me një id të
re.
import uuid from "uuid";
import * as dynamoDbLib from "./libs/dynamodb-lib";
import { success, failure } from "./libs/response-lib";
export async function main(event, context, callback) {
const data = JSON.parse(event.body);
const params = {
TableName: "jobs",
Item: {
userId: event.requestContext.identity.cognitoIdentityId,
jobId: uuid.v1(),
content: data.content,
attachment: data.attachment,
createdAt: Date.now()
}
};
try {
await dynamoDbLib.call("put", params);
callback(null, success(params.Item));
} catch (e) {
console.log(e);
callback(null, failure({ status: false }));
}
}

Figura 20. Create API
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Këtu kemi krijuar Delete Job API, që do të përdoret për të fshirë një punë nga DynamoDB.
Ky API bënë delete calls me userId dhe jobsId key për të fshirë një punë.
import * as dynamoDbLib from "./libs/dynamodb-lib";
import { success, failure } from "./libs/response-lib";
export async function main(event, context, callback) {
const params = {
TableName: "jobs",
Key: {
userId: event.requestContext.identity.cognitoIdentityId,
jobId: event.pathParameters.id
}
};
try {
const result = await dynamoDbLib.call("delete", params);
callback(null, success({ status: true }));
} catch (e) {
callback(null, failure({ status: false }));
}
}

Figura 21. Delete API
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Këtu kemi krijuar Get Job API, që do të përdoret për të kthyer një punë nga DynamoDB
duke specifikuar id e tij. Ky API bënë dynamoDbLib.call(“get”, params) për të kthyer
një job objekt me anë të jobId dhe userId që specifikohet në request.
import * as dynamoDbLib from "./libs/dynamodb-lib";
import { success, failure } from "./libs/response-lib";

export async function main(event, context, callback) {
const params = {
TableName: "jobs",
Key: {
userId: event.requestContext.identity.cognitoIdentityId,
jobId: event.pathParameters.id
}
};
try {
const result = await dynamoDbLib.call("get", params);
if (result.Item) {
// Return the retrieved item
callback(null, success(result.Item));
} else {
callback(null, failure({ status: false, error: "Item not found." }));
}
} catch (e) {
callback(null, failure({ status: false }));
}
}

Figura 22. Get API
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Këtu kemi krijuar List Job API, që do të përdoret për të kthyer të gjitha punët nga
DynamoDB që një përdorues ka. Ky API bënë thirrje në bazën e të dhënave duke
specifikuar userId në DynamoDB query.
import * as dynamoDbLib from "./libs/dynamodb-lib";
import { success, failure } from "./libs/response-lib";

export async function main(event, context, callback) {
const params = {
TableName: "jobs",
KeyConditionExpression: "userId = :userId",
ExpressionAttributeValues: {
":userId": event.requestContext.identity.cognitoIdentityId
}
};
try {
const result = await dynamoDbLib.call("query", params);
callback(null, success(result.Items));
} catch (e) {
callback(null, failure({ status: false }));
}
}

Figura 23. List API
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Këtu kemi krijuar Update Job API, që do të përdoret për të ndryshuar një punë nga
DynamoDB duke specifikuar id e tij. Ky API bënë update call në bazën e të dhënave duke
specifikuar vlerat e content dhe attachment në params.
import * as dynamoDbLib from "./libs/dynamodb-lib";
import { success, failure } from "./libs/response-lib";

export async function main(event, context, callback) {
const data = JSON.parse(event.body);
const params = {
TableName: "jobs",
Key: {
userId: event.requestContext.identity.cognitoIdentityId,
jobId: event.pathParameters.id
},
UpdateExpression: "SET content = :content, attachment = :attachment",
ExpressionAttributeValues: {
":attachment": data.attachment ? data.attachment : null,
":content": data.content ? data.content : null
},
ReturnValues: "ALL_NEW"
};
try {
const result = await dynamoDbLib.call("update", params);
callback(null, success({ status: true }));
} catch (e) {
callback(null, failure({ status: false }));
}
}

Figura 24. Update API
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5.4.2 Zhvillimi i pjesës së front end-it
Këtu janë paraqitur disa pjesë se si duke pjesa e front end-it, ku kam përdorur React.js. Më
poshtë është paraqitur faqja kryesore e aplikacionit që kam zhvilluar.

Më poshtë është paraqitur pjesa e krijimit të llogarisë nga ana e përdoruesit (Log In).
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Më poshtë është paraqitur faqja ku shfaqen të gjitha punët të cilat janë krijuar apo marrë
nga faqet e tjera.

Këtu është paraqitur faqja ku tregohet pjesa pasi që selektohet një punë e caktuar, ku tregon
të gjitha infomacionet rreth kësaj pune.

Figura 25. Pjesa e Front-End
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6

PËRFUNDIME

Është e qartë që arkitektura me server është në ditët e saj të fundit për ti lënë vend asaj
serverless. Ne besojmë fuqishëm që programuesit në cloud qoftë nëse janë duke zhvilluar
aplikacione të thjeshta apo sisteme komplekse, atyre do iu duhet të jenë në gjendje të
shfrytëzojnë fuqinë llogaritëse dhe kapacitetin e ruajtjes në cloud përmes shkallzueshmërisë
automatike dhe kostos efikase. Arritja e këtyre qëllimeve kërkon një framework të
programueshëm që shkon përtej FaaS, që në mënyrë dinamike menaxhojnë alokimin e
resurseve në mënyrë që të plotësojnë specifikisht qëllimet e përdoruesit për kompjutim dhe
të dhëna. Këtu mund të identifikojmë disa sfida që mbeten për tu arritë një mjedis të vertëtë
për të programuar në cloud.
Kod i rrjedhshëm dhe vendosje e të dhënave – për të arritur performancë të mirë,
infrastruktura duhet të jetë në gjendje dhe e gatshme për të ndarë fizikisht lokacionin e
njëjtë për kodin e caktuar dhe të dhënat. Kjo më shpesh arrihet me transportimin e kodit në
të dhëna, sesa qasja aktuale e FaaS për tërheqjen e të dhënave në kod. Në të njëjtën kohë,
elasticiteti kërkon që kodi dhe të dhënat të jenë logjikisht të ndara, për të lejuar
infrastrukturën që ti përshtatet vendosjes: nganjeherë të dhënat duhet të përseriten ose
rindahen në mënyrë që ti përshtaten nevojave të kodit. Në thelb, tradicionalisht kjo është
sfida e pavarsimit e të dhënave në shkallë të ndryshme, me përdorimin e multi-tenant dhe
përshtatshmërise në kohë.
Tooling – ende vazhdon të jetë shqetësim tek serverless, kjo përshak se shumë prej
teknologjive dhe teknikave janë të reja. Deployment/Application Bundling dhe konfigurimi
janë përmisuar gjatë viteve të fundit me Serverless Frameëork-un dhe me SAM të
Amazoni-it që udhëheqin kundrejt të tjerëve. Një fushë që ofruesit e shërbimeve kanë
adresuar në mënyrë aktive është qasja e nivelit më të lartë. Në sistemet tradicionale,
zhvilluesit kanë zakonisht kanë nevojë për të koduar proceset për të trajtuar idenë e “trafficshifting”. Duke pasur parasysh këtë, Amazon mbështet “traffic-shifting” në mënyrë
automatike për Lambda dhe API Gateway. Koncepte të tilla janë edhe më të dobishme për
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sistemet Serverless, ku shumë komponente të shpërndara individualisht formojnë një sistem
atomik.
Menaxhimi i gjendjes (State) – Mungesa e një gjendje të vazhdueshme në server nuk
shfaq ndonjë problem për disa lloje të aplikacioneve, por shfaq problem për shumë të tjerë
qoftë për numër të madh të cach-it ose qasje të shpejtë në gjendjen e sesionit. Zgjidhje për
aplikacionet me performancë të lartë, shumë ofrues të shërbimeve mundohen t’i mbajnë
instancat e funksioneve aktive dhe të lejojnë qasje të rregullta në caching të kryejnë punën e
tyre. Kjo nuk do të funksionojë 100% të kohës, pasi që cache nuk do të jetë i gatshëm për
çdo event, por ky shqetësim ekziston për aplikacionet që përdorin shkallëzim automatik.
Një zgjidhje më e mirë mund të jetë qasja me vonesë në të dhënat jashtë procesit, si të
qenurit në gjendje të bësh query në një bazë të dhënave Redis me një rrjet të ulët. Kjo nuk
duket të jetë e vështirë, pasiqë Amazon tashmë ofron një zgjidhje për të hostuar Redis në
produktin e tyre Elasticache.
Përmisimet e platformës – Disa mangësi në serverless tani bien në mënyrën sesi zbatohen
platformat. Kohëzgjatja e ekzekutimit, vonesa në startim dhe përdorimi i funksioneve në
platforma të ndryshme janë tri gjërat më të hasura. Këto mund të rregullohen me gjetjen e
zgjidhjeve të reja, ose me kosto shtesë. Natyrisht që do të shohim përmisime në platformë
përtej mundësive aktuale, gjë që do të jetë shumë e mirë për përdoruesit. Platformat e FaaS
nuk janë plotësisht open-source, por çështjet e sistemeve të përshkruara më lartë mund të
eksplorohen në sistemet e reja nga palët e treta duke përdorur karakteristikat e cloud-it si
orkestrim i containers. Çështjet e analizës së programeve dhe caktimit të ngjarjeve ka të
ngjarë të hapin mundësi të konsiderueshme për më shumë hulumtime formale, veqanërisht
për programet me bazë të të dhëanve.
Së fundi, qështja e dizajnimit të gjuhëve programuese mbetet sfidë për analizën e
produktivitetit të programimit dhe dizajnimit.
Jam shumë optimist që hulumtimi mund të hap potencialin e plotë të arkitekturës serverless
për programerët.
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