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Abstract 
 
A nonlinear programming model is developed for analyzing the queuing model of a kanban controlled system with 
fork/join synchronization stations. The model finds the minimum number of kanbans for a given throughput 
requirement or the maximum throughput for a given number of kanbans, where servers have different exponential 
service times. Furthermore, it aids understanding of kanban systems. 
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1. Introduction 
 
The kanban control systems are common in many manufacturing systems and are considered as superior to the push 
type systems. One characteristic of pull production systems is that there is a fixed population in the system so that 
they can be modeled as closed queueing networks. Also, pull production systems can be modeled with fork/join 
synchronization stations where supplies and demands are matched. Interesting performance characteristics of pull 
production systems are throughput and cycle time (the amount of WIP in system is fixed). In contrast, in a push 
system the throughput and/or cycle time are fixed and the WIP is observed as a performance measure.  
 
There is much literature on Mean Value Analysis (MVA) of different types of closed queueing network (see, for 
example , Buzacott et al. [1]; Hopp and Spearman [3]; Suri and Hilderbrant [9]). The MVA is not suitable for our 
research because it can not handle fork/join stations. Krishnamurthy, Suri and Vernon [5] developed a two-moment 
approximation model for analysis of systems with fork/join stations. They decompose the queueing network into 
manufacturing stations and fork/join stations. Then, they apply the two-moment approximation to each station. 
Although the concept of the model is quite easy to follow, the model is still being improved for better accuracy. 
Also, Dimascolo et al. [2] developed product-form approximation methods for kanban systems but these methods 
can be computationally intensive. 
 
Kumar and Kumar [6] presented a technique for finding upper and lower bounds of Markovian queueing networks. 
Ryan and Choobineh [7] adapted the Kumar and Kumar approach to a CONWIP controlled job shop. They extended 
the method to obtain tighter bounds by enhancing the Kumar and Kumar model. Our analytical model for queueing 
network performance evaluation also is adapted from the methodology used by Kumar and Kumar. 
 
In this research, we develop nonlinear programming models to examine kanban controlled system. Assuming the 
queueing network is in steady state, we can find a set of linear/nonlinear equalities and inequalities for moments and 
cross-moments buffer populations and machine utilizations. The model can obtain the throughput bound for a given 
number of kanban cards or identify the minimum number of kanbans required to achieve a throughput target for 
given system configuration and processing rates.  
 
2. Nonlinear Programming Model 
 
In this section, we will present nonlinear programming models for performance evaluation of kanban controlled 
queueing networks. We first present a simple model of a kanban controlled queueing network and explain the 
control mechanism. Then, we show equality and inequality constraints used in the models.  
We assume exponential distributions for times between arrivals of raw material, times between arrivals of demand 
and service times unless it is assumed that there are infinite supply of raw material or infinite demand of final 
 
 
 
product. Also, each server has its own kanban loop. 
 
Figure 1 shows the queueing network for a single machine single product kanban system. In the figure, B1 is the 
buffer for the supply of raw material (or finished parts from the upstream station) with raw material arrival rate of l 
and B5 is the buffer for the demand of end product (or demand for a finished part from the downstream station) with 
rate of n. The network shows two fork/join synchronization stations. Each fork/join synchronization station is 
composed of two types of buffers. One type is part buffer (B1, B4), and the other type is kanban buffer (B2, B5). Also, 
each machining station has a buffer (B3) for the parts waiting for or in process by the machine. Throughout the work, 
Sp denotes a machining station p that processes products. The service rate of Sp is denoted by ìp. 
 
The kanbans are controlled as follows. At the upstream synchronization station, raw materials are synchronized with 
free kanbans. As soon as an entity is available in both B1 and B2, the kanban is attached to the part and sent to the 
machining station buffer, B3. At the downstream synchronization station, finished parts are synchronized with 
customer demand.  As soon as an entity is available in both B4 and B5, the finished part leaves the system and the 
detached kanban is then sent to the upstream kanban buffer, B2, to signal another demand of raw material and 
authorize raw material to be transferred to the processing station.  
 
 
 
 
 
 
 
 
 
 
The variables for the nonlinear programming model are defined in terms of two types of stochastic processes: 
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thdenotes time epoch of the  event (raw material arrival, demand or service completion)nô n . Lp denotes the set of 
buffer indices in the kanban loop of machine station p, for example in Figure 1, L1={2, 3, 4}. pK denotes the number 
of kanbans of the loop of the pth machine station. Throughout the paper, the term kanban configuration indicates the 
allocation of kanbans in each loop. Also, we define the expected values wi = E[Yi], zij = E[YiYj], aijk = E[YiYjYk], bi = 
E[Xi], gij = E[XiYj], äijk = E[XiYjYk], and åijkl = E[XiYjYkYl]. 
 
Notice that Xi(t)Yi(t) = Xi(t) because Yi(t) = 1 when Xi(t) > 0. Also, the following equalities can be derived for the 
kanban system when i is a part buffer and j is the corresponding kanban buffer. 
 0i j i j i j i jX (t)X (t) X (t)Y(t) Y(t)X (t) Y(t)Y(t)= = = =                                                 (1) 
We can show that i p iX K Y£  must be true because if Yi=1 then i pX K£  and if Yi=0 then Xi=0. Then, by taking 
expected value on both sides, we get the following inequality [ ] [ ]i p iE X K E Y , i£ " . 
The constraint can be rewritten as follows. 
 i p iâ K w , i£ "                                                                           (2) 
The population of a loop, Lp, contains constant number of kanbans, [ ] ,
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The constant population property needs an additional constraint since bi is the expected buffer size and not the actual 
buffer size. 
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The above equalities have equivalents in terms of the decision variables as follows. 
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Schweitzer et al. [8] defined a correction term in the expected sojourn time for MVA of a closed queueing network. 
The expected sojourn time for a part staying at a machining station is given by 1 [ ] ,p j pD E X em m+= +  
jwhere B  is the buffer of machine station p and e < 0 is a correction factor to avoid counting a part twice in its 
sojourn time. The approximation of the correction factor is given by [ ]j p pe E X ì K= - . From Little’s Law, we 
can write the sojourn time as [ ]j p jD E X ì w= . We can now derive the expected buffer size as 
[ ] [ ]( )1j j j p jE X w E X ì w e= + + . Since e < 0, we obtain the following inequality constraints in terms of our two 
primary decision variables, [ ]jE X  and [ ]jE Y .      
( )1j j jâ w â£ +                                                                           (5) 
The next two constraints ensure that the utilization of buffers does not exceed 100%. First, the utilization of each 
buffer must be less than 1 and can be expressed as  
wi  1, where Bi is a machine station buffer                                                      (6) 
Since [ ]( 1)i iP Y E Y= =  and 0i jY Y = , we know that ( 1) ( 1) ( 0)i j i jP Y P Y P Y Y= + = + = = = 1, so that  
    1, where  is part buffer and  is the  corresponding kanban bufferi jw w i j+ £                      (7) 
Also, since Xi  Yi , the following inequalities can be obtained.  
 wi  âi                                                                                  (8) 
 zij  ãij                                                                                  (9) 
 áijk  äijk                                                                              (10) 
Now, since Yi  1 for all i, the following equations define the relationship between utilization variables. 
 zij  wi, zij  wj                                                                             (11) 
 aijk  zij, aijk  zik, aijk  zjk                                                                    (12) 
The following inequalities show relationship between buffer size variables. 
 gij  bi, gij  bj                                                                        (13) 
 äijk  gij, äijk  gik, äijk  gjk                                                               (14) 
 
Figure 2 (a) shows the changes from Figure 1 when we assume that there are infinite quantities of raw materials 
available. Because there will be always raw material at the buffe r 1, the raw material will be sent to buffer 3 as soon 
as a kanban is available. Buffers 1 and 2 can be omitted in our analysis of the queuing network. Similarly, the Figure 
2 (b) shows the changes from Figure 1 when there is infinite demand. We only need to consider the first 3 buffers. 
  
 
 
 
 
 
 
 
 
 
 
Notice that there must be some kanbans in either or both of the buffers 3 and 4 in Figure 2 (a). Also, if the buffer 5 is 
not empty, all kanbans are in buffer 3. Now, we generalize the infinite supply case by denoting the server as Sp. Also, 
we label machine, part, and kanban buffers as Bi,  Bj and Bk. In order to make the model tighter, the following 
constraints are developed for the case of the infinite supply of raw materials shown in Figure 2 (a).  
Figure 2. Closed queueing network models with infinite supply and demand 
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zij = w i + wj –1      
bi - gij = Kp(wi – zij)   
bj - gji = Kp(wj – zij) 
 gki = bk                                                                              (15a) 
In the case of infinite supply, there must be some kanbans in either or both of the buffers 2 and 3. Also, if the buffer 
1 is not empty, all kanbans are in buffer 3. Again, we denotes the server as Sp and label part, kanban and machine 
buffers as Bi, Bj and Bk. In similar fashion, we have the following constraints for the infinite demand. 
zjk = w j + wk –1 
bj - gjk = Kp(wj – zjk) 
bk - gkj = Kp(wk – zjk) 
 gik = bi                                                                              (15b) 
The last two sets of constraints added to the nonlinear programming model of the queueing network are the 
stationary first and second moment equalities, which differ according to the configuration of the network. They will 
be shown for one configuration in next sections. 
 
2.1.  Three serial machines 
 
In this section, we present the NLP model for a single product queueing network. We assume that there are three 
serial machines. Stationary first and second moment equality constraints are presented for analyzing the queuing 
model of a kanban-controlled system with fork/join synchronization stations. We model this queueing network to 
explore the performance evaluation method before applying it to a multiple product queueing network. Figure 3 (a) 
shows a queueing network model with three serial machining stations. We assume that there is an infinite supply of 
raw materials and infinite demand of the final product. Then, some of the buffers are not needed in the NLP model. 
The Figure 3 (b) shows the reduced model with infinite supply and demand.  The objective of the model is to find 
the minimum number of kanbans for a given throughput requirement or the maximum throughput for a given 
number of kanbans, where servers have different exponential service times.  
 
We apply uniformization and note that at any transition epoch the populations of the buffers change by one. In other 
words, the buffer population will be increased by one when a kanban or a part arrives at the buffer and decreased by 
one when it leaves the buffer. The change of state dynamics can be described as follows. 
X1 ®  X1 +1:  Service completion (S.C.) at S2, when X2>0, X6>0 OR S.C. at S3, when X2>0, X5>0  
 X1 -1:  S.C. at S1, when X3=0 
 
Now, we can find the stationary first moment equalities of the first buffer. Let tn be the time point at which the nth 
change in the system state occurs. The probabilities of the change of the buffer state are as follows. 
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              Figure 3. Closed queueing network model of three serial machines  
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X1(tn+1 ) = X1(tn) +1: w/ prob. m2 E[Y2Y4Y6] + m3 E[Y2Y5Y7] 
    X1(tn) -1: w/ prob. m1 E[Y1(1-Y3)] 
The expected buffer size at tn+1 is  E[X1(tn+1) ] = E[X1(tn)] + m2 E[Y2Y4Y6] + m3 E[Y2Y5Y7] - m1 E[Y1(1-Y3)] 
Then, set [ ] [ ]1 1 1( ) ( )n nE X E Xt t+ = . The first moment equality of B1 is m1w1 - m1z13 - m2á246 - m3á257 = 0. 
 
Applying the same technique, we can obtain the rest of the equalities. The stationary first moment equalities can be 
interpreted as equating the rate of traffic into and out of each buffer. We can obtain also a stationary second moment 
equality by taking expectations and set 
2 2
1( ) ( )i n i nE X E Xt t+ =é ù é ùë û ë û . The second moment equalities for B1 is m2å1246 
+ m3 å1257  + m1 w1 - m1b1 + m1g13 - m1z13 = 0. Furthermore, stationary second moment equalities between two different 
buffers can be derived by taking expectation on both sides and setting [ ] [ ]1 1( ) ( ) ( ) ( )i n j n i n j nE X X E X Xt t t t+ + = . 
The second moment equalities of B1 and B2 is m2ä246 + m3ä257 - m2á246 - m3á257 - m1g21 = 0. The stationary first and 
second moment constraints are detailed in [4]. 
 
3. Computational Results  
 
The nonlinear programming model for the flow lines presented in Figure 3 was examined. The model includes the 
constraints (2) – (15) and the stationary first and second moment constraints. We stated that the model has infinite 
supply and demand. We performed optimization of the model in two different ways. First, we wanted to maximize 
and minimize the throughput to find out the bounds of throughput for a given set of kanban levels. Second, we 
minimized the total number of kanbans necessary to achieve given throughput requirement. 
 
The objective function for the throughput maximization (minimization) can be written as 
1 1 4 4 7 7Max(Min)  (= )w w wm m m= .  The throughput can be maximized for a given set of service rates 
( 1 1 7,  ,  and m m m ) and number of kanbans (K1, K2, and K3). The nonlinear programming problems in this research 
were solved by LINGO software. We also constructed a simulation model using ARENA software for the 
verification of the NLP solution. The Table 1 shows comparison between optimization and simulation results. All 
service rates were equal to 1. The result shows that the NLP solution provides valid lower and upper bounds 
although the bounds are too wide compared with the simulation confidence interval. The reason of the wide bounds 
may be explained that the bounds are the best and worst case performances. In the best case, the timing of the 
kanban-part synchronizations happens in the best possible way. In other words, the gap between arrival of finished 
part from upstream and the arrival of kanban at a synchronization station is the minimum. In the worst case, the gap 
of the arrivals is the maximum.  
 
Table 1. Comparison between NLP solutions and simulation results 
Optimization Simulation K1 K2 K3 
Min Max Avg. Throughput 95% CI 
1 1 1 0.333 0.667 0.500 0.561 0.007 
1 2 1 0.556 0.857 0.707 0.648 0.008 
2 1 1 0.382 0.750 0.566 0.610 0.007 
1 1 2 0.500 0.667 0.584 0.610 0.007 
2 2 2 0.473 0.875 0.674 0.722 0.008 
5 5 5 0.737 0.969 0.853 0.867 0.010 
10 10 10 0.859 0.991 0.925 0.930 0.010 
 
The objective function for the minimization of total number of kanbans in the system is 1 2 3Min K K K+ + . Table 2 
shows results of this minimization. Again, all service rates were equal to 1. Although the model finds the kanban 
configuration for the given throughput requirements, there is no guarantee that system with the kanban configuration 
given in the Table 2 satisfies the throughput requirements. The reason is that the throughput in the Table 2 only 
indicates that the maximum throughput of the set of the numbers of kanbans in the solution exceeds the throughput 
requirements and the actual throughput may not meet the requirements. A method for obtaining better kanban 
configuration is our ongoing research. 
 
 
 
Table 2. Minimization of total number of kanbans 
Throughput 
Requirement 
K1 K2 K3 pKå  Throughput 
0.50 2 1 1 4 0.593 
0.60 2 1 1 4 0.600 
0.70 2 1 1 4 0.700 
0.80 2 2 1 5 0.800 
0.90 2 3 1 6 0.900 
0.95 2 4 1 7 0.953 
0.99 2 10 1 13 0.991 
 
4. Future research and conclusion 
 
We presented a NLP model to evaluate the performance of queueing networks of three serial machines and the 
model was verified through simulation. The NLP solution provided upper and lower bounds of throughput and a 
minimal kanban configuration for given throughput requirement. This is framework of our ongoing research. The 
NLP models may further be improved in order that the interval between lower and upper bound is decreased from 
the current model. Especially, the interval is greater when the number of kanbans is smaller. Possible explanations 
of this are that the variations of the service and demand rates have more effects when the number of kanban is 
smaller and the variations are not as large as exponential distribution’s. It is being studied to find new sets of 
constraints to reduce the intervals. Also, nonlinear programming model for Erlang processing time distribution is 
being developed to examine the second possibility. Furthermore, a method that finds a feasible minimum total 
number of kanban configurations will be developed. It can be useful when there is changes in supply or demand. 
The model can find the best kanban configuration for the new environment. 
 
This research can be further extended in the future. The NLP model becomes more complex as the number of 
machining stations grows. Modeling and solving a large problem, say more than five machining stations, would be 
very painful and time consuming. One possible resolution for this problem is dividing a system into several smaller 
modules. Each module will have upstream and downstream synchronization stations and the machining stations. A 
module will resemble Figure 1. The challenge of it will be connecting modules so that the modular NLP models is 
identical or lose least amount of information compared with the NLP models presented in this research. 
 
To conclude, this research can help modeling different types of closed queueing systems not just serial machine 
queueing network. It can be used modeling multiproduct queuing network and other types of pull type systems. The 
models of these systems can be useful tool for measuring or improving the systems. Also, it can be used to decide 
which system performs best among different systems. 
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