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2  Introduction 
1.1 Label-free Biosensors for Cell-based Assays 
Following IUPAC, a biosensor is defined as 
a self-contained integrated device, which is capable of providing specific 
quantitative or semi-quantitative analytical information using a biological 
recognition element (biochemical receptor) which is retained in direct spatial 
contact with a physicochemical transduction element.[1] 
The biological recognition unit in biosensors can be represented by enzymes, antibodies/ antigens, 
nucleic acids, DNA strands, cell organelles or particles, micro-organisms, whole eukaryotic cells, or 
tissues. The setup of a cell-based biosensor device is illustrated on the right hand side in Fig. 1–1. It is 
composed of two major components: (1) an immobilized biological receptor unit (cells), which sensitively 
and selectively reports on the presence of an analyte or stimulus in a concentration-dependent manner 
by the change of a physicochemical quantity and (2) a transducer unit in close proximity to the biological 
recognition unit, which translates the physicochemical change of the recognition event into an electrical 
signal. Further components are the electronics for the detection of this signal and a control and signal 
output unit for controlling the transducer readout and further conversion, data processing, analysis, 
storage, and visualization of the signals measured.  
With respect to cellular biosensing, one has to distinguish between biosensors that are based on 
adherent/ immobilized whole cells as the biological recognition unit for monitoring the cellular response 
to an externally applied analyte/ stimulus, and biosensors that utilize immobilized functional proteins or 
other structures on the sensor surface for the specific detection of cells as the analyte in a sample. In this 
thesis the term cell-based biosensor (CBBs) is used only for the former. Moreover, cell-based assays 
(CBAs) are classified in label-based and label-free approaches. Whereas the former require additional 
reporting compounds for detecting cellular responses, provided by radio-, enzyme-, fluorescence- or 
chromophoric labeling or overexpression of reporter proteins, the latter does not. Label-free CBAs 
exhibit several advantages over conventional label-based cellular assays. First, label-free approaches 
redundantize a costly and time consuming labeling step or genetic engineering. Moreover, there is no 
additional component introduced or generated in situ, which potentially interferes with the native 
cellular system under study. Label-based assays are typically endpoint approaches where the experiment 
is terminated at a predefined point and where cells are commonly sacrificed for analysis. By contrast, 
label-free sensor technologies for living cells themselves are characterized by their non-invasiveness of 
measurements. This allows an unrestricted and continuous monitoring and analysis of CBAs over any 
desired period of time. However, label-based methods are advantageous in other fields, like for intstance 
for identifying and analyzing of specific biomolecular interactions or in the throughput of CBAs. 
Therefore, label-free and label-based CBAs are considered rather as complementing than as competing 
approaches. 
Label-free CBB technologies gained an increasing interest over the past two decades, as they are 
considered as a promising tool in various research fields, such as drug discovery, toxin and pathogen 
testing, clinical diagnostics, environmental monitoring, and biosecurity, just to name a few.[2–6] Sensors 
based on cell cultures act as a bridging technology between the classical sensing of biomolecular 
recognition/ interaction and animal tests. Though cell-based biosensors cannot mimic the total response 
of a whole organism towards a stimulus, they provide a native biological environment on a small scale 
(the cellular level) that mirrors the real physiological situation much better than isolated biomolecules. 
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Cells represent the smallest self-sustaining living entity. In in vitro cell cultures the basic biological 
processes at the cellular level (like spreading, proliferation, barrier formation, migration, gene 
expression, signaling, apoptosis, etc.) are similar to the processes in vivo. Hence, they are in many cases 
a representative functional model system for the whole body of an organism. In contrast to biomolecular 
sensors, in cell-based assays it is not the molecular interaction event of an analyte with a target structure 
that is detected, but it is rather the detection of the integrated physiological effect caused by an analyte 
or stimulus with all its complexity as a whole.  
 
 
Fig. 1–1 On the right: setup of a label-free cell-based biosensor (CBB). On the left: ways how 
chemical, biological, and physical stimuli may interact with the cellular recognition unit to cause 
a cellular response (a change in physicochemical quantity) that is converted into a measurable 
electric signal by the transducer unit. In parts adapted from [7]. 
There are many ways how an externally applied stimulus can be recognized by a cell layer. This is 
schematically shown on the left hand side in Fig. 1–1. In cases of a chemical (e.g. a metal nanoparticle) or 
a biochemical (e.g. a toxin) stimulus the respective substance can be recognized by the cells due to its 
uptake, via free diffusion across the cell membrane, channel-/ carrier-mediated transport, or endocytosis 
(Fig. 1–1 A – D), or due to its (specific or nonspecific) binding to cell surface receptors (Fig. 1–1 E). A 
physical stimulus (e.g. heat) interacts as a whole with the total cellular system (Fig. 1–1 F). Any event of 
stimulation or cell-analyte interaction could cause the activation of intracellular processes and signal 
cascades that in turn could be finally expressed in any kind of structural, functional, and/ or metabolic 
cellular response. Thus, the physicochemical change might be of multidimensional and complex nature. 
For instance, a stimulus could cause a change in the cellular metabolism (affecting the equilibrium 
concentrations of e.g. glucose, dissolved oxygen, HCO3−, H+, Na+, Ca2+, Cl−, lactate, etc.), changes in the 
membrane potential, the barrier resistance and cell morphology (both affecting the dielectric properties 
of the cell layer), the distribution of mass, and in the micromechanics of the cells.  
These cellular responses and the accompanying changes of physicochemical parameters are what is to 
be detected and transferred into a measurable electrical signal by the transducer units of the label-free 
biosensor devices (Fig. 1–1). There are various types of transducers, distinguishable by the underlying 
physicochemical phenomenon: electrochemical (including potentiometric, amperometric, and 
impedimetric), optical, thermometric, piezoelectric, and magnetic transduction.[8] Tab. 1–1 gives an 
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overview on the most common transducer principles and sensor techniques hitherto presented for the 
label-free and non-invasive monitoring and analysis of cell-based assays. However, this list makes no 
claim of completeness, since there are several further methodical and metrological developments and 
enhancements of the various sensor platforms. A complete survey is beyond the scope of this 
introduction on label-free CBBs. For instance, there are various microscopy-based techniques that make 
use of a metrologically modified form of the various transducer principles. These approaches are not 
listed here. It has to be noted that the luminescence-based readout principles mentioned are confined to 
experimental setups in which the luminophore is immobilized in a sensor matrix.This means that the cells 
are not exposed to the luminescent reporter compound and the approache therefore is justifiable 
referred to as label-free. The basic operation principles of selected CBB techniques which are most 
relevant to the scope of this thesis (printed in bold type in Tab. 1–1) and exemplary applications in label-
free CBAs are considered in more detail below.  
Tab. 1–1 Most common transducer principles and sensor techniques used in label-free cell-
based biosensing (CBB).[3,4,6,8–22] Techniques printed in bold type are described in more detail in 
subsections 1.1.1 – 1.1.3. 
Transducer Principle Readout Principle/ Quantity Sensor Technique 
Electrochemical  Potentiometry LAPS/ MLAPS 
  ISFET/ EnFET 
 Amperometry ME/ Clark-type ME 
 Impedance ECIS 
 Resistance  
 Capacitance  
Optical Luminescence (OCS) Intensity/ Anisotropy/ Lifetime 
 Scattering Raman/ SERS 
 Refractive Index SPR (Prism-/ Waveguide-/ Grating-Coupling) 
  RWG 
  Interferometry/ RIfS/ RICM 
  Waveguide 
  Optical Ring Resonator 
  Photonic Crystal 
  Resonant Mirror 
Piezoelectric Shear Acoustic Wave QCM 
  SAW 
LAPS: Light-Addressable Potentiometric Sensor, MLAPS: Multi LAPS, ISFET: Ion-Selective Field-Effect Transistor, EnFET: 
Enzyme Field-Effect Transistor, ME: Microelectrodes, ECIS: Electric Cell-Substrate Impedance Sensing, OCS: Optical Chemical 
Sensing, SERS: Surface-Enhanced Raman Spectroscopy, SPR: Surface Plasmon Resonance, RWG: Resonant Waveguide 
Grating, RIfS: Reflectometric Interference Spectroscopy, RICM: Reflection Interference Contrast Microscopy, QCM: Quartz 
Crystal Microbalance, SAW: Surface Acoustic Wave. 
 
1.1.1 Electrochemical Transducers for Label-free CBB  
Electrochemical signal transduction can be divided into various types, either depending on its mode of 
readout, i.e. potentiometric, amperometric, and impedimetric, or depending on the content of 
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information in CBB applications, i.e. cell metabolism or cell morphology. Electrochemical sensors for the 
analysis of cell metabolites are described on the basis of ion-selective field effect transistors (ISFET), 
light-addressable potentiometric sensors (LAPS), and amperometric microelectrodes. Information on 
cell morphology, cytotoxicity, and cellular motility is monitored by impedance analysis of adherently 
grown cell monolayers, also referred to as electric cell-substrate impedance sensing (ECIS). 
ISFET  
Ion-selective field effect transistors (ISFETs) are ion sensors based on field effect devices (FEDs), where 
the metal gate of typical metal-insulator-semiconductor/ metal-metal oxide-semiconductor field-effect 
transistors (MISFETs/ MOSFETs) is replaced by a reference electrode and an electrolyte solution above 
the gate insulator. Ion-sensitivity in ISFETs is introduced by an additional ion-sensitive layer between 
electrolyte and insulator.[8] A schematic layout of an ISFET is shown in Fig. 1–2 A. The current 𝐼𝐷  between 
source and drain at a constant gate potential 𝑈𝐺  is determined by the surface potential at the interface 
between the ion-sensitive layer and the electrolyte. Changes in the ion concentration in the solution 
influence this surface potential, resulting in a change of the source-drain current. At the operation 
principle of constant drain current, suitable electronics then automatically adapt the gate voltage to 
restore the initial operational drain current and to compensate for the surface potential changes due to 
the changing ion (analyte) concentration, respectively. The change of the gate voltage thereby directly 
correlates with the analyte concentration.[8]  
In H+/ pH-sensitive ISFETs (pH-ISFET) the surface of the gate insulator (Si3N4, Al2O3, Ta2O5) directly acts 
as the proton-sensitive layer. The ISFET devices are also capable of quantitatively sensing other ionic 
species but H+ by the introduction of additional ion-sensitive layers. These are either ionophore-based 
polymeric membranes, molecularly imprinted polymer membranes, or solid ion-responsive 
membranes.[8] ISFETs for the sensitive and selective determination of the physiologically relevant 
species Na+, K+, Ca2+, and Cl− [23–29] in cell-based assays have been developed. Besides these, ISFETs for 
metal-ions like Ag+, Cd2+, Cu2+, Hg2+, and Pb2+ [8] have also been reported. By coating the ion-selective 
layer of an ISFET with an enzyme layer that produces or consumes in an enzymatic reaction the ion to 
which the layer below is sensitive, one obtains a so-called enzymatic ISFET (EnFET). This allows the 
indirect determination of other reactants and products of the enzymatic reaction. EnFETs based on H+/ 
OH− detection (enzymes immobilized on a pH-ISFET) were utilized for the biosensing of various analytes, 
such as glutamate [30], glucose [31–34], urea [35–40], lactate [41], penicillin [42,43], and glykoalkaloids [44]. ISFETs 
are mostly used as pH-ISFETs in CBBs for cell microenvironment monitoring and sensing of the 
extracellular acidification rate (ECAR).[10] As the ECAR is correlated with the physiological state and 
serves as an indicator for the global metabolism of cells [45], pH-ISFETs have been widely used in cell-
based screenings of anticancer drugs efficacy.[17] Recently, a chip-based sensor approach has been 
realized for the simultaneous monitoring of both the ECAR and the oxygen consumption rate (OCR) 
(cellular respiration) with a single ISFET.[45] Further multi-parametric CBBs were developed on that basis 
[45–65], which will be addressed in 1.2 Multi-Parametric Label-free Cell-based Biosensing.  
LAPS  
Light-addressable potentiometric sensors (LAPSs) are multilayer field-effect devices similar to ISFETs 
[66]. A LAPS consists of a doped semiconductor covered with an insulator layer and a chemosensitive 
layer. The device is immersed in an electrolyte solution. The semiconductor is connected with a reference 
electrode in contact with the electrolyte (Fig. 1–2 B; reviewed in [10,17,67–70] with respect to biological and 
cell-based applications). The insulator material of LAPSs is typically made up either of a single SiO2 layer 
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or a double layer of SiO2 and Si3N4, Al2O3, or Ta2O5 on top, whose surface charge is sensitive to H+-ions in 
the solution. If a bias voltage 𝑈𝐵  with respect to the reference electrode is applied to the LAPS, a 
depletion layer is established at the insulator-silicon interface. By irradiating the device with modulated 
LED light pulses of appropriate (IR) wavelength, electron-hole pairs are generated in the silicon. This 
causes an AC photocurrent as a function of the DC voltage in the LAPS. The effective potential, thereby, 
is the sum of the applied bias potential in series to the surface potential at the insulator-electrolyte 
interface.[8] Hence, any change in the H+ concentration in the solution causes a change in the surface 
charge, affecting the interface potential and consequently the photocurrent. As LAPSs are usually 
operated in constant-photocurrent mode, the required change of the bias voltage for compensating 
photocurrent alterations (using a feedback-control circuit) is the readout quantity and corresponds to pH 
changes.[10] For instance, a decrease in the pH due to an increased ECAR causes the protonation of silanol 
groups at the insulator-electrolyte interface. This means a decrease of the interfacial charge and a 
reduction of the surface potential, which goes along with a smaller depletion of the semiconductor and 
a decrease in the photocurrent. Like in ISFETs, sensitivity to other analyte ions but H+ can be introduced 
by a chemoselective layer on the insulator (Fig. 1–2 B).[28]  
The possibility of only irradiating locally defined regions of the semiconductor material enables to 
readout various areas of the cell-covered sensor independently. On the one hand, this can be utilized for 
multi-analyte sensing (multiplexing), also termed multi-LAPS (MLAPS), by implementing differently ion-
sensitive membranes distributed over the insulator surface. These are monitored either sequentially by 
LEDs with similar modulation frequency or simultaneously by several light sources with different 
frequency modulations.[71–77] MLAPS applications have already been presented for the parallel 
monitoring of the ECAR, glucose uptake, oxygen uptake, and lactate production [78,79] as well as for the 
simultaneous sensing of ions like H+, Li+, Na+, K+, Ca2+, and Cl− [27,72,73,77]. On the other hand, the locally 
defined LAPS readout can be applied for imaging the spatial distribution of a single analyte by either 
scanning the light source across the device or using an array of light sources.[80–82] This has already been 
presented for the 2-D mapping of local pH values.[71,75,76,81,83] ECAR and cell metabolism sensing by LAPS 
has been widely used in various research fields, as for instance in receptor-based studies, biodefense 
toxin discrimination, drug efficacy and cancer studies, or environmental toxin monitoring (see [10,67,69,70,79] 
and references there). LAPSs in combination with cell-based assays for sensing extracellular acidification 
are often also referred to as cytosensor or microphysiometer as the trade name of the only 
commercialized LAPS system (Molecular Devices LLC; Sunnyvale, CA, USA).[67] 
Amperometric 
Besides the potentiometric field-effect-based transduction techniques ISFETs and (M)LAPS, ampero-
metric transducers for chemosensing (Fig. 1–2 C) are described as well. The most commonly used sensor 
of this type is the amperometric oxygen sensor for the determination of the biological oxygen demand 
(BOD).[8] The first amperometric sensor was presented by Clark in 1956 for monitoring and controlling of 
blood and tissue oxygen tensions.[84] In Clark-type amperometric oxygen sensors, the analyte solution is 
separated from an electrochemical cell by an oxygen-permeable Teflon membrane. The cell consists of 
a working and a counter electrode immersed in a KCl solution. Oxygen molecules that diffused across 
this membrane are reduced at a constant potential at the noble metal (Au, Pt) working electrode 
(cathode) and cause an increase in the current measured. Hence, the reduction current as the readout 
quantity is a direct measure of the concentration of dissolved oxygen (DO) in the sample solution. 
Clark-type microelectrodes (MEs) and planar amperometric pO2 sensor structures (a three electrode 
system controlled by a potentiostatic electronic circuit) were developed and integrated into miniaturized 
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chip-based systems for the label-free and continuous monitoring of DO in cell-based assays, i.e. the 
oxygen consumption rate (OCR) of cells.[47,48,50,53,54,57,60–62] The sensor chips with integrated amperometric 
oxygen sensors are typically build up as multi-parametric sensors and contain further physicochemical 
transducer structures like e.g. for cell morphology testing and ECAR monitoring. Besides the direct 
measurement of DO, the amperometric sensors are also capable of sensing indirectly any species that is 
consumed or produced in an oxidase-based enzymatic reaction (amperometric enzyme sensor) via the 
oxygen or hydrogen peroxide concentration. For this purpose, the amperometric pO2 sensor is coated 
with a layer in which the respective enzyme is immobilized and which enables free diffusion of all 
reactants between the bulk solution and the sensor surface. This approach was first presented by Clark 
and Lyons as an amperometric sensor for glucose [85] and has also been applied as transduction method 
in cell-based assays for the label-free determination and monitoring of glucose and lactose [78,79]. A list of 
physiologically relevant analytes that have been successfully monitored by amperometric enzyme 
sensors is given in [86]. 
ECIS 
Electrical impedance-based sensing of adherent cells, also termed as electric cell-substrate impedance 
sensing (ECIS), utilizes the property of cells to impede AC current flow when they are in close contact to 
the substrate, i.e. a small gold-film working electrode (Fig. 1–2 D). This technique was presented first by 
Giaever and Keese in 1984 [87] as “morphological biosensor for mammalian cells” [88]. The principle of ECIS, 
the method of impedance spectroscopy, and the analysis, physiological meaning, and modeling of 
impedance data are extensively addressed in the methods section 3.4 Electric Cell-Substrate Impedance 
Sensing (ECIS). Briefly summarized, ECIS enables the time-resolved, label-free, and non-invasive 
monitoring of cell-substrate interactions like cell attachment and spreading, proliferation, as well as cell 
detachment, and is suitable for long-term measurements of cell-based assays.[89,90] Additionally, changes 
in cell-cell interactions and cell morphology that open or close AC current pathways through the cell 
layer, such as for instance barrier formation and opening, can be sensitively measured in a change of the 
electrical impedance.[91–95]  
Such cell morphological alterations in a cell layer can be caused by various stimuli and, thus, make 
impedance monitoring a versatile tool for studies of e.g. cell vitality (analysis of impedance fluctuation) 
[96–98], cell migration and wound healing [99–103], cell invasion [100,104–107], barrier function [91,93,108], 
cytotoxicity [109–116], and drug efficacy [4,100,117]. The ECIS system has also been applied in actuation mode, 
by exposing cell layers to AC voltage pulses of high amplitude. This has been used either to electrically 
generate a defined wound in a cell layer or to electroporate (ELPO) cells on the working electrode, 
depending on the duration and amplitude of the voltage pulse, with subsequent non-invasive impedance 
monitoring and analysis of the electrically manipulated cell layer.[7,118–120] The principle of ELPO is 
addressed in more detail in subsection 3.4.5. Besides the use of one or more small circular working 
electrodes as the impedance-sensitive spot(s) vis-à-vis to a large counter electrode, impedance-based 
CBBs are also presented utilizing interdigitated electrode (IDE) structures.[51,60,61,112,121–123]  
1.1.2 Optical Transducers for Label-free CBB 
Optical biosensors in general can be categorized into the various properties of electromagnetic radiation 
that are used for readout: the wavelength of excitation/ emitted light, the intensity of absorbed light 
(UV-/ VIS-/ IR-absorbance), the intensity of reflected/ scattered light (reflectometry, interferometry, 
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Raman), the intensity of emitted light (fluorescence, phosphorescence), and the luminescence lifetime 
and anisotropy.  
Even though transmission light microscopic techiques for analyzing cells are not in the scope of this 
overview, they are important non-invasive tools for the visual evaluation of the cell morphology and thus 
should be briefly mentioned here. Aside from the already established optical contrast-enhancing 
techniques like phase contrast and digital interference contrast microscopy, digital holographic 
microscopy (DHM) is an emerging and promising non-invasive and label-free interferometric method. It 
provides 3-D images of transparent samples like cells with a high resolution along the optical axis (in z-
direction). Additionally, it also provides a quantitative measurement of the optical path length, which is 
related to the optical density of the cell. Thus, DHM is well-suited for the image-based label-free 
screening and quantitative analysis of various events of cell morphological alterations.[124–126]  
Up to now, almost any optical CBB with the purpose of label-free transduction makes use of refractive 
index (RI) changes that occur at the sensor surface due to cell-substrate interactions and surface binding. 
There a various RI-based biosensor techniques and setups (Tab. 1–1), distinguishable either by the optical 
components and the physical principles used for coupling light into the sensor/liquid interface or by the 
way how RI changes affect the properties of the light that is reflected and analyzed. RI sensors applied in 
cell-based assays utilize interferometry, ring resonators, waveguides, resonant mirrors, photonic 
crystals, surface plasmon resonance (SPR), and resonant waveguide grating (RWG).[9,127–130] Amongst 
these, SPR and RWG are most widely used.[2,16,130–133] Aside from the RI-based signal transduction, 
luminescence-based optical chemical sensing (OCS) is also used in label-free CBAs. The immobilization 
of the luminescent probe in a planar sensor matrix thereby implements the label-free approach in the 
experimental setup.The cells are hereby exposed neither intracellularly nor extracellularly to the probe 
and therefore this method is distinguished from conventional label-based biochemical assays using 
dissolved/ suspended probes.  
SPR 
In SPR (Fig. 1–2 E) [132,134–139], light is coupled into a high refractive index (RI) medium (e.g. a glass prism in 
Kretschmann configuration [132,135], 𝑛1) in a certain angle θ𝑖  of incidence so that total internal reflection 
(TIR) occurs at the interface with a low RI medium (e.g. water, 𝑛2; 𝑛2 < 𝑛1). The critical angle above which 
TIR occurs depends on the wavelength of the incident light. If the requirements for TIR are met, a surface-
bound electromagnetic (evanescent) wave is generated at the prism/liquid interface, which decays 
exponentially into the optical thinner medium, i.e. the liquid. The p-polarized component of the 
evanescent wave can excite free surface electrons in a thin noble metal layer (Au, Ag) coated at the prism/ 
liquid interface. This generates so-called surface plasmons, i.e. longitudinal electron density oscillations 
(Fig. 1–2 E). Besides this method of prism coupling, surface plasmons can also be excited by means of 
waveguide coupling or grating coupling.[127,132,140] There is a specific resonance condition at which a 
maximal fraction of light energy is coupled into surface plasmons. It depends on the wavelength and 
angle of the incident light as well as on the refractive indices of the prism (waveguide/ grating structure), 
the metal film and the neighboring medium. Resonance appears as minimum in the intensity of the 
reflected light (reflectance). Hence, if all parameters of the system are kept constant and the device is 
illuminated with monochromatic light at various angles (angle scan), a RI change of the liquid close to the 
metal layer can be measured by a shift of the angle of minimal reflectance. Alternatively, a frequency 
sweep of the excitation light at a fixed angle of incidence (frequency scan) provides spectroscopic data 
of the reflected light intensity and information on RI changes at the biosensor surface by means of 
resonance frequency changes.  
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Fig. 1–2 Label-free transducer technologies applied for cell-based biosensing: (A) ISFET, (B) 
LAPS, (C) Amperometric (enzyme) sensor, (D) ECIS, (E) SPR in Kretschmann configuration, (F) 
RWG, (G) luminescence-based OCS, and (H) QCM; drawings not to scale. 
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The SPR technique was initially developed for the analysis of biomolecular interactions. Its success in this 
field is apparent in a variety of commercial devices. Therefore, the SPR is often also termed affinity-based 
biosensor.[139] However, in recent years the SPR has been discovered as a valuable means to investigate 
not only molecular but also cell-substrate interactions and structural changes in the basal region of 
adherent eukaryotic cells, also referred to as dynamic mass redistribution (DMR) [141,142]. The SPR/ DMR 
sensors have been used for label-free and time-resolved investigations of structural and morphological 
processes during cell adhesion and proliferation [143–145] and due to extra- or intracellular stimuli 
[127,133,138,143,144,146–150]. Aside from the spectroscopic approach, SPR has also been applied in a microscopic 
manner (SPR microscopy or SPR imaging) for imaging of cell-substrate contacts of living cells.[151–155]  
RWG 
In contrast to the prism-coupling of incident light in the SPR technique, grating-coupling is used in the 
RWG technique for generating an evanescent field and surface plasmons, respectively.[2,142,156–160] In RWG 
(Fig. 1–2 F), an optical waveguide film of high refractive index and with a periodic metal diffraction layer 
(subwavelength structured) is illuminated with polychromatic p-polarized light. By the diffraction 
grating, light at a narrow band of wavelengths is selectively coupled into and propagates along the 
waveguide.[161] This is accompanied by the generation of an evanescent wave at the interface of wave-
guide and low RI medium (the liquid and waveguide substrate). The resonant wavelength, i.e. the 
wavelength that is most effectively coupled into the waveguide, thereby depends on the refractive index 
at or close to the waveguide (sensor) surface. Thus, local changes in the RI due to DMR at the cell-
substrate interface [141,142] cause a shift in the resonant frequency, which can be sensitively measured by 
the spectroscopic analysis of the reflected or transmitted light.[12,142,157,161–163]  
RWG sensors have been successfully applied in a multitude of cell-based assays. Studies provided time-
resolved data of cell-substrate and cell-cell interactions during cell adhesion and spreading on the RWG 
surface.[142,145,157,162,164] The responses of cells in the form of spatial and temporal relocation of cellular 
structures (mass) in receptor and signaling studies [141,142,159,165–168] and changes in the RI signature of 
adherently grown cells upon treatment with various membrane- and cytoskeleton-affecting drugs and 
compounds [142,167] could be sensitively monitored by means of RWG as well. 
Luminescence-based OCS 
A non-electrochemical transducer principle for the screening of metabolic species in cell-based assays is 
based on the chemosensitive change of optical quantities. Such optical chemical sensors (OCS; reviewed 
in [169–173]) are often also termed as optodes as the optical analogue to the electrodes. They are 
categorized into the direct measurement of an analyte, by the change of an intrinsic optical property, 
and the indirect determination via the optical properties of an indicator molecule (probe). The latter case 
is the mostly used approach for screening metabolic or physiologically relevant species in cell-based 
assays, since such small, low molecular weight molecules typically possess no optical properties usable 
for their direct determination, such as for example absorbance or fluorescence in the visible spectral 
range. To comply with the approach of label-free CBAs, the probe has to be immobilized in a planar 
sensor matrix which prevents direct contact and interaction with cells (Fig. 1–2 G). Due to the high 
sensitivity of fluorescence-based analytical techniques, fluorescent probes are mainly used. The basic 
requirement for this method is a change in the fluorescence properties of the indicator molecule 
(intensity, anisotropy, lifetime) in a concentration-dependent manner specific for the analyte of 
interest.[174] This could arise from either a physical interaction or a reversible chemical reaction of analyte 
and probe molecules, causing a quenching or the generation of luminescence. For instance, oxygen as 
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one of the most relevant metabolic species in biological systems is an effective quencher of 
phosphorescence, making the intensity and lifetime of the indicator’s phosphorescence valuable 
quantities for the sensitive monitoring of oxygen concentrations.[175] For detailed information on oxygen 
sensing via luminescence quenching and the readout principle of fluorescence lifetime imaging the 
interested reader is referred to the methods-section 3.5 Optical Temperature and Oxygen Imaging. The 
range of accessible analytes is further increased tremendously by means of enzymatic reactions in which 
the analyte is consumed and compounds that affect the luminescence properties of a probe are either 
consumed as well or produced. The most popular biosensor of this category is the optical glucose sensor, 
where D-glucose is enzymatically consumed in a thin layer of enriched glucose oxidase (GOx) between 
the sample solution and the indicator layer (Fig. 1–2 G). Dissolved oxygen is consumed in this reaction 
while hydrogen peroxide and protons are produced, all of which are available for analytical detection with 
the respective chemosensitive indicator layers.[170]  
Different configurations of OCS have been described in the introductory section of Chapter 6. An 
overview for various analytes that are of interest in cell-based assays and for which chemosensitive 
luminescent probes have been presented in the literature is also given here. Amongst these, probes for 
oxygen (pO2) and pH are most commonly used in CBBs, providing information on cell growth and cellular 
metabolism. Regarding optical oxygen sensors used for the sensing and imaging of the OCR of cells, a 
brief overview of various formats and applications is given in subsection 6.2 Imaging the Oxygen 
Consumption Rate (OCR) beneath Adherent Cells. Fluorescence-based OCSs have been presented in 
various formats with respect to miniaturization, parallelization, and multiplexing [58,173,176–195] as well 
combined with other sensor principles for the purposes of multi-parametric whole-cell biosensing 
[46,51,55,59] (cf. section 1.2).  
1.1.3 Piezolectric Transducers for Label-free CBB 
QCM 
A third type of label-free CBBs is based on the inverse piezoelectric effect and the phenomenon of 
electromechanical coupling.[20,196–198] The effect of piezoelectricity and how it is utilized for the 
electromechanical (acoustic) transduction in shear acoustic wave sensors is described in detail in the 
methods section 3.3 The Quartz Crystal Microbalance (QCM). One can distinguish between various shear 
acoustic wave devices depending on the dipole orientation in the material with respect to the electrodes 
and, thus, how the acoustic wave travels through the material: flexural-plate-wave (FPW), surface 
acoustic wave (SAW), and bulk acoustic wave (BAW).[20,196,197,199–202]  
The acoustic wave sensor technique that is used by far most widely in (cell-based) biosensing applications 
is the quartz crystal microbalance (QCM). The QCM is a BAW device and is also referred to as thickness 
shear mode (TSM) resonator.[11,21,196,203,204] A schematic cross section of a QCM sensor is illustrated in 
Fig. 1–2 H. The core component of QCM acoustic sensors is an AT-cut quartz crystal. When an AC 
potential is applied via electrodes at the surface of such a material, the molecules between the electrodes 
are excited to perform a shear displacement. This mechanical oscillation travels in the form of an acoustic 
wave through the piezoelectric material and decays in exponential fashion into the surrounding media at 
its surfaces. Any mechanical alteration occurring within the decay length of the acoustic wave in the 
adjacent medium can be sensitively recorded by a change in the oscillation properties of the crystal. 
Besides measuring the adsorption of rigid masses on the microbalance surface via a decrease in its 
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resonance frequency, the QCM is also capable of  detecting changes in the viscoelastic properties of the 
quartz crystal loading by the damping of the oscillation amplitude.[205–207]  
The QCM technique has been applied in various biomolecular interaction studies (including virus 
detection, protein adsorption, immunoassays, membrane formation and interaction, and 
oligonucleotide hybridization), studies aiming on bacteria detection and quantification, and in the recent 
past also in biosensing studies based on eukaryotic cells (CBB).[22,199,202,208–214] Label-free and time-
resolved acoustic CBB by means of QCM provided meaningful data of the micromechanical cell-
substrate interactions during the processes of cell attachment and spreading in a multitude of 
studies.[22,90,215–242] Moreover, the viscoelastic properties of living adherent cells (predominantly 
determined by the cytoskeleton) have been studied under the influence of diverse chemical, biological 
and physical stimuli by QCM sensing as well. QCM studies of CBAs described in literature cover various 
research fields, such as toxicity testing of chemical compounds and environmental pollutants [216,243–251], 
drug discovery [4,19,22,206,216,222,225,234,242,243,248,251–255], cytocompatibility testing of growth substrate 
materials and coatings [11,22,90,216–218,221,224,228,230,232,234,236,256–259], cell receptor and signaling investigation 
[220,260–262], cell motility and vitality monitoring in terms of cytotoxic efficacy [251,263], and detection and 
quantification of the metastasis potential of cancer cells [264] and of the beat rate of cardiomyocites [255]. 
1.2 Multi-Parametric Label-free Cell-based 
Biosensing 
Efforts to improve label-free sensor techniques for non-invasive monitoring of CBAs initially aimed at the 
miniaturization and parallelization of devices for high throughput screening (HTS) capabilities, as 
required in drug screening for instance. However, the technical possibilities of combining independent 
monitoring techniques and the analytical importance of high content screening (HCS) in cell-based 
studies were increasingly recognized, too. Cell-substrate and cell-cell interactions as well as cellular 
recognition of externally applied stimuli can result in multidimensional changes of cellular properties, 
such as for example the mechanics, morphology, and metabolism of cells. The readout signal of 
conventional CBBs however mirrors the complex processes that take place in the cellular system under 
study in condensed form and mostly only by one parameter. It is evident that this represents only a small 
fraction of the entire state and of the total response of cells. In order to gain a more detailed and a more 
comprehensive picture of the cellular state and of processes occurring in cell-based assays, it is of utmost 
relevance to improve the biosensing systems with respect to multiplexing and HCS on the basis of 
hyphenated techniques.[129] A thus increased number of readout parameters provides the basis for a 
more a comprehensive and detailed description and evaluation of the cellular state and also allows a 
better understanding of metabolic and morphological cellular reactions due to various stimuli. This 
knowledge enables to intervene more specifically into the cellular system. This is not only of interest in 
terms of drug discovery but is also of great relevance in the fields of medical diagnostics, environmental 
monitoring, in early detection of biological and chemical warfare agents, and in basic research in life 
sciences in general.[2–6]  
To date various approaches allowing for multi-parametric cell-based biosensing have been reported in 
literature that will pave the way for label-free HCS of cellular assays. In the following brief overview only 
hyphenated sensor approaches are considered with at least two independent transducer technologies 
combined in one biosensor platform. Approaches where the sensor spots of one transduction principle 
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were multiplied and equipped with different selectivities or sensitivities only, such as for example MLAPS 
[27], multi-ISFETs [265,266], or multiple OCS [58,65,183], are not taken into account here.  
Janshoff et al. presented in 1996 a double-mode impedance sensor for the analysis of cell layers [219]. The 
core component of this dual sensor is a piezoelectric 5 MHz quartz disk that is capable of performing 
shear oscillations. In this mode of operation (QCM-/ quartz-mode) the sensor enables monitoring the 
viscoelasticity of cell monolayers cultured on its surface by impedance analysis. Additionally, the 
dielectrical properties of the cell layer are monitored by impedance spectroscopy in ECIS-analogue 
manner (ECIS-/ cell-mode), with the help of a platinum wire electrode dipping into the culture medium 
from the top. This provides information about the degree of cell-coverage on the sensor and the 
formation of an intercellular barrier, which is complementary to the quartz mode-derived information 
about the mechanical cell-substrate interactions. Aside from studies of cell attachment and spreading, 
the system has been successfully applied in various types of cell-based assays adressing cytoskeleton 
perturbation, (bio)chemical stimulation, and cytocompatibility testing.[22,197,206,236,267,268]  
In 1999, Baumann et al. [64] developed a so-called “Cell Monitoring System” (CMS®), which enables the 
simultaneous and label-free monitoring of multiple relevant cell layer parameters by the use of various 
microsensors arranged next to each other on a single surface. The multi-sensor system is build up of pH-
sensitive ISFETs, IDEs, and a temperature-sensitive transducer spot. The pH-ISFET and the IDEs serve as 
sensors for the ECAR and the impedance-based morphological characterization of a studied cell layer, 
respectively. Various different CMS®-chip versions were proposed to meet the requirements of different 
fields of applications. The system was further developed in the early 2000s. The sensor chips were 
equipped with additional electrode structures capable of recording changes in dissolved oxygen and thus 
the OCR of cells by means of modified ISFETs [45] and miniaturized Clark-type electrodes [60]. In this way, 
microsensor chips were developed for monitoring both, metabolic responses (pH and pO2) and 
morphological alterations (impedance) of living cells to drug compounds. Later on, a three-electrode 
arrangement was integrated on the sensor chips that was operated with a potentiostatic circuit for 
amperometric oxygen measurements.[53,62] The microsensor systems were realized on glass chips, 
comprising an optical access for microscopic evaluations, as well as on silicon sensor chips with multiple 
ISFET readout spots.[48,53,54,62] Based on these, a novel multi-parametric biosensor device called 
“Intelligent Mobile Lab” (IMOLA) was introduced by Wiest et al. [47] in 2006. The sensor chips of this 
system are fabricated either with silicon technology or thin film technology (ceramic chips). In the latter 
case, ISFETs for accessing pH changes are replaced by metal oxide sensors. The IMOLA system was 
commercialized by cellasys GmbH (Munich, Germany) in 2007 [269]. A very similar chip system called 
“Bionas DiscoveryTM 2500 System” was commercialized by Bionas GmbH (Rostock, Germany), capable 
of independent pH/ pO2/ impedance measurements [270]. Both systems have been applied in a multitude 
of time-resolved cellular assays [49,50,57,61,271,272], for the investigation of the multi-parametric and -
dimensional cellular responses (like in metabolic activity, cellular respiration, and morphology) towards 
various potential cytotoxic substances and drugs.  
In another multiple CBB approach, electrochemical (ECIS) and chemosensitive optical (OCS) 
transduction were integrated next to each other on one sensor surface.[46,55,273] The sensors are integrated 
on the bottom of 24-well-plates and comprise an IDE structure for impedimetric readout of cell 
morphology changes and two circular fluorescence-optical sensor spots (PreSens GmbH; Regensburg, 
Germany) that enable the independent optical readout of pH (ECAR) and pO2 (OCR) in each well of the 
plate. The system under study can additionally be observed and analyzed (fluorescence-) 
microscopically, due to the transparency of the glass-based sensor chips. The parallelized multi-
parametric sensor system has been developed in order to increase aside from the information content 
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also the screening throughput of cell-based assays. For this purpose, not only sensorchip-equipped 
multiwell-plates were presented but also an automated integrated analytical screening platform, 
including a x-y movable microscope for automated imaging, a high-end CCD camera, a light source for 
fluorescence microscopy, and an integration control unit. The integration of further components for 
further automatation, a climate control and a fluidic system was proposed, too, and has already been 
considered in the development concept of the integrated screening system. The application of the 
system has been demonstrated in the time-resolved multi-parametric screening of cell attachment and 
spreading and of chemical and biological cell layer stimulations.[51,55,59] 
Recently, the combination of the optical and electrochemical transducer principles, SPR and ECIS, in one 
sensor platform has been presented by Michaelis, Wegener and Robelek (2013).[274] They integrated on 
gold film-coated SPR sensor chips an ECIS-analogue electrode layout by means of photolithographic 
structuring. This provides electrodes for impedance analysis on the one hand and two gold-covered areas 
of the substrate for SPR monitoring in cell-based biosensing applications on the other hand. The layout 
enables SPR sensing of two independent channels, where one is usually used as measurement channel 
and the other as control channel. SPR-ECIS monitoring of cells is capable of providing simultaneously 
and non-invasively information for the multi-parametric and time-resolved characterization of cell 
layers, due to the independency and the label-free nature of both sensor techniques. The content of 
information extractable from SPR-ECIS readings covers changes in the DMR and the morphology of cells, 
as well as alterations in the cell layers’ integrity and barrier properties. The performance and the 
complementarity of information obtained from simultaneous SPR sensing and ECIS have been 
demonstrated by Michaelis et al. in several proof-of-concept studies, including investigations of cell 
attachment, spreading and differentiation on the dual sensor surface as well as the dual monitoring and 
analysis of confluent cell layers upon their exposure to an actin cytoskeleton disrupting drug. 
Even though this has not yet been applied as CBB, the recently reported combination of QCM and SPR 
by Kim et al. (2010) [275] is also briefly mentioned here, due to its specific relevance in the scope of this 
thesis and as it represents another jigsaw piece in the possible combinations of label-free biosensor 
techniques. The novel dual sensor was constructed on the basis of a typical AT-cut quartz crystal, with 
indium tin oxide (ITO) as transparent electrode material on the bottom side and with a gold film over a 
thin adhesion promoting titanium layer on the top side of the disk. The microbalance was mounted onto 
a glass prism via an index matching oil to meet the requirements for a SPR setup in Kretschmann 
configuration [132,135]. The proposed SPR-QCM setup, however, needs to be substantially improved, 
particularly in view of cell-based biosensing applications, since the SPR sensitivity of this setup is affected 
by disturbing reflections from the additional ITO and titanium layers and since the QCM oscillation 
exhibited a considerably increased motional resistance as a consequence of the damping oil film. 
Finally, it should be noted that the non-invasive nature of all label-free CBB approaches and 
combinations described above offer the possibility to be extended with invasive end-point investigations 
and post-experimental label-based analytical methods, such as e.g. by AFM or fluorescence staining and 
microscopy. The cooperation of time-resolved non-invasive monitoring and of invasive techniques for a 
more in-depth analysis of cells enables the collection of a wealth of information, which allows a detailed 
profiling of cells. Thus, it is a promising key for attaining deeper insights into cellular states and a better 
understanding of the behavior of cells in its entirety. 
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Biosensors based on whole cells as the biological recognition unit (CBBs) have gained an increasing 
interest in the past years by research institutes focusing on the development of new technologies that 
can serve as basis for the label-free and non-invasive screening of living cells. Due to steady technical 
improvements in terms of throughput and handling, progresses in data analysis and interpretation, and 
the development of numerous cell-based assays, there is also an increasing interest in CBBs on the part 
of the pharmaceutical, food and biosecurity industry.[2–5,19,276] In CBBs, cell lines can serve as a renewable 
biological recognition element for biomedical assays, such as pathogen and toxin detection and drug 
discovery.[10] Cells cultured In vitro can mimic on a small scale the functional effect of any substance or 
stimulus on tissue, organs or the whole organism and human body, respectively. Thus, biosensing of cells 
provides meaningful high-content information in a physiological context, which is not accessible by 
interaction studies of isolated biomolecules or by label-based and therefore invasive cell-based assays. 
In terms of drug discovery, for instance, the application of CBBs allows a pre-selection of candidate test 
substances and concentrations in preclinical screening studies to minimize the number of animal tests, 
which is desirable for both ethical and cost reasons.  
Fig. 2–1 gives an overview of the technical state of the art of the three main CBBs used for monitoring 
structural changes of cells, QCM, ECIS, and SPR, with respect to available modes of operation and sensor 
combinations (indicated with a connecting line) at the beginning of this thesis. Sensing modes are 
indicated with blue arrows directed away from the sensor principle and actuating modes are highlighted 
in red with arrows pointing inwards to the cells. The stimulation of cells and their microscopic 
investigation, mostly used in addition to CBB, are also illustrated for the sake of completeness. Fig. 2–2 
shows the same overview, however, expanded with the contributions of this thesis (highlighted with blue 
borders). Methods and applications not used or not presented in this thesis are shaded in grey. 
 
 
Fig. 2–1 State of the art of (combined) CBBs for monitoring structural changes of cells at the 
beginning of this thesis. 
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It was the aim of this thesis to improve and develop real-time sensor devices that can be used to monitor 
assays with living cells label-free and non-invasively on the basis of the quartz crystal microbalance 
(QCM) technology. One focus thereby was set on the development of a multi-spot QCM sensor (MQCM), 
which should be designed, characterized, and optimized. The MQCM should be finally applied for 
investigating the mechanical properties of mammalian cells and their changes by analysis of the QCM 
impedance of cell-covered quartz resonators. Thus, the QCM should be established as a method that 
enables the continuous monitoring of cytomechanics under physiological conditions, with a high time 
resolution, manageable technical expenses, and a moderate throughput in cell-based screenings. This 
should be evaluated in various studies with compounds that affect the micromechanics of cells.  
Another project aimed on the integration of the ECIS principle into the surface of the MQCM disks 
developed, in order to provide a novel hyphenated (QCM-ECIS) sensor combining piezoelectric and 
electrochemical transduction in one experimental setup. This should enable the label-free readout of cell 
morphology changes as well as cell-cell and cell-substrate interactions by means of ECIS in parallel to the 
viscoelastic profiling of cells by QCM recordings. The dual sensor platform should be developed using 
thin film technology and standard photolithography. An optimal electrode layout of the QCM-ECIS 
sensors should be evaluated, by means of microscopic investigations and analysis of the impedance 
characteristics of both QCM- and ECIS-mode readouts. Once a system suitable for cell-based biosensing 
applications is identified, the sensing performances of the individual transducer principles of the dual 
sensor should be evaluated on the basis of various cell adhesion and cell stimulation assays and, as a key 
issue, the added value of the hyphenated approach should be identified and discussed with respect to 
the separate sensor setups and readings.  
 
 
Fig. 2–2 State of the art of (combined) CBBs for monitoring structural and metabolic changes 
of cells at the end of this thesis. 
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In a third project the QCM should be combined with luminescence-based OCS in order to provide another 
class of sensor combinations (QCM-OCS) for the purposes of multi-parametric CBB. A first QCM-OCS 
combination aimed on the experimental determination of temperature increases on the QCM surface, 
which are expected if the resonator is operated at elevated driving voltages and oscillation amplitudes, 
respectively. Two-dimensional OCS thereby should be implemented by means of a temperature-
sensitive paint (TSP) and fluorescence lifetime imaging (FLIM). In another approach, an oxygen-sensitive 
sensor film should be developed which at the same time should serve as the growth substrate for 
mammalian cells. The cytocompatibility of the pressure-sensitive paint (PSP) used for this purpose 
should be investigated by means of QCM measurements and a PSP-coated substrate compatible for cell 
layer establishment should be realized. Finally, proof-of-concept studies should demonstrate the 
capability of the chemosensitive transducer for label-free and time-resolved sensing and imaging the 
oxygen consumption rate (OCR) of a cell layer upon stimulation. This should provide the basis for the 
substrate-embedded screening of further analytes, such as for instance H+ or glucose, in cell-based 
assays by means of OCS.  
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20 Methods & Instrumentation 
3.1 Cell Culture 
For cell studies in this work the adherent epithelial cell line MDCK-II (Madin Darby Canine Kidney, 
strain II), and the adherent epithelial-like cell line NRK (Normal Rat Kidney, strain 52E) were used. Both 
cell lines were obtained from the Leibniz Institute DSMZ - German Collection of Microorganisms and Cell 
Cultures (Braunschweig, Germany). They grow on cell culture substrates as monolayers of cobblestone-
like morphology. 
3.1.1 Cell Culture Conditions 
The cell lines were routinely incubated in tissue culture medium in 25 cm2 or 12.5 cm2 cell culture flasks, 
which were placed in a humidified incubator with a temperature of 37 °C and an atmosphere that was 
aerated with 5 % CO2. A medium volume of 4 mL for 25 cm2 flasks (2 mL for 12.5 cm2 flasks) was 
adequate for completely covering the adherent cells on the bottom of the flask, providing nutrient supply 
for a few days. Cells were fed every two to three days or the day before an experiment, by exchanging 
the degraded culture medium for nutrient-rich medium from the stock solution. MDCK-II and NRK cells 
require different culture medium compositions and concentrations of nutrients. The respective medium 
compositions of basic medium and additives for both cell lines are listed below in Tab. 3–1. 
Tab. 3–1 Composition for MDCK-II and NRK tissue culture medium. The basic medium 
contained different amounts of NaHCO3 and D-glucose, and were supplemented with fetal calf 
serum, penicillin/ streptomycin, and L-glutamin. 
 MDCK-II medium NRK medium 
Basic medium Minimum Essential Medium Eagle 
(MEM)1 
Dulbecco’s Modified Eagle’s Medium 
(DMEM)1 
NaHCO3 2.2 g/ L 3.7 g/ L 
D-glucose 1 g/ L 4.5 g/ L 
+ Fetal calf serum (FCS)1 5 % (v/v) 5 % (v/v) 
+ Penicillin1 100 µg/ mL 100 µg/ mL 
+ Streptomycin1 100 µg/ mL 100 µg/ mL 
+ L-glutamin1 4 mM 2 mM 
1 Sigma-Aldrich; St. Louis, MO, USA 
 
Cell culture work was performed under sterile conditions in a laminar flow “HERAsafe KS/KSP class II 
biological safety cabinet” (Thermo Fisher Scientific; Waltham, MA, USA). Aseptic conditions in the 
laminar flow were ensured by spray- and wipe-disinfection of the bench, and all materials and equipment 
brought into the laminar flow, with 70 % (v/v) ethanol in deionized water. Sterility of solutions was 
achieved by either autoclaving at 120 °C for 20 min (Systec DX-45; Wettenberg, Germany) or by sterile 
filtration (pore diameter: 0.2 µm), unless it was delivered already sterile by the manufacturer. Cell culture 
equipment was autoclaved likewise before usage, except the manufacturer delivered it in a sterile 
package. Cell culture waste, i.e. solutions and materials that were in contact with cells, was autoclaved 
before disposal. 
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3.1.2 Sub-cultivation of Cells 
MDCK-II and NRK cells were cultured on the bottom of culture flasks, where they proliferate until a 
confluent monolayer is reached. When the cells reach a confluent state, contact inhibition within the cell 
layer occurs, which means that the cells slow down and finally stop proliferation. For maintaining an 
active cell cycle and a continued proliferation rate, the cells were sub-cultured on the verge of reaching 
contact inhibition, by seeding a fraction of the cells in new flasks. The seeding densities were adjusted 
for a sub-cultivation of cells once a week. 
Sub-cultivation was performed according to a standard cell culture protocol. The divalent cations, Ca2+ 
and Mg2+, are essential for the formation of cell-cell and cell-substrate contacts. They are, among other 
factors, responsible for the adherence of the cells to the extracellular matrix deposited on the culture 
substrates. In order to detach the cells from such a surface, these contacts were weakened by elutriation 
of the divalent cations. Firstly, the supernatant medium was removed, and the cell layer was washed 
twice with phosphate buffered saline (PBS−−, without Ca2+ and Mg2+). The depletion of cations was 
maximized by subsequently incubating the cell layer with a solution of 1 mM EDTA 
(ethylenediaminetetraacetic acid) in PBS−− for 5 – 10 min at 37 °C. The chelating agent possesses a very 
high binding affinity towards divalent cations. Rounding up of the cells indicated the loss of cell-cell and 
cell-substrate contacts, and consequently a sufficient period of EDTA incubation. Afterwards, the cell 
layer was incubated with a solution of 0.25 % (w/v) Trypsin/ 1 mM EDTA in PBS−− (for 5 – 10 min at 37 °C), 
for a complete detachment of the cells from the flask surface. The trypsinization process was stopped by 
adding a 10-fold excess volume of the respective culture medium to the flask. Then the suspended cells 
were centrifuged at 110 𝑔. After removal of the supernatant, the spun down cell pellet was re-suspended 
in fresh culture medium and seeded into a new cell culture flask in a certain dilution. 
3.1.3 Cell Storage 
The cell lines were deep-frozen in a cryogenic tank in order to store the cell line for a longer period. For 
this, a confluent cell layer on a flask was treated the same way as for sub-cultivation. After centrifugation, 
the cell pellet was re-suspended in a special freezing-medium, consisting of normal calf serum and 10 % 
(v/v) DMSO (dimethylsulfoxide). DMSO is a non-crystalizing alternative to a pure water-based medium. 
The latter would form ice crystals when freezing, which could damage the cell membrane and finally lead 
to cell death. The re-suspended cell suspensions were filled in cryovials and, in a first cooling step, slowly 
cooled down to −80 °C for 24 h. A slow and constant cooling rate of 1 °C/ min was achieved by placing 
the vials into a freezing container filled with isopropyl alcohol. Afterwards, the vials were placed in a rack 
and were immersed in liquid nitrogen in a cryogenic tank (−196 °C), for long-time storage of the cells. 
Thawing of the cryogenically conserved cells and bringing them back into culture had to be performed 
gently. In a first step, the cryovial with the deep-frozen cell suspension was transferred from the 
cryogenic tank into a freezer, where it was stored for about 1 h at −20 °C. Then, the vial was warmed to 
37 °C in a water bath. Since the high concentration of DMSO in the thawed cryoprotective solution is 
cytotoxic, it has to be diluted and removed from the cell suspension, respectively. Firstly, the cell 
suspension was transferred into a centrifugation tube, and 10 mL of pre-warmed culture medium were 
added drop-wise. A careful but quick addition was necessary in order to minimize the osmotic stress for 
the cells. Afterwards, the cell suspension was centrifuged at 110 𝑔, the DMSO containing medium was 
removed, and the cell pellet was re-suspended in fresh culture medium. The cells were then cultivated by 
seeding into flasks with a sub-confluent cell density. Subsequent treatment of the cells was carried out 
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in accordance with the sub-cultivation procedure, mentioned above. Thawed cells were not used for 
experiments before at least one sub-cultivation. 
3.1.4 Cell Preparation for Experiments 
By default, cells were fed with fresh culture medium the day before they were seeded on a substrate for 
an experiment. This was necessary to remove dead cells and to maintain a consistent vitality and 
metabolic activity of the cell layer for all cell experiments. The cells were seeded on the respective 
substrate for an experiment after removing them from the culture flask, according to the standard 
protocol of sub-cultivation. In order to ensure aseptic conditions for cell experiments, the growth 
substrates were sterilized by treatment with argon plasma for 1 min, unless the manufacturer delivered 
the substrate sterile. For purposes of comparability of experiments, the cells were seeded on the 
substrates with a defined cell number per unit area. Therefore, the number of cells after re-suspension of 
the cell pellet was counted (using a Bürker Hemacytometer from Marienfeld Superior, Lauda-
Königshofen, Germany), and the cell suspension was appropriately diluted with culture medium, before 
seeding. In cases where control of the cell density was important, a cell number of 450 000 cells/ cm2 was 
defined for both MDCK-II and NRK cells. At this seeding density the cells were seeded to confluence, 
meaning that immediately after cell attachment and spreading the whole sensor surface is completely 
covered with cells.[215] This means that the cells form a confluent monolayer after cell adhesion and 
spreading, without the need for proliferation. The cell layer possessed fully established cell-cell and cell-
substrate contacts about 12 h after seeding. Cell experiments on a confluent monolayer were usually 
performed 24 h after seeding to confluence. Tab. 3–2 gives an overview of different kinds of growth 
substrates, and the respective seeding volumes and concentrations of the cell suspensions for achieving 
a seeding density of 450 000 cells/ cm2. 
Tab. 3–2 Volumes and concentrations of the cell suspensions (MDCK-II and NRK) for 
maintaining a consistent cell number of 450 000 cells/ cm2 on different kinds of substrates with 
different growth areas. 
Growth substrate Growth area/ 
cm2 
Cell number  
(for 450 000 cells/ cm2) 
Volume/  
mL 
Cell concentration/ 
cells/ mL  
QCM/ QCM-ECIS disks  1.13 508 500  1.5 339 000 
8-well ECIS array  0.75 337 500  0.4 843 750 
Petridish (small)  9.04 4 068 000  3 1 356 000 
12-well culture plate  3.66 1 647 000  3 549 000 
 
3.2 Impedance Spectroscopy 
Impedance spectroscopy (IS) is a measurement principle that delivers information on the electrical 
impedance (complex electrical resistance) of a system under test as a function of frequency. By 
definition, the electrical resistance is the hindrance of electrical current flow in a system, when a certain 
voltage is applied. Both transducer devices applied in this study, quartz crystal microbalance (QCM; 
section 3.3), and Electric Cell-Substrate Impedance Sensing (ECIS; section 3.4), are based on measuring 
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the impedance of the system as a function of frequency. In QCM, one obtains with the electrical 
impedance a quantity that is directly proportional to the acoustic impedance of the quartz oscillation (via 
electromechanical coupling), whereas ECIS provides the passive, electrical impedance of cells covering 
the electrodes. The following sections firstly focus on the mathematical description of the complex 
impedance. Afterwards, the impedance properties, and the graphical representation of the three basic 
circuit elements, resistance, capacitance, and inductance, are discussed. Finally, impedance properties 
of simple equivalent circuit models are considered. 
3.2.1 The Complex Impedance  
When applying a DC voltage (current) to an electrically closed system, the relation between resistance 𝑅, 
voltage 𝑈 and electrical current 𝐼 is given by the Ohm’s law: 
𝑅 = 𝑈 𝐼⁄  (1) 
However, in IS the input signal is not a time-invariant DC but a sinusoidal AC voltage (current), which is 
varied in a wide frequency range. In IS small amplitudes of the input signal are used. Thus, IS can be used 
for non-invasive and non-destructive examinations of (biological) samples. The AC voltage 𝑢(𝑡)  is a 
function of time and frequency (which is indicated by small symbols) and can be mathematically 
expressed in the trigonometric form: 
𝑢(𝑡) = ?̂? ∙ 𝑠𝑖𝑛(𝜔𝑡) (2) 
Hence, the voltage 𝑢(𝑡) at a certain time point is characterized by an amplitude ?̂? and a phase (Fig. 3–1), 
which is expressed by the variable angle 𝜔𝑡 and where 𝜔 = 2𝜋𝑓 is the angular frequency and 𝑓 the AC 
frequency of the excitation signal.  
 
 
Fig. 3–1 Sinusoidal voltage 𝑢(𝑡) and corresponding current 𝑖(𝑡) for an arbitrary system under 
test. The voltage (current) is characterized by amplitude ?̂? (𝑖̂) and phase 𝜑𝑢 (𝜑𝑖). When there is 
only a pure Ohm’s resistor in the electric circuit, 𝑢(𝑡) and 𝑖(𝑡) have the same phase (𝜑 = 𝜑𝑢 −
𝜑𝑖 = 0). The frequency dependent devices capacitor and inductor, however, cause phase shifts of 
the current with respect to the voltage of 𝜑 = −𝜋 2⁄  and 𝜑 = +𝜋 2⁄ , respectively. 
The voltage can also be expressed as a complex quantity (indicated by underlined symbols): 
𝑢(𝜔𝑡) = ?̂? ∙ (𝑐𝑜𝑠(𝜔𝑡) + j ∙ 𝑠𝑖𝑛(𝜔𝑡)) 
= ?̂? ∙ 𝑒j(𝜔𝑡) (3) 
 
 
𝑖(𝑡) 
𝑢(𝑡) 𝜑 𝑢, 𝑖 
𝑡 
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where the time and frequency dependent voltage is expressed as combination of a real and an imaginary 
part (with the imaginary unit j). The resulting current has a sinusoidal form of the same frequency as the 
exciting voltage (Fig. 3–1) and can be mathematically expressed in the form: 
𝑖(𝑡) = 𝑖̂ ∙ 𝑠𝑖𝑛(𝜔𝑡) (4) 
or as complex current: 
𝑖(𝜔𝑡) = 𝑖̂ ∙ (𝑐𝑜𝑠(𝜔𝑡) + j ∙ 𝑠𝑖𝑛(𝜔𝑡))
= 𝑖̂ ∙ 𝑒j(𝜔𝑡) (5) 
The complex impedance 𝑍 of an AC circuit can be calculated, according to Ohm’s law for DC circuits, by 
the ratio of the complex voltage, Eq. (3), and the complex current, Eq. (5): 
𝑍 =
𝑢(𝜔𝑡)
𝑖(𝜔𝑡)
=
?̂?
𝑖̂
∙ 𝑒j(𝜑𝑢 − 𝜑𝑖)
= |𝑍| ∙ 𝑒j𝜑
= |𝑍| ∙ (𝑐𝑜𝑠 𝜑 + j ∙ 𝑠𝑖𝑛 𝜑) (6) 
in which the complex impedance 𝑍  is fully characterized by its magnitude |𝑍|  and phase 𝜑 , which 
represents the phase shift between voltage and current (𝜑 = 𝜑𝑢 − 𝜑𝑖). In so-called Bode-plots, |𝑍| and 
𝜑 are displayed as functions of frequency. As a complex quantity, the impedance can also be described 
by the sum of its real part Re(𝑍) and imaginary part Im(𝑍): 
𝑍 = Re(𝑍) + j Im(𝑍)  
= |𝑍| 𝑐𝑜𝑠 𝜑 + j |𝑍| 𝑠𝑖𝑛 𝜑
= 𝑅 + j 𝑋 (7) 
All frequency independent resistivities in the electrical circuit are merged to the real part Re(𝑍) of the 
impedance. As the real part behaves as an Ohm’s resistor it is called Ohm’s resistance, effective 
resistance or just resistance 𝑅. The real part mirrors energy losses within the system. The imaginary part 
of the impedance is expressed by the reactance 𝑋 and contains capacitive and inductive components of 
the electric circuit. They influence the permeability of the current in a frequency dependent manner, and 
mirror the storage of energy within the system.  
The complex impedance can be displayed (besides the Bode-plots |𝑍|(𝑓) and 𝜑(𝑓)) also in so-called 
Nyquist diagrams. Here, the impedance is plotted as a vector in the Gaussian plane (complex plane), in 
which the imaginary part is plotted as a function of the real part (Fig. 3–2).The vector length corresponds 
to the magnitude |𝑍| and the angle with the (real) x-axis of the vector is the phase 𝜑 of the impedance. 
Thus, real part and imaginary part can be converted to magnitude and phase by: 
|𝑍| = √Re(𝑍)
2
+ Im(𝑍)
2
= √𝑅2 + 𝑋2 (8) 
𝜑 = arctan (
Im(𝑍)
Re(𝑍)
) = arctan (
𝑋
𝑅
) (9) 
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Fig. 3–2 Geometric representation of the impedance 𝑍 in the complex plane with the x-axis as 
real part Re(𝑍) and the y-axis as imaginary part Im(𝑍). The impedance can be fully described 
either by the Cartesian coordinates, resistance 𝑅 and reactance 𝑋, or in polar coordinates by the 
vector length impedance magnitude |𝑍| and the angle 𝜑 representing the phase shift. Both ways 
of representation can be converted into each other by equations (7), (8), and (9). 
3.2.2 Impedance Elements in Equivalent Circuits 
The current flow in an AC circuit and thus the complex impedance is determined by the three basic 
passive circuit elements: Ohm’s resistors, capacitors and inductors. In the following discussion, an ideal 
electric behavior of these devices is assumed for all frequencies, meaning that e.g. a capacitor shows only 
capacitive behavior and has no additional resistive property, which a real capacitor would exhibit. A closer 
look on the impedance properties of the individual circuit elements and their characteristics in 
impedance plots helps for understanding and interpreting much more complex electrical systems with 
combined elements (cf. 3.2.3 Equivalent Circuit Models).[277–279] 
Resistor 
An electrical circuit consisting of a pure, ideal (Ohm’s) resistor is free of any capacitive or inductive 
influences. Thus, the impedance is resistive and has no imaginary component at all AC frequencies. 
Applied to equations (6) and (7), this leads to the impedance 𝑍𝑅 of an ideal resistor: 
𝑍𝑅 = Re(𝑍) + j 0 =
?̂?
𝑖̂
= 𝑅 (10) 
with the corresponding phase shift angle 𝜑: 
𝑍𝑅 = 𝑅 ∙ 𝑒
j𝜑 = 𝑅  →   𝜑 = 𝜑𝑢 − 𝜑𝑖 = 0 (11) 
Equation (10) reflects the Ohm’s law for DC circuits (Eq. (1)) transferred to AC circuits. The complex 
impedance 𝑍𝑅  is given by the resistance 𝑅 , and is calculated by the ratio of voltage and current 
magnitude. Since an ideal resistor has only a real contribution, there is no reactance part and 
consequently voltage and current are not phase shifted. Typical Nyquist and Bode diagrams in Tab. 3–
3 A illustrate the frequency independent impedance contributions of an ideal resistor in an electrical 
circuit. 
Capacitor 
The capacitor is another passive element in an AC circuit. In contrast to the ohm’s law for resistors, in 
which the current is directly proportional to the applied voltage ((1) and (10)), for capacitors the current 
is proportional to the voltage change over time: 
−j Im(𝑍) 
Re(𝑍) 
𝑍 𝑋 
𝑅 
0 
0 
𝜑 
|𝑍| 
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𝑖 = 𝐶 ∙
𝑑𝑢
𝑑𝑡
= 𝐶 ∙ 𝑢 ∙ j𝜔 (12) 
After conversion we obtain for the impedance 𝑍𝐶  of a capacitor: 
𝑍𝐶 =
𝑢
𝑖
=
1
j𝜔𝐶
= −j ∙
1
𝜔𝐶
 (13) 
The phase 𝜑 of the capacitive current is 90 ° ahead of the voltage: 
𝜑 = 𝜑𝑢 − 𝜑𝑖 = −
𝜋
2⁄  (14) 
Ideal capacitors possess only an imaginary component, without any resistance contribution to the 
impedance. In the complex plane, the impedance vector of an ideal capacitor is a straight line along the 
negative reactance-axis. 𝑍𝐶  decreases with increasing frequency and capacitance values. Typical Nyquist 
and Bode plots are shown in Tab. 3–3 B. 
Inductor 
The third basic, passive element in AC circuits is an inductor. It plays a minor role in equivalent circuits for 
describing the electrical properties of biological systems. However, it is needed to describe the 
piezoelectric properties of an oscillating system with electric equivalents (cf. 3.3 The Quartz Crystal 
Microbalance (QCM)). An ideal inductor shows, like an ideal capacitor, only reactive (imaginary) 
impedance contributions. For inductors the driving voltage is proportional to the current change with 
time: 
𝑢 = 𝐿 ∙
𝑑𝑖
𝑑𝑡
= 𝐿 ∙ 𝑖 ∙ j𝜔 (15) 
After conversion, the inductive impedance 𝑍𝐿 is given by: 
𝑍𝐿 =
𝑢
𝑖
= j ∙ 𝜔𝐿 (16) 
The phase 𝜑 of the inductive current is lagging behind 90 ° with respect to the voltage: 
𝜑 = 𝜑𝑢 − 𝜑𝑖 = +
𝜋
2⁄  (17) 
The impedance of ideal inductors is represented as a straight line along the positive reactance-axis in the 
Gaussian plane (Tab. 3–3 C). The inductive impedance is directly proportional to the frequency and 
increases likewise. 
Constant Phase Element (CPE) 
In contrast to the previously mentioned equivalent circuit elements (resistor, capacitor, and inductor) the 
CPE is a non-ideal and empiric circuit element. Non-ideal circuit elements are often required for modeling 
the impedance characteristics of real systems. Such non-ideal behavior may be due to dielectric 
inhomogeneity or roughness of the electrodes.[278] The CPE aims to describe the electrical properties of 
double layers that show non-ideal capacitive behavior. It is used to adequately describe the interface 
impedance of electrodes in contact with an electrolyte. The CPE contributes to the impedance by: 
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Tab. 3–3 Impedance properties are shown for the basic AC equivalent circuit elements, (A) 
resistor, (B) capacitor, and (C) inductor. Typical impedance spectra (Bode diagrams) and Nyquist 
plots are shown for equivalent circuits with either (A) one resistor (𝑅  = 10 kOhm), or (B) one 
capacitor (𝐶  = 100 nF), or (C) one inductor (𝐿  = 0.05 H) as single circuit element. In Nyquist 
diagrams the increasing frequency 𝜔 is indicated by an arrow. Frequency range: 100 – 106 Hz.  
 Equivalent circuit Bode diagram Nyquist diagram 
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,     with 𝑛 = [0,1] (18) 
where 𝐴 and 𝑛 are frequency independent parameters. The phase angle of the CPE is independent of the 
frequency, as the name, constant phase element, already indicates. The phase shift angle between AC 
voltage and current for a CPE is given by: 
𝜑 = −𝑛 ∙ 𝜋 2⁄  (19) 
Two extreme cases can be considered for the electrical property of the CPE. In the first extreme case of 
𝑛 = 0 the CPE describes an ideal resistor (with  1 𝐴⁄ = 𝑅), and in the second extreme case of 𝑛 = 1 the CPE 
R 
C 
L 
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represents an ideal capacitor (with  𝐴 = 𝐶). For any value of 𝑛 = ]0,1[ the CPE exhibits mixed electrical 
properties of a resistor and a capacitor with dominating capacitance for 𝑛  > 0.5 and dominating 
resistance for 𝑛 < 0.5.[278,279]  
3.2.3 Equivalent Circuit Models 
The basic idea of IS studies on biological systems is to get electric information that can be translated, 
with an appropriate model, into specific physical or chemical properties of the system of interest. In order 
to gain this information, the system has to be described by an electrical equivalent circuit. At first, such 
an equivalent circuit should take into account any impedance contribution within the system under test 
as an electric element in the equivalent circuit. Once an adequate equivalent circuit is created, the 
theoretical impedance of the circuit (integrating the impedance contributions of all individual impedance 
elements) can be expressed mathematically with a transfer function. The experimental impedance data 
is then fitted with the transfer function in order to obtain the parameters of all single circuit elements. 
The electrical properties of such an element are then correlated with specific physical properties of a 
structural component of the observed system.[279] 
Biological systems are often very inhomogeneous and complex in their structure and composition. This 
is especially the case when one wants to describe the electrical or mechanical properties of whole cells in 
detail. Hence, it can be very difficult to design an accurate electrical model that characterizes the 
electrical or piezoelectrical properties of a sample in all details. Therefore, individual simplified 
equivalent circuits have to be designed that are adapted to the information one wants to extract. For 
instance, a very simple electrical model for the complex electrode-electrolyte interface is the 
combination of a resistor and a capacitor in series, whereas the impedance of a (not less complex) cell 
membrane can be modelled by the same two circuit elements, however, connected in parallel.[280] The 
impact of a few basic, simple combinations of circuit elements (one (two) resistor(s) connected with a 
capacitor in various ways) on the impedance spectra and on the resistance and reactance values of the 
entire electrical circuit are described below. 
R-C Circuit 
An equivalent circuit with a serial combination of an ideal resistor and an ideal capacitor can be easily 
divided into resistance and reactance contributions. All resistance contributions originate from the 
resistor, whereas all reactive behavior is linked to the capacitor. The impedance of a resistor in series with 
a capacitor is given by 𝑍𝑅1−𝐶 = 𝑅1 − j ∙ 1 𝜔𝐶⁄ . The impedance and phase spectra of a typical 𝑅-𝐶 circuit 
is shown in Tab. 3–4 A. The impedance  is predominated by the capacitance in the low-frequency region, 
which is reflected in a negative slope and a phase angle of −90 °, respectively in the Bode plot. Whereas 
at high frequencies (> 1 kHz) the resistance dominates the impedance signal, with a frequency 
independent magnitude, parallel to the x-axis, and a phase shift of 0 °. In the corresponding Nyquist 
diagram in Tab. 3–4 A the impedance of the 𝑅-𝐶 circuit is displayed in the complex plane, by frequency 
independent real part (𝑅1 ) and a frequency dependent imaginary (reactance) part (−j ∙ 1 𝜔𝐶⁄ ). The 
impedance locus in this case is a straight line parallel to the imaginary axis. The distance of this line from 
the origin and the y-axis, respectively, represents the value of the resistance 𝑅1. The influence of the 
reactance (capacitance) on the impedance decreases with increasing frequency 𝜔, and thus contributes 
less to the entire impedance signal (indicated with an arrow in the Nyquist diagram). 
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Tab. 3–4 Equivalent circuits and typical impedance spectra are displayed for the combination 
of a resistor and a capacitor in series (A) and in parallel (B), as well as for a parallel circuit of a 
capacitor and a resistor in series with a second resistor (C). For each circuit typical Bode and 
Nyquist plots are shown. In Nyquist diagrams the increasing frequency 𝜔  is indicated with an 
arrow. Note: the imaginary axis is plotted negatively. Frequency range: 100 – 106 Hz; 
𝑅1 = 10 kOhm, 𝑅2 = 100 Ohm, 𝐶 = 100 nF.  
 Equivalent circuit Bode diagram Nyquist diagram 
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RǁC Circuit 
The second possible combination of a resistor and a capacitor is the parallel connection of both (Tab. 3–
4 B). The impedance of a 𝑅ǁ𝐶-circuit (ǁ stands for the parallel connection of the circuit elements) shows 
a completely different frequency dependence compared to the 𝑅-𝐶  series circuit. The mathematical 
expression for the impedance 𝑍𝑅1∥𝐶  is given by 𝑍𝑅1∥𝐶 = (1 𝑅1 + j𝜔𝐶⁄ )
−1 . Typical Bode and Nyquist 
diagrams are shown in Tab. 3–4 B. In 𝑅ǁ𝐶  circuits the resistance dominates the impedance at lower 
frequency values, whereas the capacitance does at higher frequencies. In the respective Nyquist plot in 
Tab. 3–4 B it can be seen that the impedance of a 𝑅ǁ𝐶 circuit has a semi-circle locus in the complex plane. 
R1 C 
R1 
C 
R2 
R1 
C 
R1 
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R1 
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R-(RǁC) Circuit 
For the description of complexer systems, equivalent circuits with more than two electrical circuit 
elements are usually necessary. For instance, using the previous examples again, the description of a cell 
membrane in close contact to an electrode in an electrolytic solution requires the combination of the 
previously separately considered systems and equivalent circuits, respectively.  
One possible circuit with three elements is the parallel combination of a resistor 𝑅1 and a capacitor 𝐶, 
which is connected in series with a second resistor 𝑅2 (Tab. 3–4 C). With respect to the aforementioned 
exemplary test systems, this circuit could be used as a simple model for describing the electrical situation 
of a cell membrane in contact with an electrolyte. The impedance of a 𝑅2-(𝑅1ǁ𝐶) circuit is given by 
𝑍𝑅2−(𝑅1∥𝐶) = 𝑅2 + (1 𝑅1 + j𝜔𝐶⁄ )
−1. In contrast to the 𝑅-𝐶 or 𝑅ǁ𝐶 circuit, the impedance in an 𝑅2-(𝑅1ǁ𝐶) 
circuit converges at low as well as at elevated frequency levels, according to: 
 𝜔 → 0: 𝑍 → 𝑅1 + 𝑅2 
𝜑 → 0 ° 
 𝜔 → ∞: 𝑍 → 𝑅2 
𝜑 → 0 ° 
 
This is illustrated in the Bode diagram of a test system in Tab. 3–4 C. The impedance magnitude at the 
low frequency region is determined by 𝑅1 + 𝑅2, whereas it is dominated by 𝑅2 at the upper end of the  
frequency window. The Nyquist representation of the 𝑅2 -(𝑅1ǁ𝐶 ) circuit impedance is similar to the 
Nyquist plot of the RǁC circuit in Tab. 3–4 B. However, there is an additional fixed real (resistance) 
contribution, originating from the second resistor (𝑅2) in series to the parallel 𝑅1ǁ𝐶 circuit. This causes 
the impedance not to become purely imaginary at any frequency. 
 
In Bode plots, either the impedance magnitude or the phase shift is plotted as a function of frequency in 
a two dimensional diagram. The presentation of only one parameter actually under-represents the 
impedance data, since magnitude and phase are complementary information and only the combination 
of both can fully describe the complex impedance of the system. Instead of presenting two individual 
plots, |𝑍|(𝑓) and 𝜑(𝑓), or two-dimensional diagrams with two y-axes, the entire impedance information 
can also be merged in a 3-D Bode plot, with perpendicular axes of frequency (x-axis), impedance 
magnitude (y-axis), and impedance phase (z-axis). This provides an impedance spectrum in the three-
dimensional space that comprises any impedance information. A projection of the 3-D curve to the |𝑍|-
𝑓 (𝜑-𝑓) plane provides the corresponding, two-dimensional representation of |𝑍|(𝑓) (𝜑(𝑓)), equal to the 
individual two-dimensional plot. Additionally, one gets in the third projection plane the frequency 
independent correlation between impedance magnitude |𝑍| and phase 𝜑. For instance, the impedance 
properties of the 𝑅2-(𝑅1ǁ𝐶) circuit in Tab. 3–4 C are illustrated as a 3-D Bode plot in Fig. 3–3 A. The 2-D 
Bode plots, |𝑍|(𝑓) and 𝜑(𝑓), equal to those in Tab. 3–4 C, are represented in the respective projection 
planes. As additional information, the third projection plane provides the dependence of |𝑍| and 𝜑. 
A Nyquist plot shows the imaginary part as a function of the real part with orthogonal x- and y-axes. 
However, the frequency dependence of both, real and the imaginary part, is not directly visible in such 
diagrams. In order to make this frequency information accessible in a Nyquist plot, a third (frequency) 
axes can be plotted perpendicular to the complex plane of imaginary and real part.[277] For resolution 
purposes, the frequency is plotted on a logarithmic scale. This results in a xyz or three-dimensional plot, 
which uncovers the full frequency dependence of real and imaginary parts. Moreover, it visualizes the 
frequency independent relationship between both quantities. Fig. 3–3 B displays a 3-D Nyquist diagram 
of the 𝑅2-(𝑅1ǁ𝐶) circuit shown in Tab. 3–4 C, in the frequency range from 10
0 – 106 Hz. The impedance of 
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the circuit is illustrated in 3-D perspective as a function of excitation frequency (x-axis), resistance (y-
axis), and reactance (z-axis). The projection of the 3-D curve in Fig. 3–3 B in the complex Re(𝑍)-Im(𝑍) 
plane provides the same semi-circle as shown in the 2-D real-imaginary plot (Nyquist diagram) in Tab. 3–
4 C. Moreover, the frequency dependence of either the imaginary part or the real part is accessible. It can 
be obtained by the projection of the 3-D curve in the Im(𝑍)-𝑓 plane and Re(𝑍)-𝑓 plane, respectively.  
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Fig. 3–3 (A) 3-D Bode plot and (B) 3-D Nyquist plot of the complex impedance of a 𝑅2-(𝑅1ǁ𝐶) 
circuit. The complex impedance is plotted as a function of frequency (𝑓), impedance magnitude 
(|𝑍|), and phase shift (𝜑) in A and as a function of real part (Re(𝑍)), negative imaginary part 
(−j Im(𝑍)), and frequency (𝑓) in B. All axes are perpendicular to each other. Frequency range: 
100 – 106 Hz; 𝑅1 = 10 kOhm, 𝑅2 = 100 Ohm, 𝐶 = 100 nF. 
3.3 The Quartz Crystal Microbalance (QCM) 
The Quartz Crystal Microbalance (QCM) is a mass sensitive device which makes use of propagating 
acoustic waves in a solid material. Acoustic waves are low energy waves and occur between 10−2 and 
109 Hz in the electromagnetic spectra, adjacent to the microwaves in the upper frequency range (see 
Fig. 3–4). Acoustic waves can have different origins. However, their utilization for sensing applications 
requires a frequency-stable and continuous acoustic wave source, and moreover a sensitive detection 
device that is able to measure changes in the properties of acoustic waves with high accuracy. These 
requirements can be fulfilled by the use of piezoelectric materials as transducer unit in a sensor setup. 
Materials that exhibit piezoelectric properties can be forced to oscillation by applying an external 
electrical AC voltage. The oscillation goes along with acoustic waves that propagate through (or on the 
surface of) the material, and decay in the surrounding medium in contact tothe material. The 
propagation (vibration mode) of acoustic waves in piezoelectric materials can be very diverse, as it 
depends on several properties of the resonating matter and its boundaries: the kind of the oscillating 
material, the thickness of the sensor plate, the lattice orientation, and also the orientation and geometry 
of the electrodes (which are needed for applying the oscillation voltage). Hence, a lot of different acoustic 
wave based sensor technologies were developed. Dependent on the kind of elastic wave, they can be 
roughly categorized into the three types: bulk-acoustic-wave (BAW) sensors1, surface-acoustic-wave 
                                                                  
1 bulk waves occur in a boundary-free medium 
R2 
R1 
C 
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(SAW) resonators 2 , and plate-acoustic-wave resonators 3 , like flexural-plate-wave (FPW) or shear-
horizontal-acoustic-plate-mode (SH-APM) resonators.[196] This big variety is also reflected by the large 
frequency range along which acoustic resonators are used for biosensing applications. The working range 
covers six orders of magnitude, from 1 kHz to 1 GHz (Fig. 3–4).[281] 
 
 
Fig. 3–4 The frequency range of acoustic resonators in the electromagnetic spectra. The 
region of radio waves covers about ten orders of magnitude. The relevant region for biosensing 
by means of acoustic waves range from 1 kHz to 1 GHz. 𝑓  = frequency, 𝜆  = wavelength, 
MW = microwave, IR = infrared, vis = visible light, UV = ultraviolet radiation.[196,281] 
The most important and most commonly used piezoelectric material is α-quartz, as it exhibits very high 
temperature stability. Other materials that show piezoelectricity are lithium niobate, lithium tantalate, 
zinc oxide or aluminum nitride.[197,200,201] For QCM applications, thin and round AT-cut disks from an α-
quartz crystal are used. They exhibit a very high frequency stability, with a temperature coefficient 
around zero between 0 °C and 50 °C (cf. Supplementary Information SI 1, p. 262).[282] AT-cut terms the 
cutting angle of 35.25 ° relative to the z-axis (optical axis) of the crystal. Theses QCM resonators generate 
bulk acoustic waves (BAW), and are referred to as thickness shear mode (TSM) resonators. TSM devices 
are characterized by transverse (shear) waves in the piezoelectric material that propagate perpendicular 
to the plate surfaces. The vibration in the solid continues at the solid surfaces and decays in the 
surrounding medium. Mechanical changes at the sensor interphase influence the oscillation of the quartz 
and thus can be detected by recording and analyzing the parameters of the resonant oscillation. 
The following sections will focus on the basic principle of piezoelectricity in AT-cut quartz disks, its 
primary application for micro-weighing, and on how impedance spectroscopy in combination with 
electromechanical equivalent circuits could extend the QCM into a biosensor for cytomechanics. 
3.3.1 Basic Principles of the QCM Technique 
Piezoelectricity of TSM Resonators 
As previously mentioned, the piezoelectricity of AT-cut quartz disks is the basic principle of QCM 
measurements. The piezoelectric effect was first discovered 1880 by the brothers Jacques and Pierre 
Curie. They describe the effect of generating electrical charges on the surface of a crystal by 
unidirectional, mechanical deformation. The basic requirement of a material or crystal for exhibiting 
                                                                  
2 surface waves occur along a single plane boundary (= semi-infinite solid) 
3 plate waves occur between two parallel plane boundaries 
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piezoelectric properties is the absence of an inversion center. Within the crystal classes, 21 out of the 32 
point groups are non-centrosymmetric, and 20 of them show piezoelectric behavior.[283] 
 
 
Fig. 3–5 (A) Crystal structure of an α-quartz with indicated AT-cut plane (35.25 ° with respect 
to the optical axis). (B) Oxygen linked SiO4 tetrahedrons form the crystal structure of the quartz; 
a hexagonal structural unit - composed of three silicon and three oxygen atoms from three linked 
tetrahedrons ‐ is highlighted. (C) Simplified scheme of the distribution of charges within a 
hexagonal structural unit of quartz; positive and negative charges coincide in the center resulting 
in a neutral quartz surface. (D) Transversal piezoelectric effect: a mechanical stress along the y-
axis causes transversal electric displacement (along the x-axis) and the formation of charges on 
the quartz surface. Illustrations were redrawn, according to [284,285]. 
The piezoelectric effect can be explained by the orientation of charged atoms within the crystal lattice. 
Fig. 3–5 A shows a drawing of a quartz single crystal with hexagonal structure. Three different kinds of 
axes characterize the symmetry of the crystal: one z-axis (optical axis), which is vertical to the hexagonal 
plane, three y-axes (electrical axes) running through the edges of the hexagon, and three x-axes 
(mechanical axes) running through the hexagon vertices. The three x-axes are polar axes, whereas the y-
axes and the z-axis are non-polar. This becomes evident when zooming into the atomic structure of the 
SiO2 lattice. Fig. 3–5 B shows a simplified structure cut-out of the α-quartz crystal. Each silicon atom is 
connected with four oxygen atoms, whereas the oxygen atoms form the vertices of a tetrahedron 
(indicated with black lines) with a silicon atom in the center. Each oxygen atom again is part of a 
neighboring triangular pyramid. Three connected SiO4 tetrahedrons form a hexagonal structure 
consisting of three silicon and three oxygen atoms (highlighted in Fig. 3–5 B). This hexagon is a recurrent 
structure element in the quartz and is suitable for displaying the distributi0n of charges within the crystal. 
A simplified two-dimensional hexagon of silicon and oxygen in natural orientation is illustrated in Fig. 3–
5 C. The center of positive (Si4+) and negative (O2−) charges coincide in the spatial center of the hexagon, 
which leads to a crystal with zero net charge.  
When applying a mechanical stress in y-axis direction of the atomic structure, this causes a transversal 
displacement of the centers of (positive and negative) charges in x-axis direction (Fig. 3–6 D). Thus, the 
hexagonal structure, and consequently the whole crystal are electrically polarized with resulting 
opposing charges on the crystal surface. This effect is called transversal piezoelectric effect. In contrast, 
a mechanical stress applied in x-axis direction causes a unidirectional displacement of atoms and charges 
in x-axis, which is referred to as longitudinal piezoelectric effect (SI 2, p. 262). Thus, a piezoelectric 
material can be termed as an electromechanical coupler, as it is capable of transforming mechanical 
energy into electrical, and vice versa. 
optical axis 
electrical axis 
z 
y 
AT-cut (35.25 °) 
   mechanical axis x
A B C D 
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In QCM technology, the so-called converse (transversal) piezoelectric effect is applied. By plating two 
circular gold electrodes in the center of either side of the AT-cut quartz disk, the resonator can be 
electrically addressed (Fig. 3–6 A). Applying a constant electrical field on the quartz surfaces causes a 
transversal displacement of charges that induces a mechanical strain within the crystal (Fig. 3–6 B). If one 
applies an alternating potential difference, the quartz disk is forced to an alternating mechanical 
deformation (shear oscillation) that is perpendicular to the electric field. This strain can be described by 
two acoustic waves that travel - vertical to the surfaces - through the material in opposite directions 
(Fig. 3–6 C). At the electrode interface, the acoustic wave propagates and decays in the adjacent 
medium. The oscillation amplitude distribution over the quartz surface has a Gaussian shape. The 
amplitude possesses its maximum in the center of the electrode (𝑟 = 0) and vanishes almost to zero at 
the edges of the electrode (𝑟 = 𝑟𝑒𝑙 ) (Fig. 3–6 C). Hence, the center of the quartz is the most sensitive 
region of the surface for changes of the oscillation, and thus in QCM readings. At standard driving 
voltages of 0.15 V for 5 MHz AT-cut quartz resonators, the maximal shear amplitude is < 1 nm in the 
center of the quartz surface. Thus, considering the average cell diameter of roughly 10 µm, the QCM is 
an essentially non-invasive sensing technique for investigating whole cells. 
 
A B C 
  
 
Fig. 3–6 (A) Drawing of a typical AT-cut quartz disk with evaporated, disk-shaped gold film 
electrodes on either side; the dipoles are in the natural orientation, without electrical charging of 
the quartz surface. (B) Converse transversal piezoelectric effect: a static external field causes a 
perpendicular displacement of charges, and thus a mechanical strain. (C) Applying an alternating 
voltage on the quartz surfaces causes a mechanical shear oscillation that travels, perpendicular to 
the surface, as an acoustic wave through the quartz; the oscillation amplitude has its maximum in 
the center of the electrodes with radius 𝑟𝑒𝑙. Graphics were redrawn, according to 
[286]. 
TSM Resonators as Microbalances - Sauerbrey Relationship and Limitations 
Each piezoelectric element has characteristic eigenfrequencies, at which the opposing acoustic waves 
show positive interference and exhibit a standing acoustic wave within the crystal. This resonance 
condition is fulfilled, when an integer multiple 𝑛 of the wavelength 𝜆 of the acoustic wave is twice the 
thickness 𝑑𝑞  of the quartz disk (Eq. (20)). At those resonance conditions the shear vibration shows 
minimal oscillation impedance. 
𝑛𝜆 = 2𝑑𝑞,     with 𝑛 = 1, 3, 5, … (20) 
In this case, the disk thickness defines the wavelength of the fundamental (𝑛 = 1) and the harmonic (𝑛 =
3, 5, 7…) resonances. The factor 𝑛 must be an odd number, because only then the boundary conditions 
are met for opposing displacement on the quartz surfaces. The fundamental resonance condition (𝜆 2⁄ =
𝒓 𝒓𝒆𝒍 
∼ 𝒅𝒒 
𝒓 +𝒓𝒆𝒍 0 −𝒓𝒆𝒍 
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𝑑𝑞) is shown in Fig. 3–6 C, where half of the wavelength corresponds to the thickness of the disk. The 
fundamental resonance frequency 𝑓0 is related to the quartz thickness by the speed of sound and can be 
calculated according to: 
𝑓0 =
𝑣𝑞
𝜆
=
𝑣𝑞
2𝑑𝑞
=
√𝑐66 𝜑𝑞⁄
2𝑑𝑞
=
𝐾𝑅
𝑑𝑞
 
(21) 
with 𝑣𝑞  is the speed of sound (3322 m·s
−1) and 𝑐66  is the “piezoelectrically stiffened” shear modulus 
(2.947 ·1011 g·cm−1·s−2) in an AT-cut quartz crystal, and 𝜑𝑞  is the density of quartz (2.648 g·cm
−3). 𝐾𝑅  is a 
frequency constant (the electromechanical coupling constant) of AT-cut quartzes and is defined as the 
half of the propagation velocity of the acoustic wave in a TSM quartz resonators, and is 1665 m·s−1.[204,287–
289] The quartz disks used in this work have a fundamental mode of 5 MHz, which corresponds to a plate 
thickness of 330 µm.  
If the quartz thickness is increased by an additional layer of mass that features quartz-like behavior 
(similar 𝐾𝑅  value), the resonance frequency is decreased according to equation (21) (cf. SI 3, p. 262). 
Sauerbrey described the mathematical relationship between the additional mass ∆𝑚  of an adsorbed 
layer and the resulting resonance frequency shift Δ𝑓 𝑓
0
⁄  of the resonator: 
𝛥𝑓
𝑓0
= −
𝛥𝑑
𝑑𝑞
= −
𝛥𝑚
𝑑𝑞 ∙ 𝐴 ∙ 𝜑𝑞
 (22) 
Expressing 𝑑𝑞  Eq. (22) by the relation in Eq. (21), and solving for the resonance frequency shift ∆𝑓, one 
then obtains the Sauerbrey relation: 
𝛥𝑓 = −
2𝑓0
2
√𝑐66 ∙ 𝜑𝑞 ∙ 𝐴
∙ ∆𝑚 = −𝑆𝑓 ∙
∆𝑚
𝐴
 
(23) 
with 𝐴 as the vibrating area on the quartz surface (i.e. approx. the electrode area), and 𝑆𝑓 as the integral 
mass sensitivity and Sauerbrey constant, respectively.[282] For 5 MHz AT-cut quartz disks, a theoretical 
integral mass sensitivity of 𝑆𝑓  = 0.0057 Hz cm
2 ng−1 was calculated. According to equation (23), the 
integral mass sensitivity 𝑆𝑓 is a function of the square of the fundamental resonance frequency. Hence, 
the mass sensitivity of the QCM can be increased by using quartzes with a higher fundamental resonance 
frequency. According to equation (21), an increase in 𝑓
0
, however, goes along with a decrease in the 
quartz thickness. This loss in mechanical stability limits the applicability of resonators with very high 
fundamental frequencies. 5 MHz quartzes, which were used in this thesis, are a good compromise with 
respect to sensitivity and mechanical stability. 
In principle, Sauerbrey’s relationship (Eq. (23)), is only valid for the adsorption of a quartz-like layer. Thin 
and rigid layers adsorbed on the quartz surface influence the eigenfrequency of the quartz only by their 
inertial mass, but not by their elastical properties. Thus, the deposition of any material influences the 
eigenfrequency - within the limits of the boundary conditions - equal to an additional layer of quartz of 
the same thickness. By this, it is possible to use the QCM as microbalance for the adsorption of small 
masses. The validity range for the Sauerbrey relation is limited to depositions of rigid, thin, and 
homogeneous layers in dry air, which have approximately the same density as quartz, and exhibit neither 
viscous nor elastic properties. 
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Any deposited layer that is not ideally rigid shows deformation and a non-synchronous oscillation with 
the quartz. Deformation effects within the deposited material lead to loss of energy. Thus, viscoelastic 
loadings have an impeding impact on the quartz oscillation. Additional to the pure deposition of mass 
and the resulting frequency shift, there is a superimposed damping effect on the oscillation amplitude. 
This effect cannot be described by the Sauerbrey relation anymore. In order to derive physical 
information of the load material by QCM frequency readings, a lot of models have been developed in the 
past three decades. These models are often modified or expanded Sauerbrey based models. They 
connect the resonance frequency change of TSM resonators with the altered specific physical properties 
of the resonator itself and/ or the mechanical properties of the load material. Kanazawa and Gordon, for 
example, developed a model in 1985 that describes the effect of Newtonian liquids in contact with one 
face of a resonator on resonance frequency shifts. Their model combined a (lossless) oscillating quartz 
crystal with the damped propagation of the shear wave in a purely viscous liquid (a scheme is shown in 
SI 4, p. 263). The frequency shift is a function of the viscosity 𝜂
𝑙
, and the density 𝜌
𝑙
 of the liquid loading, 
according to: 
𝛥𝑓 = −
𝑓0
3
2⁄
√𝜋 ∙ 𝑐66 ∙ 𝜑𝑞
∙ √𝜂𝑙 ∙ 𝜌𝑙  (24) 
This model also describes the exponential decay of the mechanical displacement amplitude in the liquid. 
The damping of the acoustic wave in the viscous liquid can be described by the decay length of the shear 
wave, which is the reciprocal of the propagation constant. According to this model, the decay length 𝛿 is 
a function of liquid viscosity and density, and is given by: 
𝛿 = √
𝜂𝑙
𝜋 ∙ 𝑓 ∙ 𝜌𝑙
 (25) 
Applying this model to a 5 MHz piezoelectric quartz resonator in water at 20 °C, the decay length of the 
acoustic wave into the liquid is calculated to about 0.25 µm.[290,291] A historical overview of empirical and 
physical models for different loading conditions is given by Thompson.[204] 
Although there are many different models explaining resonance frequency shifts in response to specific 
load materials, they mostly focus on only one or few parameters of the observed system. The Kanazawa-
Gordon model, for example, gives a relationship between resonance frequency change and the density-
viscosity product of a liquid loading. However, any adsorption of mass would also come along with a 
decrease in 𝑓  (Eq. (23)), meaning that effects of both, mass loading and liquid properties on the 
resonance frequency cannot be distinguished. Thus, measurements of the frequency shift alone deliver 
too little information for describing more complex systems, such as found in real biosensor applications.  
Another approach for obtaining more detailed information from QCM readings is based on reading not 
only the resonance frequency, but recording the whole oscillation spectra (close to the resonance 
frequency) of the quartz disk. Impedance spectroscopy of the oscillation provides more information 
about the observed system. This information is obtained as electrical impedance, which is connected 
with the acoustic (mechanical) impedance of the resonating system, due to the electro-mechanical 
coupling within the piezoelectric material. Hence, by developing appropriate electro-mechanical 
models, impedance spectroscopy is the method of choice to extract mechanical parameters of complex 
load materials.[206,292] 
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The following section will at first address the basic relationships between acoustic and electric properties 
of piezoelectric resonators. Subsequently, an appropriate electrical equivalent circuit for the QCM will be 
discussed. Finally, the impact of different loading conditions on the electrical parameters of the model 
will be discussed. 
3.3.2 Electro-acoustic Modeling and Impedance Analysis of TSM 
Resonators 
TSM oscillators are piezoelectric devices that are used as electro-mechanical transducers in QCM 
sensors. In such electro-mechanical devices mechanical energy is converted into electrical energy (direct 
piezoelectric effect) or vice versa (converse piezoelectric effect). Once an appropriate mechanical model 
for the resonator is developed, each mechanical element in the model can be expressed by an electrical 
analogue and consequently the mechanical oscillation by an electrical equivalent circuit. The model of 
the resonator is supplemented by any mechanical contribution originating from a particular loading on 
the resonator. This results in a more or less complex electrical equivalent for the system of interest. 
Measuring the whole oscillation impedance of the resonator around the resonance frequency 
(impedance spectroscopy) and subsequent fitting the impedance spectrum with an appropriate model 
(impedance analysis), all electrical contributions, and therefore the associated mechanical properties of 
the loading are accessible. 
Electro-mechanical Model for an Unperturbed Resonator 
A simple mechanical model for the resonance of a QCM is a damped oscillatory motion (Fig. 3–7 A). It 
consists of a mass  𝑚  in combination with a dash-pot (with a friction coefficient 𝑟), in parallel with a 
spring (with 𝑘  as Hooke’s constant). The mass is displaced by an external force 𝐹  and brought to 
oscillation with a certain kinetic energy. This is related to the displacement of particles in the QCM, by 
applying an electrical field on the AT-cut quartz crystal. Storage of energy in the system during oscillation 
is represented by the spring, and the damping resistor represents energy loss. With respect to a quartz 
disk, oscillation energy is stored due to the elastic properties of the quartz crystal lattice. Energy 
dissipation appears in QCM resonators due to internal friction, losses in the electrodes, damping in the 
mounting, and acoustic losses at the surface between the crystal and the surrounding medium.  
 
A B 
  
Fig. 3–7 (A) Mechanical model of a quartz oscillation, and (B) the electrical BVD equivalent 
circuit of the quartz oscillation, in which every circuit element represents a mechanical 
analogue.[293] 
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For the model of a mechanically oscillating system, consisting of a mass, a dash-pot, and a spring (Fig. 3–
7 A), the equation of motion is given by the balance of forces: 
𝐹 = 𝑚 ∙
𝑑2𝑥
𝑑𝑡2
+ 𝑟 ∙
𝑑𝑥
𝑑𝑡
+ 𝑘 ∙ 𝑥 (26) 
where 𝐹 is the applied force, and 𝑥 is the resulting particle displacement. This mechanical model can be 
represented by an electrical equivalent circuit, consisting of an inductor 𝐿𝑞, a capacitor 𝐶𝑞, and a resistor 
𝑅𝑞 in series (series branch in Fig. 3–7 B). The equation for the electrical oscillation of the LCR tank circuit 
is given by: 
𝑈 = 𝐿𝑞 ∙
𝑑2𝑞
𝑑𝑡2
+ 𝑅𝑞 ∙
𝑑𝑞
𝑑𝑡
+
1
𝐶𝑞
∙ 𝑞 (27) 
where 𝑈 is the driving voltage and 𝑞 the amount of charge.  
By comparing Eq. (26) and Eq. (27), one can easily see the isomorphic structure of the mechanical and 
the electrical model. The applied AC voltage 𝑈 and the generation of charges 𝑞 in the series branch is 
equivalent to the external force 𝐹  and the resulting displacement 𝑥  in the mechanical model. In the 
electrical circuit, the inductance 𝐿𝑞  represents the oscillating mass 𝑚 (inertia) in the mechanical model. 
In addition, the capacitance 𝐶𝑞  is (inversely) related to the spring constant 𝑘  and thus stands for 
mechanical elasticity. The resistance 𝑅𝑞  is linked with the friction factor 𝑟 and represents mechanical 
losses of the oscillation. The mechanical and the electrical oscillation equations are connected via the 
electro-mechanical coupling coefficient 𝜅 (𝐹 = 𝜅𝑈).[294] Thus, the mechanical properties of the motion 
are accessible by analyzing the electrical parameters of the equivalent network.[293,294] A complete 
electrical equivalent circuit for a quartz resonator is obtained by complementing the LCR tank circuit with 
a capacitance 𝐶0 in parallel (Fig. 3–7 B). It takes into account the sum of the static capacitance 𝐶𝑆 of the 
dielectric quartz plate between the two surface electrodes, and the parasitic stray capacitance 𝐶𝑃 . 
Parasitic capacitances originate from the experimental setup and include wiring, crystal mounting and 
contacting contributions. The entire network (Fig. 3–7 B), of the LCR series resonance circuit (motional 
branch) and the parallel capacitance (dielectric branch), is also termed Butterworth-van-Dyke (BVD) 
equivalent circuit.[295] In the BVD circuit, the parallel capacitance dominates the electrical circuit far from 
the resonance frequency. However, in the resonance frequency range the LCR series branch, i.e. the 
piezoelectric properties of the quartz, dominates the oscillation impedance.  
The equations for calculating the values of the particular electrical parameters can be obtained by solving 
the wave equation of motion, using appropriate boundary conditions, and calculating the potential 
function at the quartz surface. The resulting mathematical expressions for the BVD electrical circuit 
elements 𝐿𝑞, 𝐶𝑞, 𝑅𝑞, and 𝐶0 of an AT-cut quartz at the fundamental resonance are: 
𝐿𝑞  =  
𝑑𝑞
3𝜌𝑞
8𝐴𝑒26
2  (28) 
𝐶𝑞  =  
8𝐴𝑒26
2
𝑑𝑞𝜋2𝑐66
 (29) 
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𝑅𝑞  =  
𝑑𝑞
3𝑟
8𝐴𝑒26
2  (30) 
𝐶0  =  
𝜀22𝐴
𝑑𝑞
 (31) 
where 𝑑𝑞  denotes the quartz thickness, 𝜌𝑞  the density of the quartz, 𝐴  the electrode area, 𝑒26  the 
piezoelectric stress constant, 𝑐66  the “piezoelectrically stiffened” shear modulus, 𝑟  the damping 
constant (𝑑𝑞
2𝑟 = 𝜂𝑞𝜋
2 with 𝜂𝑞  as effective quartz viscosity), and 𝜀22 the dielectric constant of the quartz 
material.[197,293,295,296] 
Impedance Analysis of the BVD Model 
The BVD circuit parameters are obtained by carrying out impedance spectroscopy measurements of the 
shear oscillation and subsequent fitting the model to the raw data. A general introduction in impedance 
analysis is given in section 3.2 Impedance Spectroscopy (p. 22 ff.). There, the contribution of individual 
electrical circuit elements to the complex impedance is shown, and how this is reflected in the respective 
Bode and Nyquist plots. Moreover, the impedance characteristics of some exemplary electrical circuits 
are discussed in subsection 3.2.3 (p. 28). 
In impedance spectroscopy a sinusoidal driving voltage of small amplitude is applied to the system of 
interest and the resulting current through the system is measured. This is done in frequency dependent 
manner, which is for quartz resonators a narrow range around the fundamental resonance frequency. 
The output signals of the measurements are the magnitude of the complex impedance |𝑍| (the ratio of 
voltage and current amplitudes), and the phase angle shift 𝜑 between voltage and current. Regarding 
the BVD circuit, the impedance of the resonator consists of the impedance of the motional branch 𝑍𝑚 
(with 𝐿𝑞, 𝐶𝑞 and 𝑅𝑞 in series) and the parallel impedance 𝑍𝐶0, i.e. the stray capacitance 𝐶0 (cf. Fig. 3–7 B). 
For parallel arrangements of circuit elements, as in the BVD model, it is convenient to use the inverse of 
the complex impedance, which is the complex admittance 𝑌. Accounting for the Kirchhoff’s law for 
electrical circuits, the complex admittance 𝑌 of the BVD model is expressed as [204,294]: 
𝑌 =
1
𝑍
=
1
𝑍𝑚
+
1
𝑍𝐶0
=
1
𝑅𝑞 + j𝜔𝐿𝑞 +
1
j𝜔𝐶𝑞
+ j𝜔𝐶0 (32) 
As the admittance is a complex number of the form 𝑌 = 𝐺 + j𝐵, equation (32) can be separated into its 
real part (conductance 𝐺) and imaginary part (susceptance 𝐵), with the expressions [204,294]: 
𝐺 =
𝑅𝑞
𝑅𝑞
2 + (𝜔𝐿𝑞 −
1
𝜔𝐶𝑞
)
2 (33) 
𝐵 =
−(𝜔𝐿𝑞 −
1
𝜔𝐶𝑞
)
𝑅𝑞
2 + (𝜔𝐿𝑞 −
1
𝜔𝐶𝑞
)
2 + 𝜔𝐶0 (34) 
Inversion of equation (32) delivers the complex impedance 𝑍 of the BVD circuit as 
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𝑍 =
1
𝑌
=
𝑅𝑞 + j𝜔𝐿𝑞 +
1
j𝜔𝐶𝑞
1 − 𝜔2𝐿𝑞𝐶0 + j𝜔𝑅𝑞𝐶0 +
𝐶0
𝐶𝑞
 (35) 
The respective complex impedance real part (resistance 𝑅 ) and imaginary part (reactance 𝑋 ) are 
connected with conductance 𝐺 (Eq. (33)) and susceptance 𝐵 (Eq. (34)) by the following relations: 
𝑅 =
𝐺
𝐺2 + 𝐵2
 (36) 
𝑋 =
−𝐵
𝐺2 + 𝐵2
 (37) 
Besides complex numbers, the complex impedance can also be fully described by its magnitude |𝑍| and 
phase 𝜑, according to Eqs. (8) (|𝑍| = √𝑅2 + 𝑋2 ) and (9) (𝜑 = arctan(𝑋 𝑅⁄ ) ).  
The impedance of the oscillation near resonance is commonly plotted as a Bode plot, by the impedance 
magnitude as a function of frequency. Often, the respective phase angle is also displayed, as it 
complements the impedance properties of the oscillation. A characteristic Bode diagram of an 
unperturbed resonator with a fundamental frequency of 5 MHz is shown in Fig. 3–8 A. Damping of the 
motional oscillation can be considered negligible, with an energy loss of 𝑅𝑞= 10 Ohm. This is due to the 
high quality factor of the quartz. Two characteristic resonance frequencies can be defined in this case, 
i.e. the resonant (𝑓𝑅) and antiresonant (𝑓𝐴) frequency. There, the imaginary part of the impedance and 
the phase are zero. At the lower resonant frequency 𝑓𝑅  the motional branch exhibits resonance, i.e. the 
inductance 𝐿𝑞  and the capacitance 𝐶𝑞  are resonant. In this case, the impedance magnitude shows a 
minimum (solid line in Fig. 3–8 A). For frequencies 𝑓 > 𝑓𝑅 , the motional branch possesses inductive 
properties, which is reflected by a phase shift to +90 °. This net inductance is in resonance with the 
parallel capacitance 𝐶0 at the antiresonant frequency 𝑓𝐴, where the total reactance of the BVD-circuit is 
zero and where the impedance magnitude has its maximum. Below 𝑓𝑅  and above 𝑓𝐴  the parallel 
capacitance 𝐶0 is dominating the entire BVD impedance, which can be seen by a phase shift (dashed line 
in Fig. 3–8 A) of −90 °. 
However, if damping effects are taken into account (e.g. 𝑅𝑞 = 10
3 Ohm), four different resonant 
frequencies can be specified (Fig. 3–8 C). With increasing damping the maximal phase 𝜑𝑚𝑎𝑥  decreases, 
and the phase spectrum is broadened, too. Thus, the frequency of minimal impedance differs from the 
frequency of zero phase at series resonance. And also the frequency of maximal impedance differs from 
the frequency of zero phase at parallel resonance. Hence, the resonant frequency 𝑓𝑅  divides into the 
frequency of minimal impedance 𝑓|𝑍|𝑚𝑖𝑛  and the series resonant frequency 𝑓𝑠, at which the reactance, i.e. 
the impedance phase, of the motional branch in the BVD circuit is zero. The antiresonant frequency 𝑓𝐴 
separates likewise into the frequency of maximal impedance 𝑓|𝑍|𝑚𝑎𝑥  and the parallel resonant frequency 
𝑓𝑝  at the high frequency region (Fig. 3–8 C). The frequencies 𝑓|𝑍|𝑚𝑖𝑛  and 𝑓𝑠 , as well as 𝑓|𝑍|𝑚𝑎𝑥  and 𝑓𝑝 , 
diverge with increasing damping values of 𝑅𝑞, as indicated in Fig. 3–8 B.  
The presentation of the complex impedance of a BVD circuit in the Gaussian (complex) plane shows a 
circular shape (Fig. 3–8 D). The frequency with the shortest impedance vector represents 𝑓|𝑍|𝑚𝑖𝑛, whereas 
the frequency with the longest impedance vector is 𝑓|𝑍|𝑚𝑎𝑥. The circle exhibits two points with a phase 
angle of zero (where the circle crosses the real axis), the respective frequencies are 𝑓𝑠  at lower 
frequencies and 𝑓𝑝  at elevated frequency values. Tab. 3–5 lists the mathematical expressions for 
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calculating the characteristic parameters of a quartz resonator by the BVD equivalent circuit elements. 
The effect on the oscillation impedance curve shape (Fig. 3–8 A) by variations in the BVD circuit 
parameters 𝐿𝑞, 𝐶𝑞, 𝑅𝑞, and 𝐶0 was described and discinto ussed by Yang and Thompson.
[296] 
 
  
  
Fig. 3–8 (A) Bode diagram of a BVD equivalent circuit for a 5 MHz quartz resonator with 
negligible energy losses of the oscillation (𝑅𝑞 → 0), with the impedance magnitude |𝑍| (solid line) 
and the phase shift 𝜑 (dashed line) as a function of frequency 𝑓 near resonance. At the resonant 
(𝑓𝑅) and the antiresonant (𝑓𝐴) frequency there is a zero-crossing of 𝜑, and |𝑍| is minimal (@𝑓𝑅) or 
maximal (@𝑓𝐴), respectively. (B) Increasing damping (𝑅𝑞) of the oscillation causes separation of 
the resonant frequency 𝑓𝑅  (antiresonant frequency 𝑓𝐴 ) into frequency of minimal impedance 
𝑓|𝑍|𝑚𝑖𝑛  (frequency of maximal impedance 𝑓|𝑍|𝑚𝑎𝑥 ) and series resonant frequency 𝑓𝑠  (parallel 
resonant frequency 𝑓𝑝). (C) Bode plot and (D) Nyquist plot of BVD equivalent circuit for a damped 
5 MHz quartz resonator (𝑅𝑞 > 0). According to A, 𝑓𝑅  is separated into 𝑓|𝑍|𝑚𝑖𝑛  and 𝑓𝑠, and 𝑓𝐴 into 
𝑓|𝑍|𝑚𝑎𝑥  and 𝑓𝑝, respectively, with increased values of 𝑅𝑞. The impedance has a circular shape in the 
complex plane (Nyquist plot). The characteristic frequencies are indicated with arrows. 
𝑅𝑞  = 10 Ohm (A), 𝑅𝑞  = 1 kOhm (C), 𝐿𝑞 = 46.7 ·10
−3 H, 𝐶𝑞 = 2.1655 ·10
−14 F, 𝐶0 = 7 ·10
−12 F. 
The impedance spectra of an undamped and a damped BVD oscillator, as they are shown in Fig. 3–8, are 
illustrated in 3-D representations in SI 5 (p. 263), by 3-D Bode plots (|𝑍| vs. 𝜑 vs. 𝑓) and 3-D Nyquist plots 
(Re(𝑍) vs. j ∙ Im(𝑍) vs 𝑓). 
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Tab. 3–5 Impedance parameters for an AT-cut quartz resonator expressed by the electrical 
elements of the BVD equivalent circuit.[197,296]  
Parameter Expression  Parameter Expression  
𝒇𝑹 
1
2𝜋
√
1
𝐿𝑞𝐶𝑞
 (38) 𝒇𝑨 
1
2𝜋
√
1
𝐿𝑞𝐶𝑞
+
1
𝐿𝑞𝐶0
 (39) 
𝒇|𝒁|𝒎𝒊𝒏  
1
2𝜋
√
1
𝐿𝑞𝐶𝑞
(1 −
𝐶0𝑅𝑞
2
2𝐿𝑞
) (40) 𝒇|𝒁|𝒎𝒂𝒙  
1
2𝜋
√
1
𝐿𝑞𝐶𝑞
(1 +
𝐶0𝑅𝑞
2
2𝐿𝑞
+
𝐶𝑞
2𝐶0
) (41) 
𝒇𝒔 
1
2𝜋
√
1
𝐿𝑞𝐶𝑞
(1 +
𝐶0𝑅𝑞
2
2𝐿𝑞
) (42) 𝒇𝒑 
1
2𝜋
√
1
𝐿𝑞𝐶𝑞
(1 −
𝐶0𝑅𝑞
2
2𝐿𝑞
+
𝐶𝑞
2𝐶0
) (43) 
|𝒁|𝒎𝒊𝒏 
𝑅𝑞
1 − (𝜔𝑅𝑞𝐶0)
2  ~ 𝑅𝑞  (44) |𝒁|𝒎𝒂𝒙 
1
𝑅𝑞(𝜔𝐶0)2
 (45) 
 
Impact of Different Loadings on the Resonator Oscillation 
As shown in the previous section, the mechanical oscillation of an unperturbed quartz resonator can be 
described by an equivalent electrical oscillation, due to electro-mechanical coupling of piezoelectric 
materials. The BVD circuit is an appropriate electrical equivalent circuit for a quartz resonator that 
resonates unperturbed in air. The correlations between the BVD circuit parameters and the mechanical 
properties of an AT-cut quartz disk are given in equations (28) – (31). However, any rigid, viscous, or 
viscoelastic loading (or any combination) has an impact on the oscillation properties of the quartz. This 
is reflected in changes of the characteristic impedance parameters of the oscillation. The perturbation 
by the surface loading can be treated as an additional motional impedance contribution 𝑍𝑚
1  in series to 
the motional impedance 𝑍𝑚
0  of the blank unperturbed resonator.[197,297] In the BVD circuit, this is 
considered by an additional impedance element in series to the motional branch, as it is illustrated in 
Fig. 3–9.  
 
 
Fig. 3–9 A perturbation of a resonator by a surface loading can be considered in the BVD 
equivalent circuit by an additional motional impedance 𝑍𝑚
1 , in series to the motional branch 
impedance of an unperturbed resonator, 𝑍𝑚
0 . 
Thus, the motional impedance 𝑍𝑚 of a perturbed quartz oscillation is given by: 
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𝑍𝑚 = 𝑍𝑚
0 +  𝑍𝑚
1  (46) 
With Eq. (46), Eq. (32) then can be extended to: 
𝑌 =
1
𝑍
=
1
𝑍𝑚
0 +  𝑍𝑚
1
+
1
𝑍𝐶0
 (47) 
By determining the circuit parameters of an unperturbed quartz prior to a loading, it is possible to 
calculate the impedance that arises from the loading. With an equivalent electrical model for the loading, 
the BVD circuit (for an unloaded resonator) can be extended by specific, corresponding impedance 
contributions. In this case, it is possible to calculate specific mechanical properties (and their changes) of 
the quartz loading, by impedance analysis of an QCM measurement. According to Bandey (1999) [297], 
the additional motional impedance of a perturbed resonator can be approximated by: 
𝑍𝑚
1 ≈
𝑛𝜋
4𝐾2𝜔𝑠𝐶0
(
𝑍𝑠
𝑍𝑞
) = 𝜓(
𝑍𝑠
𝑍𝑞
) = 𝑅𝐿 + j𝑋𝐿  (48) 
where 𝐾 is the electromechanical coupling factor for quartz, 𝜔𝑠 is the angular series resonant frequency 
(𝜔𝑠 = 2𝜋𝑓𝑠 ), 𝑍𝑠  is the surface mechanical impedance, and 𝑍𝑞  is the quartz characteristic impedance 
(𝑍𝑞 = √𝜌𝑞𝜇𝑞, where 𝜌𝑞  is the quartz density and 𝜇𝑞  is the quartz shear stiffness). 𝑅𝐿  and 𝑋𝐿  represent 
the real and imaginary parts of the motional impedance of the surface load. Expressions of 𝑍𝑠, 𝑅𝐿, and 
𝑋𝐿  for three basic loading conditions (ideal mass layer, Newtonian liquid (semi-infinite), and semi-infinite 
viscoelastic layer) are summarized in Tab. 3–6.[197,297] 
Rigid Mass 
An ideal mass layer (rigid and sufficiently thin) as surface loading on the resonator fulfills the Sauerbrey 
requirements. The additional mass layer synchronously oscillates with the resonator. Hence, an ideal 
mass loading causes no energy losses of the oscillation (𝑅𝐿  = 0), and any oscillation energy is stored as 
kinetic energy of the moving mass. This is reflected in the motional impedance of the loading being 
purely imaginary. The load impedance 𝑍𝑠 of a rigid mass is a function of frequency and density 𝜌𝑠 of the 
solid layer, and thus is purely inductive (𝑍𝑚
1 = j𝑋𝐿 = j𝜔𝐿𝐿; Tab. 3–6 A). Consequently,  𝜌𝑠  influences the 
series and parallel resonant frequencies, whereas it does not contribute to the magnitude of impedance 
minimum and maximum (cf. Tab. 3–5). This is in agreement with the Sauerbrey equation (Eq. (23)) that 
relates a deposition of mass with a negative frequency shift. 
Newtonian Liquid 
In the case of a liquid in contact with one resonator surface, both energy dissipation (𝑅𝐿) and energy 
storage (𝐿𝐿) of the oscillation can be observed. The liquid viscosity and density cause damping of the 
acoustic wave propagation. In cases of a Newtonian liquid of semi-infinite thickness (film thickness >> 
decay length of the acoustic wave), the motional impedance of the loading can be expressed by equal 
reactance and resistance parts (Tab. 3–6 B). The surface mechanical impedance 𝑍𝑠 is a function of the 
density-viscosity product of the liquid. Hence, any characteristic impedance parameter (𝑓|𝑍|𝑚𝑖𝑛, |𝑍|𝑚𝑖𝑛, 
𝑓𝑠,  𝑓|𝑍|𝑚𝑎𝑥, |𝑍|𝑚𝑎𝑥, 𝑓𝑝, and 𝜑𝑚𝑎𝑥) is altered, with respect to the unperturbed quartz (cf. Tab. 3–5). 
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Semi-infinite Viscoelastic Body 
The impedance contribution of a viscoelastic surface load (of semi-infinite dimensions) to the entire 
oscillation impedance can be described by its complex shear modulus 𝐺 (Tab. 3–6 C).[197,297] For instance, 
viscoelastic damping occurs, when cells are seeded on the quartz resonator. A cell layer exhibits viscous 
properties, which are mainly due to the cytoplasm and the viscosity of the interfacial layer between cells 
and quartz surface. On the other hand, the lipid membranes and the cytoskeleton network add elastic 
properties to the cells. Aside from the complex mechanical properties of individual cells, consisting of the 
mechanical contributions of all cellular components, also mechanical attributes arising from next higher 
organizational structures of individual cells, i.e. 2-D monolayers or 3-D clusters, contribute to the total 
mechanical characteristics of cells. Hence, there is not yet a suitable mechanical model available for 
cells.[297,298] However, the viscoelastic properties of a cell layer, and their changes, can be measured 
sensitively by means of impedance readings of the quartz oscillation and subsequent impedance 
analysis. This delivers information about the mechanical interaction of cells with the growth substrate 
during the processes of cell attachment and spreading, as well as information about subsequent 
cytomechanical alterations. Hence, the QCM can be utilized as a whole-cell biosensor for detecting 
mechanical cell responses towards specific physical, chemical, or biochemical external and internal 
stimuli. 
Tab. 3–6 Three basic loading conditions on a TSM resonator: (A) Rigid mass, (B) Newtonian 
liquid, and (C) Semi-infinite viscoelastic layer and their respective BVD equivalent circuit 
extensions. Expressions for the surface mechanical impedance 𝑍𝑠 , the resistance (𝑅𝐿 ), and 
reactance (𝑋𝐿) of the complex motional impedance of the load (𝑍𝑚
1 ) are listed. Thereby, 𝜌𝑠 is the 
density of the solid layer, 𝜌𝑙  is the density and 𝜂𝑙  the viscosity of the liquid loading, 𝜌𝑣  is the 
density of the viscoelastic film, and 𝐺 is the complex shear modulus of the viscoelastic layer (𝐺 =
𝐺′ + j𝐺′′  and |𝐺| = √(𝐺′)2 + (𝐺′′)2 , where 𝐺′  is the storage modulus and 𝐺′′  is the loss 
modulus).[197,297] 
Load Equivalent circuit 𝑍𝑠 Re(𝑍𝑚
1 ) = 𝑅𝐿 Im(𝑍𝑚
1 ) = 𝑋𝐿 
(A) 
Rigid mass 
 
j𝜔𝜌𝑠  0 
𝜓
𝑍𝑞
𝜔𝜌𝑠 
(B) 
Newtonian  
liquid 
 
√1 2⁄ (𝜔𝜌𝑙𝜂𝑙)(1 + j) 
𝜓
𝑍𝑞
√1 2⁄ (𝜔𝜌𝑙𝜂𝑙) 
𝜓
𝑍𝑞
√1 2⁄ (𝜔𝜌𝑙𝜂𝑙) 
(C) 
Semi-infinite 
viscoelastic  
body 
 
√𝐺𝜌𝑣 
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√1 2⁄ 𝜌𝑣(|𝐺| + 𝐺
′) 
𝜓
𝑍𝑞
√1 2⁄ 𝜌𝑣(|𝐺| − 𝑣𝑒𝐺
′) 
 
L
L
 
L
L
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L
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3.3.3 Experimental 
Quartz Resonator Layout 
In this work, quartz resonators with different electrode layouts were used. The classical 1-Electrode 
quartz (1ElQ) layout with a circular gold film electrode evaporated on both sides of the quartz disk is 
shown in Fig. 3–10 A. On the basis of this classical layout, a novel electrode layout with two circular gold 
film electrodes on both quartz surfaces (2ElQ) has been developed in this work (Fig. 3–10 B). The 2ElQ 
layout is used for QCM readings with two sensor spots and, after further modifications, for combined 
QCM-ECIS measurements. The sensor layout and the implementation of QCM-ECIS measurements with 
the 2ElQs is described below in section 3.4.4 (p. 56 ff.). The 5 MHz AT-cut quartz resonators were 
purchased from KVG Quartz Crystal Technology GmbH (Neckarbischofsheim, Germany). The disks had 
a diameter of 14 mm and were produced with either one circular gold film electrode (Ø = 6 mm; Fig. 3–
10 A) or with two electrodes (Ø = 3.5 mm; Fig. 3–10 B) on either side, and with electrical supply lines from 
the disk edge to the electrodes in the center.  
 
A B 
  
Fig. 3–10 Different electrode layouts were established on 5 MHz AT-cut quartz disks 
(𝑑 = 330 µm). On the resonators either one (A; 1ElQ) or two (B; 2ElQ) circular gold film electrode/s 
was/were evaporated on both quartz surfaces. 
Quartz Cleaning 
Prior to an experiment, the quartz disk was cleaned by a three-step standard cleaning protocol. Firstly, it 
was treated with a 5 % (v/v) “elma clean 10” solution (Elma Hans Schmidbauer GmbH & Co KG; Singen, 
Germany) in an ultrasonic bath at 70 °C for 30 min. Afterwards, the resonator was washed 3 – 5 times 
with deionized water and subsequently sonicated in deionized water at 70 °C for 30 min. This step was 
repeated once again, for completely removing residues of quartz loading and cleaning solution from the 
surfaces. Finally, the resonator was air dried over night, or dried in an incubator for ∼ 1 h at 50 °C. The 
cleaned quartzes were stored under dry and dust-free conditions until usage. 
The gold film at the edge of the disk, needed for contacting the top electrode from the lower side of the 
resonator, was often damaged in the course of the cleaning process. This connection was renewed by 
connecting the electrical supply line on the top side and the contact pad on the lower side of the quartz 
disk with a drop of silver conductive paste (Busch; Viernheim, Germany). The conductive paste was either 
dried over night at RT or for 1 h at 50 °C. Thereby, the conductivity and consequently the oscillation 
excitation of the resonator could be preserved. 
14 mm 
6 mm 
3.5 mm 
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Spin Coating and Photolithography on Quartz Disks 
Structuring of the electrodes on a 2ElQ sensor (Fig. 3–10 B) was necessary, in order to systematically load 
one surface electrode of a 2ElQs sensor with a rigid mass layer and to realize and optimize ECIS-mode 
measurements on 2ElQ substrates (cf. section 3.4.4, p. 56 ff.). This was achieved by spin a coating 
photopolymer (PhoP) on one side of the resonator and subsequently removing defined areas of 
photoresist by means of photolithography. 
Coating was performed using a self-made spin coater (Dr. F. Höhn; Institute of Biochemistry, University 
of Münster, Germany). Prior to coating, the cleaned quartz substrates were sequentially washed with 
acetone and isopropyl alcohol, in order to remove organic impurities as well as dust from the surface. The 
substrates were subsequently heated to 120 °C for 30 min, to remove solvents residues and any surface 
water. Spin coating and photolithography of the photoresist were performed step-wise according to the 
schematic illustration in Fig. 3–11.  
 
Fig. 3–11 Schematic illustration of the spin coating and photolithography processes on a 2ElQ 
substrate. Firstly, the substrate was pre-coated with an adhesion promoter (A), (B), followed by 
its thermal activation (C).Then, a positive photoresist was spin coated at defined rotational speed 
(D), (E). After a short soft-baking period (F), the photoresist was illuminated with UV light through 
a specific mask (G). At irradiated areas the photoresist was destabilized, which was subsequently 
removed/ developed by a sodium hydroxide solution (H). After rinsing with deionized water, the 
photoresist structure is stabilized in a final hard-bake (I). 
In a first spin coating process, “TI Prime” (Microchemicals; Ulm, Germany) was applied, which served as 
adhesion promoter for the PhoP. The quartz disk was placed on the spin coating holder by adhesive 
plasticine. A drop of the promoter was carefully placed in the middle of the rotating substrate at ambient 
temperature, and at a spin velocity of 3000 rpm. 20 s of spin coating were sufficient for obtaining a 
uniformly thin layer of the adhesion promoter. The substrate was placed in the oven at 130 °C for 10 min, 
in order to activate the promoter. By this step, the primarily hydrophilic quartz surface was converted 
into a more hydrophobic surface, which then promoted a much more uniform spreading and adhesion of 
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the spin coated hydrophobic PhoP. The Photoresist “AZ® ECI 3027” (Microchemicals; Ulm, Germany) 
was spin coated at a defined velocity and with a spinning duration of 1 min. The applied rotation speed 
was adjusted to values between 2000 rpm and 4000 rpm, depended on the required thickness of the film. 
Standard structuring of the 2ElQ surfaces was performed at a spin velocity of 3000 rpm. After applying 
the photoresist, the substrate was placed in the oven for soft baking at 100 °C for 30 min. The coated 
substrate was then illuminated through a specific mask with UV-light for 2 min. The photolithography 
masks were drawn with “CorelDRAW® Graphics Suite X6” software (Corel Corporation; Ottawa, Ontario, 
Canada) and ink-jet printed on a transparent slide in black at maximum saturation (masks are shown in 
Fig. 3–12). 
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Fig. 3–12 Photolithography masks (scale of 2:1) for structuring 2ElQs with a positive 
photoresist. Illuminated areas of PhoP are destabilized; opaque areas represent the remaining 
PhoP after photolithography. (A) Mask for completely covering one surface electrode (half of the 
disk surface) with photopolymer. The dashed red line (not part of the mask) indicates the 
positioning of the mask on a 2ElQ. Rectangular structures at the borders of the mask (indicated 
with an arrow) helped for an exact and reproducible positioning. (B) – (G) Photolithography masks 
to establish different working electrode layouts on quartz resonators for ECIS mode 
measurements. Hole diameters were adjusted to (B) 250 µm, (C) 500 µm, (D) 1 mm, (E) 2 mm, 
(F) 10x 250 µm, and (G) 10x 500 µm. (H) Exemplary, final PhoP structure (orange) on a 2ElQ, after 
spin coating and subsequent photolithography by applying mask C. 
As the applied photopolymer was a positive photoresist, the opaque masks represented the remaining 
photopolymer structure on the substrate after the photolithography process. The UV-illuminated 
photopolymer was destabilized and removed by rinsing the substrate with NaOH solution (7 g/ L in 
deionized H2O) for 20 – 30 s. After that, the substrates with the final photopolymer structure were rinsed 
twice with deionized water, for completely removing the base with the dissolved photopolymer. In a final 
hard bake, the substrate was tempered at 118 °C for 2 h, in order to achieve maximal thermal, physical, 
and chemical stability of the coating. 
Quartz disks with photopolymer structure were stored dry and protected from light and dust until usage. 
In the forerun of an experiment under liquid, like cell attachment studies in culture medium, each sensor 
with a coated photopolymer layer was immersed in serum-free medium (SFM) for at least 20 h. This was 
done in order to uncouple equilibration effects from the cell signals in the course of an experiment. 
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Hardware – Measurement Chamber 
For QCM experiments, the quartz disk was mounted between two components of the home-made Teflon 
measurement chamber, as illustrated on the right hand side of Fig. 3–13. The lower component 
comprises two/ four gold-pated spring contacts to make contact to the impedance analyzer with the 
1ElQ/ 2ElQ resonator from the lower side. An illustration of the modified chamber to contact 2ElQs for 
QCM-ECIS measurements is shown in Fig. 3–18 (p. 58). The second Teflon element was a cylindrical 
chamber that was mounted from the top on the resonator and which served as reservoir for QCM 
measurements under liquid. O-rings were sandwiched between the quartz disk and each Teflon 
component (Fig. 3–13). These served for a tensionless fixture of the resonator between the Teflon 
components on the one hand, and for sealing the reservoir on the other hand. Mounted in the 
measurement chamber, the quartz possessed an accessible cell growth area of ∼ 1.13 cm2. 
In the course of QCM measurements under liquid, an additional Teflon stamp was used to seal the 
cylindrical chamber. This was used to minimize the evaporation of the liquid from the chamber, since 
continuous changes in liquid height cause periodical interference in the measured QCM signal by 
longitudinal waves that are reflected at the liquid-air interface.[299] Moreover, the sealing with a stamp 
ensured sterility to a certain extent within the reservoir. However, the stamp had small holes in order to 
guarantee air exchange between the measurement chamber, i.e. the cell culture medium and the cells 
on the quartz, and the ambient atmosphere. The whole QCM measurement chamber was placed into an 
incubator with temperature (37 °C) and CO2 control (5 % (v/v) in air) (Revco, Thermo Fisher Scientific; 
Waltham, MA, USA) to meet cell culture conditions. Cables for contacting the quartz were led from inside 
the incubator through the rubber seal of the incubator door to the outside and were connected to a 
computer-controlled “1260A Impedance/ Gain-phase Analyzer” (Solartron Analytical; Farnborough, UK). 
The IA featured an operating frequency range from 10 µHz to 32 MHz, with a frequency resolution of 
0.015 ppm, 0.1 % magnitude and 0.1 degree accuracy, and 0.001 dB and 0.01 degree resolution.[300] 
 
 
Fig. 3–13 Experimental setup for measuring the oscillation impedance 𝑍QCM of a conventional 
1ElQ. The quartz disk is mounted in a home-made Teflon measurement chamber, for electrical 
contacting of the electrodes, and in order to have a liquid vessel on top of the resonator. The 
measurement chamber was placed in an incubator for cell experiments (37 °C, 5 % CO2), with the 
wiring brought to the outside to connect it with the IA and the PC. 
3.3 The Quartz Crystal Microbalance (QCM) 49 
Software - QCM Measurements 
The impedance analyzer was controlled by a LabVIEW based software (National Instruments™; Austin, 
Texas, USA), programmed by J. Wegener (Institute of Analytical Chemistry, Chemo- and Biosensors, 
University of Regensburg, Germany). A sinusoidal voltage of 150 mV was applied to the electrodes on 
the quartz surfaces and the resulting complex impedance (phase and magnitude) was measured by the 
IA. The data was read-out and stored by a personal computer. This was done for 150 – 200 equidistant 
frequencies near the fundamental resonance. For the standard range of 4.97 – 5.04 MHz, this means a 
frequency resolution of 466 – 300 Hz. Impedance spectroscopic scanning of the oscillation was 
performed in time-resolved manner. The scanned frequency range and the number of frequencies within 
this range were adjusted for each experiment to meet time- or frequency-resolution of the spectra as 
required.  
Experimental Implementation 
Before all QCM experiments, an impedance spectrum of the mounted quartz in air was recorded and the 
oscillation parameters of an unperturbed quartz disk were obtained. Moreover, it was used to check the 
quartz for contacting problems and for its unperturbed oscillation, prior to starting an experiment. The 
parameters of the lossless oscillation were also needed for modeling the oscillation impedance, i.e. 
calculating the contributions of the loading to the entire acoustic impedance. 
Prior to cell experiments the whole QCM chamber was sterilized by plasma treatment. In this case, the 
Teflon measurement chamber, comprising the mounted quartz and the stamp for closing the chamber, 
was treated with argon plasma in a plasma cleaner (Harrick Plasma; Ithaca, New York, USA) for 1 min 
and at highest energy level. Immediately after plasma sterilization, the measurement chamber was 
sealed with the stamp and covered with aluminum foil, in order to avoid contamination. The cell 
suspension was added to the QCM chamber in the laminar flow under sterile conditions. Afterwards, the 
measurement chamber was placed in an incubator (37 °C, 5 % (v/v) CO2), the electrodes were contacted 
to the IA, and the QCM recording was started. Experimental variations and the details of cellular 
experiments  are described in the results sections. 
Data Processing 
The characteristic oscillation parameters 𝑓|𝑍|𝑚𝑖𝑛  and |𝑍|𝑚𝑖𝑛  were extracted by fitting the impedance 
spectra with a spline function in the resonance region. |𝑍|𝑚𝑖𝑛 was plotted as function of time since it 
represents the QCM key parameter for detecting and monitoring viscoelastic changes at the sensor 
surface. The time courses were presented normalized to a certain reference data point pf the experiment. 
On the one hand, this facilitated to average measurements with different initial values and, on the other 
hand, this also enabled the graphic comparison of time courses obtained from different experiments. 
Potential differences in the extent or/ and in the kinetics of |𝑍|𝑚𝑖𝑛 changes were visualized in this way.  
Experiments were usually repeated several times in order to generate data packages for the purpose of 
averaging. This served as basis to resolve and discriminate random signal fluctuations and distinct signal 
changes of the monitored cell population and, thus, to confidently identify significant and reproducible 
viscoelastic effects related to the cell layer. 
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Sensor Regeneration 
Quartz disks were typically reused several times for experiments. The quartz disks were regenerated by 
multiple cleaning steps in order to re-establish a pure sensor surfaces and, thus, to ensure consistently 
good oscillation properties. At first, any organic adsorption on the quartz disk was oxidized by washing 
it in a 3:1 mixture of conc. H2SO4 and 30 % (v/v) H2O2 for about 30 min. After several washing steps with 
deionized water, the resonator was further cleaned before re-usage, according to the procedures 
described above in subsection Quartz Cleaning (p. 45). 
3.4 Electric Cell-Substrate Impedance Sensing 
(ECIS) 
Electric Cell-Substrate Impedance Sensing (ECIS) is a non-invasive and label-free measurement 
technique that was presented by Giaever and Kees in 1984. As “morphological biosensor for mammalian 
cells” [87] this technique has been widely used in a variety of cell-based applications and has been further 
developed in the past 30 years.[88,89,301,302] It has been successfully applied as very sensitive technique to 
monitor barrier functionality changes of cell layers towards different kinds of stimuli. ECIS is already a 
well-established means for the fast and sensitive testing of cytotoxic effects as well, which is due to its 
sensitivity for cell morphological changes.[4,17,109–111,113–117,303–305] Moreover, the ECIS principle has proven 
to be a usefull tool for monitoring cellular motility, referred to as micromotion, by time-resolved readings 
of impedance fluctuations.[96,97,264,306] Besides theses various applications of cellular sensing, the ECIS 
electrodes have also been utilized as actuators for the directed manipulation of cell layers by electrical 
fields. This can be basically categorized into the non-destructive and reversible short-term 
permeabilization and the irreversible damaging and wounding of the cells sitting on the ECIS working 
electrode(s), depending on the chosen values of the electric pulse parameters, frequency, duration, and 
magnitude. By applying the principle mentioned first, a short-term opening of the cell mambranes 
enabled the diffusion-driven transfer of molecules and xenobiotics that actually are cell-impermeant 
directly into the cytoplasm. The cell response towards the pulse itself or to the introduction of substances 
were then monitored by ECIS.[7,119,120] Following the second principle, by applying voltage pulses of high 
amplitude and long duration (few seconds), the cell layer on the working electrode was successfully 
wounded. The thus generated, well-defined wound allowed for various wound healing assays that were 
monitored by ECIS.[7,99,303,307–313] Further developments of ECIS aimed for combining it with other label-
free sensor techniques like SPR (surface plasmon resonance) or QCM.[11,22,236,267,274] The following sections 
will address the ECIS principle and the impedance properties of cell-covered electrodes. Finally, the 
integration of ECIS-like measurements in the QCM setup provided simultaneous sensing of both 
viscoelastic and electrical properties of adherent cells in one experimental setup. 
3.4.1 Basic Principles of the ECIS Technique 
Like QCM, ECIS is an impedimetric measurement technique. A schematic drawing of the ECIS principle 
is shown in Fig. 3–14. Cells are seeded on two coplanar gold electrodes that serve as growth substrate for 
the cells. The buffer or cell culture medium on top of the cells conductively connects both electrodes. A 
weak and non-invasive AC voltage is applied between the electrodes, and the resulting AC current flow 
is measured. Thus, one obtains the complex impedance of the system.  
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Fig. 3–14 Schematic drawing of the ECIS measurement principle. Two electrodes (a small 
working electrode, and a > 100-fold bigger counter electrode) are used as culture substrate for 
cells. Cells impede current flow between the electrodes. High frequency (hf) current passes the 
cells on transcellular pathways, whereas low frequency (lf) current flows on paracellular pathways 
beneath and between the cells and through tight junctions (zoomed-in detail in the drawing). 
The impedance is measured spectroscopically in a wide frequency range (cf. 3.2 Impedance Spectroscopy, 
p. 22 ff.). In the cell-free situation, the entire impedance signal is determined by the interface impedance 
of the electrode at low frequencies and by the bulk resistance of the medium in the high frequency range. 
If cells cover the electrodes, the current cannot flow directly and faces extra impedance contributions, 
since cells behave like insulating particles. This is reflected in an increase of the system’s impedance with 
the gradual coverage of the electrodes (Fig. 3–14). As the applied potential between the two coplanar 
electrodes is in the range of 10 mV, ECIS is non-invasive. By means of ECIS one can monitor the processes 
of cell adhesion, spreading and proliferation as they all affect the impedance of the system. Moreover, 
ECIS can also be used to study established confluent cell layers without the need to label the cells. 
Changes in the cell shape, membrane capacity, cell-cell as well as cell-substrate contacts give rise to 
changing current pathways and impedance, respectively. Additionally, cellular motility is expressed by 
the dynamic formation and release of cell-cell and cell-substrate contacts. This cellular micromotion is 
reflected in impedance fluctuations of the cell layer, which can be measured by performing rapid 
impedance monitoring at a single frequency. 
The way current flows through the cell layer is determined by the frequency of the applied AC voltage 
(magnified scheme in Fig. 3–14). The impedance contribution and the frequency dependence of current 
pathways, however, are different for each cell type and has to be individually determined. At low 
frequencies the current is forced to flow on paracellular pathways through the cell layer. This means the 
current flows under the insulating cell layer and through the clefts between neighboring cells (indicated 
in Fig. 3–14 by arrows with a solid line). Thus, the low frequency impedance is dominated by impedance 
contributions arising from the small cleft between the electrode and the cells as well as from the electrical 
properties of the cell-cell contacts. In the high frequency region the current flows transcellularly through 
the cell and it has to cross the lower (basal) and the upper (apical) membrane of the (epithelial) cell layer 
(indicated in Fig. 3–14 by arrows with a dashed line). At elevated frequencies the lipid bilayer behaves 
electrically as a capacitor, which means that the entire transcellular impedance can be electrically 
described by a series combination of two capacitors. 
The ECIS electrodes are of different size, in order to define a small working electrode (WE) and a 
(∼ 500-fold) bigger counter electrode (CE). By this, the overall impedance of the system is not dominated 
by the bulk resistance of the electrolyte between the electrodes and the counterelectrode itself. The 
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bottleneck of current flow is now the interface impedance between the WE and the electrolyte. The latter 
is affected by the electrical properties of single cells or a confluent cell layer. The sensitivity of impedance 
measurements can be tuned by changing the size of the WE. Higher impedance sensitivities are achieved 
with a smaller WE size. However, with decreasing electrode area the electrical properties of only few cells 
of the whole cell layer are measured. This is a drawback, because the measured signal may not be 
representative for the whole cell layer. Hence, the electrode sizes have to be adjusted to the specific 
requirements of an ECIS experiment. 
3.4.2 Impedance Properties of (Cell Covered) ECIS Electrodes 
When immersing ECIS electrodes in an electrolyte and measuring the impedance of the cell-free system 
over a broad frequency range from 1 Hz to 1 MHz, one obtains characteristic curve shapes for the 
impedance magnitude |𝑍|(𝑓) and the phase shift angle 𝜑(𝑓). Simulated impedance spectra for ECIS 
electrodes in contact with a physiological buffer are shown in Fig. 3–15 ( ). Looking at the phase 
spectrum of the cell-free ECIS electrodes, it can be seen that its characteristics are similar to that of a 
simple RC series circuit, which has been discussed above (subsection 3.2.3, p. 28), and whose impedance 
spectrum is shown in Tab. 3–4 A (p. 29). In the high frequency range ( 𝑓  > 104 Hz) the phase angle 
converges to zero. Hence, the systems impedance is solely resistive and is dominated by the bulk 
resistance of the electrolyte, 𝑅𝑏𝑢𝑙𝑘. This can also be seen in the impedance amplitude spectrum of the 
cell-free system (Fig. 3–15 A, ), where the impedance magnitude exhibits a frequency independent 
value, i.e. only resistance contributions, at higher frequencies. In contrast, the lower frequency range 
(𝑓 < 102 Hz) is almost exclusively represented by a capacitor, as the phase angle converges to a constant 
value close to −90 ° and the impedance magnitude exhibits the characteristic frequency dependence of 
a capacitor. This capacitive impedance originates from the electrical double layer properties of the WE. 
However, non-ideal capacitive behavior of the WE can be recognized in the phase shift angle, as the 
phase is not exactly −90 ° but is shifted to slightly higher values. This is due to roughness and 
inhomogeneity of the electrode surface, which give small but significant resistive contributions to the 
almost entirely capacitive impedance of the working electrode. Hence, the impedance of the electrode 
is better represented by a CPE, which considers these effects. 
With cells covering the electrodes, the impedance situation is different. The impact of a confluent cell 
layer on the impedance of ECIS electrodes is simulated in Fig. 3–15 ( ). The impedance is neither 
influenced in the very high nor in the very low frequency region by the cell layer. The spectra with cells 
superpose with the spectra of the cell-free electrodes for 𝑓 < 101 Hz and 𝑓 > 105 Hz. However, impedance 
contributions due to the cells arise in the frequency region in between. In the phase spectra the cells 
induce a phase shift maximum and minimum. Coming from higher frequencies, there is an earlier 
decrease in the phase for cell-covered electrodes in comparison to cell-free electrodes. This is due to 
additional capacitive contributions to the system, which originate from the lower and the upper lipid 
bilayer of the cell membrane. At lower frequencies the phase rises to a maximum value and subsequently 
decreases and approximates to the value of the cell-free electrode. This phase recovery is caused by the 
increasing resistive properties of the cell layer in the lower frequency band. The resistive contribution is 
maximal at the frequency of the maximal phase shift. In the impedance magnitude, this cellular 
resistance contribution is reflected in an almost frequency independent plateau. This is related to current 
pathways beneath and around the insulating cell bodies, in particular from current flow through cell-cell 
contacts. The impedance curve shape of the cell-covered electrodes in the frequency range of 
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101 – 105 Hz can be compared with the electrical properties of an RC parallel circuit (R||C), which were 
previously discussed (cf. Tab. 3–4, p. 29).  
It has to be mentioned that the simulated impedance characteristics of the cell-covered electrode in 
Fig. 3–15 are not only determined by a capacitance 𝐶𝑚  in parallel to a resistance 𝑅𝑏  (reflecting the 
capacitance of the cell membrane and the resistance of cell-cell contacts, respectively), but also by a third 
parameter, 𝛼, which reflects the frequency dependent impedance contribution of the subcellular cleft 
(Fig. 3–17; for details, see subsection 3.4.3). The further parameters of the used transfer function are the 
membrane resistance, 𝑅𝑚, and the parameters 𝑛CPE and 𝐴CPE of the empirical constant-phase element 
(Eq. (18)).  
 
 
Fig. 3–15 Simulated impedance spectra (Bode plot) of the magnitude |𝑍| (A) and the phase 
shift angle 𝜑 (B) for ECIS electrodes in contact with an electrolyte. Spectra are shown for cell-free 
electrodes (w/o cells; ), and for electrodes covered with a confluent cell layer (w/ cells; ). For 
simulation, the model proposed by Wegener and Hakvoort et al. (2000) [314] was used, which is a 
slight modification of the original model of Giaever and Keese [96] (cf. 3.4.3). Following parameter 
values were applied: 𝑅𝑏 = 90 Ω·cm
2, 𝐶𝑚 = 3 µF·cm
−2, 𝛼 = 16 Ω1/2·cm, 𝑅𝑚 = 2000 Ω, 𝑅𝑏𝑢𝑙𝑘 = 1000 Ω, 
𝑛CPE = 0.95, and 𝐴CPE = 1.5 ·10
−5 F·sn−1·cm−2, for an electrode area of 5 ·10−3 cm2. 
The spectra of the complex impedance shown in Fig. 3–15 can be split into real part and imaginary 
contributions, according to Eq. (7) (p. 24). The real part thereby represents an equivalent resistance and 
the imaginary part represents the equivalent capacitance of the system. Thus, the impedance spectra (in 
Fig. 3–16 A) can be broken up in the two individual spectra of the resistance (Fig. 3–16 A) and capacitance 
(Fig. 3–16 B). 
The separation of the complex impedance into equivalent resistance (real part of 𝑍 ) and equivalent 
capacitance (imaginary part of 𝑍 ) allows for a more detailed and analytical view on the electrical 
properties of the cell layer. The resistance and capacitance spectra in Fig. 3–16 can be roughly separated 
into four frequency ranges, in which different impedance contributions dominate over the others. As 
already mentioned above, in the low frequency region (𝑓 < 101 Hz, range I in Fig. 3–16) the impedance 
arises mainly from the double-layer capacitance (CPE) of the electrode-electrolyte interface, whereas 
the bulk resistance of the electrolyte dominates the impedance in the high frequency range (𝑓 > 105 Hz, 
region IV). Two regions can be defined in between. The first is centered around 102 Hz (region II), the 
second around 104 Hz (region III), whereas the resistance is very sensitive to the cell layer in the former, 
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the capacitance is in the latter. The low-frequency resistance is mainly provided by paracellular pathways 
of the current and thus can be used for following changes in the barrier resistance of cell-cell contacts as 
well as of the gap resistance between the basal cell membrane and the electrode surface (cf. Fig. 3–14). 
Independent of these properties the transcellular current pathways are reflected in the capacitance 
values at high frequencies. Hence, it is measure for the degree of membrane-coverage on the electrode 
and thus the hf capacitance can be applied to monitor the intactness of the cell membrane, cell 
attachment, and cell detachment, respectively. 
 
 
Fig. 3–16 Spectra of the equivalent resistance (A) and the equivalent capacitance (B) were 
extracted from the impedance spectra shown in Fig. 3–15. Thereby,  𝑅  represents the real part 
and  𝐶  ic calculated from the imaginary part of the complex impedance  𝑍. Spectra are shown for 
the cell-free ( ) and the cell-covered ( ) situation on ECIS electrodes. For simulation, the 
model proposed by Wegener and Hakvoort et al. (2000) [314] was used, which is a slight 
modification of the original model of Giaever and Keese [96] (cf. 3.4.3). Following parameter values 
were applied: 𝑅𝑏  = 90 Ω·cm
2, 𝐶𝑚  = 3 µF·cm
−2, 𝛼  = 16 Ω1/2·cm, 𝑅𝑚  = 2000 Ω, 𝑅𝑏𝑢𝑙𝑘  = 1000 Ω, 
𝑛CPE = 0.95, and 𝐴CPE = 1.5 ·10
−5 F·sn−1·cm−2, for an electrode area of 5 ·10−3 cm2.  
By extracting the equivalent resistance and the equivalent capacitance from the ECIS readings, 
impedance spectroscopy provides a basis for sensing the morphological properties of a cell layer and 
allows a quantitative evaluation of the experimental data in terms of cell morphology. By monitoring the 
complex impedance in the relevant frequency regions, one can follow the general resistance and 
capacitance contributions of a cell layer in the course of an assay. This may be the capacitance drop in 
the course of cell adhesion and spreading, the increase in resistance upon formation of cell-cell contacts, 
or a capacitance increase due to rounding of cells and detachment from the surface when they die. The 
latter effect can be used for evaluating the cytotoxicity of certain substances or stimuli to the cell layer. 
If there is no need for a structural resolution of the toxic process, the complex impedance and the 
equivalent resistance and capacitance, respectively, is usually sufficient for a “yes or no” statement of 
cytotoxicity. The impedance raw data thus provides enough information for a general discussion of the 
system. This is sufficient in many assay formats.  
However, if a detailed analysis of the biological origin of impedance contributions is of interest, modelling 
of the integral impedance data is necessary. A suitable electrical model for the impedance of a cell-
covered electrode is addressed in the following section. 
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3.4.3 Modeling the Impedance of the Cell-Electrode Interface 
As mentioned above, impedance spectra provide the integral electrical properties of the entire system. 
Changes of the total impedance in a complex system therefore are difficult to interpret. More detailed 
information can be extracted from the recorded impedance spectra by subsequently fitting the 
impedance data with a transfer function of an appropriate electrical model.  
Such an electrical equivalent model for a confluent cell layer on electrodes was introduced by Giaever 
and Keese in 1991.[96] The model takes structural elements of a cell layer and properties of the cell-
electrode interface into account. The similarity of the impedance spectrum of a cell-free electrode and 
the impedance of a RC series circuit was already discussed in the previous section. Thus, in a first 
approximation an R-C equivalent circuit adequately describes the interface of an electrode in contact 
with an electrolyte. However, the capacitance of the electrode is replaced by a 𝐶𝑃𝐸  in the original 
model, according to the proposal of Wegener and Hakvoort et al. [314], in order to take non-ideal behavior 
of the electrode into account (cf. p. 27). The 𝐶𝑃𝐸  is connected in series with the bulk resistance 𝑅𝑏𝑢𝑙𝑘  of 
the electrolyte. In the case of a confluent cell monolayer on the electrode an additional impedance 
contribution 𝑍𝐶  due to the cell layer has to be considered. A schematic illustration of the model and the 
respective equivalent circuit is shown in Fig. 3–17. For this model, cells are approximated as uniform, 
cylindrical bodies of same size (radius 𝑟𝐶) and distance (𝑑) from the electrode surface. The impedance 
𝑍𝐶   includes three characteristic parameters arising from the cell layer, which are the specific average 
membrane capacitance 𝐶𝑚  [µF·cm
−2] of two membranes in series, the barrier resistance of the cell-cell 
junctions 𝑅𝑏  [Ω·cm
2], and the parameter 𝛼  [Ω1/2·cm] (Fig. 3–17). The latter describes the electrical 
properties of the cleft between the cells and the gold electrode. Hence, 𝛼  is a function of the cell-
electrode distance 𝑑, the average cell radius 𝑟𝐶, and the specific resistivity of the subcellular electrolyte 
𝜌𝑠𝑢𝑏, and is defined by:  
𝛼 = 𝑟𝐶 ∙ √
𝜌𝑠𝑢𝑏
𝑑
 (49) 
The total impedance of the cell-covered electrode 𝑍𝑡𝑜𝑡𝑎𝑙  is a function of the CPE impedance 𝑍𝐶𝑃𝐸  (cf. Eq. 
(18), p. 27), the membrane capacitance 𝐶𝑚 (expressed as cell membrane impedance 𝑍𝑚), the junctional 
or paracellular barrier resistance 𝑅𝑏, the parameter 𝛼 (represented by the unitless term 𝑟𝐶𝛾, according to 
Eq. (51)), and of the bulk resistance 𝑅𝑏𝑢𝑙𝑘. 𝑍𝑡𝑜𝑡𝑎𝑙 is given by: 
𝑍𝑡𝑜𝑡𝑎𝑙 = [
1
𝑍𝐶𝑃𝐸
(
𝑍𝐶𝑃𝐸
𝑍𝐶𝑃𝐸 + 𝑍𝑚
+
𝑍𝑚
𝑍𝐶𝑃𝐸 + 𝑍𝑚
𝑟𝐶𝛾
2  
𝐼0(𝑟𝐶𝛾)
𝐼1(𝑟𝐶𝛾)
+ 𝑅𝑏 (
1
𝑍𝐶𝑃𝐸
+
1
𝑍𝑚
)
)]
−1
+ 𝑅𝑏𝑢𝑙𝑘  (50) 
where 
𝑟𝐶𝛾 = 𝑟𝐶 ∙ √ 
𝜌𝑠𝑢𝑏
𝑑
(
1
𝑍𝐶𝑃𝐸
+
1
𝑍𝑚
) = 𝛼 ∙ √
1
𝑍𝐶𝑃𝐸
+
1
𝑍𝑚
 (51) 
and where  𝐼0  and  𝐼1  are modified Bessel functions of the first kind of order 0 and 1. 
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Fig. 3–17 Illustration of the impedance model for a cell-covered electrode according to Giaever 
and Keese [96] and Wegener and Hakvoort et al. [314]. Cells are approximated as cylindrical disks, 
with an uniform height, an average radius 𝑟𝐶, and a mean distance 𝑑 to the electrode surface. The 
cell layer augments the impedance of the cell-free system (a CPE in series with the bulk resistance 
𝑅𝑏𝑢𝑙𝑘 of the electrolyte) by an additional impedance 𝑍𝐶, which includes contributions of the cell 
membrane capacitance 𝐶𝑚, of the paracellular barrier resistance 𝑅𝑏, and of the parameter 𝛼 that 
stands for the cleft impedance between the cells and the electrode. 
The impedance measurement of the cell-free electrodes (immersed in the electrolyte) prior to seeding 
cells provides the values for 𝑍𝐶𝑃𝐸  as well as for 𝑅𝑏𝑢𝑙𝑘  by linear regression of the experimental data 
(log(|𝑍|𝑡𝑜𝑡𝑎𝑙) 𝑣𝑠. log(𝑓)) in the low and high frequency range, respectively.
[314] For impedance analysis of 
a cell-covered electrode, the only variables in the model are 𝐶𝑚 , 𝑅𝑏 , and 𝛼. These characteristic cell-
related parameters are obtained by fitting the model in Eq. (50) to the experimental data by a numeric 
non-linear least-square optimization. By this, the time dependent changes of 𝐶𝑚, 𝑅𝑏, and 𝛼 during an 
experiment are available from time-resolved recordings of impedance spectra. Stolwijk (2011) 
demonstrated by simulations the impact of the individual cell-layer specific parameters on the shapes of 
the impedance, resistance and capacitance spectrum of a cell-covered electrode.[7]  
3.4.4 ECIS–QCM Combination in One Experimental Setup 
The ECIS results shown in the experimental part of this thesis were not obtained by using the 
conventional ECIS substrates and instrumentation. One key objective was to integrate an ECIS-like 
electrode arrangement on a quartz resonator in order to combine the two label-free measurement 
techniques of QCM and ECIS on one substrate. Double-mode impedance analysis of cells by combining 
QCM-mode measurements with ECIS-mode measurements was already presented earlier.[206,219,236,267,268] 
For this, a conventional measurement chamber (1ElQ) was supplemented with an additional, vertical 
platinum (Pt) dipping electrode. ECIS-mode measurements were performed by immersing the Pt 
electrode into the physiological buffer above the quartz electrode. Thereby, the top electrode of the 
quartz resonator served as working electrode (WE) and the dipping electrode as counter electrode (CE). 
With this setup it is possible to measure both the viscoelastic properties of cells by QCM-mode readings 
as well as the morphological properties of the cell layer by ECIS-mode measurements on one QCM 
sensor. By this extension, the “1st generation QCM” (simply a QCM sensor) was technologically upgraded 
to the “2nd generation QCM”, a combined ECIS-QCM sensor. However, the additional dipping electrode 
in “2nd generation QCM” leads to some disadvantages, like a more complicated experimental setup and 
the introduction of an additional entry point for contamination. Moreover, drawbacks arise from the kind 
and shape of the dipping electrode as well as from a defined geometrical arrangement of the CE above 
the WE. However, reproducible experimental conditions are prerequisites to compare impedance data 
of cells from different experiments. In order to overcome the disadvantages of the dipping electrode, a 
𝑹𝒃 𝑪𝒎 𝜶 𝑅𝑏𝑢𝑙𝑘  
𝑍𝐶 = 𝑓(𝐶𝑚,  𝑅𝑏 ,  𝛼) 
𝐶𝑃𝐸 = 𝑓(𝑛,  𝐴) 
𝒅 
𝒓𝑪 
𝝆𝒔𝒖𝒃 
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novel sensor layout was developed in this project. In this, a co-planar electrode arrangement was 
implemented on a piezoelectric quartz disk, similar to the situation on conventional ECIS substrates. By 
this, a well-defined CE was integrated on the sensor surface, which redundantizes the disadvantageous 
dipping electrode for ECIS. Hence, the “2nd generation QCM” was technologically upgraded to the “3rd 
generation QCM” in this project. 
The development steps from the “2nd generation QCM” to the “3rd generation QCM” are described in the 
results sections. The capability of the novel “3rd generation QCM” sensor for double-mode measurements 
was investigated in a variety of different cellular assays. Thereby, the complementarity and gain of 
information provided by simultaneous ECIS- and QCM-mode measurements of the same cell population 
were demonstrated (cf. 5.2 QCM-ECIS Biosensor, p. 129 ff.). 
Quartz Resonator Layout for ECIS Integration 
For the ECIS-mode measurements that are shown in this work a newly sensor layout was developed. The 
basis of the sensor was a disk-shaped 5 MHz AT-cut quartz resonator (KVG Quartz Crystal Technology 
GmbH; Neckarbischofsheim, Germany), on which a novel two-electrode layout (2ElQ) was implemented, 
as illustrated in Fig. 3–10 B. Evaporation of the circular gold-film electrodes (Ø = 3.5 mm) and the contact 
paths was carried out by KVG, based on a self-developed mask for the electrode layout. Having two 
coplanar electrodes on the surface of the quartz disk, ECIS measurements were performed without 
dipping a counter electrode into the electrolyte. Thus, additionally to QCM measurements ECIS-
analogue measurements are available with this setup. 
In order to meet the experimental prerequisites for meaningful ECIS mode measurements the 
commercially provided gold film electrodes had to be further processed. Surface structuring of the sensor 
was achieved by spin coating and subsequent photolithography of an insulating photoresist. The 
experimental procedures for this, the applied photolithography masks (Fig. 3–12), as well as preliminary 
sensor cleaning steps are described above in subsection 3.3.3 (p. 45 ff.). 
 
 
Fig. 3–18 Measurement chamber and experimental setup for a 2ElQ sensor. The electrodes on 
the sensor were contacted from below by four contact pins and connected via a PC-controlled 
relay to the IA. This setup allowed reading the oscillation impedances of the two QCM sensor 
spots (ZQCM1 and ZQCM2) as well as the electrical impedance between the two top surface electrodes 
(ZECIS). For cell experiments the whole measurement chamber was placed in an incubator (37 °C, 
5 % CO2). 
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Hardware – Measurement Chamber 
The measurement chamber used for 2ElQs was similar to that for conventional 1ElQs, which was 
previously described (p. 48). However, for 2ElQs the lower part of the chamber comprised four contact 
pins instead of two, and an additional relay was interconnected between the sensor and the impedance 
analyzer (Fig. 3–18). With this PC-controlled relay different pairs of electrodes of the 2ElQ were 
addressed. Hence, the impedance analyzer was switched between readings of the oscillation 
impedances (ZQCM1 and ZQCM2) and the electric cell-substrate impedance (ZECIS) ((Fig. 3–18). More details 
of the experimental setup are mentioned in the QCM subsection Hardware – Measurement Chamber 
(p. 48). 
Software – ECIS-QCM Measurements 
The software used for combined ECIS-QCM measurements is an extended version of the LabVIEW based 
QCM software described previously (Software - QCM Measurements, p. 49). Switching the additional 
relay was integrated in the software for automated and sequential measurements of ZQCM1, ZQCM2, and 
ZECIS. In QCM-mode impedance was recorded successively for the two sensor spots, according to the 
procedure described in the experimental QCM section. For ECIS-mode scanning of the complex 
impedance a sinusoidal, non-invasive AC excitation voltage of 10 mV was applied between both upper 
surface electrodes of the quartz disk ((Fig. 3–18). The impedance of the system was measured in a 
frequency range from 1 Hz to 1 MHz for 61 frequencies that were distributed equidistantly on a log-scale 
(10 data points per decade). 
Experimental Implementation of ECIS-QCM Measurements 
Combined ECIS-QCM measurements were performed similarly to QCM experiments described above 
(Experimental Implementation, p. 49). However, before seeding cells on the ECIS-QCM sensor the 
photopolymer had to be pre-incubated with liquid. It is known for photoresist-coated resonators that 
equilibration of the polymer in liquid has a non-negligible effect on the acoustic impedance.[236] In order 
to avoid an overlap of swelling with the cell-related signal and to gain a constant baseline signal of the 
motional (QCM) impedance the polymer on the 2ElQ was immersed with liquid for ∼ 20 h. 
Data Processing 
The recorded QCM data was analyzed according to the procedure described earlier (Data Processing, 
p. 49). A set of impedance spectra (magnitude and phase) was recorded by ECIS-mode measurements 
during an experiment. The data set was processed by LabVIEW based software (written by J. Wegener, 
University of Regensburg), which extracted the equivalent resistance and the equivalent capacitance 
value for each AC frequency (cf. 3.4.2 Impedance Properties of (Cell Covered) ECIS Electrodes). By dividing 
the impedance (resistance/ capacitance) spectra of a cell-covered electrode by the impedance 
(resistance/ capacitance) spectra of the corresponding cell-free electrode, the frequency at which the 
impedance (resistance/ capacitance) is most sensitive to the cell layer is obtained. At these frequencies 
the impedance, resistance, and capacitance were plotted as a function of time. The experimental time 
was usually normalized with respect to a characteristic point of the experiment, like e.g. the seeding of 
cells, the addition of a substance, or any other stimulation of the cells. The values of |𝑍|, 𝑅, or 𝐶 were also 
normalized with respect to their value of the data point that was defined as time zero. In this way, 
absolute signal changes in percent were plotted, which made the data more comparable to other 
experiments. The time courses of the resistance at low and of the capacitance at high frequencies were 
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then used for obtaining information regarding alterations of the junctional resistance (barrier 
functionality) and changes of the membrane capacitances of the cells, respectively. Combined ECIS-
QCM measurements were repeated several times and parameter changes in the course of a test series 
were average and statistically evaluated. 
Sensor Regeneration 
Before regeneration and cleaning of the resonators, the photopolymer on the 2ElQs had to be removed. 
This was achieved by rinsing the substrate in acetone for ∼ 1 min. Afterwards, the quartz was cleaned in 
a piranha solution (3 parts (v/v) of conc. H2SO4 and 1 part (v/v) of 30 % (v/v) H2O2) for ∼ 30 min in order to 
remove organic residuals from the sensor surface. Then the quartz disk was rinsed several times with 
deionized water in order to get rid of the acid. Before re-using the quartz, it had to be cleaned and 
prepared again, according to the protocols in subsection Quartz Cleaning (p. 45). 
3.4.5 Electroporation on ECIS-QCM Sensor (ELPO-ECIS-QCM) 
The introduction of membrane impermeable substances into the cytoplasm of adherent cells by means 
of in situ electroporation has been previously described.[315–318] It has also been shown, how ECIS 
electrodes were not only used for sensing cells, but also for actuating and manipulating cells by external 
electric fields.[7,99,118–120] In ECIS, the electrodes were used for electrically monitoring the cellular viability 
and morphology before and after applying a pore forming electroporation (ELPO) pulse to adherent cells 
(ELPO-ECIS). 
Electroporation Principle 
In general, electroporation describes the formation of pores in a membrane caused by an electric field. 
The strategy of introducing a cell membrane impermeable substance into the cytoplasm of a cell is 
schematically illustrated in Fig. 3–19. For ELPO, two electrodes need to be introduced into the system, 
which are on opposite sites of the membrane that is to be electroporated (Fig. 3–19 A). By applying an 
appropriate electric field, the membrane can be polarized and consequently destabilized to an extent to 
cause the collapse of the membrane potential. This breakdown of the membrane potential goes along 
with the formation of pores in the lipid bilayer (Fig. 3–19 B). In order to form pores in cell membranes the 
electric field has to fulfill cell membrane specific requirements. Depending on the frequency, the AC 
voltage magnitude, and the duration of the pulse, the electroporation is invasive and initiates cell death 
or it is non-invasive, which leaves the cells viable after the electric pulse. In the latter case the cell 
membrane is only transiently opened, the pores are closed as soon as the field is turned off, and the 
impermeable membrane is restored within a short period after the pulse (Fig. 3–19 C). Thus, it is possible 
to transfer membrane impermeable substances into the cytoplasm of cells, just by providing a 
sufficiently high extra-cellular concentration of the respective molecules and by opening the cell 
membranes for diffusion by applying an adjusted electroporation pulse. 
By combining this electroporation technique with a sensor technique like ECIS, one can follow the cellular 
response towards the voltage pulse and the introduction of substances immediately, non-invasively, and 
in time resolved manner. However, only cells on the working electrode are affected. This is because the 
smaller working electrode dominates the entire impedance of the system and the voltage almost 
completely drops across it. A sinusoidal AC voltage of 40 kHz, amplitudes of 3 – 7 V, and pulse durations 
between 200 – 500 ms were found to be adequate parameters for an efficient, non-invasive 
electroporation of a variety of adherent cells on ECIS substrates (working electrode area: 5 ·10−4 cm2).[7] 
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The principle of ELPO was also introduced into the newly developed ECIS-QCM setup (cf. 3.4.4, p. 56 ff.). 
Thus, ELPO was combined with instantaneous real-time monitoring of the cell responses in both ECIS- 
and QCM-mode measurements (ELPO-ECIS-QCM). With this, cytomechanical cell responses upon the 
introduction of membrane-impermeable xenobiotics can be investigated in addition to the cell-shape 
and vitality monitoring by ECIS. 
 
A B C 
 
Fig. 3–19 Electroporation principle. (A) A cell with intact lipid bilayer membrane is placed 
between two electrodes (yellow bars) in an electrolyte that contains a membrane impermeable 
substance (grey spheres). (B) Applying a potential between the electrodes generates an electric 
field 𝐸𝑖⃗⃗  ⃗ in the solution. The cell membrane is polarized in this electric field, and pores are formed 
in the cell membrane at a critical threshold value of polarization. During electroporation until 
membrane regeneration extra-cellular molecules can diffuse through the pores into the cells, 
according to the gradient of concentration. (C) The cell membrane reseals again after (non-
invasive) electroporation, leaving the membrane impermeable substance remaining in the 
cytoplasm and, thus, being introduced into the cell. 
Hardware for Electroporation 
For realizing electroporation on quartz disks, the hardware requirements were basically the same as for 
ECIS mode measurements on QCM resonators, regarding the sensor layout itself as well as the 
experimental setup (cf. 3.4.4). The 2ElQs comprised two coplanar electrodes on the top side of the 
sensor, similar to the ECIS substrates. The size of the working electrode was systematically optimized by 
preparing 2ElQ resonators with working electrodes of the following diameters: 250, 500, 1000, and 
2000 µm (cf. Spin Coating and Photolithography on Quartz Disks, p. 46 f.). 
Electroporation was integrated into the running ECIS-QCM measurement. For this, the ECIS-QCM setup 
was supplemented by a “33120A 15 MHz Function/ Arbitrary Waveform Generator” (Hewlett-Packard; 
Palo Alto, CA, USA) (Fig. 3–20). The frequency generator served as AC voltage source for applying a 
defined voltage magnitude of a certain frequency and for a defined period of time between the working 
and the counter electrode and, thus, to the adherently grown cells on the working electrode. For 
visualizing and controlling the electroporation pulse, an “oscilloscope HM 1005” (HAMEG; Frankfurt/ 
Main, Germany) was implemented between the frequency generator and the connecting wires of the 
two top electrodes of the 2ElQ (Fig. 3–20). 
Experimental Implementation 
Electroporation pulses were applied in the course of an ECIS-QCM measurement, after cells had formed 
a confluent monolayer. Before electroporation, the processes of cell attachment, cell spreading, and the 
establishment of a confluent cell layer were monitored by QCM-mode and ECIS-mode readings. 
Moreover, the extracellular influence of a membrane-impermeable substance of interest was recorded 
𝐸𝑖⃗⃗  ⃗ 
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in real-time by ECIS-QCM. Equilibration of signals was awaited, before applying the ELPO voltage pulse. 
Thus, effects of extra-cellular stimulation were distinguished from cell responses to ELPO and intra-
cellular stimulation. To apply the electroporation pulse the ECIS-QCM recording was shortly paused and 
the upper surface electrodes of the 2ElQ (ECIS electrodes) were connected to the frequency generator. 
Then, an AC voltage pulse of a certain magnitude, at a defined frequency, and for a specific period of 
time was manually applied to the cell layer on the working electrode. Afterwards, the cables were 
replugged between frequency generator and impedance analyzer and ECIS-QCM measurements were 
instantaneously continued. This experimental setup allowed to monitor non-invasively and in real-time 
both the morphological as well as the viscoelastic effects on the cell layer triggered by the 
electroporation pulse and the substance introduced into the cytoplasm. 
 
 
Fig. 3–20 Schematic illustration of ELPO integration in ECIS-QCM measurements (ELPO-ECIS-
QCM). For simplification, the wires for QCM-mode measurements are left out, and only the 
connecting wires for the two upper surface electrodes (for ECIS-mode measurements) are shown. 
For applying an electroporation pulse during a running measurement, the ECIS-QCM recording is 
temporarily stopped and the upper electrodes are connected to the frequency generator. After 
manually applying a defined electric pulse, cables were replugged again, and ECIS-QCM 
measurements were instantaneously continued. Further details of the experimental setup were 
previously described (cf. 3.4.4, p. 56 ff.; Fig. 3–18). 
3.5 Optical Temperature and Oxygen Imaging 
Optical sensors are based on the detection of changing optical properties of a sensor probe, caused by 
its interaction with an analyte. The optical properties of a probe that are used for sensing are absorbance, 
emission (luminescence wavelength and intensity), anisotropy, reflectivity, or the luminescence lifetime 
of a luminophore.[174] An increase in temperature (T) as well as elevation of the oxygen partial pressure 
(pO2) cause a decrease of the luminescence intensity and lifetime, respectively. T and pO2 are both 
luminescence quenchers that promote radiation-less relaxation processes of excited fluorophore 
molecules. Imaging of the luminescence intensity (lifetime) of a sensor film provides a two-dimensional 
resolution of the luminescence properties on the photographed sample. One thus obtains the two-
dimensional temperature (oxygen) distribution on the sample surface by luminescence lifetime imaging 
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of a temperature (oxygen) sensitive probe. However, the luminescence lifetime of most probes is 
sensitive to quenching by both T and pO2. Therefore, the quenching effect due to other influences has to 
be excluded or kept constant for a quantitative analysis of only one parameter.[176,177,319,320] 
The following section addresses the basic principles of light absorption, emission, and luminescence 
quenching. Subsequent sections focus on FLIM as it was usedin this study, the experimental setup, the 
specific experimental implementation of T and pO2 imaging, and finally on the way of data processing 
and data presentation of measurements. 
3.5.1 Basic Principles of Luminescence and Luminescence 
Quenching 
The processes of light absorption, emission, and luminescence quenching can be described best by a 
Jablonski energy-level diagram [321], as shown in Fig. 3–21. If a luminophore in its energetic ground state 
is illuminated with photons (ℎ𝜈𝑒𝑥𝑐) of certain energy, this energy is instantaneously absorbed (10
−15 s) by 
exciting electrons from the electronic (singlet) ground state 𝑆0 to higher energy levels. If the energy of 
the photons is high enough, the electrons can be excited from 𝑆0  to vibrational levels of the first or 
second excited singlet state (𝑆0 → 𝑆1 , 𝑆0 → 𝑆2 ). Electrons in elevated vibrational levels (of 𝑆1  or 𝑆2 ) 
immediately fall back to the vibrational ground state of 𝑆1 by internal conversion (IC) from 𝑆2 → 𝑆1, and 
subsequent nonradiative (vibrational) relaxation (∼ 10−12 s). The IC process describes the lossless energy 
conversion of electrons from an excited electronic state to a vibrational level of a lower electronic state 
of the same multiplicity (𝑆2 → 𝑆1, 𝑆1 → 𝑆0).
[174] 
 
 
Fig. 3–21 Jablonski diagram; modified after [322,323]. 
From 𝑆1, the electrons can fall back to 𝑆0 in a multitude of different ways of energy transfer. Like for the 
radiationless deactivation from 𝑆2 → 𝑆1, the 𝑆1 energy can be further dissipated without radiation by IC 
( 𝑆1 → 𝑆0 ; first-order rate constant 𝑘𝐼𝐶  = 10
5 – 109 s−1) and subsequent instantaneous vibrational 
relaxation to the vibrational ground state. However, electrons can also fall back to 𝑆0 by emitting the 
energy in the form of photons (ℎ𝜈𝑒𝑚
𝑆1 ), which is fluorescence emission. Fluorescence is a spin-allowed 
process and exhibits a rate constant of 𝑘𝐹  = 10
6 – 109 s−1. Beside the previously mentioned nonradiative 
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relaxation via IC, fluorescence emission can be decreased by static or dynamic quenching processes 
(QF
stat, QP
dyn
).[174]  
In a fourth transition process, 𝑆1 is depopulated by intersystem crossing (ISC) of the electrons to the first 
excited triplet state ( 𝑆1 → 𝑇1 ). ISC to higher vibrational levels of 𝑇1  is followed by an immediate 
radiationless relaxation to the fundamental vibrational state of 𝑇1. 𝑆1 → 𝑇1 is actually a spin-forbidden 
transition (electrons have to change their spin orientation during ISC). However, ISC is partially allowed, 
due to effects of spin-orbit coupling, which mixes singlet and triplet states. Spin-orbit coupling is highly 
increased by the presence of heavy metal atoms like platinum within the probe, which results in an 
increased probability and transition rate of ISC (𝑘𝐼𝑆𝐶
𝑆1→𝑇1  = 104 – 1012 s−1). For the platinum porphyrine 
complex PtTFPP the triplet quantum yield (the fraction of absorbed photons that lead to a population of 
𝑇1) reaches values of ∼ 100 %.
[322,323] 
Once in the 𝑇1 state, there are again a number of possible energy transfer processes for the electrons. 
First, an ISC back to the 𝑆1 can take place under thermal activation (𝑇1 → 𝑆1), followed by de-excitation 
processes from 𝑆1 to  𝑆0. Thermal activation is necessary, as 𝑇1 is a lower energy level than 𝑆1. A second 
ISC can occur from the excited triplet to one of the vibrational levels of the singlet ground state (𝑇1 → 𝑆0; 
𝑘𝐼𝑆𝐶
𝑇1→𝑆0  = 101 – 109 s−1), followed by nonradiative relaxation. Similar to fluorescence, the electrons in 𝑇1 
can relax to the electric ground state (𝑇1 → 𝑆0 ) under emission of radiation (ℎ𝜈𝑒𝑚
𝑇1 ), too. However, 
phosphorescence is an intersystem radiative transition and, thus, is a spin-forbidden process. This causes 
a delayed emission of phosphorescence (𝑘𝑃  = 10
−2 – 106 s−1) in comparison to fluorescence (𝑘𝐹  = 10
6 – 
109 s−1).[322] As all mentioned deactivation processes from the excited triplet state are spin-forbidden and 
therefore possess small rate constants, 𝑇1  exhibits a long lifetime that varies from 10
−6 s to several 
seconds. Besides the previously mentioned ISCs, the quantum yield for phosphorescence depends on 
two further radiationless deactivation processes, which are static quenching ( QP
stat ) and dynamic 
quenching (QP
dyn
). Both quenching effects are based on a molecular interaction between the fluorescent 
probe and the quenching molecule. In static quenching the luminophore molecule and the quencher 
molecule (Q) form a complex that exhibits no fluorescence properties. In dynamic quenching the energy 
of the excited fluorophore is transferred to the quencher molecule. By this, the luminophore is de-excited 
to its ground state 𝑆0. Dynamic quenching is also termed collisional quenching, as the fluorophore and 
the quencher must be in close proximity to each other (20 Å and less) for the energy transfer. The exact 
mechanism of energy transfer is not jet fully understood.[174,322,323]  
Oxygen Sensitivity of Luminescence 
Molecular oxygen is a well-known dynamic quencher of phosphorescence. An oxygen molecule naturally 
exhibits a triplet ground state 3Σg
− (two unpaired electrons of parallel spin-orientation) and two excited 
singlet states, 1Δg and 1Σg
+, with energy difference of approximately 1.0 eV between the ground state and 
the lowest singlet state (Fig. 3–21). Thus, oxygen in its triplet ground state can efficiently quench 
luminophores in their excited, long-living triplet state by triplet-triplet annihilation (QP
dyn
). Thereby, the 
dye is deactivated from 𝑇1  to the ground state and the excitation energy is absorbed by the oxygen 
molecule. The transferred energy excites the oxygen to the first or second singlet state. Singlet oxygen 
energy then dissipates by either phosphorescence with IR radiation ( 𝜆  > 1240 nm), or ISC with 
subsequent radiationless relaxation, or by energy transfer to molecules. The latter means chemical 
reactions of the highly reactive singlet oxygen with surrounding molecules. This singlet oxygen species 
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is also the reason for phototoxicity in biological systems, when investigating oxygen quenching of a 
fluorescent dye. 
The decrease of fluorescence of a fluorophore due to dynamic quenching can be described by the Stern-
Volmer equation: 
𝐼0
𝐼
=
𝜏0
𝜏
= 1 + 𝐾𝑆𝑉 ∙ [𝑄] = 1 + 𝜅𝑞𝜏𝑞 ∙ [𝑄] (52) 
where 𝐼0  and 𝐼  are the luminescence intensities and 𝜏0  and 𝜏  are the luminescence lifetimes in the 
absence and presence of the quencher, respectively, and [𝑄] is the quencher concentration. 𝐾𝑆𝑉  is the 
Stern-Volmer quenching constant and comprises the bimolecular quenching constant 𝜅𝑞. Equation (52) 
is only valid for a homogeneous distribution of fluorophore molecules in a non-quenching matrix. If 
fluorophores are embedded in more than one matrix, the so-called multi-site model has to be used for 
describing fluorescence quenching: 
𝐼0
𝐼
=
𝜏0
𝜏
= ∑
𝑓𝑖
1 + 𝐾𝑆𝑉
𝑖 ∙ [𝑄]
𝑛
𝑖=1
 (53) 
with 𝑖  being the number of 𝑛  different matrices, 𝑓𝑖  is the fraction of fluorophore molecules in the 
respective matrix, and 𝐾𝑆𝑉
𝑖  is the according quenching constant. 
In the case of oxygen being the quencher, the oxygen concentration [O2] is proportional to the partial 
pressure of oxygen pO2 above the matrix, in which the luminophore is embedded, described by Henry’s 
law. As the volume fraction of oxygen in air is constant (20.95 % (v/v) [324]), the sensor can be used for air 
pressure sensing. Thus, sensor foils containing such oxygen quenchable probes are also referred to as 
pressure-sensitive paints (PSP).[322] 
Temperature Sensitivity of Luminescence 
Luminescence emission is also very sensitive to temperature. In contrast to collision quenching by 
oxygen, temperature does not provide an additional energy dissipation process that reduces the 
quantum yield for phosphorescence emission. The phosphorescence emission rate itself is weakly 
dependent on temperature as well as the triplet quantum yield (Φ𝑇) is almost temperature insensitive, 
as long as  Φ𝑇  ≈ 1. Temperature instead promotes non-radiative relaxation processes of the excited 
triplet state, which is the ISC of  𝑇1 → 𝑆0 (𝑘𝐼𝑆𝐶
𝑇1→𝑆0  = 101 – 109 s−1). The temperature dependence of the ISC 
rate constant 𝑘𝐼𝑆𝐶
𝑇1→𝑆0  is given by the Arrhenius relationship:[325,326] 
𝑘𝐼𝑆𝐶
𝑇1→𝑆0(𝑇) = 𝐴𝐼𝑆𝐶 ⋅ 𝑒𝑥𝑝 (−
𝛥𝐸𝐼𝑆𝐶
𝑅𝑇
) ≅ 𝑘𝐼𝑆𝐶
𝑇1→𝑆0(𝑇0) ⋅ (1 +
𝛥𝐸𝐼𝑆𝐶
𝑅𝑇0
𝛥𝑇
𝑇0
) (54) 
where Δ𝐸𝐼𝑆𝐶  is the activation energy for ISC of 𝑇1 → 𝑆0, 𝑇0 is a reference temperature, and Δ𝑇 = 𝑇 − 𝑇0 
is small relative to 𝑇0.
[322]  
With increasing temperature, the rate constant for ISC 𝑇1 → 𝑆0  is increased. This causes that more 
excited triplet states undergo radiationless de-excitation and the phosphorescence quantum yield is 
decreased. Consequently, a decrease in phosphorescence intensity and lifetime of the triplet state can 
be measured. According to the previously mentioned pressure-sensitive paints (PSPs), a sensor foil with 
embedded temperature sensitive probe is often called temperature-sensitive paint, or short TSP. 
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3.5.2 Fluorescence Lifetime Imaging (FLIM) using Rapid Lifetime 
Determination (RLD) 
There is a variety of possible measurement methods for the two-dimensional luminescence imaging of a 
luminophore in a matrix. Measuring the luminescence intensity is the most direct method. However, 
intensity measurements lead to some drawbacks, since the luminescence intensity is affected by a 
multitude of factors. Constant luminescence intensity requires a uniformly distributed dye within the 
matrix, an even illumination by the light source, a consistent light intensity, and constant geometrical 
parameters in the experimental setup. Moreover, luminescence intensity is strongly influenced by light 
scattering and photo-bleaching effects. With the help of ratiometric imaging methods and lifetime-
based imaging techniques, these drawbacks can be overcome. Fluorescence lifetime imaging (FLIM) can 
be performed either in the frequency domain or in the time domain, whereby data from both methods 
can be transferred to each other by Fourier transformation. Time domain FLIM is the method of choice 
for metal-ligand complexes (MLCs) as oxygen and temperature sensitive dyes, since the MLCs exhibit 
luminescence lifetimes in the microsecond time scale. Using such long-living MLCs as probe has the 
additional advantage that background fluorescence (decay time < 200 ns) can be suppressed by simply 
starting imaging after a delay time of 1 µs.  
 
 
Fig. 3–22 Schematic illustration of fluorescence lifetime imaging with the rapid lifetime 
determination (RLD) principle. The fluorophore is excited by a LED light source, and two time-
gated intensity images (𝐴1 and 𝐴2) are recorded by the triggered CCD camera in the emission 
phase at time points 𝑡1 and 𝑡2, after the LED was switched off. The gate width for images 𝐴1 and 
𝐴2 was set identically, and time point  𝑡1 was set delayed, so that background fluorescence was 
completely decayed for imaging. 
FLIM can be referenced intrinsically by time gated imaging in the decay phase of the MLC luminescence. 
Rapid lifetime determination (RLD) [327] is one time gated method for acquiring self-referenced FLIM 
data. The principle of RLD is schematically shown in Fig. 3–22. The luminescent probe is excited by a 
rectangular light pulse of a light emitting diode (LED). During this excitation phase the luminescence 
increases until equilibrium between absorbed and emitted photons is reached. After turning the 
excitation light source off, background and MLC luminescence emission decay, according to their 
luminescence lifetimes. At defined time points, 𝑡1  and 𝑡2 , after stopping excitation (and after 
background fluorescence has decayed), the shutter of the CCD camera is opened twice for identical time 
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intervals. In this two time gates, A1 and A2, the CCD collects the emitted photons and integrates the 
luminescence intensity for each pixel of the sensor. Thus, by RLD one obtains two intensity pictures, 𝐴1 
and 𝐴2, in the decay phase of the luminescent probe. With the ratio of the two intensity pictures, 𝐴1 𝐴2⁄ , 
one can calculate the decay time 𝜏, according to: 
𝜏 =
𝑡2 − 𝑡1
𝑙𝑛 
𝐴1
𝐴2
 
(55) 
where 𝑡1 and 𝑡2 depict the time points of camera opening in the emission decay phase, and 𝐴1 and 𝐴2 
represent the integrated intensities within the respective time gates. 
It is noted that the absolute values for the decay time, calculated by Eq. (55), are only valid for mono-
exponential decays. Since the exact lifetime values were not of interest, and relative changes in lifetime 
were sufficient for imaging and quantifying the quenching effects by oxygen and temperature.[178,328] As 
the luminescence decay time is independent of the intensity, the intensity image ratio in RLD eliminates 
variations in signal intensity. Hence, non-uniform matrix thickness, fluctuations in the excitation light 
intensity, reflections, background luminescence, or changing geometry between sample and camera 
causes no adverse effects in accuracy. Thus, the RLD method is a robust and powerful tool for FLIM 
applications. However, as RLD is a time-resolved imaging method, the imaging setup requires a camera 
with a fast shutter that is triggered synchronously with the excitation light source. Moreover, better 
signal-to-noise ratios can be achieved with cameras that exhibit a cooled CCD chip. 
3.5.3 Experimental of FLIM-RLD 
TSP and PSP Sensor Preparation 
For temperature imaging, two different TSPs were prepared, containing either the temperature-
sensitive probe Tris(dinaphthoylmethane)-bis(trioctylphosphineoxide)-europium(III) (Eu(dnm)3(topo)2; 
synthesized in our institute, according to Peng’s procedure [329]) or Tris(benzoylacetonato)-mono-
(phenanthroline)-europium(III) (Eu(benzac)3(phen); Sigma-Aldrich; St. Louis, MO, USA). As oxygen-
sensitive dye, the platinum porphyrin complex 5,10,15,20-tetrakis-(2,3,4,5,6-pentafluorophenyl)-
porphyrin-platinum(II) (PtTFPP; obtained from Porphyrine Systems GbR; Appen, Germany) was used. 
The chemical structures of the dyes are shown in Fig. 3–23. 
 
A B C 
 
  
Fig. 3–23 Chemical structures of the temperature-sensitive probes (A) Eu(dnm)3(topo)2 and (B) 
Eu(benzac)3(phen), and of the used oxygen-sensitive probe (C) PtTFPP. 
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TSP Sensor Preparation 
The TSP sensor cocktail was prepared by mixing a polymer solution of 10 % (w/v) poly(vinylidene-
chloride/ acrylonitrile) (80:20) (Polysciences, Inc.; Warrington, PA, USA) in tetrahydrofuran (THF; Sigma-
Aldrich; St. Louis, MO, USA) with 15 % (w/w of polymer) of Eu(dnm)3(topo)2 or Eu(benzac)3(phen). This 
“cocktail” was sprayed from a distance of ∼ 15 cm onto the surface of a cleaned quartz resonator (1ElQ) 
with a paint-spraying gun (Walther PILOT; Wuppertal, Germany). The quartz cleaning procedure is 
explained in subsection Quartz Cleaning (p. 45). The spray pressure was 2.5 bar, and the solvent was 
evaporated over night at room temperature. In this way, a TSP sensor film thickness of ∼ 0.7 – 2.5 µm 
was obtained (determined by QCM measurements). 
PSP Sensor Preparation 
For the PSP sensor film, the oxygen-sensitive probe PtTFPP was embedded in a polystyrene (PS) matrix. 
In the sensor cocktail, the PtTFPP concentration was set to 3 % (w/w of PS), and the PS concentration 
was either 3 % (w/v) or 5 % (w/v) in the solvent, which was either THF or toluene (Merck; Darmstadt, 
Germany). The cocktail was protected from light and stored in a fridge until usage. A PSP sensor film was 
deposited on circular (Ø = 12 mm) microscope cover glasses (VWR; Radnor, PA, USA) by either spray 
coating (cf. subsection TSP Sensor Preparation) or spin coating of the sensor cocktail. For spin coating a 
self-made spin coater composed of a hard disk drive was used (developed by Dr. F. Höhn; Institute of 
Biochemistry, University of Münster, Germany). Before coating, the glass substrates were cleaned by 
rinsing in acetone and isopropyl alcohol, in order to remove organic impurities from the surface. The 
solvents and surface water were subsequently removed by heating the substrates to 120 °C for 30 min. 
In order to guarantee a homogeneous solution of the cocktail for the coating process, the PSP was stirred 
and sonicated for at least 10 min. Spin coating was performed at room temperature and at 
1500 – 4000 rpm. A drop of the cocktail was placed in the center of the rotating substrate and spin coated 
for 1 min. After PSP coating, the substrate was dried at room temperature overnight. For some test 
series, the adhesion promoter “TI Prime” was spin coated prior to the PSP. “TI Prime” spin coating was 
performed at 3000 rpm for 20 s, followed by activation of the adhesion promoter in the oven (130 °C for 
10 min). After this, the substrate was ready for PSP coating as described above.  
Hardware - Experimental Setup  
Camera and Light Source 
Time-resolved luminescence measurements were performed with an “ImageX Time Gated Imaging 
system” (Photonic Research Systems; Newhaven, UK). It consisted of a cooled 12-bit b/w CCD camera, a 
trigger box, and the respective software for defining and controlling imaging parameters, as well as for 
image processing. The camera was combined with a pulsable “405-66-60” 405 nm LED from Roithner 
Lasertechnik (Vienna, Austria). The excitation light was filtered through a “BG12” excitation filter 
(Schott; Mainz, Germany). Emission filters were adapted to the luminescent dye and are mentioned 
below in the TSP- and PSP-specific setup section. The residual instrumentations for temperature 
imaging and oxygen imaging are also described in the respective sections. 
Setup for TSP Imaging 
A schematic drawing of the experimental setup for temperature imaging on quartz disks is shown in 
Fig. 3–24. The imaging instrumentation comprises the 405 nm excitation LED (E) with BG 12 excitation 
filter (F), a cooled CCD camera (G) with a D610/60M band-pass emission filter (H) (Chroma; Rockingham, 
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VT, USA), and a trigger box (A). The latter is connected with a PC and triggers the LED excitation with 
the CCD shutter, based on the settings in the imaging software. 
 
 
Fig. 3–24 Experimental setup for FLIM of a temperature-sensitive probe on an oscillating quartz 
resonator with (A) trigger box, (B) oscilloscope, (C) voltage supply, (D) temperature control, (E) 
LED, (F) BG 12 excitation filter, (G) cooled CCD camera, (H) D610/60M emission filter, and (I) 
calibration chamber with optical window. In the miniaturized QCM chamber the TSP-coated 
quartz disk (N) is sandwiched between two PDMS mats with circular holes (O). A glass slide (J) on 
the top PDMS mat forms a narrow cavity (K) above the quartz. The whole QCM chamber is held 
together by two fixing clamps (P), and the quartz electrodes were electrically addressed via 
conductive silver paint (M) and copper wires (L). 
In order to be able to do temperature imaging and oscillation analysis of the quartz resonator together, 
a custom-made miniaturized QCM chamber was developed, in which the quartz disk was mounted and 
electrically contacted. Moreover, the miniaturized QCM chamber was small enough to be placed in a 
small temperature-controlled calibration chamber (I), which comprised an optical window that was 
transparent for excitation as well as for emission light. Temperature control (D) was necessary for 
calibration of the luminescence lifetime at defined temperature values. For experiments with the 
oscillating quartz, a constant ambient temperature was crucial for accurate FLIM of the TSP, too. The 
temperature of the calibration chamber was controlled by an “E100 + RE104” thermostat (Lauda; Lauda-
Königshofen, Germany). A temperature sensor was additionally introduced inside the calibration 
chamber for temperature control. An exploded view drawing of the miniaturized QCM chamber is shown 
on the right hand side in Fig. 3–24. The QCM chamber consists of two PDMS mats (O), with a circular 
hole in the middle (Ø = 11 mm), where the TSP-coated quartz disk (N) was mounted in between. The 
PDMS mats were prepared with “Sylgard® 182 silicone elastomer kit” (Dow Corning; Midland, MI, USA). 
Above the upper PDMS mat, a thin glass plate (J) was integrated. This was necessary to form a sealed 
measurement chamber (K) on the one hand, and to uniformly distribute the pressure of the fixing clamps 
(P) over the entire quartz on the other hand. By this, a strain-less clamping of the quartz disk for 
unhindered oscillation was assured. Electrical connection of the quartz disk from the edge of the 
chamber was achieved by conductive silver paint paths on the lower PDMS mat (M). Copper wires (L) 
guided this connection to the outside of the calibration chamber, where they were plugged to the 
corresponding electronics (C), which was a “33120A 15 MHz Function/ Arbitrary Waveform Generator” 
(Hewlett-Packard; Palo Alto, CA, USA). With this, the quartz could be forced to oscillation, by applying a 
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sinusoidal AC voltage of defined frequency and amplitude. Additionally, an “oscilloscope HM 1005” 
(HAMEG; Frankfurt/ Main, Germany) was switched in between, via a switchable resistance in series, for 
checking the current flow in the network and thus the resonance frequency of the quartz crystal (B). The 
whole setup was placed in a dark room, as light pollution had to be avoided during the imaging. A picture 
of the TSP imaging setup is shown in SI 6 (p. 264) 
Setup for PSP Imaging 
The PSP imaging setup and the instrumentation needed for the oxygen calibration of the PSP are 
illustrated in Fig. 3–25. It comprises a personal computer with the “Imagex TGi” software for controlling 
the LED excitation light pulse (H) and the shutter of the CCD camera (D) via the trigger box (A). For 
calibration of the PSP film, defined partial pressures of oxygen were streamed over the sensor, controlled 
by a gas mixing device (B). In order to avoid temperature-quenching effects, the sensor was placed in a 
chamber (F) with temperature control (C). The LED excitation light was filtered through a BG12 filter (G), 
and fluorescence emission of the PtTFPP was filtered through a 630/75 band-pass filter (E). The vertical 
arrangement of the imaging components comprised some advantages. Using this arrangement, the 
camera could be brought as close as possible to the sensor surface without steric hindrance of the 
excitation light source, for the purpose of maximizing lateral resolution along the imaged surface. 
Illumination of the sensor from below was achieved by a hole in the temperature block. The close 
proximity of sensor and LED allowed a homogeneous and bright excitation. The imaging setup was 
further refined by mounting the CCD camera on the camera port of an “Axiotech vario” upright 
microscope (Carl Zeiss Microscopy GmbH; Jena, Germany) and using a 5-fold objective from Zeiss (EC 
Epiplan-NEOFLUAR, 5x/ 0.13 HD, working distance = 14.5 mm) for magnification. A picture of the PSP 
imaging setup with microscope is shown in SI 7 (p. 264). By this integration, the time-gated imaging 
setup was combined with the magnification properties of a microscope, resulting in an improved lateral 
resolution of the lifetime images. 
 
 
Fig. 3–25 Experimental setup for FLIM of an oxygen-sensitive probe. (A) Trigger box, (B) gas 
mixing device, (C) temperature control, (D) cooled CCD camera, (E) 630/75 emission filter, (F) 
temperature calibration chamber, (G) BG 12 excitation filter, (H) pulseable 405 nm LED. A small 
petri dish with sealed lid (I) served as measurement chamber for the PSP-coated glass substrate 
(K), immersed in a liquid (L). For calibration of the PSP with defined partial pressures of oxygen, 
the petri dish was equipped with a hose for gas inlet (J), coming from the gas mixing device, and 
with an opposing small hole for gas outlet (M). 
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Calibrations of PSP-coated glass disks were performed in a modified small petri dish (I) (enlarged in 
Fig. 3–25). The lid of the petri dish was sealed, in order to avoid air (oxygen) diffusion into the chamber. 
Two small holes were introduced into the chamber for having a defined gas inlet and outlet (M). The gas 
inlet was equipped with a thin hose (J) that was plugged to the gas mixing device. Thus, defined partial 
pressures of oxygen pO2 could be flowed over the PSP-coated substrate (K), for calibration under liquid 
or air (L). 
Software 
For all imaging measurements the software “ImageX TGi v4.0” was used (Photonic Research Systems; 
Newhaven, UK). It allowed to individually control the exposure time and the time gating settings for up 
to 16 consecutive images of an image series. The time gating settings for the temperature- and oxygen-
sensitive probes are listed in Tab. 3–7.  
The settings were adjusted in a way that gate A1 and gate A2 were measured in consecutive images (cf. 
RLD in Fig. 3–22). Since the software allowed taking automatically 15 images in series, seven pairs of 𝐴1-
𝐴2  images and one blank image, where excitation light was not switched on and thus background 
fluorescence was measured, were taken in one series of images. First, three  𝐴1-𝐴2  pairs were taken 
(images 1 – 6), followed by a blank image (image 7) and again four pairs of  𝐴1  and 𝐴1  images 
(images 8 – 15). The images were processed with a software-integrated maths-script editor for image 
calculations. The software also provided an area-tool with which regions of interest (ROIs) were defined 
in the recorded images and which displayed the integrated intensity value for each ROI. Single images 
were exported as 16-bit TIFF files and further processed with the image editing software ImageJ [330,331] 
(developed by Wayne Rasband at the National Institutes of Health, USA). 
Tab. 3–7 Time gating parameters for FLIM (RLD method) of the temperature sensitive-probes 
Eu(dnm)3(topo)2 and Eu(benzac)3(phen), and the oxygen-sensitive probe PtTFPP. 
 Eu(dnm)3(topo)2 Eu(benzac)3(phen) PtTFPP 
Excitation pulse/ µs 400 400 100 
Delay A1 (𝑡1)/ µs 1 1 1 
Width A1 (Δ𝑡1)/ µs 80 120 40 
Delay A2 (𝑡2) /µs 41 241 21 
Width A2 (Δ𝑡2) /µs 80 120 40 
Exposure time/ ms 1000 – 2100 2100 1500 – 2000 
Exposure frequency/ Hz 1000 1000 5000 
 
Experimental Implementation of T and pO2 Lifetime Imaging 
Temperature Imaging on Oscillating Quartz Resonators 
Prior and after coating of a quartz disk with the TSP, the oscillation properties were determined by 
measuring an impedance spectrum close to the resonance frequency in the standard QCM chamber 
(cf. Fig. 3–13). By this, the oscillation properties of the quartz could be checked, and the resonance 
frequency could be determined. The resonance frequency was needed for exciting the quartz to resonant 
oscillation during temperature imaging experiments. Moreover, it was needed for the determination of 
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the TSP thickness on the quartz, according to the Sauerbrey relationship (Eq. (23)). QCM readings were 
performed, according to the experimental procedure described in subsection 3.3.3 (p. 45 ff.). The TSP-
coated quartz disc was then mounted in the miniaturized QCM chamber for temperature imaging (Fig. 3–
24). The impedance spectrum was recorded again with the impedance analyzer, in order to check the 
contacting and to verify the resonance of the quartz in the custom-made chamber, since the different 
mountings might have an influence on the oscillation. When temperature under liquid loading of the 
quartz resonator was to be investigated, the small cavity between the quartz and the glass slide (Fig. 3–
24 K) was filled with 550 µL PBS buffer. The impedance spectrum of the quartz under liquid loading was 
then recorded, too. Afterwards, the QCM chamber was placed in the calibration chamber and connected 
with the frequency generator, according to Fig. 3–24. For temperature imaging of the oscillating quartz, 
a constant ambient temperature of 20 °C or 37 °C was adjusted in the calibration chamber. The 
equilibration duration was ∼ 20 min for measurements in air (at 20 °C), and >45 min for measurements 
of the resonator in liquid (at 20 °C and at 37 °C). The quartz was forced to oscillation at its resonance 
frequency and at increasing voltage amplitudes in the range of 0.15 – 10 V. The quartz oscillated at least 
for 15 min at the specified voltage before imaging the luminescence lifetime of the TSP on the resonator. 
Additionally to that, the temperature was also imaged at 10 V at an “off resonance” driving frequency, 
which means at a frequency that was shifted by −30 kHz (−100 kHz) from the resonance frequency. The 
applied gate settings for image acquisition are listed in Tab. 3–7. 
For calibration of a TSP, its fluorescence lifetime was imaged for a range of defined temperatures. This 
was 10 – 55 °C for TSP imaging of the quartz oscillation in air (at 20 °C). For TSP imaging of the quartz 
oscillation under liquid loading, the temperatures for calibration were confined to 19.5 – 23.5 °C (for 
imaging at 20 °C) and to 36.5 – 40.5 °C (for imaging at 37 °C). 
Oxygen Imaging beneath Confluent Cell Layers 
After PSP-coating and drying, the cover glasses were fixed at the bottom of a petri dish using silicon glue. 
The substrates were sterilized in an argon plasma for 1 min and the polymer was allowed to swell in 
serum-free medium under sterile conditions in an incubator (37 °C, 5 % CO2) for at least 20 h. Cells were 
seeded in the petri dish (Ø = 9.04 cm2) with the PSP-coated substrate at a seeding density of 
450 000 cells/ cm2. The day after seeding cells, cell coverage of the substrate was microscopically verified 
(Nikon Diaphot Inverted Tissue Culture Microscope; Tokyo, Japan) and documented (Nikon D5000 DSLR 
camera; Tokyo, Japan). For oxygen imaging, cell culture medium was removed, and after washing twice, 
the petri dish was completely filled with 10 mL of PBS++, supplemented with 1 g/ L glucose (PBS++/Glu). 
The petri dish was subsequently sealed with the lid, which possessed a small hole for liquid exchange. 
The sensor chamber with the PSP- and cell-covered substrate was placed in a temperature-controlled 
chamber (37 °C) for FLIM. Injection of a test substance that was tested for its impact on cellular oxygen 
consumption was performed via a syringe with cannula, by replacing 5 mL PBS++/Glu by 5 mL of a pre-
warmed test solution, double-concentrated in PBS++/Glu. The time gate settings for image acquisition 
are listed in Tab. 3–7. Imaging experiments were usually followed by a microscopic inspection of the cell 
state.  
Each PSP sensor was calibrated, in order to correlate the imaged luminescence lifetime information with 
a defined partial pressure of oxygen. For calibration, a gas mixture of defined oxygen content was applied 
to the calibration chamber via a small hose. This was done for the dry sensor by continuously flowing the 
gas through the chamber. In case of sensor calibration in liquid, the gas was either streamed through the 
headspace above the liquid or bubbled through the liquid. In both cases, gas was streamed through the 
chamber until an oxygen equilibration between air and liquid as well as liquid and sensor matrix was 
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achieved. The total pressure of the gas flow was set to 1 bar, and the oxygen partial pressure was adjusted 
to pO2 = 0 – 1000 mbar, whereas the complementary gas was either argon (Ar) or nitrogen (N2). In cases 
of sensor calibration after a cell experiment, the cells were previously removed from the sensor surface 
by rinsing twice with PBS−−, and subsequent EDTA/ trypsinization treatment. 
Data processing 
FLIM of the TSP 
For each imaging time, seven 𝐴1  images and seven 𝐴2  images, as well as one blank image 𝐴𝐵  were 
obtained. Thereby, 𝐴1 (𝐴2) represented the integrated intensity image of gate A1 (A2) in the decay phase 
of the fluorophore (Fig. 3–22), and  𝐴𝐵  is an integrated intensity image without previous excitation 
(background fluorescence). 𝐴1, 𝐴2, and 𝐴𝐵  images of one image series were subsequently processed by 
using the software-integrated maths-script editor for image calculations. Following this procedure, 
images were firstly background corrected by subtracting  𝐴𝐵  from all 14  𝐴1  and  𝐴2  images (SI 8, Maths 
Script #1, p. 265). Using the area-tool in the Imagex TGi measurement software, a region of interest (ROI) 
was defined that was the same for all images of a series. Within the ROI the integrated intensity value 
was extracted for every image. Based on these values, the ratio 𝐴1/𝐴2 was calculated for each of the 
seven consecutively measured pairs of 𝐴1 and 𝐴2. Hence, seven 𝐴1/𝐴2 ratios were obtained, which were 
subsequently averaged. Calibration data points were fitted either linearly (calibrations in liquid) or by an 
exponential fitting function (calibrations in air), dependent on the temperature range. Based on the 
obtained temperature-𝐴1/𝐴2 relationships, the temperature value was calculated for 𝐴1/𝐴2 ratios of an 
imaging experiment. All experiments were repeated at least five times, in order to obtain sufficient high 
confidence levels. 
FLIM of the PSP 
Every single measurement point from FLIM of an oxygen-sensitive probe is calculated from 15 
individually taken lifetime images. Intensity images of gate A1 and gate A2 were photographed 
consecutively three times. Afterwards, a blank image 𝐴𝐵  (FLIM w/o excitation) was taken, followed by 
another four times of FLIM of 𝐴1  and 𝐴2 . The recorded images 𝐴1 , 𝐴2 , and 𝐴𝐵  were subsequently 
processed by using the Imagex TGi software-integrated math script for image calculations (SI 8, Maths 
Script #2). Each image 𝐴1 and 𝐴2 was at first corrected by the blank image 𝐴𝐵, followed by averaging all 
seven corrected images of 𝐴1 and 𝐴2, respectively. The averaging was implemented in the math script 
by firstly multiplying each 𝐴1 (𝐴2) image with 1/7 and by subsequently summing up these seven 𝐴1 (𝐴2) 
images. In the last step the ratio 𝐴1/𝐴2 is calculated with the respective averaged images of 𝐴1 and 𝐴2. 
𝐴1/𝐴2 values obtained from calibration measurements were plotted as a function of oxygen pressure 
and data points were fitted by a suitable mathematical function that describes the relationship best 
(highest coefficient of determination, R2), however does not follow a theoretical model. The obtained 
oxygen-𝐴1/𝐴2 correlation was used for converting 𝐴1/𝐴2 ratios from cell experiments into respective 
oxygen concentrations. 
It is important to note that the obtained oxygen concentrations and molar fractions are related to the 
gas composition in the headspace of the sensor. In order to obtain the actual oxygen concentrations in 
the liquid, Henry’s law has to be applied. However, it has to be adapted due to the deviations from 
standard conditions, regarding temperature (37 °C instead of 20 °C) and electrolyte concentration (PBS++ 
buffer instead of water). 
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3.6 Light Microscopic Techniques 
Different light microscopy techniques were used in this work, comprising stereo microscopy, phase-
contrast microscopy, and the luminescence-based epi-fluorescence microscopy and confocal laser 
scanning microscopy (CLSM). Light microscopy was used for controlling the properties of experimental 
surface structures and for the validation and documentation of cell cultures under test. For instance, the 
degree of cell coverage on cell culture flasks or on sensor substrates was routinely checked. Moreover, 
staining of specific cellular structures combined with luminescence-based microscopy was utilized for 
supporting conclusions from ECIS- and QCM-measurements. An overview on the microscopes used in 
this work and the respective specifications is listed in Tab. 3–8.  
Tab. 3–8 List of light microscopes that were used in this work. 
Microscope Setup Microscopic Method Objectives* 
Nikon Diaphot inverted Phase-Contrast 
Epi-Fluorescence 
Plan 4x/ 0.13, PhL 
Plan 10x/ 0.25, Ph1 
Plan 20x/ 0.40, Ph2 
Nikon Eclipse 90i upright Phase-Contrast 
Epi-Fluorescence 
CLSM 
Plan 10x/ 0.25, Ph1, ∞/-, WD 10.5 
Plan 20x/ 0.40, Ph1, ∞/0.17, WD 1.2 
LU Plan ELWD 50x/ 0.55 B, ∞/0, EPI 
NIR Apo 60x/ 1.0W, DIC N2, ∞/0, WD 2.8 
Nikon SMZ 1500 upright Stereo Plan 1x 
*type and magnification/ NA, immersion, contrast method, lens tube length/cover glass thickness, working distance 
 
The following sections address the basic principles of the light microscopy techniques used here. 
Moreover, staining strategies of specific structural compounds of cells will be presented. The specific 
labeling of cellular structures with luminescent molecules allowed for their analysis by epi-fluorescence 
microscopy as well as by CLSM. 
3.6.1 Phase-Contrast Microscopy 
The principle of making thin, almost transparent, and unstained objects visible by phase-contrast 
microscopy was first described by Zernike, 1934.[332] By nature, the human eye can only distinguish 
between structures that have a different color (variations in wave frequency) or which differ sufficiently 
in light intensity (variations in wave amplitude). However, very thin specimens like cells, of only 1 –  10 µm 
in height, absorb almost no visible light. Such specimens show almost no contrast in bright-, or in dark-
field microscopy. This means that the amplitude of the background light cannot be distinguished from 
the slightly attenuated amplitude of light that has passed through the specimen. The contrast of the 
specimen (𝐶) is defined as the difference of background intensity (𝐼𝐵) and specimen intensity (𝐼𝑆), related 
to the overall background intensity: 
𝐶 =
𝐼𝑆 − 𝐼𝐵
𝐼𝐵
∙ 100 [%] (56) 
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Cells absorb not enough light, to reduce the amplitude of the diffracted light like an amplitude specimen, 
and to be visible without contrast enhancement. However, the speed of light that passes through a cell 
is retarded in comparison to the non-diffracted direct background light. Hence, the diffracted specimen 
light and the direct background light exhibit a phase shift after passing the object, which can be detected 
in the image plane. The phase shift 𝛿  is a function of the wavelength 𝜆  of the incident light, of the 
thickness 𝑡  of the object, and of the refractive index difference between the specimen (𝑛2 ) and the 
surrounding medium (𝑛1). The correlation is given by:  
𝛿 = 2𝜋
∆
𝜆
= 2𝜋
(𝑛2 − 𝑛1) ∙ 𝑡
𝜆
 (57) 
where  𝑛𝑖 ∙ 𝑡  is the optical path length (OPL) in a medium  𝑖, and  ∆ = (𝑛2 − 𝑛1) ∙ 𝑡  is referred to as the 
optical path difference (OPD) between specimen and surrounding medium. The phase shift caused by a 
cell layer immersed in medium can be approximated to 𝜋 2⁄   ( ∆ = 𝜆 4⁄ ; with 𝑡  = 5 µm, 𝑛2  = 1.36, 
𝑛1 = 1.335, and 𝜆 = 500 nm (green light)). 
Zernicke found a way to optically convert the phase shift of the light into an amplitude difference of the 
light in the image plane, resulting in an enhanced contrast of the image. For obtaining phase-contrast 
images two optically conjugated components have to be placed in the light beam of a brightfield 
microscope, a condenser annulus between light source and specimen, and a phase plate in the rear focal 
plane of the objective (Fig. 3–26). The condenser annulus causes a separation of diffracted and 
undeviated light emerging from the specimen in the objective rear focal plane. Thereby, the direct 
(undeviated) light is focused on the ring of the phase plate. By passing this ring, the direct light is both 
reduced in intensity (amplitude) and phase shifted, which is in contrast to the diffracted light that passes 
the phase plate unaltered. The phase of the surrounding light is either advanced (positive/ dark phase-
contrast) or retarded (negative/ bright phase-contrast) by  ∆ = 𝜆 4⁄  , when passing through the phase 
plate ring. When the direct and the diffracted light beam are reunited behind the phase plate, they exhibit 
then a net phase shift of either 180 ° (destructive interference) or zero degrees (constructive interference) 
with each other. Focused in the image plane, the interferences of the reunited light beams generate a 
phase-contrast image of the specimen, which can be observed in the ocular. For instance, a destructive 
interference of diffracted and direct light let the details of the specimen appear dark against the brighter 
background (positive/ dark phase-contrast).[333–335] 
 
 
Fig. 3–26 Schematic illustration of the crucial components in a phase-contrast microscope 
together with the light path necessary to generate a phase-contrast image of a specimen in the 
image plane (modified after [333]). The undeviated light path is shown in yellow and light that is 
deflected when passing through the specimen is illustrated in red. 
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3.6.2 Stereomicroscopy 
Stereomicroscopes aim to generate a three-dimensional view of a given specimen. This makes it superior 
to other microscopic techniques in applications where a 3-D-observation and a view of depth are 
necessary for interpreting structures of a specimen. Moreover, stereomicroscopes have a magnification 
range up to 500x (depending on zoom factor, eyepiece, and objective) in combination with large working 
distances of 2 – 20 cm, which provides a comfortable working room between the specimen and the 
objective. 
When observing a specimen through the eyepieces of a stereomicroscope, two separate light paths from 
the objective to the eyepieces provide the spatial impression and the perception of depth. The two 
pathways collect light from the specimen in slightly different angles (10 – 20 °). Thus, the objective is 
observed through the left and the right eyepiece from slightly different perspectives. Due to the human 
ability of stereoscopic viewing, the brain is able to combine these two marginally different pictures of the 
object under observation to one three-dimensional picture with spatial depth.  
In this work a “SMZ 1500” stereomicroscope (Nikon; Tokyo, Japan) with zoom factor range of 0.75 –
11.25x was used for the survey of structures on sensor surfaces. A total magnification of 112.5x was 
achieved by the 1x objective (Nikon Plan 1x), 10x eyepieces (Nikon C-W 10xB/22), and by using the 
maximum zoom factor of 11.25x. With the microscopes’ specifications, depth of field values/ numerical 
apertures between 26 µm/ 0.131 (zoom factor 11.25x) and 1.345 mm/ 0.023 (zoom factor 0.75x) were 
obtained. The stereomicroscope was equipped with a Nikon Coolpix 990 camera for digital imaging and 
documentation.[336,337] 
3.6.3 Fluorescence Microscopy 
Fluorescence microscopy is routinely used in bio-analytical sciences and has become an indispensable 
technique for studying the structural properties of cells. There are different strategies how fluorescence 
can be utilized for investigations of cells by means of fluorescence microscopy. One approach is based 
on the specific binding of probe molecules towards a target molecule that is located in a particular region 
or structural element of the cell. When labeling such specific binding molecules with a fluorophore a 
fluorescent probe can be directed to the subcellular structure of interest. The localization of the specific 
molecules and, consequently, of the subcellular structures they have bound to can be visualized and 
mapped by exciting the dye and imaging the fluorescence emission by means of fluorescence 
microscopy. This is mainly achieved by using fluorescence-labeled antibodies that specifically bind to the 
corresponding antigens in the cell (immunostaining). Another strategy aims on the in situ generation of 
fluorescent molecules in the cells. For instance, the absorption and emission spectra of a certain class of 
molecules is altered by intercalation in the DNA helix in a way that they show fluorescence emission in 
the visible range. Moreover, fluorophores can be generated within cells by employing enzymes. In an 
enzymatic reaction, a fluorescent dye can be formed from a non-fluorescent precursor molecule as 
substrate. This concept is applied in a variety of assays formats for visualizing enzyme activity in cells, 
which serves as reporter for cell viability. 
The basic concepts of light absorption and fluorescence emission were previously described in section 
3.5.1 (p. 62). Most fluorescence microscopes are used in reflected-light mode, with a collinear optical 
path for illuminating the object and for collecting fluorescence from the specimen. This is schematically 
illustrated for an upright epifluorescence microscope in Fig. 3–27, with excitation and luminescence 
detection of the object from the top side. Fluorescence microscopy requires a separation of excitation 
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and emission light. This is achieved by an arrangement of optical filters, consisting of an excitation filter, 
a dichroitic mirror, and an emission filter (Fig. 3–27). The filter set has to be adapted to the spectral 
properties of the fluorophore that is to be detected. Excitation light from the light source is at first guided 
through an excitation filter. Thus, longer and redundant wavelengths for the excitation are cut off, in 
order to avoid stray light from the light source in the emission range of the dye. The dichroitic mirror 
(DM) is chosen to be reflective for the short-wavelength excitation light but transparent for the long-
wavelength fluorescence emission of the dye. Hence, excitation light is reflected at the DM by 90 ° 
towards the object, whereas the induced fluorescence emission from the specimen straightly passes the 
DM. After passing an additional barrier (emission) filter, the emitted fluorescence is focused in the image 
plane. The 2-D fluorescence pattern can be observed by eyepieces and imaged with a digital camera. 
The fluorescence microscope used in this study, a Nikon Eclipse 90i, was equipped with three different 
filter sets, allowing for excitation of fluorophores in the UV, blue, and green range of the electromagnetic 
spectrum. The respective filter sets and the spectral properties of the excitation filters, the DMs, and the 
emission filters are listed in Tab. 3–9. 
Tab. 3–9 List of filter sets that were used for fluorescence microscopy with collinear optical 
paths of excitation and emission light. With these filter sets fluorophores could be excited in the 
UV, blue, and green spectral range and the respective emission detected in the blue, green, and 
red channel. The channel color indicates the spectral range of the emission filter and denotes the 
color used for pseudo-color presentation of the fluorescence images. 
Filter set Excitation filter/ nm Dichroitic mirror/ nm Barrier filter/ nm Channel color 
Nikon UV-2E/C  (DAPI) 340 – 380 400 435 – 485 blue 
Nikon    B-2E/C  (FITC) 465 – 495 505 515 – 555 green 
Nikon    G-2E/C  (TRITC) * 540/ 25 565 605/ 55 red 
*the used barrier filter deviates from that in the original Nikon G-2E/C filter set, which contains a 620/60 nm bandpass filter. 
 
 
 
Fig. 3–27 Schematic illustration of the excitation and emission beam path through the filters of 
an epifluorescence microscope. The excitation filter cuts off long-wavelength light coming from 
the polychromatic light source (indicated by the blue, yellow, and red arrow). At the dichroitic 
mirror, the excitation light is reflected to the specimen (blue arrow). The induced fluorescence 
emission (green arrow) passes the DM, since it is transparent for long-wavelength light. The 
fluorescence light is finally guided through an emission filter and focused in the image plane. 
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3.6.4 Confocal Laser Scanning Microscopy (CLSM) 
The main characteristic of a confocal laser scanning microscope (CLSM) is the punctual scanning of 
fluorescence excitataion, which is in contrast to the wide-field imaging of fluorescence by an epi-
fluorescence microscope. With CLSM, fluorescence is recorded from a defined and narrow focal plane, 
while stray light and background fluorescence from the out-of-focus plane is suppressed by pinhole 
apertures in the light path. Hence, CLSM images exhibit a better resolution compared to fluorescence 
images obtained by wide-field fluorescence microscopy. Collecting the fluorescence from defined optical 
planes in CLSM also allows for recording the fluorescence in optical sections, so-called z-stacks, from 
different focal planes of the specimen under investigation. After recording, the optical sections can be 
re-assembled to a three-dimensional fluorescence image of the object on the computer. However, CLSM 
images cannot be instantaneously observed in the eyepieces like in wide-field fluorescence microscopy. 
The fluorescence image in CLSM is acquired by scanning point by point and line by line the specimen with 
the laser beam and collecting the fluorescence photons by a photomultiplier tube (PMT). This one-
dimensional fluorescence information is then assembled into a two-dimensional fluorescence image 
with the CLSM software on the computer. 
The components and the optical path in a basic confocal laser scanning microscope are schematically 
illustrated in Fig. 3–28. The discrimination of fluorescence light in the focal plane from fluorescence 
emission out-of-focus is achieved by two (confocal) pinhole apertures, being arranged in front of the laser 
light source and in front of the PMT. Emission light from the in-focus plane can pass the pinhole. Thus, it 
can be detected by the PMT. Fluorescence light coming from the out-of-focus plane is not focused on 
the pinhole by the optics in the microscope. Hence, the out-of-focus photons do not pass the pinhole 
aperture to be detected by the PMT and, consequently, do not contribute to the final fluorescence image. 
Thus, background fluorescence is almost completely separated, resulting in high-resolution images of 
fluorescently labeled structures of the cell. 
 
 
Fig. 3–28 Schematic drawing of the components, and the light path in a basic confocal laser 
scanning microscope (CLSM). Core components are the laser light source and the photomultiplier 
tube (PMT) detector in combination with two pinhole apertures. This allows for separating in-
focus and out-of-focus fluorescence emission from the specimen at the PMT. 
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By increasing the pinhole diameter, the thickness of the focal plane from which fluorescence light is 
collected is increased. This causes an increase in the PMT current, higher fluorescence intensity, and 
consequently a better signal-to-noise ratio. However, an increasing pinhole diameter is accompanied by 
a loss in resolution and an increase in the depth of field.[338–340] The confocal microscope (Nikon Eclipse 
90i) was equipped with three different lasers, which allowed for excitation of fluorophores in the UV 
(405 nm), blue (488 nm), and green (543 nm) range of the electromagnetic spectrum. Fluorescence 
emission was discriminated by emission filters for blue (450/35), green (515/30), and red light (650 LP). 
3.6.5 Cytochemical Fluorescence Staining 
In order to investigate cell layers by fluorescence microscopy, cellular structures of interest had to be 
stained. Tab. 3–10 provides an overview on the cellular components, which were stained in this work, 
together with the probes used for staining and their spectral properties. The specified channel color in 
Tab. 3–10 indicates the spectral range in which the emission filter is transparent for light. In laser scanning 
microscopy fluorescence light is recorded by photon counting and the emission filter in the optical path 
solely provides spectral discrimination. Hence, the obtained fluorescence images are in fact greyscale 
images without wavelength (color) information. To cope with the wavelength of the collected photons, 
and for a better visualization, the grayscale images were pseudo-colorized on the computer with the 
respective channel color. In the following subsections, the experimental cytochemical staining protocols 
will be explained. 
Tab. 3–10 Overview on cell structures and probes used for staining. For each dye the 
wavelengths of the absorption (Abs) and the emission (Em) maximum is listed. The channel color 
indicates the spectral range of the emission and denotes the colorization of greyscale images for 
pseudo-color presentation. 
Stained Cell Structure Probe(s) Abs/ nm Em/ nm Channel color 
Nuclei/ DNA DAPI 360 460 blue 
Cytoplasm (Live) Calcein AM 494 517 green 
Nuclei/ DNA (Dead) Ethidium Homodimer-1 528 617 red 
Actin Filaments Alexa Fluor® 488 phalloidin 495 518 green 
 TRITC phalloidin 544 572 red 
Tight Junctions (ZO-1) ZO-1 mouse monoclonal antibody  
+ Alexa Fluor® 546 rabbit anti-mouse IgG (H+L) 
556 573 red 
 
Nucleus Staining (DAPI) 
The nuclei of cells were visualized by the DNA-binding dye 4’,6-diamidin-2-phenylindol (DAPI). The 
fluorescence emission intensity of DAPI is drastically increased (∼ 20-fold) by its binding to AT clusters 
in the minor groove of a double-stranded DNA. DAPI can be excited by a mercury lamp or an UV laser, 
since it shows a broad absorption spectrum between 320 – 380 nm, with an absorption maximum at 
360 nm.[341,342] Fluorescence occurs in the visible blue range with an emission maximum at λEm = 460 nm. 
A DAPI stock solution (Sigma-Aldrich; St. Louis, MO, USA) of 100 ng/ mL was prepared in deionized 
water for nuclei staining of adherently grown NRK or MDCK-II cells. The cells were fixed and 
permeabilized prior to staining, since DAPI exhibits only low membrane permeability. Fixation was 
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performed at room temperature (RT) by incubating the cells for 10 min with 4 % (w/v) paraformaldehyde 
(PFA) in PBS++, followed by twofold washing with PBS++. Cells were subsequently permeabilized by 
incubation with 0.2 % (v/v) Triton-X-100 in PBS++ for 10 min at RT. After two washing steps with PBS++, 
the cellular dsDNA was stained by incubating the cells with a 1:10 dilution (in PBS++) of the DAPI stock 
solution (10 ng/ mL) for 2 min at RT. Unbound DAPI was removed by washing the cells three times with 
PBS++. DAPI was used as blue-emitting counterstain in combination with a green or/and a red emitting 
staining of other cellular structures. 
Actin Cytoskeleton Staining (phalloidin) 
Phalloidin is a toxin from the poisonous “death cap” mushroom (Amanita phalloides). It is known to bind 
specifically to filamentous actin (f-actin), whereas it exhibits a much lower binding affinity to monomeric 
actin. The phallotoxin stabilizes f-actin and inhibits the dynamic polymerization and depolymerization 
processes of actin filaments in the cells. This specific binding property of phalloidin is utilized for cellular 
imaging applications. For this, a fluorescent dye is covalently bound to phalloidin molecules. The actin 
cytoskeleton in the cells then can be visualized and imaged by exciting the phalloidin-linked dye and 
recording its emission with a fluorescence microscope.[343,344] Two differently labeled phalloidins were 
used for f-actin staining in cells. “Alexa Fluor® 488 phalloidin” (Life Technologies; Carlsbad, CA, USA) 
served as green-emitting phalloidin derivative (λExc = 495 nm/ λEm = 518 nm), whereas TRITC-phalloidin 
(Sigma-Aldrich; St. Louis, MO, USA) was applied as red-emitting f-actin marker (λExc = 544 nm/ 
λEm = 572 nm). 
Tab. 3–11 Protocol to stain for f-actin (TRITC-phalloidin) and DNA/ nuclei (DAPI). 
 Step Rerun Volume Solution Duration Temp. 
1 Washing 2x 500 µL PBS++   
2 Fixation  500 µL PFA, 4 % (w/v) in PBS++ 10 min RT 
3 Washing 2x 500 µL PBS++   
4 Permeabilization  500 µL Triton-X-100, 0.2 % (v/v) in PBS++ 10 min RT 
5 Washing 2x 500 µL PBS++   
6 Transfer of cover glasses (12-well-plate  Parafilm) 
7 Actin staining  200 µL TRITC-phalloidin, 3 µg/ mL in PBS++  45 min RT 
8 Washing 4x 200 µL PBS++   
9 Nuclei staining  200 µL DAPI, 1:10 in PBS++ 2 min RT 
10 Washing 3x 200 µL PBS++   
11 Transfer of cover glasses (Parafilm  petri dish (Ø = 9.04 cm2)) 
12 Immersion  > 2 mL PBS++   
13 Storage    1 – 2 weeks 6 °C 
 
Actin cytoskeleton labeling of either NRK or MDCK-II cells with TRITC-phalloidin was performed 
according to the staining protocol in Tab. 3–11. Cells were grown on small disc-shaped cover glasses in 
the wells of a 12-well tissue culture plate to investigate the stimulus of interest. Prior to staining, the 
stimulated cells were fixed and permeabilized, according to steps 1 – 5 in Tab. 3–11. For staining the cells, 
the cover glasses at first were placed on a parafilm in a petri dish. Thereby, the hydrophobicity of the 
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parafilm surface allowed to place small drops of staining solution on the cover glasses without spreading. 
Hence, volumes of the staining solutions could be minimized to 200 µL. Actin staining was performed by 
incubating the cells on each cover glass with 3 µg/ mL of TRITC-phalloidin (in PBS++) for 45 min at ambient 
temperature. Unbound phalloidin was removed by washing the cell layer four times with PBS++ buffer. 
The protocol includes a blue-emitting counterstaining of the nuclei by DAPI, subsequent to the f-actin 
staining step. This was performed by incubating the cells with 200 µL of a 1:10 dilution (in PBS++) of the 
DAPI stock solution (c0 = 10 ng/ mL). After f-actin and nuclei staining, the cover glasses were placed in 
small petri dishes, and immersed with buffer. Microscopic (Nikon Eclipse 90i) observation was performed 
by means of a 60x water-immersion objective. If protected from light and immersed under liquid, the 
stained samples could be stored in the fridge for 1 – 2 weeks prior to the examination by microscopy. 
F-actin staining of cells with the green-fluoresecent “Alexa Fluor® 488 phalloidin” was applied in a three-
color staining together with DAPI (blue channel) and an orange-emitting (red channel) anti-ZO-1 staining 
(see Tight Junction Staining below and Tab. 3–12). 
Tight Junction Staining (ZO-1 Immunostaining) 
ZO-1 is a peripheral membrane protein that is, besides ZO-2, occluding, and the members of the claudin 
family, a major component of tight junctions (zonula occludens) in endothelia and epithelia of 
vertebrates. Tight junctions (TJ) seal the space between neighboring cells and serve as diffusion barrier 
along the paracellular pathways. Moreover, TJ are also responsible for the maintenance of epithelial cell 
polarity, since they prevent the lateral diffusion of membrane components between the apical and basal 
site of the cells.[345,346] They are accessible to fluorescence microscopic examinations by a two-step 
immunostaining of the ZO-1 protein. Firstly, a “ZO-1 mouse monoclonal antibody” (Life Technologies; 
Carlsbad, CA, USA) was added to the cells. It is known to specifically bind to the ZO-1 protein in TJ. In a 
second incubation step, the fluorescence-labeled, secondary antibody “Alexa Fluor® 546 rabbit anti-
mouse IgG (H+L)” (Life Technologies; Carlsbad, CA, USA) was bound to the monoclonal anti-ZO-1 
antibody. Thus, ZO-1 can be visualized by the fluorescence of the “Alexa Fluor® 546” dye (λExc = 556 nm/ 
λEm = 573 nm), which is detectable in the orange wavelength range.  
The protocol for ZO-1 immunostaining is shown in Tab. 3–12. Staining for ZO-1 was applied in a triple 
staining together with staining for f-actin, via “Alexa Fluor® 488 phalloidin” (λExc = 495 nm/ λEm = 518 nm), 
and staining for DNA with DAPI (λExc = 360 nm/ λEm = 460 nm). The fluorescence emissions of all three 
dyes was separated by the three optical filter sets (cf. Tab. 3–9), and the stained cellular structures were 
individually examined in the blue (DNA/ nuclei), green (f-actin), and red channel (ZO-1/ TJ). Cells were 
seeded in self-made cell culture wells for staining. These culture vessels were prepared by gluing the 
8-well chamber of ECIS® arrays on the bottom of a tissue culture petri dish with silicone grease. By this, 
volumes for cell culture and the staining procedures could be minimized. After washing and fixing, the 
cells could be store for a few days under buffer in the fridge until resuming the staining protocol (steps 
1 – 3 in Tab. 3–12). After the steps of permeabilization and blocking (steps 4 – 6 in Tab. 3–12), the TJ of 
the cells were stained at first. The primary ZO-1 mouse monoclonal antibody was diluted 1:50 in PBS++ 
and was supplemented with 0.5 % (w/v) bovine serum albumin (BSA) before usage. The secondary, dye-
labeled antibody was diluted 1:500 in PBS++ (w/ 0.5 % (w/v) BSA) for incubation. It is noted that steps 
6 – 11 in the staining protocol (Tab. 3–12) were carried out at 37 °C. After TJ immunostaining, the actin 
cytoskeleton was stained (steps 11 – 14), followed by nuclei staining (steps 15, 16). After the final washing 
step of the staining procedure, the wells were filled with 200 µL PBS++ buffer and the 8-well chamber top 
was carefully removed from the bottom of the petri dish. Finally, the petri dish was filled with ∼ 20 mL 
PBS++ buffer and the triple staining was examined using the 60x water-immersion objective of the CLSM. 
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Tab. 3–12 Protocol to triple stain for tight junctions (ZO-1 mouse monoclonal antibody + Alexa 
Fluor® 546 rabbit anti-mouse IgG (H+L)), Actin filaments (Alexa Fluor® 488 phalloidin), and nuclei 
(DAPI).  
 Step Rerun Volume Solution Duration Temp. 
1 Washing 2x 200 µL PBS++   
2 Fixation  200 µL PFA, 4 % (w/v) in PBS++ 10 min RT 
3 Washing 2x 200 µL PBS++   
 (Storage  400 µL PBS++ 2 weeks 6 °C) 
4 Permeabilization  200 µL Triton-X-100, 0.5 % (v/v) in PBS++ 10 min RT 
5 Washing 2x 200 µL PBS++   
6 Blocking  200 µL BSA, 3 % (w/v) in PBS++ 20 min 37 °C 
7 ZO-1 staining (1)  200 µL ZO-1 mouse monoclonal antibody,  
1:50 in PBS++ w/ 0.5 % (w/v) BSA 
1 h 37 °C 
8 Washing 3x 200 µL PBS++   
9 ZO-1 staining (2)  200 µL Alexa Fluor® 546 rabbit anti-mouse IgG (H+L), 
1:500 in PBS++ w/ 0.5 % (w/v) BSA 
40 min 37 °C 
10 Washing 3x 200 µL PBS++   
11 Actin staining  200 µL Alexa Fluor® 488 phalloidin, 1:40 in PBS++ 45 min 37 °C 
12 Washing 3x 200 µL PBS++   
13 Post-Fixation  200 µL PFA, 4 % (w/v) in PBS++ 10 min RT 
14 Washing 3x 200 µL PBS++   
15 Nuclei staining  200 µL DAPI, 1:10 in PBS++ 2 min RT 
16 Washing 3x 200 µL PBS++   
17 Immersion  ∼ 20 mL PBS++   
 
Cell Viability Staining (LIVE/DEAD®) 
The “LIVE/DEAD® viability/ cytotoxicity kit” for mammalian cells (Molecular Probes, Life Technologies; 
Carlsbad, CA, USA) was used for testing the viability of cells after an experimental stimulation. The 
live/dead assay is based on the complementary staining of live and dead cells with two fluorescent dyes 
of different color.[347,348] Thereby, cells which are alive are visualized via their esterase activity. The 
enzyme converts the non-fluorescent and membrane-permeable calcein AM into the green-fluorescent 
calcein (λExc = 494 nm/ λEm = 517 nm), which retains inside living cells. The second dye, ethidium 
homodimer-1 (Ethd-1), is not membrane-permeable due to its multiple positive charges. However, it can 
enter dead or dying cells with a destroyed and leaky plasma membrane. Ethd-1 binds to the DNA, 
supposed by an intercalation process, by which the fluorescence of the molecule undergoes a > 30-fold 
enhancement (λExc = 528 nm/ λEm = 617 nm). Thus, living and dead cells can be distinguished and 
examined by fluorescence microscopy in the green and the red emission channel, respectively. 
Live/dead staining of cells was performed by carefully washing the respective cells with pre-warmed 
PBS++ and subsequently adding the staining solution, containing 2 µM calcein AM and 4 µM Ethd-1 in 
PBS++. The cells were incubated for at least 30 min in the dark at 37 °C. After the staining process, the 
cells were washed once with pre-warmed PBS++ and were then ready for fluorescence microscopic 
examination and documentation. 
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84 MQCM: Multiple Cytomechanic Sensing 
Quartz resonators have become a promising tool in bioanalytical sensing during the past decades. They 
allow for detecting oscillation changes (motional impedance and resonance frequency) arising from 
changes of the mechanical properties at the sensor interface, or more precisely within the decay length 
of the acoustic wave (∼ 250 nm in water).[349] Such micromechanical changes are used to detect binding 
and detaching events of biomolecules to and from functionalized quartz substrates. The QCM was 
successfully applied in a multitude of biomolecular recognition and molecular interaction studies, like 
DNA/ RNA hybridization and immunosensing.[350] Moreover, the QCM has become a versatile tool in 
cellular bioanalytics. Here, it is used as a label-free, substrate-integrated whole-cell biosensor to detect 
and monitor changes in the micromechanical properties of living, adherent cells.[22,206,209,215,219,231] 
In order to make the QCM a more advanced sensing technology, sensor platforms with multiple QCM 
readout spots on a single quartz crystal surface have been designed. These QCM sensor arrays are also 
referred to as monolithic multichannel quartz crystal microbalances (MQCMs) and aim for multi-
selectivity (by different selective receptors/ ligands immobilized), multi-sensitivity, and multi-dynamic 
range mechanosensing (by sensor spots with different resonance frequencies) in a single measurement 
setup. The main field of MQCMs is their use as a piezoelectric nose (gas sensor) or tongue (chemical 
sensor) [351–355] or as biosensor array [356–359]. Different recognition molecules, receptors and coatings on 
the different sensor spots of a MQCM allow for a label-free and time-resolved multi-component 
detection and analysis of a sample. Moreover, one sensor spot on a MQCM array can be applied as a 
sensor-integrated reference channel for compensation of environmental influences.[360] Besides different 
coatings for multi-component detection, a multiplication of sensor spots also increases the number of 
separate and independent readouts and provides information from different regions of an observed 
system. Hence, the number of measured parameters is multiplied, which results in a better statistical 
validation of the respective quantities.  
In this study, a MQCM sensor with a double-electrode layout on a 5 MHz AT-cut quartz crystal was 
developed, which is referred to as 2-Electrode Quartz (2ElQ) in the following. With this layout, the 
micromechanical interactions of adherent cells with the substrate surface were measured at two 
individual sensor spots. Moreover, the two neighboring, coplanar gold film electrodes on the top side of 
the quartz were used for the integration of ECIS-like measurements on the QCM substrate, without the 
need for an additional dipping electrode introduced from the top (Fig. 3–13, p. 48). This dual whole-cell 
biosensor allowed for multi-parametric, substrate-integrated, label-free, non-invasive, and real-time 
monitoring of adherent cells, thus providing mechanical (viscoelastic) and electrical information 
(electrode coverage, barrier resistance) from the same cell layer at the same time. 
4.1 Layout and Oscillation Properties 
4.1.1 2-Electrode QCM Layout 
As basis for the 2-ElQ sensor layout, a blank, AT-cut 5 MHz quartz crystal disk with a diameter of 14 mm 
was used. A thin film of chromium served as adhesion promoter for the deposition of gold structures onto 
the quartz surface. Two circular gold film electrodes were deposited on both sides, forming two 
resonator spots with congruent pairs of electrodes. The technical drawing for the electrode layout is 
shown in Fig. 4–1 A for the top side, and in Fig. 4–1 B for the bottom side of the quartz disk. Fig. 4–1 C 
illustrates a side view of the final 2ElQ resonator. A diameter of 3.5 mm was chosen for each electrode, 
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the distance between the coplanar electrodes was set to 2 mm, and the minimal distance between the 
electrodes and the quartz edge was set to 3.5 mm (Fig. 4–1 A, B).  
The size of the electrodes and their arrangement on the quartz disk were determined considering four 
main boundary conditions in order to achieve unperturbed oscillation properties of the two QCM spots. 
At first, a maximal electrode size has been selected, since the resonating area is inversely proportional to 
the quartz resistance 𝑅𝑞  (cf. Eq. (30)), which determines the intrinsic damping (mechanical loss) of the 
oscillator. According to the BVD equivalent circuit, a reduction of the resonator’s area is reflected in 
higher |𝑍|𝑚𝑖𝑛  and lower |𝑍|𝑚𝑎𝑥  values (cf. Eqs. (44) and (45)), which means an increased dissipation 
factor and a lowered resonator sensitivity. Moreover, the bigger the electrode area the higher is its area-
to-circumference ratio. This minimizes the contribution of perturbing electrode edge effects to the total 
oscillation properties of the resonator. Third, perturbing influences of the disk edge should be avoided 
by a maximal distance between electrodes and edge. Finally, the inter-electrode distance on the quartz 
faces should be maximal in order to keep the interference of the neighboring sensor spots minimal.  
Additional supply lines served for a contacting of the electrodes at the edge of the disk. The supply lines 
of upper and lower electrode were directed to opposite sides in order to avoid undefined and disturbing 
oscillation of the quartz material in between (Fig. 4–1). The two top side supply lines were conductively 
connected to contact pads on the bottom side via thin gold films on the periphery of the disk (red arrows 
in Fig. 4–1 B, C). Thus, all four electrodes could be individually contacted from the bottom side of the disk 
(arrows in Fig. 4–1 C). For recording the oscillation properties of the two sensor spots on 2ElQs, the self-
made measurement chamber for 1ElQs was applied for quartz mounting, by upgrading it to four spring 
contacts (cf. Fig. 3–18, p. 57). The contact pads were broadened (2 mm in width) in comparison to the 
supply lines (1 mm in width) for the purpose of more tolerance in the arrangement of spring contacts and 
quartz disk. 
 
A: top view B: bottom view C: side view 
  
 
Fig. 4–1 Technical drawing of the 2ElQ electrode layout on a 5 MHz quartz crystal, in (A) top 
view and (B) bottom view. Dark grey areas indicate the electrode and supply line regions on the 
backside. Red arrows indicate the bridged contacting of the top side electrodes to the contact 
pads on the bottom side. Black arrows indicate the contact pads of the bottom side electrodes, 
which have no bridging contact to the top side. (C) All four electrodes could be contacted from the 
bottom side at the edges of the disk by electrical supply lines and contact pads. 
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4.1.2 Oscillation in Air 
The 2ElQ was tested for the oscillation properties of the two individual sensor spots, QCM1 and QCM2 
(Fig. 4–2 A). The quartz disk was mounted in the measurement chamber and the motional impedances 
of resonator one (𝑍QCM1) and resonator two (𝑍QCM2) in air were consecutively recorded. Impedance spectra 
were recorded around resonance at 150 equidistant frequencies, in a frequency window from 4.97 MHz 
to 5.04 MHz, which results in a frequency resolution of 470 Hz between two measurement points. While 
one resonator was excited to oscillation with a potential of 150 mV for frequency scans the electrodes of 
the neighboring inactive resonator were on floating potential.  
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Fig. 4–2 Impedance data of 5 MHz AT-cut quartz disks with 2ElQ and 1ElQ layout performing 
shear oscillation in air (A). Oscillation properties are shown for both sequentially measured 
resonator spots of a 2ElQ, QCM1 ( ) and QCM2 ( ), as well for a 1ElQ resonator ( ). (B) 
Impedance magnitudes |𝑍| and (C) phase shifts 𝜑 are shown as a function of AC frequency. Data 
points were reduced for sake of clarity. Corresponding (D) 3-D Bode plots (|𝑍| vs. 𝜑 vs. 𝑓) and (E) 
3-D Nyquist plots (Re(𝑍) vs. Im(𝑍) vs. 𝑓 ) are shown for the 2ElQ (QCM2) and 1ElQ. The 3-D 
spectra of the 2ElQ (QCM2) are in addition shown in separate diagrams for a more detailed view. 
4.1 Layout and Oscillation Properties 87 
The obtained complex impedances of both resonators are shown in Fig. 4–2 (QCM1: , QCM2: ), split 
into impedance magnitude (B) and phase shift (C). Plots also comprise characteristic spectra of a classical 
1ElQ resonator oscillating in air ( ) for comparison. Fig. 4–2 D, E show alternative ways of spectra 
presentation by means of a three-dimensional Bode plot (|𝑍| vs. 𝜑 vs. 𝑓) as well as a three-dimensional 
Nyquist plot (Re(𝑍) vs. Im(𝑍) vs. 𝑓). For sake of clarity, and since both resonators of the 2ElQ exhibit 
similar spectra, only the oscillation of QCM2 of the 2ElQ is illustrated together with the 1ElQ spectra in 
the respective 3-D plots. The 3-D spectra of the 2ElQ (QCM2) are in addition shown in separate diagrams 
below for a more detailed view. 
At parallel resonance frequencies ( 𝑓|𝑍|𝑚𝑎𝑥 ), the two resonators exhibit impedance values of 
|𝑍|𝑚𝑎𝑥  ≈ 7 ·10
4 Ohm, which is roughly ten times less in comparison to classical 1ElQs. The maximal phase 
shift reaches values of  𝜑𝑚𝑎𝑥  ≈ 45 °, which is a distinct reduction in comparison to 1ElQs 
(𝜑𝑚𝑎𝑥  ≈ 85 – 90 °). From impedance magnitude and phase spectra, as well as from the 3-D Bode and 3-D 
Nyquist plot, it is obvious that the oscillation properties of both resonators are disturbed at frequencies 
near serial resonance. The impedance magnitude does not exhibit a distinct minimum with expected 
values in the order of |𝑍|𝑚𝑖𝑛  ≈ 10
3 Ohm. Instead, the curves possess a second, narrow maximum with 
|𝑍| ≈ 104 Ohm. The serial resonance of each resonator is interfered by the presence of the not-energized 
second pair of electrodes, which are 2 mm apart. The interference results in |𝑍| values, which are close 
to off-resonance values, where the parallel capacitance of the quartz dominates the signal. In the phase 
spectra, interferences from the passive resonator are reflected in a second, narrow phase peak to 𝜑 ≈ 0 ° 
at frequencies below the series resonance (zero-phase crossing) of the active resonator. In both 3-D plots, 
the lateral oscillation coupling with the adjacent resonator spot appears as an additional small loop in 
front of the resonance loop of the active oscillator. In Fig. 4–2 D, the projections of the curve to the xy-
plane (bottom layer) and to the xz plane (right back plane) represent the 2-D Bode plots of impedance 
magnitude and phase shift, respectively, as illustrated in Fig. 4–2 A, B. The third projection to the yz-
plane (left back plane) illustrates the impedance magnitude as a function of phase shift. This is a rather 
non-common impedance representation but it nicely shows the deviation from an unperturbed 
oscillation due to oscillation coupling by an additional distinct loop in the curve profile. This as well 
applies for the 3-D Nyquist illustration of impedance (Fig. 4–2 E), where a second loop in the curve of the 
perturbed 2ElQ oscillation can be observed (see magnified 2ElQ spectrum) and which is not present in 
the curve shape of the 1ElQ spectrum. 
4.1.3 Oscillation under Liquid Loading 
Since the |𝑍|𝑚𝑖𝑛 value should serve as an indicator for the viscoelastic properties of cells on the 2ElQ, the 
mutual interference in the resonance region of the two resonators had to be eliminated. At first, the 
quartz was loaded with water to mimic the initial loading condition for cell experiments and to 
investigate whether the damping by the liquid (viscosity-density product; cf. Eqs. (24) and (25)) is already 
sufficient to decouple the resonators. The 2ElQ was loaded with 1.5 mL deionized water and the motional 
impedance was recorded sequentially for each sensor spot. In Fig. 4–3, the obtained (B) impedance 
magnitude and (C) phase shift are shown as a function of frequency. Fig. 4–3 D, E illustrate the QCM2 
oscillation impedance as 3-D Bode and 3-D Nyquist plots (note: for comparison purposes the scales of 
axes in Fig. 4–3 D, E are chosen equal as in the respective diagrams in Fig. 4–2 D, E).  
Impedance and phase spectra are similar for both resonator spots, QCM1 ( ) and QCM2 ( ). The 
whole impedance spectra are damped in water with respect to oscillation in air (cf. Fig. 4–2). This is 
reflected in lower values of |𝑍|𝑚𝑎𝑥  (≈ 3 ·10
4 Ohm) and 𝜑𝑚𝑎𝑥  (≈ 15 °), and broader peaks of the resonance 
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curves. In 3-D spectra (Fig. 4–3 D, E), damping due to loading the 2ElQ with water is reflected in a 
decrease in the diameter of the resonance loop. Moreover, the whole spectra are slightly shifted to lower 
frequencies compared to the unperturbed quartz oscillation in air. Damping and frequency shift was due 
to the viscosity and density of water. In the BVD circuit, quartz loading with a Newtonian liquid causes 
an additional motional impedance ( 𝑍𝑚
1 ) in series to the motional branch impedance ( 𝑍𝑚
0 ) of an 
unperturbed resonator (cf. Eq. (48) and Tab. 3–6, p. 44), and contains dissipative (real part) as well as non-
dissipative (imaginary part) contributions. The damping of the oscillation also goes along with a damping 
of the interference peak in the serial resonance region of the 2-D Bode plots and with a reduction of the 
“coupling loop” in the respective 3-D plots.  
Nevertheless, the mutual interference between neighboring sensor spots was not eliminated by simply 
loading the quartz with a Newtonian liquid like water or cell culture medium. The remaining, significant 
perturbation still precludes the extraction of |𝑍|𝑚𝑖𝑛  values from the spectra, which are required as 
indicator for time dependent alterations of the oscillation damping. In order to allow for this, the 
oscillations had to be uncoupled.  
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Fig. 4–3 Impedance data of a 5 MHz AT-cut quartz disk with 2ElQ layout that performs shear 
oscillation with one face immersed in water (A). Spectra are shown for the successively measured 
sensor spots, QCM1 ( ) and QCM2 ( ). (B) Impedance magnitudes |𝑍| and (C) phase shifts 𝜑 
are shown as a function of AC frequency. Data points were reduced for sake of clarity. A respective 
(D) 3-D Bode plot and (E) 3-D Nyquist plot are exemplarily shown for QCM2. 
4.1.4 Resonator Synchronization 
Based on the results presented in chapters 4.1.2 and 4.1.3 it is uncertain whether the disturbance near 
the serial resonance frequency of each sensor spot arises from the presence of the adjacent electrode or 
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not. In order to exclude further parasitics, not the individual but the oscillation impedance (𝑍QCM1+2) of the 
combined two resonators on a 2ElQ were investigated. Therefore, the two electrodes on the top side as 
well as the two electrodes on the bottom side of the 2ElQ were short-circuited (Fig. 4–4 A). By applying 
an AC voltage, the two resonators oscillated simultaneously, resulting in an averaged resonance curve of 
the two separately oscillating sides. Impedance spectra near resonance were recorded for the oscillation 
in air, under liquid loading, and after attachment and spreading of adherent cells. The respective 2-D 
Bode plots are illustrated in Fig. 4–4 for impedance magnitude (B) and phase shift (C), as well as the 3-D 
Bode (D) and the 3-D Nyquist plots (E). 1.5 mL of cell culture medium were added to the measurement 
chamber for the measurement under liquid loading. The impedance spectrum for the resonator covered 
with a confluent layer of adherently grown MDCK-II cells (w/ cells) was recorded 24 h after seeding 
450 000 cells/ cm2 on the sensor surface.  
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Fig. 4–4 The electrodes on both faces of a 2ElQ disk were short-circuited (A). Impedance 
magnitude (B) and phase shift (C) are shown for the oscillation under different loading conditions. 
Oscillations were recorded in air ( ), under loading with medium ( ), and with a confluent cell 
layer on the surface ( ). Data points were reduced for sake of clarity. (D) 3-D Bode plots and (E) 
3-D Nyquist plots for the respective oscillations. 
Interference or disturbing effects near the minimal impedance are detectable neither in the impedance 
magnitude nor in the phase spectra of short-circuited 2ElQ resonators, independent of the loading 
condition. The short-circuited spots exhibit a resonance curve similar to that of classical 1ElQ 
measurements. In air ( ), the double-resonator possesses characteristic impedance values of 
|𝑍|𝑚𝑎𝑥  ≈ 4 ·10
4 Ohm and |𝑍|𝑚𝑖𝑛 ≈ 6 ·10
2 Ohm. The phase maximum 𝜑𝑚𝑎𝑥  ≈ 65 ° is reduced by ∼ 25 ° with 
respect to the classical 1ElQ layout (cf. exemplary 1ElQ spectra in Fig. 4–2 B, C). This shift indicates an 
increase in energy dissipation caused by the new electrode layout. By loading the sensor surface with 
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medium ( ), the oscillation is further damped, resulting in values of |𝑍|𝑚𝑎𝑥  ≈ 1.5 ·10
4 Ohm, 
|𝑍|𝑚𝑖𝑛 ≈ 9 ·10
2 Ohm, and 𝜑𝑚𝑎𝑥  ≈ 35 °. After these measurements under liquid loading, the medium was 
exchanged by a suspension of MDCK-II cells. One day after seeding (450 000 cells/ cm2), after cells have 
formed a confluent monolayer on the surface, the QCM impedance was recorded again ( ). The 
resulting spectra were further damped compared to measurements under liquid loading and in air. The 
maximal impedance and phase were reduced to |𝑍|𝑚𝑎𝑥  ≈ 0.75 ·10
4 Ohm and 𝜑𝑚𝑎𝑥  ≈ 6 °, respectively, 
whereas the minimal impedance value increased to |𝑍|𝑚𝑖𝑛  ≈ 12 ·10
2 Ohm upon loading the short-
circuited 2ElQ resonators with a layer of viscoelastic cell bodies. In the 3-D spectra, Bode (Fig. 4–4 D) as 
well as Nyquist (Fig. 4–4 E) presentation, the gradual increase of damping from the initial oscillation in 
air to medium-loading and finally cell-loading is reflected in a decreased radius of the resonance loops. 
These representations further confirm unperturbed oscillations, due to the absence of “disturbing loops” 
in the curves. 
Thus, the mutual interference of the resonators can be eliminated by simply short-circuiting them. 
However, this resembles the electrical situation for a classical 1ElQ, but with the drawbacks of a smaller 
resonating area and the loss of two separate, individual measurement regions/ spots. 
4.1.5 Resonance Decoupling via Selective Rigid Coating 
The experiments shown above together with additional preliminary experiments, where the sensor spots 
were selectively damped with a highly viscous loading (data not shown), provided evidence that the 
perturbation in impedance signals on a 2ElQ is due to the neighboring electrodes and that this coupling 
was reduced by loading one resonator with a damping material. According to the Sauerbrey equation 
(Eq. (23)), deposition of a rigid mass on the resonator surface is directly proportional to a decrease in 
resonance frequency. Subsequent experiments aimed to systematically coat one resonator on the 2ElQ 
with a thin layer of a rigid mass, while leaving the second resonator uncoated. Thereby, the resonance 
frequencies should be uncoupled to an extent that was sufficiently high for suppressing resonance 
interference between QCM1 and QCM2. As rigid material a photopolymer (PhoP) was used, which could 
be spin coated on the quartz disks and subsequently structured by photolithography. According to the 
spin coating protocol (cf. 3.3.3, p. 46), a film of PhoP was deposited onto the top surface of a 2ElQ disk at 
3500 rpm. By means of photolithography, half of the PhoP was subsequently removed, resulting in a 
resonator with rigid loading on one half (QCM1) and an unloaded resonator (QCM2) on the other half of 
a 2ElQ top surface (Fig. 4–5 A).  
After PhoP drying, the motional impedances of the structured 2ElQ were recorded. Fig. 4–5 shows the 
spectra of (B) impedance magnitude and (C) phase shift, for QCM1 and QCM2 measured successively 
( , ) and for synchronized sensor spots ( ). Fig. 4–5 D – G illustrate the oscillation impedances in 
3-D-Bode (D, F) and 3-D-Nyquist diagrams (E, G). Resulting characteristic impedance parameters (𝑓|𝑍|𝑚𝑖𝑛, 
|𝑍|𝑚𝑖𝑛 , 𝑓𝑠 , 𝑓𝑝 , 𝑓|𝑍|𝑚𝑎𝑥 , |𝑍|𝑚𝑎𝑥 , 𝜑𝑚𝑎𝑥 ) of the separately measured resonator units are summarized in 
Tab. 4–1. It is noticeable that the resonance of the coated QCM1 is shifted to lower frequencies by about 
22.5 kHz with respect to the resonance of the uncoated QCM2. However, QCM1 and QCM2 show similar 
profiles in the spectra of impedance magnitude and phase shift. This is reflected quantitatively in similar 
values of |𝑍|𝑚𝑎𝑥, |𝑍|𝑚𝑖𝑛, and 𝜑𝑚𝑎𝑥  for both resonators (Tab. 4–1). The similarities of QCM1 and QCM2 
in oscillation parameters can be nicely seen in the 3-D impedance illustrations. The yz-projections of the 
3-D Bode plot (Fig. 4–5 D; |𝑍|-𝜑𝑚𝑎𝑥  plane) and the 3-D Nyquist plot (Fig. 4–5 E; Re(𝑍)-Im(𝑍) plane) both 
visualize the similar resonance properties of QCM1 and QCM2, by almost perfectly congruent curves. 
The only difference of their resonance charcteristics is the mentioned offset along the frequency axis, as 
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noticeable in the 3-D graphs and xz- and xy-projections. No damping in the vibration of QCM1, due to 
the polymer film, can be observed. Hence, vibrational energy is stored and not dissipated by the PhoP 
coating, confirming the rigidity of the film. Moreover, QCM1 and QCM2 exhibit distinct impedance 
minima without any detectable perturbations. This is also reflected in the absence of any "coupling-
loops" in the 3-D impedance presentations of the two sensor units (Fig. 4–5 D, E) in contrast to the 
spectra of a not decoupled 2ElQ (SI 9, p. 265). Hence, near fundamental resonance, neither of the two 
sensor spots interfers with the other one anymore. With this approach, the two sensor spots were 
mechanically decoupled, while the vibrational energy and, thus, the impedance sensitivity of each sensor 
spot was preserved.  
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Fig. 4–5 Impedance data of QCM1 and QCM2 on a 2ElQ in air, when one electrode on the top 
side was loaded with a rigid film of photopolymer (A). Spectra of impedance magnitude (B) and 
phase shift (C) were recorded for QCM1 ( ) and QCM2 ( ) in series, and for short-circuited 
QCM1+2 in parallel ( ). Data points were reduced for sake of clarity. (D), (F) 3-D Bode plots and 
(E), (G) 3-D Nyquist plots of QCM1 (black), QCM2 (blue), and QCM1+2 (green). 
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By short circuiting the decoupled QCM1 and QCM2 on a 2ElQ (Fig. 4–5 A), the combined oscillation 
impedances of both resonators, 𝑍QCM1+2, were recorded in parallel with a single frequency scan (  in 
Fig. 4–5). The impedance spectra exhibit two consecutive resonances, which can be assigned to the 
QCM2 resonator in the higher frequency region and to QCM1 in the lower frequency region, since the 
resonance of the latter is shifted to lower values by the rigid loading. Significant differences can be 
identified between the impedance profiles of short-circuited resonators and impedance profiles of 
separately measured QCM1 and QCM2. The impedance parameters near parallel resonance as well as far 
from resonance were strongly affected by the synchronization of the two top electrodes and the two 
bottom electrodes on a 2ElQ. In the 3-D plots this is reflected by a compression of the loops of both 
sensor units along the impedance magnitude axis (Fig. 4–5 F vs. Fig. 4–5 D) and along the imaginary and 
real part axis (Fig. 4–5 G vs. Fig. 4–5 E). In the latter cases the resonance loops thereby are similarly 
reduced along both axis. Consequently, the circles in the Gaussian plane (Re(𝑍)-Im(𝑍)) are reduced in 
diameter. In this context, it is striking that resistive and reactive contributions are minimized to an equal 
extent, resulting in a perfect circle in the complex plane.  
Tab. 4–1 Typical oscillation properties of the two resonators, QCM1 and QCM2, on a 2ElQ in 
air and 24 h after liquid loading with medium (N = 1). QCM1 was coated with a film of 
photopolymer (PhoP). Values were estimated by spline-interpolation of data points in the 
corresponding frequency regions. 
Resonator Load 𝑓|𝑍|𝑚𝑖𝑛/  
MHz 
|𝑍|𝑚𝑖𝑛/  
kOhm 
𝑓𝑠/  
MHz 
𝑓𝑝/  
MHz 
𝑓|𝑍|𝑚𝑎𝑥/  
MHz 
|𝑍|𝑚𝑎𝑥/  
kOhm 
𝜑𝑚𝑎𝑥/ ° 
QCM1 + PhoP air 4.9825 1.2 4.9826 4.9870 4.9873 66.7 60 
 medium 4.9800 2.0 4.9810 4.9849 4.9859 23.9 26 
QCM2 air 5.0051 1.5 5.0054 5.0094 5.0098 55.9 52 
 medium 5.0026 2.1 5.0039 5.0066 5.0080 17.0 16 
 
In subsequent experiments, the oscillation performance of the 2ElQ resonators with partial PhoP coating 
were tested under liquid loading. 1.5 mL of cell culture medium were added to the quartz and the 
motional impedances of QCM1 and QCM2 were measured after 24 h. This incubation period was required 
in order to enable equilibration in liquid (cf. Fig. 5–12 A, p. 130). Fig. 4–6 shows typical impedance spectra 
of PhoP coated QCM1 ( ) and uncoated QCM2 ( ) under liquid loading. The oscillation profiles of the 
two resonators are damped to a similar degree upon liquid loading of the quartz, due to the viscosity of 
the medium. Moreover, the spectra of the two resonators are equally shifted by ∼ 2.5 kHz to lower 
frequencies. Similar responses of QCM1 and QCM2 towards loading with medium were observed by 
similar changes of the characteristic impedance parameters (𝑓|𝑍|𝑚𝑖𝑛 , |𝑍|𝑚𝑖𝑛 , 𝑓𝑠 , 𝑓𝑝 , 𝑓|𝑍|𝑚𝑎𝑥 , |𝑍|𝑚𝑎𝑥 , 
𝜑𝑚𝑎𝑥) of both resonators (Tab. 4–1). Hence, the PhoP coating on QCM1 does not influence the sensor 
response upon exposing the resonator surface to liquid. 
These results prove that the polymer-modified 2ElQ can be used as a MQCM in air as well as under cell 
culture conditions (= liquid loading). Seeding cells on the 2ElQ surface should allow for sensing the 
cytomechanical properties at two separate and individual sensor spots. The twofold cytomechanic 
sensing is shown for a multitude of different assays in chapter 5.2 (p. 129 ff.), where the additional 
integration of ECIS-like measurements on the 2ElQ substrates is demonstrated. 
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Fig. 4–6 Impedance data of QCM1 and QCM2 on a 2ElQ under liquid loading, when one 
electrode on the top side was coated with a rigid film of PhoP (A). Spectra of (B) impedance 
magnitude and (C) phase shift were successively recorded for QCM1 ( ) and QCM2 ( ). Data 
points were reduced for sake of clarity. (D), (E) Corresponding 3-D Bode and 3-D Nyquist plots.  
4.2 Decoupled 2ElQs: Impact of Film Thickness 
It has been shown that the coupling between the two resonators, QCM1 and QCM2, on 2ElQs is avoided 
by loading one resonator with a thin layer of rigid photopolymer (PhoP; cf. Fig. 4–2 vs. Fig. 4–5). Due to 
the additional rigid mass on one resonator, the effective thickness of the (loss-less) oscillating material 
was increased. This increase resulted in a shift of the resonance frequency to lower values. The following 
section focusses on the correlation of the film thickness with the change of resonance parameters and 
the degree of decoupling. The height of deposited PhoP layer thereby was triggered via the spin coating 
velocity. These investigations also enabled to derive an empirical formula for the estimation of film 
thicknesses from the difference of resonance frequencies of both resonators on the 2ElQ. 
4.2.1 Degree of Decoupling as a Function of Film Thickness 
According to the spin coating and photolithography protocol (Fig. 3–11, p. 46), one electrode on 2ElQ 
resonators was selectively coated with a thin layer of photoresist. In order to obtain different heights of 
the polymer film, coating was performed at different rotational velocities (between 2000 and 4000 rpm). 
Quartz discs were spin coated at the various velocities in two separate test series. The photopolymer 
used in both was the same, however the different batches had an age-related different flow viscosity 
(viscosity “old” > “new”). After spin coating, photolithography and drying of the 2ElQs, the resonators 
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were mounted in QCM chambers and impedance spectra of the polymer-coated resonator (QCM1) and 
the uncoated resonator (QCM2) were recorded in air. Fig. 4–7 A shows typical impedance spectra of discs 
coated with “old” photopolymer. The frequencies of all spectra were normalized with respect to the 
resonance frequency of the corresponding uncoated resonator QCM2. Thus, the plot illustrates the 
resonance shift of the coated sensor spots relative to the uncoated ones. The reference spectrum of a 
QCM2 oscillation is shown as well ( ). The same applies for the impedance representation of quartz 
discs coated with “new” photopolymer in Fig. 4–7 C. The results from both test series clearly show the 
spectral shift of the oscillation to lower frequencies with a decrease in the spin coating velocity, indicating 
an increase in the layer thickness. This shift is quantified by the frequency change of the minimal 
impedance ∆𝑓|𝑍|𝑚𝑖𝑛. By the applied different velocities and polymer viscosities, spectral shifts in the order 
of ∆𝑓|𝑍|𝑚𝑖𝑛  ≈ −(15 – 30) ·10
3 Hz are obtained.  
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Fig. 4–7 (A), (C) Impedance spectra of QCM1 resonators on a 2ElQ, loaded with (A) “old” and 
(C) “new” photoresist at different spin coating velocities. Spectra were normalized with respect to 
the resonance frequency at |𝑍|𝑚𝑖𝑛 of the corresponding uncoated resonator, QCM2 ( ). Data 
points were reduced for sake of clarity. Diagrams (B), (D) next to the spectra show the averaged 
spectral shifts of impedance minima, ∆𝑓|𝑍|𝑚𝑖𝑛, due to polymer coating as a function of spin coating 
speed 𝑣 (mean ± SEM, N ≥ 2). Individual values and errors refer to Tab. 4–2 The dashed line ( ) 
in each plot represents the outcome of a linear regression analysis of data points. 
The deposited polymer layers in both test series prove to be sufficiently thick to decouple QCM1 and 
QCM2 resonances. This is evident in the impedance spectra by the disappeared interference near the 
fundamental resonances, which are observed for non-decoupled resonators (cf. Fig. 4–2). This even 
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applies for the highest spin coating speed (4000 rpm) of the “new” photopolymer, which resulted in the 
smallest ∆𝑓|𝑍|𝑚𝑖𝑛  value (− 15.4 (± 0.2) kHz (mean ± SEM; N = 5)) and the thinnest deposited film of both 
test series (  in Fig. 4–7 C). However, one can recognize slight disturbances off resonance in the QCM1 
impedance spectra, in the region of QCM2 resonance. These look like a side resonance due to 
interference with QCM2, which becomes apparent by a zoom-in to this region (inset graph in Fig. 4–7 A, 
C). It is also obvious, that this disturbance at ∆𝑓|𝑍|𝑚𝑖𝑛  = 0 is significantly more pronounced with increased 
spin coating velocities, i.e. at decreased layer thicknesses and smaller shifts of the (main) resonance. 
What else can be stated is that, except for the frequency shift and the mentioned slight disturbances in 
the spectra, there is no significant difference in the overall shape of the impedance spectra between the 
QCM1 resonators with different polymer thicknesses, just as less as between the coated QCM1 and the 
uncoated QCM2 resonators. Hence, the dissipative oscillation properties of the 2ElQ resonators are 
independent of the thickness of rigid loading within the investigated scope.  
From normalized impedance spectra as shown in Fig. 4–7 A and C, the values of the shift of the resonance 
frequency relative to the uncoated resonator ∆𝑓|𝑍|𝑚𝑖𝑛  were extracted and averaged for each spin velocity 
of each test series (individual mean values and errors refer to Tab. 4–2). Diagrams Fig. 4–7 B, D 
illustrstrate these ∆𝑓|𝑍|𝑚𝑖𝑛  values as a function of spin coating velocity 𝑣 (  ). Corresponding results of a 
linear regression analysis are shown as well, by a dashed line ( ). According to the linear relation in 
Fig. 4–7 B, a reduction of the shift by ∼ 6 kHz per 1000 rpm speed increase could be approximated for the 
“old” photoresist and conditions studied here. The linear regression was calculated considering standard 
errors of mean values by instrumental weighting. The big error bar at 2000 rpm (Fig. 4–7 B) arises from 
only double determination of ∆𝑓|𝑍|𝑚𝑖𝑛  values at this spin velocity. In the case of the “new” photoresist, a 
reduction of the frequency shift by ∼ 4.7 kHz per 1000 rpm speed increase was obtained, based on the 
slope of the linear regression. This reduction rate is significantly lower in comparison to the first test 
series with the “old” photoresist, which reflects the lower flow viscosity. 
4.2.2 Film Thickness Determination 
Additionally to the QCM impedance investigations of spin coated quartz disks, profilometry 
measurements were performed of similarly coated glass substrates in order to get information about the 
film thickness of the polymer coating. The height differences between the polymer film and the uncoated 
substrate were determined by means of white light vertical scanning interferometry by nanoAnalytics 
company (Münster, Germany), using a “NT3300 optical profiler” (Veeco Instruments Inc.; NY, USA). 
Three substrates were coated with “old” photoresist at different spin coating velocities (2000, 2500, 
3000, and 3500 rpm). By subsequent photolithography, half of the polymer was removed (Fig. 3–11, 
p. 46) and height profiles were determined at two different polymer edges for each substrate. Data from 
a typical optical profile measurement are illustrated in Fig. 4–8 A, obtained from a substrate that has 
been coated with photoresist at 3000 rpm. The image shows the field of view (∼ 1 x 1 mm) at the edge 
between substrate and polymer. In this particular measurement, a height difference of ℎ = 3.477 µm was 
determined between the planes of polymer and glass substrate. Fig. 4–8 B summarizes the profilometry 
measurements of all spin coated substrates. The thickness values were averaged for substrates with the 
same coating speed (values refer to Tab. 4–2) and plotted as a function of the rotational speed used for 
spin coating. Film thicknesses varied in the range of 1 µm, i.e. between ∼ 4.2 µm for a velocity of 
2000 rpm and ∼ 3.2 µm for 3500 rpm. In accordance to the data provided by the photoresist 
manufacturer [361], an exponential correlation between layer thickness and coating speed can be 
assumed. This is represented by a dashed line in Fig. 4–8 B.  
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Fig. 4–8 (A) Result of white light vertical scanning interferometry of a glass substrate that was 
partially covered with PhoP (spin coating at 3000 rpm and subsequent photolithography). (B) 
Representation of the measured height of PhoP as a function of spin coating velocity 
(mean ± SEM, N = 6). An exponential correlation between data points can be assumed ( ). (C) 
For each coating speed, the polymer layer thickness ℎ and the resonance frequency shift ∆𝑓|𝑍|𝑚𝑖𝑛  
(cf. Fig. 4–7 B) were plotted against each other. Asssuming a linear relationship ( ), the 
corresponding equation is given by:  ℎ = 1.4 (± 0.4) µm ‐ 8 (± 2) ∙10‐5 µm Hz⁄ ∙ ∆𝑓|𝑍|𝑚𝑖𝑛. 
Tab. 4–2 Resonance frequency shift ∆𝑓|𝑍|𝑚𝑖𝑛  of 2ElQ resonators with one half of the sensor 
surface coated with PhoP layers of different thicknesses, via various spin coating velocities 𝑣 and 
subsequent photolithography (mean ± SEM, N = 2 – 7). Height values ℎ of layers with “old” PhoP 
were obtained from white light interferometry measurements (cf. Fig. 4–8 A). Applying the 
empiric calibration in Eq. (58) to the ∆𝑓|𝑍|𝑚𝑖𝑛  values of resonators coated with “new” PhoP 
provides calculated values of the deposited polymer height, ℎ𝑐𝑎𝑙𝑐. 
𝑣/ rpm 
 “old” PhoP  “new” PhoP 
 ∆𝑓|𝑍|𝑚𝑖𝑛/ kHz ℎ/ µm
  ∆𝑓|𝑍|𝑚𝑖𝑛/ kHz ℎ𝑐𝑎𝑙𝑐/ µm 
2000  −29.2 (± 1.7) 4.17 (± 0.04)  −24.6 (± 1.0) 3.5 (± 0.5) 
2500  −26.9 (± 0.1) 3.67 (± 0.04)  −22.7 (± 0.6) 3.3 (± 0.5) 
3000  −23.7 (± 0.3) 3.50 (± 0.06)  −20.1 (± 0.4) 3.1 (± 0.5) 
3500  −21.6 (± 0.7) 3.18 (± 0.03)  −17.7 (± 0.9) 2.9 (± 0.5) 
4000  - -  −15.4 (± 0.2) 2.7 (± 0.5) 
 
h 
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With the information about PhoP height and the corresponding resonance shift for different spin coating 
velocities, the first two parameters could be related to each other. In Fig. 4–8 C the measured PhoP 
height ℎ is represented as a function of the corresponding resonance frequency shift ∆𝑓|𝑍|𝑚𝑖𝑛. Assuming 
a linear relationship between the data points, in consideration of standard errors (direct weighting) of ℎ 
(yEr) and ∆𝑓|𝑍|𝑚𝑖𝑛  (xEr), ℎ is expressed as a function of ∆𝑓|𝑍|𝑚𝑖𝑛: 
ℎ = 1.4 (± 0.4) µm ‐ 8 (± 2) ∙10‐5 µm Hz⁄ ∙ ∆𝑓|𝑍|𝑚𝑖𝑛  (58) 
Hence, one could approximate for this type of photoresist that an increase of the layer thickness by 
∼ 80 nm is correlated with a resonance frequency shift of −1 kHz of the coated with respect to the 
uncoated resonator. 
Eq. (58) was applied to estimate the film thickness of spin coated “new” photoresist on 2ElQs by the 
determined values of ∆𝑓|𝑍|𝑚𝑖𝑛  (cf. Fig. 4–7 D and Tab. 4–2). This provides calculated heights ℎ𝑐𝑎𝑙𝑐  of the 
deposited PhoP layers in the range of ∼ 3.5 µm for 2000 rpm and ∼ 2.7 µm for 4000 rpm (values listed in 
Tab. 4–2). Standard errors of mean values were calculated according to the Gaussian error propagation. 
It is noted that these are mainly determined by the parameter uncertainties in Eq. (58) and less by the 
accuracy of ∆𝑓|𝑍|𝑚𝑖𝑛  determinations. In comparison to the data of the “old” photoresist (cf. Fig. 4–8 B and 
Tab. 4–2), the deposited films with the new batch of photoresist were thinner at specific spin velocities.  
4.3 Discussion 
4.3.1 2ElQ Sensor Layout and Oscillation Properties 
In this project, a new MQCM sensor was established that allowed for measuring mechanical changes at 
the quartz interface at two separate sensor spots. A novel electrode layout providing two electrodes on 
both faces of a 5 MHz AT-cut quartz plate (Fig. 4–1) was designed. This novel dual QCM sensor is further 
referred to as 2-Electrode Quartz (2ElQ). 
Interference of 2ElQ Resonators 
The two resonators on a 2ElQ, QCM1 and QCM2, exhibited mutual disturbances in their oscillation 
characteristics in air (Fig. 4–2) as well as when one face of the disk was immersed in water (Fig. 4–3). Such 
lateral coupling effects between adjacent oscillation units of a MQCM sensor were already considered 
experimentally [353,355,360,362] as well as in theoretical approaches [363,364] in literature. Frequency 
interferences occur when two resonators are brought too close to each other, so that the decay lengths 
of their shear displacements overlap. This happens predominantly when the distance between 
resonators with similar electrode diameter and similar resonance frequencies is rather small.[363] The 
litertaure studies, however, consider only the simultaneous oscillation of two adjacent resonators, which 
exhibit a parallel and an anti-parallel oscillation mode in cases of coupling. For a 5 MHz AT-cut quartz 
with two detuned resonators (100 nm difference in electrode thickness) it was shown by simulation that 
an electrode distance of 1 mm (ratio distance-to-quartz thickness 𝑑/𝑑𝑞  = 2.96) causes a cross-mass-
sensitivity of ∼ 9 % for the thinner resonator. This means that in cases of a homogeneous mass 
deposition on the quartz plate almost 10 % of the detected frequency shift on the (thinner) resonator is 
due to mass deposition on the second resonator. This coupling factor was reduced to negligible values of 
∼ 1 % by increasing the electrode separation distance to 3 mm (𝑑/𝑑𝑞  = 8.88).
[364] Mechanical inter-
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ferences between oscillating units imply that their shear displacements overlap. This means that the 
characteristic decay lengths of the oscillation amplitudes (of two simultaneously resonating units) have 
to cover at least half the distance between the electrodes. For a 5 MHz AT-cut quartz crystals with similar 
double-electrode design, the oscillation region, i.e. the decay length of vibration beyond the electrode 
edges, was reported to be in the range of ∼ 1 mm.[362] The 2ElQs used in the presented studies were 
designed with an electrode spacing of 2 mm (cf. Fig. 4–1) and the quartz oscillations of the two adjacent 
resonators were measured successively, so that a crosstalk between the oscillating unit and the inactive, 
not energized unit was not expected to occur. Nevertheless, interferences in oscillation were observed 
so that mechanical coupling obviously occurred across the inter-electrode, blank quartz material.  
Calculation of Shear Amplitudes of 2ElQ Resonators 
According to a theoretical model by Martin et al. [365], the shear amplitude of an AT-cut quartz resonator 
at a distance 𝑟  from the center 𝑟0  of the quartz disk can be calculated. It is based on a Gaussian 
distribution of the shear amplitude of an oscillating quartz material sandwiched between two electrodes. 
The maximal amplitude is located in the center and decays radially to the edges of the electrode. 
However, motion at the edges of the electrode is not zero, since the oscillation amplitude decays across 
the electrode edges and beyond. The shear amplitude 𝑥𝑟  at a certain distance 𝑟 from the center of the 
electrode can be described according to the Gaussian function: 
𝑥𝑟 = 𝑥0 ∙ 𝑒
(−𝑤𝑟2 𝑟𝑒𝑙
2⁄ ) (59) 
where 𝑥0 is the maximal shear amplitude in the center 𝑟0 of the electrode (𝑟 = 0), 𝑤 is the width of the 
Gaussian function, and 𝑟𝑒𝑙  is the radius of the electrode. For shear amplitudes of the quartz oscillation in 
air and in water, Gaussian distribution coefficients of  𝑤𝑎𝑖𝑟  = 2.84 and  𝑤𝑤𝑎𝑡𝑒𝑟  = 2.03 were found.[365] 
Integration of Eq. (59) over the entire electrode surface provides the average shear amplitude 𝑥𝑎𝑣: 
𝑥𝑎𝑣 = ∫ 𝑥0 ∙ 𝑒
(−𝑤𝑟2 𝑟𝑒𝑙
2⁄ )
𝑟𝑒𝑙
𝑟0
2𝜋𝑟 𝑑𝑟  𝜋𝑟𝑒𝑙
2⁄   
=
𝑥0
𝑤
(1 − 𝑒−𝑤) (60) 
According to [365], 𝑥𝑎𝑣  is also accessible from the electromechanical properties of the quartz plate and the 
applied amplitude of driving voltage 𝑈0 by: 
𝑥𝑎𝑣 =
𝑈0𝑑𝑞
𝑅𝑡𝑜𝑡𝑒26𝐴𝜔0
 (61) 
In Eq. (61) 𝑑𝑞  is the quartz thickness, 𝑅𝑡𝑜𝑡  is the total motional resistance (𝑅𝑡𝑜𝑡 = 𝑅𝑞 + 𝑅𝐿, where 𝑅𝑞  and 
𝑅𝐿  are the motional resistances of the quartz itself and of the loading, respectively), 𝑒26  is the 
piezoelectric stress constant, 𝐴 is the electrode area, and 𝜔0is the angular resonance frequency of the 
quartz (𝜔0 = 2𝜋 𝑓0). Thus, 𝑥𝑎𝑣  values dependent on specific resonator properties are obtained, which, 
inserted in Eq. (60), provide the maximal shear amplitude 𝑥0 in the center of the electrode. Borovsky et 
al. used scanning tunneling microscopy to measure the lateral amplitude of vibration of an AT-cut quartz 
resonator [366], revealing a relationship between 𝑥0 , the driving voltage 𝑈0 , and the quality factor 𝑄 
(= 𝑋𝑡𝑜𝑡/𝑅𝑡𝑜𝑡) of the resonator, according to: 
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𝑥0 = 1.4 (± 0.1) ∙10
‐12 [m V⁄ ] ∙ 𝑄 ∙ 𝑈0 (62) 
Johannsmann and Heim [367] have proven this equation for the amplitude of motion with a calculation 
based on a transmission line model. Using either the theoretically (Eqs. (60), (61)) or experimentally 
(Eq. (62)) obtained values of 𝑥0, the shear amplitude 𝑥𝑟  at any distance 𝑟 from the electrode center can 
be calculated by applying Eq. (59). Based on this, Heitmann and Wegener [226] calculated the lateral 
amplitude distribution of a classical 5 MHz AT-cut quartz resonator, sandwiched between two circular 
gold-film electrodes of 6 mm diameter (1ElQ), under liquid loading and for various driving voltages. For 
a driving voltage of 0.15 V (which has been usually used in the QCM studies presented in this work), the 
calculations yield shear amplitudes of 𝑥0
𝑡ℎ𝑒𝑜𝑟𝑦
 = 2.3 nm and 𝑥0
𝑒𝑥𝑝
 = 0.5 nm in the center of the electrode. 
These calculations were now made for the 2ElQ resonators, too, for oscillation in air and under liquid 
(water) loading. For the sake of completeness and in order to have a 1ElQ analogue for comparison with 
the calculated 2ElQ values, calculations for 1ElQ oscillations in air were additionally performed. The 
corresponding profiles of the shear amplitude 𝑥𝑟  as a function of distance 𝑟 from the electrode center are 
shown in Fig. 4–9 for 1ElQ (A) and 2ElQ (B) oscillations in air and when one quartz face is loaded with 
water. The parameter values that were used for the calculations (𝑅, 𝐴, 𝑅𝑡𝑜𝑡 , 𝑋𝑡𝑜𝑡) and the calculated 
values of 𝑄 , 𝑥𝑎𝑣 , 𝑥0
𝑡ℎ𝑒𝑜𝑟𝑦
, and 𝑥0
𝑒𝑥𝑝
 for 1ElQ and 2ElQ oscillations in both air and water are listed in 
Tab. 4–3.  
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Fig. 4–9 Calculated shear amplitudes 𝑥𝑟  as a function of distance 𝑟  to the center of the 
electrode for a 1ElQ resonator (A) and one oscillating unit on a 2ElQ (B) with 𝑈0 = 150 mV. Values 
were estimated with theoretically (theory) [365] and experimentally (exp) [366] based equations for 
oscillation at resonance in air and in water. 𝑟𝑒𝑙  indicates the radius of the electrode and 𝑑 stands 
for the inter-electrode distance of a 2ElQ. 
The graphs in Fig. 4–9 show maximal oscillation amplitudes at the electrode center (𝑟 = 0 mm) and non-
zero shear amplitudes at the electrode edges (𝑟 = 𝑟𝑒𝑙) for both types of resonators (1ElQ with 𝑟𝑒𝑙  = 3 mm 
and 2ElQ with 𝑟𝑒𝑙  = 1.75 mm), in air as well as under liquid loading. The discrepancy between theoretically 
and experimentally obtained values of more than a factor of four has been described before [226,366]. This 
observation applies to the 2ElQ values, too. Compared to the 1ElQ oscillation, the amplitudes of 2ElQ 
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resonators are significantly smaller, which is seen best for the maximal shear amplitude at 𝑟 = 0 mm in 
Fig. 4–9. For 2ElQs, maximal amplitudes of 𝑥0
𝑒𝑥𝑝
 = 0.7 nm (in air) and 𝑥0
𝑒𝑥𝑝
 = 0.3 nm (with one quartz face 
immersed in water) are estimated. At the electrode edges (𝑟 = 𝑟𝑒𝑙), the shear oscillation has decayed to 
5.8 % (air) and 13.1 % (water) of the maximal value, respectively. At the distance 𝑟 = 𝑟𝑒𝑙  + 𝑑 (= 3.75 mm), 
i.e. at the electrode edge of the second, non-oscillating unit, the shear amplitude of the active resonator 
has decayed to 0.0002 % (in air) and to 0.009 % (in water) of the maximal amplitude. According to these 
calculations, motion of the quartz material due to an adjacent active resonator is negligible at a distance 
of 2 mm, where the electrode edge of the inactive resonator is located. 
The results from shear amplitude calculations cannot readily explain the observed coupling of the 
adjacent sensor spots. Hence, either the experimentally based equation underestimates the motion 
profile of the oscillating quartz material, or other not yet considered effects play a crucial role in the 
electromechanical coupling and interference of the resonators. 
In the course of the calculations above, inconsistencies were observed in the trends of 𝑥𝑎𝑣  and 𝑥0 values 
for the theoretically and experimentally calculated values. This becomes evident by comparing them in 
Tab. 4–3. With decreasing 𝑄 -factors, the experimentally obtained, maximal shear amplitudes 𝑥0
𝑒𝑥𝑝
 
decreased likewise (see Eq. (62)). However, for the theoretically obtained averaged and maximal shear 
amplitudes, 𝑥𝑎𝑣
𝑡ℎ𝑒𝑜𝑟𝑦
 and 𝑥0
𝑡ℎ𝑒𝑜𝑟𝑦
, there is a discrepancy. 𝑥𝑎𝑣
𝑡ℎ𝑒𝑜𝑟𝑦
 and 𝑥0
𝑡ℎ𝑒𝑜𝑟𝑦
 values are lower for the 
1ElQ oscillation in water (𝑄 = 2500) than for the 2ElQ oscillation in water (𝑄 = 1600). This observation can 
be explained by a closer look at Eq. (61) that has been used to determine 𝑥𝑎𝑣. Calculations for 1ElQ and 
2ElQ average amplitudes only differ in the denominator values 𝐴 and 𝑅𝑡𝑜𝑡. Both values are related to 
each other but do not change to a similar extent. In the present case, the 𝐴 ∙ 𝑅𝑡𝑜𝑡  product for 1ElQ in 
water is bigger than for 2ElQ in water, and shear amplitudes of the former resonator are consequently 
lower than of the latter. This is vice versa for oscillations of both resonators in air. For this reason, shear 
amplitude values from theoretical calculations (Eqs. (60) and (61)) cannot be used for comparing 
resonators of different electrode size.  
Tab. 4–3 Used parameters for calculating the amplitude of shear oscillation 𝑥0 in the center of 
1ElQs and 2ElQs under air and liquid (water) loading. The resonators were based on 5 MHz AT-cut 
quartz disks (𝜔0 = 2𝜋𝑓0  = 3.14 ·10
7 Hz, 𝑑𝑞  = 330 µm); 𝑅𝑡𝑜𝑡  and 𝑋𝑡𝑜𝑡  are averaged from measured 
values (𝑅𝑡𝑜𝑡  = 𝑅𝑞 + 𝑅𝐿 , 𝑋𝑡𝑜𝑡  = 𝜔𝐿𝑞 + Im(𝑍𝐿) , Im(𝑍𝐿) = √|𝑍𝐿|2 − (𝑅𝑡𝑜𝑡 − 𝑅𝑞)2 , 𝑄 = 𝑋𝑡𝑜𝑡 𝑅𝑡𝑜𝑡⁄ ); 
the amplitude of the driving voltage was set to 𝑈0 = 0.15 V, and Gaussian distribution coefficients 
of 𝑤𝑎𝑖𝑟  = 2.84 and 𝑤𝑤𝑎𝑡𝑒𝑟  = 2.03 [365] were used. 
 
Type of 
Resonator 
 
𝑟𝑒𝑙/  
mm 
 
𝐴/  
mm2 
 
Load 
 
𝑅𝑡𝑜𝑡/ 
Ohm 
 
𝑋𝑡𝑜𝑡/ 
MOhm 
 
𝑄 𝑥0
𝑒𝑥𝑝
/ 
nm 
𝑥𝑎𝑣
𝑡ℎ𝑒𝑜𝑟𝑦
/ 
nm 
𝑥0
𝑡ℎ𝑒𝑜𝑟𝑦
/ 
nm 
1ElQ  3.00 28.27 air 100 1.5  15000 3.2 5.8  17.6 
   water 600 1.5  2500 0.5 1.0  2.3 
2ElQ  1.75 9.62 air 450 1.5  3300 0.7 3.8  11.5 
   water 950 1.5  1600 0.3 1.8  4.2 
 
Resonator Synchronization 
It was found that the oscillation disturbances of 2ElQ resonators in air and in liquid vanish, when the two 
electrodes on the top side as well as the two electrodes on the bottom side of the disk are short-circuited, 
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respectively (Fig. 4–4). This outcome provides evidence that the disturbances in the oscillations occur 
due to the presence of the second pair of electrodes/ sensor spot on the quartz surface. By short-
circuiting, the two formerly separate sensor spots (QCM1 and QCM2) perform synchronous oscillation 
(QCM1+2) with impedance spectra similar to that of 1ElQ vibrations around resonance. However, the 
spectral properties and characteristic impedance values of short-circuited 2ElQ resonators are 
considerably different with respect to classical 1ElQ oscillation properties. Typical impedance and phase 
spectra of a 1ElQ ( ) and of a short-circuited 2ElQ ( ) oscillation in air are shown in Fig. 4–10 A and B. 
The spectrum of a perturbed, non-short-circuited 2ElQ oscillation ( ) is shown for comparison, too. 
The phase maximum of the short-circuited 2ElQ in air exhibits a value of 𝜑𝑚𝑎𝑥  ≈ 65 °, which is ∼ 20 ° 
lower than the value for the 1ElQ oscillation (𝜑max ≈ 85 °). This significant higher acoustic damping is also 
reflected in higher |𝑍|𝑚𝑖𝑛 values for the 2ElQ (∼ 550 Ohm) compared to the 1ElQ (∼ 100 Ohm). These 
differences in impedance properties are due to differences in the electrode layout for a 1ElQ and a 2ElQ, 
and are readily explained by BVD equivalent circuit elements, whose expressions are given in Tab. 3–5. 
According to that, the resistance 𝑅𝑞  of the motional branch of the BVD equivalent circuit dominates the 
value of |𝑍|𝑚𝑖𝑛 (|𝑍|𝑚𝑖𝑛 = 𝑅𝑞 (1 − (𝜔𝑅𝑞𝐶0)
2)⁄ ≈ 𝑅𝑞). 𝑅𝑞  is inversely proportional to the electrode area 
(Eq. (30)), and in comparison to the classical 1ElQ, the electrode area of the two sensor spots on a 2ElQ 
is decreased by a factor of ∼ 1.5 (𝐴1ElQ  = 28.3 mm
2 vs. 2x 𝐴2ElQ  = 2x 9.6 mm
2 = 19.2 mm2). Hence, the 
increase of |𝑍|𝑚𝑖𝑛 can be mainly contributed to a reduction of the net electrode area and, thus, the active 
oscillation region. Since damping effects also arise from the finite dimensions and edges of the 
electrodes, the circumference-to-area ratio 𝐶/𝐴 is a factor for the degree of damping, too. High values 
cause strong damping while lower values effect less damping. Applying this to 1ElQs and 2ElQs, one 
obtains ratios of 𝐶/𝐴 (1ElQ) ≈ 0.67 mm−1 and 𝐶/𝐴 (2ElQ) ≈ 1.14 mm−1. Thus, electrodes of 2ElQs cause 
bigger dissipation losses of the motional impedance than electrodes of 1ElQs. Moreover, when short-
circuiting 2ElQs four electrodes had to be contacted to the electronics instead of two with 1ElQs, so that 
contact resistance of the former should be twice as high. 
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Fig. 4–10 Spectra of (A) the magnitude and (B) the phase of impedance, recorded in air of a 
typical 1ElQ ( ), of the perturbed QCM1/ QCM2 of a 2ElQ ( ), and of a short-circuited 2ElQ 
(QCM1+2; ).  
Despite the higher energy dissipation of 2ElQs compared to 1ElQs, the short-circuited 2ElQ could be 
applied for sensing adherent cells. The impedance spectra exhibit significant differences between the 
initial oscillation in culture medium and the oscillation of a quartz plate covered with a confluent cell layer 
(Fig. 4–4). Cells can be described as viscoelastic bodies.[368] As they form cell-substrate contacts, the 
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viscoelastic bodies are mechanically coupled with the QCM sensor surface. Besides a small non-
dissipative influence on the quartz oscillation, the cells exhibit a big dissipative contribution. This leads 
to a strong damping of the oscillation and significantly increased |𝑍|𝑚𝑖𝑛  values for a cell-covered 
resonator with respect to cell-free conditions under medium. 
4.3.2 Decoupling of 2ElQ Resonators 
Different strategies of decoupling resonances are discussed in literature, regarding the effects of the 
design parameters electrode spacing [362,363], electrode size [363], positioning of electrodes [364], electrode 
thickness [362,364], different coatings on electrodes [354], variations in quartz thickness by mesa-shape and 
convex-shape designs, MQCMs with x-axis inversion, or a successive oscillation of resonators [352,360].  
Oscillation Properties of Decoupled 2ElQ Resonators 
For the post-fabrication decoupling of 2ElQ microbalances the selective coating of only one sensor unit 
with a thin and rigid layer of polymer turned out to be successful. This strategy provided a loss-free 
decoupling of 2ElQ interferences (cf. chapter 4.1.5, p. 90 ff.). The film consists of photoresist that was 
applied to the whole top quartz surface by spin coating. Half of the coating, i.e. photoresist on one 
resonator (QCM2), was subsequently removed by photolithography and remaining photoresist was 
cured in a final hard baking process, resulting in a rigid film on the second resonator (QCM1). According 
to Sauerbrey’s relation (Eq. (23)), the resonance frequency (the whole resonance spectrum) of the coated 
resonator was shifted to lower values by ∼ 22 kHz, whereas the oscillation properties of the uncoated 
sensor spot remained unaffected. The rigid photopolymer (PhoP) layer causess an increase in the 
thickness of the quartz plate and consequently a decrease in the frequency (increase in the acoustic 
wavelength) for meeting resonance conditions, i.e. a standing acoustic wave between the surfaces of the 
oscillating material. This can be nicely seen in the exemplary spectra in Fig. 4–11 A and B. Starting from 
the perturbed impedance spectrum of QCM2 ( ), the resonance of QCM1 ( ) is shifted to lower 
frequencies by the rigid coating and, thus, is separated from the resonance of QCM2 ( ). Due to the 
difference in thickness of QCM1 and QCM2, the resonance frequencies are sufficiently separated from 
each other and mutual perturbations are eliminated. The impedance data (magnitude and phase shift) 
of decoupled QCM2 almost completely overlap with that of the initially uncoated 2ElQ, except for a 
narrow frequency region (4.990 to 5.005 MHz) where interference occurs (  vs.  in Fig. 4–11 A, B). 
Corresponding Nyquist plots are shown in SI 9 C (p. 265). Except for the resonance shift, the oscillations 
of separated QCM1 and QCM2 exhibit similar shapes of impedance magnitude and phase spectra with 
comparable values of the characteristic impedance quantities |𝑍|𝑚𝑎𝑥, |𝑍|𝑚𝑖𝑛, and 𝜑𝑚𝑎𝑥  (cf. Tab. 4–1).  
With respect to the 1ElQ impedance spectra (  in Fig. 4–11 A and B), the impedance spectra of the two 
separated 2ElQ resonators are significantly more damped, with higher |𝑍|𝑚𝑖𝑛 , and lower |𝑍|𝑚𝑎𝑥  and 
𝜑𝑚𝑎𝑥  values, respectively. This also can be readily explained by the increased internal oscillation 
damping when the active oscillating area, i.e. the electrode size, is reduced, as discussed previously for 
synchronized QCM1 and QCM2 of an uncoated 2ElQ. In comparison to the classical 1ElQ, the electrode 
area of one resonator spot of a 2ElQ is decreased by a factor of 2.9 (𝐴1ElQ = 28.3 mm
2 vs. 𝐴2ElQ = 9.6 mm
2). 
Just like |𝑍|𝑚𝑖𝑛, the parameter |𝑍|𝑚𝑎𝑥  is also dominated by the motional resistance 𝑅𝑞, according to its 
expression in Eq. (45), and thus by the electrode size (Eq. (30)). Since |𝑍|𝑚𝑎𝑥  and 𝑅𝑞  are inversely related, 
a decrease in the electrode size is accompanied by a decrease in |𝑍|𝑚𝑎𝑥, just as it is observed for the 
2ElQs compared to typical 1ElQs in Fig. 4–11 A. In the frequency region between the parallel and the 
serial resonance frequency, the inductance 𝐿𝑞  in the BVD equivalent circuit of the quartz dominates the 
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oscillation properties. This is reflected in impedance phase values 𝜑 > zero degrees. Values of 𝜑 = 90 ° 
are almost reached with 1ElQs in air, as they exhibit a large electrode size and low values of 𝑅𝑞. The effect 
of increasing 𝑅𝑞  values (in this case due to a reduced electrode size) on the maximal phase shift can be 
nicely seen in the Nyquist plot (cf. Fig. 3–8 D, p. 41). In the complex plane, the circle of the oscillation 
impedance is downwards shifted along the Im(𝑍)-axis with increasing 𝑅𝑞  values. Thus, the maximal 
phase angle between real and imaginary part is shifted to lower values. However, the minimal phase of 
𝜑  = −90 ° beyond resonance conditions is due to the parallel capacitance 𝐶0  and not affected by 𝑅𝑞  
changes.  
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Fig. 4–11 Spectra of (A) impedance magnitude and (B) impedance phase, recorded in air of a 
typical 1ElQ ( ), of the perturbed QCM1/ QCM2 of a 2ElQ ( ), and of QCM2 ( ) and QCM1 
( ) of a 2ElQ with rigid loading on QCM1. 
The changes in the oscillation properties are a result of electrode size reduction and can also be explained 
by a decreased quality factor 𝑄 of the 2ElQ resonators. The 𝑄-factor is defined as the ratio of stored 
energy and the dissipated energy of the quartz oscillation: 
𝑄 =
1
𝐷
=
𝑋𝑡𝑜𝑡
𝑅𝑡𝑜𝑡
 (63) 
where 𝐷  is the dissipation factor, 𝑋𝑡𝑜𝑡  represents the reactive properties of the quartz as well as any 
imaginary contributions of a load, and 𝑅𝑡𝑜𝑡  stands for the total resistance of the quartz oscillation.
[240] For 
an unloaded quartz plate, 𝑋𝑡𝑜𝑡  and 𝑅𝑡𝑜𝑡  are given by the internal quartz properties 𝐿𝑞  and 𝑅𝑞 . By 
inserting the expressions from Eq. (28) and Eq. (30), the quality factor is: 
𝑄 =
𝜔𝐿𝑞
𝑅𝑞
=
𝜔𝜌𝑞
𝑟
=
𝜔𝜌𝑞𝑑𝑞
2
𝜂𝑞𝜋2
 (64) 
where 𝑟  is the damping constant (𝑟 = 𝜂𝑞𝜋
2 𝑑𝑞
2⁄ , with 𝜂𝑞  as effective quartz viscosity). According to 
Eq. (64), the 𝑄-factor depends on the effective viscosity of the quartz, which increases with decreasing 
electrode size.[288] Thus, the 𝑄 -factor of 2ElQs is lower than for 1ElQs, resulting in the previously 
described changes of the characteristic oscillation parameters. Experimental data deliver a ∼ 4.5-fold 
lower 𝑄-factor (in air) for the 2ElQ compared to the 1ElQ resonator (Tab. 4–3).  
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As discussed in the previous subsection, 𝑄  is also directly linked with the amplitude of shear 
displacement (Eq. (62)). Consequently, the shear displacement in the center of a 2ElQ resonator is lower 
than for a 1ElQ and its Gaussian distribution is more damped at the electrode edges as well. Moreover, 
the decay length of the shear wave, which propagates vertically into the medium above the resonator, is 
expected to be shorter for smaller electrodes. Thus, a drawback of 2ElQ sensors might be a shorter depth 
of penetration into the specimen (the cell layer) at the quartz surface. 
Oscillation Properties of Decoupled and Synchronized 2ElQ Resonators 
In another measurement approach the impedance spectra of the decoupled resonators QCM1 and QCM2 
were measured simultaneously, by short-circuiting the electrodes on the top side and on the bottom side 
of the 2ElQ, respectively. This provided the impedances of both resonator units as a combined signal, 
𝑍QCM1+2, by a single frequency sweep (  in Fig. 4–5). The observable discrepancy between the combined 
impedance signal and the impedance spectra of successively measured resonators can be assigned 
mainly to changes in the dielectric properties, i.e. the parallel capacitance 𝐶0  of the quartz, by short-
circuiting QCM1 and QCM2. This becomes evident by a closer look at the impedances at off-resonance 
frequencies (4.96 MHz and 5.03 MHz in Fig. 4–5 B). There, the quartz behaves like a parallel-plate 
capacitor and the impedance is dominated by the static capacitance 𝐶0 (see BVD model in theory section 
3.3.2, p. 37 ff.). As the impedance decreases with increasing parallel capacitance (Eq. (32)) and as 𝐶0 is 
directly proportional to the electrode area (Eq. (31)), impedance and electrode size are inversely 
correlated with each other. Typical impedance magnitude values of individual 2ElQ resonators (|𝑍|QCM1 
and |𝑍|QCM2) and of short-circuited 2ElQ resonators (|𝑍|QCM1+2) at the off-resonance frequencies 4.96 MHz 
and 5.03 MHz are listed in Tab. 4–4. The data confirm that the impedance of the short-circuited 
resonators (|Z|QCM1+2) is reduced almost exactly by half with respect to the averaged impedance of the 
separately measured QCM1 and QCM2 (½ (|𝑍|QCM1+|𝑍|QCM2)). This can be assigned to the doubling of the 
electrode area when synchronizing QCM1 and QCM2.  
Tab. 4–4 Tapical impedance magnitude values for 2ElQ resonators (QCM1 and QCM2), which 
were decoupled by the deposition of a rigid photoresist film on QCM1. Values are shown for 
individual ( |𝑍|QCM1 , |𝑍|QCM2 ) and for short-circuited ( |𝑍|QCM1+2 ) oscillations at off-resonance 
frequencies (4.96 MHz, 5.03 MHz). 
𝑓/ MHz |𝑍|QCM1/ 
kOhm 
|𝑍|QCM2/ 
kOhm 
½ (|𝑍|QCM1+|𝑍|QCM2)/ 
kOhm 
|𝑍|QCM1+2/ 
kOhm 
4.96 7.3 8.3 7.8 3.9 
5.03 9.5 10.6 10.1 5.1 
 
The increase of  𝐶0  by short-circuiting QCM1 and QCM2 also influences the characteristic impedance 
values near parallel resonance (𝑓𝑝 , 𝑓|𝑍|𝑚𝑎𝑥 , |𝑍|𝑚𝑎𝑥 ). This is reflected in a negative shift of both the 
frequency of maximal impedance magnitude, 𝑓|𝑍|𝑚𝑎𝑥, and the frequency of zero-phase crossing, 𝑓𝑝, as 
well as in a decrease of the maximal impedance magnitude |𝑍|𝑚𝑎𝑥. The impact of  𝐶0 changes on these 
parameters is readily apparent from their expression by electrical equivalents in Eqs. (39) – (45) (p. 42). 
For instance, the severe reduction of |𝑍|𝑚𝑎𝑥  by a factor of ∼ 4 upon connecting resonators (∼ 65 kOhm 
→ ∼ 16 kOhm, see Fig. 4–5 B) is comprehensible, as |𝑍|𝑚𝑎𝑥  is inversely related to the square of the static 
capacitance 𝐶0 of the quartz material (Eq. (45)). Thus, doubling of the parallel-plate capacitor area by 
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short-circuiting QCM1 and QCM2 results in changes of the maximal impedance magnitude by a factor of 
four, as observed in Fig. 4–5. At frequencies where the motional branches are resonant, the characteristic 
impedance values (𝑓|𝑍|𝑚𝑖𝑛 , |𝑍|𝑚𝑖𝑛 , 𝑓𝑠 ) are not affected by short-circuiting of electrodes. There, the 
piezoelectric properties of the quartz material dominate the impedance and dielectric properties, i.e. the 
static capacitance 𝐶0 , can be neglected. This is also reflected in the corresponding expressions of 
impedance parameters by electrical elements of the BVD equivalent circuit (Eqs. (38) – (44) in Tab. 3–5, 
p. 42). These observations, of the impact of electrode short-circuiting on impedance characteristics, also 
match well with previously presented simulations, which demonstrate the influence of different 𝐶0 
values on the shape and characteristic parameters of impedance spectra.[296] 
The approach of short-circuiting resonators and simultaneously recording their resonance characteristics 
provides some considerable advantages over the successive measurements of individual microbalances. 
On the one hand, one can reduce the data acquisition time, as the frequency window does not have to 
be scanned anew for each sensor spot and as switching between ports for contacting the individual 
resonators can also be omitted. On the other hand, the effort of contacting the various electrodes on the 
quartz disc is minimized, as in total then only two contact pads are required: each one on the top and 
bottom surface for contacting simultaneously all short-circuited electrodes on each side. The short-
circuiting for example can be implemented by conduction paths at the edge of the disc. This is of great 
relevance, especially with regard to parallelization of sensor spots and miniaturization of the 
experimental setup and, therefore, could promote the development in these directions. However, the 
basic requirement in any case of simultaneous QCM measurements is the sufficient spectral separation 
of resonances of all oscillating units.  
Oscillation Properties of Decoupled 2ElQ Resonators under Liquid Loading 
When performing oscillations with the decoupled 2ElQs under liquid loading (Fig. 4–6, p. 93), a strong 
damping of the impedance spectra of both resonators was observed. This is due to the viscosity-density 
product of the liquid, which adds an additional resistance and inductance in series to the motional branch 
of the BVD equivalent circuit of each resonator (cf. Tab. 3–6 B, p. 44). The degree of damping is similar 
for QCM1 and QCM2, which is reflected in similar changes of characteristic impedance parameters 
(Tab. 4–1). This is not necessarily expected, since one resonator (QCM1) is covered with an additional 
polymer film and, thus, exhibits a different quartz-liquid interface compared to the other. Swelling of the 
polymer on QCM1 upon immersion in liquid and a consequently higher energy dissipation of the 
oscillation could lead to a change from a rigid into a viscoelastic polymer film. However, QCM1 and QCM2 
exhibit similar impedance profiles after equilibration in cell culture medium over 24 h. Hence, swelling of 
the polymer seems to be weak and the influence of the polymer on QCM1 oscillation properties under 
liquid can be considered negligible. The preserved rigidity of the photoresist on a 2ElQ with liquid loading 
also becomes apparent in the stable resonance frequency difference between QCM1 and QCM2 and the 
persistent uncoupling of the resonators.  
An effect that has to be considered especially for resonators immersed in an electrolyte is the occurrence 
of field fringing at the edges of the electrodes.[197,349,369–371] They cause a stray capacitance additional to 
the static capacitance 𝐶0  of the quartz and, thus, contribute to parallel resonance properties of a 
resonator as well as to the impedance off resonance. Field fringing at the electrode edges depends on 
the depolarization capabilities and, thus, on the dielectric properties of the quartz loading. Since the 
dielectric constant for an electrolyte is by far higher than for air, field-fringing of the quartz and, 
consequently, the effective parallel capacitance is larger in medium than in air. Moreover, covering the 
electrodes with an electrolyte solution will cause the formation of electrical double layers, which act as 
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capacitors in addition to the parallel capacitance of the quartz plate.[296] These effects become evident 
when comparing the impedance magnitude spectra of the 2ElQ resonators in air (Fig. 4–5, p. 91) and 
under medium (Fig. 4–6, p. 93) far from resonance and at parallel resonance frequencies. It has to be 
noted that parallel capacitance contributions arising from the 2ElQ surface in contact with an electrolyte 
are more pronounced for the uncoated resonator than for the photoresist-coated resonator, reflected in 
almost 104 Ohm lower |𝑍|𝑚𝑎𝑥  values of QCM2 compared to QCM1 at parallel resonance frequencies. 
Whereas the resonators in air exhibit off-resonance impedances (at 4.96 MHz) of 7.3 kOhm (QCM1 
+ PhoP) and 8.3 kOhm (QCM2), the same oscillators loaded with medium for 24 h exhibit equal 
impedance magnitudes of 5.5 kOhm. The decrease is due to an increase in the parallel capacitance for 
both resonators on the 2ElQ upon covering one quartz plate face with medium. It is noticeable that the 
two resonators finally show equal values and the photoresist-related differences measured in air 
obviously vanished in medium. Thus, the potential dielectric contribution by the polymer is completely 
masked in medium by fringing of the electric field and electrical double layers at the quartz-electrolyte 
interface. 
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Fig. 4–12 (A) Combined plot of impedance magnitude and phase of QCM1 ( , ) and QCM2 
( , ) of a 2ElQ with rigid loading on QCM1, oscillating under medium. (B) Nyquist 
representation of the impedance data shown in A. 
The impedance spectra of the decoupled 2ElQ oscillations in medium (Fig. 4–6) exhibit slight 
perturbations and secondary resonances, respectively, for both resonators (QCM1 and QCM2) in 
impedance magnitude and phase spectra. For a better analysis, impedance magnitude and phase spectra 
of both sensing units are merged in one diagram, shown in Fig. 4–12 A. For QCM1 ( ) this unwanted 
resonance occurs at ∼ 20 kHz upwards from serial resonance. This is exactly the frequency region where 
the non-coated QCM2 ( ) exhibits resonance. The same effect is observed for the impedance spectrum 
of QCM2, about 20 kHz downwards from its serial resonance, at frequencies where the photoresist-
covered QCM1 resonance occurs. Hence, the decoupled resonators on the 2ElQ obviously again interfere 
with each other when the two resonators perform oscillations in medium. For analyzing oscillations of a 
quartz plate exposed to an electrolyte like cell culture medium also the electrical properties of the loading 
have to be considered in addition to the mechanical properties. Conductivity of the loading as well as 
related effects like acoustoelectrics, fringing fields and stray capacitances considerably codetermine the 
resonator properties. In the case of two (or more) adjacent resonators separated only by a small 
unelectroded quartz area (𝐴2ElQ/ 𝑑 ≤ 9.6 mm
2/ 2 mm), these effects have to be taken into account, too, in 
terms of their potential contribution to the electromechanical lateral coupling of the sensor spots. As 
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already discussed above, the amplitude of motion is non-zero at the electrode edges and vibration 
further proceeds in the region of blank, not metallized quartz. This vibration generates charges at the 
surface of the quartz due to piezoelectricity, all along the acoustic wave. This polarizations on the quartz 
surface causes additional electric fields, dependent on the depolarization capabilities of the loading. If 
polarization of the faces is not completely compensated by the loading on the quartz, this again causes 
electromechanically induced vibration according to the inverse piezoelectric effect. The electric situation 
is different for the two resonators and their vicinity on a decoupled 2ElQ exposed to medium. Due to a 
smaller dielectric constant of the polymer, surface charge compensation is assumed to be less 
pronounced for the photoresist-coated quartz area near QCM1 compared to the blank uncoated quartz 
area near QCM2 that is directly exposed to the conductive liquid. This would theoretically increase the 
effective electrode area of QCM1 and, thus, minimize the separation band between the two liquid-side 
electrodes. These assumed acoustoelectric effects as well as excess field fringing, stray capacitances and 
electric double layer formation could all affect the oscillation properties of QCM1 and QCM2. Finally, 
coupling of the sensing units is enabled by the electrolytic conductivity of the medium, what is prevented 
when the two electrodes on the topside of a 2ElQ are not conductively connected via an electrolyte.  
The perturbation of QCM2 at frequencies where QCM1 is resonant seems like a secondary resonance 
with a similar small and narrow increase of the phase (∆𝜑 ≈ +10 °) and less pronounced serial and parallel 
resonances (Fig. 4–12 A, zoom-in No. 1), with respect to the fundamental resonance. However, the 
secondary resonance observed for QCM1 is remarkably different (Fig. 4–12 A, zoom-in No. 2). The QCM1 
impedance magnitude does not really show a resonance-like profile in the resonance region of QCM2, 
but only a ∼ 2 kOhm drop to a lower value, which remains constant when scanning to higher frequencies. 
Moreover, the phase shift drops to values below −90 ° (∆𝜑 ≈ −10 °), showing exactly the reverse behavior 
than observed for QCM2. Fig. 4–12 B shows the corresponding Nyquist plots of the decoupled medium-
covered 2ElQ sensor spots. The oscillation impedances appear as circles in the Gaussian plane with a 
clockwise increase of the applied AC frequency (cf. Fig. 3–8 D, p. 41). Compared to the QCM1 circle, the 
circle of QCM2 is smaller in diameter, what is related to a slightly lower maximal impedance magnitude 
and maximal phase shift, respectively, also visible in the respective Bode plot (Fig. 4–12 A). These 
discrepancies in the impedance spectra of QCM1 and QCM2 in the resonance region of the other 
resonator are also visible in the Nyquist plot. Interferences are identified as additional small circles at 
frequencies lower (QCM2) or higher (QCM1) than the respective fundamental resonance frequency 
(shortest vector in the Gaussian plane). The origin of this phenomenon is not understood yet and needs 
to be further investigated. 
The interference effects that appear for the decoupled 2ElQ upon exposing it to electrolyte solution are 
small and occur at frequencies that are sufficiently far from the corresponding fundamental resonances. 
Thus, the observed coupling does not affect the analysis of minimal impedance values. Nevertheless, 
interferences are detectable, revealing that the deposited rigid film on one resonator for decoupling of 
resonance frequencies should at least not be thinner.  
In summary, decoupling of resonators on 2ElQs was be successfully achieved by depositing a rigid mass, 
i.e. a thin layer of photoresist, on one resonator unit so that resonance frequencies of the two sensor 
spots were sufficiently separated. The degree of decoupling of resonances was even sufficient for quartz 
oscillations under loading with conducting liquid. Thus, prerequisites were fulfilled to apply 2ElQ plates 
with two individual readout spots for whole-cell biosensing. 
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Impact of Film Thickness on the Degree of Decoupling 
The findings presented in Fig. 4–7 allow the following conclusions regarding the thickness of deposited 
films and the degree of resonance shift and of decoupling of QCM1 and QCM2 resonances, respectively.  
A sufficient separation of resonances of the oscillating units on a 2ElQ was obatained for all of the applied 
spin coating velocities, which correlated with deposited film thicknesses between 2.7 and 4.2 µm. Even 
the thinnest deposited film was still thick enough to decrease the resonance frequency of the coated 
sensor spot to values (−15.4 (± 0.2) kHz) which avoided a spectral overlap of its resonance region with the 
resonance of the uncoated resonator.  However, a decrease in the film thickness is accompanied with a 
significant increase in the degree of interferences off resonance in the impedance spectra (cf. inset 
graphs in Fig. 4–7 A and C). When shifting the spectra of both resonators even closer to each other than 
the minimum obtained in the test series, to estimated values of ∆𝑓|𝑍|𝑚𝑖𝑛  ≈ −(5 – 10) kHz, interference near 
resonances are expected to occur. This would result in disturbed oscillation properties of the resonators 
QCM1 and QCM2, similar to the completely uncoated resonator (Fig. 4–2, p. 86), avoiding extraction of 
|𝑍|𝑚𝑖𝑛 values for monitoring impedance changes. Therefore, 3000 rpm was set as the standard rotational 
speed for spin coating 2ElQs with photopolymer, in order to maintain a sufficient separation of 
resonances required for their application as MQCM. 
From QCM measurements and white light vertical scanning interferometry measurements of similary 
coated substrates, a correlation (Eq. (58)) was established that connects the frequency shift between 
QCM1 and QCM2 resonator on a 2ElQ with the thickness of the deposited photoresist layer. This 
calibration allows to estimate the polymer height of 2ElQs that have been coated with the same 
photoresist via the determination of the resonance frequency shift ∆𝑓|𝑍|𝑚𝑖𝑛  between coated and 
uncoated resonator. The correlation given in Eq. (58) should be valid for any concentration and viscosity 
of the same type of polymer solution in the linear range of the equation, since the final physical properties 
of the hard-baked and solvent-free photoresist layers, like e.g. density, hardeness, wettability, or 
swelling properties, should be similar. The only basic prerequisites are that the deposited layer forms a 
homogeneous and rigid film on the substrate and does not cause energy dissipation of the quartz 
oscillation.[349] Hence, solvent has to be completely evaporated during hard-baking of the film and 
swelling of the deposited film in liquid or due to air humidity has to be avoided during QCM 
measurements. 
The results further show that quartz disks had significantly larger resonance shifts and thicker films with 
the “old” than with the “new” photoresist, even though coating has been performed at the same spin 
coating velocity and conditions. A higher flow viscosity of the “old” photoresist due to solvent 
evaporation over time explains this. This causes a higher counterforce against the centrifugal force 
during spin coating, which results in a decrease of the speed of polymer spreading. The slower film 
spreading in combination with unchanged solvent evaporation rates finally results in thicker films after 
spin coating. The film thickness of ∼ 2.7 µm at 4000 rpm for the “new” photoresist agreed well with the 
predicted manufacturer’s data.[361] It has to be noted that spin coating of substrates with one and the 
same photoresist solution (same viscosity) and equal spin coating speed does not necessarily result in 
equally thick polymer layers, since the final thickness is also determined by the ambient conditions during 
coating. For instance, the ambient temperature, air humidity and air pressure affect the equilibrium 
between film spreading on the substrate surface and solvent evaporation during the spin coating process. 
Moreover, post coating photolithography and related processes influence the final height of the polymer, 
too. 
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4.3.3 Outlook 
Based on the established a two-spot QCM resonator, various further developments of the sensor layout 
are thinkable, like for instance an increase in the number of resonator spots, the integration of various 
surface properties and sensing capabilities on the substrate, and the implementation of additional 
measurement techniques for multiple cellular and chemical sensing. 
At first, one could think of a development of the MQCM approach, by multiplying the number of sensor 
units on the 14 mm 5 MHz AT-cut quartz disk, starting from the 2ElQs to quartz plates that contain for 
example four electrodes, as schematically illustrated in Fig. 4–13. For this, electrodes have to be further 
reduced in size, though this would be accompanied by a decrease in the quality factor and, thus, the 
sensitivity of each resonator. Moreover, one has to keep the problem of potential lateral mechanical 
coupling of QCM spots in mind, as described and discussed above (section 4.1) for the 2ElQ layout. A 
reduction in electrode size, while maintaining a maximum inter-electrode distance, could be sufficient 
for avoiding resonance coupling of adjacent sensor units. If not, much more effort would be necessary 
for coating the electrodes in order to obtain sensor spots with different thicknesses and resonance 
frequencies, respectively, as crucial for resonance decoupling. 
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Fig. 4–13 (A) Top view and (B) bottom view of a possible MQCM layout on a circular quartz plate 
with four sensor spots that are individually addressable from the bottom side.  
In general, the 2ElQs could be applied as gas-phase sensor as well as for chemosensing or bioanalytical 
applications in liquid phase. One resonator unit of the two-electrode layout could thereby be used as the 
actual QCM measurement unit, while the second QCM unit could serve as an internal, substrate-
integrated reference sensor. To achieve this, different coatings could be applied on the measurement 
spot for selectively recognizing analytes in the sample or monitoring the interaction of biomolecules or 
whole cells with a modified substrate surface. The reference spot could be used for detecting non-specific 
sensor responses and, thus, to compensate interfering signals. In whole-cell biosensing applications of 
the QCM, probing the micromechanical interactions of cells with the sensor surface, a reference 
resonator could serve for monitoring the unaffected integrity and vitality of the cell layer, while the 
second resonator is open for investigating any kind of stimulus applied to the cells. However, this 
stimulus has to be located only at the “sensor-QCM” and avoided at the “control-QCM”. For instance, 
this can be achieved by coating only one resonator with a substance or material of interest. Cell 
attachment and spreading properties on the coated sensor then could be investigated and compensated 
to the cell behavior on the uncoated reference resonator. This approach is just as well applicable for any 
locally immobilized substance or (bio)molecule. Besides coating of one resonator using chemi- or 
physisorption, any other approach with a localizable stimulus would be conceivable. This includes 
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physical stress (pressure, temperature, electric fields, acceleration, radiation and waves of any energy, 
etc.) or in-situ generated local chemical or biochemical stress (e.g. reactive oxygen species, photo-
catalytically or electrochemically generated species). Stimulations and, thus, the field of possible cellular 
assays can be extended to (bio)chemically as well as pharmaceutically relevant molecules that are 
present in dissolved or suspended form. However, if one cell-covered resonator of the 2ElQ should serve 
as a reference, one has to manage to stimulate the cell layer with lateral resolution only on one QCM 
spot. From the technical side a QCM chamber inset or a novel QCM chamber would be necessary for the 
2ElQ substrates, dividing the quartz surface into two separated sensing compartments. By 
accomplishing a localized stimulation, sensing of micromechanical cell responses towards the stimulus 
in comparison to a reference could be performed with 2ElQs on the same substrate, simultaneously, with 
the same cell population and for similar conditions. 
Besides the dual QCM sensing with or without using one resonator for reference measurements, further 
approaches in sensor development could address the integration of additional sensing functionalities 
onto the surface of the 2ElQ substrate, and/ or the implementation of other measurement techniques. 
For instance, light microscopy is used by default as an independent reference and verification method or 
as a complementary technique for cell-sensing approaches that are not based on light microscopic cell 
investigations. By combining the QCM with a luminescence-based optode, one could take advantage of 
a fluorescence microscope and increase the information density from the system under investigation. 
For optode implementation, the surface of a quartz plate is (partially) coated with a polymer layer in 
which the chemical transducer, i.e. a luminescent molecule, is immobilized. Optical chemical sensing 
(OCS) of any analyte or changing chemical/ physical property to which the fluorescent probe is sensitive 
then can be performed in parallel to QCM sensing. Thereby, sensitivity and selectivity of the sensor can 
be triggered by the choice of the polymer material in which the dye is embedded. Thin film OCS systems 
have been presented for measuring O2, CO2, pH/ H+, glucose and temperature.[173,178,181,195] Using multi-
layer systems and embedding the luminescent dyes in polymer beads even enables simultaneous 
multiple chemical sensing. Sensing of multiple measurands on a quartz plate would also be conceivable 
by various sensor spots that are sensitive towards different target variables. When seeding cells on a 
quartz plate with integrated OCS spots, the cells will grow on or around the sensor spots, depending on 
the cytocompatibility of the polymer, thus providing either subcellular or bulk measurements. Based on 
this, sensors for 6.1 Imaging the Frictional Heat Induced by High-Amplitude Quartz Oscillations (p. 223 ff.) 
as well as for 6.2 Imaging the Oxygen Consumption Rate (OCR) beneath Adherent Cells (p. 232 ff.) have 
been developed. 
Electrical measurement techniques seem to be predestined for combination with QCM measurements, 
since MQCM substrates contain at least two electrodes on each face for exciting and recording quartz 
oscillations. However, for whole-cell biosensing applications, the applied voltage/ current must not be 
invasive for cellular structures. A widely used technique is the electric impedance sensing of cells, grown 
on substrate-integrated electrodes (cf. 3.4 Electric Cell-Substrate Impedance Sensing (ECIS)). These 
measurements provide the complex impedance, which is dominated by the morphological properties of 
the cells on the electrodes within a certain frequency region. Depending on the applied AC frequency, 
information on the coverage of electrodes with cells and the barrier resistance of the cell layer are 
available. The implementation of ECIS-like measurements on 2ElQ substrates and various cell-based 
assays of the QCM-ECIS double sensors are presented in the following Chapter 5 QCM-ECIS: Combined 
Viscoelastic and Dielectric Sensing of Cells. 
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A combination of the two transducer principles QCM and electrochemical impedance spectroscopy (EIS) 
was applied in the past for in situ monitoring and analyzing solution properties [372], degradation of thin 
polymer films [373], formation of supported lipid bilayers [374], and adsorption processes of proteins on bare 
[375], polymer-coated [376], and with platinum [377] or copper [378] electroplated QCM gold electrodes. In all 
studies, EIS data was measured between the top QCM electrode facing the electrolyte as working 
electrode and an external counter electrode (Platinum foil or carbon rod) that is introduced into the 
measurement cell and dips into the electrolyte. By default, a saturated calomel electrode (SCE) or 
Ag/AgCl electrode was used as reference electrode. Janshoff and Wegener (1996) [219] firstly presented 
the experimental approach of double-mode impedance analysis of adherent cell layers for biosensing 
applications. They introduced an additional low impedance platinum dipping electrode into the QCM 
measurement chamber, which enabled the combined EIS-mode and QCM-mode monitoring of a cell 
layer seeded on the electrode on the top side of the quartz disk. EIS in the context of recording and 
analyzing the impedance properties of cell-covered gold electrodes is also referred to as Electric Cell-
Substrate Impedance Sensing (ECIS) (section 3.4, p. 50 ff.), introduced by Giaever and Keese in 1991 [96]. 
By this hyphenated approach of QCM-ECIS double-mode impedance analysis, the “1st generation QCM” 
(simply a quartz disc sandwiched between two circular gold film electrodes) was technologically 
upgraded to what we name the “2nd generation QCM”. This is schematically illustrated in Fig. 5–1 A, B. 
Combined QCM-ECIS sensors are capable of reporting on complementary information as viscoelastic 
and electrical properties of cell monolayers, with the latter allowing statements on the degree of cell 
coverage of the working electrode and the barrier resistance of cellular junctions. Double-mode 
impedance analysis was applied in various assay formats to test cell-cell and cell-substrate interactions. 
These comprised investigations on the cell adhesion and differentiation kinetics of different cell types 
[22,206,236,267], adhesion properties of cells on structured growth substrates [236], cell migration and wound 
healing [236], properties of chemically fixated cells [268], and studies on the cell layer responses to external 
stimuli like substances that affect the cell membrane [268] or the actin cytoskeleton [267,268]. However, 
introducing an additional dipping electrode in the QCM chamber, for extending the 1st generation QCM 
to a 2nd generation QCM, entails some inconveniences. There is a complex experimental setup, combined 
with a reduced working space above the sensor. Moreover, the opening for the dipping electrode may be 
an entrance point for microorganisms. As long as the counter electrode is manually introduced for each 
experiment, its well-defined positioning above the WE is problematic, too. However, reproducible 
experimental conditions are prerequisites for the comparison of results obtained from different studies.  
In this project a novel coplanar electrode layout integrated on a piezoelectric quartz disk is presented, 
which allows for double-mode (QCM-ECIS) impedance measurements like the 2nd generation QCM, 
however overcomes the drawbacks of a dipping electrode. This technological advancement upgrades 
the 2nd generation QCM to the “3rd generation QCM” (Fig. 5–1 C). The technical realization of the two 
transducer principles in one experimental setup is addressed in section 5.1. There, the electrode 
designing and the implementation of QCM and ECIS measurements are presented (5.1.1). The surface 
characteristics as well as the QCM-mode and ECIS-mode performances of the fabricated sensor plates 
are shown for the standard experimental setup (5.1.2 – 5.1.5) and for variations of this (5.1.6). These dual 
whole-cell biosensors enable a multi-parametric, substrate-integrated, label-free, non-invasive, and real-
time monitoring of adherent cells, providing complementary mechanical (viscoelastic) and electrical 
information (electrode coverage, barrier resistance) from the same cell layer at the same time. The gain 
and diversified application spectrum of this hyphenated approach are demonstrated in various cell-based 
assays, comprising cell attachment and spreading of different cells under various conditions (section 5.2) 
and cellular responses towards a diversity of external and internal stimuli (section 5.3).  
5.1 QCM-ECIS Sensor Layout and Characteristics 113 
 
A B C 
 
 1st Generation 2nd Generation 3rd Generation 
Fig. 5–1 Different QCM generations based on a circular 5 MHz AT-cut quartz plate. (A) 1st 
generation QCM: classical 1-Electrode QCM. (B) 2nd generation QCM: classical 1-Electrode QCM 
extended by a dipping electrode for (QCM-ECIS) double-mode impedance analysis. (C) 3rd 
generation QCM: 2-Electrode QCM (2ElQ) layout with substrate-integrated coplanar electrodes 
for ECIS-mode measurements. Drawings are not to scale. 
5.1 QCM-ECIS Sensor Layout and 
Characteristics 
5.1.1 Substrate-Integration of QCM-ECIS 
In order to overcome the disadvantages of former QCM-ECIS setups (2nd generation QCM), a novel, 
substrate-integrated combination of both transducer principles was developed. This sensor design is 
based on the previously presented 2-Electrode MQCM platform (2ElQ), comprising two co-planar gold 
film electrodes integrated on either side of a quartz plate (Chapter 4: MQCM: Multiple Cytomechanic 
Sensing). By electrically connecting the electrodes on the sensing side via a conducting saline solution, 
one could measure the current flow in between, providing ECIS-like impedance information from the 
system on top of the sensor (cf. 3.4 Electric Cell-Substrate Impedance Sensing (ECIS), p. 50 ff.). As shown 
in the previous chapter, the bare, uncoated 2ElQ resonators exhibit a lateral coupling of oscillations (cf. 
Fig. 4–2 and Fig. 4–3), which had to be eliminated by separating their resonance frequencies. Decoupling 
of resonances was successfully realized by depositing a rigid polymer layer on one half of the 2ElQ, i.e. 
one electrode on the sensing side of the quartz plate. Thereby, the acoustic thickness of the coated 
resonator unit was increased and consequently its resonance frequency was decreased, so that the 
resonance regions of the coated and uncoated resonators were sufficiently separated and coupling 
effects near the serial resonances were prevented (cf. subsection 4.1.5 Resonance Decoupling via Selective 
Rigid Coating, p. 90). Half-side coating of the top quartz surface was achieved by spin coating and 
photolithographic preparation steps, according to the procedure mentioned in 3.3.3 Experimental (p. 46) 
and illustrated in Fig. 3–11. Since the deposited photoresist forms an insulating layer of approx. 3 µm in 
thickness (cf. 4.2.2 Film Thickness Determination, p. 95 ff.), the coated electrode is shielded against 
charge transfer from the electrolyte side. However, impedances between the electrodes have to be 
minimized for ECIS-mode measurements, in order to be sensitive for impedance contributions 
originating from cells on the electrodes. The coated electrode could be made accessible for ECIS-like 
recordings, by implementing a small hole into the polymer film and thus establishing an electrical link 
between the two QCM topside-electrodes via the electrolyte. This photopolymer processing was 
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performed in the course of the coating process, by using an adapted photolithography mask for the 
positive photoresist that exhibited a circular opening in the opaque area (cf. Fig. 3–12). After UV-light 
illumination through the mask, the illuminated photopolymer areas were developed and removed, 
resulting in a final electrode layout as exemplarily shown in Fig. 5–2. Thus, in the course of resonator 
coating for decoupling QCM resonances of 2ElQs, it could additionally be implemented an electrode 
layout on the quartz surface that is in size and shape similar to commercial ECIS electrodes.  
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Fig. 5–2 Layout of the 3rd generation QCM. Contacting different pairs of electrodes of a QCM-
ECIS sensor allows for different sensing modes, which report on different cell layer properties. (A) 
QCM-mode: Electrode pairs sandwiching the quartz plate (indicated with gray and blue arrows) 
are contacted to excite and record the quartz oscillation, providing the oscillation impedance 𝑍QCM 
and reporting on cytomechanical changes. (B) ECIS-mode: Gold-film electrodes on the sensing-
side of the 2ElQ are used for measuring the electrical impedance 𝑍ECIS of low-amplitude current 
flow through the system, reporting on morphological alterations within the cell layer.  
On the basis of the 2ElQ development and by a modified surface structuring the transducer principles of 
QCM and ECIS could be combined and functionally coupled in one experimental setup (QCM-ECIS). The 
measurement chamber and hardware requirements for the technical implementation of both sensing-
modes are illustrated in Fig. 3–18 (p. 57). Different pairs of electrodes can be electrically addressed from 
the bottom side of the quartz plate with a software-controlled relay, as schematically illustrated in side-
view in Fig. 5–2. Each pair of gold-film electrodes sandwiching the quartz plate (Fig. 5–2 A) can be 
individually contacted to drive the shear oscillation of the respective resonator (QCM-mode). From the 
analysis of the resonance parameters one thus gets information on the cell layer mechanics close to the 
surface from two individual sensor spots. After switching the contacts to the two electrodes facing the 
cells and the medium (Fig. 5–2 B), ECIS-like data can be recorded (ECIS-mode), which enables the 
detection of cell morphology changes. Thus, using this hyphenated QCM-ECIS approach, a cell 
population seeded on the modified resonator surface can be monitored simultaneously and in real-time 
by ECIS- and QCM-mode measurements. This enables a multi-parametric analysis of cell layer properties 
and a time-resolved, micro-mechanical and dielectric characterization of the system under study. 
By creating a smaller working electrode (WE) and a bigger counter electrode (CE) the sensitivity of ECIS 
measurements with respect to morphological changes of the cells was optimized. Since the smaller WE 
forms the bottleneck of current flow in the circuit, the system’s impedance is very sensitive to impedance 
changes on top of this electrode, i.e. opening and closing current pathways through and around a 
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confluent cell layer. Maximizing ECIS sensitivity by reducing the WE size, however, goes along with the 
measurement of a smaller fraction of the entire cell population. Hence, sensitivity and the average 
number of investigated cells have to be tailored to each assay and the respective focus of interest. The 
influence of different ECIS WE sizes and layouts on both QCM and ECIS sensing parameters were 
investigated. The different photolithography masks applied for 2ElQ surface structuring are illustrated 
in Fig. 3–12 B-G (p. 47). The following subsections present the surface properties and the QCM-mode and 
ECIS-mode impedance characteristics of cell-free and cell-covered sensor surfaces of the standard 
sensor layout (5.1.2 – 5.1.5) that is used by default throughout this work and of sensors with particular 
ECIS electrode sizes and layouts (5.1.6).  
5.1.2 Standard QCM-ECIS Sensor Layout 
A standard surface structuring protocol of 2ElQs was defined for 3rd generation QCM (QCM-ECIS) 
sensors. This is schematically shown in Fig. 5–3. A 5 MHz AT-cut quartz plate with two pairs of electrodes 
(A) is spin coated with an insulating, positive photoresist at 3000 rpm (B), according to the protocol 
described on p. 46. The thickness of the photoresist layer was found to be sufficient for the decoupling 
of the adjacent resonator units (cf. 4.2.1 Degree of Decoupling as a Function of Film Thickness, p. 93 ff.). 
For the default layout of the QCM-ECIS sensor surface a photolithography mask was applied during UV 
illumination (C) that exhibits a circular opening of 0.5 mm in diameter in the center of the half-circular, 
opaque area (Fig. 5–4 A). After developing and a final hard-baking step, a 2ElQ was produced (D) capable 
for dual QCM-mode sensing, with two decoupled resonators due to a half-side photoresist coating, and 
for ECIS-mode recordings, with a small WE (Ømask = 0.5 mm) at the coated side and a ∼ 50-fold larger CE 
(ØElectrode = 3.5 mm) at the uncoated side of the sensor surface. 
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Fig. 5–3 Schematic illustration of the preparation process for a standard QCM-ECIS sensor, 
based on a blank 2ElQ disk (A). Spin coating of an insulating, positive photoresist (B) was 
performed at 3000 rpm, followed by photolithographic structuring (C) through a mask with a 
circular opening of Ømask = 0.5 mm in the center of the half-circular opaque area (indicated with an 
arrow). This results in a final QCM-ECIS layout (D) with a small WE at the coated side and a bigger 
CE at the non-coated side of the 2ElQ surface. 
5.1.3 Surface Characterization 
Since the area of the working electrode is a crucial parameter in ECIS-mode measurements (cf. 3.4.1 Basic 
Principles of the ECIS Technique, p. 50), the real area and average diameter of the WE was of interest. 
Therefore, the size and shape of the working electrode and the surface topography at the edges of the 
photoresist of the standard QCM-ECIS sensors were analyzed. A schematic drawing of the mask used for 
standard photolithographic structuring (WE-Ømask = 500 µm) is illustrated in Fig. 5–4 A, with a dashed red 
3500 rpm 
UV 0.5 mm 
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line indicating the alignment of the mask and the 2ElQ plate during UV illumination. Fig. 5–4 B shows a 
photograph of the final QCM-ECIS sensor layout with a visible circular working electrode in the center of 
the coated electrode. The real size and the shape of the created WEs were determined microscopically, 
by phase-contrast imaging of the quartz plates and subsequent micrograph analysis with ImageJ 
software (NIH; USA) [330,331]. A bright mercury vapor lamp was applied as light source, capable of shining 
through the gold film electrodes. Fig. 5–4 C shows the phase-contrast micrograph of the WE of a 
standard QCM-ECIS sensor, with a dotted line indicating its manually determined contour and area, 
respectively. All working electrodes produced in this work exhibited almost perfect circular shapes with 
well-defined sharp edges between the bare gold and the surrounding photoresist. The bare gold 
electrodes implemented in the photoresist coating exhibited a real average area of 𝐴real = 2.05 (± 0.03) 
·10−3 cm2 (mean ± SEM; N = 7). Assuming a circular shape, this correlates to an average WE diameter of 
Øreal = 511 (± 4) µm. The structuring of a WE on a polymer-covered 2ElQ, by applying a photolithography 
mask with a circular hole of Ømask = 500 µm, thus resulted in 2.2 (± 0.8) % bigger WE diameters and 
4.4 (± 1.5) % bigger WE areas, respectively.  
 
A B C 
 
Fig. 5–4 (A) Photolithography mask for uncovering one half of a 2ElQ quartz disk as well as a 
circular area in the center of the second electrode (Ømask = 500 µm) from photoresist. Red dashed 
lines are not part of the mask and indicate the alignment and positioning of 2ElQ and mask during 
UV illumination. (B) Photograph of a final QCM-ECIS sensor, structured with the mask in A. (C) 
Phase-contrast micrograph of a WE with a diameter defined to 500 µm by the mask. Measuring 
of WE circumferences (dotted line) provided real averaged values of Øreal = 511 (± 4) µm and 
𝐴real = 2.05 (± 0.03) ·10
−3 cm2 (mean ± SEM; N = 7). 
Topographic information of the lithographically structured QCM-ECIS sensor surface were obtained by 
profilometry measurements. Investigations were performed by Fraunhofer EMFT (Munich, Germany), 
using a “Dektak IIA profilometer” from Sloan (now Veeco; Plainview, NY, USA). Fig. 5–5 A shows a 3-D 
profile plot of a QCM-ECIS sensor surface in a region of ∼ 5.5 x 5.5 cm2 that holds the WE (Ømask = 500 µm) 
and the polymer edge in the center of the quartz plate. The height profile is illustrated in pseudo-colors 
and the z-scale is stretched by a factor of ∼ 1 000 with respect to the scale in the xy-plane. For height 
profile analysis, an optical cross-section in the xz-plane was chosen, starting from the polymer-free 
quartz area and going across the polymer edge and the topographic depression of the WE (cf. red arrow 
in Fig. 5–5 B). The resulting height profile along the x-direction is illustrated in Fig. 5–5 C. The z-axis was 
adjusted in scale to visualize small height differences compared to the larger lateral dimension. 
Photoresist thickness is 3 µm on average. This matches well with the calculations presented in subsection 
4.2.2 (p. 95 f.), which correlated the spin coating speed with the resulting film height on the substrate 
(Tab. 4–2). Stretching of the z-axis in Fig. 5–5 C causes a distorted representation. This might mislead to 
A 
Ø 
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the assumption of a higher aspect ratio of the working electrode cavity than it actually is, and of almost 
a right angle between the photoresist layer and the blank quartz plate (α) or the electrode (β, γ). The 
values of the respective angles were determined by calculating the slope of a fitting function in the last 
data point before rise, resulting in α = 174.3 °, β = 171.5 °, and γ = 170.9 °. Hence, the angles between 
substrate surface and photoresist layer are all in the order of 170 – 175 °, reflecting flat rising and trailing 
edges of the polymer as well as a low aspect ratio of the structures. 
 
A B C 
 
Fig. 5–5 (A) 3-D profile of a selected area of a QCM-ECIS sensor, comprising the photoresist 
edge in the center of the quartz plate (arrow ①) and the circular cavity in the photoresist layer 
opening the working electrode (arrow ②). (B) Scanning axis and direction (red arrow) for 
measuring a two-dimensional height profile, shown in the diagram right next to it (C). Angles 
between the baseline of the substrate surface and the photoresist flanks were determined to 
α = 174.3 °, β = 171.5 °, and γ = 170.9 °. 
5.1.4 QCM-mode: Piezoelectric Characterization of the Sensor 
The shear oscillation properties of both resonator units of a standard QCM-ECIS sensor layout (3000 rpm, 
WE-Ø = 0.5 mm) were recorded and analyzed. Measurements were performed for the unloaded situation 
in dry air, under loading of the coated sensor side with serum-free cell-culture medium, and with cells 
adherently grown on the quartz surface of coated and uncoated QCM electrode. Spectra of the sensor 
exposed to medium (1.5 mL) were recorded after an equilibration phase of ∼ 24 h and the oscillation 
properties of QCM1 and QCM2 of a cell-covered sensor were recorded the day after seeding MDCK-II 
cells (450 000 cells/ cm2), when cells have formed a confluent monolayer on the quartz surface. 
Representative oscillation impedance spectra of the two resonators QCM1 (with PhoP coating) and 
QCM2 (uncoated) of a QCM-ECIS sensor at the respective loading conditions are summarized in Fig. 5–
6. QCM-mode measurements were performed at 200 equidistant frequencies around the fundamental 
resonances of QCM1 and QCM2, from 4.97 to 5.02 MHz. Spectra of impedance magnitude (Fig. 5–6 A) 
and phase shift (Fig. 5–6 B) of QCM1 (filled symbols) and QCM2 (open symbols) are shown for the sensor 
in air ( , ), loaded with medium ( , ), and covered with a confluent cell layer ( , ). Fig. 5–
6 C represents the oscillation impedance data of QCM1 (air, medium, w/ cells) in the complex plane. In 
Fig. 5–6 D, the Nyquist diagram is extended to the third dimension (3-D-Nyquist), with AC frequency as 
x-axis, impedance real part  Re(𝑍)  as y-axis, and impedance imaginary part  Im(𝑍)  as z-axis. The 
projection of the 3-D curves to the yz-plane (Re(𝑍)-Im(𝑍)) mirrors the 2-D representation of Fig. 5–6 C.  
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Fig. 5–6 Impedance spectra of a QCM-ECIS sensor in QCM-mode. Spectra of oscillation 
impedance magnitude (A) and phase (B) of QCM1 (w/ PhoP coating; filled symbols) and QCM2 
(w/o coating; open symbols) are shown for sensors in air ( , ), loaded with cell culture 
medium ( , ), and covered with a confluent layer of MDCK-II cells (w/ cells; , ). (C) 2-D 
and (D) 3-D complex (Nyquist) representation of QCM1 oscillations at the respective loading 
conditions. Impedance values were recorded at 200 equidistant frequencies around resonances, 
between 4.97 MHz and 5.02 MHz. Data points were reduced for sake of clarity in A – C.  
Resonances of QCM1 and QCM2 are well separated by ∼ 20 kHz in any loading situation (cf. Tab. 5–1), 
which is due to the deposition of a rigid PhoP layer on QCM1. Impedance profiles of the two resonator 
units are similar except for the translation along the frequency axis. The changes in the QCM1 and QCM2 
impedance spectra of a QCM-ECIS sensor in the course of medium loading are similar to the changes 
observed previously for the medium loading of a decoupled 2ElQ plate, on which no WE for ECIS-mode 
measurements was implemented (cf. 4.1.5 Resonance Decoupling via Selective Rigid Coating, p. 90 ff.). 
That are, firstly, a strong damping of both resonators (∆|𝑍|𝑚𝑖𝑛 ≈ 700 Ohm) and, secondly, a slight shift 
of both resonance curves to lower frequency values (∆𝑓|𝑍|𝑚𝑖𝑛  ≈ −3 kHz). Damping and frequency shift are 
both a consequence of the viscosity-density product of the Newtonian liquid, which is, in the BVD 
equivalent circuit, considered by an additional resistance and inductance element in series to the 
motional branch (cf. Tab. 3–6 B, p. 44). Thereby, the resistance accounts for energy dissipation 
(damping), and the inductive reactance reflects an additional mass layer of the liquid (frequency shift) 
oscillating synchronously and lossless with the resonator. Tab. 5–1 summarizes for the two resonator 
units QCM1 and QCM2 the characteristic parameters of the oscillation impedance profiles (𝑓|𝑍|𝑚𝑖𝑛 , 
|𝑍|𝑚𝑖𝑛, 𝑓𝑠, 𝑓𝑝, 𝑓|𝑍|𝑚𝑎𝑥, |𝑍|𝑚𝑎𝑥, 𝜑𝑚𝑎𝑥) for the investigated loading conditions. It has to be noted that the 
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parallel resonance parameters, |𝑍|𝑚𝑎𝑥  and 𝜑𝑚𝑎𝑥, of the uncoated QCM2 respond stronger to medium 
loading than the photoresist-coated QCM1. The growth of cells on the sensor surface further increases 
the energy dissipation of the QCM1 and QCM2 oscillations, which is reflected in significantly damped 
impedance magnitude and phase profiles as well as in a broadening of the spectra (Fig. 5–6 A, B). The 
characteristic impedance parameters of both 2ElQ microbalances change to a similar extent. Increased 
dissipation upon loading the QCM-ECIS surface with viscoelastic cell bodies is reflected in an increase of 
minimal impedance values ∆|𝑍|𝑚𝑖𝑛  by ∼ 850 Ohm and a reduction of the maximal phase  ∆𝜑𝑚𝑎𝑥  by 
∼ −30 ° (Tab. 5–1). Cell attachment and anchorage on the electrodes also caused equal resonance 
frequency changes of QCM1 and QCM2 in the order of ∆𝑓|𝑍|𝑚𝑖𝑛  ≈ −1 kHz with respect to the cell-free 
vibrations in medium (Tab. 5–1). In the complex 2-D and 3-D Nyquist plots of the oscillation impedance 
profiles (Fig. 5–6 C, D) the mentioned parameter changes due to loading the resonators with cells are 
mirrored in a distinct contraction of the impedance circle and of the “resonance loop”, respectively. The 
zoom-in diagram in Fig. 5–6 C additionally reveals a shift of the loop to bigger values along both the 
imaginary and the real axis, by loading the resonator with medium and cells. This shift represents 
increases in storage of oscillation energy as well as an increase in energy dissipation. 
Tab. 5–1 Impedance characteristics of the two resonators, QCM1 and QCM2, on a QCM-ECIS 
sensor, performing oscillations in air, 24 h after loading the top side with medium and after 
MDCK-II cells have formed a confluent monolayer on the sensor surface. QCM1 was coated with 
a film of photopolymer (PhoP) except for a small hole in the center (Ø = 0.5 mm) in order to 
generate a WE for ECIS-mode measurements. Values were obtained by spline-interpolation of 
data points in the respective frequency regions.  
Resonator Load 𝑓|𝑍|𝑚𝑖𝑛/  
MHz 
|𝑍|𝑚𝑖𝑛/  
kOhm 
𝑓𝑠/  
MHz 
𝑓𝑝/  
MHz 
𝑓|𝑍|𝑚𝑎𝑥/  
MHz 
|𝑍|𝑚𝑎𝑥/  
kOhm 
𝜑𝑚𝑎𝑥/ ° 
QCM1 + PhoP air 4.987 1.3 4.987 4.991 4.991 55.2 54 
 medium 4.984 2.0 4.985 4.989 4.990 16.2 21 
 MDCK-II cells 4.983 2.8 - - 4.990 11.4 −8 
QCM2 air 5.007 1.4 5.007 5.011 5.011 50.7 53 
 medium 5.004 1.8 5.006 5.008 5.010 10.5 11 
 MDCK-II cells 5.003 2.6 - - 5.010 7.9 −19 
 
In each representation of the oscillation impedances a secondary resonance can be observed for QCM1 
and QCM2 at frequencies where the respective other oscillator is resonant. This coupling effect has 
already been described and discussed in the previous chapter (4.1.5). It is most pronounced for quartz 
oscillations in air and vanishes with increasing damping. These side resonances appear far away from 
fundamental resonances and thus do not perturb the extraction of minimal impedance values for a time-
dependent analysis. The cells show similar mechanical interaction with the different surfaces of the two 
resonators, photoresist (QCM1) and gold (QCM2), as evident from similar changes of the characteristic 
oscillation parameters (Tab. 5–1). In summary, it was demonstrated that the QCM-ECIS sensor in QCM-
mode is capable for reporting with two individual sensor spots on the mechanical interactions of the cells 
with their growth substrate. This provides the basis for applying the QCM-ECIS platform as sensor for 
cell attachment and spreading and as whole-cell biosensor for monitoring micromechanical (viscoelastic) 
alterations of an intact cell layer.  
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5.1.5 ECIS-mode: Electrochemical Characterization of the Sensor 
After recording the piezoelectric impedances of QCM1 and QCM2 in QCM-mode (Fig. 5–2 A), the 
electrode contacts were switched to the electrodes on the upper side of the dual sensor (Fig. 5–2 B) in 
order to record in ECIS-mode the electrochemical impedance characteristics of the WE. The ECIS-mode 
capability of the sensor was tested across a wide frequency window from 1 Hz to 1 MHz. The electrical 
impedance properties described below were measured with the standard QCM-ECIS sensor layout 
(3000 rpm, WE-Ø = 0.5 mm). Impedance spectra were recorded after equilibration of the coated sensor 
under 1.5 mL serum-free medium for ∼ 24 h, and the day after seeding (450 000 cells/ cm2) MDCK-II cells 
on the sensor, when cells have formed a confluent monolayer across the coated and uncoated electrode 
on the top side of the sensor.  
In Fig. 5–7, the spectra of impedance magnitude (Fig. 5–7 A) and phase (Fig. 5–7 B) in ECIS-mode are 
illustrated for the electrodes immersed in serum-free medium (SFM; ) and for MDCK-II cell-covered 
electrodes ( ). A 3-D representation of the electrochemical impedance data with the three 
perpendicular axes, 𝑓, |𝑍|, and 𝜑, is shown in SI 10 A (p. 266). The experimental impedance spectra in 
Fig. 5–7 A and B are very similar to the simulated impedance magnitude and phase spectra of cell-free 
and a cell-covered ECIS electrodes shown in Fig. 3–15 (p. 53). In the cell-free situation the impedance is 
dominated by the double layer capacitance of the WE in the frequency range of 1 – 104 Hz. This is 
reflected in the constant negative slope of the impedance magnitude of −1 (𝑍𝐶 = −j∙(𝜔𝐶)
−1) as well as 
in phase shift values of almost −90 °. Deviations from an ideal capacitive behavior are accounted for by 
describing the electrode as CPE in equivalent circuits. In the high frequency band (𝑓 > 104 Hz) the current 
flow through the system is determined by the bulk resistance of the electrolyte (SFM), which is expressed 
by |𝑍| converging to a constant, frequency independent level and by an convergence of the phase shift 
from −90 ° towards 0 °. For cell-covered electrodes, the impedance situation is different. In the very high 
and very low frequency regions, the impedance is still dominated by the electrode capacitance (𝑓 < 10 Hz) 
and the bulk resistance (𝑓 > 105 Hz), respectively. However, the impedance is significantly increased in-
between by the presence of cells on the WE, which act as insulating particles. A capacitance and 
resistance in parallel, in series to the CPE of the WE and the bulk resistance, can approximately describe 
the impedance of a cell-covered WE (cf. spectral properties of an R||C circuit in Tab. 3–4 B, p. 29). This is 
confirmed by the phase of the impedance. Scanning from low to high frequencies (𝑓 > 10 Hz), the phase 
of the cell-covered sensor firstly deviates from −90 ° of the ideal electrode capacitance towards more 
positive values around 102 Hz, reflecting an increasing resistance contribution by the MDCK-II cells. 
Around 103 – 105 Hz, the membrane capacitance of the cells play a decisive role for current pathways 
through the cell layer, reflected in a phase drop towards −90 ° again, until at higher frequencies 
(𝑓  > 105 Hz) the bulk resistance of the medium determines the entire impedance/ phase signal. The 
frequency region in which the cell layer affects impedance and the extent of its impedance contribution 
depends on the cell type. Critical properties are the tightness of intercellular junctions, the average radius 
of cell bodies, the cell-electrode distance, the specific resistivity of the subcellular electrolyte, and the 
membrane capacitance of the cells (cf. Fig. 3–17 and subsection 3.4.3). For instance, the ECIS data of 
MDCK-II cells on the QCM-ECIS sensor (  in Fig. 5–7) show impedance contributions by the cells across 
three orders of magnitude of frequency. Moreover, the MDCK-II cell layer increased the magnitude of 
impedance by a factor of almost six at the most sensitive frequency. Absolute values are listed in Tab. 5–
2. A dotted line in Fig. 5–7 A, B indicates the sensitive frequency. It is determined from the normalized 
impedance spectrum |𝑍|norm(𝑓) shown in Fig. 5–7 D, representing the impedance spectrum of a cell-
covered sensor divided by that of a cell-free sensor (|𝑍|norm = |𝑍|w/ cells |𝑍|w/o cells⁄ ). This provides a peak 
function with the sensitive frequency as the frequency where |𝑍|  changes most due to the cells 
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(𝑓𝑠𝑒𝑛𝑠(|𝑍|)  = 𝑓(|𝑍|norm
𝑚𝑎𝑥)). For the exemplary data, the peak maximum of |𝑍|norm  was determined at 
𝑓𝑠𝑒𝑛𝑠(|𝑍|) = 2.5 kHz.  
For a better and more specific analysis, the impedance was expressed by complex numbers. Thereby, the 
real part of the complex impedance includes all resistive contributions of the observed system and is 
expressed by an equivalent resistance, Re(𝑍) = 𝑅 . Since inductive elements are not present in the 
observed electrochemical system, the imaginary part of the impedance is expressed by an equivalent 
capacitance, Im(𝑍) = −(𝜔𝐶)−1. The representation of the complex impedance by the respective values 
of resistance ( , ) and capacitance ( , ) is shown in a frequency dependent manner for cell-free 
(open symbols) and cell-covered (filled symbols) electrodes in Fig. 5–7 C. A corresponding 3-D 
representation of the electrochemical resistance and capacitance data with the three perpendicular axes, 
𝑓, 𝐶, and 𝑅, is shown in SI 10 B (p. 266). The resistance and capacitance spectra that are extracted from 
the experimental electrical impedance (Fig. 5–7 C) show profiles similar to the simulated data presented 
above in Fig. 3–16 (p. 54). From the spectra in Fig. 5–7 C, one can see the most pronounced response of 
the resistance to the MDCK-II cell layer at lower frequencies (𝑓𝑠𝑒𝑛𝑠(𝑅) = 200 Hz), whereas the capacitance 
is sensitive for the presence of MDCK-II cell membranes on the WE at elevated frequency levels 
( 𝑓𝑠𝑒𝑛𝑠(𝐶)  = 32 kHz). Fig. 5–7 D shows the respective spectra of normalized resistance ( 𝑅norm =
𝑅w/ cells 𝑅w/o cells⁄ ; ) and normalized capacitance (𝐶norm = 𝐶w/o cells 𝐶w/ cells⁄ ; ). The presence of a 
confluent MDCK-II cell layer on the WE causes a decrease in the capacitance by a factor of six and a 32-
fold increase in the resistance at the respective frequencies, with respect to the WE exposed to cell 
culture medium only. Absolute values of parameters are summarized in Tab. 5–2. Stray capacitances due 
to the wiring cause a drop of the capacitance at 𝑓 > ∼ 50 kHz. Here, the experimental data deviate from 
the simulated curves, as parasitic effects have not been considered in the model calculations.  
Fig. 5–7 E shows the ECIS data represented in the complex plane, with the linear axes  Re(𝑍) and −j ∙
Im(𝑍). The imaginary axis is plotted inversely for a better presentation. The bright grey inset in Fig. 5–
7 E shows a zoom-in to the high frequency range to hide the CPE contribution of the WE, which 
dominates at low frequencies, and to visualize the impedance contribution of cells in the complex 
presentation. The cell-free sensor ( ) exhibits impedance properties of a CPE with dominating 
capacitive contributions in series with the bulk resistance of the electrolyte (cf. Tab. 3–4 A). Cells 
(MDCK-II) on the WE ( ) add a R||C element in series to the serial CPE-Rbulk circuit. This is noticeable in 
a knick in the curve at 𝑓 > 300 Hz compared to the cell-free situation (see inset in Fig. 5–7 E), which reveals 
the semicircle of a R||C element in the complex plane (cf. Tab. 3–4 B). For 𝑓 < 300 Hz the CPE dominates 
current flow, illustrated by a strong increase of the imaginary part. A further zoom-in to the maximal 
frequency (dark grey insert in Fig. 5–7 E) uncovers that the curves do not cross the origin of the complex 
plane. This reflects the constant real part contribution of the bulk resistance (offset in x-axis direction; 
cf. Tab. 3–4 C) as well as stray capacitances arising from the wiring (offset in y-axis direction). Fig. 5–7 F 
extends this 2-D plot to a 3-D Nyquist plot by the introduction of the frequency 𝑓 as the third axis. All 
axes are perpendicular to each other and are presented in logarithmic scale. The projection of the curves 
to the complex plane (left back plane) mirrors a double-logarithmic presentation of the 2-D Nyquist plot 
shown in Fig. 5–7 E. The projection to the xy-plane (bottom plane) reflects the resistance spectra shown 
in Fig. 5–7 C (Re(𝑍) = 𝑅 ), and the projection in the xz-plane (right back plane) illustrates modified 
capacitance spectra (Im(𝑍) = −(𝜔𝐶)−1). 
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Fig. 5–7 Electrical impedance spectra of a QCM-ECIS sensor in ECIS-mode. (A) |𝑍|(𝑓) and (B) 
𝜑(𝑓) are shown for the sensor loaded with cell culture medium ( ) and covered with a confluent 
layer of MDCK-II cells ( ). The most sensitive frequency of maximal cell response of |𝑍|  is 
indicated (2.5 kHz). (C) Spectra of equivalent resistance (𝑅(𝑓); , ) and capacitance (𝐶(𝑓); 
, ) were extracted from the real part (Re(𝑍) = 𝑅 ) and the imaginary part ( Im(𝑍) =
−(𝜔𝐶)−1) of the complex impedance and are shown for the cell-free (open symbols) and the cell-
covered (filled symbols) sensor. The most sensitive frequencies of 𝑅 and 𝐶  with respect to cell 
coverage of the WE are indicated (200 Hz and 32 kHz, respectively). (D) Normalized spectra of |𝑍| 
( ; |𝑍|norm = |𝑍|w/ cells |𝑍|w/o cells⁄ ), 𝑅  ( ; 𝑅norm = 𝑅w/ cells 𝑅w/o cells⁄ ) and 𝐶  ( ; 𝐶norm =
𝐶w/o cells 𝐶w/ cells⁄ ), corresponding to the spectra of cell-free/ cell-covered WEs in A and C. The peak 
maxima provide the most sensitive frequency of each parameter, as indicated. (E) 2-D and (F) 3-D 
Nyquist representation of the complex impedances. Note: the imaginary axis (z-axis) is displayed 
inverted, and axes in E are linear while they are logarithmic in F. Impedance values were recorded 
at 61 equidistant frequencies between 1 Hz and 1 MHz.  
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Tab. 5–2 Electrical impedance properties of a QCM-ECIS sensor (WE-Ø = 0.5), obtained from 
exemplary ECIS-mode recordings of electrodes immersed (for 24 h) in cell culture medium, and 
covered with a confluent layer of MDCK-II cells. Values of  𝑋 =  |𝑍|,  𝑅, and  𝐶 are determined at 
the respective most sensitive frequencies 𝑓𝑠𝑒𝑛𝑠(𝑋), where parameters change most upon MDCK-II 
cell layer formation. Normalized parameter values  𝑋norm are calculated according to  |𝑍|norm =
|𝑍|w/ cells |𝑍|w/o cells⁄ , 𝑅norm = 𝑅w/ cells 𝑅w/o cells⁄ , and 𝐶norm = 𝐶w/o cells 𝐶w/ cells⁄ . 
𝑋 = |𝑍| 𝑅 𝐶 
𝑓𝑠𝑒𝑛𝑠(𝑋)  2.5  kHz  200  Hz  32 kHz 
𝑋 (medium)  2.3  kOhm  1.7  kOhm  23.0  nF 
𝑋 (MDCK-II cells)  13.2  kOhm  54.3  kOhm  3.9  nF 
𝑋norm  5.7  32  5.9 
 
5.1.6 QCM-ECIS Sensors:  
Systematic Variation of WE Sizes and Layouts 
In addition to the previously characterized default QCM-ECIS sensor, prototypes with various different 
working electrode sizes and numbers were designed in proof-of-concept studies, and their impedance 
properties in both QCM-mode and ECIS-mode recordings were analyzed. Photoresist was coated on 
2ElQ plates at a spin velocity of 3000 rpm and structured subsequently with different WE sizes by 
photolithography, according to the masks depicted in Fig. 5–8 A1 – D1. Photographs next to the masks 
in Fig. 5–8 show the processed sensors. WE-sizes of Ømask = 250 µm (𝐴mask = 0.5 ·10
−3 cm2; Fig. 5–8 A1), 
Ømask = 1000 µm (𝐴mask  = 7.9 ·10
−3 cm2; Fig. 5–8 C1), and Ømask = 2000 µm (𝐴mask  = 31.4 ·10
−3 cm2; Fig. 5–
8 D1) were prepared. For comparison purposes, QCM- and ECIS-mode impedance characteristics of the 
standard sensor layout (Ømask = 500 µm; 𝐴mask = 2.0 ·10
−3 cm2; Fig. 5–8 B1) are considered, too. Additional 
to variations in the WE size, prototypes comprising more than one working electrode were prepared. 
Two different photomasks were used for uncovering an array of ten working electrodes with a defined 
diameters of each electrode of either Ømask = 250 µm or Ømask = 500 µm. These lithography masks and 
photographs of prepared QCM-ECIS sensors are shown in Fig. 5–10 A1, B1.  
Diagrams in Fig. 5–8 A2 – D2 show the oscillation impedance amplitudes of the two resonator units of 
typical QCM-ECIS sensors with different sizes of the WE on QCM1. Phase spectra, 3-D-Bode plots, and 
complex representation of the impedance characteristics is presented in SI 11 (p. 266). The oscillations 
of QCM1 and QCM2 on the 2ElQs are well separated and resonances are sufficiently decoupled for all 
prototypes. By increasing the size of the WE, i.e. removing an increasing amount of photoresist mass 
from QCM1, the separation of QCM1 and QCM2 resonances decreases (Fig. 5–8 A-D). The differences in 
the frequency of minimal impedance ∆𝑓|𝑍|𝑚𝑖𝑛  of the adjacent resonators are listed in Tab. 5–3. By an 8-
fold extension of the WE diameter, from 250 µm to 2 mm, ∆𝑓|𝑍|𝑚𝑖𝑛  is decreased by more than 8 kHz. 
Increasing electrode diameters on QCM1 also increase the occurrence of the second resonance at the 
frequency where the uncoated microbalance (QCM2) is resonant. Moreover, the main resonance of 
QCM1 moves closer towards the frequency region of this unwanted resonance, which is critical for mutual 
disturbances. For the tested sensor layouts, interference occurs neither in the parallel resonance region 
of QCM1 nor in the serial resonance region of QCM2, neither in the spectra of impedance amplitude 
(Fig. 5–8 A2-D2) nor in that of phase shift (SI 11). The minimal resonance separation of 13.3 kHz for the 
maximal WE-size (Ømask = 2000 µm; Fig. 5–8 D) is just sufficient to maintain decoupling of QCM1 and 
QCM2 resonances.  
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Fig. 5–8 QCM-mode characteristics of QCM-ECIS designs with different WE sizes. Sensors 
were prepared with WE diameters of (A) 250, (B) 500, (C) 1000, and (D) 2000 µm. For each layout, 
the used photomask, a photograph of the sensor, and corresponding spectra of the oscillation 
impedance magnitudes of photopolymer-coated QCM1 ( ; w/ PhoP) and of photopolymer-free 
QCM2 ( ; w/o PhoP) in air are shown. Data points were reduced for sake of clarity. 
The electrochemical impedance characteristics (ECIS-mode) of the presented sensor layouts with 
increasing WE diameters are summarized in Fig. 5–9, by the spectra of (A) impedance magnitude, (B) 
normalized impedance magnitude, (C) resistance, (D) normalized resistance, (E) capacitance, and (F) 
normalized capacitance for WE diameters of 250 µm ( , ), 500 µm ( , ), 1000 µm ( , ), 
and 2000 µm ( , ). Impedance spectra of the sensors were recorded ∼ 24 h after adding medium 
into the measurement chamber (w/o cells; open symbols), whereas sensors covered with a confluent 
layer of MDCK-II cells (w/ cells; filled symbols) were studied the day after seeding 450 000 cells/ cm2. 
Impedance magnitude spectra of all systems exhibit typical curve shapes in the cell-free situation, with a 
slope of about minus one in the low frequency band and a straight line parallel to the x-axis at higher 
frequencies. This electrical behavior is equal to that of an electrical equivalent circuit of a resistance and 
a CPE in series and reflects the typical properties of an electrode immersed in an electrolyte. The increase 
of the WE size expands the dominance of the resistance contribution towards lower frequency values 
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(Fig. 5–9 D), causing a likewise shift of the entire impedance spectra. In the course of this, the impedance 
magnitude is reduced in the low frequency region, reflecting an increasing capacitive and a decreasing 
resistive contribution of the CPE. This is evident, since a bigger electrode area 𝐴  increases the 
capacitance according to 𝐶 = 𝜀0𝜀𝑟𝐴 𝑑⁄ . 
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Fig. 5–9 ECIS-mode characteristics of various QCM-ECIS sensor designs with WE diameters of 
250 µm ( , ), 500 µm ( , ), 1000 µm ( , ), and 2000 µm ( , ), immersed in 
medium (w/o cells; open symbols) and covered with a MDCK-II cell layer (w/ cells; filled symbols). 
Spectra are shown for absolute values (left-hand side) and normalized values (right-hand side) of 
(A), (B) impedance magnitude, (C), (D) resistance, and (E), (F) capacitance. Dashed lines and areas 
indicate frequencies of maximal sensitivity of the respective quantity. Data points were reduced 
for sake of clarity. 
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The presence of cells on the electrodes significantly changes the impedance characteristics of the sensors 
with an additional impedance contribution at frequencies between 100 Hz and 100 kHz. The frequency 
band of the cell layer-related influence on the impedance magnitude (Fig. 5–9 A) thereby depends on the 
WE size. With increasing diameter of the WE it shifts to lower values. This affects the frequency of 
maximal cell response as reflected in the normalized spectra of impedance magnitude 
(|𝑍|w/ cells |𝑍|w/o cells⁄ ) in Fig. 5–9 B. The peak frequency (indicated with dashed lines) shifts to lower values 
with increasing WE area, from ∼ 104 Hz for the Ømask = 250 µm electrodes ( ) to ∼ 103 Hz for the 
Ømask = 2000 µm electrodes ( ). Averaged values of the most sensitive frequencies of the different 
sensor layouts are listed inTab. 5–3.  
Spectra of resistance (Fig. 5–9 C, D), representing the real parts of the complex impedances, depend 
similarly on the WE size like the spectra of impedance magnitude. Compared to impedance, resistance 
is more sensitive for the cell layer at lower frequencies (𝑓 < 104 Hz). By enlarging the WE area, the low-
frequency resistance decreases and the frequency region being sensitive for cells is shifted to lower 
values (Fig. 5–9 D). This trend also applies for the capacitance spectra, whereas the absolute capacitance 
values increase likewise with the WE size (Fig. 5–9 E, F). In contrast to the peak-shaped spectra |𝑍|norm 
and 𝑅norm , spectra of normalized capacitance exhibit a sigmoidal curve and thus a broad region of 
frequencies with similar sensitivity. Mean values of sensitive frequencies of impedance, resistance, and 
capacitance are summarized in Tab. 5–3 for all QCM-ECIS sensors under test.  
Tab. 5–3 Influence of the WE dimension on the resonance separation ∆𝑓|𝑍|𝑚𝑖𝑛  between QCM1 
and QCM2 in QCM-mode and on the most sensitive frequencies 𝑓𝑠𝑒𝑛𝑠(|𝑍|, 𝑅, 𝐶) in ECIS-mode 
(mean ± SEM). Specified values of WE diameter (WE-Ømask), WE area (WE-Amask), and of the 
percentage of PhoP coverage on the entire electrode area of QCM1 (ØElectrode = 3.5 mm) are 
calculated from photomask dimensions. 
WE-Ømask/  
µm 
WE-Amask/  
cm2 
PhoP Coverage 
on QCM1/ % 
∆𝑓|𝑍|𝑚𝑖𝑛/  
kHz 
N 𝑓𝑠𝑒𝑛𝑠(|𝑍|)/  
kHz 
𝑓𝑠𝑒𝑛𝑠(𝑅)/ 
kHz 
𝑓𝑠𝑒𝑛𝑠(𝐶)/ 
kHz 
N 
250 0.5 ·10−3 99.5 −21.6 ± 0.3 5 .15 ± 2.0 01.5 ± 0.50  61 ± 11 3 
500 2.0 ·10−3 98.0 −19.70 ± 0.14 100 3.4 ± 0.3 0.29 ± 0.02  41 ± 8 18 
1000 7.9 ·10−3 91.8 −18.7 ± 0.4 4 2.3 ± 0.5 0.28 ± 0.06  24 ± 13 3 
2000 31.4 ·10−3 67.3 −13.3 ± 0.5 4 1.6 ± 0.2 0.26 ± 0.03  6 ± 1 3 
10x 250 4.9 ·10−3 94.9 −20.9 1 - - - - 
10x 500 19.6 ·10−3 79.6 −17.6 1 - - - - 
 
 
Another proof-of-principle approach aimed to introduce more than one working electrode in the 
photoresist of the coated gold electrode. This follows the architecture of commercial 8W10E™ ECIS-
electrodes (Applied BioPhysics; Troy, NY, USA) with ten working electrodes integrated in one 
measurement chamber. This makes the QCM-ECIS sensors capable for performing ECIS-mode 
monitoring of a bigger fraction of the cell population and over a larger region of the substrate. Two 
different sensors were designed, by applying photomasks comprising a 3-4-3 WE array with a diameter 
of each electrode of either Ømask = 250 µm or Ømask = 500 µm. Masks for lithography are shown in Fig. 5–
10 A1, B1 together with photographs of prepared QCM-ECIS sensors.  
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Impedance spectra of QCM1 ( ) and QCM2 ( ) shear oscillations of both multi-WE sensors are similar 
in shape to that recorded for the default QCM-ECIS layout (cf. Fig. 5–6). Differences in the spectral 
properties only appear in a smaller resonance shift between the adjacent QCM spots. The resonance of 
QCM1 shifts to higher values as observed during processing for different WE arrays.This is in compliance 
with Sauerbrey (Eq. (23)). Tab. 5–3 lists for the different QCM-ECIS sensors with ten WEs under test the 
values of the integrated WE area, the degree of PhoP coverage on QCM1, and the resulting separations 
∆𝑓|𝑍|𝑚𝑖𝑛  of QCM1 and QCM2 resonances.  
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Fig. 5–10 QCM-mode characteristics of QCM-ECIS prototypes comprising ten WEs with 
diameters of each electrode of either (A) Ømask = 250 µm or (B) Ømask = 500 µm. For each sensor 
layout are shown: (A1), (B1) the photomask applied and a photograph of a processed 2ElQ, (A2), 
(B2) micrographs of the WE region, and (A3), (B3) the corresponding impedance magnitude 
spectra of photopolymer-coated QCM1 ( ; w/ PhoP) and photopolymer-free QCM2 ( ; w/o 
PhoP) in air. Data points were reduced for sake of clarity. Overview micrographs in A2 and B2 were 
merged from three individual pictures; insets show magnifications of selected areas. The scale bar 
corresponds to 100 µm and 𝑑 indicates the distance between electrode openings. 
Phase-contrast micrographs in Fig. 5–10 show the polymer-coated electrode on the QCM-ECIS sensor 
surface with circular openings of either 250 µm (Fig. 5–10 A2) or 500 µm (Fig. 5–10 B2) in diameter at ten 
positions. Overview images were assembled from three individual micrographs, taken with objectives of 
4x magnification. Insets show details with a higher magnification factor, revealing deviations from 
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circularity and warp edges of the WEs. These abnormalities are more pronounced for the smaller 
openings. Analysis of micrographs provided values of the integrated WE area of 𝐴real  = 6.2 (± 0.2) 
·10−3 cm2 (N = 5) and of 𝐴real = 20.5 (± 0.3) ·10
−3 cm2 (N = 7) for sensors prepared with the 10x 250 µm and 
10x 500 µm masks, respectively. These values correspond to average WE diameters of 
Øreal = 280 (± 4) µm (Ømask = 250 µm) and Øreal = 511 (± 4) µm (Ømask = 500 µm). Average distances 𝑑 
between adjacent WEs are measured to 𝑑real  = 261 (± 3) µm (N = 6; 𝑑mask  = 300 µm; Fig. 5–10 A2) and 
𝑑real = 465 (± 4) µm (N = 11; 𝑑mask = 500 µm; Fig. 5–10 B2). Hence, WE diameters prove to be bigger and 
inter-electrode separations turn out to be smaller than actually defined by the photomasks.  
The electrochemical characteristics (ECIS-mode) of the ECIS-QCM sensors comprising ten working 
electrodes presented (Fig. 5–10 A1, B1) were analyzed as well. Diagrams in Fig. 5–11 show spectra of (A) 
absolute and (B) normalized impedance magnitude of sensors with WE-diameters of 250 µm ( , ) 
and 500 µm ( , ), incubated in cell culture medium (open symbols) and covered with a confluent 
layer of MDCK-II cells (filled symbols). Compared to each other, the bigger working electrode area 
translates the impedance spectrum to lower values along the frequency axis (Fig. 5–11 B). Differences are 
most pronounced in the low frequency region, where the electrode properties determine the overall 
impedance. The bigger the total working electrode area the lower is the impedance to current flow across 
the electrode into the adjacent medium. The increase of the WE dimensions shifts the sensitive 
frequency for cells to lower values (dashed line in Fig. 5–11 B), as it has already been determined above 
for the single-WE sensors with various WE sizes (cf. Fig. 5–8). For corresponding spectra of absolute and 
normalized resistance and capacitance see SI 12. 
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Fig. 5–11 ECIS-mode characteristics of QCM-ECIS prototypes comprising ten WEs with 
diameters of each electrode of either Ømask = 250 µm ( , ) or Ømask = 500 µm ( , ). (A) 
Absolute values of impedance magnitude of the senors exposed to medium (open symbols) and 
covered with a confluent MDCK-II cell layer (filled symbols). (B) Normalized impedance spectra 
indicate the most sensitive frequency for cell monitoring (dashed lines). Data points were reduced 
for sake of clarity.  
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5.2 QCM-ECIS Biosensor for Cell Attachment 
and Spreading 
The impedance analyses of QCM-mode and ECIS-mode recordings of the 3rd generation QCM (5.1.4 and 
5.1.5) convincingly demonstrated its capability of discriminating a cell-free and a cell-covered sensor in 
mechanical and electrical respects, as the characteristic sensor parameters respond very sensitive to the 
attachment of cells in both modes of measurement. For instance, the minimal impedance of quartz 
oscillation increases by ∆|𝑍|𝑚𝑖𝑛 ≈ 850 Ohm upon coverage of the sensor surface with a confluent 
monolayer of MDCK-II cells, which is a signal increase by ∼ 45 % with respect to the cell-free value under 
medium loading (cf. Tab. 5–1). In the course of this experiment, the magnitude of electrical impedance 
between WE and CE changes by ∆|𝑍|  ≈ 7.8 kOhm (∼ 600 % signal increase) at the most sensitive 
frequency of 5 kHz (cf. Tab. 5–3). Split into real and imaginary part, MDCK-II cells on the sensor alter the 
resistance at 316 Hz by ∆𝑅 ≈ 33 kOhm (∼ 2400 % signal increase), and the capacitance at 31.2 kHz by 
∆𝐶 ≈ −19.7 nF (∼ −88 % signal decrease) (cf. Tab. 5–3). Thus, the QCM-ECIS sensor allows for sensitive, 
multi-parametric, substrate-integrated, label-free, and quasi-simultaneous sensing of adherent cells. 
Since both transducer principles are non-invasive on cells, mechanical (viscoelastic) and electrical 
properties (electrode coverage, barrier resistance) of the same cell layer can be monitored in real-time, 
providing time-resolved information on establishing, disassembling, and modifying cell-cell and cell-
substrate interactions. 
Combined QCM- and ECIS-mode recordings were applied for investigating the absolute and kinetic 
viscoelastic and electrical characteristics of different cell lines in the course of cell-substrate and cell-cell 
interactions on the QCM-ECIS sensors developed here. Since the coated photopolymer layer on the 
sensing side of the sensor is expected to swell upon immersion with liquid [236], the sensor surfaces were 
exposed to serum-free cell culture medium (SFM) and equilibrated for ∼ 20 h before the seeding of cells. 
This procedure was meant to decouple impedance alterations due to the equilibration from cell signals 
arising in the course of an experiment. The influence of SFM incubation on the QCM-ECIS sensor 
responses in QCM- and ECIS-mode recordings is addressed firstly (5.2.1), followed by time-resolved cell 
adhesion studies. The investigations comprise the attachment and spreading of MDCK-II cells (5.2.2) and 
NRK cells (5.2.3) under standard cell culture conditions. MDCK-II cells are studied additionally in modified 
culture medium (5.2.4). The setup illustrated in Fig. 3–18 (p. 57) was used for the cell-based assays. All 
studies were performed with the standard layout of the QCM-ECIS sensor. This is a 2ElQ whose one 
resonator unit was coated with photoresist of ∼ 3 µm in thickness. A circular opening was introduced in 
the center of the coating to uncover a defined fraction of the covered gold electrode (Fig. 5–4). The bare, 
small area of the electrode serves as WE for ECIS-mode impedance analysis, vis-à-vis to the uncoated 
electrode of the second resonator unit which serves as the CE (Fig. 5–2 B). The WE diameter was 
experimentally determined and averaged out to 511 (± 4) µm (cf. 5.1.1).  
5.2.1 Sensor Preincubation with Culture Medium 
Double-mode impedance recordings in the forerun of a cell experiment monitored moisture expansion 
of photopolymer (PhoP) on the QCM-ECIS sensor surface. Sensors were immersed with 1.5 mL of SFM 
under sterile conditions, measurement chambers were placed in a cell-culture incubator (37 °C, 5 % CO2), 
and impedance measurements were directly started afterwards to follow polymer swelling. Fig. 5–12 A 
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represents QCM-mode measurements, depicting average time courses of minimal impedance changes, 
∆|𝑍|𝑚𝑖𝑛 (mean ± SEM; N ≥ 24), for the two resonator units QCM1 (w/ PhoP; black curve) and QCM2 (w/o 
PhoP; blue curve). Fig. 5–12 B shows average resistance and capacitance changes, ∆𝑅  and ∆𝐶 
(mean ± SEM; N = 11), extracted from ECIS-mode recordings. Values are referenced to initial values, 
obtained from the first impedance spectrum after adding SFM. 
An initial drop by ∆|𝑍|𝑚𝑖𝑛 ≈ −50 Ohm within 2 – 6 h and a subsequent constant value of |𝑍|𝑚𝑖𝑛 for at least 
16 h characterize the time course of the shear oscillation impedance after exposing one face of the sensor 
to SFM. Marginal differences in the signal changes of photopolymer-coated QCM1 and uncoated QCM2 
appear in the kinetics of the initial drop and in the final values after 18 h of incubation. ∆|𝑍|𝑚𝑖𝑛 of QCM1 
reaches equilibrium within 2 h, whereas this takes slightly longer for QCM2. After equilibration, |𝑍|𝑚𝑖𝑛 
of QCM1 is −60 (± 10) Ohm (N = 27) lower and |𝑍|𝑚𝑖𝑛  of QCM2 is −30 (± 10) Ohm (N = 24) lower than 
initial values. With respect to absolute values, |𝑍|𝑚𝑖𝑛  is decreased by −2.9 (± 0.6) % (QCM1) and 
−1.7 (± 0.5) % (QCM2), respectively. Hence, damping of the shear oscillations is slightly reduced to a 
similar extent for both resonators in the course of SFM incubation. Exposure of the QCM-ECIS sensor to 
SFM for 18 h results in averaged absolute values of |𝑍|𝑚𝑖𝑛 (QCM1) = 1890 (± 30) Ohm and 
|𝑍|𝑚𝑖𝑛(QCM2) = 1830 (± 30) Ohm, respectively. Hence, the oscillation damping of microbalances is by 
∼ 60 Ohm just slightly higher for QCM1 coated with PhoP. 
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Fig. 5–12 (A) Changes in the minimal impedance of QCM1 and QCM2 oscillations and (B) 
electrochemical impedance changes upon immersing the standard QCM-ECIS sensor with SFM. 
(A) Averaged time courses of ∆|𝑍|𝑚𝑖𝑛 (mean ± SEM) for QCM1 (w/ PhoP; black curve; N = 27) and 
QCM2 (w/o PhoP; blue curve; N = 24). The impedance changes within 18 h by 
∆|𝑍|𝑚𝑖𝑛 (QCM1) = −60 (± 10) Ohm and ∆|𝑍|𝑚𝑖𝑛 (QCM2) = −30 (± 10) Ohm, resulting in constant 
final values of |𝑍|𝑚𝑖𝑛 (QCM1) = 1890 (± 30) Ohm and |𝑍|𝑚𝑖𝑛 (QCM2) = 1830 (± 30) Ohm. (B) 
Averaged time courses of resistance change ∆𝑅 at 316 Hz (red curve) and capacitance change ∆𝐶 
at 40 kHz (orange curve) upon immersion of the sensor with SFM (mean ± SEM; N = 11). 
Equilibration is reached after ∼ 8 h, with final signal changes of ∆𝑅 = −750 (± 60) Ohm and ∆𝐶 = 
2.1 (± 0.2) nF. Final stationary values are 𝑅 = 1390 (± 60) Ohm and 𝐶 = 22.1 (± 0.7) nF (𝑡 = 18 h). 
Sensor incubation with SFM shows more pronounced impedance responses in the electrochemical 
recordings (Fig. 5–12 B). Resistance at 316 Hz (red curve) and capacitance at 40 kHz (orange curve) 
strongly change within ∼ 8 h after SFM addition with similar kinetics and opposing trends. In this period, 
low-frequency resistance decreases by ∆𝑅 = −750 (± 60) Ohm (∆𝑅/𝑅0 = −35 (± 3) %) and high-frequency 
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capacitance rises by ∆𝐶  = 2.1 (± 0.2) nF (∆𝐶/𝐶0  = +10 (± 1) %). Final stationary values of 𝑅  = 1390 (± 60) 
Ohm and 𝐶 = 22.1 (± 0.7) nF on average are reached after 18 h of SFM incubation. 
These distinct changes in oscillation impedances and especially in electrochemical impedance properties 
of QCM-ECIS sensors illustrate the impact of SFM incubation on sensor responses and the need for its 
preincubation for at least 6 h in the forerun of cell attachment and spreading studies.  
5.2.2 MDCK-II Cell Attachment and Spreading 
Attachment and spreading of MDCK-II cells was investigated in time-resolved double-mode impedance 
measurements by QCM-ECIS sensors. The day after incubating the quartz surface with SFM (𝑡 ≥ 20 h) 
medium was replaced by 1.5 mL MDCK-II cell suspension of ∼ 350 000 cells/ mL (seeding to confluence). 
Motional impedance spectra of resonators loaded with SFM and with a confluent MDCK-II cell layer have 
been presented and discussed above (Fig. 5–6, p. 118). Spectra of impedance magnitude, resistance, and 
capacitance from ECIS-mode recordings of a cell-free and a MDCK-II cell-covered sensor are shown in 
Fig. 5–7 (p. 122) and the respective characteristics are discussed in the accompanying text passages. 
The time courses of minimal impedance change ∆|𝑍|𝑚𝑖𝑛 during MDCK-II cell attachment and spreading 
are shown in Fig. 5–13 A. Averaged traces (mean ± SEM) are depicted separately for recordings with 
QCM1 (w/ PhoP; ; N = 31) and QCM2 (w/o PhoP; ; N = 24), and for pooled data sets of QCM1 and 
QCM2 recordings ( ; N = 55). Curves are referenced in time and |𝑍|𝑚𝑖𝑛 values to the last data point 
before cell addition. After ≥ 20 h of incubation with SFM, average starting values of |𝑍|𝑚𝑖𝑛(𝑡0)  are 
1890 (± 20) Ohm for polymer-coated QCM1 resonators and 1810 (± 30) Ohm for uncoated QCM2 
resonators (mean ± SEM; N = 40). Hence, initial minimal impedance values are slightly but significantly 
lower by ∼ 80 Ohm for the uncoated resonator surfaces. Tab. 5–4 summarizes the characteristic shear 
displacement parameters of separate and pooled data sets of QCM1 and QCM2 in the course of MDCK-II 
attachment and spreading.  
∆|𝑍|𝑚𝑖𝑛 starts to increase instantaneously after replacing SFM with the cell suspension (Fig. 5–13 A). As 
an indicator for the kinetics of cell attachment in QCM-mode, times (𝑡𝑚) and values of maximal slope 
𝑚 = ∆|𝑍|𝑚𝑖𝑛/∆𝑡 were determined. Values of 𝑡𝑚 were obtained from the maximum of the first derivative 
of the time courses and the maximal slopes were calculated by linear regression of nine data points 
around 𝑡𝑚. For both resoantors a maximal slope of 𝑚 ≈ 16 Ohm·min
−1 occurs 30 min after seeding cells 
to confluence. The slope is slightly higher for recordings with resonator QCM1 compared to that with 
QCM2 (Tab. 5–4). A second parameter reporting on the kinetics of mechanical cell-substrate interactions 
is time 𝑡1/2, when half of the final impedance change ∆|𝑍|𝑚𝑖𝑛(𝑡1) is reached (𝑡1/2 = 𝑡(1/2·∆|𝑍|𝑚𝑖𝑛(𝑡1))). 
This period is by 𝑡1/2  = 40 min similar for the two microbalances on the sensor. At 𝑡’  ≈ 190 min after 
seeding, ∆|𝑍|𝑚𝑖𝑛  converges to a first plateau of 750 (± 10) Ohm (QCM1) and 700 (± 10) Ohm (QCM2), 
followed by a second increase to a transient maximum of 940 (± 20) Ohm (QCM1) and 850 (± 20) Ohm 
(QCM2) at time 𝑡’’ ≈ 490 min. It is noticeable that ∆|𝑍|𝑚𝑖𝑛 of QCM1 takes approximately 20 min longer 
to reach this maximum (Tab. 5–4). Afterwards, oscillation damping of QCM1 and QCM2 decline equally 
by ∼ 50 Ohm within 4 h to stationary values (𝑡 ≥ 12 h) and remain constant for at least 8 h. At the end of 
MDCK-II attachment and spreading (𝑡1 = 20 h), |𝑍|𝑚𝑖𝑛 values are increased by 890 (± 10) Ohm (QCM1) 
and 800 (± 20) Ohm (QCM2), resulting in final absolute values of 2780 (± 20) Ohm (QCM1) and 
2620 (± 20) Ohm (QCM2). ∆|𝑍|𝑚𝑖𝑛  time courses are similar in shape for QCM1 and QCM2 recordings 
(Fig. 5–13 A). However, the extent of signal increase is significantly lower for the QCM2 resonator, with 
an offset of ∼ 50 – 90 Ohm all along the investigated period. Hence, photoresist coating has a marginal 
but significant influence on the sensor response.  
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Fig. 5–13 QCM-ECIS sensor responses during MDCK-II cell attachment and spreading. (A) Time 
courses of minimal impedance change, ∆|𝑍|𝑚𝑖𝑛, of resonators’ shear displacement. Curves are 
averaged from individual traces (mean ± SEM) and displayed separately for QCM1 (w/ PhoP; ; 
N = 31) and QCM2 (w/o PhoP; ; N = 24) and for combined QCM1 and QCM2 impedance data 
sets ( ; N = 55). The dashed line indicates cell inoculation at time zero. Absolute starting values 
|𝑍|𝑚𝑖𝑛 ( 𝑡0 ) amount to 1890 (± 20) Ohm (QCM1), 1810 (± 30) Ohm (QCM2; both N = 40), and 
1850 (± 20) Ohm (QCM1+QCM2; N = 80). (B) Averaged normalized spectra of impedance 
magnitude ( ), resistance ( ), and capacitance ( ), calculated from ECIS-mode responses 
of cell-free (medium-loaded) and MDCK-II cell-covered sensor surfaces, according to |𝑍|norm =
|𝑍|w/ cells |𝑍|w/o cells⁄ , 𝑅norm = 𝑅w/ cells 𝑅w/o cells⁄ , and 𝐶norm = 𝐶w/o cells 𝐶w/ cells⁄  (mean ± SEM; N = 18). 
Spectra indicate most sensitive sampling frequencies 𝑓𝑠𝑒𝑛𝑠  of 316 Hz for 𝑅, 3.2 kHz for |𝑍|, and 
40 kHz for 𝐶 . (C) Time courses of 𝑅norm  (316 Hz; ) and 𝐶norm  (40 kHz; ) during MDCK-II 
attachment and spreading. Curves are averaged from N = 18 individual traces (mean ± SEM). 
Absolute starting values of QCM-ECIS sensors immersed with SFM are 𝑅(𝑡0) = 1430 (± 50) Ohm 
and 𝐶(𝑡0) = 20.5 (± 0.8) nF. For averaging multiple curves, each time course was firstly referenced 
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in time to the last values before cell inoculation. Traces were subsequently provided with an 
uniform timescale in a time frame of 2000 min by a linear interpolation of the data with 1000 
points in total. Finally, the measured quantity was averaged at each time and the standard error 
of the mean was calculated from the population of individual curves. (D) 3-D and (E), (F) 2-D 
impedance plots, merging the time courses of characteristic impedance parameters from 
recordings in QCM-mode (∆|𝑍|𝑚𝑖𝑛) and ECIS-mode (𝐶norm, 𝑅norm) during MDCK-II cell attachment 
and spreading. Traces exhibit 430 equidistant data points between 𝑡0 = 0 min and 𝑡1 = 1200 min. 
Characteristic times are indicated. ∆|𝑍|𝑚𝑖𝑛 values were used from pooled QCM1 and QCM2 data 
(N = 55), 𝑅norm and 𝐶norm values were averaged from N = 18 individual measurements. Data points 
displayed in A, C, E, and F were reduced for sake of clarity. 
Combined impedance data of QCM1 and QCM2 shear displacements provide an averaged time course of 
the mechanical interaction of MDCK-II cells with the QCM-ECIS sensor surface and cytomechanical 
alterations during cell layer formation. Since curve shape and time-dependent characteristics of ∆|𝑍|𝑚𝑖𝑛 
are similar for both resonators and they only differ to a moderate extent in the signal height, it is fair to 
pool data sets. This increases the number of data points by the factor of two, allowing for a more accurate 
averaging of the final values as well as of the time-resolve signal changes arising from the cells (Tab. 5–
4). Hence, damping of QCM1 and QCM2 shear displacement by an established confluent monolayer of 
MDCK-II cells is estimated to an averaged value of ∆|𝑍|𝑚𝑖𝑛(𝑡1) = 850 (± 10) Ohm (mean ± SEM; N = 80). 
Moreover, pooling of data provides an averaged maximal rate of impedance change of ∆|𝑍|𝑚𝑖𝑛/
∆𝑡  ≈ 16.61 (± 0.06) Ohm·min−1 at 𝑡𝑚  ≈ 30 min, a first plateau of ∆|𝑍|𝑚𝑖𝑛  = 730 (± 10) Ohm at time 
𝑡’ ≈ 190 min, and a transient maximum of ∆|𝑍|𝑚𝑖𝑛 = 900 (± 10) Ohm at 𝑡’’ ≈ 490 min after cell inoculation 
(mean ± SEM; N = 55).  
Tab. 5–4 Characteristic shear oscillation parameters (QCM-mode) of resonators QCM1 and 
QCM2 in the time course of MDCK-II cell attachment and spreading on the QCM-ECIS sensor 
surface. Values of separate (QCM1, QCM2) and pooled (QCM1+2) impedance data of resonators 
are shown. Mean starting values are obtained by averaging absolute |𝑍|𝑚𝑖𝑛 values of data sets at 
time zero (𝑡0). Maximal slopes 𝑚 = ∆|𝑍|𝑚𝑖𝑛/∆𝑡 were calculated by linear regression around 𝑡𝑚 (± 4 
data points) considering standard errors (instrumental weighting). Mean ∆|𝑍|𝑚𝑖𝑛  values are 
obtained from averaged time curves at the respective times of the first plateau (𝑡’), of maximal 
∆|𝑍|𝑚𝑖𝑛 signal (𝑡’’), and at the end of investigations (𝑡1 = 20 h). 𝑡1/2 marks the point in time of half 
of the final ∆|𝑍|𝑚𝑖𝑛 change. (mean ± SEM; N = 
a)40, b)80, c)31, d)24, e)55). 
 |𝑍|𝑚𝑖𝑛(𝑡0)/  
Ohm 
𝑡𝑚/  
min 
𝑚 = ∆|𝑍|𝑚𝑖𝑛/∆𝑡/ 
Ohm·min−1 
𝑡’/  
min 
∆|𝑍|𝑚𝑖𝑛(𝑡’)/ 
Ohm 
𝑡’’/  
min 
∆|𝑍|𝑚𝑖𝑛(𝑡’’)/ 
Ohm 
𝑡1/2/  
min 
𝑡1/  
min 
∆|𝑍|𝑚𝑖𝑛(𝑡1)/ 
Ohm 
QCM1 1890 (± 20)a) 30 17.50 (± 0.07)c) 190 750 (± 10)c) 500 940 (± 20)c) 40 1200 890 (± 10)a) 
QCM2 1810 (± 30)a) 30 15.0 (± 0.1)d) 190 700 (± 10)d) 480 850 (± 20)d) 40 1200 800 (± 20)a) 
QCM1+2 1850 (± 20)b) 30 16.61 (± 0.06)e) 190 730 (± 10)e) 490 900 (± 10)e) 40 1200 850 (± 10)b) 
 
Fig. 5–13 B shows averaged normalized spectra and the most sensitive frequencies of impedance 
magnitude, resistance, and capacitance, calculated from electrochemical impedance measurements of 
the QCM-ECIS sensor exposed to cell-culture medium and covered with a confluent layer of MDCK-II cells 
(mean ± SEM; N = 18). Averaging the most sensitive frequencies of |𝑍| , 𝑅 , and 𝐶  from 18 individual 
recordings provides 𝑓𝑠𝑒𝑛𝑠(|𝑍|) = 3.4 (± 0.3) kHz, 𝑓𝑠𝑒𝑛𝑠(𝑅) = 0.29 (± 0.02) kHz and 𝑓𝑠𝑒𝑛𝑠(𝐶) = 41 (± 8) kHz. 
Mean values and standard error bars (± 1SEM) of the most sensitive frequencies are indicated above the 
peaks in Fig. 5–13 B. Arrows and dotted lines in Fig. 5–13 B mark the sampling frequencies that are closest 
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to the respective calculated mean sensitive frequency. For time-dependent analysis of electrochemical 
impedance parameters, frequencies of 316 Hz (𝑅), 3.2 kHz (|𝑍|) and 40 kHz (𝐶) were chosen. The time 
courses of 𝑅norm at 316 Hz ( ) and 𝐶norm at 40 kHz ( ) during the processes of MDCK-II attachment 
and spreading are shown in the merged plot in Fig. 5–13 C, normalized to the time of adding cells. 
The capacitance, starting at 20.4 (± 0.8) nF at cell-free conditions, instantaneously decreases with cell 
inoculation and exhibits a maximal capacitance reduction rate of ∼ −12 nF·h−1 at 𝑡𝑚(𝐶) ≈ 40 min (Tab. 5–
5). Roughly ten minutes later, 𝐶  reaches half the overall signal change obtained at the end of the 
experiment (𝑡1/2 ≈ 50 min). After ∼ 2 h of almost linear decrease capacitance values approximate within 
four hours to a minimum of ∼ 14 % of initial values at 𝑡’(𝐶) ≈ 370 min. Values slightly recover afterwards, 
resulting in an averaged final value of 𝐶(𝑡1) = 3.7 (± 0.2) nF (𝐶norm(𝑡1) = 0.180 (± 0.007)) at the end of the 
experiment (𝑡1= 20 h). Resistance values at 316 Hz exhibit a contrary time course. However, within the 
first period of ∼ 2 h after seeding of cells resistance rises only marginally. After this time lag, 𝑅norm 
strongly increases within 4 – 5 h hours, showing a rise to half of its final values at 𝑡1 2⁄ (𝑅) ≈ 250 min and 
a maximal slope of ∆𝑅/∆𝑡  = 11.9 (± 0.4) kOhm·h−1 at 𝑡𝑚(𝑅) ≈ 270 min. Resistance reaches a transient 
maximum at 𝑡’(𝑅)  ≈ 480 min, with values being ∼ 2900 (± 100) % of the cell-free sensor resistance 
(Tab. 5–5). Subsequently, 𝑅norm  slightly declines and converges to a final relative resistance of 
𝑅norm(𝑡1) = 25 (± 1) and an absolute value of 𝑅(𝑡1) = 35 (± 1) kOhm at 𝑡1 = 20 h, respectively. 
Tab. 5–5 Characteristic electrochemical impedance parameters (ECIS-mode) along the time 
course of MDCK-II cell attachment and spreading on the QCM-ECIS sensor surface. Calculated 
averaged sensitive frequencies (𝑓𝑠𝑒𝑛𝑠
𝑐𝑎𝑙𝑐 ) and appropriate sampling frequencies (𝑓𝑠𝑒𝑛𝑠
𝑢𝑠𝑒𝑑 ) used for 
time-dependent analysis of resistance (𝑅) and capacitance (𝐶) are listed. Absolute and normalized 
mean values of 𝑅 and 𝐶 are obtained from respective averaged curves at times of cell inoculation 
(𝑡0), of maximal signal change (𝑡’(𝑌), 𝑌 = 𝑅, 𝐶), and at the end of experiments (𝑡1 = 20 h). Maximal 
slopes 𝑚 = ∆𝑌/∆𝑡  were calculated by linear regression around 𝑡𝑚  (± 4 data points) considering 
standard errors (instrumental weighting). 𝑡1/2(𝑌) marks the points in time when half of the final 
parameter values are attained. (mean ± SEM; N = 18). 
 𝑓𝑠𝑒𝑛𝑠
𝑐𝑎𝑙𝑐/ 
Hz 
𝑓𝑠𝑒𝑛𝑠
𝑢𝑠𝑒𝑑/ 
Hz 
𝑌(𝑡0)/ 
[𝑌] 
𝑡𝑚/ 
min 
𝑚 = ∆𝑌/∆𝑡 
[𝑌]·h−1 
𝑡’/ 
min 
𝑌norm(𝑡’)/ 
% 
𝑡1/2/  
min 
𝑡1/ 
min 
𝑌norm(𝑡1)/ 
% 
𝑌 = 𝑅 290 (± 20) 316 1430 (± 50) 
Ohm 
270 11.9 (± 0.4) 
kOhm·h−1 
480 2900 (± 100) 250 1200 2500 (± 100) 
𝑌 = 𝐶 41 (± 8) ·103 40 ·103 20.4 (± 0.8) 
nF 
40 −12.2 (± 0.1) 
nF·h−1 
370 13.6 (± 0.5) 50 1200 18.0 (± 0.7) 
 
Fig. 5–13 D visualizes correlations between the characteristic shear oscillation (QCM-mode) and 
electrochemical (ECIS-mode) parameters along the course of MDCK-II attachment and spreading, by a 
3-D QCM-ECIS impedance plot with the axes ∆|𝑍|𝑚𝑖𝑛 (x), 𝑅norm (y), and 𝐶norm (z). Fig. 5–13 E, F illustrate 
in 2-D plots the correlation of the QCM parameter ∆|𝑍|𝑚𝑖𝑛 with the ECIS parameters 𝐶norm and 𝑅norm, 
respectively, thus allowing for a more detailed view on the xz and xy projection planes of the 3-D curve 
in Fig. 5–13 D. A 2-D diagram of 𝐶norm vs. 𝑅norm and 3-D plots of two of the three impedance parameters 
as a function of time (𝐶norm  vs. 𝑅norm  vs. 𝑡 , 𝐶norm  vs. ∆|𝑍|𝑚𝑖𝑛  vs. 𝑡 , and 𝑅norm  vs. ∆|𝑍|𝑚𝑖𝑛  vs. 𝑡 ) are 
illustrated in SI 13 (p. 268). The diagrams in Fig. 5–13 D-F show 430 equidistant data points between 
𝑡0 = 0 min and 𝑡1 = 1200 min. Start and end values as well as selected, characteristic times 𝑡 = 45, 120, and 
480 min are highlighted in the diagrams. In the 3-D plot, arrows indicate the projection lines of these data 
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points to the corresponding points in the planes. The 3-D trace (Fig. 5–13 D) as well as the 2-D projections 
(Fig. 5–13 E, F) reveal a four-phasic time course. From 𝑡0  to 𝑡  ≈ 120 min,  𝐶norm  vs. ∆|𝑍|𝑚𝑖𝑛  changes 
(Fig. 5–13 E) can be roughly divided into two linear regions with different slopes. After an initial short drop 
of 𝐶norm  by ∼ 5 %, ∆|𝑍|𝑚𝑖𝑛  and 𝐶norm  change with very similar kinetics for ∼ 45 min (1
st phase). 
Afterwards, ∆|𝑍|𝑚𝑖𝑛  approximates a tempory saturation, whereas 𝐶norm  unabatedly decreases further 
(2nd phase). Within this first two hours after adding the cell suspension both parameters perform about 
85 % of their overall signal change, whereas changes of 𝑅norm are marginal in this period (Fig. 5–13 F). 
After this time lag, 𝑅norm starts to strongly increase for ∼ 6 h (3
rd phase). 𝐶norm slightly decreases further 
within this phase, converging to its minimum after four hours (Fig. 5–13 E), and ∆|𝑍|𝑚𝑖𝑛 rises after the 
tempory plateau to the transient maximum, which coincides with the maximum of 𝑅norm 480 min after 
cell inoculation (Fig. 5–13 F). After passing the maxima, all parameters slightly recover in the following 
12 h (4th phase). Thereby, regresses of ∆|𝑍|𝑚𝑖𝑛 and 𝑅norm exhibit the same dependency as in the rising 
phase. This becomes visible in Fig. 5–13 F, where the curve runs almost exactly the same way back after 
having reached the maximum (480 min → 𝑡1). By contrast, changes of 𝐶norm  vs. ∆|𝑍|𝑚𝑖𝑛  and 𝐶norm  vs. 
𝑅norm in the recovery phase differ from the traces in the rising phase before reaching maxima of ∆|𝑍|𝑚𝑖𝑛 
and 𝑅norm, respectively. The recovery of 𝑅norm is little more pronounced with respect to the reduction of 
electrochemical capacitance (SI 13 A), which in turn recovers slightly more compared to the minimal 
oscillation impedance (Fig. 5–13 E). 
5.2.3 NRK Cell Attachment and Spreading 
Besides studies of MDCK-II cell attachment and spreading, NRK cells were studied as a second epithelial 
model cell line by double-mode impedance analysis using the presented novel QCM-ECIS sensors. In the 
forerun of cell attachment studies, sensors were equilibrated under SFM loading for 𝑡 ≥ 20 h (cf. 5.2.1 and 
Fig. 5–12). For investigations, NRK cells were seeded to confluence by replacing SFM on the sensor 
surface with 1.5 mL cell suspension of ∼ 350 000 cells/ mL. Oscillation and electrochemical impedance 
spectra of the sensor loaded with medium and covered with a confluent layer of NRK cells are presented 
in SI 14 and SI 15 (p. 268 f.). Fig. 5–14 depicts a summary of time courses of the characteristic impedance 
parameters ∆|𝑍|𝑚𝑖𝑛 (QCM-mode), 𝑅norm, and 𝐶norm (both ECIS-mode) during the processes of NRK cell 
attachment and spreading on the sensor surface.  
Fig. 5–14 A shows averaged traces of shear oscillation impedance minima (mean ± SEM) of individual 
resonator units, QCM1 (w/ PhoP; ; N = 16) and QCM2 (w/o PhoP; ; N = 16), and of pooled QCM1 and 
QCM2 impedance data sets ( ; N = 32). Curves are referenced to the point of cell inoculation in time 
and |𝑍|𝑚𝑖𝑛. Characteristic impedance values and times of the curves are listed in Tab. 5–6. After 𝑡 ≥ 20 h 
of SFM incubation, starting values of the minimal impedance |𝑍|𝑚𝑖𝑛(𝑡0)  amount to 1900 (± 30) Ohm 
(QCM1), 1800 (± 30) Ohm (QCM2), and 1850 (± 20) Ohm (QCM1+2). By exchanging SFM with the NRK 
cell suspension, ∆|𝑍|𝑚𝑖𝑛  starts to increase immediately and reaches 90 % of the entire signal change 
within the first six hours. After this initial steep increase, ∆|𝑍|𝑚𝑖𝑛  approximates a stationary value of 
800 (± 20) Ohm on average (QCM1+2; N = 32) after 20 h. The kinetics of the signal is characterized by a 
mean maximal slope of 𝑚  = 6.97 (± 0.07) Ohm·min−1 (QCM1+2) at time 𝑡𝑚  ≈ 40 min, and by a half-
maximal signal increase attained at 𝑡1/2 ≈ 80 min after seeding cells (Tab. 5–6). The traces of photoresist-
coated resonator QCM1 and uncoated resonator QCM2 thereby slightly differ in their ∆|𝑍|𝑚𝑖𝑛  signal 
responses. Differences are similar to that observed in MDCK-II attachment studies (Fig. 5–13), with the 
∆|𝑍|𝑚𝑖𝑛 increase being slightly faster and by ∼ 80 Ohm bigger for QCM1 compared to QCM2 (Tab. 5–6).   
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Fig. 5–14 QCM-ECIS sensor responses during NRK cell attachment and spreading. (A) 
Averaged time courses (mean ± SEM) of changes in the minimal impedance ∆|𝑍|𝑚𝑖𝑛 of the shear 
displacement of resonators are displayed separately for QCM1 (w/ PhoP; ; N = 16) and QCM2 
(w/o PhoP; ; N = 16), as well as for pooled data sets of QCM1 and QCM2 impedance changes 
( ; N = 32). Absolute values of |𝑍|𝑚𝑖𝑛 at the time of adding cells (𝑡0) amount to 1900 (± 30) Ohm 
(QCM1), 1800 (± 30) Ohm (QCM2; both N = 20), and 1850 (± 20) Ohm (QCM1+2; N = 40). (B) 
Averaged normalized spectra of impedance magnitude ( ; |𝑍|norm =  |𝑍|w/ cells |𝑍|w/o cells⁄ ), 
resistance ( ; 𝑅norm = 𝑅w/ cells 𝑅w/o cells⁄ ), and capacitance ( ; 𝐶norm = 𝐶w/o cells 𝐶w/ cells⁄ ), 
calculated from ECIS-mode spectra of cell-free (medium-loaded) and NRK cell-covered sensors 
(mean ± SEM; N ≥ 14). Spectra indicate the most sensitive sampling frequencies 𝑓𝑠𝑒𝑛𝑠 of 5 kHz for 
𝑅, 20 kHz for |𝑍|, and 63 kHz for 𝐶. (C) Time courses of 𝑅norm (5 kHz; ) and 𝐶norm (63 kHz; ) 
during NRK attachment and spreading. Curves are averaged from N = 14 individual traces 
(mean ± SEM). Absolute starting values of cell-free QCM-ECIS sensors immersed with SFM are 
𝑅(𝑡0) = 680 (± 20) Ohm and 𝐶(𝑡0) = 11 (± 1) nF. Averaging of curves was performed according to 
the caption of Fig. 5–13. (D) 3-D and (E), (F) 2-D impedance plots, merging the time courses of 
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characteristic impedance parameters from recordings in QCM-mode (∆|𝑍|𝑚𝑖𝑛) and ECIS-mode 
(𝐶norm , 𝑅norm ) during NRK cell attachment and spreading. Traces exhibit 600 equidistant data 
points between 𝑡0  = 0 min and 𝑡1  = 1200 min. Characteristic times are indicated. ∆|𝑍|𝑚𝑖𝑛  values 
were used from pooled QCM1 and QCM2 data sets. Data points displayed in A, C, E, and F were 
reduced for sake of clarity. 
Values of |𝑍|𝑚𝑖𝑛 at the end of SFM incubation are equal to the previously shown MDCK-II experiments 
(cf. Tab. 5–4), confirming consistent starting conditions of the sensor for cell attachment studies. This 
enables the comparison of parameter time courses obtained from the different cell lines. Moreover, 
merging the population of data of MDCK-II and NRK studies enables a more accurate estimation of 
|𝑍|𝑚𝑖𝑛 starting values. Doing so, following reference values are obtained for QCM-ECIS sensors covered 
with serum-free cell culture medium: 1890 (± 20) Ohm for QCM1 (N = 60), 1810 (± 20) Ohm for QCM2 
(N = 60), and 1850 (± 10) Ohm for pooled QCM1 and QCM2 responses (QCM1+2; N = 120). 
Tab. 5–6 Characteristic shear oscillation parameters (QCM-mode) of resonators QCM1 and 
QCM2 along the course of NRK cell attachment and spreading on QCM-ECIS sensors. Values of 
separate (QCM1, QCM2) and pooled (QCM1+2) impedance data sets of resonators are shown. 
Mean starting values are obtained by averaging absolute |𝑍|𝑚𝑖𝑛 values of data sets at time zero 
(𝑡0 ). Final ∆|𝑍|𝑚𝑖𝑛  values are obtained from averaged time curves at the end of experiments 
(𝑡1  = 20 h). Maximal slopes 𝑚 = ∆|𝑍|𝑚𝑖𝑛/∆𝑡 were calculated by linear regression around 𝑡𝑚  (± 4 
data points) considering standard errors (instrumental weighting). 𝑡1/2  marks the time of half-
maximal ∆|𝑍|𝑚𝑖𝑛 increase. (mean ± SEM; N = 
a)20, b)40, c)16, d)32). 
 |𝑍|𝑚𝑖𝑛(𝑡0)/  
Ohm 
𝑡𝑚/  
min 
𝑚 = ∆|𝑍|𝑚𝑖𝑛/∆𝑡/ 
Ohm·min−1 
𝑡1/2/  
min 
𝑡1/  
min 
∆|𝑍|𝑚𝑖𝑛(𝑡1)/ 
Ohm 
QCM1 1900 (± 30)a) 40 7.44 (± 0.09)c) 90 1200 850 (± 30)c) 
QCM2 1800 (± 30)a) 40 6.68 (± 0.07)c) 80 1200 770 (± 30)c) 
QCM1+2 1850 (± 20)b) 40 6.97 (± 0.07)d) 80 1200 800 (± 20)d) 
 
Fig. 5–14 B illustrates averaged normalized spectra of impedance magnitude (black curve), resistance 
(red curve) and capacitance (orange curve), obtained from ECIS-mode recordings of the QCM-ECIS 
sensors exposed to SFM only and covered with a confluent NRK cell layer (mean ± SEM; N ≥ 14). 
Exemplary spectra of absolute values of |𝑍|, 𝑅, and 𝐶 for both cell-free and NRK cell-covered QCM-ECIS 
sensors are shown in SI 15 (p. 269). The peak maxima of averaged curves in Fig. 5–14 B indicate the most 
sensitive recording frequencies of the parameters for NRK cells. Mean values and standard errors of 
sensitive frequencies are shown above the curves’ maxima and are calculated to 𝑓𝑠𝑒𝑛𝑠(|𝑍|) = 22 (± 2) kHz, 
𝑓𝑠𝑒𝑛𝑠(𝑅)  = 5.7 (± 0.5) kHz, and 𝑓𝑠𝑒𝑛𝑠(𝐶)  = 67 (± 8) kHz. Dotted lines mark the recording frequencies, 
which are closest to the calculated values and which thus were chosen for the time-dependent analysis 
of the corresponding parameter changes. These frequencies for NRK cells are: 5 kHz (𝑅), 20 kHz (|𝑍|) and 
63 kHz (𝐶). Fig. 5–14 C displays the averaged time courses of 𝑅norm ( ) and 𝐶norm ( ) at the respective 
frequencies in a combined plot during the processes of NRK cell attachment and spreading (mean ± SEM; 
N = 14). The values are normalized to the point of cell inoculation (𝑡0). Parameters and characteristic 
values of 𝑅norm and 𝐶norm time courses are listed in Tab. 5–7. The cell free QCM-ECIS sensor, incubated 
for at least 20 h with SFM, exhibits a capacitance of 11 (± 1) nF at 63 kHz. It linearly decreases immediately 
with cell seeding, attaining a maximal slope 𝑚 = ∆𝐶/∆𝑡 of −°2.1 nF·h−1 after 𝑡𝑚(𝐶) ≈ 140 min, which also 
marks the time of 50 % of the entire signal change (𝑡1 2⁄ (𝐶)). The capacitance of the NRK cell-covered 
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WE is reduced to 22 (± 2) % on average with respect to the starting capacitance at the end of cell 
attachment and spreading (𝑡1  = 1200 min, 𝐶(𝑡1)  = 2.3 (± 0.4) nF). The time course of 𝑅norm  exhibits a 
sigmoidal shape, starting with a slow increase of the slope within the first 1 – 2 h, followed by a linear rise 
for ∼ 2 h and convergence to stationary values afterwards. The resistance change from initial cell-free 
values of 𝑅(𝑡0) = 680 (± 20) Ohm to final values of 𝑅(𝑡1) = 3600 (± 200) after NRK cell layer formation 
reflects an overall 𝑅norm  increase by 530 (± 20) %. 𝑅norm  exhibits a maximal slope of ∼ 600 Ohm·h
−1 
( 𝑡𝑚  ≈ 180 min) in the linear range (Tab. 5–7). The 50 % value of the entire increase is attained at 
𝑡1 2⁄  ≈ 230 min. 
Tab. 5–7 Characteristic electrochemical impedance parameters (ECIS-mode) along the course 
of NRK cell attachment and spreading on QCM-ECIS sensors. Calculated averaged sampling 
frequencies (𝑓𝑠𝑒𝑛𝑠
𝑐𝑎𝑙𝑐 ) and  appropriate sampling frequencies (𝑓𝑠𝑒𝑛𝑠
𝑢𝑠𝑒𝑑 ), which were used for time-
dependent analysis of resistance (𝑅) and capacitance (𝐶), are listed. Absolute and normalized 
mean values of 𝑅 and 𝐶 are obtained from averaged curves at points of cell inoculation (𝑡0) and at 
the end of experiments (𝑡1 = 20 h). Maximal slopes 𝑚 = ∆𝑌/∆𝑡 (𝑌 = 𝑅, 𝐶) were calculated by linear 
regression around 𝑡𝑚  (± 4 data points) considering standard errors (instrumental weighting). 
𝑡1/2(𝑌) marks the time when half of the final signals are attained. (mean ± SEM; N ≥ 14). 
 𝑓𝑠𝑒𝑛𝑠
𝑐𝑎𝑙𝑐/ 
kHz 
𝑓𝑠𝑒𝑛𝑠
𝑢𝑠𝑒𝑑/ 
kHz 
𝑌(𝑡0)/ 
[𝑌] 
𝑡𝑚/ 
min 
𝑚 = ∆𝑌/∆𝑡 
[𝑌]·h−1 
𝑡1/2/  
min 
𝑡1/ 
min 
𝑌norm(𝑡1)/ 
% 
Y = R 5.7 (± 0.5) 5 680 (± 20) 
Ohm 
180 594 (± 6) 
Ohm·h−1 
230 1200 530 (± 20) 
Y = C 67 (± 8) 63 11 (± 1) 
nF 
140 −2.09 (± 0.02) 
nF·h−1 
140 1200 22 (± 2) 
 
Fig. 5–14 D shows a 3-D QCM-ECIS impedance plot of the NRK attachment and spreading process, which 
combines in one diagram alterations of the three characteristic sensing parameters ∆|𝑍|𝑚𝑖𝑛  (QCM-
mode), 𝑅norm, and 𝐶norm (both ECIS-mode). Fig. 5–14 E, F illustrate in 2-D plots the correlation of ∆|𝑍|𝑚𝑖𝑛 
with 𝐶norm and 𝑅norm, respectively, and thus allow for a more detailed view on the xz and xy projection 
planes of the 3-D curve in Fig. 5–14 D. A 2-D diagram of 𝐶norm vs. 𝑅norm is illustrated in SI 16 A (p. 270). 
Those 2-D diagrams extended to 3-D diagrams by the integration of the time as third axis 
(𝐶norm vs. 𝑅norm vs. 𝑡, 𝐶norm vs. ∆|𝑍|𝑚𝑖𝑛 vs. 𝑡, and 𝑅norm vs. ∆|𝑍|𝑚𝑖𝑛 vs. 𝑡) are shown in SI 16 B, C, D. They 
comprise in two projection planes the time courses of parameters, as shown in Fig. 5–14 A, C, and the 
correlation of the respective two parameters in the third plane of projection. Fig. 5–14 D summarizes the 
interrelations of ∆|𝑍|𝑚𝑖𝑛, 𝑅norm, and 𝐶norm in one diagram. Each point in the spatial curve is a function of 
these parameters and represents a specific point in time between seeding cells (𝑡0 ) and the end of 
investiagtions (𝑡1 = 20 h). Projections of this curve reveal in all three planes a more or less simultaneous 
change of parameters. This disallows for a clear breakdown of curves into parts and thus a separation of 
NRK attachment and spreading into individual phases and structural processes (which influence either 
cell mechanics or electric cell properties). Different phases can be estimated at the most from the 
projection to the xz-plane (𝐶norm  vs. ∆|𝑍|𝑚𝑖𝑛 ) in Fig. 5–14 D and in Fig. 5–14 E, respectively. In a first 
phase after seeding NRK cells (𝑡0  ≤ 𝑡 ≤ 100 min), there is a simultaneous change in ∆|𝑍|𝑚𝑖𝑛  and 𝐶norm . 
While the capacitane further decreases linearly around 𝑡 ≈ 120 min (cf. Fig. 5–14 C), the kinetics of the 
∆|𝑍|𝑚𝑖𝑛 increase slow down (cf. Fig. 5–14 A). This results in a second phase (100 min ≤ 𝑡 ≤ 500 min) with 
a steeper negative slope of the 𝐶norm  vs. ∆|𝑍|𝑚𝑖𝑛  curve. The reduced increase of ∆|𝑍|𝑚𝑖𝑛  and the 
maximal increasing rate of 𝑅norm at about 2 – 3 h after cell inoculation also cause a (this time positive) 
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slope increase in Fig. 5–14 F. Roughly eight hours after seeding NRK cells (500 min ≤ 𝑡 ≤ 𝑡1), 𝐶norm reaches 
stationary values, while there is a continuing slight increase in ∆|𝑍|𝑚𝑖𝑛 (Fig. 5–14 E) and in 𝑅norm (Fig. 5–
14 F, SI 16 A). This period marks the third and last phase in the recorded mechanical and electrical 
properties of the QCM-ECIS sensor during NRK cell settlement and monolayer formation. 
5.2.4 Cell Attachment and Spreading in Absence of Ca2+ and Mg2+ 
Critical processes of epithelial cell attachment and monolayer formation on a growth substrate are the 
anchorage of cells to the substratum (cell-matrix adhesion) and the mechanical connection of individual 
adjacent cells to a functional and structural cellular unit (cell-cell adhesion). There are two main 
transmembrane glycoprotein structures mediating cell adhesion: integrins and cadherins. Integrins 
(heterodimers with an 𝛼 and 𝛽 subunit; for reviews see [379,380]) are located in the basal membrane and 
predominantly connect the intracellular cytoskeleton with the underlying growth substrate and the 
extracellular matrix (ECM) by focal adhesions (FAs) and hemidesmosomes (HDs).[381–384] FAs are linked 
intracellularly to the actin cytoskeleton and the integrins act extracellularly as cell surface receptors, 
binding in a Ca2+ and Mg2+ dependent manner [385] to glycoprotein ligands like fibronectin (FN), laminin 
and collagen in the ECM.[386] The major role for epithelial intercellular anchorage play the cadherins, the 
calcium-dependent cell adhesion molecules, which are structural elements of apically located zonula 
adherens (adherens junctions, AJs) and more basally located macula adherens (desmosomes). They join 
together the actin microfilaments (→ AJ) and intermediate filaments (→ desmosomes) of neighboring 
cells.[386–388] Besides the anchoring junctions, epithelial plasma membranes are laterally connected via 
communicating junctions (gap junctions, GJs) and sealing junctions (tight junctions, TJs).[389,390] TJs, also 
referred to as zonula occludens (ZO), are located above desmosomes and AJs and form a tight diffusion 
barrier for macromolecules between neighboring cells. They are directly linked to the cytoskeletal actin 
via ZO proteins. The structural and functional integrity of TJs in epithelial cells depends indirectly on 
extracellular Ca2+, as a result of calcium-sensitivity of structures in the vicinity of ZO.[345,346,391] 
 
The influence of the bivalent cations Ca2+ and Mg2+ on the adhesion properties of MDCK-II cells was 
investigated, applying the dual QCM-ECIS sensor presented in this work (cf. chapter 5.1). The multi-
parametric recordings provide concurrent time-resolved insight to cytomechanics, cell morphology, and 
barrier resistance of TJs during cell attachment and spreading processes. Sensor substrates were pre-
coated with 200 µL FN (25 µg/ mL in Earles’ balanced salt solution without Ca2+ and Mg2+ (EBSS−−)) for 
24 h at 37 °C and 5 % CO2. FN-coated substrates were washed three times with EBSS−− buffer, before 
seeding cells to confluence (450 000 cells/ cm2) in EBSS−− buffer supplemented with physiological 
concentrations of either Ca2+ (1.8 mM; EBSS+−), or Mg2+ (0.81 mM; EBSS−+) or both (EBSS++).  
Fig. 5–15 A shows the averaged ∆|𝑍|𝑚𝑖𝑛  time courses from QCM-mode recordings of MDCK-II cells 
seeded on the sensor in buffer containing both Ca2+ and Mg2+ ( ), or Ca2+ only ( ), or Mg2+ only ( ) 
(pooled data sets of QCM1 and QCM2; mean ± SEM; N = 4). Characteristic parameter values of time 
courses are summarized in SI 17 (p. 271). The ∆|𝑍|𝑚𝑖𝑛 attachment and spreading curves of MDCK-II cells 
inoculated in Ca2+-containing buffer, either alone or in combination with Mg2+, exhibit a biphasic shape 
(filled symbols in Fig. 5–15 A), which is similar to the experiments under complete cell culture medium 
(cf. Fig. 5–13). However, in Ca2+-free buffer (Mg2+ only; open symbols) the ∆|𝑍|𝑚𝑖𝑛 time course shows a 
steep single-phase increase to a constant value within ∼ 1.5 h. The transient maxima in both biphasic 
time courses occur at the same point of time (𝑡’’ ≈ 8 h) as observed for MDCK-II in complete medium. The 
zoom-in to the initial stages of cell-substrate interaction (𝑡 ≤ 2 h) in Fig. 5–15 A indicates slightly slower 
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MDCK-II attachment kinetics in the absence of Mg2+. This is quantified by the parameter 𝑡1/2, which is 
the time for attaining half of the final signal changes. This period is delayed for Mg2+-free buffer by 
∼ 10 min (𝑡1/2(Ca
2+) ≈ 45 min) compared to cell attachement in buffer containing Mg2+ (𝑡1/2(Ca
2++Mg2+) ≈ 
𝑡1/2 (Mg
2+) ≈ 35 min). Final ∆|𝑍|𝑚𝑖𝑛  values ( 𝑡1  = 20 h) are similar for the three investigated buffer 
compositions, all exhibiting a signal increase by approximately 800 Ohm (cf. table in SI 17). 
Fig. 5–15 B shows electrochemical resistance and capacitance spectra from ECIS-mode recordings of the 
QCM-ECIS sensor after FN coating ( ) and 20 h after inoculating MDCK-II cells on the QCM-ECIS sensor 
in EBSS−− buffer containing either Ca2+ and Mg2+ ( ), or Ca2+ only ( ), or Mg2+ only ( ). From these 
data one can conclude different sensitivities and different values for the most sensitive frequencies for 
cells in the presence and in the absence of Ca2+ for both 𝑅  and 𝐶 . If Ca2+ is present, either alone or 
together with Mg2+, the resistance and capacitance are most sensitive to MDCK-II cell attachment at 
𝑓𝑠𝑒𝑛𝑠
𝑐𝑎𝑙𝑐(𝑅) = 570 (± 30) Hz and 𝑓𝑠𝑒𝑛𝑠
𝑐𝑎𝑙𝑐(𝐶) = 100 (± 10) kHz, respectively. These frequencies of both 𝑅 and 𝐶 
are shifted to higher frequencies in buffer lacking Ca2+ (  in Fig. 5–15 B; 𝑓𝑠𝑒𝑛𝑠
𝑐𝑎𝑙𝑐(𝑅) = 10.2 (± 0.5) kHz, 
𝑓𝑠𝑒𝑛𝑠
𝑐𝑎𝑙𝑐(𝐶)  = 290 (± 40) kHz). The corresponding normalized spectra of impedance, resistance, and 
capacitance in presence and absence of Ca2+ are illustrated in SI 18 (p. 272). For time-resolved impedance 
analysis of cell attachment and spreading, 𝐶 at 100 kHz and 𝑅 at 630 Hz were extracted from frequency 
scans. The resulting exemplary time courses are shown in Fig. 5–15 C for the capacitance and in Fig. 5–
15 D for the resistance.  
An initial drop in the capacitance within 2 h after cell inoculation reports on attachment and spreading of 
the cells on the substrate for the three applied buffer compositions. The zoom-in graph in Fig. 5–15 C, 
showing the capacitance changes within the first two hours after seeding the cells, reveals slightly slower 
attachment kinetics for MDCK-II cells in a Mg2+-free buffer ( ) compared to buffers supplemented with 
Mg2+ ( , ). In the absence of Mg2+ there is a delay in the capacitance drop, with both, the time of half 
of the final signal change 𝑡1/2  and the time of maximal spreading rate 𝑡𝑚 , appearing ∼ 10 min later 
compared to the capacitance traces of cell attachment in Mg2+-enriched buffer (see table in SI 17). 
However, spreading rates 𝑚 = ∆𝐶/∆𝑡 are similar for buffers with and without Mg2+ (∼ −5.1 nF·h−1; SI 17). 
In the presence of Ca2+, either alone ( ) or in the co-presence of Mg2+ ( ), the entire capacitance 
changes are finished within ∼ 3 h after cell inoculation (Fig. 5–15 C), approximating to similar final values 
at the end of experiments (𝑡1  = 20 h). The seeding of MDCK-II cells under Ca
2+-free conditions ( ) 
causes an initial capacitance drop within two hours similar to the control buffer containing both Ca2+ and 
Mg2+ ( ). However, values recover afterwards in the direction of the cell-free sensor to ∼ 150 % higher 
values (at 𝑡1 = 20 h) compared to calcium-containing conditions (Fig. 5–15 C).  
Electrochemical resistance values (Fig. 5–15 D) start to increase after a time delay of ∼ 1 h in a sigmoidal 
shape for the three different buffer conditions. In the presence of Ca2+ ( , ) 𝑅 strongly increases by 
∼ 30 kOhm to constant values within 6 h after seeding cells. In the presence of Mg2+ only ( ), however, 
𝑅 increases considerably less by ∼ 2.5 kOhm within three hours, followed by a recovery to almost starting 
values until the end of experiments (𝑡1 = 20 h). Final resistance values are by ∼ 89  % lower without than 
with 1.8 mM extracellular calcium. In presence of Ca2+ either alone or in co-presence of Mg2+ half-
maximum signal changes are attained simultaneously at 𝑡1/2  = 240 min. In the presence of Ca
2+ only 
maximal slopes  𝑚 = ∆𝑅/∆𝑡  occure somewhat earlier and are slightly steeper (𝑡𝑚  = 225 min, ∆𝑅/∆𝑡  = 
6.8 (± 0.2) kOhm·h−1) than in the co-presence of Mg2+ (𝑡𝑚 = 245 min, ∆𝑅/∆𝑡 = 5.0 (± 0.2) kOhm·h
−1). 
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Fig. 5–15 QCM-ECIS sensor responses during MDCK-II cell attachment and spreading on FN-
coated sensor surfaces in EBSS— buffer, supplemented with either Ca2+ (1.8 mM; EBSS+−; ), or 
Mg2+ (0.81 mM; EBSS−+; ), or both (EBSS++; ). (A) Averaged ∆|𝑍|𝑚𝑖𝑛  time courses from 
QCM-mode recordings (pooled data sets of QCM1 and QCM2; mean ± SEM; N = 4). (B) Resistance 
(𝑅) and capacitance (𝐶) spectra from ECIS-mode recordings of the FN-coated sensors in EBSS−− 
buffer ( ) and 20 h after seeding cells under the various buffer conditions. Most sensitive 
sampling frequencies for MDCK-II cells seeded in Ca2+-containing buffer were determined to 
630 Hz for 𝑅 and 100 kHz for 𝐶. (C), (D) Exemplary time courses of the ECIS-mode capacitance 
and resistance during MDCK-II cell attachment and spreading in EBSS++, EBSS+− and EBSS−+. 
Absolute values of |𝑍|𝑚𝑖𝑛, 𝑅, and 𝐶 at the time of cell inoculation (𝑡0; marked with dashed line), 
signal changes after 𝑡1  = 20 h as well as characteristic curve parameters ( 𝑡𝑚 , 𝑚  = 𝑌 / ∆𝑡 
(𝑌 = ∆|𝑍|𝑚𝑖𝑛, 𝑅, 𝐶), and 𝑡1/2) are listed in table SI 17. Data points displayed are reduced for sake of 
clarity. 
In order to support the QCM-ECIS data with independent data from a second method and to confirm 
morphological and cell structure properties concluded from these measurements, MDCK-II cells were 
investigated microscopically in an independent test series under similar conditions. Circular glass plates 
were coated with 25 µg/ mL FN in EBSS−− for 20 h and subsequently washed three times with EBSS−−. 
MDCK-II cells (450 000 cells/ cm2) were seeded in either EBSS+−, or EBSS−+, or EBSS++. 24 h hours after 
cell inoculation, the substrates were investigated by phase-contrast microscopy and, after cytochemical 
staining, by confocal fluorescence microscopy. Fig. 5–16 depicts micrographs of MDCK-II cells seeded in 
EBSS−− supplemented with Ca2+ and Mg2+ (Fig. 5–16 A), with Ca2+ only (Fig. 5–16 B), and with Mg2+ only 
(Fig. 5–16 C). They show cells  in phase-contrast (*1; * = A, B, C), stained for live/ dead cells (*2), and triple 
stained for DNA (*3), ZO-1 (*4) and actin (*5). Micrograph overlays of the triple staining are illustrated in 
SI 19. 
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Fig. 5–16 Phase-contrast (1) and confocal fluorescence micrographs (2) – (5), taken 24 h after 
cells were seeded on FN-coated glass substrates in the presence of physiological extracellular 
concentrations of (A) Ca2+ and Mg2+, (B) Ca2+ only, and (C) Mg2+ only. Cells were stained for (2) 
live/ dead, (3) nuclei, (4) ZO-1, and (5) f-actin. Overlays of the triple staining (3+4+5) are illustrated 
in SI 19. Arrows indicate cell-free areas.  
Phase-contrast micrographs of cells seeded in calcium-containing medium show confluent layers of 
spread cells on the substrates, exhibiting typical cobblestone-like morphologies (Fig. 5–16 A1, B1). The 
live/ dead staining shows a continuous green fluorescence (live stain) across the cell network and the 
absence of red fluorescent nuclei (dead stain), confirming vitality of individual cells and the integrity of 
the cell layer (Fig. 5–16 A2, B2). As it is distributed across the entire cytoplasm, the green fluorescence 
also unveils the cell dimensions, and thus provides information about the spreading of the cells as well as 
about close contacts without gaps of plasma membranes of neighboring cells. However, the 
morphological situation is different for cells inoculated on FN-coated glass substrates in the absence of 
Ca2+. Though phase-contrast images (Fig. 5–16 C1) and confocal fluorescence micrographs of live/ dead 
stained cells (Fig. 5–16 C2) show growth substrates densely covered with vital cells, the cells are not or 
only marginally spread on the substrate and remain attached in round shape. Moreover, the cell layer 
exhibits bigger inter-cellular gaps, which indicate the absence of cell-cell junctions (AJs, desmosomes, 
GJs, and TJs), as well as some cell-free areas (indicated by arrows in Fig. 5–16 C), which give evidence on 
either failed cell adhesion or the detachment of individual cells from the surface (maybe during the 
staining procedure).  
A1 A2 A3 A4 A5 
B1 B2 B3 B4 B5 
C1 C2 C3 C4 C5 
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Confocal fluorescence micrographs after triple staining of nuclei, ZO-1, and actin reveal almost similar 
structural characteristics for cells, independent on whether Mg2+ is co-present to Ca2+ or not during 
culturing. However, there are significant differences to these observations, when the extracellular 
medium lacks Ca2+ and contains Mg2+ only. The nuclei undergo a transformation from a spheroidal shape 
in the presence of Ca2+ (Fig. 5–16 A3, B3) to a mostly horseshoe-like shape in the absence of Ca2+ (Fig. 5–
16 C3). The fluorescence of the immunostained TJ protein ZO-1 is discretely localized around each cell in 
the presence of calcium (Fig. 5–16 A4, B4), defining close and distinct cell-cell contacts at the ZO and 
indicating a continuous network of intercellular TJs. In contrast, the ZO-1 immunofluorescence of cells 
cultured in calcium-free conditions is delocalized throughout the cytoplasm without any localization at 
the cell boundaries between neighboring cells (Fig. 5–16 C4). The diffuse ZO-1 distribution, however, 
allows to determine the spreading area and the boundaries of individual cells, which discloses 
intercellular gaps and, thus, the absence of intercellular junctions (indicated by  in Fig. 5–16 C4).  
Since AJs and TJs are connected to the intracellular actin cytoskeleton and epithelial TJ permeability is 
known to be regulated by alterations of the actin cytoskeleton [392], fibrous actin was stained by 
fluorescence-labeled phalloidin and investigated microscopically in this test series. Actin is co-localized 
with ZO around the cell periphery and, as long as Ca2+ is present, MDCK-II cells also form distinctive cell-
spanning actin stress fibers (Fig. 5–16 A5, B5). In cells inoculated in Ca2+-free buffer, supplemented with 
Mg2+ only, f-actin is localized in thick bundles along the cell boundary of individual cells and stress fibers 
within single cells or spanned across adjacent cells are not formed at all (Fig. 5–16 C5). Instead, f-actin is 
disassembled and localized in punctual aggregations, which are distributed across the entire cytoplasm. 
Moreover, gaps are clearly visible between the plasma membranes of neighboring cells (  in Fig. 5–
16 C5), providing evidence of rounding up of cells, disabled formation of cellular junction, suppressed TJ 
closing and, thus, separation of individual cells from the cellular network due to the absence of 
extracellular calcium.  
5.3 QCM-ECIS Whole-Cell Biosensor 
In this thesis the QCM-ECIS sensor with a confluent cell layer on it (Whole-Cell Biosensor) was tested with 
different cell lines in a multitude of stimulation assays, focusing on kinetic differences of cell responses 
in mechanical (viscoelastic) and passive electrical properties. The investigations comprise the analysis of  
cell responses upon extracellular (5.3.1 Cytochalasin D, 5.3.2 Glutaraldehyde/ Paraformaldehyde) and 
intracellular (5.3.3 8-CPT-cAMP) stimulations, as well as a proof-of-concept of the in situ electroporation 
capabilities of cells on the surface of the developed QCM-ECIS sensors (5.3.4 ELPO-ECIS-QCM). For 
experiments the setup illustrated in Fig. 3–18 (p. 57) was used, unless mentioned otherwise in the 
description of the respective experiment. All studies were performed with the standard layout of the 
QCM-ECIS sensor. This is a 2ElQ, half-side (one resonator unit) coated with photoresist of ∼ 3 µm in 
thickness, comprising a circular cavity in the center of the covered gold electrode. This bared, small area 
of the electrode serves as WE for ECIS-mode impedance analysis, vis-à-vis to the uncoated electrode of 
the second resonator unit, which serves as the CE (Fig. 5–3 D, Fig. 5–4). The WE diameter was 
experimentally determined to 511 (± 4) µm (5.1.1). 
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5.3.1 Degradation of the Actin Cytoskeleton 
The actin cytoskeleton network is known to be important for the mechanical properties of cells [393–396] as 
well as for the junctional permeability of epithelial cell layers [392,397,398]. There is a dynamic assembling 
and disassembling process of the filamentous actin structures in living cells. The fungal toxin 
cytochalasin D (cD) is a well known membrane-permeable drug that specifically blocks the growing end 
of f-actin and thus inhibits polymerization, while it does not affect depolymerization at the opposite end 
of actin filaments. This consequently leads to a disassembly of the actin cytoskeleton and ends up in the 
aggregation of monomeric actin molecules.[399–403] From AFM [395,396,403–408] and other rheological studies 
of cytochalasin treated cells (Micropipette Aspiration [409–413], Optical Tweezer/ Laser Trap [414], Magnetic 
Twisting Cytometry [415–420], Magnetic Trap [421], Uniaxial Stress-Strain Testing [394], Micro Tensile Tester 
[422], Scanning Acoustic Microscopy [423,424], Cell Poker [425], SICM [426]), this was correlated with a decrease 
in the stiffness of individual cells and the entire cell layer, respectively. In literature, also a cytochalasin-
mediated increase in the transepithelial permeability and opening of intercellular TJs [97,116,397,398,427–432] 
have been reported. 
 
The influences of actin cytoskeleton disruption by cD on cellular mechanics close to the substrate as well 
as on cell shape and cellular junction permeability were simultaneously investigated by means of time-
resolved QCM-ECIS measurements. The course of a typical cD experiment is shown in Fig. 5–17 by the 
time courses of the characteristic QCM-mode parameter ( ∆|𝑍|𝑚𝑖𝑛 ; Fig. 5–17 A) and ECIS-mode 
parameters (𝑅norm, 𝐶norm; Fig. 5–17 C), normalized to the point of cell inoculation (“ MDCK-II”). MDCK-
II cells were seeded on the QCM-ECIS sensors (450 000 cells/ cm2) and grown to confluence for 24 h. In 
cases where QCM- and ECIS-mode responses were not monitored during cell attachment and spreading, 
individual spectra were recorded in both operation modes before and 24 h after seeding cells. 
Afterwards, 1.9 µL cD solution (dissolved in DMSO) were premixed with culture medium and carefully 
added to the measurement vessel (“ cD” in Fig. 5–17 A, C), to obtain final concentrations of 0.1, 1.0, and 
5.0 µM in the cell culture medium. Negative control cells (−ctrl) were exposed to 1.9 µL DMSO in 1.5 mL 
medium. The DMSO concentration in all experiments thus amounted to 0.13 % (v/v). For reference 
(+ctrl), 0.012 % (v/v) Saponin was added to the cells after cD treatments in order to perforate cell 
membranes and to induce cell detachment from the sensor surface.  
The plots next to the time courses in Fig. 5–17 show (in 3-D representation) the changes of QCM spectra 
(Fig. 5–17 B; 𝑓  vs. |𝑍|  vs. 𝜑) and ECIS spectra (Fig. 5–17 D; 𝑓  vs. 𝑅  vs. 𝐶 ) in the course of a typical cD 
experiment. Selected spectra are shown for (1) the cell-free sensor in SFM, (2) the cell-covered sensor 
(24 h after seeding cells to confluence), cells exposed to 5 µM cD for (3) 30 min, (4) 2 h, (5) 4 h, and (6) 
cells after Saponin treatment. Corresponding 2-D spectra (QCM: |𝑍|(𝑓), 𝜑(𝑓); ECIS: |𝑍|(𝑓), 𝜑(𝑓), 𝑅(𝑓), 
𝐶(𝑓)) are illustrated in SI 20 (p. 273). The 3-D loop of the oscillation impedance is strongly contracted in 
y-axis (|𝑍|) and z-axis (𝜑) direction due to attachment and spreading of MDCK-II cells (1 → 2 in Fig. 5–
17 B). Upon cD treatment this loop expands again equally in these directions, by ∼ 1/3 of the cellular 
impedance signal (2 → 5). In the presented case, stationary QCM spectra are attained within 30 min after 
adding 5.0 µM cD. Subsequent plasma membrane perforation causes almost complete reduction of the 
acoustic load impedance towards the initial, cell-free situation (5 → 6).The electrochemical impedance 
spectra (Fig. 5–17 D) show changes in both the resistive and the capacitive part. The most sensitive 
frequency of either parameter (𝑅: 316 Hz, 𝐶: 40 kHz) is indicated in the respective projection plane. After 
the initial capacitance decrease and resistance increase upon cell layer formation (1 → 2), both values go 
in opposite direction again by exposing cells to 5.0 µM cD (2 → 5). The signal change in capacitance is 
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slower compared to the oscillation impedance change, reflected in further spectral changes after 0.5 h of 
cD incubation.  
From the time courses in Fig. 5–17 A and C and the spectral breakdown in Fig. 5–17 B and D, one can see 
different impacts of actin cytoskeleton disintegration on the oscillation impedance ( ∆|𝑍|𝑚𝑖𝑛 ), 
paracellular current pathways at low-frequency (𝑅norm ), and transcellular current pathways at high-
frequency (𝐶norm), in both the kinetics and the degree of the effect. These are analyzed and discussed 
below for various concentrations of cytochalasin D.  
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Fig. 5–17 Exemplary QCM-ECIS measurement of a confluent MDCK-II cell layer treated with the 
actin cytoskeleton affecting drug cytochalasin D (cD) in 5 µM concentration. Diagrams display the 
time courses (left hand side) and the spectra (in 3-D) at defined time points (right hand side) of cD 
experiments, obtained from recordings in (A), (B) QCM-mode and (C), (D) ECIS-mode. The time 
courses of ∆|𝑍|𝑚𝑖𝑛, 𝑅norm (at 316 Hz), and 𝐶norm (at 40 kHz) are normalized to the last value before 
seeding cells. Arrows mark the points of additions. Saponin treatment after cD experiments 
serves as positive control. 3-D spectra of (B) QCM and (D) ECIS parameters are shown for (1) the 
cell-free sensor in SFM, (2) the sensor covered with a confluent MDCK-II cell layer, cells on the 
sensor exposed to 5 µM cD for (3) 0.5 h/ (4) 2 h/ (5) 4 h, and (6) cells after Saponin treatment. The 
most sensitive frequency of either parameter (𝑅: 316 Hz, 𝐶: 40 kHz) is indicated in the respective 
projection plane. Corresponding 2-D spectra (|𝑍|(𝑓), 𝜑(𝑓), 𝑅(𝑓), 𝐶(𝑓)) are illustrated in SI 20. 
Data points displayed in A and C are reduced for sake of clarity. 
Fig. 5–18 show averaged time courses of ∆|𝑍|𝑚𝑖𝑛 (Fig. 5–18 A), 𝑅norm at 316 Hz (Fig. 5–18 C), and 𝐶norm at 
40 kHz (Fig. 5–18 E), normalized to the point of adding either cD in various concentrations (0.1 µM: , 
1 µM: , 5 µM: ) or equivalent amounts of DMSO only (−ctrl; ) to the cell culture medium 
C
C
C
C
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(mean ± SEM). In each diagram, a grey horizontal line indicates the mean cell-free value, determined in 
each experiment after sensor preincubation with SFM and before seeding cells. The bar graphs next to 
the time courses in Fig. 5–18 display the mean signal changes of parameters after 4 h of cell treatment 
with 0.1 µM (  ), 1 µM (  ), or 5 µM (  ) cD (mean ± SEM). The data contain values from both 
time-resolved monitoring and endpoint measurements. In the case of 0.1 µM cD, parameters did not 
reach constant levels within 4 h. Hence, in addition to these transient values, the final stationary values 
attained after ∼ 12 h of 0.1 µM cD incubation (  ) are shown in diagrams, too. Diagrams also include 
values after DMSO addition only (−ctrl;  ), after Saponin treatment (+ctrl;  ), as well as values of 
the cell-free sensor immersed in SFM (+ctrl;  ). Mean values of the MDCK-II cell-covered sensor 
amount to: |𝑍|𝑚𝑖𝑛 = 2760 (± 30) Ohm (N = 28), 𝑅316 Hz = 36 (± 4) kOhm (N = 14), and 𝐶40 kHz = 3.0 (± 0.3) nF 
(N = 14). Absolute mean values of the cell-free sensors immersed in SFM are: |𝑍|𝑚𝑖𝑛 = 1900 (± 30) Ohm 
(N = 28), 𝑅316 Hz = 3.3 (± 0.7) kOhm (N = 14), and 𝐶40 kHz = 15.4 (± 1.5) nF (N = 14). Related to the values of 
cell-covered sensors, these cell-free values serve as a reference level in the bar plots in Fig. 5–18 (  ). 
Under conditions of negative control, neither the piezoelectric nor the electrochemical parameters are 
significantly affected within the investigated time period (Fig. 5–18 A, C, E: ), reflected in values of 
∆|𝑍|𝑚𝑖𝑛 = −2 (± 17) Ohm (N = 14), 𝑅norm = 1.01 (± 0.04) (N = 3), and  𝐶norm = 1.04 (± 0.01) (N = 3), 4 h after 
DMSO addition. From time-resolved data, an instantaneous steep decrease in ∆|𝑍|𝑚𝑖𝑛 and 𝑅norm, and a 
comparatively slower but continuous increase in 𝐶norm becomes evident upon injection of cytochalasin D 
into the measurement chamber. A cD concentration of 0.1 µM causes a little but significant decrease in 
both the oscillation impedance (QCM-mode; Fig. 5–18 A) and the electrochemical resistance (ECIS-
mode; Fig. 5–18 C) in the early stages after addition, whereas the high-frequency capacitance from ECIS-
mode recordings remains unaffected (Fig. 5–18 E). 4 h after adding 0.1 µM cD to the cells, ∆|𝑍|𝑚𝑖𝑛  is 
reduced by 66 (± 15) Ohm (N = 6) and 𝑅norm has dropped to 0.66 (± 0.14) (N = 3) with respect to starting 
values. However, sensor responses recover again in the course of the experiment. Within 12 h after 
adding cD, almost initial parameter values are reached, with ∆|𝑍|𝑚𝑖𝑛  = −13 (± 18) Ohm (N = 7), 
𝑅norm = 0.88 (± 0.02) (N = 4), and 𝐶norm = 1.1 (± 0.1) (N = 4).  
Applying of at least ten times higher cD concentrations to MDCK-II cell layers results in a persistent 
disruption of both the mechanical stability (Fig. 5–18 A) and the paracellular barrier resistance (Fig. 5–
18 C) of the cells. In contrast to 0.1 µM cD, 𝐶norm changes, too, upon incubation of MDCK-II cells with 
either 1.0 µM or 5.0 µM cD (Fig. 5–18 E). By applying these amounts to the cells, ∆|𝑍|𝑚𝑖𝑛 , 𝑅norm, and 
𝐶norm rapidly change and reach constant values within a period of ∼ 60 – 90 min. There is a concentration 
dependent effect on all parameters. The higher the cD concentration is the faster are the kinetics and the 
bigger are the absolute values of parameter changes. Four hours after adding 1.0 µM cD, |𝑍|𝑚𝑖𝑛  is 
decreased by 190 (± 40) Ohm (N = 8), 𝑅norm  is reduced to 21 (± 3) % (N = 4), and 𝐶norm  is increased to 
160 (± 30) % (N = 4), with respect to pre-treatment values. When exposing the MDCK-II cell layer to 
5.0 µM cD for 4 h, effects are even bigger, with ∆|𝑍|𝑚𝑖𝑛  = −250 (± 30) Ohm (N = 8), 𝑅norm  = 12 (± 2) % 
(N = 4), and 𝐶norm = 230 (± 30) % (N = 4). Hence, by treating cells with 5.0 µM cD, 𝑅norm reaches values of 
the cell-free sensor (𝑅w/o cells 𝑅w/ cells⁄  = 12 (± 4) % (N = 14)). 
Saponin treatment subsequent to cD stimulation systematically destroys the cellular mechanics and, 
thus, to a very high degree its load impedance contribution ( ∆|𝑍|𝑚𝑖𝑛  = −620 (± 30) Ohm; N = 27). 
However, values do not completely reach the level of the cell-free sensor (∆|𝑍|𝑚𝑖𝑛 = −860 (± 20) Ohm; 
N = 28). Similar effects can be seen in 𝐶norm  values (Fig. 5–18 F). 𝐶norm  attains almost cell-free values 
(5.2 (± 0.4); N = 14) after exposing cells to Saponin (4.7 (± 0.4); N = 14). 
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Fig. 5–18 QCM-ECIS sensor responses during treatment of a confluent MDCK-II cell layer with 
different concentrations of cytochalasin D (cD). Averaged time courses and bar graphs, of mean 
values 4 h after treatment, of (A), (B) ∆|𝑍|𝑚𝑖𝑛, (C), (D) 𝑅norm at 316 Hz, and (E), (F)  𝐶norm at 40 kHz 
are shown. Cells were treated with 0.1 µM ( ; 4 h:  , 12 h:  ), 1.0 µM ( ;  ), and 
5.0 µM ( ;  ) cD. Cell culture medium contains 0.13 % (v/v) DMSO after cD addition. For 
negative control (−ctrl), cells were exposed to 0.13 % (v/v) DMSO without cD ( ;  ). 
Parameter values after Saponin treatment (  ) and values of the cell-free sensor immersed in 
SFM only (  ) serve as a reference level (+ctrl). Grey horizontal lines in A, C, and E indicate mean 
values of cell-free sensors. ∆|𝑍|𝑚𝑖𝑛  values in A and B are pooled data from QCM1 and QCM2 
recordings. Displayed data points are reduced for sake of clarity. (mean ± SEM; N = a)2, b)3, c)4, d)5, 
e)6, f)7, g)8, h)14, i)27, j)28). 
These QCM-ECIS findings and conclusions were verified by morphological studies of the actin 
cytoskeleton conditions under the influence of various concentrations of cD. MDCK-II cells were seeded 
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to confluence on circular glass substrates (450 000 cells/ cm2) and exposed to cD 24 h later. Exposures of 
cells to cD were terminated either 1 h or 25 h after adding the drug. The cells were subsequently fixated, 
permeabilized, and stained for f-actin with TRITC-labeled phalloidin (cf. Tab. 3–11, p. 79) for microscopic 
studies. Fig. 5–19 shows the respective micrographs, obtained from MDCK-II cells incubated with (A) 
0 µM cD (negative control/ −ctrl), (B) 0.1 µM cD, (C) 1.0 µM cD, and (D) 5.0 µM cD. Cells of negative 
control were exposed to 0.13 % (v/v) DMSO without cD. Micrographs were taken either 1 h (A1 – D1) or 
25 h (A2 – D2) after adding DMSO or cD to the confluent cell layers.  
In the absence of cD (Fig. 5–19 A1, A2), fluorescence of TRITC-phalloidin shows actin localization in two 
main structures: the actin cortex along the cell perimeter that is involved in intercellular adherens 
junctions (AJ), and actin stress fibers that interconnect integrins of focal adhesion sites (FA) at the basal 
cell membrane. There is no alteration in actin microfilament structures, when MDCK-II cells have been 
exposed to DMSO for 1 h (Fig. 5–19 A1) or for 25 h (Fig. 5–19 A2). Hence, the applied DMSO 
concentration in cD experiments does not affect cellular morphology and f-actin structures. After 
incubating cells with 0.1 µM cD for 1 h (Fig. 5–19 B1), one can spot a slight reduction in the amount and 
length of stress fibers as well as reduced staining of actin microfilament bundles along the cell boundaries 
(indicated by  in Fig. 5–19 B1). Further depletion of stress fibers and punctual aggregation of 
monomeric actin can be observed after 25 h of cell exposure to 0.1 µM cD (  in Fig. 5–19 B2). However, 
the cells remain attached to the substrate surface in a spread shape and still form a tight and confluent 
monolayer.  
When applying the ten-fold higher cD concentration, this has a more drastic effect on the actin 
cytoskeleton and, as a consequence, also on the cell morphology. One hour of incubating cells with 
1.0 µM cD causes a strong depolymerization of f-actin in stress fibers and in the actin cortex. Partly 
depolymerized actin fibers are aggregated in large clusters, scattered within the cytoplasm and localized 
along the contact area of adjacent cells (  in Fig. 5–19 C1). Exposure of cells to 1.0 µM cD for 25 h causes 
further disassembly of these large clumps into finely distributed aggregations of actin monomers (  in 
Fig. 5–19 C2). Moreover, the actin clusters observable along cell junctions after 1 h of 1.0 µM cD 
treatment disappear completely after 25 h incubation time. By contrast, opening of cellular junctions and 
the formation of small intercellular gaps are noticeable in micrographs (  in Fig. 5–19 C2).  
Treating cells with 5.0 µM cD causes similar actin cytoskeleton alterations and cell morphological effects 
as described for 1.0 µM cD. The micrograph in Fig. 5–19 D1 reveals a degradation of f-actin into clump-
like aggregates, scattered in the cytoplasm and along the former actin belt around the cells ( ). 
However, incubating cells with 5.0 µM cD for 25 h leads to the formation of larger intercellular openings 
than with 1.0 µM cD at the same time (Fig. 5–19 D2). Moreover, one can observe even cell-free areas in 
the formerly confluent cell layer (  in Fig. 5–19 D2).  
These morphological findings match very well with the results from the previously presented QCM-ECIS 
measurements of cellular stiffness and cell shape properties (cf. Fig. 5–18). Those reported on a moderate 
loss of mechanical stiffness and a slight decrease in the paracellular resistance (opening of cellular 
junctions), however no detachment of cells from the sensor surface, upon treating cells with 0.1 µM cD 
for 1 or 25 h. When cells have been exposed to 1.0 and 5.0 µM cD, however, a significant opening of cell-
cell contacts, an increasing fraction of cell-free areas on the WE as well as a pronounced stiffness loss of 
MDCK-II cells were sensitively detected and followed over time by means of the parameters of QCM-
mode and ECIS-mode recordings. 
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Fig. 5–19 Confocal fluorescence micrographs of MDCK-II cells exposed to various 
concentrations of cytochalasin D (cD) and subsequently stained for f-actin (TRITC-phalloidin). 
Cells were treated with (A) 0 µM cD (negative control/ −ctrl), (B) 0.1 µM cD, (C) 1.0 µM cD, and (D) 
5.0 µM cD. Cells of negative control were exposed to 0.13 % (v/v) DMSO without cD. Micrographs 
were taken either 1 h (A1 – D1) or 25 h (A2 – D2) after treatment with cD. 
5.3.2 Cell Stiffening using Chemical Fixatives 
QCM-ECIS measurements provided complementary information on cell mechanics and cell shape upon 
degradation of the actin cytoskeleton and associated softening of the cells by cD treatment. In order to 
further investigate the complementarity of QCM and ECIS signals and, thus, to demonstrate the 
advantages of simultaneous measurements, the mechanical properties of MDCK-II cells were 
systematically stiffened by cross-linking all cellular protein with the chemical fixatives glutaraldehyde 
(GA) and paraformaldehyde (PFA). The fixation of cells is a standard cytochemical method in cell-based 
A1 A2 
B1 B2 
C1 C2 
D1 D2 
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assays before fluorescence staining of specific cellular proteins or organelles for their microscopic 
analysis. It is assumed that this preparation step for cytological samples just “freezes” the structural state 
of the cells by cross-linking all cellular protein at the moment of adding the fixative. The aldehydes 
glutaraldehyde (GA) and paraformaldehyde (PFA) are often used for this. It is known from AFM [404,408,433–
439], SPR [440] as well as from previuos QCM studies applying the classical 1ElQs [22,246,268] that there are 
drastic and rapid increases in cellular stiffness (Young’s modulus), in the refractive index, and in the 
damping of the microbalance oscillation upon cell fixation. In this thesis, the QCM-ECIS sensors were 
used for monitoring in real-time the responses of cultured MDCK-II cells when adding various 
concentrations of GA and PFA.  
 
Fig. 5–20 illustrates the course of a typical cell fixation experiment, by means of parameter time courses 
from QCM-mode measurements (∆|𝑍|𝑚𝑖𝑛 ; Fig. 5–20 A) and ECIS-mode measurements (𝑅norm , 𝐶norm ; 
Fig. 5–20 C). The curves are normalized to the last value before seeding MDCK-II cells to confluence on 
the sensor (“ MDCK-II”). The day after cell inoculation, the culture medium was exchanged against 
1.5 mL PBS++ buffer (supplemented with 1 g/ L glucose) in order to avoid cross-reactions of the fixatives 
with ingredients of the cell culture medium (“ ↑Med. ↓PBS++”). When signals indicated establishment 
of equilibrium after the medium exchange, 150 µL of the buffer were replaced by 150 µL of a tenfold 
concentrated fixative solution (in PBS++). In the exemplary experiment shown in Fig. 5–20, cell proteins 
were cross-linked with a final GA concentration of 0.25 % (v/v) (“ GA”). When QCM and ECIS 
parameters have attained stationary levels after cross-linking, the cell layers were additionally treated 
with Saponin, in order to analyze the effect of membrane permeabilization after cell fixation on both the 
mechanical and electrical properties of the cell layer.  
The plots right next to the time courses in Fig. 5–20 show 3-D representations of QCM spectra (Fig. 5–
20 B; 𝑓  vs. |𝑍| vs. 𝜑) and ECIS spectra (Fig. 5–20 D; 𝑓  vs. 𝑅  vs. 𝐶) at various points of the experiment. 
Spectra are shown for (1) the cell-free QCM-ECIS sensor equilibrated in SFM, (2) the MDCK-II cell-covered 
sensor, cells treated with 0.25 % (v/v) GA for (3) 5 min/ (4) 10 min/ (5) 180 min, and (6) fixated cells after 
Saponin treatment. Corresponding 2-D spectra (QCM: |𝑍|(𝑓), 𝜑(𝑓); ECIS: |𝑍|(𝑓), 𝜑(𝑓), 𝑅(𝑓), 𝐶(𝑓)) are 
illustrated in SI 21 (p. 274). The 3-D loop of the oscillation impedance, contracted in the course of cell 
attachment and spreading, is further damped in phase shift and impedance magnitude upon fixation of 
the cells by additional 50 – 100 % of the actual cell signal (2 → 5 in Fig. 5–20 B). Saponin treatment 
subsequent to cell layer fixation degrades the cell membranes. However, this causes no reduction in the 
damping of the QCM impedance (5 → 6). The situation is different for ECIS-mode parameters. There is 
only a slight reduction in the low-frequency resistance and capacitance values at higher frequencies even 
show negligible changes due to the addition of GA (Fig. 5–20 D). The most sensitive frequency of either 
parameter for MDCK-II cells (𝑅: 316 Hz, 𝐶: 40 kHz) is indicated in the respective plane of projection in 
Fig. 5–20 D. When the cells are perforated by Saponin after protein cross-linking, resistance and 
capacitance values go back to almost cell-free levels (5 → 6 in Fig. 5–20 D).  
Hence, one can spot very distinct differences in the acoustic and electrochemical impedance spectra as 
well as in the courses of ∆|𝑍|𝑚𝑖𝑛, 𝑅norm, and 𝐶norm responses in both the kinetics and the extent of signal 
changes upon cross-linking of all cellular protein as well as subsequent cell permeabilization. These are 
analyzed and discussed in detail below for various concentrations of GA and PFA.  
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Fig. 5–20 Exemplary QCM-ECIS measurement of MDCK-II cells seeded on QCM-ECIS 
substrates and subsequently treated with the protein cross-linking agent glutaraldehyde (GA). 
Diagrams display the time courses (left) and the spectra (in 3-D) at defined points of the 
experiment (right), obtained from (A), (B) QCM-mode and (C), (D) ECIS-mode recordings. The 
time courses of ∆|𝑍|𝑚𝑖𝑛, 𝑅norm (at 316 Hz), and 𝐶norm (at 40 kHz) are normalized to the last value 
before cell inoculation. Arrows mark the points of seeding the cells (“MDCK-II”), of exchanging 
medium against PBS++ buffer (“↑Med., ↓PBS++”), of adding “0.25 % GA”, and of finally 
permeabilizing cells with “Saponin”. 3-D impedance spectra of (B) QCM and (D) ECIS parameters 
are shown for the sensor (1) 24 h after SFM incubation, (2) 24 h after seeding cells to confluence, 
(3) 5 min/ (4) 10 min/ (5) 180 min after 0.25 % GA injection, and (6) after adding Saponin. The most 
sensitive frequency of either parameter (𝑅 : 316 Hz, 𝐶 : 40 kHz) is indicated in the respective 
projection plane. Corresponding 2-D spectra (|𝑍|(𝑓), 𝜑(𝑓), 𝑅(𝑓), 𝐶(𝑓)) are illustrated in SI 21. 
Data points displayed in A and C are reduced for sake of clarity. 
Fig. 5–21 summarizes the parameter changes obtained from a variety of QCM-ECIS replicate 
measurements of a confluent MDCK-II cell layer upon treatment with GA and PFA. Time-resolved 
alterations of ∆|𝑍|𝑚𝑖𝑛  (Fig. 5–21 A), 𝑅norm  (Fig. 5–21 C), and 𝐶norm  (Fig. 5–21 E) were examined for cell 
treatments with 0.025 ( ), 0.1 ( ), and 0.25 % (v/v) GA ( ), and 1 % (w/v) PFA ( ) (mean ± SEM). 
For negative control (−ctrl), PBS++ buffer was exchanged ( ). All time courses are set to time zero at the 
point of adding the fixative and replacing the buffer, respectively (). Values of the cell-free sensor 
immersed in SFM serve as a reference level (+ctrl) and are indicated by a grey horizontal line in Fig. 5–21 
A, C, and E. The bar graphs next to the time-resolved data display average signal changes (mean ± SEM) 
of parameters after 3 h exposure of the cells to various concentrations of GA (0.025 %: , 0.1 %: , 
0.25 %:  ) and 1 % PFA (  ) as well as values of negative (  ) and positive (  ) controls. These 
plots include data from time-resolved monitoring experiments as well as from endpoint measurements. 
C
D
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In Fig. 5–21 B, D, and F, parameter values after Saponin treatment are exemplary shown for the cell layer 
that has been fixated with 0.25 % GA before (  ). The ∆|𝑍|𝑚𝑖𝑛 values displayed (Fig. 5–21 A, B) include 
data from both microbalance sensor spots of the QCM-ECIS sensors. Absolute mean values of the cell-
free sensor immersed in SFM amount to |𝑍|𝑚𝑖𝑛  = 1860 (± 20) Ohm (N = 42), 𝑅 316 Hz = 2.8 (± 0.4) kOhm 
(N = 21), and 𝐶40 kHz = 14.9 (± 1.1) nF (N = 21). Average starting values of the MDCK-II cell-covered sensor 
before fixation are |𝑍|𝑚𝑖𝑛  = 2740 (± 30) Ohm (N = 42), 𝑅316 Hz = 33 (± 3) kOhm (N = 21), and 𝐶40 kHz = 3.05 
(± 0.19) nF (N = 21) (mean ± SEM). The relations of cell-free to cell-covered values serve as a reference 
level in Fig. 5–21 B, D, and F (  ). Negative control cells show almost no response upon buffer 
exchange. After three hours, one can observe only slight changes of ∆|𝑍|𝑚𝑖𝑛  = 120 (± 20) Ohm 
(mean ± SEM; N = 14), 𝑅norm = 0.93 (± 0.04), and 𝐶norm = 1.00 (± 0.01) (both N = 7).  
∆|𝑍|𝑚𝑖𝑛  steeply increases within a few minutes, starting immediately upon injecting GA to the 
measurement vessel of the cell-covered sensor plate (Fig. 5–21 A). After 3 h of GA incubation, |𝑍|𝑚𝑖𝑛 is 
increased by 710 (± 20) Ohm for 0.025 % GA, by 950 (± 60) Ohm for 0.1 % GA, and by 1030 (± 50) Ohm for 
0.25 % GA (mean ± SEM; N = 10) (Fig. 5–21 B). The higher the concentration of GA is, the faster is the 
increase and the earlier stationary levels of |𝑍|𝑚𝑖𝑛  are reached (Fig. 5–21 A). However, final levels are 
similar for all concentrations, as long as the duration of GA incubation is sufficiently long. For instance, 
|𝑍|𝑚𝑖𝑛 is finally increased by 1050 (± 30) Ohm after incubating cells with 0.025 % GA for ∼ 65 h (data not 
shown). Here, 90 % of the overall signal change are attained within approximately 20 h of incubation, 
whereas the remaining 10 % of ∆|𝑍|𝑚𝑖𝑛 increase, however, take more than twice as long. By defining 
∆|𝑍|𝑚𝑖𝑛 = 1050 (± 30) Ohm as the stationary, maximal end value attained after protein cross-linking of 
cellular protein with GA, the duration 𝑡1/2 required for half-maximal ∆|𝑍|𝑚𝑖𝑛 increase (𝑡1/2 ≝ 𝑡(∆|𝑍|𝑚𝑖𝑛 
= 525 Ohm)) serves as a kinetic parameter describing the time courses for various concentrations of GA. 
Applying this to the time courses in Fig. 5–21 A, one obtains 𝑡1/2 = 3.8 min for 0.25 % GA, 𝑡1/2 = 6.6 min 
for 0.1 % GA, and 𝑡1/2  = 61.1 min for 0.025 % GA. As further kinetic parameters the time 𝑡𝑚  of the 
steepest increase and the slope 𝑚 = ∆|𝑍|𝑚𝑖𝑛/∆𝑡 at this point (by linear regression around 𝑡𝑚 considering 
SEM) were extracted from the time-resolved data. This provides 𝑡𝑚  = 3.3 min and 𝑚  = 128 (± 6) 
Ohm·min−1 for 0.25 %, 𝑡𝑚  = 3.9 min and 𝑚  = 79 (± 4) Ohm·min
−1 for 0.1 %, and 𝑡𝑚  = 6.1 min and 
𝑚  = 28 Ohm·min−1 for 0.025 % GA. By adding PFA to the cell layer, ∆|𝑍|𝑚𝑖𝑛  rises to 680 (± 20) Ohm 
(N = 4) within 3 h (Fig. 5–21 B), and to stationary end values of 800 (± 40) Ohm (N = 6) after ∼ 18 h of 
exposure time (data not shown). Related to this final value, the time 𝑡1/2 of half-maximal ∆|𝑍|𝑚𝑖𝑛 change 
( 𝑡1/2  ≝ 𝑡 (∆|𝑍|𝑚𝑖𝑛  = 400 Ohm) is determined to 18.6 min for cell-fixation with 1 % PFA. The signal 
response exhibits a biphasic shape, with a steep increase within the first 8 min after PFA inoculation 
(𝑡𝑚 = 1.5 min and 𝑚 = 90 Ohm·min
−1), followed by a slowed down but steady increase for hours to final 
levels. As already mentioned for the exemplary ∆|𝑍|𝑚𝑖𝑛 curve in Fig. 5–20 A, Saponin treatment after 
chemical fixation of all cellular protein does not change oscillation impedance values anymore. This is 
the case for all applied concentrations of GA. In Fig. 5–21 B, this is exemplarily shown for cell layers 
fixated with 0.25 % GA followed by Saponin incubation (  ), which provides final ∆|𝑍|𝑚𝑖𝑛  values of 
1080 (± 50) Ohm (N = 10).  
The electrochemical resistance instantaneously drops within 5 min after adding PBS++ (−ctrl) or GA to the 
cells (Fig. 5–21 C). In this period,  𝑅norm  is decreased to 0.88 (± 0.01)
b) for negative control cells, to 
0.688 (± 0.005)a) by 0.025 % GA, to 0.78 (± 0.05)a) by 0.1 % GA, and to 0.85 (± 0.02)a) by 0.25 % GA 
(mean ± SEM; N = a)2, b)4). Afterwards, 𝑅norm  recovers again for control cells and further decreases 
slightly for GA treated cells. Fig. 5–21 D shows stationary signal levels, attained at 2 – 3 h after GA 
addition. Final  𝑅norm values (𝑡 = 3 h) amount to 0.51 (± 0.06) for 0.025 % GA, 0.65 (± 0.06) for 0.1 % GA, 
and 0.78 (± 0.03) for 0.25 % GA (N = 5). Thus, cross-linking of cellular proteins affects the resistive 
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properties of the cell layer. It is remarkable that the effect is inversely proportional to the concentration 
of the fixative, with smaller decreases of the resistance at higher GA concentrations. 
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Fig. 5–21 QCM-ECIS sensor responses upon treatment of a confluent MDCK-II cell layer with 
different concentrations of glutaraldehyde (GA) and paraformaldehyde (PFA). Averaged time 
courses (left) and bar graphs of mean values 3 h after treatment (right) of (A), (B) ∆|𝑍|𝑚𝑖𝑛, (C), (D) 
𝑅norm at 316 Hz, and (E), (F) 𝐶norm at 40 kHz are shown. Cells were exposed to 0.025 % GA ( ; 
 ), 0.100 % GA ( ;  ), 0.250 % GA ( ;  ), and 1 % PFA ( ;  ). For negative 
control (−ctrl), PBS++ buffer was exchanged ( ;  ). Values of the cell-free sensor immersed in 
SFM only (  ) serve as a reference level (+ctrl) and are indicated by a grey horizontal line in A, 
C, and E. Parameter values after Saponin treatment are exemplary shown for the cell layer that 
has been previously fixated with 0.25 % GA (  ). ∆|𝑍|𝑚𝑖𝑛 values in A and B are obtained from 
pooled QCM1 and QCM2 data sets. Displayed data points of time courses are reduced for sake of 
clarity. (mean ± SEM; N = a)2, b)4, c)5, d)7, e)8, f)10, g)14, h)21, i)42). 
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When applying 1 % PFA instead of GA for protein cross-linking, the decrease of 𝑅norm  is significantly 
different. There is no biphasic but a continuous decrease in the resistance at 316 Hz. The total decrease 
of 𝑅norm is significantly slower for PFA (𝑡1/2 = 11.3 min) than for GA treatments (𝑡1/2 ≈ 3 min). However, 
the resistance reduction is remarkably bigger upon PFA- compared to GA-mediated cell fixation. 𝑅norm 
is reduced to 0.29 (± 0.01) 3 h after adding PFA. Stationary levels of 𝑅norm  = 0.31 (± 0.05) are attained 
after 18 h of PFA incubation (N = 3). Membrane permeabilization by Saponin after cross-linking cellular 
proteins causes a complete reduction of the electrical resistance at 316 Hz. This is exemplarily shown in 
Fig. 5–21 D for cell layers previously fixated with 0.25 % GA. After Saponin treatment, 𝑅norm  drops to 
0.12 (± 0.05) (N = 5), which is very close to values of the cell-free reference (𝑅norm = 0.11 (± 0.02); N = 21).  
In contrast to responses of oscillation impedance and electrochemical resistance, changes of the 
electrochemical capacitance at 40 kHz upon cell fixation are very low and almost negligible (Fig. 5–21 E, 
F). Capacitance values slightly increase to stationary levels within ∼ 5 min at GA concentrations of 
0.025 % (𝐶norm  = 1.17 (± 0.06)) and 0.1 % (𝐶norm  = 1.13 (± 0.02)), whereas 𝐶norm  remains at initial values 
upon fixation for 0.25 % GA (𝐶norm  = 1.01 (± 0.01)) (mean ± SEM; N = 5) (Fig. 5–21 F). This is likewise 
observable for PFA-fixated cells, exhibiting 𝐶norm = 1.02 (± 0.06) after 3 h and 𝐶norm = 1.01 (± 0.04) after 
18 h of exposure (N = 3). Hence, there is no or almost no change in the time courses of high-frequency 
current through the cell layer due to protein cross-linking by either GA or PFA. Saponin treatment of the 
cell layers after protein cross-linking causes a steep increase of 𝐶norm  to almost levels of the cell-free 
sensor (𝐶norm  = 5.0 (± 0.3); N = 21) (cf. Fig. 5–20 C). This is again exemplarily shown in the bar plot in 
Fig. 5–21 F for cell layers fixated by 0.25 % GA prior to Saponin exposure (  ). Capacitance values are 
drastically increased to 𝐶norm  = 4.2 (± 0.2) (N = 5), reflecting the opening of transcellular current 
pathways due to membrane perforation. Cellular fragments and membrane structures not washed away 
and remaining on the WE cause capacitances to not completely reach values of the cell-free sensor. 
5.3.3 Stimulating Intracellular Signaling Cascades 
Previous sections presented the application of the newly developed QCM-ECIS sensors for either cell 
attachment and spreading assays of two different cell lines and at various conditions or for assays testing 
the influence of xenobiotics on the viscoelastic and electric properties of confluent cell layers. Both 
seeding of cells on QCM-ECIS sensor surfaces and the drastic impacts of cytoskeleton disrupting drugs 
or protein cross-linking agents on cellular structures were found to be associated with profound electrical 
and mechanical changes at the substrate surface and, thus, considerable QCM and ECIS sensor 
responses. Besides these massive interventions into specific structural elements, cell layers were non-
destructively stimulated by increased intracellular concentrations of adenosine 3’,5’-cyclic mono-
phosphate (cAMP).  
Cyclic AMP is a well-known second messenger involved in intracellular signal transduction, which is 
essential in the phosphorylation of various proteins via the cAMP-dependent protein kinase (Protein 
kinase A, PKA). PKA (de)activates various proteins important in metabolism, including the glycogen 
phosphorylase (via the phosphorylase kinase) and lipases, and gene regulation.[441] It is also reported that 
the cell permeable CPT-cAMP stimulates ion-channel activation.[442] Various studies demonstrated that 
TJ permeability and transepithelial barrier resistance as well as changes in the actin cytoskeleton 
structures are regulated by cAMP-dependent mechanisms. With increased intracellular cAMP a 
tightening of intercellular junctions was found for some cells [314,429,443–450] whereas a decrease of the 
transepithelial barrier and an increased TJ permeability was found for others [451–453]. The actin 
cytoskeleton is suggested to play an important role in cAMP-regulated epithelial permeability. Duffey et 
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al. [445] and Bensch et al. [454] found changes in microfilament structures of epithelial cells and Stelzner et 
al. [446] reported on a quantitative rise of f-actin after increasing the intracellular cAMP concentration. 
Ohta et al. [455] showed that PKA-induced phosphorylation of monomeric actin reduces its 
polymerizability and cell migration and the underlying actin cytoskeleton dynamics are regulated via 
cAMP/ PKA as well [456]. However, there is no general rule of structural and accompanying electrical and/ 
or mechanical cell responses as a consequence of changes in the cAMP concentration. Changes of 
cytomechanics (cytoskeleton), cell morphology, and cell-adhesion properties may turn out differently 
and presumably depend on the current cellular state, the cell cycle, the origin of the tissue, and the 
species. 
The developed QCM-ECIS sensors allow for testing the indirect effects of cAMP on both mechanical and 
electrical properties, simultaneously, non-invasively, and in time-resolved manner. QCM-ECIS whole-cell 
biosensing of the membrane permeable cAMP-analogue 8-CPT-cAMP (8-(4-Chlorophenylthio)-cAMP) 
was performed on confluent NRK cell layers. 
 
Fig. 5–22 illustrates typical time courses of the QCM parameter ∆|𝑍|𝑚𝑖𝑛 (Fig. 5–22 A), and of the ECIS-
mode parameters 𝑅norm (  in Fig. 5–22 C) and 𝐶norm (  in Fig. 5–22 C) upon seeding NRK cells on the 
QCM-ECIS sensor substrates (“ NRK”) and stimulation of the confluent cell layer with 8-CPT-cAMP the 
day after (“ ↓100 µM CPT-cAMP”). In this test series, the most sensitive frequencies of the sensors to 
NRK cells in ECIS-mode were determined to 5 kHz for the resistance and to 50 kHz for the capacitance. 
Time courses are normalized to the last values before cell inoculation. Time courses also show cell 
responses to the subsequent withdrawal of CPT-cAMP, ∼ 7 h after addition, achieved by completely 
exchanging the medium above the cell layer against medium lacking the second messenger analogue 
(“ ↑100 µM CPT-cAMP”). The plots on the right hand side in Fig. 5–22 illustrate in a 3-D representation 
the impedance and phase shift spectra from QCM-mode recordings (Fig. 5–22 B), and the resistance and 
capacitance spectra from ECIS-mode recordings (Fig. 5–22 D) at selected points of the experiment. 
These are indicated in the time courses in Fig. 5–22 A, C. Spectra are shown for (1) the cell-free QCM-
ECIS sensor immersed in SFM, (2) the NRK cell-covered sensor, and cells treated with 100 µM 8-CPT-
cAMP for (3) 10 min, (4) 30 min, (5) 1 h, and (6) 4 h. Corresponding 2-D spectra (QCM: |𝑍|(𝑓), 𝜑(𝑓); ECIS: 
|𝑍|(𝑓), 𝜑(𝑓), 𝑅(𝑓), 𝐶(𝑓)) are shown in SI 22 (p. 275). The time courses and spectra in Fig. 5–22 show 
distinct signal responses in both recording modes QCM and ECIS to the intracellular stimulation of cells 
with CPT-cAMP. Within ∼ 15 min after its addition, values of |𝑍|𝑚𝑖𝑛 and 𝑅norm (at 5 kHz) drop and 𝐶norm 
values (at 50 kHz) steeply increase first. In QCM and ECIS impedance spectra, this is reflected by the slight 
backward shift of curves towards cell-free sensor characteristics (2 → 3 in Fig. 5–22 B, D). However, these 
initial responses of all parameters are overcompensated within the following ∼ 30 min. |𝑍|𝑚𝑖𝑛, 𝑅norm, 
and 𝐶norm  exhibit more pronounced long-term responses in the opposite direction and approximate 
stationary values within ∼ 1 – 4 h after injecting CPT-cAMP. In the 3-D QCM spectra (Fig. 5–22 B), the 
increase of oscillation damping is reflected by an increase of |𝑍|𝑚𝑖𝑛 and a reduction of |𝑍|𝑚𝑎𝑥  and 𝜑𝑚𝑎𝑥, 
and thus by an increased contraction of the resonance loop (3 → 6). The continuous decrease of 𝑅norm 
and increase of 𝐶norm is represented by a shift along the axis of the most sensitive frequencies in the 3-D 
ECIS spectra (3 → 6 in Fig. 5–22 D).  
Hence, there are considerable cytomechanical and cell morphology changes due to the increased cAMP 
concentration in the cells. The time courses of the typical experiment also indicate the reversibility of 
cAMP-mediated stimulations of the mechanical and electrical properties of the cell layer. The kinetics 
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and degree of |𝑍|𝑚𝑖𝑛, 𝑅norm, and 𝐶norm responses of NRK cells towards 100 µM 8-CPT-cAMP stimulation 
and subsequent relaxation are described and quantified below on the basis of repeated experiments. 
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Fig. 5–22 Typical QCM-ECIS measurement of NRK cells seeded on QCM-ECIS substrates and 
subsequently treated with the membrane permeable cAMP-analogue 8-CPT-cAMP. Diagrams 
display the time courses (left) and the spectra (in 3-D) at defined points of the experiment (right), 
obtained from (A), (B) QCM-mode and (C), (D) ECIS-mode recordings. The time courses of 
∆|𝑍|𝑚𝑖𝑛 , 𝑅norm  (at 5 kHz), and 𝐶norm  (at 50 kHz) are normalized to the last value before cell 
inoculation. Arrows () mark the points of seeding the cells (“NRK”), of adding “100 µM CPT-
cAMP”, and of finally exchanging medium containing CPT-cAMP against CPT-cAMP-free medium 
(“↑100 µM CPT-cAMP”). 3-D impedance spectra of (B) QCM and (D) ECIS parameters are shown 
for the sensor (1) 20 h after SFM incubation, (2) 24 h after seeding cells to confluence, (3) 10 min/ 
(4) 30 min/ (5) 1 h and (6) 4 h after 100 µM CPT-cAMP addition. These points are indicated in the 
time courses on the left. The most sensitive frequency of either parameter (𝑅: 5 Hz, 𝐶: 50 kHz) is 
indicated in the respective projection plane of the 3-D plots. Corresponding 2-D spectra (|𝑍|(𝑓), 
𝜑(𝑓), 𝑅(𝑓), 𝐶(𝑓)) are illustrated in SI 22. Data points displayed in A and C are reduced for sake of 
clarity. 
Fig. 5–23 summarizes the mean QCM-ECIS sensor responses obtained from a variety of replicate 
stimulation/ withdrawal experiments of NRK cells with 100 µM CPT-cAMP (mean ± SEM). Time courses 
of ∆|𝑍|𝑚𝑖𝑛 (Fig. 5–23 A), 𝑅norm at 5 kHz (Fig. 5–23 C), and 𝐶norm at 50 kHz (Fig. 5–23 E) are shown for cell 
stimulations (colored curves) and for an unstimulated reference (−ctrl; black curves). The time courses 
showing stimulation experiments are normalized to the last data point before injecting either 150 µL of 
a 10-fold concentrated CPT-cAMP stock solution (dissolved in cell culture medium) or 150 µL medium 
(≙ −ctrl) to 1.35 mL medium in the measurement vessel. The time courses of CPT-cAMP withdrawal 
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experiments are normalized in time to the point of complete medium exchange, and in the parameter 
value to the last data point before cAMP stimulation ( in Fig. 5–23 A, C, E). Values of the cell-free sensor 
immersed in SFM only (|𝑍|𝑚𝑖𝑛  = 1820 (± 40) Ohm (N = 20), 𝑅 5 kHz = 630 (± 20) Ohm (N = 7), and 𝐶 50 kHz 
= 13.6 (± 0.9) nF (N = 7)) serve as a reference (+ctrl). They are indicated by grey horizontal lines in Fig. 5–
23 A, C, E. The bar graphs next to the time courses include data from time-resolved experiments as well 
as from endpoint measurements. They display average signal changes of ∆|𝑍|𝑚𝑖𝑛  (Fig. 5–23 B), 𝑅norm 
(Fig. 5–23 D), and 𝐶norm (Fig. 5–23 F), after 4 h of cell exposure to 100 µM CPT-cAMP (  ,  ,  ), 
4 h (  ,  ,  ) and 12 h (  ,  ,  ) after withdrawing CPT-cAMP from the cells again, and of 
unstimulated (  ) and cell-free (  ) references.  
Initially after adding CPT-cAMP to the cells, |𝑍|𝑚𝑖𝑛 drops from 2720 (± 25) Ohm (N = 20) within 8 min by 
29 (± 11) Ohm (N = 12) (  in Fig. 5–23 A). For electrochemical parameters, the maximum of this initial 
response peak is observed at 𝑡 = 10 min. At this point, the resistance (  in Fig. 5–23 C) is reduced to 
84 (± 2) % (N = 4) of starting values (𝑅5 kHz(𝑡0) = 3.72 (± 0.14) kOhm; N = 7), and the capacitance (  in 
Fig. 5–23 E) is increased to 114 (± 2) % (N = 4) with respect to starting values (𝐶50 kHz(𝑡0) = 2.65 (± 0.13) nF; 
N = 7). Parameter values recover after these fast responses and overcompensate the initial spikes, 
passing starting levels again 15 min (∆|𝑍|𝑚𝑖𝑛), 20 min (𝑅norm), and 45 min (𝐶norm) after adding CPT-cAMP. 
The recovery of signals and the long-term changes of parameters to stationary levels, respectively, occur 
with different kinetics. |𝑍|𝑚𝑖𝑛  exhibits a maximal slope of 𝑚  = ∆|𝑍|𝑚𝑖𝑛/∆𝑡  = 7.0 (± 0.5) Ohm·min
−1 
(N = 12) at 𝑡𝑚  = 20 min, whereas the maximal slopes of 𝑅norm  and 𝐶norm  occur slightly earlier at 
𝑡𝑚  = 15 min. There, 𝑅  increases with 𝑚  = ∆𝑅/∆𝑡  = 53.7 (± 1.9) Ohm·min
−1 (N = 4) and 𝐶  decreases with 
𝑚 = ∆𝐶/∆𝑡 = −24.2 (± 0.7) pF·min−1 (N = 4).  
Time points 𝑡1/2 of half-maximal signal changes differ much clearer for the analyzed parameters. The 
mechanical changes at the sensor interface due to the addition of CPT-cAMP are finished much faster 
(𝑡1/2(∆|𝑍|𝑚𝑖𝑛) = 25 min) than alterations of the dielectric cell layer properties. Half-maximal changes in 
𝑅norm are attained within 𝑡1/2 = 45 min, whereas it takes up to 𝑡1/2 = 105 min for 𝐶norm values to reach this 
point (cf. Fig. 5–23 A, C, E). Hence, the different parameters likely report on different, asynchronous 
cellular reactions and processes occurring due to the stimulation. Four hours after adding CPT-cAMP to 
the NRK cell layer stationary signals are reached, which amount to ∆|𝑍|𝑚𝑖𝑛  = 171 (± 9) Ohm (N = 12), 
𝑅norm = 123.5 (± 1.3) % (N = 4), and 𝐶norm = 93.4 (± 0.9) % (N = 4). Signals of unstimulated reference cells 
do not show any of the responses described for stimulated cells, exhibiting stable signals in |𝑍|𝑚𝑖𝑛 (  
in Fig. 5–23 A), 𝑅norm (  in Fig. 5–23 C), and 𝐶norm (  in Fig. 5–23 E) throughout the entire period of 
monitoring. Reference values at 4 h after 0.15 mL medium exchange are ∆|𝑍|𝑚𝑖𝑛  = 1.4 (± 7.7) Ohm 
(N = 10), 𝑅norm = 100 (± 4) % (N = 4), and 𝐶norm = 101.0 (± 1.0) % (N = 4). 
Withdrawing of previously injected CPT-cAMP, by completely exchanging the medium in the 
measurement vessel, causes a rapid recovery of signals to parameter levels as before the stimulation 
(Fig. 5–23 A, C, E). After removing the stimulant, there are considerable fluctuations in the values for 
∼ 4 h. This can be observed especially for the electrochemical sensor parameters. After 4 h, these 
approximate values of 𝑅norm  = 96.1 (± 1.1) % and 𝐶norm  = 102 (± 2) % (both N = 3). These values only 
slightly change afterwards and attain stable levels of 𝑅norm  = 94.2 (± 0.6) % and 𝐶norm  = 103.8 (± 1.1) % 
(both N = 3) after 12 h (Fig. 5–23 D, E). Within 4 h after CPT-cAMP removal, ∆|𝑍|𝑚𝑖𝑛  decreases by 
−42 (± 16) Ohm (N = 8) little but significantly below the value before stimulation. It recovers afterwards 
within further 4 – 8 h to almost exactly the starting value, exhibiting ∆|𝑍|𝑚𝑖𝑛 = 2 (± 21) Ohm (N = 6) after 
12 h (Fig. 5–23 B). 
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Fig. 5–23 QCM-ECIS sensor responses after injecting 100 µM of the membrane permeable 
8-CPT-cAMP to a confluent NRK cell layer. Averaged curves show time-resolved changes of (A) 
∆|𝑍|𝑚𝑖𝑛 , (C) 𝑅norm  at 5 kHz, and (E) 𝐶norm  at 50 kHz for stimulated cells ( , , ) and for 
unstimulated references cells ( , , ), normalized to the last value before treatment. Time 
courses next to that illustrate averaged parameter changes upon removing CPT-cAMP from the 
cells again. For negative controls (−ctrl), medium was exchanged against stimulant-free medium. 
Values of the cell-free sensor, immersed in SFM only, serve as a reference (+ctrl) and are indicated 
by grey horizontal lines in A, C, and E. Points 𝑡1/2 of half-maximal signal changes are indicated. 
The bar graphs next to the time courses show mean values at selected points of the experiment. 
They contain data from time-resolved monitoring and endpoint measurements of (B) ∆|𝑍|𝑚𝑖𝑛, (D) 
𝑅norm, and (F) 𝐶norm. Selected points are 4 h after adding CPT-cAMP (  ,  ,  ) or medium 
only (  ), and 4 h (  ,  ,  ) and 12 h (  ,  ,  ) after withdrawing CPT-cAMP 
from the cells. Values of the cell-free sensor (+ctrl) are displayed, too (  ). ∆|𝑍|𝑚𝑖𝑛 values are 
obtained from pooled QCM1 and QCM2 data sets. Data points in time courses are reduced for 
sake of clarity. (mean ± SEM; N = a)2, b)3, c)4, d)6, e)7, f)8, g)10, h)12, i)20). 
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5.3.4 Electric Manipulation and Double-mode Impedance Analysis 
(ELPO-ECIS-QCM) 
The exposure of cells to an invasive electrical field and the accompanying manipulation is a biophysical 
approach, used in many fields of cellular research. Besides the electric field-mediated dielectric 
polarization of cells, applied for rotation and translation of suspended cells [457], non-invasive electric 
fields were also applied for the reorientation and elongation of anchored cells as well as for assays on 
electrotaxis, the phenomenon of electric field-driven migration of adherent cells [458,459]. Coplanar 
electrode layouts like in the commercial ECIS substrates, which are similar to that of the sensors 
presented in this work, have been applied in many studies for the specific, regioselective in situ 
electroporation (ELPO), electrofusion, and electrical wounding of cells on the working electrode by AC 
pulses.[7,99,118–120] These coplanar electrodes allow for instantaneous monitoring of cell properties after 
the application of short electric field pulses, by non-invasive impedance analysis. Hence, the growth 
substrate-integrated coplanar electrodes provide a powerful and sensitive system for identifying and 
controlling the best electrical pulse parameters for each approach and for various adherent cell lines.[7] 
Moreover, post-pulse non-invasive monitoring of cell viability, cell shape alterations, cell vitality/ 
motility, and barrier resistance of the cell layer by impedance analysis (ELPO-ECIS) provides an actuator-
sensor combination for a multitude of wound healing, cell stimulation, cytotoxicity, and drug delivery 
assays.[7,99,119,312,460–462] Electroporation in the presence of high extracellular concentrations of any 
substance or drug allows molecules to diffuse along the concentration gradient into the cells during the 
period of pore openings. This enables the direct and not membrane-enclosed presence of molecules that 
are actually not membrane-permeable in the cytoplasm of living cells. A brief introduction into the ELPO 
principle is given in 3.4.5 (p. 59 ff.). On the basis of the newly developed QCM-ECIS sensors it is now 
possible to monitor not only the dielectric changes on the working electrode but also changes in the 
micromechanical properties close to the sensor surface. The combination of ELPO with the QCM-ECIS 
sensors merges the benefits of regioselective electroporation, electrofusion, and electric wounding with 
the advantages of a multi-parametric cell-based monitoring system.  
In a proof of concept study the newly developed QCM-ECIS sensor (section 5.1) was tested for its 
capability of electrical field pulse actuation and instantaneous, combined label-free ECIS and QCM 
sensing of adherently grown cell layers (ELPO-ECIS-QCM). The combination of in situ electroporation of 
cells and subsequent analysis of cellular mechanics by means of QCM measurements has not been 
reported in literature before. For ELPO-ECIS-QCM measurements, the experimental setup for sensing 
(Fig. 3–18) was extended by an oscilloscope and a frequency generator as AC voltage source for electric 
field pulse applications. The setup is illustrated in Fig. 3–20 (p. 61). For the electrical actuation-sensing 
experiments the standard QCM-ECIS sensor layout (3000 rpm, WE-Ø = 0.5 mm; cf. section 5.1.2) was 
applied, which also was used in all cell-based QCM-ECIS assays presented above. Confluent NRK cell 
layers on the substrates were exposed to plasma membrane-impermeable, FITC-labeled dextran 
molecules (FITC-dextran; M = 250 kDa). The cell layer properties upon FITC-dextran addition as well as 
after electrical pulsing were continuously analyzed by QCM- and ECIS-mode recordings. Moreover, the 
loading efficiency of cells with FITC-dextran molecules by ELPO was routinely analyzed by fluorescence 
microscopic investigations of the electroporated cells.  
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Fig. 5–24 Typical ELPO-ECIS-QCM experiment of NRK cells cultured on standard QCM-ECIS 
substrates in the presence of membrane-impermeable, FITC-labeled dextran (250 kDa). Diagrams 
display the time courses (left) and the spectra (in 3-D) at defined points of the experiment (right), 
obtained from (A), (B) QCM-mode recordings of QCM1 and (C), (D) ECIS-mode recordings. The 
time courses of ∆|𝑍|𝑚𝑖𝑛, 𝑅norm (at 5 kHz), and 𝐶norm (at 50 kHz) are normalized to the last value 
before cell inoculation. Arrows () mark the points of seeding the cells (“NRK”), of exchanging 
cell culture medium against EBSS++ buffer (“↑Medium ↓EBSS++”), of adding extracellularly 1 g L−1 
FITC-dextran, and of applying an AC pulse (“ELPO”) of defined magnitude (4 V), duration 
(200 ms), and frequency (40 kHz). 3-D impedance spectra of (B) QCM1 and (D) ECIS parameters 
are shown for the sensor (1) 20 h after SFM incubation, (2) 23 h after seeding cells to confluence, 
(3) after EBSS++ equilibration, (4) after FITC-dextran addition, (5) at extreme values of parameter 
changes ∼ ½ – 1 h after ELPO, and (6) at final recording values ∼ 2½ h after ELPO. Corresponding 
2-D spectra (|𝑍|(𝑓), 𝜑(𝑓), 𝑅(𝑓), 𝐶(𝑓)) are illustrated in SI 23. Data points displayed in A and C are 
reduced for sake of clarity. 
Fig. 5–24 illustrates a typical ELPO-ECIS-QCM experiment, by means of the time courses of the QCM-
mode parameter ∆|𝑍|𝑚𝑖𝑛  of QCM1 (Fig. 5–24 A) and of the ECIS-derived parameters 𝑅norm  and 𝐶norm 
(Fig. 5–24 C). QCM- and ECIS-mode recordings continuously monitored the mechanical and 
electrochemical properties of the cell layer throughout the entire experiment. The diagrams next to the 
time traces illustrate in 3-D representation the underlying spectra of parameters at selected points of the 
experiment. Numbers at the time courses mark the points in time that correspond to the spectra shown 
in Fig. 5–24 B, D. The sensor has been pre-incubated with SFM for 20 h for equilibration purposes (1). At 
time zero, SFM was exchanged against a NRK cell suspension of ∼ 350 000 cells mL−1 (“ NRK”). The day 
after seeding, when cells have formed a confluent monolayer (2), the cell culture medium was replaced 
by 800 µL of pre-warmed EBSS++ buffer (“ ↑Medium ↓EBSS++”). After signal equilibration in EBSS++ for 
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roughly two hours (3), 400 µL of buffer were removed from the measurement vessel and replaced by 
400 µL EBSS++ buffer containing FITC-dextran (250 kDa), resulting in a final concentration of 1 g L−1 FITC-
dextran. Only marginal signal changes in QCM and ECIS parameters can be observed upon cell exposure 
to 1 g L−1 extracellular FITC-dextran. After equilibration (4), the conducting wires of the two microbalance 
electrodes facing the cells were connected to the frequency generator (cf. Fig. 3–20, p. 61) and an AC 
pulse of defined magnitude, duration, and frequency was manually applied to the cells attached to the 
working electrode (“ ELPO”). After pulsing, the respective cables were replugged and dual impedance 
sensing in QCM- and ECIS-mode was instantaneously continued. The electrical properties of the cell layer 
show immediate and drastic changes after pulse application (Fig. 5–24 C), whereas no significant effect 
can be observed in the damping of quartz oscillations of QCM1 (Fig. 5–24 A). This indicates a considerable 
change in cell morphology due to the electroporation pulse, however the cellular stiffness close to the 
substrate remains unaffected. Values of  𝑅norm and  𝐶norm reach extreme values of signal changes within 
½ – 1 h after ELPO (5), and recover afterwards in the direction of values before ELPO (6).  
Fig. 5–25 shows averaged, time-resolved ∆|𝑍|𝑚𝑖𝑛 responses (Fig. 5–25 A) and electrochemical 𝑅norm and 
𝐶norm  time courses (Fig. 5–25 B, C) (mean ± SEM; N = 2), recorded from NRK cell-covered QCM-ECIS 
sensors before and immediately after AC pulse application (“ ELPO”). The displayed QCM curves in 
Fig. 5–25 A show separate data sets of QCM1 and QCM2 recordings, since the voltage drops exclusively 
across the membrane of cells that are attached to the small WE of the coated QCM1 resoantor. After 
ELPO, the cell populations on QCM1 and QCM2 can be, therefore, no more considered as equal. The 
most sensitive frequencies of the ECIS-derived resistance and capacitance for NRK cells on QCM-ECIS 
substrates were determined to 5 kHz and 50 kHz, respectively (indicated in the planes of the 3-D spectra 
in Fig. 5–24 D). The time courses in Fig. 5–25 are referenced in time and magnitude to the last data point 
before ELPO. The cells were prepared according to the procedure of the typical measurement described 
above in the forerun of electroporation. Cells were electroporated in the presence of 1 g L−1 extracellular 
FITC-dextran (250 kDa) with a 40 kHz AC pulse of 200 ms in duration and of either 2 Vrms ( ) or 4 Vrms 
( ) in magnitude (Vrms = root mean square voltage). Cells that were exposed to FITC-dextran without 
subsequent ELPO serve as negative control (−ctrl;  in Fig. 5–25 A – C). Absolute mean values (± SEM) 
of QCM and ECIS parameters at the point before pulse application amount to |𝑍|𝑚𝑖𝑛 = 2550 (± 50) Ohm 
(N = 16), 𝑅 5 kHz = 3.27 (± 0.16) kOhm (N = 7), and 𝐶 50 kHz = 3.06 (± 0.17) nF (N = 7). Values of the cell-free 
sensor, related to the respective cell-covered value, serve as a reference (+ctrl). These are indicated by 
grey horizontal lines in the diagrams Fig. 5–25 A – C and amount to ∆|𝑍|𝑚𝑖𝑛 = −730 (± 40) Ohm (N = 12), 
𝑅norm = 21.4 (± 3.1) % (N = 6), and 𝐶norm = 560 (± 70) % (N = 6).  
The time courses in Fig. 5–25 A show that the minimal impedance of the QCM1 oscillation is not 
significantly altered within 2.5 h after ELPO, with respect to cells on QCM1 in control experiments ( ) 
as well as with respect to cells of the same population that, however, are attached to the QCM2 resonator 
( , ). By contrast, the pore formation of cells on the working electrode has a big impact on the ECIS 
parameters 𝑅norm  (Fig. 5–25 B) and 𝐶norm  (Fig. 5–25 C). After applying the short electric AC field with 
2 Vrms, resistance values immediately drop by ∼ 20 % and the capacitance of the cell layer 
instantaneously increases by ∼ 20 % on average (see inset in Fig. 5–25 C) within ∼ 10 min. Afterwards, 
𝑅norm  and 𝐶norm  completely recover again within 2.5 h to values of the confluent cell layer as before 
pulsing. ELPO of NRK cells on the QCM-ECIS substrates with a 4 Vrms pulse causes even stronger, 
transient impacts on the cell layer dielectrics. 𝑅norm decreases to ∼ 40 % and 𝐶norm increases to ∼ 260 % 
on average, with respect to initial values. However, these maximum and minimum values are attained 
later compared to the 2 Vrms pulse, at roughly 60 min after pulse application, and the recovery of signals 
in the direction of initial values takes significantly longer (𝑡 ≥ 2.5 h) for the higher pulse amplitude.  
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Fig. 5–25 QCM-ECIS sensor responses after electroporation (ELPO) of NRK cells in the presence 
of 1 g L−1 FITC-labeled dextran (250 kDa). Averaged curves (mean ± SEM; N = 2) show time-
resolved changes of (A) ∆|𝑍|𝑚𝑖𝑛, (B) 𝑅norm at 5 kHz, and (C) 𝐶norm at 50 kHz, of cells exposed to an 
40 kHz AC pulse of 200 ms and 2 Vrms (“+ELPO 2V”; ) or 4 Vrms (“+ELPO 4V”; ), and of 
negative control cells that were not electroporated (“−ELPO (−ctrl)”; ). The time courses are 
normalized to the last data point before ELPO. Values of the cell-free sensor, immersed in SFM 
only, serve as a reference (+ctrl) and are indicated by a grey horizontal line. ∆|𝑍|𝑚𝑖𝑛 time courses 
are shown separately for data sets from QCM1 (filled symbols) and QCM2 (open symbols) 
recordings, since the electric manipulation of a fraction of cells only occurs on QCM1 but not on 
QCM2. Data points in the time courses are reduced for sake of clarity. Fluorescence micrographs 
show the green fluorescent FITC-dextran injected into the cells in the lower right quadrant of the 
working electrode (D): (E) without ELPO (−ctrl) and after ELPO with (F) 2 V and (G) 4 V. Cells were 
washed after ELPO to remove extracellular FITC-dextran. The red fluorescent photoresist 
indicates the boundary of the working electrodes. 
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At the end of QCM-ECIS monitoring, the cells on the 2ElQs were gently washed three times with EBSS++ 
buffer in order to remove extracellular FITC-dextran. Afterwards, the measurement chamber was 
disassembled, and the sensor plate was placed in a petri dish. It was carefully flooded with 2 mL PBS++ 
buffer again and the fluorescence of electroporated, intracellular FITC-dextran was analyzed with a 
fluorescence microscope. Typical micrographs of cells electroporated on the ECIS working electrode of 
QCM-ECIS sensor disks are shown on the right hand side of Fig. 5–25. Green channel images (Fig. 5–
25 E1 – G1) depict the fluorescence intensity of FITC-labeled dextran molecules inside the cells, and 
composite green and red channel micrographs (Fig. 5–25 E2 – G2) additionally visualize the area of the 
working electrode as circular hole in the insulating red fluorescent photoresist. Images of not 
electroporated negative control cells (Fig. 5–25 E) demonstrate that FITC-dextran is taken up by the cells 
in no way of passive diffusion, active membrane transport, or endocytosis during the incubation time. 
However, if cells were electroporated with 40 kHz AC voltage pulses of either 2 Vrms (Fig. 5–25 F) or 4 Vrms 
(Fig. 5–25 G) in magnitude for 200 ms, strong fluorescence of intracellular FITC-dextran is observable. 
Moreover, one can see that loading of the cells occurs exclusively in the area where cells are in direct 
contact to the gold working electrode. Cells in the periphery of the WE remain non-fluorescent and, thus, 
were not electroporated. Moreover, fluorescence micrographs disclose differences in the electroporated 
cell layers, depending on the magnitude of the applied AC pulse. While cells treated with 2 Vrms show a 
homogeneous fluorescence across the entire working electrode, the cell layers exposed to 4 Vrms exhibit 
cell-free holes (  in Fig. 5–25 G2) as well as rounded cells with bright fluorescence (  ). Hence, the 
4 Vrms pulse seems to be too strong and invasive, i.e. for a significant fraction of cells the generated pores 
in the plasma membrane are too big and too many, to ensure resealing and cell viability after ELPO.   
The lasting invasiveness of the 4 Vrms pulse and its rather wounding than electroporation impact on the 
cells becomes evident by the micrographs in Fig. 5–26 of another experiment. Here, most of the cells on 
the working electrode detached or were washed away from the surface after the 4 Vrms pulse. Cells in the 
periphery of the working electrode remain stably attached and spread on the surface. This becomes 
apparent in the phase-contrast image in Fig. 5–26 C, which shows a confluent, unaffected cell layer 
outside the working electrode (indicated by a dashed line). Hence, the integrity of most cells on the 
working electrode is either immediately destroyed by pulsing with 4 Vrms, or at least weakened to such 
an extent that the cells die and detach from the surface after ELPO. 
 
  
 
Fig. 5–26 (A), (B) Fluorescence micrographs show the green fluorescent FITC-dextran taken up 
by the cells on the WE after ELPO with 4 Vrms. Cells were washed after ELPO to remove 
extracellular FITC-dextran. The red fluorescent photoresist indicates the boundary of the WE. 
Areas of no green fluorescence report on cells disintegrated or detached from the surface from 
pulsing with 4 Vrms. This is confirmed by the phase-contrast micrograph in (C), showing the largely 
cell-free WE (indicated by a dashed line) and an unaffected confluent cell layer around it.  
A B C 
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5.4 Discussion 
In this chapter a novel dual sensor, combining the two sensor principles QCM and ECIS in one 
experimental setup, was presented. The development process from 2ElQs to the 3rd gen. QCM and the 
sensor characteristics will be discussed below. This comprises the design of a new electrode layout on 
piezoelectric quartz disks for the substrate-integration of ECIS (5.4.1), the sensor surface properties after 
spin coating and photolithography, as well as the sensor performances in QCM-mode (5.4.2) and ECIS-
mode (5.4.3) compared to the 2nd gen. QCM. The effect of medium preincubation on the sensor response 
(5.4.4) and the dual sensor signals in a variety of cell-based assays, like in the course of cell attachment 
and spreading (5.4.5 and 5.4.6) or upon different stimuli on established cell layers (5.4.7 – 5.4.10), are 
discussed as well. The time-resolved, non-invasive dual impedance recordings provided a multitude of 
complementary information and a more detailed view on the physiological behavior and the reactions of 
cells, without the need for any type of labeling. It could be demonstrated the enormous power and 
potential of the novel QCM-ECIS sensors, being able to uncover coherent, time-delayed, or isolated 
mechanical and morphological changes within a cell layer; information that has not been accessible until 
now.  
5.4.1 Electrode Layout 
Starting from classical QCM (1st generation QCM) Janshoff and Wegener (1996) [219] developed what we 
call “2nd generation QCM”, which allows for combined QCM and ECIS measurements of cells by the 
introduction of an electrode dipping from the top into the measurement vessel (cf. Fig. 5–1 A, B). This 
technological upgrade allows in various assay formats for the multi-parametric monitoring of cells 
cultured on QCM substrates.[22,206,236,267,268] However, the additional wire electrode of the 2nd gen. QCM 
holds some disadvantages. Since the Pt electrode is not an integral, fixed part of the QCM measurement 
chamber, it has to be manually mounted for each experiment. An exact and consistent positioning and 
geometrical arrangement of the dipping CE above the WE for ECIS-like cell investigations is very critical. 
Reproducible experimental conditions, however, are crucial for the comparison and averaging of 
impedance data obtained from independent experiments. The additional electrode on top of the 
resonator also limits the working space above the measurement cell. Thus, it impedes substance 
injections and liquid removal, and one runs the risk of interfering with the measuring system during a 
running experiment. The platinum wire electrode may also be a steric hindrance for measurement 
chambers that are designed for microscopic studies in parallel to QCM-ECIS monitoring, which require 
unhindered access of objective and light source to the specimen. The dipping electrode and the opening 
for its introduction in the 2nd gen. QCM measurement chamber introduces additional weak points for 
contaminations. These points were the motivation for the development of the QCM-ECIS approach and 
the design of a novel electrode layout, in order to advance the performance and the robustness of this 
hyphenated approach for cell-based assays. The development of the 2-Electrode quartzes (2ElQ; cf. 
Chapter 4) provided the basis for this. The coplanar electrodes on the 2ElQs were utilized for substrate-
integrated impedance analysis of cells grown on the piezoelectric quartz plates, applying one electrode 
as the counter electrode (CE) and the other one as the working electrode (WE). This superseded the 
disadvantageous Pt wire electrode from the top. By spin coating and photolithography of a photoresist, 
a well-defined, small WE was created so that we ended up at an electrode layout similar to that on 
conventional ECIS substrates [463] (Fig. 5–1 C). With these final sensors, comprising two independent, 
decoupled TSM resonator spots for QCM measurements and substrate-integrated electrodes for ECIS, a 
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novel generation of dual sensing on quartz disks is presented, which we call the “3rd generation QCM” 
(Fig. 5–2).  
The diameter of the working electrode for ECIS was set to 500 µm by default. On the one hand, the 
ultimate goal of photoresist coating on QCM1 was the decoupling of the resonances of the two adjacent 
microbalances on a 2ElQ sensor (studies on this, see section 4.1). Removal of big areas of photoresist 
again, for the generation of a large working electrode for ECIS-mode measurements, counteracts this. 
Moreover, high electric potentials across cell membranes for elevated field applications like 
electroporation and wounding of cells are easier to achieve with smaller electrodes, like that with 250 or 
500 µm in diameter (cf. discussion below in 5.4.10). On the other hand, experiments show - contrary to 
the actual experiences and expectations - increasing sensitivities in |𝑍|, 𝑅, and 𝐶  with increasing WE 
areas (cf. Fig. 5–9 and discussion below in 5.4.3). Hence, this would make substrates with WE diameters 
of 1 or 2 mm to the sensors of choice. Another practical drawback of the smallest WEs investigated 
(250 µm) are limitations by the photolithographic system used for surface structuring. Though such small 
WEs were successfully fabricated, they show indistinct circularity and fringed edges of the photoresist. 
Consequently, no consistent WE size could be prepared, prohibiting reproducible and comparable 
impedance measurements. ECIS working electrodes of 500 µm in diameter were prepared without 
limitations and showed similar sensitivities as the bigger WEs, but in turn exhibit an acceptable size for 
applications with elevated electrical fields. Hence, this was chosen as the working electrode size of the 
standard QCM-ECIS sensors. 
With the photolithography mask defining a WE diameter of 500 µm, real dimensions of Øreal = 
511 (± 4) µm and 𝐴real = 2.05 (± 0.03) ·10
−3 cm2 (mean ± SEM; N = 7) were achieved. The slightly bigger size 
can be traced back to an undercut of the UV light at the edges of the lithographic mask during 
photolithography. Thus, a bigger area than actually defined is illuminated and, consequently, removed 
during development of the positive photoresist. Reasons for this could be that substrate and lithography 
mask are not close enough to each other during illumination and/ or the limited marginal sharpness of 
the printed lithography mask because of a too low resolution of the ink-jet printer.  
In cases of a confluent monolayer of cells on 2ElQs, and assuming an average projected area of (MDCK-II) 
cells of ∼ 180 ± 10 µm2 [215], approximately 55 000 cells are attached directly or indirectly to the electrodes 
of the QCM resonator spots (ØElectrode = 3.5 mm). The real number of measured cells by QCM-mode 
recordings is even somewhat bigger, since the shear oscillation is non-zero at the edges of the electrodes 
and cells attached to the surface at these regions contribute to the damping of the shear oscillation, too. 
Each QCM spot of the 3rd generation QCM integrates only over one third of the cells compared to the 
classical single-spot 5 MHz quartzes of the 1st or 2nd generation QCM (ØElectrode = 6 mm). However, the 
fraction of measured cells by one resonator of 2ElQs is sufficiently high to obtain representative and 
reliable information on the mechanical situation of the entire cell population. Moreover, the two 
individual sensor spots on 3rd gen. QCM quartz plates allow to independently sense cytomechanical 
information from two separate fractions of cells within the whole cell layer. Hence, there is a duplication 
of the QCM readout in any experiment, doubling the amount of data as well. The presence of two 
measurement spots on the quartz disks also enables the development of completely new and innovative 
approaches for cell-based assays. This will be addressed in the outlook section (5.4.12) of this discussion. 
By applying the standard WE layout of the 3rd generation QCM for ECIS-mode recordings, the 
electrochemical impedance information is recorded and averaged from more than 1 000 cells within a 
confluent monolayer. This has proven to be a good compromise between a sufficiently high sensitivity, 
for the detection of cell morphological alterations, and an adequately large number of measured cells, 
for obtaining a signal being representative for the whole population of cells. 
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5.4.2 QCM-mode: Piezoelectric Characterization of the Sensor 
3rd Generation QCM: Influence of Partial Removal of Photoresist from 2ElQs 
on QCM Impedance Properties 
 
2ElQ 3rd generation QCM 
The introduction of a circular cavity into the photoresist of a coated 2ElQ resonator (QCM1), for 
generating the WE for additional ECIS-like measurements, has no negative influence on the QCM 
properties, i.e. the shear oscillation impedance near resonance, of both 2ElQ resonators. There is only a 
slight reduction of the resonance separation between QCM1 and QCM2 for 3rd generation QCM sensors 
compared to 2ElQs without the ECIS electrode. This is due to the removal of a certain mass of photoresist 
from resonator QCM1, which increases its resonance frequency according to Sauerbrey (cf. Eq. (23)). The 
resonance separation between the uncoated microbalance (QCM2) and the coated microbalance 
(QCM1) depends on the size of the uncovered area in the coating of the latter, and decreases with 
increasing WE dimensions (cf. Fig. 5–8, p. 124).  
Enlarging the WE size and, thereby, bringing the resonances of the adjacent resonators closer to each 
other causes the occurence of more pronounced side resonances, too. These secondary resonances in 
the impedance spectra of 2ElQ microbalances are due to the lateral coupling of the adjacent QCM units, 
which has been described and discussed in the previous chapter (4.3.2 Decoupling of 2ElQ Resonators > 
Oscillation Properties of Decoupled 2ElQ Resonators under Liquid Loading 
, p. 105 ff.). However, it is striking to note that the side resonance of the coated QCM1 increases with an 
increasing size of the WE on it, while the side resonance of the uncoated QCM2 resonator is invariant and 
seems not to depend on the WE size on QCM1 (Fig. 5–8). Hence, besides lateral coupling of resonators, 
affecting the impedance spectra of both to a similar extent, a second effect is suggested, which only 
influences the spectral properties of QCM1 but not that of QCM2. Uncovering a circular WE in the center 
of the polymer-coated QCM1 resonator actually generates a resonator unit with two regions of different 
thickness - one with PhoP coating and the other without - differing by ∼ 3 µm. Thus, two different 
frequencies fulfill resonance conditions for a standing acoustic wave at QCM1, between the faces of the 
quartz on the one hand and between the bottom side of the quartz and the polymer surface on QCM1 on 
the other hand. With an increasing hole in the photopolymer, the fraction of the uncoated electrode 
increases and, thus, the fraction of the QCM1 unit that is resonant at frequencies where the completely 
uncoated QCM2 exhibits resonance. Together with the side resonance arising from coupling with QCM2, 
this causes a significant resonance peak of QCM1 at the frequency of QCM2 resonance (cf. Fig. 5–8 D). 
By contrast, the QCM2 unit is of uniform thickness. Thus, there is only one distinct resonance in the 
spectra of QCM2, accompanied by a comparatively small side resonance at the resonance frequency of 
the polymer-coated QCM1. 
Overall, the impact of photoresist removal from the center of QCM1 on its impedance spectra is much 
less than expected. For the standard ECIS-QCM sensor layout comprising an ECIS working electrode of 
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500 µm in diameter, neither two distinct resonances for QCM1 nor perturbations in the shape of the 
resonance curves of QCM1 and QCM2 are observed (cf. Fig. 5–6 A – D, p. 118), even though the 
photoresist is removed from the center of the resonator, where the oscillation amplitudes and thus mass 
sensitivity are maximal. Even more surprising is that the introduction of ten holes (working electrodes) 
of either 250 or 500 µm in diameter into the photoresist across the entire electrode area has obviously 
no perturbing influence on the oscillation properties of the resonator (cf. Fig. 5–10, p. 127). One can only 
observe the comprehensible resonance approximation of QCM1 and QCM2 due to the mass reduction 
on QCM1 (cf. Tab. 5–3). Similar findings have also been reported previously by Michaelis (2010), who 
investigated the influence of position and size (0.8 % and 29.4 % of the electrode area) of these cavities 
in the photoresist coating on the resonance properties of 1st generation QCM.[236] Perturbations in the 
impedance spectra of 3rd generation QCM resonators were also expected due to a lateral coupling of the 
adjacent resonators with similar resonance conditions, i.e. QCM2 without PhoP coating and the region 
of QCM1 where PhoP was removed, as it was observed for the not partially coated, non-decoupled 2ElQs 
(cf. Fig. 4–2; p 86). Even a maximization of a single circular cavity on QCM1 to a diameter of 2 mm, which 
means an uncovering of ∼ 33 % of the electrode area (cf. Tab. 5–3, p. 126), has no perturbing influence 
on the shape of the impedance spectra of both resonators. There is only a slight increase in the resonance 
peak of the uncovered electrode in the spectra of QCM1. However, this resonance is - in view of the 
percentage of uncovered electrode area - much less pronounced than the resonance that is related to the 
polymer-coated fraction of the resonator (Fig. 5–8 D). The complete understanding of the coupling effect 
of adjacent resonators on 3rd generation QCM sensors and the influence of non-uniform resonator 
thickness on the spectral properties of the QCM units require further and more detailed investigations. 
The general QCM-mode impedance characteristics of the QCM-ECIS sensor platform, however, have 
proven to be well suited for extracting the magnitude of minimal impedance for the analysis of oscillation 
damping upon any type of viscous or viscoelastic loading on the substrate.  
3rd Generation QCM compared to 1st/ 2nd Generation QCM 
 
3rd generation QCM 1st / 2nd generation QCM 
The oscillation impedances and spectral resonance characteristics of the dual QCM array (2ElQ) 
compared to the classical single QCM (1ElQ, 1st/ 2nd generation QCM) in air have been discussed in the 
previous chapter of the MQCM development (4.3.2 Decoupling of 2ElQ Resonators > Oscillation Properties 
of Decoupled 2ElQ Resonators, p. 102 ff.). Reducing the resonator size from the classical 1ElQ to the 2ElQ 
by ∼ 40 % in diameter (∼ 65 % in area) was accompanied by a distinct increase of shear oscillation 
damping and energy dissipation, respectively (cf.  vs.  and  in Fig. 4–10 E, F, p. 101). This is not 
significantly altered by the integration of an ECIS working electrode on the photoresist-coated QCM1 
resonator (see subsection 3rd Generation QCM: Influence of Partial Removal of Photoresist from 2ElQs on 
QCM Impedance Properties above). In Fig. 5–27, the resonance curves of a 3rd generation QCM (filled 
symbols) and of a single, 1st/ 2nd generation QCM (open symbols) are compared. Here, the impedance 
spectra of a 3rd generation QCM sensor are exemplarily shown for the photopolymer-coated QCM1 
sensor spot, which includes an uncovered area of 500 µm in diameter in the center as WE for ECIS.  
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Fig. 5–27 QCM-mode impedance characteristics of the novel 2ElQ microbalances with 
substrate-embedded ECIS electrodes (3rd generation QCM; filled symbols) and of classical 1ElQs 
(1st/ 2nd generation QCM; open symbols). Spectra of (A), (B) impedance magnitude and (C) phase 
shift show differences of resonators oscillating in air ( , ), under medium loading ( , ), 
and when MDCK-II cells were grown to confluence on the sensors ( , ). Impedance 
characteristics of 3rd gen. QCM are exemplarily shown for QCM1. The QCM1 resonator is coated 
with a thin film of rigid, insulating photopolymer except for a small hole in the center which forms 
the WE for ECIS-mode measurements (WE-Ø = 0.5 mm). 2ElQ resonators show higher damping 
for any loading condition due to the reduced electrode size. However, ∆|𝑍|𝑚𝑖𝑛  and ∆𝜑𝑚𝑎𝑥  
changes are more pronounced for 2ElQs than for 1ElQs, if the sensors are loaded with either cell 
culture medium or a confluent cell layer. This becomes obvious by the zoom-in into the resonance 
region of |𝑍|, shown in B, and in the time-resolved ∆|𝑍|𝑚𝑖𝑛 curve in D, illustrating the mechanical 
interaction of MDCK-II cells during attachment and spreading with the QCM sensor surface of a 
2ElQ ( ) and a 1ElQ ( ) substrate. Data points were reduced for sake of clarity. 
In air, the minimal impedance magnitude and, thus, oscillation damping is by ∼ 1 000 Ohm higher for 
2ElQ ( ) compared to 1ElQ disks ( ) (Fig. 5–27 A; magnified in Fig. 5–27 B). The phase shift lies by 
∼ 30 ° lower for the 2ElQ resonators with reduced electrode size than for the 1ElQ, reflecting an increased 
dissipation of energy as well (Fig. 5–27 C). The impedance characteristics of the shear oscillations of 
1ElQs and 3rd generation QCM sensors do not only differ in air but also change to significantly different 
extents when loading them with cell culture medium or seeding cells on those quartz plates. 
If exposed to cell culture medium, the resonance frequency 𝑓|𝑍|𝑚𝑖𝑛  shifts by −2.35 (± 0.04) kHz (N = 10) 
for 2ElQ resonators and under similar experimental conditions by −1.30 (± 0.05) kHz (N = 4) for 1ElQ 
resonators, with respect to the resonance of the respective oscillators in air (mean ± SEM). Hence, the 
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spectra of the dual, 3rd generation QCM are by a factor of ∼ 1.8 stronger shifted to lower frequencies 
upon viscous loading than that of the single, 1st/ 2nd generation QCM.  
In the course of MDCK-II cell layer formation, the serial resonances of 2ElQs and 1ElQs are further shifted 
to lower frequencies by −0.96 (± 0.05) kHz (N = 10) and −0.28 (± 0.07) kHz (N = 4), respectively. Hence, 
the resonance frequency response upon seeding cells is again by a factor of ∼ 3.4 stronger for 3rd 
compared to 1st/ 2nd generation QCM resonators. This rather small frequency shift of both single and dual 
microbalances upon seeding cells might be counterintuitive at a first glance, since the attachment of cells 
is expected to drastically increase the mass on the resonators. According to the Sauerbrey equation 
(Eq. (23)) this should go along with a more pronounced decrease of the resonance frequencies. A cell 
layer cannot be treated like a uniform and rigid layer that oscillates synchronously with the quartz 
material, which however is one basic prerequisite for the validity of the Sauerbrey equation and its 
application for the QCM-based microweighing. Cells rather have to be considered as viscoelastic bodies. 
The first molecular layers of focal adhesion sites and of the extracellular matrix of cells on a resonator 
indeed oscillate synchronously with the quartz material. Thus, cells increase to some extent the lossless 
vibrating mass on the microbalance and thereby cause the observed Sauerbrey-related frequency shift. 
However, the viscous and elastic properties are dominating the loading characteristics of the cell layer. 
This is reflected in a strong increase of the motional impedance and of energy dissipation, respectively, 
when seeding cells on the QCM (  in Fig. 5–27 A, B).  
Loading a 3rd generation microbalance with cell culture medium, this increases the motional impedance 
|𝑍|𝑚𝑖𝑛 of either resonator by ∼ 650 Ohm with respect to the oscillations in air (  in Fig. 5–27 A, B). This 
is by 1.7-fold more compared to the minimal impedance increase of a single QCM resonator 
(∆|𝑍|𝑚𝑖𝑛  ≈ 380 Ohm;  in Fig. 5–27 A, B). Seeding MDCK-II cells to confluence on the quartz disks 
causes a further increase of the minimal impedance by ∼ 850 Ohm for the novel 2ElQs (  in Fig. 5–27 A, 
B) and by ∼ 430 Ohm for a classical 1ElQ (  in Fig. 5–27 A, B). Hence, the smaller resonators show a 
roughly 2-fold stronger oscillation damping in parameter |𝑍|𝑚𝑖𝑛 , which is used for monitoring and 
analyzing cytomechanics. The time-resolved increases of |𝑍|𝑚𝑖𝑛 upon MDCK-II cell layer formation are 
compared in Fig. 5–27 D for the two different generations of quartz disks. This comparison reveals that 
the kinetics and the characteristic points of MDCK-II attachment and spreading derived by QCM readings 
are equal for both sensor types, meaning that the signals measured report on similar mechanical 
alterations taking place at the cell-quartz interface. However, the absolute signal change is much more 
pronounced for the newest generation of QCM sensors (  in Fig. 5–27 D). This is equivalent to a higher 
sensitivity for monitoring small alterations in cytomechanics. The bigger signal changes of 2ElQs 
compared to 1ElQs is likewise reflected in the shifts of the phase angle of impedance upon loading the 
microbalances. For both, exposing the sensors to medium and growing cells to confluence on one of the 
faces, ∆𝜑𝑚𝑎𝑥  is reduced by about −30 ° for a 2ElQ. The phase of a 1ElQ is shifted by only approximately 
−20 ° in either case of loading.  
The stronger responses in frequency shift, impedance magnitude, and phase shift of the dual (3rd 
generation) compared to the single (1st/ 2nd generation) QCM upon viscous or viscoelastic loading may be 
due to a mutual reinforcement of effects on MQCMs. Shen et al. [363] reported on (theoretical) frequency 
interferences of two adjacent microbalances. These cause a resonance frequency shift of resonator No. 1, 
solely due to a mass loading exclusively on resonator No. 2. It was shown by simulations that the mutual 
influence of neighboring microbalances is pronounced for (i) low ratios of resonator distance to disk 
height, (ii) low ratios of QCM diameter to disk height, and (iii) QCM array layouts where the resonators 
have a similar width. Except for the last, all geometrical requirements are largely met in order to prevent 
stronger interferences of the two resonators of 3rd generation QCMs. However, the equal size of the QCM 
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spots increases the probability of frequency coupling. Hence, coupling of QCMs may not only cause the 
small side resonances observed for both resonators at the resonance frequency of the other. The 
calculations and the observed stronger responses of the dual compared to the single QCM also indicate 
interferences of the main resonances. This would mean that mechanical changes on QCM1, e.g. if cells 
interact with the surface, may also affect the characteristic oscillation parameters of QCM2 and vice 
versa. This hypothesis based on theoretical simulations is substantiated by experimental data, which are 
illustrated in Fig. 5–28 A, B. One of the two resonators (QCM1) of a 2ElQ was systematically loaded with 
viscous, highly damping silicone grease, while the other one (QCM2) was not loaded. This causes 
significant changes in the resonance properties of both the loaded QCM1 ( ) and the actually unloaded 
QCM2 ( ), compared to the respective oscillation impedance spectra of QCM1 ( ) and QCM2 ( ) 
in air. This demonstrates that there is a crosstalk between the 2ElQ resonators and that the resonance 
properties (𝑓|𝑍|𝑚𝑖𝑛, |𝑍|𝑚𝑖𝑛, and  𝜑𝑚𝑎𝑥) of QCM2 are affected by the loading situation on QCM1. However, 
the crosstalk between the microbalances seems to be slightly different, as the QCM1 responds somewhat 
less to a loading on QCM2 than vice versa (data not shown). This may be the reason why the ∆|𝑍|𝑚𝑖𝑛 
responses to MDCK-II and NRK cell attachment and spreading are somewhat (∼ 80 – 90 Ohm) more 
pronounced for QCM1 (w/ PhoP) compared to QCM2 (w/o PhoP) (MDCK-II: cf. Fig. 5–13 A and Tab. 5–4, 
p. 132 f.; NRK: cf. Fig. 5–14 A and Tab. 5–6, p. 136 f.). It is assumed that the photopolymer coating on 
QCM1 causes the frequency coupling not to be equal in both directions. However, this has to be further 
investigated for clarification of the phenomenon.  
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Fig. 5–28 (A) Impedance magnitude and (B) impedance phase spectra of QCM1 (filled symbols) 
and QCM2 (open symbols) oscillations of a 2ElQ, when both resonators operate in air (black 
squares) and when QCM1 is systematically loaded with highly damping silicone grease while 
QCM2 is not loaded (blue triangles). Loading of QCM1 affects the oscillation properties (𝑓|𝑍|𝑚𝑖𝑛, 
|𝑍|𝑚𝑖𝑛, and 𝜑𝑚𝑎𝑥) of both the loaded QCM1 and the actually unloaded QCM2. 
One might consider the frequency coupling of adjacent microbalances as a disadvantage, as it reduces 
the sensitivity of the sensor spots and as the QCMs cannot be considered completely independent and 
isolated. However, to our purposes - we do not want to measure different properties but the same at 
different spots within the cell layer with both resonators - this turned out to be even advantageous. Since 
the microbalances in the presented experimental setup are exposed to the same medium, they detect 
the adhesion of cells not only on their own surface but also additionally, to some extent, the cells 
attaching to the adjacent resonator due to the frequency coupling. This causes a strengthening of 
oscillation damping and thus a sensor-integrated amplification of the monitored signal. This effect could 
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explain, at least to a certain degree, why the microbalances of the novel generation respond much more 
pronounced in frequency shift, phase angle decrease, and impedance magnitude increase upon cell 
attachment and spreading compared to the isolated single QCM. The 3rd generation QCM exhibits a 
roughly two-fold improved sensitivity compared to the 1st/ 2nd generation QCM and thus allows for a 
more sensitive detection of smaller changes in the micromechanical properties of a cell layer at the 
quartz-liquid interface . 
Hence, despite the reduction of the resonator size and the accompanied increase of energy dissipation, 
recordings with the 3rd generation QCM show significant changes in characteristic quartz oscillation 
properties upon cell settlement and, therefore, enable to monitor the mechanical properties of cells and 
cell-substrate contacts. Moreover, QCM-mode impedance measurements demonstrated an even higher 
sensitivity for the ∆|𝑍|𝑚𝑖𝑛 signal of the 2ElQ microbalances compared to the classical 1ElQs. 
5.4.3 ECIS-mode: Electrochemical Characterization of the Sensor 
3rd Generation QCM: Influence of Partial Removal of Photoresist from 2ElQs 
on ECIS Impedance Properties 
 
2ElQ 3rd generation QCM 
The double-electrode quartzes (2ElQs), designed and developed for multichannel QCM measurements 
(Chapter 4 MQCM: Multiple Cytomechanic Sensing) were advanced to the 3rd generation QCM with 
substrate-integrated ECIS-mode recording capability. This was realized by the photolithographic 
introduction of a defined hole into the photoresist of the coated electrode on the top side of resonator 
QCM1. Various sizes of this WE were tested for their influence on the spectral properties of 
electrochemical impedance readings, and the corresponding sensitivity of impedance with respect to the 
attachment and spreading of epithelial cells. As mentioned above, the WE diameter was set to 500 µm 
in diameter by default, as a compromise between high sensitivity, consistent manufacturability, 
preservation of QCM decoupling, and usability for elevated field applications. 
The observation that the sensitivities of ECIS parameters decrease with decreasing size of the WE (cf. 
Fig. 5–9) is counterintuitive at first glance, since the impedance contribution by the electrode-electrolyte 
interface and by cells attached to the WE increasingly dominate the constriction resistance of the bulk 
electrolyte with the WE size becoming smaller.[96] Experimental studies confirmed a higher impedance 
sensitivity for cells on smaller WEs.[236] This also becomes apparent in the simulated impedance spectra 
for different WE diameters shown in Fig. 5–46 (p. 215). The working electrode of the 3rd generation QCM 
setup is limited in size not by the dimension of the gold electrode itself but by a defined hole in an 
insulating photopolymer (PhoP) on a larger gold electrode, which is 6 mm in diameter. Hence, a 
significant fraction of the electrode area is covered with photoresist in parallel to the blank working 
electrode. Electrochemically speaking, this area 𝐴 presents a capacitor, which contributes to the entire 
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impedance properties of the system. The photoresist on the gold electrode can be considered as a 
parallel plate capacitor with a capacitance 𝐶 of: 
𝐶 =
𝜀0𝜀𝑟𝐴
𝑑
 (65) 
where 𝜀0 is the electric permittivity of the vaccum, 𝜀𝑟  is the relative dielectric constant of the layer of 
photoresist, and  𝑑  represents the distance between the polarizable faces and the thickness of the 
dielectric material, respectively. If the area fraction of photoresist-coated electrode compared to the 
uncoated electrode is big, the parasitic capacitance is expected to significantly influence the impedance 
properties of the system. This assumption was proven by simulations, in which the impedance 
characteristics of a typical ECIS electrode system with and without cells was calculated (according to the 
model presented in 3.4.3, p. 55 ff.) one time without and the other time with a parasitic capacitance 𝐶𝑝 
arising from a photoresist-covered electrode. The results are illustrated in Fig. 5–29. The impedance 
spectra in Fig. 5–29 A indicate a reduced impedance increase from cell-free (open symbols) to cell-
covered ECIS electrodes (filled symbols), if a parallel capacitance of 0.5 nF is considered (  vs. ). This 
is confirmed by the normalized impedance spectra in Fig. 5–29 B, illustrating a distinct reduction of the 
sensitivity of the electrochemical impedance for a cell layer on a small working electrode (∆|𝑍|norm), due 
to parasitic capacitance contributions.  
 
A 
10
1
10
2
10
3
10
4
10
5
10
3
10
4
10
5
10
6
10
7
 
    w/o C
p
    w/   C
p
 
f/ Hz
|Z
|/
 O
h
m
 
B 
10
1
10
2
10
3
10
4
10
5
1
2
3
4
5
6
7
|Z
| n
o
rm
  w/o C
p
  w/   C
p
 
 
f/ Hz
|Z|
norm
 
Fig. 5–29 (A) Simulated impedance spectra of typical ECIS electrodes without cells (open 
symbols) and covered with cells (filled symbols), considering an additional capacitance 𝐶𝑝  in 
parallel (blue) or not (black). (B) Corresponding normalized impedance spectra, indicating the loss 
in sensitivity of impedance recordings for cells (∆|𝑍|norm) around 10
4 Hz due to 𝐶𝑝. Impedance 
spectra were calculated according to the model in 3.4.3 (p. 55 ff.), using parameter values: 
𝑅𝑏  = 60 Ω·cm
2, 𝛼  = 18 Ω1/2·cm, 𝐶𝑚  = 3 µF·cm
−2, 𝑅𝑏𝑢𝑙𝑘  = 1000 Ω, 𝑛  = 0.95, 𝐴Electrode  = 5 ·10
−4 cm2, 
and 𝐶𝑝 = 0.5 nF (𝜀PhoP = 2, 𝐴PhoP = 0.785 cm
2, 𝑑 = 3 µm). 
The simulation of ECIS data illustrated in Fig. 5–29 uncovers the trend of a decreasing impedance 
sensitivity to cells with an increasing fraction of the electrode area coated with photoresist. In cases of a 
constant dimension of the gold electrode and of varying WE diameters, like presented for 2ElQs in Fig. 5–
9, this can, at least to some extent, explain the decreasing sensitivity with decreasing WE dimensions. 
The model calculations in Fig. 5–29 include approximations and assumptions for the applied parameter 
values. If adapted to the real electrode dimension of the 2ElQs, 𝐶𝑝 values are ∼ 10-fold smaller and, thus, 
parasitic effects in impedance spectra are decreased accordingly. This means that the parallel 
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capacitance arising from the PhoP cannot completely explain the strong decrease in sensitivity, which is 
observed for the QCM-ECIS sensors with a WE diameter of 250 µm. Further negative effects have to be 
considered, too. A clue may be the fact that parasitics have a bigger impact the higher the load 
impedance of a system is. The load impedance is biggest for the smallest electrode size, as it can nicely 
be seen by the black curves in Fig. 5–9 A. Parasitic capacitances arising from the electrode contacts and 
wiring between the measurement chamber and impedance analyzer, therefore, reduce 
disproportionately strong the impedance of a cell-covered, small electrode. An unwanted and random 
detachment of few cells could also be the reason for a comparatively low impedance of the smaller 
electrode in the cell-covered state. This is directly correlated with a reduced peak of the normalized 
impedance and, thus, with an apparent lower sensitivity. 
3rd Generation QCM compared to 2nd Generation QCM 
  
3rd generation QCM 2nd generation QCM 
In ECIS-mode, the electrochemical properties of the 3rd generation QCM (2ElQ) are similar but not equal 
to the dielectric impedance characteristics of the 2nd generation QCM (1ElQ) with a similar WE size, which 
were presented by Michaelis [236]. The frequency range in which the impedance of the system is sensitive 
to the attachment of MDCK-II cells is somewhat broader for the 2ElQ (25 Hz – 1 MHz) than for the 1ElQ 
with the additional dipping electrode (80 Hz – 0.3 MHz). The most sensitive frequency 𝑓𝑠𝑒𝑛𝑠(|𝑍|) lies at 
3.4 (± 0.3) kHz (mean ± SEM; N = 18) for the former system compared to 5 kHz for the latter. Though the 
most sensitive frequencies for MDCK-II cells are equal in capacitance (40 kHz) and similar in resistance, 
with 290 (± 20) Hz for the coplanar and 250 Hz for the vertical ECIS-electrode arrangement, the absolute 
parameter values differ to some extent at similar frequencies. Upon medium loading, the 2nd generation 
QCM exhibits capacitance and resistance values of 𝐶40 kHz (𝑡0 ) = 7.20 (± 0.14) µF·cm
−2 and 𝑅250 Hz (𝑡0 ) = 
2.97 (± 0.06) kOhm (mean ± SEM; N ≥ 3) [236], whereas for the 3rd generation QCM these values amount to 
𝐶40 kHz ( 𝑡0 ) = 10.0 (± 0.4) µF·cm
−2 and 𝑅250 Hz ( 𝑡0 ) = 1.64 (± 0.06) kOhm (mean ± SEM; N = 18). Hence, 
starting values of electrochemical capacitance and resistance are somewhat higher and distinctly lower, 
respectively, for the coplanar electrode layout of the newly developed QCM-ECIS sensors. However, the 
observed differences in the impedance parameters of the cell-free sensors are hardly surprising, since 
the electrode layout and arrangement of 3rd and 2nd generation QCM are considerably different. Even 
though the nominal size of the working electrode is similar in both systems, the fabrication processes of 
spin coating and photolithography of the photoresist on the quartz plates also vary to some extent, which 
probably results in differences in the layer thickness, the sharpness of the photoresist borders, and 
probably also in the final electrode size. 
Michaelis reported on a capacitance drop to 22 % (at 40 kHz) and a resistance increase to 1700 % (at 
250 Hz) with respect to starting values, when MDCK-II cells are grown to confluence on the 2nd generation 
QCM.[236] By contrast, seeding similar densities of MDCK-II cells on substrates of the standard 3rd 
generation QCM results in a capacitance decreases to 18.0 (± 0.7) % (at 40 kHz) and a resistance increases 
to 2400 (± 120) % (at 250 Hz). Moreover, signal changes of 𝐶  (at 40 kHz) and 𝑅 (at 5 kHz) of 17 % and 
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∼ 600 %, respectively, are presented for NRK cell layer formation on the 2nd generation QCM [236]. These 
are similar to the results measured on sensors of the 3rd generation QCM (signal changes of 21 (± 4) % in 
resistance and of 530 (± 20) % in capacitance) that are presented above in this thesis. The magnitudes of 
ECIS parameter changes upon cell attachment and spreading are similar, although not equal, for the 
newest generation of QCM sensors compared to the 2nd generation QCM. This indicates that the 
measured signals report on similar electrochemical properties of the established cell layers. However, 
the values obtained from 2nd generation QCM recordings can serve as orientation only, since there are 
too many variations in the measurement setup, the passage number of cells, the times of medium 
exchange, and due to experimenter- and laboratory-related differences in the cell culture and 
experimental implementation. 
Hence, 3rd generation QCM sensors exhibit a very pronounced sensitivity for electrochemical changes on 
the working electrode and, thus, ECIS-mode capability for analyzing the course of cell attachment and 
spreading. This is evident from the fact that cells with low barrier functionality, like NRKs, can be 
detected with high sensitivity, too. Moreover, the ECIS parameters also allow a distinction between 
various cell lines (cf. Fig. 5–30, p. 177), in both the kinetics and the overall signal change.  
5.4.4 Sensor Preincubation 
Prior to any cell-based assay the 2ElQ sensors were equilibrated under serum-free medium for about 
20 h. After adding SFM to the sensor plates, the instantaneous time-resolved monitoring by QCM and 
ECIS readings uncovered non-negligible signal changes within about six hours (cf. Fig. 5–12, p. 130). In 
this period, the shear oscillation impedance decreases by ∼ 50 Ohm, no matter if the microbalance is 
coated with photoresist or not. Hence, the observed signal change cannot be traced back to any effect 
arising from the polymer coating, as for example swelling of the polymer layer and an accompanied 
increase of its viscoelasticity. Moreover, a viscoelasticity increase of an initially rigid microbalance 
loading is expected to rather increase than to decrease the motional impedance due to viscous damping. 
It seems likely that the |𝑍|𝑚𝑖𝑛  decrease is based on a temperature-related effect. The measurement 
chamber is filled with SFM at room temperature and is subsequently placed into the incubator for 
equilibration at 37 °C. The measurement chamber and the containing liquid consequently approach the 
temperature inside the incubator during sensor preincubation. This temperature increase of 
approximately 15 °C goes along with a decrease in the dynamic viscosity of the serum-free salt solution, 
according to the equation of Andrade [464,465]. This again is directly correlated with a decrease in the 
density-viscosity product and, thus, with a decrease of the load impedance of the Newtoninan liquid on 
the microbalances (cf. Tab. 3–6 B, p. 44). The temperature-related effect also applies to the measured 
electrochemical parameter changes during the incubation period. It is well-known that the conductance 
of a liquid, among other things, depends on the mobility of ions, which is a function of temperature. The 
conductance increases by approximately 2 % per 1 °C of temperature increase.[466] In ECIS-mode 
measurements at high frequencies the impedance real part reflects the bulk resistance of the system, 
which is the reciprocal value of the conductance. By analyzing the resistance change at 40 kHz a 
conductance increase of ∼ 30 % was estimated during medium incubation of the sensor surface. 
According to the correlation mentioned before, such an increase would be achieved by increasing the 
temperature of the medium by ∼ 15 °C. One gets exactly this temperature gradient during the 
equilibration phase, when assuming an average room temperature of 22 °C at the beginning and final 
37 °C inside the incubator chamber. Hence, these considerations provide a strong hint that the observed 
signal changes are due to a temperature effect and the related changes in both viscosity and conductance 
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of the liquid loading. A reduction of the equilibration phase, thus, could be achieved by a pre-warming of 
the whole measurement chamber as well as of the liquid used for preincubation of the sensor surface. 
From the signal changes in Fig. 5–12, an incubation time of six hours seems to be sufficient when starting 
at room temperature.  
This influence of the temperature on the fluid properties and, thus, on the measured signals in both 
recording modes, QCM and ECIS, clearly illustrates the necessity for a temperature control in 
experiments. This is even more important in cell-based assays, considering that the cellular activity and 
cellular reactions to certain stimuli also strongly depend on the ambient temperature. In order to prevent 
interferences in the signals due to temperature effects as far as possible, it is essential to prewarm liquids 
with stimulants to 37 °C before addition. Moreover, it is advised to keep the time of incubator opening 
and injection as short as possible and to use small incubators that can compensate for temperature 
fluctuations quickly.  
5.4.5 Cell Attachment and Spreading 
QCM-ECIS recordings, after seeding cells on the newly developed double-sensors, simultaneously 
provided complementary and time-resolved information on micro-mechanical as well as passive 
electrical alterations close to the sensor surface. The obtained signals can be related to physiological 
processes taking place during the attachment and spreading of MDCK-II and NRK cells. The recordings 
uncovered significant differences in the time courses, final values, and in mutual dependencies of the 
QCM and ECIS parameters for both cell types under study. This information enables deeper insights into 
physiological processes during cell layer formation. The simultaneous QCM- and ECIS-mode monitoring 
of cells therefore also provides a multiparametric database that might be used for cell profiling. This has 
not been accessible to now by label-free and non-invasive approaches. 
General QCM and ECIS Profiles of Cell Attachment and Spreading  
The initial, steep increase of ∆|𝑍|𝑚𝑖𝑛  within ∼ 4 h after cell seeding (Fig. 5–13 A, p. 132; Fig. 5–14 A, 
p. 136) reflect the mechanical interactions of a gradual number of cells with the sensor surface until the 
entire resonator is covered with cells. The spherical cells settle down to the surface of the sensor by 
sedimentation. When they are close enough to it (∼ 50 nm [467]), cells begin to interact with the substrate 
surface by the integrin-mediated formation of initial focal adhesion sites and hemidesmosomes.[381–384] 
This is followed by spreading of the cells on the growth substrate and the establishment of further cell-
substrate contacts going along with an increasing contact area. Thus, an increasing number of 
viscoelastic cell bodies anchors onto the sensor surface over time. Since the distance of cells anchored to 
the surface is smaller than the decay length of the shear acoustic wave of the resonators, damping of 
resonators’ shear oscillation increases in the course of cell sedimentation and adhesion. Hence, cells that 
are closely attached to the quartz surface affect the load impedance of the microbalances, reflected in 
an increase of the impedance magnitude |𝑍|𝑚𝑖𝑛  near series resonance. The elementary processes of 
mechanical cell-substrate interaction are similar for both cell lines under study.  
An almost simultaneous but contrary time course to ∆|𝑍|𝑚𝑖𝑛  can be observed for the high-frequency 
capacitance 𝐶norm  (at ∼ 30 – 100 kHz) from electrochemical (ECIS) recordings (  in Fig. 5–13 C and 
Fig. 5–14 C). The immediate and strong decline of capacitance values, without any time lag after 
replacing medium with cell suspension, reflects the linear increase of electrode coverage with lipid 
double-layer membranes and, thus, settlement of cells onto the sensor (working electrode) surface. 
Capacitances approximate stationary values about four to six hours after cell inoculation, marking the 
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point when the whole sensor surface is covered with a close and dense layer of cells. The kinetics of 
capacitance changes agree well with the ∆|𝑍|𝑚𝑖𝑛 signals, which converge to stationary values in a similar 
time frame and report on a sensor surface that is completely loaded with viscoelastic cell bodies. Once 
the working electrode is covered with a confluent cell layer there is no further decrease in 𝐶norm values, 
since MDCK-II and NRK cells form a well-defined two-dimensional monolayer without growing above 
each other and forming a multi-layered, three-dimensional system. Hence, high-frequency capacitance 
from ECIS is a direct and representative measure for the number of spread cells on the substrate surface. 
Roughly 2 h (5 h) after seeding MDCK-II (NRK) cells already 90 % of the overall capacitance decrease has 
taken place and ∆|𝑍|𝑚𝑖𝑛 has reached already 80 % (∼ 90 %) of the entire signal increase, both of which 
report on a sensor surface that is almost completely covered with MDCK-II (NRK) cells.  
After these initial phases of cell attachment that are sensitively monitored in changes of |𝑍|𝑚𝑖𝑛 and 𝐶norm 
values, the low-frequency resistance 𝑅norm (at ∼ 0.1 – 10 kHz) starts to increase slowly and slightly for the 
NRK and faster and stronger for the MDCK-II cell layer (  in Fig. 5–13 C and Fig. 5–14 C). After 
attachment and spreading, epithelial cells start with the formation of intercellular anchoring junctions 
(adherens junctions, desmosomes), communication junctions (gap junctions), and sealing junctions 
(tight junctions).[386–390] By these, above all by the TJs, the paracellular current pathways (beneath and 
around cell bodies) are narrowed down, which gives rise to an increase in 𝑅norm at low frequencies. The 
appearance and tightness of sealing junctions, and the associated transcellular barrier resistance, 
thereby, depend on the cell line. After a strong increasing phase within ∼ 8 h after seeding either MDCK-II 
or NRK cells, the resistance approximates stationary values that remain constant for the rest of the 
investigation period.  
The parameters extracted from combined QCM-ECIS monitoring during the MDCK-II and NRK cell 
attachment (∆|𝑍|𝑚𝑖𝑛, 𝐶norm, and 𝑅norm) all remain at quite constant levels for at least ten hours, after 
crossing maximal values 𝑡 ≥ 10 h after seeding the cells. These observations report on the establishment 
of a confluent, stable, mechanically and electrically equilibrated, two-dimensional layer of MDCK-II or 
NRK cells on the QCM-ECIS sensors. 
Different QCM and ECIS Profiles for MDCK-II and NRK Cell Adhesion 
Significant sifferences in the kinetics as well as in the extent of QCM-mode and ECIS-mode parameter 
alterations are evident between MDCK-II and NRK cells during their attachment and spreading processes 
on the 3rd gen. QCM sensor surface. For a better comparison the time courses of ∆|𝑍|𝑚𝑖𝑛, 𝑅norm, and 
𝐶norm of both cell types during cell layer formation are directly compared in one figure in Fig. 5–30. It has 
to be noted that in this plot the time courses of 𝑅norm and 𝐶norm are presented not at identical frequencies 
for NRK and MDCK-II investigations but at the respective most sensitive frequency of each parameter for 
each cell line (cf. sensitivity plots in Fig. 5–13 B and Fig. 5–14 B). The differences between the cell types 
also become apparent by comparing the characteristic points in time and the analysis parameters, which 
were extracted from the respective QCM/ ECIS time courses and which are listed in Tab. 5–4/ Tab. 5–5 
(MDCK-II) and Tab. 5–6/ Tab. 5–7 (NRK).  
For NRK cells the maximal slope in ∆|𝑍|𝑚𝑖𝑛 (𝑚 = 6.97 (± 0.07) Ohm·min
−1) is less than a half and the time 
needed for half of the final ∆|𝑍|𝑚𝑖𝑛  increase (𝑡1/2  ≈ 80 min) is retarded by ∼ 40 min with respect to 
MDCK-II cells (𝑚 ≈ 16.61 (± 0.06) Ohm·min−1, 𝑡1/2 ≈ 40 min; cf.  vs.  in Fig. 5–30). Almost equal 𝑡1/2 
values have been reported by Michaelis (2010) [236] for MDCK-II and NRK cell attachment studies on 2nd 
gen. OCM sensors. Final ∆|𝑍|𝑚𝑖𝑛  values of the NRK cell layer (𝑡1  = 20 h) are on average by ∼ 50 Ohm 
below the level of the established MDCK-II cell layer. Hence, the time-resolved QCM measurements 
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uncover a clear difference in the kinetics of the initial mechanical interactions of the two cell types with 
the resonator surface. The curve shape of ∆|𝑍|𝑚𝑖𝑛  is strikingly different, too. While it shows a single-
phase increase during NRK cell attachment, it holds a biphasic increase for MDCK-II cells. In detail, 
MDCK-II cells feature a second increase of |𝑍|𝑚𝑖𝑛 to a transient maximum (∼ 900 Ohm), after the initial 
increase to ∼ 750 Ohm within ∼ 3 h, which is reached after ∼ 8 h and which recovers afterwards to final 
stationary values (∼ 850 Ohm) within about 4 h. This characteristics have been described before for 
MDCK-II cells and are assigned to a rearrangement of the actin cytoskeleton after attachment and 
spreading of the cells.[22,236,468] The cortical actin network and stress fibers are known as main contributors 
to the membrane tension, the mechanical properties and stiffness of cells.[469–471] Thus, alterations in the 
actin structures of anchored MDCK-II cells cause micromechanical stiffness changes within the cell 
bodies that affect the shear oscillation properties of microbalances. However, NRK cells do not alter 
cytomechanics like MDCK-II cells do after having attached to the substrate, at least not to an extent and 
in a time frame that can be observed by the QCM recordings.  
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Fig. 5–30 Comparison of MDCK-II (open symbols) and NRK (filled symbols) cell attachment and 
spreading on 3rd gen. QCM sensor surfaces by the time courses of parameters from recordings in 
QCM-mode (∆|𝑍|𝑚𝑖𝑛: triangles) and ECIS-mode (𝑅norm: squares; 𝐶norm: circles). 𝑅norm  and 𝐶norm 
are displayed at the most sensitive frequency of each cell line, which are 316 Hz and 40 kHz for 
MDCK-II cells, and 5 kHz and 63 kHz for NRK cells, respectively. Data points were reduced for the 
sake of clarity. (mean ± SEM; N ≥ 14). 
Besides the slower kinetics of the mechanical cell-substrate interactions, NRK cell attachment also 
causes a six-fold slower decrease rate (maximal slope) of the high-frequency capacitance (𝑚 = ∆𝐶/∆𝑡 = 
−°2.1 nF·h−1) compared to MDCK-II cell attachment (𝑚 = −12 nF·h−1). Moreover, NRK cells attain the 50 % 
value of the final 𝐶norm level about 1 ½ h later (𝑡1/2(𝐶) ≈ 140 min) than MDCK-II cells (𝑡1/2(𝐶) ≈ 50 min; 
cf.  vs.  in Fig. 5–30). Compared to these findings, a similar 𝑡1/2 value of the capacitance decrease 
for NRK cells and a 30 min retarded 𝑡1/2 value for MDCK-II cells have been reported by Michaelis (2010) 
[236] for cell adhesion on 2nd gen. OCM sensors. The decrease rate 𝑚  of the capacitance reflects the 
gradual coverage of the working electrode with cell membrane and, thus, is a direct measure of the 
spreading rate of cells. It has been previously used for the quantitative analysis of MDCK-II cell spreading 
on ECIS electrodes that were precoated with different proteins.[89] Frisch and Thoumine presented in 
2002 a model for the prediction of cell spreading kinetics.[472] According to this, the kinetics of cell 
178 QCM-ECIS: Combined Viscoelastic and Dielectric Sensing of Cells 
spreading is directly proportional to the ratio of adhesion energy 𝐸adh and the cortical tension of the cell 
membrane 𝜎mem: 
𝑚 ∝ 𝐸adh 𝜎mem⁄  (66) 
The spreading rate extracted from ECIS measurements, thus, can be applied as a relative measure for 
the energy that is necessary for cell adhesion on various biomaterial surfaces, provided that one uses the 
same cell type under consistent experimental conditions and assuming a constant cortical membrane 
tension. Cell-based QCM studies have been used in the past for testing the biocompatibility of various 
polymer surfaces, by analyzing characteristic shear oscillation parameters during cell adhesion on 
polymer-coated quartz plates.[236] The combined QCM and ECIS measurements, therefore, provide an 
additional valuable and independent analysis parameter for quantifying the cell-substrate interactions 
and the cytocompatibility of substrate materials, by means of the spreading rate. It should be noted here 
that for insulating coatings however only QCM-mode measurements are possible. The significantly lower 
spreading rate and the retarded 𝑡1/2 value of NRK cells both report on a slower rate of cell adhesion on 
the QCM-ECIS sensor surface compared to MDCK-II cells. This confirms the above-mentioned 
observations made by QCM measurements. Reasons for the different adhesion kinetics may arise from 
cell type-specific differences in (i) the cell density and diameter, (ii) the pre-immobilization of adhesion-
promoting proteins, (iii) the number of specific receptor molecules expressed on the cell surface for these 
proteins, (iv) the kinetics and the degree of focal adhesion formation, (v) the cortical tension of the 
plasma membrane that counteracts cell spreading, or (vi) cooperative effects of attached cells, which 
promote the attachment of further cells in their proximity. In the final stages of monolayer formation 
(𝑡1 = 20 h), the normalized capacitances of both cell types approximate almost similar values, indicating 
a comparable amount of membrane coverage on the surface and the confluence of cell layers, 
respectively.  
The biggest and most evident difference between the two cell types is reflected in the time traces of low-
frequency resistance. Roughly two hours after seeding cells, 𝑅norm values drift apart for sensor surfaces 
inoculated with NRK and MDCK-II cells (  vs.  in Fig. 5–30). While 𝑅norm  increases comparatively 
little by a factor of five for a confluent NRK cell layer, it increases on average up to 25-fold - transiently 
even up to 30-fold - higher values than the cell-free electrode for a confluent layer of MDCK-II cells. This 
is due to the formation of close tight junctions between adjacent MDCK-II cells, being a tight intercellular 
diffusion barrier for the transepithelial transport of macro-molecules and for low-frequency current flow 
as well.[473–478] The barrier resistance of MDCK-II layers, thus, is much higher compared to leakier cell 
layers like NRK, which originates in the latter case solely from the intercellular and the cell-substrate 
constrictions and by the non-sealing adherens junctions and desmosomes. Absolute capacitance/ 
resistance values and changes, however, have to be compared with caution, since the readout 
frequencies of parameters differ for the two cell lines. The frequencies chosen for time-resolved analyses 
reflect the frequencies where the capacitance/ resistance responds with a maximal signal change upon 
the attachment and spreading of cells (value at 𝑡 = 20 h) with respect to the cell-free value before seeding 
( 𝑡  = 0 h). The most sensitive frequencies themselves, thereby, also represent valuable analysis 
parameters to distinguish cell types and to characterize cell layer properties.  
Correlation of QCM and ECIS Data 
The differences in QCM- and ECIS-mode responses of MDCK-II and NRK cells also become apparent in 
the 3-D QCM-ECIS impedance plot in Fig. 5–31 A. This way of representation allows for a distinct 
discrimination of cell types on the basis of the three parameters ∆|𝑍|𝑚𝑖𝑛, 𝑅norm, and 𝐶norm  in a single 
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diagram. It has to be noted that in this plot the time courses of 𝑅norm  and 𝐶norm  are presented not at 
identical frequencies for NRK and MDCK-II cells, but at the respective most sensitive frequency of each 
parameter for each cell line (cf. sensitivity plots in Fig. 5–13 B and Fig. 5–14 B). A confluent NRK cell layer 
covering the QCM-ECIS sensor surface causes a comparatively small increase in 𝑅norm and, consequently, 
a small expansion of the 3-D curve in y-axis direction (blue curve). By contrast, MDCK-II cells (black curve) 
possess a strong expansion of the trace into the y-dimension. Starting from equal parameter values 
(∆|𝑍|𝑚𝑖𝑛(𝑡0) = 0; 𝑅norm(𝑡0) = 𝐶norm(𝑡0) = 1), final values of confluent NRK and MDCK-II cell layers (at 
𝑡1  =20 h) are located in different regions of the ∆|𝑍|𝑚𝑖𝑛 -𝑅norm -𝐶norm  parameter space. Besides the 
discrimination of cell types at a certain point of time in the 3-D parameter space, the time-resolved 
recording of parameters additionally enables to analyze the entire curve shape - in the space or projected 
on the different planes - for identifying differences between cell types. Hence, Fig. 5–31 A reveals a 
characteristic and unique “QCM-ECIS signature” for MDCK-II and NRK cells between the points of cell 
seeding and an established confluent cell monolayer on the QCM-ECIS sensors. The projections of the 
3-D curve to the planes allow for a more detailed analysis of parameter dependencies. The respective 2-D 
plots of 𝐶norm vs. ∆|𝑍|𝑚𝑖𝑛, 𝑅norm vs. ∆|𝑍|𝑚𝑖𝑛, and 𝐶norm vs. 𝑅norm are illustrated in Fig. 5–31 B, C, and D.  
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Fig. 5–31 (A) 3-D QCM-ECIS impedance plot (∆|𝑍|𝑚𝑖𝑛 vs. 𝑅norm vs. 𝐶norm) for MDCK-II ( ) and 
NRK ( ) cell attachment and spreading on 3rd gen. QCM sensor surfaces between 𝑡0  and 
𝑡1 =20 h. (B), (C), (D) Projections on the planes of the 3-D curve in A. 𝑅norm and 𝐶norm are displayed 
at the most sensitive frequency of each cell line, wich are 316 Hz and 40 kHz for MDCK-II cells, and 
5 kHz and 63 kHz for NRK cells, respectively. Data points were reduced for the sake of clarity. The 
time resolution between two points in B, C, D is 28 min. (mean ± SEM; N ≥ 14). 
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One can clearly distinguish between separate phases (physiological processes) during the MDCK-II and 
NRK cell layer formation, based on the three QCM-ECIS sensing parameters. By plotting the parameter 
changes against each other one can identify four phases for MDCK-II cells (cf. Fig. 5–13 D, E, F) and three 
phases for NRK cells (cf. Fig. 5–14 D, E, F). Though MDCK-II and NRK cells show different kinetics in the 
single QCM and ECIS parameter changes (cf. Fig. 5–30), the correlation plots disclose that the changing 
rates of the parameters relative to each other are similar for both cell types in the first two phases of cell 
adhesion (Fig. 5–31). This applies for the mutual dependencies of all three parameters. Hence, similar 
processes take place for NRK and MDCK-II cells, which only differ in the kinetics. They can be likely 
assigned to cell type-independent physical cell-substrate interactions, i.e. the mechanical interaction of 
the viscoelastic cell bodies with the microbalance surface (↑∆|𝑍|𝑚𝑖𝑛) and the membrane coverage of the 
working electrode due to cell settlement (↓𝐶norm).  
In the third and last phase of NRK cell adhesion there is a slight and simultaneous increase of ∆|𝑍|𝑚𝑖𝑛 
and 𝑅norm  (Fig. 5–31 C), while 𝐶norm  has already reached constant values. This is likely related to the 
formation of cell-cell contacts (adherens junctions, desmosomes) after cell spreading. These intercellular 
connections join together the actin microfilaments and keratin intermediate filaments of neighboring 
cells [386–388] to a mechanically stiffened supracellular cytoskeletal network [479], which is likely associated 
by a little reorganization of cytoskeletal structures (↑∆|𝑍|𝑚𝑖𝑛), and which narrows the gap between the 
cells (↑𝑅norm). The processes of cell attachment and the formation of cell-cell junctions within the sensor 
area, however, overlap in time, resulting in mixed signals in this transitional period. For instance, cells 
attached to the surface next to each other begin to intercommunicate and to form adherens junctions, 
while the sensor surface is not yet completely covered with cells.  
The interpretation of initial processes of NRK cell-substrate and cell-cell interaction after seeding (phases 
I – III) also account for MDCK-II cells. However, the 3-D curve and the 2-D projections of MDCK-II and NRK 
cell layer formation start to diverge from the point when MDCK-II cells cause an enormous increase in 
𝑅norm (cf.  in Fig. 5–30), which is most evident in the diagrams Fig. 5–31 A, C, and D. This marks the 
beginning of the third phase in QCM and ECIS parameter changes during MDCK-II monolayer 
establishment. The resistance increase observed for MDCK-II cells, thus, has to be considered as a 
separate process, which cannot be assigned to the parameter changes and their mutual dependencies 
that are related to the attachment and spreading process of cells. The drastic resistance increase is 
assigned to the formation of a much closer paracellular (electrical) barrier for the MDCK-II compared to 
the NRK cell layer, arising from either a narrower subcellular gap or tighter cell junctions of neighboring 
cells, or contributions of both. From the overlay of ∆|𝑍|𝑚𝑖𝑛 and 𝑅norm time courses of MDCK-II cell layer 
formation (  and in Fig. 5–30) one can identify that the strong response from TJ formation (↑𝑅norm) 
takes place in the time frame when ∆|𝑍|𝑚𝑖𝑛  starts the second increase from the first plateau to the 
transient maximum around 𝑡  ≈ 3 – 4 h. Moreover, maximal barrier resistance and maximal oscillation 
damping coincide at ∼ 490 min after seeding (cf. 𝑡’’ in Tab. 5–4 and 𝑡’ in Tab. 5–5). Subsequent slight 
recoveries of ∆|𝑍|𝑚𝑖𝑛 and 𝑅norm signals to final values exhibit simultaneous time courses, too (cf. Fig. 5–
30). Since for NRK cell attachment and spreading neither a second maximum in ∆|𝑍|𝑚𝑖𝑛 nor a strong 
resistance increase can be observed like for MDCK-II, this is already a first hint for a correlation of 
cytoskeleton rearrangement and barrier formation in MDCK-II cell layers.  
The simultaneous, time-resolved QCM-ECIS monitorings could confirm this synchronicity of intercellular 
gap closure by barrier-forming tight junctions (↑ 𝑅norm ) and major changes in the cytomechanics 
(↑∆|𝑍|𝑚𝑖𝑛). This becomes evident in the 2-D correlation-plot of the parameters in Fig. 5–31 C. The trace 
of MDCK-II cells ( ) shows a synchronous increase (linear slope) in 𝑅norm  and |𝑍|𝑚𝑖𝑛  to transient 
maximum values ( ∆|𝑍|𝑚𝑖𝑛 : ∼ 700 → 900 Ohm, 𝑅norm : ∼ 3 → 30). Afterwards, there is a likewise 
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synchronous decrease to final values that runs exactly backwards along the path of the parameter 
dependencies in the previous increasing phase. Hence, there is evidence of a direct correlation of 
mechanical alterations within the cell layer and changes in the paracellular tightness. These individually 
measured cell layer properties, thus, can very likely be assigned to the same or correlated physiological 
processes. It is well known that the TJs are linked via ZO proteins to cytoskeletal actin structures of the 
connected cells. Changes in either of both structures are assumed to affect the respective other. It could 
be demonstrated by the combined QCM-ECIS measurements that there is not only a structural but a 
direct functional correlation of the actin cytoskeleton and the TJs. This is corroborated by the results of 
cell-based assays, in which the formation or functionality of either structure was specifically perturbed 
by the absence of divalent cations or by treating cells with cD (cf. discussions below). The results so far 
lead to the conclusion that the formation of tight junctions requires for a reorganization of the actin 
cytoskeleton, which causes a transient stiffening of cells. It is assumed that the cell boarders of 
neighboring cells are laterally pressed together by the cytoskeleton stiffening in order to increase the 
intercellular contact area and, thus, to enable the formation of adherens junctions directly and of tight 
junctions indirectly. This is supported by microscopic studies of Heitmann et al. (2007) [22], which 
demonstrated for MDCK-II cells at the point of maximal ∆|𝑍|𝑚𝑖𝑛  a maximal thickening of actin belt 
structures, following the cell periphery close to the apical pole (zonula adherens), as well as the presence 
of pronounced stress fibers that interconnect individual focal adhesion sites. After the actin belt has 
formed and AJs (and TJs) have established, |𝑍|𝑚𝑖𝑛  values recover again from maximal levels. It is 
assumed that this mirrors the reduction of the force against the substrate (surface tension), which was 
necessary for cell spreading and the lateral pressure on cell-cell contacts for junction establishment. Once 
intercellular junctions are matured and spreading pressure is reduced, tension exerted by the 
cytoskeleton causes a slight contraction of cells again. This could also explain the accompanied slight 
reduction of the maximal barrier resistance, as the contractile forces may cause an expansion of the 
intercellular cleft on the apical and basolateral side of the ZO to some extent again, which gives rise to 
current pathways and, thus, reduces the paracellular impedance. Such structural processes fail to appear 
in NRK cell layers. NRK cells show no distinct reorganization of the actin cytoskeleton and formation of 
an actin belt structure at AJs, respectively, as seen from the ∆|𝑍|𝑚𝑖𝑛  time course. In addition to 
significantly weaker adherens junctions also no barrier forming thight junctions are formed between 
individual cells of this type.  
Modeling of ECIS Data 
For a more detailed analysis of ECIS parameter changes due to the attachment and spreading of MDCK-II 
and NRK cells, the impedance data was fitted by the model presented in 3.4.3 Modeling the Impedance of 
the Cell-Electrode Interface (p. 55 ff.). The resulting values of the fitting parameters 𝑅𝑏 , 𝛼, and 𝐶𝑚  are 
compared in Fig. 5–32 for MDCK-II (  ) and NRK (  ) cell layers. One can identify very pronounced 
differences in the paracellular barrier resistance 𝑅𝑏  between both cell-lines. It is about 15 times higher for 
MDCK-II (𝑅𝑏  ≈ 70 Ω·cm
2) with respect to NRK cells (𝑅𝑏  ≈ 5 Ω·cm
2). This confirms the assumption of much 
tighter intercellular junctions in a MDCK-II cells, which was already made from the impedance real part 
(equivalent resistance) at low frequencies and which is also described in literature. The cell adhesion 
parameter 𝛼 , which represents the impedance of current flow in the subcellular cleft, as well shows 
distinctively (∼ 5-fold) higher values for the MDCK-II (𝛼 ≈ 23 Ω1/2·cm) compared to the NRK cell layer 
(𝛼 ≈ 5 Ω1/2·cm). The 𝛼 value is a function of the mean cell diameter, the average cell-substrate distance, 
and the specific resistivity of the subcellular electrolyte (cf. Eq. (49). The discrepancy of values, therefore, 
reports on either a bigger mean radius, or a smaller subcellular cleft, or a higher resistivity of the medium 
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beneath the cells, or any combination of these of MDCK-II compared to NRK cells. Values of the third 
modeling parameter, the membrane capacitance 𝐶𝑚, differ between the two cell lines as well. MDCK-II 
cells ( 𝐶𝑚  ≈ 5 µF·cm
−2) exhibit approximately twice the membrane capacitance of NRK cells ( 𝐶𝑚  ≈ 
2 µF·cm−2). The values of the model parameters obtained for MDCK-II and NRK cell layers are in good 
agreement with the literature, reporting for MDCK-II and NRK cells on 𝑅𝑏  values of 40 – 150 Ω·cm
2 
[108,427,473–475,480–485] and ∼ 6 Ω·cm2 [7], 𝛼 values of ∼ 18 Ω1/2·cm [480,481] and ∼ 4 Ω1/2·cm [7], and 𝐶𝑚 values of 
∼ 4 µF·cm−2 [480,481] and ∼ 2 µF·cm−2 [7], respectively. 
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Fig. 5–32 Modeling the impedance data of cell-covered electrodes, according to the model 
presented in subsection 3.4.3, provided the characteristic frequency-independent parameters 𝑅𝑏, 
𝛼, and 𝐶𝑚 for MDCK-II (  ) and NRK (  ) cell layers (mean ± SEM; N ≥ 2). The bulk resistance 
𝑅𝑏𝑢𝑙𝑘  and the CPE parameters 𝑛  and 𝐴  (cf. Eq. (18)) were determined by linearly fitting the 
impedance spectra at high and low frequencies, respectively. Mean parameter values are 
𝑅𝑏𝑢𝑙𝑘  = 442 (± 19) Ω, 𝑛  = 0.971 (± 0.004), 𝐴  = 1.64 (± 0.04) ·10
−5 F·sn−1·cm−2 (mean ± SEM; N = 10) 
for an electrode surface area of 2.05 ·10−3 cm2. 
 
In summary, the distinct time courses of all QCM-ECIS sensor parameters (∆|𝑍|𝑚𝑖𝑛, 𝐶norm, and 𝑅norm) 
after seeding a suspension of adherent cells demonstrate the capability of the dual sensor for the time-
resolved, multi-parametric, label-free, and sensitive analysis of cell-substrate and cell-cell interactions 
during cell layer formation. Moreover, the analysis of the absolute values and time courses of the 
characteristic QCM- and ECIS-mode sensor parameters uncovers significant differences in the 
attachment and spreading between NRK and MDCK-II cells. This demonstrates the great performance 
of the individual sensor technologies, and the potentiated performance and high-content information of 
combined measurements, which are accessible by the new QCM-ECIS double sensor, presented in this 
work. The fitting of the ECIS impedance data by a biophysical model provides deeper insights into the 
physiological origin of the measured signals. Moreover, the comparison of QCM and ECIS parameter 
changes in 3-D and 2-D plots enables the time-resolved illustration of parameter dependencies. This way 
of representing mutual dependencies of QCM and ECIS parameters in one diagram may be confusing at 
a first glance, and it may be hard to extract structural and functional conclusions from that. However, 
these diagrams comprise a lot of information and allow to make visible correlations between viscoelastic 
and dielectrical alterations in a cell layer, like for instance the mutual dependency of TJ formation and 
actin cytoskeleton rearrangement in MDCK-II cell layers. This has not been presented to date on the basis 
of label-free technologies.  
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5.4.6 Cell Attachment and Spreading in Absence of Ca2+ and Mg2+ 
Combined QCM-ECIS measurements provided significant differences in the curve shapes of attachment 
and spreading, when seeding MDCK-II cells in a medium either lacking Ca2+ or Mg2+ on fibronectin-coated 
QCM-ECIS sensors, compared to time courses obtained in presence of physiological concentrations of 
Ca2+ (1.8 mM) and Mg2+ (0.81 mM) (cf. Fig. 5–15, p. 141). This is also reflected in characteristic values that 
were extracted from ∆|𝑍|𝑚𝑖𝑛, 𝐶, and 𝑅 time courses, listed in SI 17 (p. 271). 
Impact of Divalent Cations on QCM and ECIS Cell Adhesion Profiles 
In cases when Mg2+ was present in the cell suspension, either alone or in co-presence of Ca2+ (  and  
in Fig. 5–15), cells show faster attachment kinetics (𝑚 , 𝑡𝑚 , 𝑡1/2 ) in ∆|𝑍|𝑚𝑖𝑛 , compared to seeding 
conditions where Mg2+ was omitted in the extracellular medium (  in Fig. 5–15). This becomes just as 
apparent in the passive electrical properties obtained from ECIS. Though the spreading rate of cells 
(maximal slope in capacitance) is not lowered without Mg2+, the points in time of maximal capacitance 
decrease (𝑡𝑚) and of 50 % values (𝑡1/2) are delayed. Hence, in absence of Mg
2+, the mechanical cell-
substrate interaction is retarded and the adhesion energy is reduced (cf. Eq. (66)). These results agree 
with ECIS investigations made by Wegener et al. (2000) [89], confirming that the MDCK-II cell-surface 
receptors for FN exhibit a higher binding affinity in the presence of Mg2+. The integrin 𝛼𝑣𝛽3 was identified 
[486] as one possible FN receptor expressed on the MDCK-II cell surface, to which a Ca2+-dependent 
enhancement of binding function was attributed in the presence of Mg2+ [385]. However, there is no 
evidence from presented MDCK-II attachment studies for a significantly faster and/ or stronger binding 
of cells in the co-presence of Mg2+ and Ca2+ compared to the presence of Mg2+ alone. From ∆|𝑍|𝑚𝑖𝑛 and 
𝐶 time courses, one may even identify a slightly slower and little delayed MDCK-II cell attachment and 
spreading, if Ca2+ is co-present to Mg2+ in the extracellular medium, as if it is not. This could indicate a 
contrary effect of a Ca2+-dependent inhibition of integrin-mediated cell adhesion, as it has been reported 
for 𝛼𝑣𝛽1  receptors 
[385]. The kinetic differences of parameter time courses, however, are little so that 
further time-resolved measurements are required in order to uncover statistically significant effects of 
both Mg2+ and Ca2+ in the early stages of cell adhesion on the basis of the QCM-ECIS sensors.  
After the initial attachment process of cells on the sensor electrodes, the traces of ∆|𝑍|𝑚𝑖𝑛, 𝐶, and 𝑅 
significantly differ, dependent on whether the cells were seeded in medium containing physiological 
concentrations of Ca2+ or not. However, no significant Mg2+-dependent differences can be seen anymore. 
Capacitance values (at 100 kHz) drop to lower values in presence of Ca2+ in buffer within the first four 
hours after cell inoculation as if Ca2+ was absent (  vs.  and  in Fig. 5–15 C). In absence of Ca2+ 
capacitance values even increase slowly towards cell-free values for the rest of the investigation period, 
afterwards. This indicates morphological alterations within the cell layer after the initial cell anchorage 
and spreading on the substrate. Since the capacitance at high frequencies predominantly reports on the 
electrode surface coverage with cell membrane, the recovery in capacitance values indicates a partial 
detachment of cells or at least the formation of gaps in the cell layer by rounding up of the cells. 
Moreover, there is no biphasic shape in the time course of the QCM analysis parameter ∆|𝑍|𝑚𝑖𝑛  in 
absence of Ca2+ (  in Fig. 5–15 A) as it is observed in presence of Ca2+ (  and  in Fig. 5–15 A) and 
when MDCK-II cells are seeded in complete medium on uncoated sensors (cf. Fig. 5–13 A, p. 132). As this 
transient maximum of cell stiffness is assigned to a reorganization of the actin cytoskeleton, the QCM 
data indicate that low calcium levels in any way inhibit such a rearrangement process of cytoskeletal 
structures. This cytoskeleton remodeling is associated with the formation of actin stress fiber bundles 
linking FAs and with the formation of an peripheral actin belt and intercellular AJs. Calcium-dependent 
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integrins and the cadherins of these junctional structures are the key for the effect of Ca2+ on cell stiffness 
and the observations in QCM-mode measurements. It is interesting that after seeding cells without Ca2+ 
the level of minimal impedance is almost exactly the level of the transient maximum which is attained 
when cells were seeded in presence of Ca2+. Moreover, ∆|𝑍|𝑚𝑖𝑛 values remain constant for the rest of the 
investigation period after the initial strong increase within two hours. This clearly reports on consistent 
mechanical properties of the cell bodies that remain firmly attached to the sensor surface. No significant 
cell detachment is detectable from this data, which would be reflected in a drop of |𝑍|𝑚𝑖𝑛 towards cell-
free values, like for instance observable in Fig. 5–17 A after treatment of the cell-layer with Saponin.  
Electrochemical resistance data clearly show a Ca2+-related strong increase in the low-frequency 
resistance (at 630 Hz) and, thus, the establishment of a transepithelial permeability barrier (  and  
in Fig. 5–15 B, D). This indicates predominantely the formation of tight intercellular connections. This can 
not be observed for cells that were cultured on the QCM-ECIS sensors in medium lacking Ca2+ (  in 
Fig. 5–15 B, D). Hence, the impedance data provide evidence that the presence of Ca2+ is essential for the 
establishment of cadherin-based desmosomes and AJs and, thus, indirectly also of TJs. In absence of Ca2+ 
this cannot be compensated for by Mg2+ as divalent cation. However, there is also a little increase in the 
low-frequency resistance. This may be assigned to narrowing of either the subcellular gap or of the 
intercellular space or to contributions of both, due to the progressing assembly of cell-substrate contact 
sites and any cell-cell junctions except for those requiring Ca2+. There is also evidence that TJ formation 
does not depend on Mg2+, at least not to an appreciable extent, since both the kinetics and the absolute 
final values of resistance increase are similar for MDCK-II cell attachment and spreading in EBSS−− 
containing Ca2+ only or Ca2+ and Mg2+. Besides these different time courses and degrees of 𝑅 and 𝐶 signal 
changes, the sensitive frequencies of both quantities for the MDCK-II cell attachment also depend on 
whether extracellular calcium is present or not, and are shifted to higher values in the latter case (cf. 
SI 18). Hence, the most sensitive frequencies of ECIS parameters themselves can serve as indicators for 
different morphological properties of cell layers of the same type. The prerequisite of calcium for TJ 
establishment as well as for maintaining both the structural and functional integrity of the junctional 
complex has been demonstrated repeatedly [89,391,468,474,478,480,487–490]. It has also been shown that TJ 
opening, by withdrawing calcium, can be reversed upon restoring Ca2+ [398,474,488], with a complete 
resealing achieved within 2 – 3 h. There is evidence that the TJs do not depend directly on Ca2+ [346,491], but 
that the effect of low calcium on other junctional elements like ZA [345,388,492–495] or desmosomes 
[383,493,496,497], or on actin filaments [346,391,392,398,468,490,492–494] indirectly affects TJ integrity.  
Correlation of QCM and ECIS Data 
In Fig. 5–33 A, the time-resolved changes of the characteristic microbalance and electrochemical sensor 
parameters are merged in a single 3-D QCM-ECIS impedance diagram. The projections of the spatial 
curves to the planes are represented in 2-D plots in Fig. 5–33 B, C, and D. This way of representation 
reveals mutual parameter dependencies. From these plots, a simultaneous change of the capacitance 
and the minimal impedance (Fig. 5–33 B) can be observed in the first stages of MDCK-II cell attachment 
and spreading in EBSS−− buffer containing Ca2+ (EBSS+−: , EBSS++: ), just like in cell culture medium 
(cf. Fig. 5–31 B). The absence of Ca2+ (EBSS−+: ) causes a somewhat smaller capacitance decrease with 
increasing ∆|𝑍|𝑚𝑖𝑛 . This indicates that the cells anchor to the surface and change the viscoelastic 
properties on the microbalance surface, however they fail to form a dense two-dimensional membrane 
layer on the ECIS working electrode. The curve further shows a partial recovery of the capacitance that 
is not accompanied by a similar recovery in ∆|𝑍|𝑚𝑖𝑛. Hence, the 𝐶norm vs. ∆|𝑍|𝑚𝑖𝑛 plot illustrates that this 
is not just the reverse mechanical and electrical process of cell attachment, that is cell detachment, but 
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a reduction of cell membrane while maintaining the mechanical properties close to the substrate. The 
𝐶norm vs. 𝑅norm plot (Fig. 5–33 D) illustrates simultaneous changes of both parameters (a steep decrease 
in 𝐶norm and a marginal increase in 𝑅norm) within the first two hours after cell inoculation. This course is 
independent on the presence or absence of physiological amounts of Ca2+ and Mg2+, due to the initially 
equal, passive processes of cell sedimentation and gravity-driven spreading on the FN-coated electrodes. 
These cell-substrate interactions cause the capacitance to decreases and the resistance to increase, due 
to the lipid bilayer coverage on the WE and as low-frequency current is forced to flow beneath and around 
the cell bodies, respectively. While the resistance increases strongly later in the time course in presence 
of Ca2+ ( ,  in Fig. 5–33 D) due to cell-cell junction (TJ) formation, there is a reversal point in absence 
of Ca2+ (  in Fig. 5–33 D). The rearward course of parameters in the latter case, thereby, runs exactly 
along the same path as before the turning point, however in the opposite direction. This is assigned to 
exactly the converse process of cell spreading, which is the contraction and rounding up of the cells again. 
This morphologic alteration is what opens the way again for both low- as well as high-frequency current. 
From that it is concluded that in the absence of Ca2+ ions, after cell settlement and initial spreading, cells 
fail to establish both integrin-based adhesion contacts (FAs) to their growth substrate and cadherin-
based anchoring contacts (AJs) to adjacent cells, whereas the latter probably depends on the former.  
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Fig. 5–33 (A) 3-D QCM-ECIS impedance plot ( ∆|𝑍|𝑚𝑖𝑛  vs. 𝑅norm  vs. 𝐶norm ) of MDCK-II cell 
attachment and spreading on FN-coated sensors in EBSS−− buffer containing physiological 
amounts of either Ca2+ and Mg2+ ( ), or Ca2+ only ( ), or Mg2+ only ( ). (B), (C), (D) 
Projections on the planes of the 3-D curve in A. 𝑅norm and 𝐶norm are displayed at the most sensitive 
frequencies in presence of Ca2+, which are 630 Hz and 100 kHz. Data points were reduced for the 
sake of clarity. The time resolution between two points in B, C, D is 20 min.  
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Modeling of ECIS Data 
The fitting of typical impedance data from ECIS measurements by the model mentioned above (3.4.3 
Modeling the Impedance of the Cell-Electrode Interface) allows for a more detailed analysis of the 
physiological origin of the observed effects. The extracted model parameters are summarized in Fig. 5–
34. The analysis reveals, firstly, that lacking Mg2+ in the seeding buffer inhibits the establishment of close 
cell-substrate contacts, as the cell-substrate adhesion parameter 𝛼 is significantly reduced without Mg2+ 
(∼ 1 Ω1/2·cm;  ) compared to control conditions with both Mg2+ and Ca2+ (∼ 15 Ω1/2·cm;  ). The 
absence of Mg2+, though, does not affect the establishment of an intercellular diffusion barrier within the 
confluent MDCK-II cell layer. The barrier resistance 𝑅𝑏  is similar (∼ 80 Ω·cm
−2) at the end (𝑡 = 20 h) of 
MDCK-II attachment and spreading investigations, whether in presence of Ca2+ alone or in co-presence 
of Mg2+. The membrane capacitance 𝐶𝑚 is moderately affected by low magnesium medium, exhibiting 
values of ∼ 4 µF·cm−2 as long as sufficient Ca2+ is available. Depletion of extracellular Ca2+, however, 
causes a 50 % reduction of 𝐶𝑚  to ∼ 2 µF·cm
−2 (  in Fig. 5–34). Even more striking are a barrier 
resistance close to zero and the low 𝛼 value of ∼ 3 Ω1/2·cm of the cell layer, 20 h after seeding in low 
calcium medium. This low resistance of paracellular current pathways, through cellular junctions and 
around the cell bodies, is what the real part data from impedance recordings (cf. Fig. 5–15 D) have already 
indicated. However, the fitting parameters now disclose contributions from both, not closing TJs 
between adjacent cells (𝑅𝑏) and a lower impedance of the subcellular cleft (𝛼). The latter again reports 
either on a reduced mean radius of cells, or an increased volume of the subcellular cleft, or a lowered 
specific resistivity of the subcellular electrolyte, or any combination of these. Similar 𝑅𝑏  and 𝛼 values 
have been reported by Lo et al. [480] for confluent MDCK-II cell layers exposed to EBSS++ and EBSS−+, and 
by Wegener et al. [89] for MDCK-II cell attachment on typical ECIS substrates (𝐴WE = 5 ·10
−4 cm2) with and 
without physiological concentrations of calcium. 
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Fig. 5–34 Modeling the impedance data of cell-covered, according to the model presented in 
subsection 3.4.3, provided the characteristic frequency-independent parameters 𝑅𝑏 , 𝛼, and 𝐶𝑚 
for MDCK-II cell layers 20 h after seeding cells on FN pre-coated 2ElQs in EBSS−− buffer containing 
either 0.81 mM Mg2+ (  ), 1.8 mM Ca2+ (  ), or both (  ). The bulk resistance 𝑅𝑏𝑢𝑙𝑘 and the 
CPE parameters 𝑛 and 𝐴 (cf. Eq. (18)) were determined by linearly fitting impedance spectra at 
high and low frequencies, respectively, providing mean parameter values of 𝑅𝑏𝑢𝑙𝑘 = 560 (± 30) Ω, 
𝑛 = 0.959 (± 0.005), 𝐴 = 4.41 (± 0.16) ·10−6 F·sn−1·cm−2 (mean ± SEM; N = 6) for an electrode surface 
area of 2.05 ·10−3 cm2. 
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Microscopic Evidence for QCM and ECIS Data Interpretation 
Investigations of the cell morphology by fluorescence staining and subsequent microscopic analysis of 
specific cellular structures support the conclusions drawn from the measured QCM-ECIS sensor data. In 
presence of physiological calcium concentrations there is a distinct localization of ZO-1 along the cell 
boundaries (Fig. 5–16 A4, B4, p. 142), illustrating a two-dimensional undisturbed tight junction network 
between neighboring cells. However, if cells are seeded in low-calcium medium, immunostained ZO-1 
proteins of cells are not localized at the regions of cell-cell contacts, but are rather uniformly distributed 
in point-shaped clusters throughout the entire cytoplasm (Fig. 5–16 C4). Hence, TJ formation requires 
Ca2+ and is inhibited if it is omitted from the medium. This is what was already concluded previously from 
the electrochemical resistance data, where an increase in the paracellular resistance is assigned to the 
establishment of TJs and the sealing of the intercellular space, respectively, which fails to appear if cells 
are seeded in Ca2+-free buffer. Mg2+ could not significantly compensate for missing Ca2+ neither in the 
formation of TJs, as evident from micrographs, nor in the formation of an electrical barrier within the 
MDCK-II cell layer.  
The micrographs also confirm the interpretation of the slight increases in the capacitance values at 
100 kHz, occurring approximately three hours after seeding cells in calcium-free buffer (Fig. 5–15 C), as 
they reveal clearly round-shaped cells and intercellular gaps. Moreover, phase-contrast micrographs and 
micrographs of live-stained cells (Fig. 5–16 C1, C2) indicate a scattered detachment of cells if Ca2+ is 
lacking ( ). This gives rise to an increased cell-free electrode area on the sensor surface, which in 
electrochemical terms means a decisive contribution to an increase in the capacitance. Such a partial 
detachment of cells may be due to weak cell-substrate adhesions (FAs) as a consequence of missing Ca2+.  
Actin staining of cells unveils the disruption of filamentous actin structures and, in return, a punctual actin 
aggregation that is randomly distributed in the cytoplasm, if cells have been cultured in medium without 
calcium (Fig. 5–16 C5). These micrographs further reveal that inter-cellular spaces are left open within 
the confluent cell layer (indicated by ) and that cells are mainly round-shaped in the absence of 
extracellular Ca2+, supporting the interpretation of ECIS results (capacitance time course) above. From 
actin staining also a pronounced localization of actin in the cell periphery close to the plasma membrane 
is evident if calcium is lacking. This is assumedly directly related to an increased stiffness of cells or, to be 
more accurately, a significantly increased viscoelasticity in the cell-substrate region of the microbalance. 
According to the ∆|𝑍|𝑚𝑖𝑛  data in Fig. 5–15 A, the apparent stiffness is exactly at levels cell layers 
transiently reach during cytoskeleton rearrangement and AJ formation when they are seeded in presence 
of calcium. Microscopic investigations by Heitmann et al. (2007) [22] at the point of the transient ∆|𝑍|𝑚𝑖𝑛 
maximum showed a pronounced localization of actin in the cell periphery (actin belt). Moreover, in SFM 
studies the cortical actin network is considered to predominantly determine the mechanical properties 
of the cell membrane.[469] These findings provide evidence that the actin cytoskeleton and especially the 
cortical actin network and the actin belt decisively determine the viscoelasticity of the cells and that 
these are what the |𝑍|𝑚𝑖𝑛 signal of QCM monitoring is sensitive for in cell-based assays. In this context it 
has to be noted that the viscoelastic properties, thereby, not only include the stiffness of cell bodies 
attached to the microbalance surface but also any other mechanical property within the decay length of 
the acoustic wave, such as liquid density and viscosity, and contributions by the ECM. Hence, a direct and 
exclusive allocation of ∆|𝑍|𝑚𝑖𝑛  values to cell stiffness has to be done with caution. For instance, it is 
critical to compare ∆|𝑍|𝑚𝑖𝑛-derived stiffnesses of cell layers seeded one time with and the other time 
without Ca2+ in the culture medium, because of morphological differences in cell shape and different cell-
substrate contact areas.  
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Similar results of morphological and structural changes of epithelial cells in Ca2+-free medium as 
presented in Fig. 5–16 have been published previously [391,398,468,489,490]. On the basis of these microscopic 
findings together with the results from QCM-ECIS measurments, one could speculate about two things 
regarding the direct and indirect effect of missing Ca2+. Firstly, after sedimentation of cells, the actin 
cytoskeleton keeps the tension against the substrate high in order to press adjacent cells together and, 
thereby, to facilitate the formation of adherens junctions and tight junctions. As this fails due to the lack 
of crucial Ca2+ ions, the cytoskeleton remains in this tense state of spreading pressure without significant 
reduction sometime during the experiment. This may just as well apply for the formation of cell-substrate 
contacts by focal adhesions. Secondly, missing Ca2+ might not only directly affect the formation of AJs 
and FAs via cadherins and calcium-dependent integrins, but it also might have a direct inhibitory impact 
on structural alterations in the actin cytoskeleton which, however, are crucial for the establishment of 
cell-substrate and cell-cell adhesions. Calcium missing in the culture medium would in this case have also 
an indirect effect on the non-appearance of intercellular junctions. The correlation of cytoskeleton 
integrity and AJ/ TJ assembly and maintenance also becomes obvious in the results of cell-based QCM-
ECIS assays with the cytoskeleton disrupting cytochalasin D, which are described and discussed in 
subsections 5.3.1 and 5.4.7, respectively. 
 
In summary, the cell attachment and spreading assays on the QCM-ECIS sensors revealed significant 
differences in the dielectric and micromechanical alterations close to the substrate, in both kinetics and 
absolute values, depending on whether cells are seeded in culture medium with or without Ca2+. 
Additional microscopic observations could consistently confirm the conclusions that were drawn from 
the obtained sensor data. The QCM-ECIS sensor approach demonstrates its big advantage over classical 
cellular end-point measurements in the attachment and spreading  assays. As both technologies are 
label-free and non-invasive, the cell behavior can be monitored over time during the entire attachment 
and spreading process. Thereby, one obtains independent information on the quality of cell-substrate 
and cell-cell contacts as well as on the viscoelastic properties of the substrate-electrolyte interface. This 
multi-parametric readout provides high-content information and enables precise characterization of the 
cellular state after seeding. As the dual approach simultaneously provides information from multiple 
physical perspectives in a time-resolved manner, the measurements also allow to reveal correlations of 
morphological and machanical alterations during cell layer formation in time. Such correlations can be 
obtained by plotting sensor parameter changes against each other in  2-D and 3-D QCM-ECIS plots and 
analyzing their mutual dependencies. For instance, not only a Ca2+-dependent formation of TJs was 
uncovered, but also a simultaneous effect on the micromechanical properties of the cell layer, which 
could be assigned to a different distribution of filamentous and cortical actin. Moreover, information 
were obtained about the kinetics of the initial cell spreading and the subsequent rounding up of cells 
again in the absence of Ca2+, together with the information that the cell layer mechanics do not change 
during these processes.  
Hence the presented QCM-ECIS sensor provides a powerful tool for testing the attachment and 
spreading behavior of cells upon various impacts, like for example various coatings and materials as 
growth substrate or any kind of modification and supplements in the seeding medium. Furthermore, the 
sensor can be applied as an on-line quality control for cell layer properties. Deviations from defined 
specifications, like for example slow spreading kinetics, non-appearance of cytoskeleton rearrangement, 
or the establishment of no tight barrier, can be non-invasively detected and evaluated with respect to 
the usability of the cell population for further studies.  
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5.4.7 Degradation of the Actin Cytoskeleton 
Correlation of QCM, ECIS and Microscopic Data 
We showed that exposure of a confluent layer of MDCK-II cells on the dual sensor platform to 
cytochalasin D (cD) causes siginificant responses in QCM- and ECIS-mode recordings (Fig. 5–17, p. 145). 
The lowest concentration of cD, 0.1 µM, applied to MDCK-II cells leads to a transient drop of |𝑍|𝑚𝑖𝑛 
values ( /  in Fig. 5–18 A, B, p. 147). The same applies for the low-frequency resistance (Fig. 5–18 C, 
D). These signal changes report on an initial cD-induced reduction of the cytomechanical stiffness of the 
cell bodies, accompanied by a simultaneous opening of the paracellular barrier and of TJs, respectively. 
Afterwards, cytomechanics almost totally recover to pre-stimulation values and values of unstimulated 
(negative) control cells, respectively (  vs.  in Fig. 5–18 B). Moreover, cells at least partially 
compensate the initial TJ disintegration within 12 h after adding 0.1 µM cD. Cytochemical staining of 
actin demonstrates a nearly complete intactness of actin filaments in cell layers treated with 0.1 µM cD 
for 1 h and 25 h (Fig. 5–19 B1, B2, p. 149). Though these micrographs hardly differ from those of 
unstimulated cells (Fig. 5–19 A1, A2), this cD concentration causes to some extent the formation of 
monomeric actin aggregates (  in Fig. 5–19 B). At this low amount of cD electrochemical capacitance 
values remain at levels of negative control throughout the whole experiment (Fig. 5–18 E, F), which 
reports on a confluent layer of spread and stably attached cells on the sensor surface. The situation 
changes, if cells are exposed to elevated concentrations of cD. Exposing MDCK-II cells to 1.0 and 5.0 µM 
cD ( /  and /  in Fig. 5–18) causes irreversible drops in |𝑍|𝑚𝑖𝑛 and 𝑅316 Hz as well as significant 
increases in 𝐶40 kHz, with stationary levels reached within less than 4 h after stimulation for all parameters. 
These  effects are reflected in the QCM and ECIS spectra shown in SI 20 (p. 273). Here, the reduction in 
QCM energy dissipation is evident in a decrease of the impedance magnitude near serial resonance (A) 
as well as by an increasing phase angle and a sharpening of the phase peak (B). The exemplary ECIS 
spectra clearly show gradual and drastic changes in impedance magnitude (C) and impedance phase 
angle (D), as well as in equivalent resistance and capacitance spectra (E) upon cD treatement of a 
confluent MDCK-II cell layer. Higher concentrations of cD thus cause faster and stronger irreversible 
reductions of both the cytomechanical stiffness and the functional integrity of barrier-forming TJs 
(Fig. 5–18). The differences of effects between 1.0 and 5.0 µM cD are significant only in the kinetics, 
however not in the final values of parameters (after 4 h). Resistance values reach almost levels of the cell-
free electrode within 1 – 2 h after adding cD (Fig. 5–18 C, D). This reports on a complete loss of the sealing 
function in the epithelial cell layer and an opening of the intercellular space. A similar cD dose-dependent 
breakdown of the barrier resistance has been presented previously for different cell lines, such as 
MDCK-II cells [267], HUVECs [116], and fibroblasts [87,97,498], investigated by ECIS. In contrast to these 
findings, Stevenson & Begg (1994) [397] observed less decreas in the transepithelial electrical resistance 
(TER) of MDCK-II cells (roughly from −60 % to −20 %) with increasing the applied cD concentration (from 
2 µg·mL−1 to 20 µg·mL−1 (∼ 4 µM to 40 µM)), supported by immunostained actin structures that were less 
disrupted at higher cD levels. The decrease in the motional impedance in this thesis reflects a cD dose-
dependent loss in the micromechanical stiffness of cells (Fig. 5–18 A, B). This is assigned to the disruption 
of an increased amount of actin cytoskeleton structures, which is confirmed by microscopic 
investigations (cf. Fig. 5–19). In contrast to the barrier resistance, the load impedances of the QCM 
sensors are not completely reduced to cell-free values by treating cells with either 1.0 or 5.0 µM cD. A 
maximal reduction of |𝑍|𝑚𝑖𝑛  to ∼ 70 % of initial values (5 µM cD, 4 h) is observed. These findings are 
consistent with previous QCM studies of cD treated MDCK-II cells [216,251,267,268], fibroblasts [222,242], 
lymphoblasts [499], and FaDu cells [251]. Hence, cells do not, or at least not completely, loose cell-substrate 
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contacts and largely remain firmly attached to the sensor surface at the highest cD concentration 
applied, despite disassembly of f-actin. This is confirmed by micrographs of equally treated cell layers 
(Fig. 5–19 D). Though no discernible gaps can be noticed in the cell layers within 1 – 4 hours after adding 
1 µM or 5 µM cD (cf. Fig. 5–19 C1, D1), capacitance values significantly rise by ∼ 12 % (1 µM cD;  in 
Fig. 5–18 F) and ∼ 35 % (5 µM cD;  in Fig. 5–18 F) with respect to values of the cell-covered electrode. 
It is tempting to assigning this for the most part to the detachment of cells. However, this is not (yet) the 
case within 4 h after adding cD, as micrographs and QCM data clearly confirm. Capacitance increases 
within the first 1 – 2 hours after cytochalasin stimulation are more likely due to uncovered electrode areas 
from TJ disintegration and an accompanied contraction of cells [401,402], which give rise to high frequency 
current pathways. After an incubation period of 25 h, higher cD concentrations cause the formation of 
larger intercellular spaces and even the scattered detachment of single cells from the cellular network. 
This is evident from micrographs of actin-stained cell layers, where black areas indicate cell-free regions 
on the substrate (cf.  in Fig. 5–19 D2). This is explained by the cD-induced disassembly of actin 
filaments, which are well-known to play an essential role in cell-matrix and cell-cell adhesion, as they are 
structurally linked to FAs, AJs, and TJs via integrins [379–384], cadherins [386–388], and ZO proteins [345,346,391], 
respectively. The addition of Saponin after cD treatment aimed to systematically disintegrate the cell 
membrane and to induce a complete loss of the dielectrical properties of the cell bodys and the cell layer, 
respectively. However, normalized capacitance values slightly below that of an uncovered working 
electrode indicate remaining rests of cell membrane structures on the sensor electrodes (Fig. 5–18 E). 
Saponin treatment neither led to a complete removal of the acoustic load from the QCM (Fig. 5–18 B). 
The remaining impedance of roughly 250 Ohm above cell-free values reports on the remaining 
cytoskeleton framework that stays attached to the microbalance surface and, thus, cause increased 
dissipation of oscillation energy. An active generation of convection in the measurement vessel would 
wash away such residues so that cellular contributions to both the high-frequency capacitance and load 
impedance are expected to completely disappear. 
Correlation of QCM and ECIS Data 
In Fig. 5–35 A, the QCM and ECIS sensor data from a typical time-resolved cD assay are merged in a 3-D 
QCM-ECIS impedance diagram. Correlations of two sensor parameters, i.e. the projections of the 3-D 
curves in Fig. 5–35 A to the planes, are represented in Fig. 5–35 B, C, and D. Firstly, the plots uncover that 
the monitored parameters change in similar mutual dependency, independent of which concentration of 
cD is applied. This can be seen best in the correlation plots in Fig. 5–35 B, C, and D, where parameter 
changes from 𝑡0  to 𝑡1  = 3 h follow the same path until the respective dose-dependent final value is 
reached. Hence, cD causes the same concerted structural dielectrical and mechanical responses of the 
cells independent of its concentration. In detail, there is an almost linear dependency between ∆|𝑍|𝑚𝑖𝑛 
and 𝑅norm after exposing cells to cD, except the first data point after adding 5 µM cD (indicated with *). 
Thus, the breakdown of cell stiffnes and opening of intercellular junctions (TJs) are strongly related 
processes, which confirms a structural and functional linkage of the actin fibres and the zonula occludens. 
Although TJ disintegration is assumed as a consequence of actin disrupture and accompanied cell 
contraction, the data cannot resolve a temporal succession of cell softening and opening of junctions. 
Secondly, from these plots one can clearly distinguish between the effects of different amounts of cD on 
the mechanical and dielectrical properties of a confluent MDCK-II cell layer, as the final values of 
parameter changes after 𝑡1 = 3 h of cD stimulation are localized at significantely different regions in the 
3-D and 2-D diagrams, respectively. Although the presented 2-D and 3-D correlation plots of QCM and 
ECIS parameters may be very complex, these diagrams comprise condensed information on the 
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mechanical and dielectric correlations of cell layer responses to cD-mediated actin cytoskeleton 
disintegration. 
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Fig. 5–35 (A) 3-D QCM-ECIS impedance plot (∆|𝑍|𝑚𝑖𝑛  vs. 𝑅norm  vs. 𝐶norm ) of typical, time-
resolved cD assays. Parameter changes are shown between the point (𝑡0 ) of adding 0.1 µM, 
1.0 µM, and 5.0 µM cD to a confluent MDCK-II cell layer and 𝑡1 = 3 h. The time resolution between 
two points is 4 min. (B), (C), (D) Projections on the planes of the 3-D curves in A. 𝑅norm and 𝐶norm 
are displayed at the respective most sensitive frequencies, which are 316 Hz and 40 kHz. Data 
points in B, C, and D were reduced for the sake of clarity, resulting in a time resolution of 12 min. 
Modeling of ECIS Data 
A closer view on the structural alterations in the cell layer upon cD treatment is accessible by modeling 
the ECIS data. Fig. 5–36 shows the characteristic fitting parameters, 𝑅𝑏 , 𝛼 , and 𝐶𝑚 , obtained from 
adjusting Eq. (50) to the experimental impedance spectra. The fitting data show a strong decrease in the 
barrier resistance 𝑅𝑏, by ∼ 80 % to ∼ 8 Ω·cm
−2, within 30 min after adding 5 µM cD to the MDCK-II cell 
layer. In the same period the value of the cell-substrate parameter 𝛼 drops to ∼ 13 Ω1/2·cm (∼ 50 % with 
respect to starting values). The membrane capacitance 𝐶𝑚 is not affected and remains nearly constant. 
Two hours after cD treatment the barrier resistance has completely decreased to values of the cell-free 
electrode and does not change anymore in the further course of the experiment. Meza & Ibarra (1980) 
reported on a decrease of the TER by 75 % upon treatment of MDCK-II cell layers with 5 µg·mL−1 
cytochalasin for two hours [398], which is similar to findings by Stevenson & Begg (1994) [397] and which 
agrees well with the findings on the basis of the QCM-ECIS sensor approach.  
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The analysis of the data from QCM-ECIS experiments further shows that the 𝛼 value also descreases in 
the course of cD treatment, though in contrast to 𝑅𝑏  slower and gradually (Fig. 5–36). It is reduced to 
∼ 8 Ω1/2·cm after 2 h and to ∼ 6 Ω1/2·cm after 4 h, which is still significantly above cell-free values. These 
data indicate a kinetic discrepancy in the structural alterations of cell-cell and cell-substrate contacts. 
Exposure of a cell layer to cD causes a very fast loss in the barrier resistance of the cell layer, while 
electrical properties that are attributed to the subcellular cleft are affected delayed and less pronounced. 
This supports the assumption that actin cytoskeleton disruption is directly linked with the disassembly 
of intercellular sealing junctions and probably also of adherens junctions. The cell-substrate properties 
are more or less affected subsequently, as a consequence of lost intra- and extracellular mechanical 
stability from the actin cytoskeleton and junctions to adjacent cells. If assuming no alteration in the 
resistivity of the subcellular electrolyte, the gradual decrease in 𝛼 can be assigned to either a reduction 
of the average cell diameter, or an increase in the mean cell-substrate distance, according to Eq. (49). It 
is likely a combination of both, since (i) the opening of intercellular junctions and an ongoing cell 
contraction goes along with a reduction in the average cell diameter, and (ii) the strength and number of 
actin-linked focal adhesions for cell-substrate anchorage is reduced due to cD [384,500,501], which is probably 
accompanied by an increasing average cell-substrate distance. For a more detailed analysis of structural 
processes during cD challenges, the cell-substrate distance and its alteration have to be further 
investigated. Fitting of the ECIS data shows a significant increase in the membrane capacitance 𝐶𝑚, 4 h 
after cD inoculation. This could indicate an increase of membrane folding. However, such membrane 
foldings are typically stabilized by f-actin, which is actually depolymerized due to cD. This value might be 
explained as an artifact just as well, since 𝐶𝑚 values are increasingly hard to determine when 𝑅𝑏  ≈ 0 and 
𝛼 values are low. In order to confirm this suggestion, further studies focusing on this are needed, too. 
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Fig. 5–36 Modeling the impedance data of cell-covered electrodes, according to the model 
presented in subsection 3.4.3, provided the characteristic frequency-independent parameters 𝑅𝑏, 
𝛼 , and 𝐶𝑚  for MDCK-II cell layers exposed to 5.0 µM Cytochalasin D (cD) for 0.5 h (  ), 2 h 
(  ), and 4 h (  ). Untreated cells serve as reference level (  ). The bulk resistance 𝑅𝑏𝑢𝑙𝑘 
and the CPE parameters 𝑛  and 𝐴  (cf. Eq. (18)) were determined by linearly fitting impedance 
spectra at high and low frequencies, respectively, providing values of 𝑅𝑏𝑢𝑙𝑘 = 430 Ω, 𝑛 = 0.97, and  
𝐴 = 1.78 ·10−5 F·sn−1·cm−2 for an electrode surface area of 2.05 ·10−3 cm2. 
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Analysis of QCM Data 
Changes in the QCM sensor signal, i.e. in the minimal impedance |𝑍|𝑚𝑖𝑛, upon cell treatment with cD are 
assigned to changes in the cytomechanics. The underlying correlation is an increase/ decrease in |𝑍|𝑚𝑖𝑛 
with increasing/ decreasing stiffness of a viscoelastic microbalance loading. This dependency could be 
demonstrated in an empirical approach where it was investigated the change in the minimal impedance 
of an oscillating quartz disc upon loading it with gelatins of various stiffness (data not shown). Hence, a 
decrease in |𝑍|𝑚𝑖𝑛 of a microbalance loaded with a cell layer can be assigned primarily to losses in the 
cellular stiffness, whereas an increase of |𝑍|𝑚𝑖𝑛, like it is for example observed in cell fixation experiments 
with GA and PFA (cf. 5.3.2, p. 149 ff.; discussed below in 5.4.5) reports on increasing stiffness of the soft 
matter on the QCM.  
However, the electrochemical data from cD assays report on a contraction and partial detachment of 
cells, if applying sufficiently high drug concentrations for a long period. Cell detachment is induced by an 
initial disassembly and reduction of FA contacts and a rounding up of cells.[500,501] The acoustic waves of 
the microbalance in the region of a detaching cell thus progressively penetrate less into the viscoelastic 
cell body, replaced by an increasing amount of viscous culture medium. This also applies for cells that 
remain attached to the surface in spread shape, however increase the cell-substrate distance due to actin 
disintegration. These processes change the mechanical properties (the cell-to-medium ratio) near the 
QCM surface and, more precisely, within the decay length of the acoustic wave. The mentioned 
cytomechanical and cell morphological alterations due to cD treatment consequently would shift the 
average impedance signal towards values of the cell-free resonator immersed in medium only.  
Assigning the QCM signal changes to micromechanical alterations within the cell layer only and not 
taking into account potential processes of cell detachment or axial cell movement may lead to a 
misinterpretation of data. This again illustrates the big advantage of combined measurements, which 
provide multi-perspective views on the cell layer properties. ECIS in addition to QCM monitoring is 
complementary and covers the above-mentioned uncertainties in QCM data interpretation. Capacitance 
data from ECIS recordings is capable of reporting sensitively on gaps in the cell layer due to cell 
detachment and the electrochemical resistance can provide information on height changes of the 
subcellular cleft. Results of cD studies show that capacitances increase only to a small extent within 4 h 
after stimulation. Moreover, fitting a theoretical model to the experimental ECIS data shows that 
resistance decreases within the first hour are predominantly due to opening of the intercellular sealing 
and comparatively less due to an increasing distance between the cells and the working electrode of the 
sensor. Hence, the pronounced |𝑍|𝑚𝑖𝑛 decreases within this period are not due to to cell detachment but 
can be very likely assigned to losses in the micromechanical stiffness of cells. This is consistent with 
several published AFM studies on cellular elasticity. In these, decreases of the Young’s modulus by factors 
of 2 – 3 are reported upon cytochalasin treatment of cell layers [394–396,403,404,502]. In cases of single cells, an 
even up to 7-fold decrease of the cellular stiffness is observed [396], which, however, is due to a higher 
initial stiffness of single cells compared to cells that are part of a mechanically cross-linked monolayer 
unit. Moreover, from AFM indentation experiments the actin cytoskeleton has been made responsible 
for half of the overall cellular stiffness in cell layers that form close intercellular junctions.[479]  
A time-dependent effect of different cytochalasin concentrations on the cell layer elasticity was also 
assumed from AFM force mapping.[395] The respective AFM studies, however, were disadvantageous for 
kinetic analysis of drug effects due to a poor temporal resolution of data acquisition. For instance, the 
cellular stiffness did already change significantly within 20 min upon drug treatment, which was roughly 
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the time required for recording one elasticity map of 64 x 64 force curves. This again nicely points out 
one big advantage of real-time QCM cell sensing over AFM elastography. 
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Fig. 5–37 |𝑍|𝑚𝑖𝑛  changes during MDCK-II cell attachment/ spreading and treatment with 
cytochalasin D (cD) reveal different mechanical contributions of different cell constituents to the 
measured signal. Different “mechanical levels” can be determined for (0) the cell-free sensor, (A) 
single cells attached to the surface, (B) a confluent monolayer of spread and interconnected cells, 
and (C) a confluent cell layer, however without dynamic f-actin structures due to cD treatment. 
One can observe different stationary |𝑍|𝑚𝑖𝑛 values in the course of cell layer formation and cD treatment, 
as it can be nicely seen in the time course of a typical experiment below in Fig. 5–37. These levels and the 
∆|𝑍|𝑚𝑖𝑛 signal changes inbetween can be split into separate mechanical contributions to the load of the 
resonator, originating from different structural properties of individual cells and the cell layer as a whole. 
The default starting point of experiments was the cell-free sensor immersed in cell culture medium only 
(≙ reference level of |𝑍|𝑚𝑖𝑛, ∆|𝑍|𝑚𝑖𝑛 = 0). By seeding 450 000 MDCK-II cells per square centimeter on the 
quartz resonator, the minimal oscillation impedance increases in a biphasic shape to a constant level 
during the attachment and spreading phase (0 → B in Fig. 5–37). The endpoint reflects the mechanically 
equilibrated state of an established confluent cell monolayer. As discussed already above (5.4.5 Cell 
Attachment and Spreading), this signal time course can be basically separated into the following two 
mechanical processes taking place on the QCM surface: Firstly, the settlement of suspended, spherical 
cells onto the resonator and into the field of view of the acoustic wave, followed by initial cell-substrate 
anchoring processes (0 → A in Fig. 5–37). These include the formation of FAs and HDs of the (still) 
separate cells to the underlying growth substrate and the ECM. Secondly, cells begin to spread on the 
surface. They thereby come in close contact to attached neighboring cells and begin with the formation 
of intercellular anchoring junctions (AJs, desmosomes), communicating junctions (GJs), and sealing 
junctions (TJs). These structural processes during cell layer formation take place under remodeling of the 
intracellular actin cytoskeleton. This causes a short-time mechanical stiffening of the cells, which is 
reflected in the observed transient maximum of |𝑍|𝑚𝑖𝑛. After functional and structural connection, the 
initially single cells finally form a dense and mechanically stable cell layer network (A → B in Fig. 5–37). 
The stiffness of the cell layer is primarily determined by the actin filament network and the resulting 
lateral tension in the plasma membrane.[396,403,404,470,502]  
By adding the actin disrupting drug cytochalasin D to the confluent cell layer, the |𝑍|𝑚𝑖𝑛 value rapidly 
drops within few minutes to a substantially lower level (B → C in Fig. 5–37). The final situation on the 
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microbalance is a still confluent layer of cell bodies, however, whose dynamic intracellular actin 
cytoskeleton network is disassembled. From experiments of cell fixation and subsequent membrane 
disintegration, discussed below in subsection 5.4.8, it is evident that the QCM load impedance and 
cellular stiffness are determined by the protein network and that the contribution of the plasma 
membrane is neglectable. It is assumed that the cD-mediated disassembly of the actin cytoskeleton 
mainly affects the very dynamic f-actin structures whereas the cortical actin attached to the plasma 
membrane largely remains intact. Therefore, the difference in the |𝑍|𝑚𝑖𝑛 levels of “B” and “C” in Fig. 5–
37 is assigned to the mechanical contribution of the dynamic actin cytoskeleton in the cell layer, which is 
about 1/3 of the total ∆|𝑍|𝑚𝑖𝑛  increase by a confluent cell layer. The remaining damping of the 
microbalance oscillation, between the cell-free sensor and level “C”, consequently arises from the 
mechanical properties of the attached cell bodies lacking the very dynamic parts of f-actin. Regarding 
the cell mechanics, AFM studies in combination with fluorescence microscopy and immunostaining 
showed that, besides the actin microfilaments, intermediate filaments contribute decisively to the 
overall cell elasticity, whereas microtubules play only a minor role.[395,503–508] The cell body mechanics are 
further determined by the elasticity of vinculin [509], the viscoelasticity of the phospholipid bilayer 
membrane-enclosed cytoplasm, and by the mechanical interactions of all remaining cellular structures 
just like in a tensegrity model [419,508,510,511]. In this state, cytomechanics measured by QCM resonators 
however may not be approximated by the mechanical model of vesicles, comprising the elasticity of the 
plasma membrane and the viscosity of the enclosed liquid. This correlation did not apply previously for 
MDCK-II cells with intact actin network, since their viscous energy dissipation was found to be 
significantly higher.[227] The experiments further show that disassembly of dynamic f-actin causes loss of 
only ∼ 1/3 of the total energy dissipation of MDCK-II cell layers on resonators. The remaining oscillation 
damping is still significantly higher compared to liposomes attached to the QCM [227], making them also 
a not suitable mechanical model for cD treated cell layers. As evident from Fig. 5–37, Saponin addition 
subsequent to cD treatment leads to an almost complete loss of the cell-caused motional impedance 
∆|𝑍|𝑚𝑖𝑛 to cell-free levels (C → ∼ 0). The detergent causes perforation of the apical and basolateral cell 
membrane and, thus, disintegration of the cellular unit and of cell body micromechanics. It is assumed 
that upon membrane disintegration the actin cortex loses its anchorage structure and disintegrates 
together with it. This would consequently mean that the contribution of the cortex to the mechanical 
stiffness of the cells disappears. And this again would explain the observed almost complete decline of 
the remaining ∼ 2/3 of the QCM load impedance of the cell layer (level “C” in Fig. 5–37). The slow decrease 
in |𝑍|𝑚𝑖𝑛 thereby assumedly reflects the diffusion-determined detachment of cellular fragments from 
the microbalance surface. Moreover, the dissolution of cells without externally applied convection does 
not lead to a complete removal of the acoustic load from the QCM. The remaining energy dissipation of 
nearly 100 Ohm is attributed to cellular fragments remaining stuck to the sensor surface.  
5.4.8 Cell Stiffening using Chemical Fixatives 
The QCM-ECIS data clearly report on different mechanical as well as dielectrical cell responses upon 
protein cross-linking, dependent on the kind and concentration of the fixing agent (Fig. 5–21, p. 153).  
Correlation of QCM and ECIS Data 
Fig. 5–38 summarizes the QCM and ECIS data, which have been obtained from time-resolved GA and 
PFA cell fixation assays on the dual sensor. In the 3-D plot (Fig. 5–38 A), with the three sensor parameters 
(∆|𝑍|𝑚𝑖𝑛, 𝑅norm, and 𝐶norm) as perpendicular axes, one can see the significantly different spatial curves of 
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the different fixation experiments. Correlations of two sensor parameters, i.e. the projections of the 3-D 
curves in Fig. 5–38 A to the planes, are represented in Fig. 5–38 B – D. These diagrams enable new 
insights in the temporal correlation of mechanical and dielectrical changes in cell layers and, thereby, 
provide information on possibly associated structural alterations upon fixation.  
The 𝐶norm-∆|𝑍|𝑚𝑖𝑛 plot (Fig. 5–38 B) shows that there is no noticeable correlation between cell stiffening 
and the degree of cell-coverage on the ECIS WE for the fixation of cells with any GA concentration. For 
0.025 % GA ( ) there is a comparatively fast initial increase in the capacitance while ∆|𝑍|𝑚𝑖𝑛 increases 
slowly in this period. For 0.1 % GA ( ) the period of the fast initial rising in 𝐶norm is accompanied by a 
likewise fast increase in ∆|𝑍|𝑚𝑖𝑛. And for 0.25 % GA ( ) the fast and efficient stiffening of the cell layer 
(strong ∆|𝑍|𝑚𝑖𝑛 increase) likely prohibits any cellular reaction and a potential cell detachment (no change 
in 𝐶norm). The 𝑅norm-∆|𝑍|𝑚𝑖𝑛 plots (Fig. 5–38 C) indicate that cellular stiffening and the opening of tight 
junctions take place in a similar dependency for one sort of fixative. In the first stages after adding GA to 
the cells, an increase in ∆|𝑍|𝑚𝑖𝑛  is accompanied by a decrease in 𝑅norm . As mentioned before, the 
decrease in 𝑅norm is less pronounced with increasing GA concentrations. This is reflected in a flattening 
of the slopes of curves in Fig. 5–38 C (  >  > ). On closer examination a three-phase course of the 
GA-curves is identified. After the initial simultaneous increase of ∆|𝑍|𝑚𝑖𝑛 and decrease of 𝑅norm, there is 
a horizontal phase in which ∆|𝑍|𝑚𝑖𝑛 increases only without an accompanied change in the resistance. In 
the final phase, 𝑅norm is slightly reduced again during an ongoing increase of ∆|𝑍|𝑚𝑖𝑛. A translation of 
these phases, of mechanical and dielectrical parameter changes, into separate and successive structural 
processes occuring in the cell layer during fixation, however, requires detailed further investigations. 
Especially early processes have to be investigated with a high time-resolution, as the described 
parameter changes in the denoted first phase take place within the first 5 – 10 min after addition and are 
based on only few data points. Effects due to compound addition itself, like changes in temperature, 
convection, and osmotic stress, have to be taken into account in this context, too.  
The fixation of cellular proteins with 1 % PFA shows a completely different correlation of mechanical and 
dielectrical sensor parameters. The strong decrease in 𝑅norm, the moderate increase in ∆|𝑍|𝑚𝑖𝑛, and the 
negligible change in 𝐶norm cause that the PFA-curves significantly differ from the GA-curves in the 3-D 
and 2-D correlation plots (  in Fig. 5–38). This is most evident in the 𝑅norm-∆|𝑍|𝑚𝑖𝑛  diagram. After 
adding PFA as fixing agent to the cells, there is a ∆|𝑍|𝑚𝑖𝑛 increase and a 𝑅norm decrease, similar to the 
initial processes upon adding GA. After approximately 5 min almost 50 % of the overall ∆|𝑍|𝑚𝑖𝑛 increase 
are reached. In contrast to the curves of GA-mediated cell fixation, ∆|𝑍|𝑚𝑖𝑛 increases by ∼ 100 Ohm only 
slightly during the following ∼ 50 min, whereas in this period 𝑅norm  drastically drops by ∼ 45 % with 
respect to values before fixation. Afterwards, 𝑅norm and ∆|𝑍|𝑚𝑖𝑛 slowly and simultaneously approach to 
final values. Hence, there seems to be a secondary effect of PFA on the cells, which is absent when cells 
are exposed to GA instead and thus is assumed to be independent of the pure protein cross-linking and 
cell stiffening process.  
Analysis of QCM Data 
The minimum impedance of the microbalance oscillation, |𝑍|𝑚𝑖𝑛, increases in a dose-dependent manner 
for the cross-linking of cellular protein with GA. Thus, this data show exactly the opposite QCM whole-
cell sensor response compared to the just previously discussed observations for cell layers stimulated 
with cD. The higher the concentration of the fixative the faster is the increase of ∆|𝑍|𝑚𝑖𝑛 and the earlier 
stationary end values are reached (Fig. 5–21 A, B). The higher the temporal and local availability of GA 
molecules the more cross-linking reactions take place simultaneously, which results in a faster stiffening 
of the cells and an earlier abreaction of any available amino group of the cells and the ECM.  
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Fig. 5–38 (A) 3-D QCM-ECIS impedance plot (∆|𝑍|𝑚𝑖𝑛  vs. 𝑅norm  vs. 𝐶norm) of averaged, time-
resolved cell fixation assays. Parameter changes are shown between the point (𝑡0 ) of adding 
PBS++/ Glucose ( ), 0.025 % GA ( ), 0.1 % GA ( ), 0.25 % GA ( ), or 1 % PFA ( ) to a 
confluent MDCK-II cell layer and 𝑡1 = 3 h. (B), (C), (D) Projections on the planes of the 3-D curve in 
A. 𝑅norm and 𝐶norm are displayed at the respective most sensitive frequencies, which are 316 Hz 
and 40 kHz. The time resolution between two points in A is 0.6 min. Data points in B, C, and D 
were reduced for the sake of clarity, resulting in a time resolution of 1.8 min. 
 
Moreover, there is a significant difference between GA and PFA cross-linking. This becomes obvious 
from the curve shapes in the ∆|𝑍|𝑚𝑖𝑛  time course, but also from the effects of the fixatives on the 
dielectrical properties of cells, which are discussed below. After adding 1 % PFA to the cells, there is a 
steep and stepwise initial increase of ∆|𝑍|𝑚𝑖𝑛 , followed by a slow and steady approximation to final 
values within 18 h. The lowest GA concentration, for instance, causes a steady and continuous increase 
in ∆|𝑍|𝑚𝑖𝑛 from the point of addition. For all applied GA concentrations, the overall ∆|𝑍|𝑚𝑖𝑛 increase is 
significantly higher compared to the cross-linking of cellular protein with 1 % PFA. The main reason for 
these observations may arise from the different molecular structures and the related different 
mechanisms and properties of tissue penetration and cross-linking of the fixatives. Firstly, formaldehyde 
diffuses faster into the cells, causing a quick initial cross-linking of protein structures not only at the apical 
but also at the basal side of the cells. This leads to immediate micromechanical changes within the decay 
length of the acoustic wave and, thus, to an instantaneous QCM response. Secondly, the glutaraldehyde 
molecules perform a more efficient cross-linking once they have diffused into the cells and to the basal 
cell regions, due to two aldehyde groups per molecule and a longer and flexible hydrocarbon chain. The 
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gradual and very steep increase of energy dissipation due to cell fixation is very clear in the QCM spectra, 
shown in SI 21 (p. 274). The resonance curve of the impedance magnitude (SI 21 A) is strongly damped 
and flattened with progressive duration of GA-action on the cell layer. This is similarly reflected in the 
phase spectra (SI 21 B), where a drastic decrease of the maximal phase angel and a distinct broadening 
of the phase peak report on increased losses of oscillation energy. The phase angle maximum even drops 
to values well below zero. These studies in passive-mode QCM (impedance analysis), therefore, could 
not be performed with any active-mode QCM, like for example the commercial Q-Sense QCM-D 
platforms (Biolin Scientific; Stockholm, Sweden) [512], which require a zero-crossing of the phase for the 
electrical compensation of oscillation damping.  
Permeabilization of the plasma membrane with Saponin subsequent to cross-linking of all cellular 
protein, either with GA or PFA, does not alter the increased QCM damping resistance at all. This is evident 
in the typical ∆|𝑍|𝑚𝑖𝑛 time course of an entire cell attachment/ fixation/ permeabilization assay in Fig. 5–
20 A (p. 151). Equal results were reported previously for cell fixation with 2.5 % GA and 4 % PFA, and 
subsequent membrane perforation with Triton-X-100.[268] The results presented above confirm this and 
demonstrate that this applies even at 100-fold lower GA concentrations. In AFM studies, a removal of the 
plasma membrane of GA fixed cells did not change the stiffness of the cell layer.[408] The acoustic load 
impedance and stiffness of fixed cells thus are solely determined by the protein framework of the cells, 
whereas the lipid bilayer and the cytoplasm do not contribute in a detectable extent. Wegener et al. 
(2000) [216] demonstrated that the extracellular matrix (ECM) contributes to the load impedance of quartz 
resonators mainly in the inductance, whereas resistance contributions by the ECM are negligible 
compared to the values arising from attached MDCK-II cell layers. Moreover, it was shown that cross-
linking of a gelatin layer, which was deposited on a quartz resonator and should imitate the ECM, does 
not cause an increase in the damping resistance.[268] Hence, the observed ∆|𝑍|𝑚𝑖𝑛 increase (|𝑍|𝑚𝑖𝑛~ 𝑅𝑞, 
according to Eq. (44)) is also no effect which is due to the cross-linking of proteins in the ECM between 
the cell layer and the microbalance surface. Moreover, FLIC microscopy studies could demonstrate [268] 
that the increase in the damping resistance upon fixation with PFA is not related to changes in the cell-
substrate distance. Taken together, these results provide strong evidence that the measured ∆|𝑍|𝑚𝑖𝑛 
increase and, thus, the quartz oscillation damping solely arise due to the crosslinking and stiffening of 
the intracellular protein. 
Modeling of QCM Data 
From the QCM impedance spectra, the damping resistance could be extracted by BVD modeling of the 
data (3.3.2 Electro-acoustic Modeling and Impedance Analysis of TSM Resonators, p. 37 ff.). In Fig. 5–39, 
the resistance change of the quartz oscillation is exemplarily shown for the cross-linking of cellular 
protein with 0.25 % GA ( ) and 1 % PFA ( ) as well as for negative control ( ). The damping 
resistance of the quartz oscillation 𝑅 increases on average by 930 (± 60) Ohm (mean ± SEM; N = 12), i.e. 
190 (± 6) %, upon coverage of a medium-loaded resonator surface with a confluent layer of MDCK-II cells. 
Cell fixation causes a further increase of 𝑅 by 2700 (± 300) Ohm (N = 6) and 910 (± 90) Ohm (N = 6) after 
3 h of applying 0.25 % GA and 1 % PFA, respectively (Fig. 5–39). These effects of protein cross-linking are 
equivalent to 350 (± 20) % (for 0.25 % GA) and 220 (± 20) % (for 1 % PFA) of the damping resistance 
caused by the cell layer. The analysis of ∆𝑅 thus provides an even more pronounced QCM response upon 
cell fixation as the course of the ∆|𝑍|𝑚𝑖𝑛  raw data already indicated with increases of 208 (± 6) % for 
0.25 % GA and 180 (± 10) % for 1 % PFA relative to the damping caused by the cell layer. 
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Fig. 5–39 Changes of the QCM damping resistance ∆𝑅 upon cell-layer fixation on QCM-ECIS 
sensors at time zero with either 0.25 % GA ( ) or 1 % PFA ( ), extracted from modeling the 
measured impedance data with the BVD equivalent circuit (cf. 3.3.2). Cells of negative control 
were exposed to PBS++/ Glucose ( ). Significant differences in both the kinetics and the degree 
of resistance increase are observed. Data points were reduced for sake of clarity.  
Similar results were reported previously by Reiß [268] and Heitmann et al. [22]. Upon fixation of confluent 
MDCK-II cell layers with 2.5 % GA they determined an increase in the damping resistance ∆𝑅  by 
540 (± 90) % (in the load impedance ∆|𝑍𝐿| by 500 (± 90) %) relative to the native cell layer on classical 
1ElQs. The time of half-maximal signal change was determined to 170 (± 10) s. Nearly the same end value 
was obtained with a tenfold lower GA concentration, however, the time for reaching half of maximal 
levels then was significantly later at 690 (± 40) s. The influence of PFA-mediated protein cross-linking on 
the damping resistance (load impedance) of cell-covered quartz disks was also reported. Even though 
cells there were exposed to a fourfold higher PFA concentration than in the studies presented here, ∆𝑅 
and ∆|𝑍𝐿| increased by 195 (± 8) % and 190 (± 10) %, respectively, only to slightly lower values compared 
to the results presented above. However, the differences between the 1ElQs (2nd generation QCM) used 
by Reiß and the 2ElQs (3rd gen. QCM) used in this thesis (the oscillation amplitudes and the Q-factor of 
2ElQs are significantly lower; see discussion under 4.3.1, p. 97 ff.) anyway does not allow a direct 
comparison of parameter changes. As discussed above (5.4.2, p. 167 ff.), the smaller electrode size of the 
double-spot quartz disk causes already a significant intrinsic damping of the quartz oscillations in air (cf. 
Fig. 5–27, p. 168), which is ∼ 1 kOhm higher than that of the single-spot QCM, when expressed as values 
of the minimum impedance. If cells are grown on both types of resonators, the values of minimal 
impedance and phase maximum, which both are parameters for oscillation damping, amount to 
approximately 2800 Ohm and −9 ° for 3rd generation QCM sensors and to 900 Ohm and 42 ° for sensors 
of the 2nd/ 1st generation QCM. It is assumed that the already strong damping of a cell-covered 2ElQ 
oscillator limits its sensitivity for detecting further big contributions to energy dissipation, like for 
example when cellular protein is cross-linked. By contrast, the much less intrinsically damped 1ElQ 
exhibits the capacity for detecting additional big dissipative contributions from the quartz surface load. 
It is interesting that one can observe a bigger signal change and, thus, a higher sensitivity of 3rd compared 
to 2nd/ 1st generation microbalances upon cell attachment and spreading (Fig. 5–27), whereas the 2nd/ 1st 
generation QCM seems to report more sensitively on further, additional damping effects. Hence, there 
seems to be a threshold of the damping resistance above which the sensitivity of 2ElQs is reduced in 
comparison to 1ElQs. Though absolute values and parameter changes can not be directly compared for 
the mentioned reasons, more than just basic trends and similarities in the QCM time courses can be 
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recognized. Due to additional AFM investigations of native and fixed cell layers, the changes in the QCM 
damping (load impedance) could be strongly related to changes in the micromechanical stiffness 
(Young’s modulus) of cells.[22,268] However, AFM and QCM data of cells should be correlated with caution, 
since the AFM is rather sensitive to structural and mechanical alterations at the apical side of the cells, 
whereas the detection volume by the QCM is restricted to micromechanical changes close to the 
substratum, like for example of the basal cytoskeleton and focal adhesions.  
Analysis of ECIS Data 
In the course of fixation the dielectrical properties of the cell layers are significantly less affected than the 
mechanical readout-parameters of the dual sensor. However, interesting fixative- and dose-dependent 
differences are observed, especially regarding the time courses of the paracellular resistance. Cross-
linking of cellular protein causes little reduction of the electrical resistance at 316 Hz when applying GA 
and a comparatively strong decrease when applying PFA (Fig. 5–21 C, D). This is noteworthy, because 
PFA treatment caused the smallest effect in the changes of cellular mechanics compared to GA-
mediated fixation, as discussed above. Hence, the dielectric structure of the cell layer is largely preserved 
during fixation with GA, whereas the paracellular current pathways are distinctively opened in the course 
of fixation with PFA. This reports on the enlargement of the subcellular and, more likely, intercellular 
cleft due to a weakening of cell-substrate and cell-cell contacts. The cross-linking mechanism and the 
target structures of PFA thus seem to affect the functional integrity of barrier forming tight junctions.  
In dye uptake studies, where membrane impermeable FITC-labeled dextran (250 kDa) was provided 
extracellularly to fixated NRK cell layers, distinct differences in the intracellular fluorescence could be 
observed, depending on the applied fixation agent (data not shown). After the fixation of cells with either 
0.5 % or 1 % GA, no fluorescence of FITC-dextran could be seen inside the cells, just as in negative control 
cells where FITC-dextran was provided extracellulary to not fixated cells. However, a clear intracellular 
fluorescence could be seen in cells that have been fixated with either 2 % or 4 % PFA directly after adding 
FITC-dextran. The dye was taken up by more than 50 % of the cells that have been fixated with 2 % PFA, 
and intracellular FITC-dextran could be detected across the entire cell layer that has been cross-linked 
with 4 % PFA. This independent, microscopic investigations provide evidence that (i) GA and PFA act in 
different ways, and (ii) the cross-linking mechanism of PFA apparently causes an either direct or indirect 
perforation of the plasma membrane. This membrane permeabilization may be the reason for the 
electrical impedance decreases observed in the presented QCM-ECIS studies.  
However, there is no detachment of cells from the cell layer, as evident from capacitance values which 
remain constant near starting values throughout the entire investigation period (Fig. 5–21 E, F). By 
contrast, the capacitance values of PFA-fixated cells on the ECIS working electrode lie even slightly below 
values of negative control (cf. zoom-in in Fig. 5–21 E). Cell layers that were exposed to GA show 
concentration dependent changes of their dielectrical properties. Lower concentrations of GA thereby 
cause stronger reductions in the electrical resistance than higher concentrations. This means that a 
reduction of the GA concentration causes an increasingly strong opening of intercellular junctions during 
the fixation process. This is exactly the converse dose-dependent effect of GA compared to the 
previously discussed increases in ∆|𝑍|𝑚𝑖𝑛 and the Young’s modulus, respectively. Hence, the bigger the 
amount of fixative that is available in the cells the faster cellular protein is cross-linked, the faster cells 
are stiffened, and the smaller is the invasiveness of the cross-linking on the functional integrity of tight 
junctions. Moreover, the high-frequency capacitances at 40 kHz are also slightly increased by ∼ 10 % for 
the two lowest GA concentrations applied (0.025 and 0.1 %), whereas 0.25 % GA do not cause any change 
in the capacitance at all. Even though these changes are only marginal, too mild and supposedly gentle 
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cross-linking with low amounts of fixative therefore may even cause a partial detachment of cells. It is 
supposed that a too slow and less invasive cross-linking action enables a physiological reaction of the 
cells. In sum, the QCM-ECIS data consistently show that the fixation of cells with high amounts of GA is 
strongly recommended, for applications where a structural and functional conservation of the cellular 
state and of the tight junctions between adjacent cells are desired. Too low concentrations of GA and the 
usage of PFA for fixation, however, would per se lead to alterations within the cell layer during the 
fixation process. This means that in cell based assays, where cells are fixated in the mentioned manner 
after a stimulation for the purpose of microscopic analysis, the effects due to fixation could not be 
separated from the cellular responses to the stimulus, which actually are to be investigated. 
Membrane permeabilization with Saponin after protein cross-linking causes a rapid drop of the barrier 
resistance to values slightly above that of sensors without cells and immersed in cell culture medium only 
(  in Fig. 5–21 D). This causes also an instantaneous increase in the capacitance to almost values of 
the cell-free level (Fig. 5–21 E). The rapid kinetics of electrochemical signal changes upon Saponin 
treatment can be nicely seen in the typical 𝑅norm and 𝐶norm time courses of an entire cell attachment/ 
fixation/ permeabilization assay in Fig. 5–20 C (p. 151). The corresponding spectra of impedance 
magnitude, phase angle, resistance and capacitance are shown in SI 21 (p. 274). For the GA- and PFA-
mediated cross-linking and subsequent membrane perforation by Saponin typical 𝑅norm  and 𝐶norm 
curves with high temporal resolution are depicted in SI 24 (p. 277). The ECIS data demonstrate that 
perforation of the apical and basolateral plasma membrane causes an instantaneous loss of the 
dielectrical structure of a cell layer. The cell bodies lose their impeding character on the current flow 
between the working and counter electrode and the impedance of the entire system is henceforth 
determined only by the electrodes and the electrolyte in between. This allows us to conclude that, firstly, 
cross-linking of cellular protein in the forerun of membrane perforation has no reduced  or delayed effect 
on the generation of para- and transcellular current pathways. Secondly, the remaining highly cross-
linked protein framework of the cells and the ECM on the sensor surface does not impede current flow 
across the entire frequency window between 1 Hz and 1 MHz (cf. SI 21 C – E, p. 274), though it exhibits an 
unchanged high Young’s modulus and QCM damping resistance, respectively. Thus, the cell layer 
dielectrics at high frequencies are exclusively determined by the capacitance of the basolateral and apical 
plasma membrane, and resistance contributions by the cytoplasm and intracellular structures in series 
to that can be fairly neglected.   
Modeling of ECIS Data 
In order to get a more detailed view on the structural changes that may take place within the cell layer 
during fixation and which cause the discussed dielectric changes, the impedance data was fitted with a 
transfer function (Eq. (50)) according to the model mentioned above (3.4.3). Fig. 5–40 shows the fitting 
parameters, 𝑅𝑏 , 𝛼 , and 𝐶𝑚 , extracted from data sets of typical cross-linking assays with 0.25 % GA 
(Fig. 5–40 A) and 1 % PFA (Fig. 5–40 B). The native MDCK-II cell layers show significantly high 𝑅𝑏  and 𝛼 
values (  ), reflecting a moderate barrier resistance and an impedance of the subcellular cleft as 
typically found for MDCK-II layers.[473–475,480–485] The reduction of the low-frequency resistance in ECIS 
measurements during GA fixation of cells (cf. Fig. 5–21 C, D) are mainly attributed to losses in the barrier 
resistance. Impedance changes in the subcellular cleft, however, seem to be negligible as evident from 
an almost unchanged cell-substrate parameter 𝛼 (  in Fig. 5–40 A). The situation is different for PFA 
cross-linking of cellular protein. 𝑅𝑏  values are almost completely reduced 24 h after adding 1 % PFA to 
the cells. Final values are less than 5 % compared to the barrier resistance of the native cell layer before 
fixation. Initially this is a strong indication that PFA causes a substantial and almost complete loss in the 
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barrier function of tight junctions. However, since 𝛼 is also significantly reduced by ∼ 60 % in the course 
of PFA fixation (  in Fig. 5–40 B) and considering the results of the dye uptake studies mentioned 
above, there is a strong hint that a PFA-mediated permeabilization of the cell membrane is the reason 
for the significant decrease of both 𝛼 and 𝑅𝑏  values. If so, effects due to membrane permeabilization and 
due to TJ opening can not be clearly distinguished from each other in the decrease of 𝑅𝑏 . The same 
applies for 𝛼 and structural changes except membrane permeabilization that are reflected in changes of 
the parameter value. If the cell membrane is assumed to be intact and if a not changing conductivity of 
the subcellular medium is assumed, too, a decrease in 𝛼  reports on a weakening of cell-substrate 
contacts. This is structurally related to either a decrease in the average cell diameter or an increase in the 
cell-substrate distance (cf. Eq. (49)). A weakening in the substrate adhesion of cells means a reduction of 
focal contacts. On the one hand, this leads to an increased distance between the cell bodies and the 
working electrode. On the other hand, this causes a less spread and more rounded cell shape at the 
basolateral side, which is equivalent to a reduction of the actual cell radius. Further investiagtions are 
required to clarify the situation and the origin of the effects observed in 𝛼 and 𝑅𝑏. Irrespective of that, 
neither GA- nor PFA-mediated cross-linking discernibly affected the membrane capacitance 𝐶𝑚. 
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Fig. 5–40 Modeling the impedance data of cell-covered electrodes (according to the model 
presented in subsection 3.4.3) provided the characteristic frequency-independent parameters 𝑅𝑏, 
𝛼, and 𝐶𝑚. Data are shown for native MDCK-II cell layers (  ), for cells exposed to (A) 0.25 % 
GA and (B) 1 % PFA (  ), and for fixated cells successively treated wit Saponin (  ). The bulk 
resistance 𝑅𝑏𝑢𝑙𝑘 and the CPE parameters 𝑛 and 𝐴 (cf. Eq. (18)) were determined by linearly fitting 
impedance spectra at high and low frequencies, respectively, providing values of 𝑅𝑏𝑢𝑙𝑘 = 450 Ω, 
𝑛 = 0.98, and 𝐴 = 1.71 ·10−5 F·sn−1·cm−2 for an electrode surface area of 2.05 ·10−3 cm2. 
Membrane perforation by Saponin subsequent to fixation (  ) causes in all cases a drastic drop in the 
impedance contributions of both the cell-cell contacts (𝑅𝑏) and the cell-substrate contacts (𝛼). However, 
it should be noted that the applied model for fitting the impedance data is actually only applicable in the 
presence of a confluent cell layer on the working electrode, so that the fitting values after membrane 
permeabilization have to be considered with caution. Though basic trends and fixative-related 
differences are clearly evident in the fitting parameters, the presented data in Fig. 5–40 are results of only 
one typical measurement. To be able to extract statistically reliable statements from changes in the 
fitting parameters thus a larger population of data has to be modeled and analyzed. Nevertheless, the 
obtained parameter changes fit well with previous observations by Reiß (2004) [268], who found distinct 
drops in the barrier resistances to approximately 20 % and 10 % with respect to the native cell layers after 
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30 min of cell fixation with 2.5 % GA and 4 % PFA, respectively. However, reductions in the 𝛼 value during 
fixation were observed neither for GA nor for PFA. These findings have been confirmed by analysis of the 
cell-substrate distance in FLIC microscopy studies. 
 
In sum, the fixation and permeabilization assays showed significantly different sensor responses in QCM-
mode and ECIS-mode. This results demonstrate at the same time the striking benefit of the dual QCM-
ECIS monitoring in cell-based assays, compared to the respective separate sensor techniques. For 
instance, protein cross-linking with 0.25 % GA induces only slight changes in the dielectrical cell layer 
properties, even though the fixation means a drastic impact on the cellular structure and function. This 
becomes evident only if one looks at the impedance data from microbalance recordings. These are 
capable of detecting the enormous stiffness increase of the cells on the sensor surface due to that 
fixation. The situation is exactly the other way round, when permeabilizing the cells after protein cross-
linking. Then, the cell layer dielectrics significantly change, whereas no change in the micromechanical 
properties can be discovered. The presented whole-cell QCM-ECIS biosensor approach therefore has the 
decisive advantage of providing the complementary information on cell shape and cytomechanical 
changes from one and the same cell population, simultaneously, and in real-time. Together with the 
possibility of detecting and analyzing parameter correlations, this makes the QCM-ECIS sensor 
combination a useful tool for the cell-based high-content screening of substances, like for example in 
drug discovery. 
5.4.9 Stimulating Intracellular Signaling Cascades 
In time-resolved, combined QCM-ECIS sensing distinct cellular responses upon addition of 100 µM of the 
membrane-permeable cyclic AMP-analogue 8-CPT-cAMP were measured. The time-courses of 
parameter values ∆|𝑍|𝑚𝑖𝑛, 𝑅norm, and 𝐶norm show significant differences in the shape as well as in the 
kinetics of the signal responses. After a short time delay of roughly 10 min, there is a steep increase in 
∆|𝑍|𝑚𝑖𝑛. Hence, the stimulation of the cells causes an increased energy dissipation by the microbalance 
load (Fig. 5–23 A, B, p. 158). In the electrical resistance, there is an initial but pronounced drop (−15 %). 
Afterwards, 𝑅norm considerably increases from 10 min after extracellularly providing 8-CPT-cAMP within 
4 h to 125 % of starting values (Fig. 5–23 C, D). Hence, there is an enhancement of the cell layer barrier 
for electrical current at low frequencies. The capacitance values immediately respond to 8-CPT-cAMP 
addition by a 15 % increase as well. However, the signal recovers again after 10 min and the overall 
capacitance change after 4 h is only ∼ 5 % below reference values of the unstimulated cell layer (Fig. 5–
23 E, F). These cellular responses detected by combined microbalance sensing and ECIS are reversible, 
when exchanging the culture medium containing 100 µM 8-CPT-cAMP against medium lacking the 
second messenger analogue. Doing so, the signals of both sensors immediately drop back to values 
before stimulation (Fig. 5–23 A, C, E). However, the instantaneous and strong mechanical and dielectrical 
sensor responses upon withdrawal of elevated cAMP concentrations seem to be followed by a kind of 
readjustment phase of the cells for about 4 h. These subsequent signal oscillations can be observed for 
all three sensor parameters. Stable values of almost pre-stimulation levels are achieved about 10 – 12 h 
after CPT-cAMP removal (Fig. 5–23 B, D, F). 
Correlation of QCM and ECIS Data 
Fig. 5–41 displays in a 3-D and in 2-D plots the correlation of the QCM and ECIS responses of a typical 
CPT-cAMP assay (blue), compared to the signal change of not stimulated control cells (black). The 
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dielectrical and micromechanical cell layer responses upon stimulation can be divided into three major 
linear phases in the 𝐶norm-∆|𝑍|𝑚𝑖𝑛 diagram (Fig. 5–41 B). The slight ∆|𝑍|𝑚𝑖𝑛 decrease and 𝐶norm increase 
during the first 8 min after adding the membrane permeable cAMP analogue to the cells (I. phase) is 
followed by a totally opposite signal course. During this II. phase of approximately 60 min, 𝐶norm 
decreases back to initial values and ∆|𝑍|𝑚𝑖𝑛 simultaneously increases to a stationary level significantly 
above starting values, however both rates are slower compared to the signal changes in the first phase. 
In a last and III. phase, from hour one to four after stimulation, the coherence of both signal changes is 
stopped. ∆|𝑍|𝑚𝑖𝑛  does not significantely change anymore, whereas 𝐶norm  exhibits an ongoing slight 
decrease until the end of the investigation period (𝑡1 = 4.5 h). This plot thus uncovers no linear correlation 
of alterations in the cytomechanics and the transepithelial capacitance. A similar observation is made for 
the transepithelial resistance (at low frequencies) correlated with ∆|𝑍|𝑚𝑖𝑛 (Fig. 5–41 C). The resistance 
thereby shows almost exactly the same tri-phase correlation with ∆|𝑍|𝑚𝑖𝑛 like the capacitance, shown in 
Fig. 5–41 B, but with opposite sign. Hence, this plot also indicates that ∆|𝑍|𝑚𝑖𝑛 and 𝑅norm signals report 
on different, non-linearly dependent structural responses of the cells as a consequence of elevated 
intracellular cAMP concentrations. By contrast, when plotting 𝐶norm vs. 𝑅norm changes (Fig. 5–41 D), one 
can identify a high correlation of parameters. This is evident from the biphasic curve, where the linear 
dependency of 𝐶norm vs. 𝑅norm is equal before and after the turning point, however, only with a different 
sign. The abrupt 𝑅norm decrease and 𝐶norm increase in the early stages mark the I. phase of parameter 
changes in the experiment (𝑡0  → 8 min). Both values recover again in the following II. phase of the 
experiment, in the opposite direction of the I. phase. The initial sensor responses thereby are 
compensated within 45 min after stimulation and are further overcompensated with a comparatively 
lower slope until the end of the experiment (𝑡1 = 4.5 h).  
The mutual dependency of electrochemical capacitance and resistance changes from ECIS-mode 
recordings also becomes obvious, when withdrawing the second messenger analogue from the cell 
culture medium again. The respective 3-D and 2-D correlation plots of parameters are shown in SI 25 
(p. 277). These indicate only for 𝐶norm  vs. 𝑅norm  a linear dependency, since their changes after 8-CPT-
cAMP removal again follow almost exactly the same paths as during stimulation. This correlation can be 
observed for neither of the electrochemical parameters in diagrams where they are plotted vs. ∆|𝑍|𝑚𝑖𝑛. 
Modeling of ECIS Data 
Impedance analysis of ECIS-mode data enables to distinguish between resistance contributions arising 
from the tightness of intercellular junctions (cell-cell contacts) and the resistance that arises from the 
properties of the subcellular cleft (cell-substrate contacts) [96] (cf. 3.4.3). Fig. 5–42 shows the modeling 
parameters, 𝑅𝑏, 𝛼, and 𝐶𝑚, obtained from fitting the impedance data of an exemplary assay according 
to the transfer function given in Eq. (50). The bar plot shows increases of both paracellular resistance 
parameters, 𝑅𝑏  and 𝛼, upon increasing the cAMP level inside the cells. The barrier resistance 𝑅𝑏  thereby 
shows a stronger initial decrease ( 𝑡  = 10 min,  ), a slower compensation of this fast response 
(𝑡 = 30 min,  ), and a more pronounced final increase (𝑡 = 4 h,  ), compared to the cell-adhesion 
parameter 𝛼. As the capacitance values already indicated, the membrane capacitance 𝐶𝑚 is altered only 
to a negligible extent during the cAMP stimulation of cells. Very similar results were presented by 
Wegener et al. [314] for porcine choroid plexus epithelial cells and by Riethmüller et al. [443] for human 
umbilical vein endothelial cells (HUVECs). They could also confirm their findings on the electrical 
resistance change by microscopic permeability studies with FITC-labeled dextran. 
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Fig. 5–41 (A) 3-D QCM-ECIS impedance plot (∆|𝑍|𝑚𝑖𝑛  vs. 𝑅norm  vs. 𝐶norm) of averaged, time-
resolved cAMP assays. Parameter changes are shown between the point (𝑡0) of adding 100 µM of 
the membrane permeable cAMP-analogue 8-CPT-cAMP ( ) or medium only ( ) to a 
confluent NRK cell layer and 𝑡1 = 4.5 h. (B), (C), (D) Projections on the planes of the 3-D curve in A. 
Different phases of parameter correlations are indicated. 𝑅norm  and 𝐶norm  are displayed at the 
respective most sensitive frequencies, which are 5 kHz and 50 kHz. The time resolution between 
two points is 100 s.  
 
Similar results of an increased paracellular electrical barrier and a reduced transepithelial permeability 
for macromolecules, respectively, as a consequence of elevated intracellular cAMP have been reported 
previously for various cell types, such as Necturus gallbladder ECs [445], BAECs [447], HUVECs [443], HUAECs/ 
HAECs [444], BPAECs [446], porcine choroid plexus ECs [314], and BCECs [448]. The current in transepithelial 
electrical resistance (TER) or ECIS studies, just as the macromolecular probes in permeability studies, 
have to get through the same impeding intercellular structures. These are, starting from the bulk 
medium above the apical cell side, first the tight intercellular junctions of zonula occludens, secondly the 
narrow gap between the lateral plasma membranes of adjacent cells, and thirdly the small cleft between 
the cells and the substrate surface. As this pathway can be electrically described as several resistors 
connected in series, changes in any of these structural units affects the entire paracellular impedance and 
the transepithelial permeability, respectively.  
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Fig. 5–42 Modeling the impedance data of cell-covered electrodes, according to the model 
presented in subsection 3.4.3, provided the characteristic frequency-independent parameters 𝑅𝑏, 
𝛼, and 𝐶𝑚 for NRK cell layers, exposed to 100 µM 8-CPT-cAMP for 10 min (  ), 30 min (  ), 
1 h (  ), and 4 h (  ). Not treated cells serve as negative control (  ). The bulk resistance 
𝑅𝑏𝑢𝑙𝑘  and the CPE parameters 𝑛  and 𝐴  (cf. Eq. (18)) were determined by linearly fitting 
impedance spectra at high and low frequencies, respectively, providing values of 𝑅𝑏𝑢𝑙𝑘 = 350 Ω, 
𝑛 = 0.97, 𝐴 = 1.61 ·10−5 F·sn−1·cm−2 for an electrode surface area of 2.05 ·10−3 cm2.  
QCM and ECIS Data Interpretation 
It has been previously reported by Petersen and Reuss [513], Copello et al. [514], Kottra [515], and Vank et al. 
[516] that elevation of cAMP inside Necturus gallbladder epithelium cells stimulates Cl− conductance in 
their apical membrane. Cl− channel activation has as well been reported for various other cell types, like 
for example airway and intestinal epithelial cells [517]. It is argued that an opening of Cl− channels 
generates an osmotic pressure and causes a water influx into the cells, which consequently leads to a 
certain swelling of cells. Such swelling processes could be the reasons for the observed changes in the 
dielectric structure of the cell layer, since a vertical and lateral expansion of the cell bodies leads to a 
compression of the lateral gap between neighboring cells and probably also of the cell-substrate 
distance. Both effects directly affect the paracellular permeability and electrical resistance and might 
explain the increases of 𝑅𝑏  and 𝛼 values in the course of cAMP stimulation. Even though this has not yet 
been reported in literature for the normal rat kidney cell line which was used in the studies presented 
above, it has to be considered that such a mechanism is also what is monitored by the QCM-ECIS 
measurements. This explanation would nicely agree with the obtained ECIS data, however if there were 
not the QCM data which report on something completely different than cell swelling. As already known 
from a variety of cell-based QCM and AFM studies, like for example protein cross-linking assays (cf. 
subsections 5.3.2/ 5.4.8, ref. QCM [22,246,268], and ref. AFM [404,408,433–439]), the increase in the quartz 
oscillation damping is connected with a stiffness increase in the cell-substrate region. Wegener et al. 
(2000) [216] reported on a pronounced increase in the oscillation damping and, thus, also a stiffening in 
the micromechanics close to the resonator surface, if confluent cell layers on QCM plates are exposed to 
hyperosmotic culture medium. Similar results were obtained by own studies of hyperosmotic stimulation 
(395 mOsmol/ kg) of MDCK-II cells on the QCM (data not shown). Such a cell layer stiffening could be 
explained by an osmotically induced water efflux and the accompanied shrinking of the cells, which is 
well-known for a variety of epithelial cells [518]. This is confirmed by AFM studies of Steltenkamp et al. 
(2006) [439] and Pietuch (2012) [403], which report on a reversible, linear cell volume increase (decrease) and 
an accompanied cell softening (stiffening) under hypoosmotic (hyperosmotic) challenges of cell layers. 
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Hence, the observed increase in ∆|𝑍|𝑚𝑖𝑛 due to increased cAMP levels has to be rather assigned to cell 
stiffening by shrinking and can not be coherently explained by a swelling of the cells. The approach of 
explaining the ECIS data by an activation of Cl− channels and an induced cell swelling, therefore, can not 
be confirmed by the QCM data which have been obtained simultaneously from the same cell population 
by the dual sensors used in these studies. Assuming a CPT-cAMP-mediated cell shrinkage on the basis of 
the presented QCM data, however, can in return also not explain the dielectric changes of the cell layer 
(increase of 𝑅𝑏  and 𝛼), since a contraction of the cell bodies presumably causes the opposite effect by an 
increase of the intercellular gap or even an opening of cell-cell junctions. From the QCM and ECIS data 
following conclusions are draw. The induced NRK cell layer response towards increased intracellular 
cAMP levels can not or ,at least, only to a minor degree be assigned to cell volume changes. Moreover, 
the correlation plots of QCM and ECIS data (Fig. 5–41) suggest that there is not a direct (linear) 
dependence of micromechanical and dielectrical changes within the cell layer. Hence, a complex and 
diverse structural responses induced by CPT-cAMP in NRK cells is assumed. Increased levels of 
intracellular cAMP are correlated with an activation of the PKA, which is involved in the regulatory 
process of cytoskeletal structures, either directly or via subsequent signal transduction cascades 
[445,446,455,456].  
Fitting to the presented QCM data, it is therefore assumed that CPT-cAMP causes a reversible stiffening 
of cellular structures in the cell-substrate region. Since the stiffness of the cell layer is predominantly 
determined by the actin cytoskeleton, in particular a reorganization or stabilization of f-actin structures 
that are located at the basal cell side and a redistribution of actin filaments from the cytoplasm into the 
cortex are considered. This is consistent with previous observations of a cyclic AMP-mediated thickening 
and aggregation of microfilaments in the submembraneous regions [445], a quantitative increase of 
polymerized actin [446], and the formation of highly organized filamentous cytoskeleton structures of cells 
exposed to agents known to increase intracellular cAMP levels [454]. The increased actin assembly due to 
elevated intracellular cAMP has been also found to coincide with a barrier strengthening of the epithelial 
cell layer [445,446]. This was also reported by various groups independent on the cytoskeleton properties 
[314,429,443,444,447–450]. Similar findings of an enhancement of the transepithelial barrier have also been 
observed for agents that specifically polymerize and stabilize microfilaments [519]. The stimulation of cells 
with cyclic AMP thus demonstrates the same relationship of actin disassembly and increased 
permeability (decreased barrier resistance) as it has been observed in cytochalasin D studies (cf. 
subsections 5.3.1/ 5.4.7 and ref. [97,116,397,398,427–432]), however in the opposite direction of effects. These 
findings support the hypothesis of a structural correlation or even a regulatory connection between the 
state of polymerization of the actin cytoskeleton and the tightness of barrier forming tight junctions (cell-
cell contacts) and, very likely, also the quality of cell-substrate adhesions (FAs) of ECs. The regulatory 
hypothesis is further confirmed by the reversibility of effects, which have been observed within ∼ 4 h 
after withdrawal of CPT-cAMP from the culture medium. This theory is also supported by the signal 
overshoots and post-oscillations of dielectric and micromechanical sensor data, which are assigned to 
subsequent readjustment processes by the cells, as all ambient parameters were kept constant during 
this time. The exact short-term and long-term structural alterations of cells that are indicated by the 
QCM and ECIS signal changes after CPT-cAMP removal, however, have to be further investigated.  
The QCM and ECIS results of the presented CPT-cAMP assays show a striking similarity to the cellular 
reactions that have been reported for endothelial cells to hydrocortisone (HC) treatment. HC causes a 
significant improvement of the barrier properties and a reduction of paracellular permeability, 
respectively.[268,305,520,521] These originate from both a strengthening of the barrier resistance (𝑅𝑏) and a 
reinforcement of the cell adhesion to the substrate (𝛼). The membrane capacitance of the cells (𝐶𝑚) and, 
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thus, the morphology of the plasma membrane however is not significantly affected by HC stimulation 
[268,305,521], just like in cAMP assays presented above. Additional to the mentioned TEER and ECIS 
investigations, fluorescence microscopic studies [521,522] and SFM [522] and QCM [268] measurements 
indicate a reorganization of the actin cortex as well as an accompanied significant stiffening of the cell 
layer due to the addition of HC. This temporal co-occurrence of effects led to the conclusion that the 
enhancement of the barrier properties is correlated with the reorganization and stiffening of the actin 
cytoskeleton via direct or indirect effects on the cell-cell and cell-substrate contacts. The effects of HC 
on the micromechanical and dielectrical properties of confluent MDCK-II cell layers thus show similarities 
to that induced by elevated intracellular cAMP, however, effects due to HC appear on a much longer 
timescale (> 24 h) compared to that caused by cAMP (< 4 h). 
 
In sum, the cellular responses upon CPT-cAMP stimulation were monitored in time-resolved manner and 
with high reproducibility in both QCM-mode and ECIS-mode measurements of the dual sensors. The 
CPT-cAMP assays clearly demonstrate the applicability of the QCM-ECIS sensors for monitoring not only 
comparatively radical, external interventions into the cellular system, like for example by cytoskeleton 
disruption with cD (cf. 5.3.1/ 5.4.7) or protein cross-linking with GA (cf. 5.3.2/ 5.4.8), but also non-
destructive, intracellular stimulations under physiological conditions. Moreover, the dual sensors provide 
a very sensitive and non-invasive opportunity to monitor the relaxation of the cells after a stimulation or 
regulatory mechanisms at the level of mechanical and dielectrical cell layer properties. The possibility of 
a temporal correlation of these characteristics opens even deeper insights in structural links. The 
combined QCM-ECIS measurements thus allow, on the basis of two independent viewpoints, to draw 
more comprehensive and more accurate conclusions about structural processes in a cell layer under 
study. This demonstrates the big benefit of the dual sensing approach. 
5.4.10 Electric Manipulation and Double-mode Impedance Analysis 
(ELPO-ECIS-QCM) 
In proof-of-concept studies it has been demonstrated the applicability of the newly developed electrode 
layout on piezoelectric quartz crystals for both, the electric manipulation of cells and the ECIS- and QCM-
mode measurements of cell layer responses directly thereafter in a time-resolved and non-invasive 
manner. Moreover, the dual sensor allowed to monitor the quality and vitality of the cell layer in the 
forerun of the electric field application, by tracking the characteristic QCM and ECIS parameters over 
time. By default, the whole attachment and spreading process of the cells on the sensor surface has been 
monitored by ECIS and QCM recordings, as exemplarily shown in Fig. 5–24 A, C (p. 160). The data 
provided meaningful information about the cell layer properties and, thus, a good basis for deciding 
whether a manipulation experiment makes sense or if no useful results could be expected anyway due to 
a problematic cell layer. This quality control prior to pulse application also enabled the detection of cell 
layer responses caused solely by the extracellular addition of the substance that is to be introduced into 
the cells by ELPO. For instance, the QCM-ECIS sensor data show no significant changes of cellular 
mechanics and dielectrics upon, firstly, exchanging the cell culture medium against EBSS++ buffer and, 
secondly, adding 1 g·L−1 FITC-labeled dextran (250 kDa) to the cells (Fig. 5–24 A, C). Due to the molecular 
weight of the dextran, it is too big to freely diffuse across the cell membrane into the cells. By awaiting 
equilibration of parameter changes, which arise from the act of adding a substance or medium exchange, 
the effects of extracellular stimulation were easily distinguished from cell responses to the ELPO voltage 
pulse as well as any subsequent intracellular stimulation induced by this. 
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Electric Pulse Parameters 
In the ELPO-QCM-ECIS and microscopic studies presented values of the pulse parameters were applied 
as they were described in literature for the successful electroporation of FITC-dextran into NRK cells on 
commercial 8W1E™ ECIS electrodes. Wegener et al. (2002) [120], Albermann (2004) [523], and Stolwijk 
(2011) [7] investigated the electroporation efficiency for NRK cell layers by means of dye-uptake at various 
pulse frequencies, amplitudes and durations. As the best ELPO parameters, for a maximum FITC-dextran 
loading with minimum mortality of cells, they consistently reported on a frequency of 40 – 100 kHz, an 
AC voltage amplitude of 3 – 4 V, and a pulse duration of 200 ms. If exposing the cells either to higher 
amplitudes of the electric AC field or for a longer duration to the pulse, this leads to an irreversible 
damage of the cell membrane which is associated with cell death. This has become a proven method in 
the past 10 years for the specific, electrical generation of a defined wound in the cell layer and the 
subsequent analysis of cell migration, cell-cell interaction, and proliferation rates by ECIS and 
microscopy, and has found application in various wound-healing assays.[7,99,119,120,303,310,313,523] Regarding 
NRK cell layers cultured on 8W1E™ ECIS electrodes, effective and complete electrical wounding was 
reported for pulse durations longer than 10 s (at 2.5 V and 40 kHz) [99] and for amplitudes higher than 5 V 
(at 40 kHz for > 500 ms) [7,120]. In both approaches, ELPO and wounding, the electric manipulation of cells 
depends on the applied pulse frequency, as it determines the fraction of the total voltage that actually 
drops across the cell layer. Simulations by Albermann [523] show that the biggest fraction of the applied 
voltage drops across the cell layer only at sufficiently high frequencies, whereas at too low (< 5 kHz) or 
too high (> 100 kHz) AC frequencies only a minor fraction of voltage is imposed on the adherent cells by 
the external electric field. The frequency dependent voltage profile thereby is determined by the 
dielectric properties of the cell layer under study. The calculations reveal that for leaky cell layers with a 
low barrier resistance (𝑅𝑏), weak cell-substrate adhesion (𝛼), and low membrane capacitance (𝐶𝑚) higher 
frequencies for efficient electroporation are required, while for cell layers with high 𝑅𝑏  and 𝛼 values the 
applicable frequency window is extended towards smaller frequencies. The frequency at which most of 
the voltage drops across the cell layer can be easily determined from the normalized impedance 
spectrum of the cells, since it directly emphasizes the frequency at which the cell layer contributes most 
to the impedance of the entire system (peak of |𝑍|norm(𝑓)). For the presented QCM-ECIS sensors with 
standard electrode layout a maximal electrical impedance contribution of the NRK cell layer with respect 
to the cell-free working electrode was determined at 22 (± 2) kHz (cf. SI 15 D (p. 269)), which fairly agrees 
with the published value. For reasons of comparability, and since 40 kHz were found to be appropriate 
for ELPO and electric wounding of various different cell types [7], this frequency was applied in the ELPO-
QCM-ECIS assays.  
Microscopic Evidence of ECIS Data 
It was shown by the analysis of fluorescence micrographs that the electric manipulation of NRK cells on 
the QCM-ECIS sensors, by applying a 200 ms AC voltage pulse of 2 V at 40 kHz, caused a temporal and 
reversible opening of pores in the cell membranes, like it is schematically illustrated in Fig. 5–43. Prior to 
the pulse FITC-labeled, not membrane permeable dextran (250 kDa) was added to the cell culture 
medium above the cells (Fig. 5–43 A). During the electric field-mediated pore formation in the plasma 
membrane of the cells on the working electrode, extracellular FITC-dextran could diffuse into the 
perforated cells, along the concentration gradient (Fig. 5–43 B). After the post-pulse resealing of the 
plasma membranes, the fluorescently labeled macromolecules remained inside the cells (Fig. 5–43 C, D), 
causing a green fluorescence of successfully electroporated and loaded cells.  
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Fig. 5–43 Schematic illustration of the in situ ELPO process of adherent cells cultured on QCM-
ECIS sensors. The active electrode area is defined by a circular hole in a photoresist coating layer, 
which insulates the rest of the gold electrode from the bulk electrolyte. (A) Extracellular addition 
of FITC-labeled dextran (250 kDa). (B) AC voltage pulse application (2 V, 40 kHz, 200 ms) and 
induced transient permeabilization of the basal and apical plasma membrane of the cells, which 
enables FITC-dextran molecules to enter the cells via pores in the apical membrane (cf. zoom-in). 
(C) Resealing of the cell membrane after pulsing. (D) Washing removes extracellular FITC-dextran.  
The micrographs in Fig. 5–25 (p. 162) clearly indicate that only cells that adhered directly to the working 
electrode show a bright green fluorescence, whereas cells attached to the insulating photoresist next to 
the uncovered electrode show no fluorescence (Fig. 5–25 F1, F2). Hence, only cells on the WE were 
perforated by the AC pulse and show an ELPO-mediated FITC-dextran loading. Cells in the periphery of 
the WE were not affected at all by the applied pulse and, therefore, the dextran macromolecules could 
not enter the cells. Negative control cells, exposed to FITC-dextran and not electroporated, confirm that 
the observed dextran uptake was not an effect of passive diffusion (Fig. 5–25 E1, E2). From the results it 
is concluded that the AC voltage amplitude of 2 V is high enough to electroporate cells and to cause a 
significant dye-uptake on the one hand, and that it is low enough to cause no irreversible cell damage on 
the other hand. A doubling of the voltage amplitude for ELPO (4 V, 40 kHz, 200 ms), however illustrates 
the thin line between effective but non-destructive electroporation and irreversible and damaging 
electric wounding of the cells on the WE of the QCM-ECIS setup. Although applying of 4 V pulses also 
mediates loading of the cells with FITC-dextran just like 2 V pulses, the impact of membrane perforation 
crosses a threshold value where a complete recovery of the plasma membrane is not possible anymore 
and cells are irreversibly damaged. This consequently leads to a widespread cell death and scattered cell 
detachment from the sensor surface across the entire working electrode (  in Fig. 5–25 G1, G2). This 
can also be seen in the loading of cell nuclei with FITC-dextran (  ), which is not observable for milder, 
non-destructive ELPO conditions (cf. dark circular area of labeled cells in Fig. 5–25 F1, F2). In single 
experiments, ELPO with 4 V even led to an almost complete detachment of cells, as documented by the 
fluorescence and phase-contrast micrographs in Fig. 5–26. Thus, electroporation of NRK cells at 4 V 
(40 kHz, 200 ms) with the QCM-ECIS setup rather induces cell death and an electrical wound in the cell 
layer. This invasiveness differs from the literature, where a pulse amplitude of 4 V (at 40 kHz for 200 ms) 
was reported as the optimal voltage for a maximal dye-loading while maintaining a maximal survival rate 
of cells [7,120,523]. For the application of the ELPO-QCM-ECIS setup in wound-healing assays, however, a 
longer pulse duration of > 10 s is recommended in order to completely kill the cells on the WE and to 
generate a defined, cell-free wound. 
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Analysis of post-Pulse QCM and ECIS Signals 
The QCM and ECIS sensor data, which have been recorded immediately after electric pulsing, report on 
no detectable changes in the micromechanical properties close to the microbalance surface (Fig. 5–25 A), 
however on a significant decrease in the low-frequency resistance (Fig. 5–25 B) and an increase in the 
high-frequency capacitance (Fig. 5–25 C). In detail, the 2 V AC pulse causes a short transient drop in the 
resistance by 20 % within 10 min, followed by a comparatively slow recovery to pre-pulse values within 
∼ 2 h. In almost similar kinetics, the capacitance value is slightly increased by 20 % and recovers 
afterwards. The degree of the resistance drop is slightly lower as described in literature. Wegener et al. 
(2002) [120] and Stolwijk (2011) [7] reported on a fast resistance/ impedance drop to ∼ 0.7 at 4 kHz with 
respect to values before pulsing, upon the electroporation of confluent NRK cell layers on 8W1E™ ECIS 
electrodes with non-damaging AC pulses (2 – 4 V, 100 – 500 ms, 40 kHz). Values of electrical impedance 
and resistance of NRK cells at 4 kHz are similar. This can be nicely seen in the normalized spectra of 
impedance, resistance, and capacitance in SI 15 (p. 269). A slow recovery of the electrical resistance/ 
impedance values back to pre-pulse values was consistently obtained within 30 – 60 min after electric 
field application. The recovery time thereby is increasingly retarded when applying higher ELPO voltage 
amplitudes.[7,120,524]  
The electroporation of NRK cells on the QCM-ECIS sensor with 4 V AC pulses (40 kHz, 200 ms) caused a 
resistance drop almost down to values of the cell-free electrode within 5 – 10 min (Fig. 5–25 B). 
Afterwards, the resistance even slightly decreased further. Roughly one hour after pulse application, 
resistance values start to recover again and slowly increase towards pre-pulse levels. A similar 
observation can be made for the capacitance values at 50 kHz (Fig. 5–25 C). These time courses agree 
well with the time-delayed recovery of impedance/ resistance values as described in literature for NRK 
cells after the application of AC voltage pulses above certain threshold values in amplitude and duration 
[7,99], which caused irreversible membrane permeabilization and wounding of the cell layer. The slow 
recovery of values visualize the repopulation of the, at least partly, wounded cell-free area due to 
proliferation of cells and cell migration from the electrode periphery. By the linear extrapolation of the 
𝑅norm and 𝐶norm data in Fig. 5–25 B, C in the phase of re-rise let us roughly estimate the duration the cells 
require for closing the electrically generated wound. This is illustrated in Fig. 5–44. The extrapolation of 
the capacitance data (Fig. 5–44 B) indicates a complete recovery of the cells within approximately 4 h, 
and the extrapolation of the resistance recovery (Fig. 5–44 A) lets assume a full establishment of the 
intercellular barrier within about 5 h after electrical manipulation.  
Though this is only an estimation and does not replace the need for complete recordings and analyses of 
the repopulation process, the recovery periods obtained from extrapolations agree well with the time 
scales reported in literature by Stolwijk [7] and Keese et al. [99]. However, it has to be noted that the area 
of the working electrodes used in the cited studies is only about a quarter of that of the 2ElQ WEs used 
in this study. Hence, the estimated periods for re-establishment of the cell layer rather report on the 
recovery of a partly damaged cell layer than on a complete repopulation of a cell-free wound. In this 
context, however two points have to be noted. Firstly, the presented assays with 4 V (40 kHz, 200 ms) 
ELPO pulses actually were not aimed to wound the cell layer and, as micrographs indicate, there is not a 
complete removal of cells from the electrode. An undefined, partial wound and the impedance 
contribution of the dead or live cells and of cellular fragments remaining on the electrode probably 
influence the recovery of impedance values. Secondly, the working electrode diameter of the QCM-ECIS 
sensors, which defines the area of electrically manipulated cells, is twice the diameter of the 8W1E™ ECIS 
electrodes used in the published ELPO studies. Hence, the time for cell migration and complete 
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repopulation of the QCM-ECIS working electrode after wounding probably takes longer and thus also the 
impedance recovery in ECIS-mode recordings. 
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Fig. 5–44 Linear extrapolation of (A) resistance and (B) capacitance values in the phase of 
recovery after ELPO of NRK cell layers on the WE of QCM-ECIS sensors. The crossing of the 
extrapolated time course with the pre-pulse level (both indicated by dashed red lines) delivers the 
assumed duration that is required for the recovery of parameter values (red arrows). 
In sum, at both electric pulse conditions applied in the presented studies, the electrical current pathways 
through the cell layer are opened at low as well as at high frequencies. The degree of the impact of the 
AC field on the electrical properties of the treated cells thereby strongly depends on the magnitude of 
the applied voltage pulse. This also determines the time the cells require for rehabilitation of the 
electrical properties on the working electrode. This time includes the duration for reconditioning of the 
porous plasma membrane, for rebuilding of maybe affected cell-substrate and cell-cell junctions, as well 
as for the proliferation and migration of cells into cell-free areas on the electrode, that are generated by 
potential electric field-mediated killing and detachment of cells. Electric manipulation and ECIS 
recordings with the 2ElQ sensors, thus, demonstrate their applicability and enable access to any in situ 
electroporation and electrical wounding assays described for classical ECIS electrodes. In order to find 
out the best electroporation and electric wounding parameters for NRK cells and others on the presented 
system, however, extensive studies have to be carried out. Besides the amplitude, also the duration of 
pulsing has to be addressed.  
By fitting the ECIS data that have been directly recorded after the pulse, according to the model 
presented in subsection 3.4.3, Albermann [523] and Stolwijk [7] could show that the barrier resistance 𝑅𝑏  
and the cell-adhesion parameter 𝛼 are strongly affected by ELPO while the membrane capacitance 𝐶𝑚 
is almost not influenced. The observed influences of ELPO on the ECIS parameters are assumed to arise 
mainly from cell morphological alterations due to electroporation, as well as from cell shape recovery 
after the electric field has been switched off again. Impedance changes due the formation and resealing 
of pores in the cell membranes, however, can be neglected, since these processes occur in the range of 
few seconds [118] and thereby can be temporally not resolved by our spectroscopic impedance recordings. 
The effect of ELPO on the cell morphology and, thus, the impedance properties of a cell layer is 
schematically illustrated in Fig. 5–45.  
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Fig. 5–45 Shematic illustration of assumed cell morphological alterations due to the exposure 
of the cells to an externally applied electrical field. Such cell shape changes give rise to an increase 
of paracellular current pathways (indicated by red arrows, quantified by number and thickness) 
and, thus, cause a reduction of the impedance across the cell layer.  
The morphological alterations measured may arise from a weakening of cell-cell or/ and cell-substrate 
contacts, as a consequence of ELPO-mediated swelling/ shrinking of the cells or changes in cytoskeletal 
structures. Cell volume changes could be induced by the diffusion of extracellular molecules into the cells 
or of intracellular molecules out of the cells through the pores in the membrane that are generated by 
the electric field. Imbalances and disturbances in the concentration gradients of molecules caused by this 
lead to an osmotically-driven water efflux or influx. The extent of the described effects thereby depend 
on the degree of membrane permeabilization (number and size) and the time required for resealing the 
plasma membranes, which both are a function of pulse amplitude and pulse duration.[525,526] Hence, it 
seems to be evident that after ELPO the impedance values of cells recover in a duration and amplitude 
dependent manner. A more comprehensive discussion on the origin of dielectric alterations of cell layers 
due to ELPO is given by Stolwijk [7]. 
Sensing the Impact of ELPO on Cytomechanics by 3rd Generation QCM  
The absence of any QCM response to ELPO of cells, neither for 2 V nor for 4 V pulses, was not expected 
in the first instance. The formation of pores in the cell membranes by the nondestructive 2 V pulses lets 
molecules smaller than the pore size freely diffuse into or out of the cells. This causes a temporal 
breakdown of chemical gradients between the cytoplasm and the bulk medium and leads to an osmotic 
imbalance. This again causes osmotic water influx or efflux and, thus, swelling or shrinking of cells. For 
osmotically stimulated cells on quartz resonators, distinct alterations in the oscillation damping 
(∆|𝑍|𝑚𝑖𝑛 ) are reported 
[216]. Significant impedance changes of ∼ 200 Ohm upon the hyperosmotic 
stimulation of cells (395 mOsmol/ kg) on quartz crystals have also been observed in previous experiments 
with the 2ElQ setup (data not shown). Hence, it was expected to sensitively detect such assumed ELPO-
induced cell volume changes (change in the viscoelasticity of the load) by means of QCM-mode 
measurements. However, this was not the case. Even the application of 4 V pulses and the thereby 
induced - at least partial - electrical wounding of the cell layer did not cause any significant drop in the 
QCM signal, either. This was surprising, as the (partial) wound is generated on the ECIS working electrode 
exactly in the center of the microbalance electrode, where the oscillation amplitude is maximal and, thus, 
the QCM sensor is most sensitive for mechanical changes of the loading. The microbalance, however, is 
not only sensitive in the center, where the small working electrode (𝐴WE = 2.05 (± 0.3) ·10
−3 cm2) for ECIS 
and ELPO is uncovered in the photoresist coating. The measured electrical oscillation impedance mirrors 
the average acoustic impedance of the entire, piezoelectric quartz layer that is sandwiched between the 
two surface electrodes (𝐴QCM, 2ElQ  = 96 ·10
−3 cm2) and even a little beyond. On closer inspection, it is 
therefore not surprising that a detachment of ∼ 2 % of the cells on the microbalance, i.e. the area fraction 
Electroporation 
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of the WE, due to electric wounding does not appreciably affect the mean oscillation properties of the 
quartz crystal.  
Regarding the sensor layout, one could consider two strategies in order to increase the sensitivity of QCM 
measurements to the electrically manipulated fraction of cells on the sensor plate. This would be, firstly, 
a reduction in the QCM electrode size and, secondly, an increase of the WE size, or maybe a combination 
of both. Regarding the first approach, however, one has to consider further adverse effects on the quartz 
oscillation performance in terms of the damping impedance. As discussed in the previous chapter (4.3.2, 
p. 102 ff.), the quality factor of the microbalance ( 𝑄 = 1 𝐷⁄ = 𝑋𝑡𝑜𝑡 𝑅𝑡𝑜𝑡⁄ ) strongly depends on the 
electrode area and decreases with its radius [288]. For instance, the 𝑄-factor of the developed 2ElQ sensors 
(𝐴QCM, 2ElQ = 9.6 mm
2) is ∼ 4.5-fold lower in air compared to the classical 1ElQ (𝐴QCM, 1ElQ = 28.3 mm
2). A 
higher energy dissipation (lower 𝑄-factor) is likely accompanied by a reduced sensitivity to viscoelastic 
changes of the microbalance load and a reduction of the oscillation amplitude, respectively (cf. Eq. (62)). 
This again is linked to a reduced penetration depth of the acoustic wave and, thus, of the sensed volume 
above the sensor surface. The second approach, to leave the electrode size of the resonator unchanged 
and to increase the working electrode area instead, however, introduces other difficulties that need to 
be addressed. An increase of the WE area on the 2ElQ sensors would mean an increase in the circular 
hole in the photoresist of the coated resonator spot. This results in a reduction of the microbalance load 
and, as the experimental investigations in subsection 5.1.6 demonstrate, in an approximation of the 
resonance conditions (resonance frequency) of the neighboring resonators. From WE sizes of 2 mm in 
diameter an interference of oscillations of both microbalances is expected which probably negatively 
affects the series resonance and the readout parameters. There are several ways to increase the area of 
the WE (on QCM1) but at the same time to prevent an interference of the adjacent QCM spots. One 
approach would be to load QCM2 with a bigger rigid mass than QCM1, by e.g. a thick polymer layer on 
the side facing away from the cells. Secondly, one could increase the mass on QCM1 by additionally 
coating the side facing away from the cells. Other possibilities without additional coating processes 
require a change in the basic sensor layout. These comprise an increase in the electrode spacing [362,363], a 
different electrode thickness of the two resonators [362,364], variations in the quartz thickness by mesa-
shape and convex-shape designs, or the use of quartz plates with x-axis inversion [352,360]. Regarding the 
ECIS-mode properties, the size of the WE area determines the sensitivity of impedance recordings for 
cell morphology changes. Moreover, if one wants to measure the micromotion of a cell layer, i.e. the 
impedance fluctuation in ECIS-mode, as an indicator for cell viability [96], this is recommended with small 
electrode sizes. The sensitivity for micromotion is higher with smaller WEs, since impedance fluctuations 
cancel each other when larger electrodes are used. At least, the parameters used for electric 
manipulation of the bigger cell area have to adapted, too. With an increasing size of the WE, the 
impedance of the system is more and more determined by the bulk resistance, while the impedance 
contributions arising from the electrode and the cell layer in series to it are becoming increasingly 
smaller. If the WE is small, the total bulk resistance is dominated by the so-called constriction resistance. 
It is inversely proportional to the electrode size with 𝜌𝑏/𝑟WE, where 𝑟WE is the radius of the WE and 𝜌𝑏  is 
the specific resistance of the bulk medium, and the impedance of the electrode is inversely proportional 
to the square of the radius of the WE.[96] The influence of the WE radius on the entire impedance spectrum 
of cell-free and cell-covered electrodes can be nicely seen by the simulated curves in Fig. 5–46. An 
increase in the diameter of the WE from 250 µm (8W1E™ ECIS electrode) to 6.5 mm (1ElQ electrode) 
causes a significant reduction of the CPE impedance of the electrode at low frequencies and of the bulk 
resistance at high frequencies. As a consequence, a cell layer grown on these electrodes exhibits an 
increasingly smaller impact on the impedance in the relevant frequency window of 103 – 105 Hz. In the 
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spectra of impedance magnitude (Fig. 5–46 A), this becomes visible in a decrease of the area that is 
enclosed between the cell-free (open symbols) and the cell-covered (filled symbols) spectra. This 
becomes even clearer in the normalized impedance spectra in Fig. 5–46 B. The ECIS sensitivity, 
expressed as the maximum value of the normalized impedance spectrum, for a given cell layer (values of 
a typical NRK cell layer are used for simulation) is reduced from almost six to less than 1.5 for a working 
electrode increased from 250 µm in diameter ( ) to 6.5 mm in diameter ( ). This means for an electric 
manipulation of cells that at a certain voltage amplitude less of the voltage drops across the cell layer on 
a bigger working electrode.[118] Hence, in order to achieve the same impact of ELPO on the cell layer, i.e. 
pore formation or electrical wounding, on big as on small WEs one has to apply a much higher amplitudes 
of the electrical AC potential for this. However, this also increases the voltage drop across the electrode 
and might cause electrochemical reactions. The theoretical, fractional voltage drop 𝐹 across the cells can 
be approximated from the impedance magnitudes of the cell-free ( |Z|w/o cells ) and the cell-covered 
electrode (|Z|w/ cells) at the frequency of the electric pulse according to: 
𝐹 = (1 −
|Z|w/o cells
|Z|w/ cells
) ∙ 100 [%] (67) 
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Fig. 5–46 (A) Simulated impedance magnitude spectra of cell-free (open symbols) and cell-
covered (filled symbols) circular gold film electrodes, with diameters ØWE (areas 𝐴WE) of 0.25 mm 
(5 ·10−4 cm2; , ), 0.80 mm (5 ·10−3 cm2; , ), 1.95 mm (3 ·10−2 cm2; , ), and 
6.5 mm (3.3 ·10−1 cm2; , ). The impedance of the CPE depends on 1/𝑟WE
2  and the 
constriction resistance of the bulk electrolyte depends on 1/𝑟WE . Simulation parameters: 
𝑅𝑏  = 6 Ω·cm
2, 𝐶𝑚  = 2 µF·cm
−2, 𝛼  = 4 Ω1/2·cm, 𝑛CPE  = 0.95, 𝐴CPE  = 1.5 ·10
−5 F·sn−1·cm−2, 𝑅𝑏𝑢𝑙𝑘 
(ØWE = 0.25 mm) = 1000 Ω, 𝑅𝑏𝑢𝑙𝑘  (ØWE = 0.80 mm) = 350 Ω, 𝑅𝑏𝑢𝑙𝑘  (ØWE = 2.00 mm) = 300 Ω, and 
𝑅𝑏𝑢𝑙𝑘  (ØWE = 6.5 mm) = 50 Ω. The parameter values were chosen according to experimentally 
found values for NRK cell layers (cf. references [7,523]). (B) Normalized spectra of impedance 
magnitude (|𝑍|norm = |𝑍|w/ cells |𝑍|w/o cells⁄ ) for various sizes of the working electrode, calculated 
from the respective spectra shown in A. 
Applying Eq. (67) to the simulated ECIS impedance spectra shown in Fig. 5–46 provides for the various 
WE sizes fractional voltage drops across the cell layer of 82 % (ØWE = 0.25 mm), 62 % (ØWE = 0.80 mm), 
19 % (ØWE = 2.00 mm), and 10 % (ØWE = 6.5 mm), at a pulse frequency of 40 kHz. Similar theoretical 
results were presented by Stolwijk (2011) [7]. However, it has to be noted that Stolwijk surprisingly found 
that on the basis of experimental data the fractional voltage that drops across the cells actually is lower 
C
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for smaller compared to bigger electrodes. For instance, at an electroporation pulse of 4 V, 79 % of the 
voltage drops across a NRK cell layer grown on 8W1E™ ECIS electrodes (ØWE = 0.25 mm), whereas only 
70 % of the voltage drops across a NRK cell layer grown on microelectrodes (ØWE = 0.18 mm). For this 
reason the best electroporation amplitudes for confluent NRK cells were 4 V (40 kHz, 200 ms) on 8W1E™ 
ECIS electrodes and 5 V (40 kHz, 200 ms) on the smaller microelectrodes.[7] However, it has to be noted 
that the geometrical proportionalities of electrodes were different for 8W1E™ and microelectrodes, 
which is considered as reason for the observations. Independent of this, the best ELPO parameters 
anyway have to be adapted for each electrode layout, cell line, and kind of assay, by applying empiric 
ECIS, dye-uptake, and live/ dead staining studies. 
5.4.11 Summary 
The results presented in this chapter convincingly demonstrate the benefits of the dual sensor approach, 
of simultaneous and substrate-integrated QCM and ECIS measurements, in a variety of cell-based 
assays. The parameter time-courses that are obtained from the two sensor modes sensitively report on 
mechanical alterations close to the microbalance surface and changes in the dielectric properties at the 
electrode-electrolyte interface, providing complementary information. Cell attachment and spreading 
assays on the QCM-ECIS sensors, for instance, provide considerable differences in the extent and kinetics 
of the readout parameters between MDCK-II and NRK cells. Hence, characteristic two- and three-
dimensional signal patterns can be derived, which allow to distinguish between various cell lines. 
Moreover, significant changes in the mechanical and dielectrical cell attachment properties can be 
monitored when cells are seeded in modified cell culture media. The time-resolved recordings allow to 
uncover not only differences in the final state of cell layer formation, as e.g. 24 h after cell seeding, due 
to a deficiency or a supplement in the culture medium, but also any kinetic delay or acceleration of 
parameter changes within the observation time. Once a confluent cell layer is established on the QCM-
ECIS substrate, it can be used as a whole-cell biosensor to follow changes in the cellular micromechanics 
and dielectrics upon any kind of stimulus, non-invasively and in time-resolved manner. By this, dose-
response relationships could be determined for various agents. The non-invasive sensor approach 
enables not only to determine the effects of a drug at a certain time after stimulation, as in classical cell-
based endpoint assays. It additionally allows to investigate the time-dependent mechanism of action of 
substances on cells, as well as their response to it, on the basis of time-resolved micromechanical and 
dielectrical changes of a cell layer. This could be delayed effects, regulatory overshoots, or the recovery 
of signals within a certain period. Another benefit of QCM measurements in combination with ECIS is the 
possibility to correlate the parameters from both independent sensor principles in a time-resolved 
manner, since the information is obtained from one and the same cell population at the same time. This 
provides new insights into mutual dependencies or time-independent processes in cell layers. Fig. 5–47 
shows a compilation of correlation plots of QCM- and ECIS-mode parameters of the various whole-cell 
biosensor assays presented in this thesis. The diagrams nicely show that there are significantly different 
mutual dependencies of mechanical and dielectrical parameter changes, depending on the kind of cell 
layer stimulation. Traces are shown for cell layer treatments with 8-CPT-cAMP ( ), cytochalasin D (cD; 
), glutardialdehyde (GA; ), and paraformaldehyde (PFA; ). Hence, single measurements with 
the combined QCM-ECIS setup provide even more high-content information from one cell layer 
(cytomechanics, cell-shape, barrier resistance) than the sum of separate studies on different cell layers 
with different experimental approaches. In a proof-of-concept study, the principle of electroporation 
(ELPO) was also successfully integrated in the dual sensor system. By the application of invasive but 
nondestructive electric fields, cells on the ECIS working electrode could be loaded in situ with 
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extracellularly provided substances, while their viability was maintained. Furthermore, the generation of 
a defined electrical wound in cell layers on QCM-ECIS sensor surfaces by ELPO with elevated voltage 
amplitudes was demonstrated, too. In both approaches the cell layer properties have been monitored 
before ELPO and instantaneously afterwards by means of QCM-ECIS. This allows to follow over time the 
impact of ELPO and of introduced substances on the cell morphology, as well as the recovery of the cell 
layer after the electric manipulation. The ELPO-QCM-ECIS actuator-sensor approach opens the door to 
a wide field of possible applications in biomedical research. 
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Fig. 5–47 (A) 3-D QCM-ECIS impedance plots (∆|𝑍|𝑚𝑖𝑛 vs. 𝑅norm vs. 𝐶norm) of time-resolved cell-
based assays. Parameter changes are shown for the stimulation of a confluent NRK cell layer with 
100 µM 8-CPT-cAMP ( ; 𝑡1 = 4.5 h; time resolution ∆𝑡 = 0.7 min) and of confluent MDCK-II cell 
layers with 1.0 µM cytochalasin D (cD; ; 𝑡1 = 3 h; ∆𝑡 = 4 min), 0.25 % glutaraldehyde (GA; ; 
𝑡1  = 3 h; ∆𝑡 = 0.6 min), and 1 % paraformaldehyde (PFA; ; 𝑡1  = 3 h; ∆𝑡 = 0.6 min). (B), (C), (D) 
Projections on the planes of the 3-D curve in A. 𝑅norm and 𝐶norm are displayed at the respective 
most sensitive frequencies, which are 5 kHz and 50 kHz for NRK, and 316 Hz and 40 kHz for 
MDCK-II cell layers. 
Besides a reduction of the experimental effort, the dual sensor also minimizes uncertainties and 
problems that arise in separate studies from unavoidable divergences in general experimental 
conditions. These are in particular naturally different properties of cell layers from different passages, or 
of cell layers that were, although of the same passage, seeded on different substrates. In contrast to AFM 
and fluorescence microscopic end-point studies, or time-resolved AFM studies with either poor lateral or 
poor temporal resolution, the continuous QCM sensing and ECIS provide information on structural 
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alterations of thousands of cells in real-time. AFM is commonly used as the default method for cell 
elastography measurements.[527–533] However, cell elasticity probing by AFM either requires a large 
number of nanoindentation measurements on various points and cells for obtaining a representative 
mean stiffness value of a cell population, or force-deflection measurements are performed only at a 
single point on one cell for obtaining time-resolved stiffness data. None of both approaches is 
satisfactory for capturing fast and dynamic cytomechanical changes, for reasons of too slow data 
acquisition time or too low statistical validity. Cells possess a highly heterogenic nanomechanical surface 
structure so that the local elasticity obtained from few points of a cell can not at all represent the 
mechanical properties of the entire cell and even less of a whole cell layer.[528,529] The analysis of quartz 
resonator damping has proven to be a feasible method to detect stiffness/ viscoelasticity changes of a 
cell layer cultured on the microbalance surface.[22,205,206,210,216,223,242,245,247,252,534] QCM measurements can 
achieve a time resolution of few seconds and the extracted stiffness parameter is an average value over 
∼ 55 000 cells for quartzes of the 3rd generation QCM (ØElectrode = 3.5 mm). Hence, cell viscoelasticity 
testing by means of QCM is capable of providing information on cytomechanics in a high temporal 
resolution and at the same time averaged over a whole population of cells, something which AFM-based 
approaches are not able to perform in reasonable time and effort. Another benefit of QCM over AFM for 
quantifying cell stiffness is its non-invasiveness. Whereas an indentation of cells with an AFM cantilever 
tip is always invasive (typical indentation depths of 0.2 – 2 µm [535–538]) and, thus, might already cause a 
cellular response solely by the act of measurement [539,540], cells cultured on QCM resonators don’t notice 
anything of the measurement, since the amplitude of the quartz oscillation is in the range of a few 
nanometers. 
In summary, various types of cell-based assays demonstrate the capability of the developed QCM-ECIS 
sensor platform for time-resolved, multi-parametric, label-free, and sensitive analysis of cell-substrate 
and cell-cell adhesion properties. The hyphenated approach of simultaneous QCM and ECIS readouts of 
cells, technologically integrated on one substrate surface, represents a powerful tool for a multi-
perspective and thus detailed analysis of cell-physiological processes in various fields of application. The 
implementation of ELPO on QCM-ECIS sensors also offers additional interesting application possibilities 
of in situ actuation and subsequent dual sensing of a cell layer. 
5.4.12 Outlook 
In this thesis a dual sensor platform on the basis of the independent transducer principles of QCM and 
ECIS has been developed, implemented, and established. The working QCM-ECIS sensor system now 
offers a wide range of possible applications. The multi-parametric readout of the whole-cell biosensor 
could serve as a means to get a more comprehensive insight into the reaction of cells to any kind of 
(bio)chemical, biological, or physical stimulus. These include amongst others environmental pollutants, 
toxins of biological origin, any kind of radiation, and pharmaceutical drugs. It is believed that label-free 
and non-invasive sensor approaches for real-time monitoring of cell behavior, such as QCM, ECIS, SPR, 
LAPS, or ISFET, are indispensable in future for the diagnosis and therapy of cancer. These methods allow 
for a better understanding of cancer cell behavior as well as of the effectiveness and mode of action of 
anti-cancer drugs. A combination of independent sensor technologies like ECIS-SPR [274] or QCM-ECIS 
(this thesis) enable here even deeper insights. The QCM-ECIS sensor can be applied in a multitude of cell-
based assays, such as cell attachment and spreading, proliferation, cell barrier function, wound healing, 
migration and invasion, cytotoxicity, micromotion, cell receptor responses, cell signaling, 
cytocompatibility testing, cell-to-cell communication, electroporation, or drug assessment. Any cellular 
5.4 Discussion 219 
assay that has been previously performed with a TSM resonator can be transferred to the dual sensor 
without restrictions, since the ECIS principle is directly integrated into the quartz surface so that liquid 
handling and the experimental setup remain unchanged. The only difference to the classical 
measurement chamber relates to the electronics, since now four instead of two electrodes have to be 
contacted (cf. Fig. 3–13 vs. Fig. 3–18).  
On the basis of the QCM-ECIS sensor layout, one could think of completely new cell-based assay formats. 
For instance, the arrangement of two resonator spots on one quartz disc (2ElQ) enables something like 
a QCM migration assay. If cells are seeded at a small spot at one edge of the quartz crystal, which is in a 
line with the two electrodes, one could monitor the time-dependent growth of the cells across the first 
and the second QCM spot by analyzing their oscillation impedances. This might provide access to 
alterations in the cellular mechanics during migration and proliferation. Moreover, one could also apply 
the two-electrode quartz layout in chemotaxis and haptotaxis assays. By seeding cells only on one 
electrode/ one half of the sensor and providing a chemical attractant at the other side of the quartz disk, 
or an immobilized concentration gradient of chemokines in the direction of the second QCM spot, 
changes in the mechanical properties of the cell-substrate contacts upon induced migration can be 
detected. This is considered as a very interesting and promising approach, since cellular motion depends 
on a rearrangement of the cytoskeleton, and the actin cytoskeleton is the determining factor for the 
stiffness of adherently grown cells to which the damping of the quartz oscillation is sensitive. Further 
assays can make use of the in situ electroporation of cells in combination with QCM-ECIS sensing. 
Introducing a substance into the cells on the working electrode by ELPO and monitoring the 
cytomechanics by the second microbalance some distance away could be applied in cell-cell 
communication assays for studying e.g. gap junction coupling and multiplier effects in cell layers. 
Further technological developments of the presented dual sensor are imaginable. In order to meet the 
requirements of an efficient drug discovery, the sensor sizes have to be reduced and multiplied for high-
throughput capabilities. Besides the standard 8-well ECIS arrays and their parallelization, 16-well arrays 
[107,541–543] (RT-CES® system from ACEA Biosciences; San Diego, CA, USA), 96-well plates [112,544,545], and 
also 384-well plates [546] (CellKey™ 384 System from Molecular Devices LLC; Sunnyvale, CA, USA) with 
integrated electrodes for impedance readings are already in use. QCM arrays on monolithic quartz plates 
were presented, too [351–358,360], even though a reduction in the QCM spot size is limited. However, new 
data analyzing systems and chemometric aproaches will be necessary in order to automatically analyze 
the huge amount of data obtained from high-throughput high-content screenings. The integration of 
microfluidic systems on the sensor chips by nanotechnological processes is another challenge, which 
however offers great possibilities. By this, cell-based systems could be established on the sensor, which 
mimic the real situation in tissue much better and, for example, enable the study of cells under a 
continuous medium flow. Instead of parallelization, an advancement of the sensors for even more 
comprehensive high-content screening of cells and the cellular environment are as well thinkable. In 
addition to the above mentioned label-free sensor technologies, basically each nondestructive surface 
analysis technique, such as for example also AFM and ellipsometry, can be taken into account. A 
promising approach is also the integration of fluorescence-optical sensor spots (optodes) onto the quartz 
substrate. This is already addressed in the outlook of Chapter 4 (4.3.3, p. 109 f.) and is the basis for the 
projects of substrate-embedded temperature and oxygen sensing presented in Chapter 6. Further 
technical advancements would be the establishment of transparent metal electrodes like indium tin 
oxide (ITO) or the use of conductive polymers like Poly(3,4-ethylenedioxythiophene) poly(styrene-
sulfonate) (PEDOT:PSS) for the contacting of the quartz faces. Transparent quartz plates would have the 
big advantage that the sensed fraction of cells then is accessible for additional optical investigation 
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methods from both sides of the quartz. However, this would also require the construction of new 
measurement chambers that enable the positioning of an microscope objective with a satisfactory 
working distance, preferably on the side facing away from the culture medium and the cells. The 
microscopic analysis of the cells serves by default as an optical reference method for supporting or 
supplementing the electrochemical or acoustic sensor data. An unobstructed view on the cell layer thus 
would make a troublesome and difficult removing of the quartz from the measurement chamber 
unnecessary. Moreover, the area above the quartz would be free for light sources, e.g. for phase-contrast 
microscopy or for pulsed LEDs as the excitation light for the fluorescence lifetime imaging of quartz-
embedded optodes. Equipped with a small incubator around the measurement chamber, this setup 
would enable the non-invasive, simultaneous monitoring of a cell layer and its environment by acoustic, 
electrochemical, and optical sensors in addition with phase-contrast and fluorescence microscopy. 
Aside from cell-based applications, the ECIS-QCM sensors can also serve as a novel, substrate-integrated 
platform for the multi-parametric analysis and characterization of any other (bio)material on their 
surface. This includes, amongst others, studies of coated polymer layers, of lipid bilayer formation and 
alteration, of polyelectrolyte multilayer build-up and functionalization, and of (bio)molecular binding 
processes on particularly coated or pretreated sensor surfaces, or to pre-adsorbed receptor molecules or 
target structures.[373–377] The latter includes applications in the fields of biofilm formation, protein-protein 
interaction, protein-DNA interaction, protein-lipid interaction, immunological binding, and any kind of 
molecular recognition. The sensor can provide a multitude of information on the binding characteristics, 
such as quality, quantity, adsorption kinetics, desorption kinetics, and binding constants of interactions. 
Furthermore, information on the mass, thickness, elastic modulus, and viscosity of adsorbed soft films 
are accessible by applying simulations with appropriate models. Additionally, it delivers complementary 
information on alterations in the dielectrical properties of the surface load. The two coplanar electrodes 
on the sensor surface can also be used for e.g. in situ electropolymerization or for any other application 
of the electrochemical quartz crystal microbalance (EQCM). For instance, metal films have been 
electrodeposited on classical 1-Electrode quartz disks and the adhesion of proteins to that have been 
subsequently analyzed by QCM recordings.[210,378,547]. Recently, also the adhesion and spreading 
properties of adherent cells on electropolymerized films have been investigated by means of QCM 
measurements.[232,548] For the described electrosyntheses of polymer films on quartz disks, and for the 
subsequent protein adsorption/ cell attachment studies, however, the instrumentations had to be 
changed. Thinking of the substrate-embedded, multi-electrode layout of the 2ElQ disks presented in this 
thesis, there would be no need for external electrodes and the setups could be combined, if any electrode 
that is required for electrochemical deposition and microbalance measurements is already integrated in 
the quartz surface. 
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Optical chemical sensors/ sensing (OCS) have/ has been successfully used in the past two to three 
decades for the online analysis of various chemical and physical parameters. This is reviewed in [169–173]. 
One can classify OCS devices, also referred to as optodes or optrodes as the optical analogue to the 
electrodes, into direct (spectroscopic) and indirect, indicator-mediated sensors. Direct optodes utilize 
the intrinsic optical properties of an analyte for its detection, such as by IR/ FTIR/ NDIR/ UV-vis absorption 
spectroscopy, luminescence (autofluorescence, chemo-/ bioluminescence) measurements, and Raman/ 
SERS analysis.[169] They could be realized in planar as well as in fiber optical readout configurations. In 
indirect OCS approaches, one makes use of indicator molecules (probes). These are immobilized in a 
polymer matrix or hydrogel and report indirectly on the presence and usually also on the concentration 
of the target analyte, by the modulation of their absorbance and/ or luminescence properties. A variety 
of configurations are thinkable by the coating of surfaces with such analyte-sensitive paints. The sensor 
“cocktail”, consisting of an indicator dye and a polymer or hydrogel dissolved in a solvent, can be 
immobilized either at the end of an optical waveguide for fiber optical sensor platforms or on a substrate 
surface as a planar, large area sensor film or as sensor array. Aside from spot- and layer-based solid-state 
sensor platforms, optical sensors are also realized simply as soluble probes or as dyes encapsulated in 
soluble and inert nanoparticles, sometimes also referred to as PEBBLEs (probes encapsulated by 
biologically localized embedding), which especially find application in live cell and in vivo imaging of 
analytes [549–553].  
Due to its high sensitivity, fluorescence-based OCS is the most widely used method. Luminescent probes 
are reported for various analytes, such as pH [173,181,190,554–564], CO2 [565–574] and ammonia [575–579] (both via 
pH/ H+ indicators), O2 [175,178,180,182,323,580–583] (reviewed in detail in [175,323,584]), Na+ [585–587], K+ [585,588–591], Ca2+ 
[592–598], halides [599–602], (transition) metal ions [593,603–611], peroxide [612,613], glucose [614–617] (via oxygen 
indicators; oxygen is consumed during glucose oxidation catalyzed by immobilized GOx), and a variety 
of other analytes [170,171]. There are also a large variety of luminescent probes and sensors for temperature 
(T; reviewed in detail in [618]), since the lifetime of almost any luminescent dye depends on the 
temperature. Thus, often multi-sensors are used with one indicator for the analyte of interest and with a 
second indicator for the temperature [176–182], which allows to compensate for temperature-related 
luminescence quenching effects [176,177,319,320,325,326]. Besides the conventional intensity-based 
measurements, other luminescence parameters such as decay time/ lifetime, anisotropy, quenching 
efficiency, FRET, ratiometric intensity, or dual-lifetime referencing (DLR) data are used for sensing, 
too.[170]  
Fluorescence lifetime-based sensing and imaging approaches gained increasing importance in the past 
five to ten years, since they are much less susceptible to interferences and promise a better temporal and 
lateral resolution of the analyte sensed. The combination of long-living phosphorescent probes, like 
porphyrine-based luminescent transition metal or lanthanide complexes, in analyte-sensitive paints with 
lifetime-based imaging (FLIM) provides a powerful tool for the time-resolved 2-D mapping of an analyte. 
The following sections demonstrate the application of a temperature-sensitive paint (TSP) for 
6.1 Imaging the Frictional Heat Induced by High-Amplitude Quartz Oscillations and of a pressure-sensitive 
paint (PSP), which in fact is sensitive for the oxygen partial pressure, for 6.2 Imaging the Oxygen 
Consumption Rate (OCR) beneath Adherent Cells. 
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6.1 Imaging the Frictional Heat Induced by 
High-Amplitude Quartz Oscillations 
The quartz crystal microbalance is commonly known as a sensor for the sensitive quantification of 
deposited rigid masses (microweighing), as viscosity sensor for liquids, and as viscoelasticity sensor for 
not rigid loadings with both elastic and viscous properties, such as vesicles, bacteria and mammalian 
cells.[22,197,208,211,212] However, besides this wide field of micromechanical sensor applications, recently the 
QCM has also been applied as an actuator. A new invasive method of measuring bond rupture forces has 
been developed on the basis of QCM oscillations, which is referred to as rupture event scanning, or short 
REVS™.[619–622] Invasiveness of the QCM oscillations is generated by increasing the amplitude of the 
applied driving voltage. This directly correlates with an increase in the oscillation amplitude of the quartz 
surfaces, and the oscillation energy is also transferred to any mechanically coupled molecule or particle. 
“Hearing” bond breakage by QCM actuating and (bio)sensing has been applied for physisorbed micro- 
and nanospheres [619,623], streptavidin-biotin bound latex/ polystyrene microspheres [619,624–626], chemically 
bound (amide bond) latex spheres [619], adsorbed bacteriophages [627], complementary DNA sequences 
[628], viruses/ bacteria bound to surface-attached antibodies [620,629–632], and for established cell layers as 
well [226]. 
High-amplitude QCM has not only been used to analyze the rupture event of established bonds but also 
to investigate the suppressed adsorption and binding process of particles onto the oscillating quartz 
surface, like for example supported lipid bilayer formation [633], binding of streptavidin to biotin-modified 
supported lipid bilayers [633], binding of NeutrAvidin-modified polystyrene spheres to planar biotin-
modified supported lipid bilayers on SiO2 [633,634], DNA hybridization [634], and cell adhesion [226]. An 
analytical model was presented by Zhdanov et al. [635], describing what may happen in such experiments 
of binding suppression via external perturbation. 
Dultsev et al. [619,636] reported on a generated heat on the QCM surface due to elevated shear oscillation 
amplitudes of 1 °C at 1 V, 2 – 5 °C at 5 V, and of 30 °C at 10 V in air, and of 7 °C at 10 V in water. However, 
these temperatures are considered to be too small to cause the observed breakage of chemical bonds. 
They also argue that the temperature effect on the resonance frequency of AT-cut QCM is unimportant, 
as it is only weakly dependent on temperature (cf. SI 1). Such a small shift in the frequency would lead to 
an insignificantly increased voltage at which particles get detached from the surface. Edvardsson et al. 
[633] studying the kinetics of supported lipid bilayer formation observed similar effects at 10 V QCM driving 
voltages as at an increased ambient temperature by ∼ 10 °C. Since they calculated a theoretical heating 
of only 2 °C from changes of the oscillation energy dissipation in liquid, the detected effects at 10 V are 
not assigned to a temperature rise. Heitmann et al. [226] indirectly measured the generated surface heat 
via the temperature-dependent viscosity changes of glycerol on the quartz crystal, a physical parameter 
to which the QCM is sensitive. Based on the discovered correlation between load viscosity/ oscillation 
resistance and temperature, they determined a temperature increase of less than 1 °C, when operating 
the QCM at 10 V with glycerol as surface load. Cooper et al. [631] determined with a thermal imager a 
similar, not significant temperature rise (< 0.7 °C) for QCM oscillations in air, when increasing the driving 
voltage from 0 V to 10 V. 
If at all, the possibly generated frictional heat of high-amplitude QCM and the related effects are usually 
mentioned only as a side note in literature and are considered as not important for the reported 
applications. Only the direct effect of heat on the bond rupture of attached particles or on the frequency 
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stability of the QCM device are discussed. However, the temperature effect is considered as crucial point 
in many assay formats, which is confirmed by the results presented below. Especially, the effect of local 
heat on the convection of liquid in the measurement vessel is not at all taken into account in the literature 
of this research field. Instead of only estimating the temperature increase due to high-amplitude 
oscillations by calculations or indirect measurements, this problem is faced in this thesis by means of 
temperature-sensitive paints and FLIM of the temperature directly on the quartz surface. The simulation 
of convection profiles on the basis of this data indicate significant effects of operating the QCM at 
elevated driving voltages. 
6.1.1 Quartz Coating and Characterization 
The sensor cocktail, containing the temperature-sensitive indicator dye Eu(dnm)3(topo)2 (Fig. 3–23 A) 
and the polymer support, was immobilized on commercial 5 MHz quartz disks (KVG Quartz Crystal 
Technology GmbH; Neckarbischofsheim, Germany; Fig. 3–10 A) by spray coating, according to the 
protocol in the experimental section (cf. 3.5.3, p. 67). The oscillation characteristics of the quartz disks 
before and after TSP-coating were verified by means of impedance analysis in the resonance region. This 
served as quality control of the oscillation properties on the one hand, and for the determination of the 
resonance frequency of the coated resonator on the other hand. In order to attain a maximal shear 
displacement of the quartz material for high-amplitude QCM applications, the microbalance has to be 
operated at its resonance frequency. This varies between different quartz disks, since there are 
differences in the electrode thickness and predominantly in the thickness of the coated TSP layers.  
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Fig. 6–1 Impedance spectra near resonance of 5 MHz AT-cut quartz crystals: (A) blank quartz 
disk in air, (B) TSP-coated quartz disk in air, and (C) TSP-coated quartz disk covered with 550 µL 
PBS−− buffer. The frequencies of resonance and off-resonance are indicated. 
A set of exemplary impedance spectra is shown in Fig. 6–1. The resonance curve of the resonator is 
shifted to lower frequencies by the coating with a TSP layer (A → B in Fig. 6–1). However, no increase in 
the damping of the oscillation (increased |𝑍|𝑚𝑖𝑛  value) due to the loading is observable. Hence, the 
coating layer contributes only to the storage of oscillation energy, but not to its dissipation. The thickness 
of the rigid sensor film could be estimated from the resonance shift ∆𝑓|𝑍|𝑚𝑖𝑛, according to the Sauerbrey 
relation (Eq. (23)). For instance, the spectra of the blank and coated microbalance in Fig. 6–1 exhibit a 
resonance difference of 13 300 Hz. This is related with a film thickness of approximately 2.5 µm, using an 
C 
B 
A 
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integral mass sensitivity of 34 Hz cm2 µg−1.[637] The thicknesses of the used TSP films were all in the single-
digit micrometer range. Loading of the TSP-coated resonators with buffer solution goes along with a 
further slight decrease in the resonance frequency (B → C in Fig. 6–1). The damping contribution by the 
viscosity and density of the liquid loading becomes apparent, too, in the increase of the minimal 
impedance value (cf. Impact of Different Loadings on the Resonator Oscillation in subsection 3.3.2). As 
mentioned previously, imaging of the temperature on the crystal surface was performed when the 
microbalance oscillated with high amplitudes at its resonance frequency. Reference measurements were 
performed at off-resonance oscillations, i.e. 30 kHz below 𝑓|𝑍|𝑚𝑖𝑛 , for identifying heating effects that 
potentially do not arise from the frictional heat of resonant shear oscillations. 
6.1.2 Sensor Calibration 
Since the TSP sensor films on the quartz crystal surfaces could be reused several times, the 
phosphorescence lifetime properties of the sensors were always re-calibrated, before each temperature-
imaging of high-amplitude quartz oscillations. The sensor responses were measured by means of FLIM 
in RLD method, (see subsection 3.5.2; p.65 f.). For detailed information, regarding the experimental 
setup and the custom-made, miniaturized QCM chamber, which has been used for the measurements, 
is referred to Fig. 3–24 in subsection 3.5.3 Experimental of FLIM-RLD > Hardware - Experimental Setup 
(p. 67) and to the photographs in SI 6. The spectral characteristics of the TSP absorbance and emission, 
of the light source, and of the excitation and emission filters are illustrated in SI 26. 
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Fig. 6–2 (A) Calibration plot of a TSP-coated quartz disk in air. 𝐴1 𝐴2⁄  is the averaged pixel 
value of 𝐴1 𝐴2⁄ -images in the ROI (mean ± SEM; N = 7). The best fitting function ( 𝐴1 𝐴2⁄ =
0.031 (± 0.006) ∙ exp(𝑇 22.8 (± 1.8) °C⁄ ) + 1.154 (± 0.008) ; R2 = 0.9941) is indicated (dashed red 
line). (B) The ROI was defined as the area of the gold electrode on the QCM disk (dashed blue 
circles). Pictures show a TSP-coated quartz plate illuminated with visible (VIS) and UV light (red 
emission of the phosphorescent dye). (C) Grayscale 𝐴1 𝐴2⁄ -images of the ROI at the various 
calibration temperatures. The calibration bar depicts values of 𝐴1 𝐴2⁄  ·10
3. 
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Fig. 6–2 A shows a typical calibration plot of a TSP-coated quartz disk in air. 𝐴1 𝐴2⁄  is the averaged ratio 
of two intensity images taken successively of a defined region of interest (ROI) on the surface in the decay 
phase of the indicator phosphorescence (cf. Fig. 3–22; mean ± SEM; N = 7). The ratio is related to the 
decay time according to Eq. (55). The area of the gold electrode is defned as the ROI, since in first 
approximation the quartz material oscillates only within the borders of the electrode. This is indicated by 
dashed circles in Fig. 6–2 B, which shows the pictures of a TSP-coated quartz disk taken in visible (VIS) 
and UV light. The data points of the calibration in Fig. 6–2 A could be fitted best with an exponential 
function of the form 𝑦 = 𝑎 ∙ 𝑒𝑥 𝑏⁄ + 𝑦0 (indicated by a dashed red line; parameter values see caption). 
Fig. 6–2 C illustrates grayscale 𝐴1 𝐴2⁄ -images of the ROI at the various calibration temperatures between 
10 °C and 55 °C (the calibration bar depicts values of 𝐴1 𝐴2⁄  ·10
3).  
6.1.3 Imaging the Temperature of High-Amplitude QCM in Air 
The temperature imaging measurements of the quartz surface heating due to high-amplitude 
oscillations were performed directly in the calibration chamber, in order to ensure constant experimental 
conditions. The measurement temperature was set to 20 °C by default and has been continuously 
monitored with a temperature sensor inside the chamber (cf. SI 6). The surface electrodes of the quartz 
disk were connected via copper wires outside the calibration chamber with an oscilloscope (cf. Fig. 3–24, 
p. 68) for confirming of the resonance frequency. Afterwards, the contacts were switched to an arbitrary 
waveform generator. Different amplitudes of a sinusoidal AC voltage at the frequency of resonance were 
used for the driving of quartz oscillations. Besides 0.15 V as the default amplitude for QCM sensing 
applications, following elevated amplitudes have been applied: 0.5, 1, 2, 3, 5, 7.5, and 10 V.  
We calculated the lateral shear oscillation amplitudes 𝑥𝑟  of the quartz material in air, for the various 
driving voltages 𝑈 and as a function of the distance 𝑟 from the center of the microblanace, according to:  
𝑥𝑟 = 1.4 (± 0.1) ∙10
‐12 m V ⁄ ∙ 𝑄 ∙ 𝑈0 ∙ 𝑒
(−𝑤𝑟2 𝑟𝑒𝑙
2⁄ ) (68) 
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Fig. 6–3 Lateral distribution of the amplitudes of QCM shear displacement 𝑥𝑟  for quartz 
oscillations in air at the driving voltages 0.15, 0.5, 1, 2, 3, 5, 7.5, and 10 V, calculated according to 
Eq. (68). 𝑥𝑟  values are plotted as a function of the distance 𝑟  from the QCM disk (electrode) 
center, normalized to the electrode radius 𝑟𝑒𝑙  = 3 mm. The maximal oscillation amplitudes 𝑥0 in 
the center of the resonator (𝑟/𝑟𝑒𝑙  = 0) are listed in Tab. 6–1. 𝑄 = 15 000, 𝑤
𝑎𝑖𝑟  = 2.84 [365]. 
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This is a combination of Eq. (59), providing the maximal lateral shear amplitude 𝑥0 in the center of the 
QCM electrode as a function of the 𝑄-factor of the oscillation and the driving voltage 𝑈0  (empirically 
determined by Borovsky et al. [366]), and of Eq. (62), which describes the Gaussian decay of the maximal 
amplitude by increasing the distance 𝑟  from the center of the electrode with radius 𝑟𝑒𝑙  (based on a 
theoretical model by Martin et al. [365]). For this calculations it was used a 𝑄-factor of 15 000, based on 
experimentally determined values of QCM oscillations in air, the electrode radius 𝑟𝑒𝑙  of the 5 MHz AT-cut 
quartz resonators used (𝑟𝑒𝑙  = 3 mm), and a Gaussian distribution coefficient of 𝑤
𝑎𝑖𝑟  = 2.84 [365]. The lateral 
oscillation amplitude distributions obtained of the various QCM operation voltages are illustrated in 
Fig. 6–3 as a function of the distance 𝑟 from the microbalance center, normalized to the electrode radius 
𝑟𝑒𝑙 . The calculated values of the maximal shear amplitude 𝑥0  at the resonators’ center lie between 
3.15 nm for 0.15 V and 210 nm for 10 V driving voltage; all values are listed in Tab. 6–1. 
 
The quartz disk was forced to a continuous oscillation at the various amplitudes for 15 to 20 min, which 
turned out to be sufficiently long for the equilibration of the generated heat on the quartz surface. After 
this period of oscillation at each driving voltage, the phosphorescence lifetime property of the TSP was 
measured during the oscillation by FLIM (in RLD mode). The average brightness values of 𝐴1 𝐴2⁄  images 
within the ROI were then converted into mean temperature values, based on the previous calibration and 
the respective best fitting function. These are finally referenced to the starting temperature, measured 
of the non-oscillating quartz disk at 0 V driving voltage. Thus, values of temperature increases on the 
quartz crystal surface that are caused by high-amplitude shear oscillations are obtained.  
The temperature course of a typical experiment is shown in Fig. 6–4 A, where amplitudes of 0, 0.15, 0.5, 
1, 2, 3, 5, 7.5, and 10 V were successively applied. The corresponding underlying 𝐴1 𝐴2⁄ -images of the ROI 
(electrode area) are illustrated in grayscale in Fig. 6–4 C. From these data, a gradual increase of frictional 
heat on the oscillating quartz surface by increasing the amplitude of shear displacement is evident. A 
significant increase of temperature can be noticed from roughly 2 V of the applied voltage. The absolute 
temperature increases to about 35 °C on the faces of the quartz disk, or more precisely in the TSP layer 
of < 2.5 µm thickness on top of the crystal, at 10 V QCM driving voltage and 20 °C ambient temperature. 
After turning off the driving voltage, the temperature on the quartz surface slowly approximates values 
of the calibration chamber (20 °C) again. Reducing the frequency of the AC driving voltage by 30 kHz with 
respect to the resonance frequency of the resonator (off-resonance; cf. Fig. 6–1) and applying an 
amplitude of 10 V again, however, does not cause a significant change in the quartz surface temperature 
at all (red shaded area in Fig. 6–4 A). It remains at the same value, i.e. at the ambient temperature inside 
the calibration chamber, independently of whether a voltage amplitude of 10 V or 0 V is applied. This is 
evident from the underlying 𝐴1 𝐴2⁄ -images as well (Fig. 6–4 C; off-resonance images are indicated with 
*). The distribution of brightness values (coloring) across the entire ROI and the average brightness value 
of pixels within the ROI are similar for the operation of the QCM at 10 V off resonance and at 0 V. By 
turning the frequency back again to resonance conditions and applying a 10 V QCM driving amplitude, 
the temperature on the quartz surface again rises reproducibly to similarly high values as in the first run 
at 10 V (Fig. 6–4 A). This can be clearly seen also in Fig. 6–4 C, where both 𝐴1 𝐴2⁄ -images obtained at 
10 V at resonance show a similar coloring, i.e. similarly high 𝐴1 𝐴2⁄  pixel values.  
Fig. 6–4 B shows the sensor response, converted into a temperature change, in a high temporal 
resolution, when the driving voltage is switched between 0 V and 10 V at the resonance frequency. There 
is a steep increase in temperature to 90 % of final values within 5 min after switching on of the voltage. 
Stationary values are reached at least after 20 min of oscillation. There is no further increase in the 
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temperature anymore during further 40 min of quartz vibrations at 10 V. Turning off of QCM oscillations 
by reducing the amplitude of the driving voltage to 0 V causes a likewise steep decrease in the surface 
temperature. About 90% of the total decrease are reached within 6 min and the equilibrium temperature 
is reached after roughly 30 min. 
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Fig. 6–4 (A) Data of a typical experiment of high-amplitude QCM with FLIM of the 
temperature on the quartz crystal surface by means of a TSP coating. The temperature change 
∆𝑇 (blue triangles) is shown on the primary axis and the corresponding driving voltage 𝑈 (solid 
line) is scaled on the secondary axis. Absolute temperature values are obtained from transforming 
averaged pixel values of 𝐴1 𝐴2⁄ -images into mean temperature values by the fitting function of a 
previous calibration of the sensor (cf. 6.1.2). These values are referenced to the temperature at 
0 V driving voltage. The quartz was operated at its resonance frequency except for data points 
that are marked with “off-resonance” (red shaded area). Here, a frequency of 30 kHz below the 
resonance was used. (B) TSP sensor response with high temporal resolution, converted into 
temperature changes, upon switching the QCM driving voltage at resonance between 0 and 10 V. 
(C) Grayscale 𝐴1 𝐴2⁄ -images of the ROI of the quartz crystal surface on which the data in the graph 
in A are based. Numbers below the images are the voltage amplitudes of QCM oscillation during 
imaging. Images that were taken at off-resonance (−30 kHz) QCM driving voltages are indicated 
with *. The calibration bar depicts values of 𝐴1 𝐴2⁄  ·10
3. 
Fig. 6–5 shows the average temperature change within the ROI of the quartz surface of repeated 
measurements, as a function of the applied driving voltage at the resonance frequency and with respect 
to the temperature at 0 V QCM driving voltage (mean ± SEM; N ≥ 11). The mean temperature change due 
to oscillations at 10 V off-resonance (−30 kHz) are illustrated as well (indicated with *; N = 6). The 
corresponding values are listed in Tab. 6–1, together with the calculated values of the maximal shear 
oscillation amplitude at the respective driving voltages. While the frictional heat generated in the TSP 
layer is by 0.00 (± 0.09) °C negligible at 0.15 V driving voltage and 3.15 nm amplitude of maximal lateral 
displacement, respectively, a small but already significant temperature increase by 0.9 (± 0.2) °C can be 
detected at 1 V driving voltage and 21 nm shear oscillation amplitude in the center of the ROI, 
 0 0.15 1  3 7.5  10  10*  0*  0.5  10 V 2  5  0  10* 
* = off-resonance 
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respectively (Tab. 6–1). From 3 V to 10 V the temperature increases more than linear. The maximal 
operation voltage of 10 V and the corresponding shear oscillation amplitudes of maximal 210 nm in the 
center of the resonator cause a mean temperature increase of 17.0 (± 0.9) °C on the quartz crystal 
surface. When operating the QCM at 10 V off-resonance, however, a not significant mean temperature 
change of 0.5 (± 0.3) °C is measured (indicated with * in Fig. 6–5). The non-linear relationship between 
the applied driving voltage and the generated temperature on the QCM surface could be described best 
by a parabolic fitting function of the form 𝑦 = 𝑎 𝑥2 +𝑏𝑥 + 𝑐 (indicated by a dashed red line; parameter 
values see caption).  
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Fig. 6–5 Average temperature increase ∆𝑇 on the quartz crystal surface (in air) as a function of 
the applied QCM driving voltage 𝑈  at resonance frequencies (mean ± SEM; N ≥ 11). The mean 
temperature rise of high-amplitude QCM (10 V) at off-resonance frequency (−30 kHz) is indicated 
with * (N = 6). The underlying values are listed in Tab. 6–1. In consideration of standard errors 
(direct weighting), the correlation of ∆𝑇 and 𝑈 could be fitted best by a parabolic function of the 
form ∆𝑇 = 0.103 (± 0.011) °C2 V2⁄ ∙ 𝑈2 + 0.67 (± 0.09) °C V⁄ ∙ 𝑈 ‐ 0.06 (± 0.06) °C  (R2 = 0.9947), 
shown as dashed red line.  
Tab. 6–1 Values of the maximal lateral shear oscillation amplitude 𝑥0, calculated according to 
Eq. (68) (𝑄 = 15 000), and of the average temperature increase ∆𝑇 on the quartz disk surface in air 
upon high-amplitude QCM at various amplitudes 𝑈  and frequencies 𝑓  of the driving voltage 
(mean ± SEM). 
𝑈/ V 𝑓 𝑥0/ nm ∆𝑇/ °C N 
0.15 resonance 3.15  0.00  (± 0.09) 12 
0.5 resonance 10.5  0.44  (± 0.18) 11 
1 resonance 21  0.90  (± 0.2) 12 
2 resonance 42  1.70  (± 0.3) 11 
3 resonance 63  2.50  (± 0.4) 12 
5 resonance 105  5.70  (± 0.8) 12 
7.5 resonance 157.5  11.10  (± 1.1) 12 
10 resonance 210  17.00  (± 0.9) 14 
10 off-resonance (−30 kHz) --  0.50  (± 0.3) 6 
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6.1.4 Imaging the Temperature of High-Amplitude QCM in Buffer 
Besides temperature imaging of the quartz surface during high-amplitude oscillations in air (6.1.3), 
measurements were also performed for high-amplitude QCM oscillations with one quartz face immersed 
in aqueous solution. For this purpose, the headspace above the quartz disk in the home-made QCM 
chamber was completely filled with PBS−− buffer (550 µL) and covered with a transparent glass slide 
without inclusions of air bubbles (Fig. 3–24, p. 68). The procedures of sensor calibration, of resonance 
frequency testing by an oscilloscope, and of high-amplitude QCM operations with a power supply were 
the same as described previously for the measurements in air. The TSP sensor film immersed in buffer 
has been calibrated at fewer temperature values than in air since, firstly, the temperature increase due 
to high-amplitude oscillations was expected to be considerably lower in the aqueous environment due to 
the heat dissipation in water and, secondly, the equilibration of calibration temperatures has taken 
significantly longer (about 30 min) under liquid than in air. Various amplitudes of a sinusoidal AC voltage 
at the frequency of quartz resonance were successively applied. The applied QCM driving voltages 𝑈 in 
high-amplitude measurements were 0.15, 1, 3, 5, 7.5, and 10 V. 
It was again calculated the distribution of lateral shear oscillation amplitudes 𝑥𝑟  in dependence of the 
distance 𝑟 from the microbalance center, normalized to the electrode radius 𝑟𝑒𝑙, and in dependence of 
the voltage amplitude, according to Eq. (68). A 𝑄-factor value of 2 500 was used for calculations, based 
on experimentally derived values of 5 MHz AT-cut quartz oscillations with one face exposed to buffer. 
Furthermore, an electrode radius 𝑟𝑒𝑙  of 3 mm and a Gaussian distribution coefficient of  𝑤
𝑤𝑎𝑡𝑒𝑟  = 2.03, 
according to [365], were inserted. In Fig. 6–6, the results of calculations are illustrated. The maximal shear 
oscillation amplitudes 𝑥0 in the center of the resonator (𝑟/𝑅 = 0) are listed in Tab. 6–2 for the applied 
driving voltages. The 𝑥0 values are in the range between 0.5 and 35 nm between the lowest (150 mV) and 
the highest (10 V) voltage amplitude. These are by roughly a factor of six lower compared to the 
calculated oscillation amplitudes in air (cf. Tab. 6–1). This discrepancy is directly correlated with the 6-
fold lower 𝑄-factor of the quartz oscillation in liquid, which is due to the viscosity of the loading and the 
accompanied increased dissipation of vibrational energy (cf. Tab. 3–6 (B) Newtonian liquid and the 
associated text passages, p. 42 ff.). 
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Fig. 6–6 Lateral distribution of the amplitudes of QCM shear displacement 𝑥𝑟  for quartz 
oscillations in water at the driving voltages 0.15, 1, 3, 5, 7.5, and 10 V, calculated according to 
Eq. (68). 𝑥𝑟  values are plotted as a function of the distance 𝑟  from the disk (electrode) center, 
normalized to the electrode radius 𝑟𝑒𝑙  = 3 mm. The maximal oscillation amplitudes 𝑥0  in the 
center of the resonator (𝑟/𝑟𝑒𝑙  = 0) are listed in Tab. 6–2. 𝑄 = 2 500,
 𝑤𝑤𝑎𝑡𝑒𝑟  = 2.03 [365]. 
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Fig. 6–7 shows the average temperature increase on the quartz crystal surface due to high-amplitude 
oscillations in PBS−− buffer from a number of separate measurements at an ambient temperature of 20 °C 
(mean ± SEM; N ≥ 5). There is also an increase of the temperature on the quartz surface in buffer with 
increasing the driving voltage at the resonance frequency of the resonator, just as previously observed 
for oscillations in air (Fig. 6–5, Tab. 6–1). The heating effect, however, is considerably lower for quartz 
oscillations in aqueous solution than in air. The corresponding values are listed in Tab. 6–2. A significant 
temperature increase of 0.68 (± 0.05) °C is noticeable at a resonant QCM driving voltage of 5 V and the 
maximal increase in temperature is observed by 2.42 (± 0.14) °C at the highest driving voltage (10 V). By 
contrast, operating the resonator at 10 V driving voltage off-resonance (−30 kHz) causes no significant 
increase in temperature (indicated with * in Fig. 6–7). The temperature change arising from QCM 
oscillations in buffer as a function of the applied driving voltage could be fitted best with a parabolic 
function of the form 𝑦 = 𝑎 𝑥2 +𝑏𝑥 + 𝑐 (indicated by a dashed red line; parameter values see caption).  
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Fig. 6–7 Average temperature increase ∆𝑇  on the quartz crystal surface (in buffer) as a 
function of the applied QCM driving voltage 𝑈 at resonance frequencies (mean ± SEM; N ≥ 5). The 
mean temperature rise of high-amplitude QCM (10 V) at off-resonance frequency (−30 kHz) is 
indicated with *. The underlying values are listed in Tab. 6–2. In consideration of standard errors 
(direct weighting), the correlation of ∆𝑇 and 𝑈 could be fitted best by a parabolic function of the 
form ∆𝑇 = 0.0243 (± 0.0013) °C2 V2⁄ ∙ 𝑈2 ‐ 0.002 (± 0.009) °C V⁄ ∙ 𝑈 + 0.052 (± 0.008) °C , shown 
as dashed red line (R2 = 0.9979). 
Tab. 6–2 Values of the maximal lateral shear oscillation amplitude 𝑥0, calculated according to 
Eq. (68) (𝑄  = 2 500), and of the average temperature increase ∆𝑇 on the quartz disk surface in 
buffer upon high-amplitude QCM at various amplitudes 𝑈 and frequencies 𝑓 of the driving voltage 
(mean ± SEM). 
𝑈/ V 𝑓 𝑥0/ nm ∆𝑇/ °C N 
0.15 resonance 0.5  0.058  (± 0.016) 5 
1 resonance 3.5  0.067  (± 0.016) 6 
3 resonance 10.5  0.26  (± 0.05) 6 
5 resonance 17.5  0.68  (± 0.05) 6 
7.5 resonance 26.3  1.40  (± 0.09) 7 
10 resonance 35  2.42  (± 0.14) 7 
10 off-resonance (−30 kHz) --  0.36  (± 0.10) 5 
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FLIM of temperature of the quartz crystal surface was also performed for high-amplitude oscillations in 
PBS−− buffer at an ambient temperature of 37 °C. The increases in the average temperature, thereby, are 
slightly lower than that observed at 20 °C. At 5 V and 10 V of resonant QCM driving voltages, increases 
by 0.39 (± 0.08) °C and 1.9 (± 0.3) °C, respectively, were determined (mean ± SEM; N = 3). 
6.2 Imaging the Oxygen Consumption Rate 
(OCR) beneath Adherent Cells  
Over the past five to ten years a steady increase in the number of publications about the use of oxygen-
sensitive fluorescent indicators (phosphorescence quenching) in cell-based biosensing and imaging 
applications is observed [175,638,639]. Most of them focus on micro- and nanoparticle-based luminescent 
oxygen probes, where the indicator dye is encapsulated in polymeric particles and whose luminescence 
is quenched in the presence of oxygen. These kind of optical nanosensors are predominantly utilized for 
the monitoring of analyte concentrations and distributions in live cells and in vivo and are also referred 
to as PEBBLE sensors (probes encapsulated by biologically localized embedding) [175,549,550,552,553]. They 
exist in variable dye-polymer combinations for the optical detection of dissolved oxygen (DO) in 
biological samples [551,581–583,640–645]. Recently, dual nanosensors for the simultaneous sensing and imaging 
of intracellular oxygen and pH have been described [646]. Particle-based oxygen sensors have also been 
prepared by embedding the luminescent indicator dyes in polyelectrolyte multilayers on luminescent 
nanoparticles, which serve as internal intensity reference [647], or in polymerized phospholipid vesicles 
(liposomes) [648]. Oxygen probes on the basis of cell-penetrating Pt(II)-coproporphyrin conjugates have 
also been successfully applied for monitoring the extracellular, intracellular and pericellular O2 
concentration of respiring mammalian cells and their changes upon metabolic stimulations [649–652].  
PEBBLEs have been used for the real-time sensing of the metabolic oxygen consumption inside live cells 
[581,640,641,645,646,648,653–655] as well as for the quantitative imaging of the oxygen distribution in vitro and in 
vivo [189,582,645,656–659] via ratiometric fluorescence intensity measurements. Besides fluorescence intensity-
based nanosensors for monitoring oxygen in living cells, also fluorescence anisotropy-based [660] and 
lifetime-based approaches are reported. Non-imaging fluorescence lifetime sensing (time-resolved 
fluorometry) of intracellular O2 has been successfully applied in plant cells, non-mammalian and 
mammalian cells [551,642,643,661–664], as well as in vivo [582]. Fluorescence lifetime imaging (FLIM; also referred 
to as phosphorescence quenching microscopy – PQM [665]) enables the qualitative visualization and 
mapping of the oxygen distribution, and the spatial and temporal quantification of O2 concentrations in 
complex biological samples. [644,658] This has been presented for various cell types, such as macrophages 
[666,667], plant cells [661,668], 2-D mammalian cell cultures [649,658,667,669–674], 3-D tissue culture models/ 
spheroids (2-D and 3-D O2 mapping) [673–678], as well as for measurements in vivo [561,639,679–681]. 
Besides soluble probes, solid-state luminescent sensors (dyes embedded in an immobilized polymer 
matrix) like sensor spots and planar optodes have also been applied for the oxygen sensing in biological 
environment, integrated in cell culture vessels or coated on growth substrates. These immobilized 
sensors are used for point measurements (monitoring) of the concentration of DO in the cell culture 
medium, like e.g. for the process control in bioreactors or in multi-well plates for the monitoring of the 
oxygen consumption rate (OCR) of cells. The sensor films described in literature [682–688] and of 
commercially available platforms [689–693], however, have the common disadvantage of lacking 
biocompatibility, as usually hydrophobic polymer matrices are used for dissolving of the indicator dye. 
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Such hydrophobic surfaces impede the processes of cell attachment and spreading so that adherent cells 
usually grow around such sensor spots but not on them. This disables the 2-D mapping of subcellular O2 
distributions and one can “only” sense the average bulk oxygen concentration with such setups. 
Moreover, single sensor spots allow only point measurements of an analyte, which might not always be 
representative in a biological sample. The primary approach to facilitate cell attachment on the sensor 
films was hitherto their pre-coating, such as with fibronectin [694], collagen [683], or PDMS [694].   
A new solid-state sensor platform is presented for monitoring and imaging the oxygen distribution 
directly beneath adherently grown cell cultures by means of a planar sensor film, i.e. an oxygen-sensitive 
phosphorescent dye embedded in a polymer matrix, which serves as the growth substrate. For this 
system, no additional hydrophilic layer or protein pre-coating is required on top of the sensor for 
promoting cell attachment and spreading. The biocompatibility of the sensor itself is attained by a 
smooth surface, generated by spin coating of the sensor cocktail, and by the hydrophilization of the 
cured sensor film prior to the seeding of cells. Thus, the cells can be cultured directly on the surface of 
the sensor layer, which means that sensing and imaging is possible in immediate contact to the cells. This 
enables a more sensitive and a laterally more accurate measurement of the subcellular oxygen 
concentration and distribution than with systems that utilize an adhesion-facilitating layer and where 
there is an increased diffusion distance for the dissolved oxygen between the cells and the sensor. The 
presented setup enables the 2-D mapping of oxygen concentrations and the spatially and temporally 
resolved sensing of the OCR of cells.  
6.2.1 Cytocompatibility Testing of the Sensor Film 
Circular AT-cut quartz crystal sensors were coated with a pressure-sensitive paint (PSP) by either spray 
coating or spin coating the sensor cocktail, according to the PSP Sensor Preparation protocol (p. 67). The 
cocktail consisted of the phosphorescent Pt(II)-porphyrine complex PtTFPP (Fig. 3–23 C; the oxygen-
sensitive indicator dye) and polystyrene (polymer support), dissolved in a suitable solvent. The quartz 
disks were coated in order to (i) determine the average thickness of the sensor film and (ii) investigate 
cell attachment, cell growth and cell viability on the PSP sensor films by means of QCM recordings. 
Fig. 6–8 shows the QCM impedance spectra of the blank quartz disk (black squares) and of quartz disks 
that were coated with the PSP (blue circles) either by spray coating (Fig. 6–8 A) or by spin coating at 
4000 rpm (Fig. 6–8 B). The QCM spectra were recorded after curing of the coating layer in air. A shift in 
the resonance curve (∆𝑓|𝑍|𝑚𝑖𝑛 ) to lower frequencies upon PSP deposition is evident at either coating 
method. Moreover, one can recognize in the impedance spectra the rigidity of the sensor film from the 
absence of any damping effects on the microbalance oscillation. This allows to apply the Sauerbrey 
relation, which links the frequency shift with an additional mass on the microbalance (−𝛥𝑓 ∝ ∆𝑚; cf. 
Eq. (23)). The resonance shifts report on the deposition of much (∼ 50-fold) more mass on the resonator 
by spray coating (∆𝑓|𝑍|𝑚𝑖𝑛  ≈ −15 kHz) than by spin coating at 4000 rpm (∆𝑓|𝑍|𝑚𝑖𝑛  ≈ −0.3 kHz). As the same 
sensor cocktail (→ equal density) has been used in both coating methods and since the sensors were of 
similar type (→ equal size and mass sensitivity), the differences in the resonance shift/ deposited mass 
can be directly correlated with different thicknesses of the deposited polymer layers. Average heights of 
the PSP layers on the microbalances of ∼ 4.2 µm and ∼ 70 nm by spray coating and spin coating (at 4000 
rpm), respectively, were calculated from the impedance properties of the QCM oscillations.  
For testing the cytocompatibility of the planar sensors, MDCK-II cells were seeded on resonators with 
spin coated and spray coated PSPs, after sterilization and hydrophilization of the polymer surface. The 
cell attachment and spreading processes on the different substrates have been monitored by time-
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resolved, spectroscopic QCM sensing. It has been demonstrated repeatedly in literature 
[22,197,206,219,228,240,267] as well as in this work that this technique (including the active-mode QCM with 
dissipation monitoring, QCM-D) is a valuable, label-free, and non-invasive means for the real-time 
monitoring of the attachment, spreading and proliferation properties of mammalian cells on their 
growth substrate. QCM measurements have also been applied previously for the cell-based 
biocompatibility testing of various materials [217,236]. The ∆|𝑍|𝑚𝑖𝑛 time courses that were obtained from 
QCM recordings during cell attachment on the quartz disks with differently coated PSP layers are 
illustrated in Fig. 6–8 C, normalized to the point of cell inoculation. Both curves show an increase in 
∆|𝑍|𝑚𝑖𝑛. This reflects an increase in the viscoelasticity of the QCM load close to the surface, which can 
be assigned to the sedimentation of the viscoelastic cell bodies into the sensing volume above the crystal 
surface. After roughly 4 h, the minimum impedance of the spray coated resonator does not change 
anymore (dashed line). In contrast to that, |𝑍|𝑚𝑖𝑛 of the spin coated resonator (solid line) increases by 
the threefold within this period and even increases continuously further to approximately 5-fold higher 
values after 24 h of seeding the cells. This change in |𝑍|𝑚𝑖𝑛 reports on the attachment and spreading of 
cells on the microbalance surface as well as on cell proliferation, as it is known from blank, not coated 
resonators (cf. Fig. 5–27 D). The comparatively small |𝑍|𝑚𝑖𝑛  increase of the spray coated resonator 
indicates the failure of cell spreading after the initial sedimentation and anchorage of the cells to the 
substrate, preventing proliferation and cell growth across the entire sensor.  
 
A 
4.98 4.99 5.00 5.01
10
2
10
3
10
4
10
5
10
6   – PSP 
  + PSP (spray coated)
 
f(|Z|
min
)
f/ MHz
|Z
|/
 O
h
m
-90
-60
-30
0
30
60
90

/ 
°
 
 
B 
4.98 4.99 5.00 5.01
10
2
10
3
10
4
10
5
10
6   – PSP 
  + PSP (spin coated)
 
f/ MHz
|Z
|/
 O
h
m
f(|Z|
min
) -90
-60
-30
0
30
60
90

/ 
°
 
 
C 
0 4 8 12 16 20
0
100
200
300
400
500

|Z
| m
in
/ 
O
h
m
  spin coated   + MDCK-II
  spray coated + MDCK-II
Time / h
 
 
D 
 
Fig. 6–8 (A), (B) Shift of the resonance curve (of the frequency of minimal impedance, ∆𝑓|𝑍|𝑚𝑖𝑛) 
of a 5 MHz AT-cut quartz resonator upon (A) spray coating and (B) spin coating with a PSP. (C) 
Change of the magnitude of minimal impedance ∆|𝑍|𝑚𝑖𝑛, after seeding MDCK-II cells on quartz 
resonators with a spray coated (dashed line) and spin coated (solid line) PSP layer. (D) 
Micrographs of a spray coated (left) and a spin coated (right) PSP film 24 h after seeding cells. 
6.2 Imaging the Oxygen Consumption Rate (OCR) beneath Adherent Cells 235 
This could be confirmed by stereomicroscopy and phase-contrast microscopy of the substrate surfaces 
24 h after seeding the cells. The exemplary micrographs in Fig. 6–8 D show clusters of rounded cells 
(surrounded by a dashed line and ) on top of the very inhomogeneous and rough, spray coated PSP 
(left), and a confluent layer of MDCK II cells, which has grown up to the edge on the homogeneous, 
smooth and optical transparent, spin coated PSP film (right). Hence, spray coating of the PSP prevents 
cell spreading and their growth on the polymer surface. This is very likely due to the surface roughness 
that makes it impossible for the cells to form a sufficient number of strong cell-substrate contacts. For 
this reason, the cells remain attached in rounded shape on the substrate. By contrast, the spin coated 
PSP film demonstrates cytocompatibility and, thus, enables the growth of a confluent cell layer. 
6.2.2 Sensor Calibration 
The very thin sensor films (∼ 100 nm) that were deposited on circular cover glasses by spin coating have 
been investigated with respect to their oxygen sensing capabilities. The sensor response (fluorescence 
lifetime) was calibrated in air, in dependence of the ambient temperature, and under physiological buffer 
at various preset oxygen partial pressures pO2 with either Ar or N2 as complementary gas (total pressure 
ptot = 1 bar). A photograph of the calibration chamber and the imaging setup with integrated microscope, 
temperature control, and gas mixing device is shown in SI 7 (p. 264). The single components of the 
experimental setup are specified and described in detail in 3.5.3 (p. 67 ff.; Fig. 3–25), together with the 
software and gate settings (p. 70 f.), and the data processing of fluorescence lifetime images (p. 72 f.) 
recorded by RLD (cf. 3.5.2, p. 65 ff.). 
Calibration in Air  
Fig. 6–9 depicts the fluorescence lifetime data of a PSP film that has been calibrated in dry air at a 
constant ambient temperature of 24 °C. Fig. 6–9 A shows the change of the average 𝐴1/𝐴2  ratio (cf. 
Eq. (55), p. 66), calculated from phosphorescence intensity pictures which have been taken in the decay 
phase of the phosphorescence of the oxygen-sensitive platinum porphyrine dye. Oxygen partial 
pressures of 0, 5, 10, 30, 50, 70, 100, 150, 200, 300, 500, 700, 900, and 1000 mbar (ptot = 1000 mbar) were 
consecutively set by gas blender in the headspace of the sensor film (arrows in Fig. 6–9 A indicate the 
time at which the specified pressure was adjusted).  
The 𝐴1/𝐴2 value sensitively increases with increasing oxygen amount in the calibration gas mixture, due 
to an increasing amount of oxygen molecules that participate in the dynamic quenching of the dye 
luminescence. This causes a decrease in the fluorescence lifetime 𝜏 and an increase in the 𝐴1/𝐴2 ratio, 
respectively. The high sensitivity of the sensor film at low oxygen concentrations is evident in the 
significant 𝐴1/𝐴2 changes for rather little changes in the oxygen partial pressure pO2 (see zoom-in insets 
in Fig. 6–9 A). With increasing the pO2 to 500 mbar and more, a clearly noticeable and increasing noise in 
the 𝐴1/𝐴2 pixel values occurs. The time course in Fig. 6–9 A also indicates a rapid sensor response upon 
changing the oxygen concentration above the sensor. Equilibration of the pO2 above the sensor and in 
the polymer matrix of the embedded dye is attained within 60 – 90 s, which is the data acquisition time 
for recording one data set of seven pairs of 𝐴1-𝐴2 images and one blank image. The reversibility of the 
sensor is also evident from the exemplary calibration time course in 0Fig. 6–9 A, where there is an equally 
fast response time when switching from 100 % back to 0 % oxygen again at the end of the calibration.  
Fig. 6–9 B shows the mean 𝐴1/𝐴2  values in the range of 0 – 300 mbar pO2 (mean ± SEM; N = 7). The 
standard errors were calculated using ImageJ software [330,331]. The underlying 𝐴1/𝐴2  images are 
compiled in Fig. 6–9 C in pseudo colors of 𝐴1/𝐴2 pixel values between 1.45 and 2.70. The linear regression 
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of the data points at low oxygen concentrations (0 – 10 mbar) delivers a slope and oxygen-sensitivity of 
0.068 𝐴1/𝐴2 per 10 mbar pO2(air). The 𝐴1/𝐴2 calibration data points were fitted best by an exponential 
fitting function of the form 𝑦 = 𝑎 ∙ 𝑒𝑏∙𝑥 + 𝑦0  (indicated by a dashed red line in Fig. 6–9 B; parameter 
values see caption). The Stern-Volmer plot, 𝜏0 𝜏⁄  as a function of pO2, belonging to this calibration is 
shown in SI 27 A, together with a fit of the data according to the Stern-Volmer two-site quenching model 
(Eq. (53)). 
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Fig. 6–9 Calibration of a PSP film in air. (A) Time course of 𝐴1/𝐴2 values while different pO2 
values were applied to the headspace above the planar sensor (ptot = 1000 mbar). Black arrows 
indicate the time of setting of the specified pO2. (B) Average 𝐴1/𝐴2 values (mean ± SEM; N = 7) as 
a function of the oxygen concentration in the physiologically relevant range of 0 – 300 mbar. 
Taking the standard errors into account (instrumental weighting), the 𝐴1/𝐴2  calibration data 
were fitted best by an exponential function of the form 𝐴1 𝐴2⁄ = ‐ 1.75 (± 0.17) ∙ exp(‐ 0.0032 
(± 0.0004) mbar-1 ∙ 𝑝O2) + 3.23 (± 0.17) (R
2 = 0.9986), shown as dashed red line. (C) Pseudo-color 
𝐴1/𝐴2 images of the sensor film from which the calibration data shown in B are extracted. The 
color code covers 𝐴1/𝐴2 values of 1.45 – 2.70. 
Temperature Dependence 
It is well known that the intensity and lifetime of luminescence is also a function of the temperature. An 
increase in the temperature promotes the non-radiative relaxation of excited electrical states, which then 
consequently are no longer populated and available for events of radiative relaxation, i.e. fluorescence 
and phosphorescence (cf. 3.5.1 > Temperature Sensitivity of Luminescence, p. 64). The dependence of the 
fluorescence intensity and lifetime on the temperature is widely utilized for its sensing and imaging by 
the use of luminescent probes, like for example in the form of planar films as demonstrated above in 
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section 6.1. Hence, temperature variations also affect the luminescence properties of oxygen-sensitive 
dyes. Without an accurate temperature control, oxygen readings are prone to error.  
The planar PSP sensor was tested with respect to its cross-sensitivity to temperature changes. For this, 
one and the same sensor film was calibrated at 24 °C and at physiological 37 °C in air as described above. 
For temperature control a heatable metal block, surrounding the measurement chamber, and an 
additional thermo sensor to monitor its temperature was integrated in the experimental setup (cf. SI 7). 
The calibration data, the average pixel values of 𝐴1/𝐴2 images (mean ± SEM; N = 7), are shown in Fig. 6–
10 for both temperatures in the range of 0 – 300 mbar of applied oxygen partial pressures 
(ptot = 1000 mbar). The 𝐴1/𝐴2 values are significantly higher at 37 °C ( ) compared to 24 °C ( ) across 
all pO2 calibration values. The absolute fluorescence lifetime, thereby, is by 10 % lower at 37 °C than at 
24 °C. The Stern-Volmer plots (𝜏0 𝜏⁄  vs. pO2) corresponding to this data and the respective fitting of the 
lifetime data according to the two-site quenching model are depicted in SI 27 B. One can also observe 
from the calibration data in Fig. 6–10 that the noise of the 𝐴1/𝐴2 images and the error bars, respectively, 
are bigger at 37 °C than at 24 °C at each oxygen partial pressure. Irrespective of the increased 
fluorescence quenching and the bigger standard errors of averaged pixel values at increased ambient 
temperatures, the calibration data still prove the predominant sensitivity of the PSP sensor film towards 
changes in the oxygen concentration in the physiologically relevant range.  
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Fig. 6–10 Calibration plots of average phosphorescence lifetime images 𝐴1/𝐴2 (mean ± SEM; 
N = 7) as a function of pO2 at the two temperatures 24 °C ( ) and 37 °C ( ). The fits of the data 
points, according to functions of the form 𝑦 = 𝑎 ∙ 𝑒𝑏∙𝑥 + 𝑦0, are indicated (dashed red lines). 
Calibration under Liquid 
With the aim of monitoring and imaging the concentration of DO in a buffer solution and beneath 
mammalian cells cultured on the PSP, the sensing performance of the spin coated PSP film was tested 
by its calibration under liquid. For this purpose, the PSP-coated glass disks were covered with 4 mL of 
PBS++ buffer solution and gas mixtures of various ratios of O2 and N2 partial pressures were streamed 
through the headspace above the liquid in the calibration chamber (pO2(air) = 0, 10, 50, 100, 150, 300, and 
500 mbar; ptot(air) = 1000 mbar). Fluorescence lifetime images were recorded after equilibration of the 
gas phase with the buffer solution and the polymer matrix of the sensor. These equilibration phases can 
be clearly seen in the exemplary time course of 𝐴1/𝐴2  values in Fig. 6–11 A, by the time that values 
require for reaching stationary levels upon the stepwise increases of pO2(air). An uniform and constant 
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distribution of oxygen molecules in the liquid and in the sensor matrix is attained at the earliest 
15 – 20 min after the setting of the oxygen partial pressure in air, as evident from the inset graph in Fig. 6–
11 A, which shows in magnification the 𝐴1/𝐴2 time course after the change from 0 to 10 mbar pO2. 
 
A 
0 30 60 90 120 150 180 210 240 270
1.0
1.5
2.0
2.5
3.0
5
0
 
 
t/ min
A
1
/A
2
1
0 5
0
1
0
0
3
0
0
5
0
0
1
5
0
m
b
a
r 
O
2
 (
a
ir
)
1
0
0 10 20 30 40 50 60
1.44
1.46
1.48
1.50
1.52
1.54
 
B 
0 100 200 300 400 500
1.5
2.0
2.5
3.0
 
 
pO
2
/ mbar (air)
A
1
/A
2
 
C 
 
Fig. 6–11 Calibration of a PSP film in PBS++ buffer. (A) Time course of 𝐴1/𝐴2  values while 
different pO2 values were applied to the headspace above the liquid on the planar sensor 
(ptot(air) = 1000 mbar). Black arrows indicate the time of application of the specified pO2(air). (B) 
Average 𝐴1/𝐴2 values (mean ± SEM; N = 7) as a function of the O2 concentration in the range of 
0 – 500 mbar in air. Taking the standard errors into account (instrumental weighting), the 
calibration data of 𝐴1/𝐴2  were fitted best by an exponential function of the form 𝐴1 𝐴2⁄ =
‐ 2.4 (± 0.5) ∙ exp(‐ 0.0024 (± 0.0006) mbar-1 ∙ 𝑝O2) + 3.8 (± 0.5)  (R
2 = 0.9986), shown as dashed 
red line. (C) Pseudo-color 𝐴1/𝐴2 images of the sensor film from which the calibration data in B are 
extracted. The color code covers 𝐴1/𝐴2 pixel values of 1.45 – 3.45. 
Fig. 6–11 B shows the gradual increase of the average 𝐴1/𝐴2  values with increasing oxygen partial 
pressures (in air) from 0 mbar to 500 mbar (mean ± SEM; N = 7). The standard errors of pixel values were 
calculated using ImageJ software [330,331]. From the linear regression of the calibration data points at low 
oxygen concentrations (0 – 50 mbar) a slope of 0.056 𝐴1/𝐴2 per 10 mbar pO2(air) is obtained, reflecting 
the oxygen-sensitivity of the PSP sensor film in aqueous liquid. The 𝐴1/𝐴2 images of the calibration in 
Fig. 6–11 A, B are illustrated in Fig. 6–11 C in pseudo colors of 𝐴1/𝐴2 pixel values between 1.45 and 3.45. 
The 𝐴1/𝐴2 calibration data points were fitted best by an exponential function of the form 𝑦 = 𝑎 ∙ 𝑒
𝑏∙𝑥 +
𝑦0 (indicated by a dashed red line in Fig. 6–11 B; parameter values see caption). The Stern-Volmer plot, 
𝜏0 𝜏⁄  as a function of pO2(air), belonging to this calibration is shown in SI 27 C, together with a fit of the 
data according to the Stern-Volmer two-site quenching model (Eq. (53)).  
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The calibration data in liquid prove a high reproducibility and sensitivity for sensing and imaging small 
alterations in the amount of DO in the physiological range at the sensor/ liquid interface. This provides 
the basis for utilizing the sensor layout on the basis of PSP films presented as the growth substrate for 
mammalian cells and for the substrate-integrated, label-free monitoring of the OCR of cells in temporal 
as well as in spatial resolution.  
6.2.3 Imaging the OCR of Cells 
Fluorescence lifetime imaging and monitoring of the oxygen consumption rate of epithelial cells was 
performed by applying growth substrate-integrated PSP sensor films. Studies on the cytocompatibility 
(6.2.1) and the oxygen-sensing capabilities and sensitivities, in both air and under liquid (6.2.2), of these 
were presented above. After hydrophilization and pre-incubation of the PSP surfaces with serum-free 
medium over night, MDCK-II cells were grown to confluence on these substrates in cell culture medium. 
For fluorescence imaging measurements, the culture medium was exchanged against PBS++ buffer, 
supplemented with 1 g/ L glucose. The quality of the cell layer on the PSP, i.e. the confluence and cell 
morphology, was routinely checked microscopically before FLIM (cf. experimental implementation 
section on p. 70).  
The change of the oxygen concentration beneath the epithelial cell layer was investigated over time, 
after adding the respiratory chain decoupler 2,4-Dinitrophenol (2,4-DNP) to the cells. 2,4-DNP is known 
to act as ionophore for protons and, thus, counteracts the establishment and maintenance of the proton 
gradient across the mitochondria membrane. However, this is the energy source for the cells, as it is used 
for the production of adenosine triphosphate (ATP), which is the intracellular molecular carrier of 
chemical energy. Since 2,4-DNP inhibits the molecular fixation of energy in the form of ATP molecules, 
cells attempt to compensate for this by an increased metabolism, which is correlated with an increase in 
the OCR of the cells.  
Typical time courses of the average 𝐴1/𝐴2 ratio that are obtained from FLIM of oxygen-sensitive films 
beneath cells are shown in Fig. 6–12 A, for a cell layer treated with 100 µM 2,4-DNP ( ) and for a control 
cell layer, where the PBS++ buffer was exchanged only (ctrl; ). The point of addition is indicated with 
an arrow. A strong decrease of the 𝐴1/𝐴2  values is observable after adding 2,4-DNP. The values 
approximate a stationary level of roughly 1.45 after 5.5 h. Since the phosphorescence intensity of 𝐴1 
pictures ran into saturation in this time course, the data points marked with  were recorded with a 
shorter exposure time. The oxygen concentrations (with respect to air) were calculated from the 𝐴1/𝐴2 
data in Fig. 6–12 A, according to the fitting functions of the associated calibration measurements and 
taking account of the error propagation of measurement and fit uncertainties. Fig. 6–12 B shows the 
𝐴1/𝐴2 time courses translated into pO2(air) values for the control cell layer (ctrl; ) and cells treated 
with 2,4-DNP ( ). The associated calibration data of the “2,4-DNP” sensor film at various exposure 
times are shown in SI 28 A, B, together with the respective best fit. The calibration data of the PSP serving 
as control can be found in SI 28 C.  
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Fig. 6–12 FLIM of the OCR of cells grown on a PSP sensor film upon stimulation with the 
respiratory chain decoupler 2,4-DNP. (A) 𝐴1/𝐴2  time course and (B) calculated pO2(air) time 
course upon addition of either 100 µM 2,4-DNP ( ) or PBS++ (ctrl; ) to the cell layer at the 
indicated point of time. The corresponding calibration plots of the sensor films are summarized in 
SI 28. Data points marked with  in A were recorded with a shorter exposure time and, thus, were 
transferred into pO2(air) values on the basis of a separate calibration for low oxygen 
concentrations. After consumption of all dissolved oxygen, the medium was exchanged against 
air-saturated PBS++ buffer, whereupon 𝐴1/𝐴2 and pO2(air) values show starting levels again. (C) 
Pseudo-color pO2(air) images that correspond to the data points of the 2,4-DNP-stimulated cells 
on the PSP film in B. Numbers depict the time of recording a fluorescence lifetime image. The 
calibration bar displays the color code of the pO2(air) values of the pixels. Images of the control 
are shown in SI 29. 
The concentration of DO strongly decreases to 0.7 (± 1.8) mbar (air) within 330 min after the addition of 
the respiratory chain decoupler 2,4-DNP, which is a decrease to 0.3 (± 0.7) % with respect to the dissolved 
oxygen concentration at the beginning. The linear regression of the time course in the region of the initial 
decreasing phase (𝑡 < 1.5 h) provides a negative slope and OCR of approximately 1.25 (± 0.10) mbar·min−1 
(= 0.52 (± 0.04) % (v/v) ·min−1 = 31 (± 2) % (v/v) ·h−1) pO2(air) for the 2,4-DNP stimulated cell layer. One can 
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also observe a slight and continuous reduction of dissolved oxygen beneath the control cell layer, with 
an OCR of ∼ 0.20 (± 0.01) mbar·min−1 (= 0.069 (± 0.003) % (v/v) ·min−1 = 4.14 (± 0.18) % (v/v) ·h−1) pO2(air). 
The concentration of the DO decreased to 74 (± 15) % pO2(air) within seven hours with respect to the 
beginning of the experiment. However, the OCR is about 85 % less and the total decrease of the DO is 
only ∼ 26 % compared to the stimulated cell layer. An exchange of the measurement solution against 
air-saturated PBS++ buffer after an incubation time of roughly seven hours results for both 2,4-DNP- and 
PBS++-treated cell layers in a recovery of the DO to starting values again (Fig. 6–12 A, B). Fig. 6–12 C 
illustrates sections of the underlying pO2(air) images, obtained from FLIM of the PSP beneath the 2,4-
DNP-treated cell layer and subsequent conversion of 𝐴1/𝐴2 images. Each micrograph corresponds to 
one data point in Fig. 6–12 A and B, respectively. The respective points in time (in min) are indicated in 
the images as well as the times of substance additions. The calculated oxygen concentration of each pixel 
is illustrated in pseudo-colors between 0 and 350 mbar pO2(air) (cf. calibration bar in Fig. 6–12 C). 
Comparative images showing the pO2(air) distribution beneath the control cell layer during the time of 
investigation are depicted in SI 29. 
 
Stereomicroscopic and phase-contrast microscopic investigations of the cell layers after the experiment 
show over a wide range a clearly visible destruction of the cell layer integrity and striking changes in the 
morphology of individual cells, independently on whether the cells have been treated with 2,4-DNP or as 
control. This is evident in the micrographs of a confluent cell layer before FLIM measurements in Fig. 6–
13 A, and of the same cell layer afterwards in Fig. 6–13 B. Fig. 6–13 A shows that cells grow similarly on 
the PSP film (+PSP; area outside the grey line) and on areas where the PSP film was removed (−PSP; area 
inside the grey line). After FLIM (Fig. 6–13 B), cells that were attached to the PSP film obviously were 
irreversibly damaged, whereas cells with no PSP beneath retained their morphology and very likely also 
remained vital.  
 
A B 
 
Fig. 6–13 Micrographs of MDCK-II cells that were grown on a cover glass with a PSP-coated 
(+PSP) and non-coated (−PSP) areas. Pictures of the same section of cells were taken (A) before 
and (B) after FLIM measurements. 
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6.3 Discussion 
6.3.1 Imaging the Frictional Heat Induced by High-Amplitude 
Quartz Oscillations 
We provided experimental data about the temperature on the surface of 5 MHz AT-cut quartz crystal 
resonators operated at various elevated driving voltages and shear oscillations, respectively. The 
resonators were forced to oscillation at voltages between 0 and 10 V, which is associated with lateral 
shear amplitudes of up to 210 nm and 35 nm in the center of the electrode when the quartz is operated 
in air (cf. Fig. 6–3) or with one face exposed to water (cf. Fig. 6–6), respectively. Temperature sensing and 
imaging was performed by time-resolved FLIM (in RLD mode) of TSP films coated on QCM disks. The 
experimental data demonstrated an increase in the surface temperature with increasing shear 
amplitudes. The maximal driving amplitude of 10 V caused mean temperature increases of 17.0 (± 0.9) °C 
in air and 2.42 (± 0.14) °C with one side of the resonator immersed in water across the electrode area of 
the quartz crystal (cf. Tab. 6–1 and Tab. 6–2). These experimental values are roughly in the middle of the 
temperature increases reported in the literature by Dultsev et al. [619,636], Edvardsson et al. [633], Heitmann 
et al. [226], and Cooper et al. [631] (cf. introductory paragraph of chapter 6.1, p. 223 f.). 
FLIM Properties of TSP on Quartz Resonators 
As the illumination of a TSP-coated quartz disk with UV light in Fig. 6–2 B already indicates, the 
phosphorescence intensity of the sensor film is slightly brighter at regions where the gold film of the 
electrodes and their supply lines are below. Moreover, one can observe slightly higher average 𝐴1/𝐴2 
values and quenching of luminescence, respectively, above the gold compared to the surrounding quartz 
material (data not shown). There are two possible reasons for this. Firstly, the increased 
phosphorescence intensity might be an optical effect. The indicator molecules embedded in the polymer 
matrix emit luminescence in all spatial directions when excited by light of appropriate energy. Hence, the 
emitted light also radiates in the direction of the gold beneath the TSP film. Here, a certain degree of the 
emitted light is reflected back from the polished gold surface in a way that they reach the detector (CCD), 
in addition to the photons that reach the CCD the most direct route. Thus, the detector collects more 
photons from the dye molecules above the gold than from those dye molecules which are located “only” 
above the bare quartz material, despite an actually equal luminescence intensity. Hence, the gold 
electrode actually acts as an amplifier of the emitted luminescence. Secondly, the increased values of 
𝐴1/𝐴2  images, related with a decreased fluorescence lifetime, at the regions of the QCM electrodes 
might arise from an additional quenching effect. It is known that metal surfaces like gold are efficient 
quenchers of luminescence via nonradiative energy transfer or charge transfer from the excited states of 
luminescent molecules, whereas quartz is not.[695–701] However, for this hypothesis one has to assume that 
a high fraction of dye molecules is located in the bottom region of the polymer matrix close to the gold 
surface, since the rate of electronic coupling and energy transfer between the excited europium(III) 
complexes and gold becomes slower and less efficient with increasing distance in between.[699,702,703] This 
would mean that most dye molecules subside in the polystyrene film, resulting in an uneven spatial 
distribution of the dye molecules. To address this observation, the average distance of dye molecules to 
the gold surface and their spatial distribution in the polymer matrix have to be investigated. The issue of 
photon reflection and luminescence amplification due to the gold electrode could be addressed by the 
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use of electrodes that are transparent for the wavelength of the luminescence light, such as for example 
ITO electrodes or electrodes made of transparent conductive polymers. 
The Origin of Heating and the Effect of Water 
The operation of the resonator at −30 kHz off-resonance led to no significant increase in the surface 
temperature even though the amplitude of the driving voltage was set to the maximum of 10 V (cf. Fig. 6–
4 A). Switching the frequency to the fundamental resonance of the resonator, however, caused an 
instantaneous and significant increase of the temperature on the resonator surface (cf. Fig. 6–5 and 
Fig. 6–7). This provides evidence that the dissipated heat arises solely from the oscillation of the quartz 
material and is not due to the pure energy input by applying a high voltage on the faces of the quartz 
plate. The AC potential is converted into mechanical oscillation energy due to the electromechanical 
coupling of the piezoelectric material when meeting the resonance conditions. The shear displacement 
of atoms in the SiO2 lattice increases in amplitude with increasing AC voltage amplitudes. This in turn 
causes an increase in the frictional heat within the resonating crystal and finally results in a heating of the 
entire quartz plate. At off-resonance frequencies, however, the transversal displacement of charges 
within the quartz crystal is intrinsically damped so that there is no or only a small amplitude of shear 
displacement and oscillation of atoms, respectively. With the absence of the oscillation there are 
consequently no frictional losses and, thereby, no heating of the quartz crystal and the TSP film on its 
surface. 
Besides the frequency and the amplitude of the QCM driving voltage, the temperature on the quartz 
crystal surface also strongly depends on the heat dissipation into the surrounding media, i.e. its heat 
capacity. The specific heat capacities 𝑐𝑝  of water and air at 300 K are 4.18 kJ/ (kg K) 
[704] and 
1.005 kJ/ (kg K) [705], respectively. The bigger heat capacity of water with respect to air (factor of four) in 
addition to the smaller oscillation amplitudes of a quartz disk immersed in water (Fig. 6–6) compared to 
air (Fig. 6–3) (factor of six) both explain the much lower surface temperature that is imaged for quartz 
oscillations in water than in air at equal amplitudes of the driving voltage (cf. Fig. 6–7 vs. Fig. 6–5 and 
Tab. 6–2 vs. Tab. 6–1). The heating of the quartz surface in contact with water during high-amplitude 
QCM operation is nevertheless significant. The generated heat gradient in the liquid has a serious 
influence on (bio)sensor applications and studies of molecular interactions on the microbalance surface, 
as will be discussed below.  
Consequences for (Bio)sensor Applications using High-Amplitude QCM 
Heitmann [706] presented a 2-D temperature profile that was simulated by means of the finite element 
method for a 5 MHz quartz disk with one side exposed to water and operated at 10 V, taking the heat 
capacities and heat conductivities of the relevant materials and media into account. This is illustrated in 
Fig. 6–14 A. The temperature simulation resulted in a heating of the water in close proximity to the quartz 
surface by a maximum of 4.5 °C in the center of the electrode. Though it is slightly higher, this theoretical 
value is approximately in the order of the experimentally determined temperature increase presented 
above.  
On the basis of the axial and lateral temperature gradient of the simulated profile in Fig. 6–14 A, the 
thermally-driven convection (thermophoresis) and velocity profile within the measurement vessel was 
simulated. The calculations were performed by Prof. Dieter Braun (Systems Biophysics, LMU Munich). 
The results are visualized in Fig. 6–14 B. There is a distinct convection current above a quartz crystal that 
resonates at 10 V and thereby generates local heat on its surface. In the center of the quartz, where the 
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frictional heat of the oscillation and warming of the water is maximal, an upward liquid flow arises that is 
perpendicular to the quartz surface. This induces two oppositely directed lateral liquid flows. One occurs 
close to the quartz surface directed from the edges to the center, symmetrically from all sides. The 
second stream is generated at a distance of about 3 mm above the surface directed from the upflowing 
liquid in the center to the periphery of the vessel (ambient temperature is assumed at a distance of 4 mm 
above the crystal). Both streams in parallel to the surface possess a maximum velocity of approximately 
8 ·10−4 m·s−1. The liquid sinks onto the quartz surface at the edge of the measurement chamber, where 
the thermally-driven liquid circulation begins again. This thermophoretic fluid circulation and buoyancy 
force above the quartz center have to be taken into account when the interaction of suspended small 
molecules, particles, or cells with the surface of the microbalance are studied, as it considerably 
counteracts the rate of sedimentation.  
 
A 
 
B 
 
Fig. 6–14 Simulated profiles of (A) surface temperature and (B) induced convection 
(thermophoresis) in the liquid of an AT-cut 5 MHz quartz crystal, whose top side is immersed in 
water and which is forced to oscillation at resonance with a 10 V driving voltage. Calculations were 
performed by Prof. Dieter Braun (Systems Biophysics, LMU Munich), A is adapted from [706]. 
In the following the convection velocity above the resonator and the rate of sedimentation of 
mammalian cells that might be injected into such a QCM chamber are opposed, and the consequences 
of the balance of forces for monitoring and analyzing the properties of cell attachment and spreading on 
the microbalance surface are discussed. In general, the sedimentation rate of a particle in a viscous fluid 
is determined by the gravitation force and the opposing viscosity force and buoyancy force. The effective 
gravitational force 𝐹𝐺⃗⃗⃗⃗ , considering the buoyancy force, is given by:  
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𝐹𝐺⃗⃗⃗⃗ = (𝜌𝑝 − 𝜌𝑓) ∙ 𝑉𝑝 ∙ 𝑔  (69) 
where 𝜌𝑝  and 𝜌𝑓  are the densities of the particle and the fluid, respectively, 𝑉𝑝  is the volume of the 
particle, and 𝑔  is the gravitational acceleration (𝑔  = 9.81 m·s−2). The counteracting force of viscosity 
(frictional force) 𝐹𝑓⃗⃗  ⃗ of a small spherical particle in a viscous fluid is described by the Stokes’ law: 
𝐹𝑓⃗⃗  ⃗ = 6𝜋 ∙ 𝑟𝑝 ∙ 𝜂𝑓 ∙ 𝑣𝑝⃗⃗⃗⃗  (70) 
where 𝑟𝑝 is the radius of the particle, 𝜂𝑓  is the viscosity of the fluid, and 𝑣𝑝⃗⃗⃗⃗  is the velocity of the particle. 
In the case of floating, the force of viscosity is equal to the gravitational force (𝐹𝐺⃗⃗⃗⃗ = 𝐹𝑓⃗⃗  ⃗). The combination 
of Eq. (69) and Eq. (70) provides for spherical particles ( 𝑉𝑝 = 4 3⁄ ∙ 𝑟𝑝
3𝜋 ) the magnitude 𝑣  of the 
sedimentation velocity by: 
𝑣𝑝 =
2
9
∙
(𝜌𝑝 − 𝜌𝑓)
𝜂𝑓
∙ 𝑟𝑝
2 ∙ 𝑔 (71) 
Using Eq. (71), we can appraise the sedimentation velocity of suspended (spherical) mammalian cells in 
the gravity field of the earth through the liquid onto the resonator surface. The densities of mammalian 
cells at physiological conditions are in the range of 1.05 and 1.10 g·cm−3, and their radii are between 2.5 
and 12 µm.[707] The density of water at 37 °C is 993.3287 kg·m−3 [708] and the viscosity of water was 
calculated to 6.917 ·10−4 kg·m−1·s−1 (𝑇  = 37 °C) [708,709]. By choosing a cell density of 1.05 g·cm−3 and by 
taking an average cell radius of 10 µm, one obtains a cell sedimentation rate 𝑣𝑝  of approximately 
1.8 ·10−5 m·s−1 (= 1.1 mm·min−1 = 6.4 cm·h−1), according to Eq. (71). Hence, cell sedimentation competes 
against a 10 – 40 times higher vertical convection above the center of the resonator, which is according 
to Fig. 6–14 B in the range of 2 – 7 ·10−4 m·s−1. On the basis of these calculations it is straightforward to 
conclude that cell sedimentation and, consequently, the attachment and spreading of cells on the 
resonator surface is significantly impaired at elevated oscillation amplitudes. For QCM driving voltages 
of 10 V and shear amplitudes of 35 nm, respectively, a complete prevention of cell attachment is 
assumed. With decreasing voltage amplitudes less surface heat due to internal friction of the quartz is 
generated, resulting in a lower local heating of water, a lower temperature gradient inside the liquid 
reservoir, less convection, an increasing dominance of the gravitational force with respect to the 
buoyancy force (including vertical convection) and, thus, an increasing probability for a successful 
attachment of suspended mammalian cells on the surface.  
These findings agree with the experimental data reported by Heitmann et al. [226], who “observed a 
significant retardation of cell adhesion when the driving voltage was raised from non-invasive 0.15 to 5 V 
or higher”. Based on the above results and remarks, the impeded cell adhesion, however, is likely not 
(only) a direct effect of the elevated lateral oscillation amplitude of the growth surface that prohibits cell-
substrate interactions. It is more likely an indirect effect of the elevated oscillation amplitudes, arising 
from an increased frictional heat inside the quartz material and causing thermophoresis in the 
measurement vessel that opposes the cell sedimentation process. Thus, the cells are not able to establish 
focal adhesions to the growth surface, since they can hardly elude the flow and are permanently flushed 
away from the surface. However, cell attachment seems to be slightly favored away from the main flow 
at the edges and in the direct center of the quartz, where the convection velocity is significantly reduced 
(dark blue areas in Fig. 6–14 B). Moreover, one can see from Eq. (71) that the sedimentation rate 𝑣𝑝 of a 
particle increases with increasing density 𝜌𝑝 and predominantly with increasing size, as 𝑣𝑝 increases with 
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the square of the particle radius 𝑟𝑝. This might explain the observations made by Heitmann et al. 
[226] who 
detected to a certain degree the attachment of 3T3 cells on a quartz surface, despite high-amplitude 
oscillations and the associated frictional heat and fluid convection, in contrast to the ∼ 40 % smaller 
MDCK-II and NRK cells which seem to attach not at all. Making the local heat and the convection 
responsible for the experimentally observed phenomena is supported by the statement of Edvardsson et 
al. [634], who argue for the size of a particle being the determining factor rather than the nature and 
strength of specific biorecognition reactions for surface binding at a certain amplitude of oscillation.  
Based on the size-dependence of the sedimentation rate of a particle (Eq. (71)), the effect of the 
counteracting convection becomes more important in surface-interaction studies and (bio)sensing of 
particles that are smaller in size than mammalian cells, such as bacteria, vesicles, nanobeads, DNA 
sequences, antibodies, and enzymes. This counts for studies where the interaction is suppressed by high-
amplitude QCM [633,634] as well as for studies of REVS™ [619–632]. Concerning the latter, the effect of a bulk 
temperature increase due to the frictional heat of high-amplitude QCM was already considered as too 
low to cause bond breakage on the sensor surface. [619,636] However, the event of bond breakage occurring 
at elevated shear amplitudes might be promoted by the local heat and the induced convection across the 
surface (lateral force acts on binding). This has not been taken into account in the literature to date.  
6.3.2 Imaging the Oxygen Consumption Rate (OCR) beneath 
Adherent Cells  
General Remarks 
We demonstrated a new sensor layout that enables the time-resolved monitoring and two-dimensional 
imaging of DO in a cell culture vessel and in immediate proximity to cultured adherent cells, as the 
indicator dye is directly integrated into the growth substrate. The sensing principle is based on oxygen-
sensitive phosphorescent dye molecules and the technology of fluorescence (phosphorescence) lifetime 
imaging (RLD), which features several benefits with respect to luminescence intensity-based 
measurements. Lifetime-based sensing is much less susceptible to interference as for instance 
background fluorescence, inhomogeneity of the excitation light, and an inhomogeneous distribution of 
dye molecules in the sensor matrix. They therefore promise a better lateral resolution of the sensed 
analyte. The indicator dyes embedded in a polymer matrix were immobilized as a planar sensor film, also 
referred to as pressure-sensitive paint (PSP), on cover glasses. Cells were successfully cultivated on these 
films, since simple and effective procedures for coating and hydrophilization of the PSP films were found, 
making them highly cytocompatible just like standard tissue culture substrates. The biocompatibility of 
the PSP substrates were checked microscopically as well as by means of time-resolved QCM 
measurements of cell spreading kinetics (cf. Fig. 6–8). QCM sensing enables to monitor sensitively and 
without any labelling the entire process of cell attachment and spreading. It provides meaningful data 
about both the kinetics and the quality of cell-substrate interactions and, thus, is a valuable tool for 
testing the cytocompatibility of materials.  
There is a large variety of fluorescent dyes that change luminescence properties in dependence of the 
oxygen concentration [175]. In this thesis the platinum porphyrin complex PtTFPP (cf. Fig. 3–23 C) was 
applied for the phosphorescence-based sensing of oxygen, since it has a sufficiently long lifetime for the 
FLIM method and since it is well-known for its good response to oxygen, high photostability, and high 
quantum yield of the triplet energy transfer to oxygen. The PSP show a sensitive and reversible response 
to changes in the oxygen partial pressure (pO2) in the headspace of the sensor in air (Fig. 6–9) as well as 
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of a buffer-covered sensor film (Fig. 6–11). In the latter case, the concentration of DO differs from the 
concentration in air. The solubility of O2 in water depends on the salinity of the liquid, the temperature, 
and the overall pressure according to Henry’s law. The oxygen values presented in this thesis do not 
quantify the oxygen concentration in the liquid or in the sensor matrix but are expressed relative to the 
partial pressure (saturation) in the gas phase (in mbar, relative to a total pressure of 1 bar).  
The sensor readout shows a significantly higher noise in the images at higher oxygen concentrations, as 
evident in the calibration plots in Fig. 6–9 – Fig. 6–11. This trend becomes even clearer in the calibration 
plot in Fig. 6–15, which covers oxygen partial pressures from zero up to 1000 mbar (0 – 100 % (v/v)). 
However, this observation is hardly surprising, when one considers that the luminescence intensity is 
more and more quenched with increasing oxygen concentrations. This results in a lowering of the 
quantum yield of phosphorescence emission and convergence to values of the background fluorescence 
(cf. 𝐴2 ( ) in Fig. 6–15 for pO2 > 500 mbar). Big standard deviations in 𝐴1/𝐴2 values (cf.  in Fig. 6–15 for 
pO2 > 500 mbar) and thus in calculated pO2 values arise from individual pixels in 𝐴2 images that report on 
completely quenched luminescence and which then exhibit irrational values after background correction 
and calculation of the 𝐴1/𝐴2  ratio. This might become a problem for applications with high oxygen 
partial pressures (levels of approximately 400 mbar and higher), which could be due to either a higher 
oxygen fraction xO2 or an elevated total pressure ptot (pO2 = xO2 · ptot). However, these oxygen partial 
pressures are more than twice as high as in atmospheric air (pO2 = 210 mbar at 1013.25 mbar air pressure) 
and lie far above physiologically relevant concentrations. The measurements presented here were 
performed at atmospheric pressure in the range between 0 mbar and 300 mbar pO2, where the sensor 
film provides almost noise-free images. Moreover, monitoring of the metabolism of microbes and living 
cells is always related with a decrease of oxygen with respect to the oxygen saturation in liquid, as oxygen 
is consumed and not produced. The problem of too big quenching rates by oxygen thus does not arise in 
cell-based applications. The oxygen sensors on the basis of luminescence quenching feature a special 
property in this context: they become increasingly accurate and more sensitive with a decreasing 
concentration of the analyte, i.e. an increasing metabolic rate and oxygen consumption by the living 
organisms. 
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Fig. 6–15 Average 𝐴1 ( ), 𝐴2 ( ), and 𝐴1/𝐴2 ( ) values (mean ± SEM; N = 7) as a function of 
the oxygen partial pressure, in the range from zero to 1 bar pO2 (total pressure 1 bar). 
In an exemplary measurement an increase in the oxygen consumption rate (OCR) of mammalian cells 
was stimulated by the addition of the respiratory chain decoupler 2,4-DNP. With the cells grown across 
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the entire PSP sensor surface, the time course of the changing DO concentration beneath the cell layer 
was sensitively monitored and imaged (cf. Fig. 6–12). A strong decrease of the DO amount in PBS++ buffer 
(equilibrated at 37 °C with atmospheric air) was measured after airtight sealing of the measurement 
chamber and adding 100 µM of the decoupler to the confluent cell layer. A supply of oxygen from the air 
outside the measurement chamber was excluded, since diffusion of oxygen through the polystyrene 
material was negligible (diffusion rate of O2 in PS ≈ 10−7 cm2·s−1) [710]. The decrease of O2 detected can be 
directly assigned to the OCR of the cell layer, due to the closed system.  
Effect of Temperature on FLIM of pO2  
A very critical issue in luminescence-based oxygen sensing is the control of temperature. There is a 
distinct dependence of the sensor response on the ambient temperature, with increased 𝐴1/𝐴2 values 
with increasing temperature (cf. Fig. 6–10). As shown in section 6.1, the temperature-dependence of 
luminescence can be utilized for the sensitive measurement of temperature changes (reviewed in [618]). 
The increased 𝐴1/𝐴2 values at higher temperatures but similar pO2 are due to a more effective quenching 
of the indicator phosphorescence, since, besides the triplet-triplet annihilation of excited dye molecules 
by molecular oxygen, excited electrical states are additionally depopulated by a thermally-driven 
radiationless deactivation (→ decrease in the average lifetime). Consequently, less excited dye molecules 
exist so that the quantum yield for the emission of energy in the form of phosphorescence radiation is 
reduced (→ decrease in the average emission intensity; cf. subsection 3.5.1, p. 62 ff.). If one has this 
temperature effect not in mind and if the PSP is exposed to temperature fluctuations during the 
measurement because of no temperature control, this could lead to an under- or overestimation of 
oxygen. For instance, a decrease of the ambient temperature from 37 °C to 24 °C of one of the sensor 
films at a constant pO2 of 200 mbar causes a reduction of the 𝐴1/𝐴2 ratio from 2.49 to 2.31 (cf. Fig. 6–
10). Regardless of the temperature, this reduction would report on a decrease of the oxygen partial 
pressure to about 150 mbar, although this has not changed at all. 
Besides the higher 𝐴1/𝐴2 values, one can also observe from the data in Fig. 6–10 an increase in the noise 
(SEM) of the average 𝐴1/𝐴2 pixel values at a defined pO2 with increasing the temperature. This is due to 
the additional thermal quenching of the luminescence. This has the same effect on the deviation of pixel 
brightness values like an increase in the oxygen concentration, which was addressed in the previous 
subsection. The higher the concentration of oxygen molecules is and the more the phosphorescence is 
already quenched through this, the bigger is the effect of the additional thermal quenching on both the 
mean value and the variance of pixel values of 𝐴1/𝐴2 images. 
Hence, there is an indispensable necessity for exact temperature control, when applying luminescent 
probes for sensing other analytes than temperature, such as oxygen for example. It is the same the other 
way round. For instance, if one wants to analyze a system with respect to temperature while there is a 
changing total pressure or a varying percentage of oxygen (change in pO2), one has to assure that the 
temperature-sensitive luminescence is not cross-sensitive to triplet-triplet annihilation by oxygen. In 
such applications, this is solved by default by the encapsulation of the temperature indicator dye into an 
oxygen-blocking polymer, either in the form of a particle or in a planar sensor film.[176–181,320,326] In addition 
to that, the introduction of an additional oxygen sensor would be helpful as a reference and control. This 
underlines that all possibilities of luminescence quenching have to be considered, since otherwise this 
may lead to a misinterpretation of the measured data. This criteria are met in the presented OCS 
measurements due the use of a pressure- and temperature-controlled calibration chamber.  
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Generation of Reactive Singlet Oxygen 
The microscopic evaluation of the cell layers after oxygen imaging experiments disclose that the cells 
grown on the PSP film apparently were damaged in the course of FLIM, while cells grown directly on 
cover glasses exhibited an undamaged cell morphology at the end of experiments (cf. Fig. 6–13). Since 
the cells initially have grown equally well on the entire sensor surface, independently on whether there 
was PSP pre-coated or not (Fig. 6–13 A), and since these cells have been equally treated throughout the 
experiment, damaging of the cells could only result from an energy conversion process in the PSP, i.e. 
dye excitation (absorbance of light energy), phosphorescence emission (emission of energy in the form 
of radiation), non-radiative emission (emission of energy in the form of heat), or dynamic quenching by 
oxygen (energy transfer to oxygen molecules). Except for the last-mentioned process, the photophysical 
processes taking place do not release energy that is harmful to the cells. However, the energy transferred 
from excited platinum(II)-porphyrine molecules to 3O2 molecules by triplet-triplet annihilation causes the 
formation of singlet oxygen species 1O2 (cf. Jablonski diagram in Fig. 3–21, p. 62).[711–713] The cytotoxic 
effects do not arise from energy dissipation of singlet oxygen in the form of radiation or radiationless 
relaxation but it is rather the high chemical reactivity of singlet oxygen which makes this species 
cytotoxic. These photosensitized singlet oxygen molecules can react with nearby organic molecules of 
biological samples, such as proteins, lipids, and nucleic acids, and thereby irreversibly damage essential 
cellular structures, resulting in cell death (phototoxicity).[714–716] In this context, one also has to think of a 
possible polymer degradation and affected physical properties (mechanical stability, solubility, 
hydrophobicity, etc.) of the polymer matrix by the reaction with singlet oxygen.[717–720] Changes in the 
chemical structure of the polymer due to oxidation by singlet oxygen may alter the polymers’ quenching 
abilities, resulting in a drift in the determination of oxygen. The oxidation of nearby (bio)molecules by 
singlet oxygen additionally means that the oxygen molecules are consumed during this reaction. The 
consumption of the analyte triggered by the readout of the sensor, however, is a non-negligible 
disadvantage of the measurement system, because results are prone to error, i.e. an underestimation of 
oxygen.[721] 
Despite the phototoxic effect of the applied phosphorescent dye (via singlet oxygen), a steady decrease 
in the concentration of dissolved oxygen still could be measured in the experiments presented in 
subsection 6.2.3. On the one hand this is assigned to the oxygen consumption of the cells directly 
attached to the PSP sensor film (𝐴 = 1.13 cm2). Even though phototoxicity causes rounding up of the cells 
and irreversible cell damage during the assay, the cells do not instantaneously stop metabolism and dye 
due to the phototoxic stress. It may be assumed that the cells might rather boost metabolism as a 
counter-reaction to the stress. On the other hand, the respiration of the cells that are attached to the 
PSP-free areas of the measurement chamber (𝐴 = 7.91 cm2) also has to be taken into account. These cells 
are not affected by the cytotoxic effect of singlet oxygen and consume the dissolved oxygen in the bulk 
solution throughout the assay. Though this respiration of the cells surrounding the sensor surface 
contributes to the total consumption of DO during the assay, this “bulk effect” is considered as not 
significant for the OCR monitored at the early stages of the assay. This is almost exclusively assigned to 
the respiration rate of the cells on the sensor surface, due to the small medium volume between the cells 
and the sensor and the very short distance for diffusion of oxygen molecules. This allows a very sensitive 
and fast detection of the OCR of animal cells and surpasses all approaches presented in literature that 
are based on the detection of oxygen respiration of adherent cells via the concentration of DO in the bulk 
medium. 
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One can think of various approaches to address the problem of reactive and cytotoxic singlet oxygen 
species, which are generated by photodynamic quenching. Firstly, one could increase the distance 
between the indicator dyes and cellular structures. This increases the diffusion distance for singlet 
oxygen molecules and, thus, also the probability of abreaction until they come into the immediate 
vicinity of the biological sample. For instance, this could be realized by the deposition of an additional 
polymer layer (without the indicator dye) on top of the PSP film. However, this is accompanied by the 
disadvantage that the diffusion distance is also increased for triplet oxygen, resulting in a probably slower 
response time of the sensor and a lower lateral resolution. Ceroni et al. [716] reported on a significantly 
reduced phototoxicity of “dendritically-protected” PEGylated (polyethylenglycol-coated) porphyrin-
based phosphorescent oxygen probes. Enko et al. [721] demonstrated the introduction of stabilizers such 
as DABCO (1,4-Diazabicyclo [2,2,2]octane) into the polymers, which can act as effective quenchers of 
singlet oxygen. These enable the deactivation of the reactive species to its triplet ground state via charge 
transfer or electronic energy transfer processes.[711,722,723] This means that, on the one hand, the 
phototoxicity for biological samples is reduced and the integrity of the polymer is largely maintained due 
to fast abreaction of 1O2, and, on the other hand, the analyte is also not consumed by a chemical reaction 
as a consequence of the sensor readout. Besides DABCO [721–725], there is a number of other reported 
compounds which are able to effectively quench 1O2. These include tertiary amines [723,726,727], sulfur 
compounds [728], nickel(II) complexes [725], azide [729], and typical natural quenchers like vitamin E 
compounds (tocopherols) [715,730,731] and its water-soluble analogue trolox C [732,733], carotenoids [725,734], 
melatonin [715], aloesaponarin I [735], flavonoids [736,737] and tea catechins [738], and others [739]. By adding such 
antioxidants and scavenger of free radicals to the culture medium, these ingredients could intercept 
reactive species like singlet oxygen before they come into contact with cells and can cause irreversible 
damage and cell death.  
 
In sum, the presented approach of a cytocompatible planar sensor for the optochemical monitoring of 
DO and the OCR in cell-based assays significantly differs from any other electrochemical and optical 
approach presented in literature to date. Firstly, oxygen is not consumed during the measurement. This 
key feature of the luminescence-based approach makes it superior with respect to electrochemical 
techniques, where oxygen is consumed in an electrochemical reaction (cf. 1.1.1 Electrochemical 
Transducers for Label-free CBB, p. 4 f.). Secondly, the presented method clearly differs from the wide field 
of particle-based optochemical oxygen sensing in CBAs. There, luminescent (nano)particles are either 
dissolved in the cell culture medium or introduced into the cells for monitoring the extracellular, 
intracellular, and/ or pericellular O2 concentration of respiring mammalian cells (cf. introduction of 
section 6.2, p. 232 f.). These particle-based approaches thus entail the inherent disadvantage that the 
system for readout directly interfers with the biological system under study. Hence, the cells do not 
remain in their natural physiological state on the basis of establishing the measuring system alone. This 
is not the case in the presented planar sensor system, where cells are cultured on a cytocompatible sensor 
surface and are not challenged with any additives for readout. Since the luminescent probe here is 
immobilized in a planar sensor matrix and thus is not in direct contact with the cells, this approach is 
referred to as label-free. Additionally, the generation of reactice singlet oxygen is much more critical 
directly inside the cells (particle-based sensor) than somewhat farther away in the growth substrate 
(planar sensor), considering the lifetime of singlet oxygen and the much shorter diffusion distance to the 
biological system. Finally, the presented sensor films also possess a significant advantage compared to 
planar optochemical oxygen sensors already presented: they are cytocompatible. Thus, cells directly 
grow on the sensor surface. Instad of measuring the concentration of DO in the bulk “only”, this allows a 
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very sensitive and fast monitoring of the OCR of adherent living cells. Moreover, the presented setup also 
enables the 2-D imaging of local oxygen concentrations in the small volume beneath the cell layer. 
6.3.3 Outlook 
As already mentioned in the previous discussion, temperature control is a critical issue in luminescence 
quenching-based sensors. Since temperature itself is also an important parameter in cellular assays, the 
combined integration of TSP and PSP readout spots in the growth substrate for cells would be of great 
advantage. In this way, there is a thermometer in the immediate vicinity of the cells as temperature 
control for cell culture conditions on the one hand and for the temperature-correction of oxygen 
measurements on the other hand. Such dual OCS films for temperature and pO2 have already been 
described multiple times in the literature [176,177,179,180,740–748], even though not for their application in cell-
based assays. The integration of further optodes into the growth substrate of cells for planar multiple 
OCS is possible as well. These could be implemented either in the form of a sensor array/ multispot sensor 
or combined in a multiple sensor film [173,175,749]. In the first case, the sensor readout can be locally 
separated, while the latter case requires an optical separation of indicator dye properties (excitation/ 
emission wavelength, lifetime) in order to distinguishing the sensor responses towards different target 
analytes. For imaging purposes, like of the temporal and spatial change of analyte concentrations 
beneath adherent cells, the multiple sensor is the approach of choice. Besides the O2/ T sensors, layer-
based dual OCS were also published for the analyte combinations O2/ CO2 [184,185], O2/ pH [186–192], and 
O2/ glucose [193]. A planar triple sensor for the analytes O2/ T/ pH [194] and the first quadruple OCS film for 
the simultaneous monitoring of O2/ T/ pH/ CO2 [181] were presented recently, too. However, the readout 
of the latter sensor was not carried out by an imaging method but by means of two separate fiber-optical 
detector channels, equipped with different light sources and filters. Imaging of this sensor film would 
either require two independent imaging systems (i.e. two light sources, two cameras, and different 
combinations of excitation and emission filters), or, if using only one camera for imaging, one has to 
switch between two optical readout sets (light source + excitation filter + emission filter) for sensing 
different analytes, what would be manually quite laborious.  
Instead or, even better, in addition to the multiplication of OCS for multi-analyte sensing and imaging, 
the planar phosphorescent sensor film could be coated on the surface of a piezoelectric quartz crystal. 
This would combine the optical sensors with the independent sensor principle of acoustic resonators and 
of the quartz crystal microbalance (QCM; cf. section 3.3), respectively. This multi-sensoric platform then 
would enable the label-free monitoring of the mechanical cell-substrate interactions and of viscoelastic 
changes at the sensor surface in the course of cellular assays, in addition to the simultaneous imaging of 
parameters like O2, pH and temperature. This approach of high-content screening of cell-based assays 
could even be further advanced by the replacement of classical QCM sensors with the double-spot QCM 
sensors or the QCM-ECIS sensors that are introduced in this thesis in Chapter 4 and Chapter 5, 
respectively. By this, the readout spots of QCM measurements were doubled and, in addition to the 
optical and acoustic sensor principles, an electrochemical transducer platform was integrated into the 
growth substrate for the complementary electric cell-substrate impedance sensing (ECIS; cf. section 3.4 
and Chapter 5). Thus, time-resolved information on cell adhesion, cell morphology changes, epithelial 
barrier function, and cytotoxicity of substances or other stimuli are accessible. The additional QCM and 
ECIS sensors allow to monitor the cell vitality and eventual rounding up and detachment of cells during 
FLIM measurements and, thereby, could replace the microscopic control of the cell layer quality. The 
integration of ECIS also opens the door to all ECIS-related sensor and actuator approaches, like the 
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monitoring of micromotion and cell migration or the introduction of xenobiotics into cells by 
electroporation (ELPO; cf. subsections 3.4.5 and 5.3.4). Potential applications and further technologic 
developments regarding the double-spot QCM sensors and the QCM-ECIS sensors, including sensor 
parallelization and the use of transparent electrodes, it is referred to the respective outlook sections in 
Chapter 4 (4.3.3, p. 109 ff.) and Chapter 5 (5.4.12, p. 218 ff.). 
Regarding the experimental setup of FLIM of substrate-embedded sensor films, one could think of an 
inversion. In the presented setup (Fig. 3–25 and SI 7), an upright microscope is used for FLIM microscopy 
of the PSP, equipped with a 5-fold objective (working distance = 14.5 mm) for magnification. However, 
objectives with higher magnification for a better lateral resolution could not be used, as the working 
distances were too small for focusing the PSP film on the bottom of the petri dish. To overcome this 
limitation, one could either build a shallower chamber, or use objectives with an extra-long working 
distance, or exchange the upright microscope against an inverse one. Using an inverse microscope 
comprises the big advantage to get quite close to the cells and their growth substrate, which is the sensor 
film in our case. Another improvement would be the coupling of the excitation light directly through the 
objective. This would make the light source (LED) opposite of the objective redundant and would 
increase the working space on top of the measurement chamber. Moreover, optical effects like 
scattering, absorption, and reflection of the excitation light by the lid of the chamber, the culture medium 
above the cells, and by the cell layer itself could be avoided in this way. Such effects have to be considered 
especially when using an excitation light of small wavelength in the UV region. 
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7.1 Summary 
Various approaches have been pursued on the basis of electrochemical or piezoelectric transducers, 
particularly of the quartz crystal microbalance (QCM), to monitor non-invasively and in real-time cellular 
states and reactions with substrate-embedded sensors. On the one hand, these comprised the technical 
development of piezoelectric sensors with multiple read-out spots and the integration of additional non-
invasive (electro- and optochemical) sensor technologies on the QCM surface. On the other hand, a 
variety of studies and cell-based assays (CBAs) have been performed in order to test the sensor 
performances and to gain a deeper understanding of the sensors’ readout parameters with respect to 
their information content about the biophysical properties and the metabolic behavior of cells. Fig. 7–1 
presents an overview of the different projects on the basis of QCM sensor disks presented in this thesis.  
 
In the first project (Fig. 7–1 A) a novel electrode layout was designed on the basis of commercial 5 MHz 
AT-cut quartz disks to implement two independent readout spots on the QCM surface. This also 
comprised the construction of new measurement chambers for the electrical actuation and sensing of 
quartz oscillations. These two-electrode QCM sensors (2ElQ) are also referred to as multichannel QCM 
(MQCM).  
The developed MQCM sensor spots on one quartz disk exhibited a strong interference, even though they 
were operated sequentially, which is in contrast to the results of previous theoretical calculations. The 
resonances could be successfully decoupled by coating half of the quartz surface and one sensor spot, 
respectively, with a thin and rigid film of photoresist. This quartz loading with mass caused a shift in the 
resonance spectra of the coated resonator to lower frequencies and efficient decoupling. The operation 
of the decoupled MQCM sensors demonstrated both, a sensitive and equal change in the oscillation 
characteristics of the two resonators upon loading of the quartz with medium. The 𝑄-factor was not 
significantly different for the two resonators, qualifying the MQCM for its application in CBAs.  
 
Building on the preceding development of the double-electrode quartz disks, a novel electrode layout 
has been realized at the sensor surface, which enables the complementary electrochemical (impedance 
spectroscopical) characterization of the substrate-liquid interface in addition to its mechanical 
characterization by the piezoelectric transducers (Fig. 7–1 B). This layout was achieved by removing a 
small area of the insulating photoresist on the coated electrode in the photolithographic process. By this, 
a coplanar electrode arrangement of a small working electrode and a bigger counter electrode was 
created. This sensor combination on the basis of the MQCM is an improvement of the so-called 2nd 
generation QCM to what we call the 3rd generation QCM, and which is also referred to as QCM-ECIS. 
Various electrode layouts, varying in size and number of the working electrode(s), were fundamentally 
characterized microscopically and by profilometry regarding the geometrical properties and by means 
of impedance spectroscopy with respect to the sensing performances in QCM- and ECIS-mode. An 
optimal electrode layout was identified and defined as standard for subsequent applications in CBAs. In 
both QCM- and ECIS studies of cell-covered sensor surfaces significant changes in the characteristic 
sensing parameters with respect to the cell-free electrodes are measurable. In addition to the 
measurement of absolute signal changes, the transducer technologies of QCM and ECIS also enable to 
monitor the kinetic changes of the readout parameters with high temporal resolution. This allows to use 
7.1 Summary 255 
the dual sensors for monitoring and analyzing the states of adherent cell cultures in any kind of assay, 
label-free, non-invasively, and in real-time.  
Mechanical (QCM-mode) and the dielectric (ECIS-mode) characteristics of cell adhesion were 
simultaneously measured for two different cell lines (MDCK-II and NRK), with high reproducibility for 
each. The total and kinetic parameter changes in both sensing modes distinguished clearly and were 
specific for the cell lines under test. The signals from both QCM-mode and ECIS-mode recordings also 
reported on significant impacts of the presence/ absence of bivalent cations (Ca2+, Mg2+) on the 
attachment and spreading kinetics and behavior of MDCK-II cells. Aside from cell adhesion studies, the 
cytomechanical and cell morphological reactions towards various stimuli were monitored and analyzed 
by QCM-ECIS in a multitude of cellular assays: systematic softening and stiffening of cells (using agents 
for disassembling the actin cytoskeleton and cross-linking protein structures, respectively), intracellular 
stimulation (using a second messenger analogue), as well as electrical manipulation (electroporation 
(ELPO) and wounding) of cell layers (applying invasive voltage pulses). The applicability of electrical 
actuation and the subsequent non-invasive, time-resolved, and dual sensing with the electrodes of the 
QCM-ECIS substrates has been successfully demonstrated. 
The monitoring of CBAs with the dual QCM-ECIS sensor chips developed in this thesis provides not only 
a multiplication of the information gain due to the complementarity of QCM and ECIS readout 
parameters. The simultaneous, time-resolved measurements also enable the kinetic correlation of the 
sensor signals in novel 2-D and 3-D diagrams, which offers the hitherto unprecedented opportunity for a 
more detailed view and analysis of the coherence or consecutiveness of mechanical and morphological/ 
dielectric changes of a cell layer under study. 
 
 
 
Fig. 7–1 Projects on the basis of QCM resonators, presented in this thesis.  
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A third research project focused on the combination of optical-chemical sensors (OCS) with the 
piezoelectric (QCM) sensor technology. For this purpose, the quartz crystal surface was coated with a 
polymer film with embedded phosphorescent indicator dye for the target analyte. The luminescence 
properties were measured by means of fluorescence (phosphorescence) lifetime imaging (FLIM). 
By using a temperature-sensitive paint (TSP), an increase in temperature on the sensor surface upon 
high-amplitude oscillations was monitored and imaged this way in one project (Fig. 7–1 C). Based on this 
experimentally determined local heating on the QCM surface and the thereby generated temperature 
gradient in the liquid above the resonator, a thermophoretic convection in the fluid has been simulated. 
Theoretical considerations showed that the convection profile in the measurement vessel counteracts 
and even largely prevents the sedimentation of cells onto the sensor surface. It is suggested that the 
effect of thermophoresis is crucial especially in studies of biomolecular interactions on QCM surfaces at 
elevated shear amplitudes and driving voltages, respectively, which however has not been considered in 
literature to date.  
The phosphorescence quenching capability of oxygen was utilized in a second imaging project to monitor 
and image the local concentration and distribution of oxygen on the growth substrate of cells by means 
of a so-called pressure(/oxygen)-sensitive paint (PSP) (Fig. 7–1 D). A home-made experimental setup was 
constructed for sensor calibration and the imaging of subcellular oxygen, consisting of a FLIM setup 
coupled to an upright microscope and a temperature- and oxygen-controlled calibration and 
measurement chamber suitable for cellular applications. The cytocompatible sensor films have been 
characterized under various test conditions (in air, under medium, at different temperatures) regarding 
their sensitivity and response characteristics to different oxygen partial pressures. The oxygen 
consumption of cells adherently grown on the sensor film was successfully monitored and imaged by this 
setup. The time-resolved measurements demonstrated a significantly faster consumption of oxygen of 
a cell layer stimulated with a respiration chain decoupler compared to an unstimulated control cell layer. 
 
Taken together, various technical improvements of piezoelectric sensors (QCM) have been realized 
(MQCM, QCM-ECIS, ELPO-QCM-ECIS, QCM-OCS), which provide a significant information gain in cell-
based applications. The sensors developed enable the high-content screening (HCS) of adherent cell lines 
in a wide range of assay formats and provide complementary physico-chemical information for obtaining 
a more complete picture of the state of cells and their reactions in contact to diverse stimuli. All sensor 
techniques share the characteristics of time-resolved, label-free, and non-invasive monitoring. This 
allows to disclose and analyze even the kinetics, delayed effects, recoveries, and fluctuations of 
physicochemical alterations of a studied cell layer, in addition to the absolute parameter changes, which 
is a valuable improvement compared to classical endpoint assays. The approach of combined, 
independent sensor systems also provides the novel possibility to bring parameters obtained by the 
different readout technologies from one cell layer in a temporal correlation, by which new insights into 
physiological relationships are possible.  
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7.2 Zusammenfassung 
Auf Basis von piezoelektrischen und elektrochemischen Signalwandlerprinzipien, im Speziellen der 
Quarzmikrowaagen-Technik (QCM), wurden verschiedene Ansätze verfolgt, um mittels in das 
Wachstumssubstrat integrierter Sensoren zelluläre Zustände und Reaktionen zeitaufgelöst und nicht-
invasiv zu verfolgen. Diese umfassten zum Einen die technische Weiterentwicklung der bestehenden 
piezoelektrischen Sensorsysteme hinsichtlich Multiplizierung und Integration weiterer nicht-invasiver 
(elektrochemischer und optisch-chemischer) Sensortechnologien in die QCM-Oberfläche. Zum Anderen 
wurden zahlreiche Studien und zell-basierte Assays mit den entwickelten Systemen durchgeführt, um 
sowohl die Sensorperformance zu testen als auch ein tieferes Verständnis über die ausgelesenen 
Sensorparameter hinsichtlich deren Informationsgehalt über die biophysikalischen Eigenschaften und 
das metabolische Verhalten von Zellschichten zu erhalten. Fig. 7–1 gibt einen Überblick über die in dieser 
Arbeit vorgestellten Projekte. 
 
In einem ersten Entwicklungsschritt wurde auf der Basis von kommerziell erhältlichen 5 MHz AT-cut 
Quarzplättchen ein neues Elektroden-Layout entworfen um zwei unabhängige Auslesespots auf der 
Quarzoberfläche zu generieren (Fig. 7–1 A). Dies beinhaltete auch die Konstruktion neuer Messkammern 
für die elektrische Kontaktierung der entsprechenden Elektrodenpaare auf dem Kristall. Diese Doppel-
Elektroden QCM Sensoren (2ElQ) werden auch als “Multichannel QCM” (MQCM) bezeichnet.  
Entgegen vorheriger theoretischer Berechnungen wiesen die entwickelten MQCM-Sensoren selbst bei 
sequenziellem Betrieb eine Interferenz auf. Durch Belackung einer Hälfte der Quarzoberfläche bzw. einer 
der beiden QCM-Spots mit einem dünnen und rigiden Polymerfilm gelang es, die Resonanzen zu 
entkoppeln. Diese Massenbeladung resultierte in einer Resonanzverschiebung des entsprechenden 
Oszillators hin zu kleineren Frequenzen und damit in einer effizienten Entkopplung. Das Betreiben der 
entkoppelten MQCM Sensoren zeigte, dass bei Beladung des Quarzes mit Medium beide Sensorspots 
sensitiv und in gleichem Ausmaß ihre Schwingungscharakteristik verändern. Der Qualitätsfaktor der 
beiden Oszillatoren kann als gleich angesehen werden, wodurch sich die MQCM-Sensoren für 
Anwendungen in zellbasierten Assays qualifizieren.  
 
Aufbauend auf den entwickelten Doppel-Elektroden Quarzen wurde auf der Sensoroberfläche ein 
Elektrodenlayout verwirklicht, das neben der mechanischen Charakterisierung der Substrat-Medium 
Grenzfläche durch die piezoelektrischen Signalwandler eine zusätzliche, komplementäre elektro-
chemische (impedanzspektroskopische) Charakterisierung ermöglicht (Fig. 7–1 B). Dieses Layout wurde 
durch das photolithographische Freilegen eines kleinen Bereiches der mit isolierendem Photopolymer 
beschichteten Elektrode erreicht. Hierdurch entsteht eine koplanare Anordnung aus einer kleinen 
Arbeitselektrode und einer größeren Gegenelektrode. Dieser kombinierte Ansatz auf Basis der MQCM 
ist eine Weiterentwicklung der 2. QCM-Generation zur 3. QCM-Generation und wird auch als “QCM-
ECIS” bezeichnet.  
Verschiedene Elektrodenlayouts, variierend in der Größe und Anzahl der Arbeitselektroden, wurden 
grundlegend charakterisiert, sowohl mikroskopisch und profilometrisch in der Abmessung der 
integrierten Arbeitselektrode, als auch impedanzspektroskopisch in deren sensorischen Leistungs-
fähigkeiten im QCM- und ECIS-Modus. Basierend auf diesen Messungen wurde ein optimales 
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Elektrodenlayout ermittelt und als Standard für nachfolgende Anwendungen in zellbasierten Assays 
definiert. Sowohl in den QCM- als auch in den ECIS-Messungen von mit tierischen Zellen bewachsenen 
Sensoroberflächen sind signifikante Messsignale gegenüber dem zellfreien Zustand detektierbar. Neben 
dem Messen absoluter Signale lassen sich mit beiden Technologien auch die kinetischen Änderungen 
charakteristischer Sensorparameter in hoher zeitlicher Auflösung verfolgen. Dies ermöglicht den Einsatz 
dieser dualen QCM-ECIS Sensoren für die markierungsfreie, nicht-invasive und zeitaufgelöste 
Überwachung und Zustandsanalyse von Zellschichten in allen erdenklichen Assays mit adhärenten 
Zellkulturen.  
Es wurden simultan die mechanischen (QCM-Modus) als auch die dielektrischen (ECIS-Modus) 
Adhäsionscharakteristiken zweier unterschiedlicher Zelllinien (MDCK-II und NRK) jeweils mit hoher 
Reproduzierbarkeit gemessen. Die dabei erhaltenen Absolutwerte und Kinetiken der Sensorparameter 
unterschieden sich signifikant und waren zelltyp-spezifisch. Die Signale aus Messungen im QCM- und 
ECIS-Modus zeigten auch deutliche Einflüsse der An-/ Abwesenheit bivalenter Kationen (Ca2+, Mg2+) auf 
die Kinetik und das Verhalten von Adhäsion und Spreitung von MDCK-II Zellen auf. Neben diesen 
Zelladhäsions-Untersuchungen wurden in einer Vielzahl zellulärer Assays die zytomechanischen und 
zellmorphologischen Reaktionen auf unterschiedliche Stimuli untersucht: systematisches Erweichen 
und Versteifen von Zellen (durch Agenzien, die das Aktin-Zytoskellet abbauen bzw. Proteinstrukturen 
quervernetzen), intrazelluläre Stimulation (mittels eines sekundären Botenstoff-Analogons), sowie 
gezielte elektrische Manipulation (Elektroporation (ELPO) und Verwundung) von Zellschichten (durch 
Applizieren invasiver Spannungspulse). Die Anwendbarkeit der elektrischen Aktorik und anschließender 
nicht-invasiver, zeitaufgelöster und dualer Sensorik mit den Elektroden der QCM-ECIS Substrate wurde 
erfolgreich demonstriert. 
Das Überwachen zellbasierter Assays mit den in dieser Arbeit entwickelten dualen QCM-ECIS Sensor-
chips führt nicht nur zu einer Multiplikation des Informationsgewinnes durch die Komplementarität der 
QCM- und ECIS- Ausleseparameter. Die simultanen, zeitaufgelösten Messungen ermöglichen darüber 
hinaus auch die kinetische Korrelation der Sensorsignale in neuartigen 2D- und 3D-Diagrammen, was bis 
dato noch nicht dagewesene Möglichkeiten zur Analyse kohärenter oder sequentieller mechanischer und 
morphologischer/ dielektrischer Änderungen der untersuchten Zellschichten bietet. 
 
In einem dritten Forschungsschwerpunkt wurde die Kombination von optisch-chemischen Sensoren 
(OCS) mit den piezoelektrischen QCM Sensoren näher untersucht. Hierzu wurde die Quarzoberfläche 
mit einem Polymerfilm beschichtet, in dem ein phosphoreszierender Indikatorfarbstoff für den 
Zielanalyten eingebettet ist. Die Lumineszenzeigenschaft wurde mittels „fluorescence 
(phosphorescence) lifetime imaging” (FLIM) ausgelesen.  
Mit Hilfe eines temperatursensitiven Anstriches (TSP) konnte in einem Projekt auf diese Weise die 
Erhöhung der Oberflächentemperatur auf dem Sensor, erzeugt durch Quarzoszillationen bei hoher 
Amplitude, überwacht und abgebildet werden (Fig. 7–1 C). Auf Basis dieser experimentell bestimmten 
lokalen Erwärmung auf der QCM Oberfläche und des daraus resultierenden Temperaturgradienten in der 
Flüssigkeit über dem Quarz wurde eine thermophoretische Konvektion in der Flüssigkeit simuliert. 
Theoretische Abschätzungen ergaben, dass dieses Konvektionsprofil der Sedimentation von Zellen auf 
die Sensoroberfläche entgegenwirkt und diese sogar weitgehend verhindert. Es wird angenommen, dass 
diese Thermophorese vor allem auch bei biomolekularen Interaktionsstudien auf QCM-Substraten bei 
erhöhten Scheramplituden einen maßgeblichen Einfluss hat, der jedoch bisher nicht in Betracht gezogen 
wurde. 
7.2 Zusammenfassung 259 
In einem zweiten Imaging-Projekt (Fig. 7–1 D) wurde die Phosphoreszenzlöschungseigenschaft von 
Sauerstoff ausgenutzt, um mittels eines sauerstoffsensitiven Anstriches (PSP) auf dem Wachstums-
substrat von Zellen die lokale Sauerstoffkonzentration und –verteilung bildgebend zu messen. Für die 
Kalibration der Sensorfilme und das subzelluläre Sauerstoff-Imaging wurde eigens ein experimenteller 
Aufbau, bestehend aus einer an ein Epifluoreszenzmikroskop gekoppelten Imaging-Apparatur und einer 
für Zellanwendungen geeigneten thermostatisierbaren und Sauerstoff-kontrollierten Kalibrations- und 
Messkammer, entwickelt. Die zytokompatiblen Polymerfilme wurden unter verschiedenen Test-
bedingungen (an Luft, unter Medium, bei unterschiedlichen Temperaturen) hinsichtlich ihrer Sensitivität 
und dem Ansprechverhalten auf sich ändernde Sauerstoffpartialdrücke charakterisiert. Mit diesem 
Setup wurde erfolgreich der Sauerstoffverbrauch von auf dem Sensorfilm kultivierten adhärenten Zellen 
verfolgt und bildgebend gemessen. Die zeitaufgelösten Messungen zeigten einen signifikant schnelleren 
Sauerstoffverbrauch einer mit einem Atmungskettenentkoppler stimulierten Zellschicht im Vergleich zu 
einer nicht stimulierten Kontroll-Zellpopulation. 
 
Zusammengefasst wurden verschiedene messtechnische Erweiterungen von piezoelektrischen 
Sensoren (QCM) erreicht (MQCM, QCM-ECIS, ELPO-QCM-ECIS, QCM-OCS), die erhebliche Zugewinne 
an Information in zellbasierten Anwendungen ermöglichen. Die entwickelten Sensoren machen ein 
multiparametrisches Screenen von adhärenten Zelllinien in vielzähligen Assayformaten möglich und 
liefern komplementäre physikochemische Informationen, um ein umfassenderes Bild über den Zustand 
von Zellen und deren Reaktionen auf unterschiedlichste Stimuli zu erhalten. Alle Sensorprinzipien teilen 
die Charakteristiken der zeitaufgelösten, label-freien und nicht-invasiven Messung. Dies erlaubt, im 
Gegensatz zu den klassischen Endpunktassays, neben absoluten Änderungen von Parametern auch die 
Kinetiken, verzögerte Effekte, Erholungen und Schwankungen in den Änderungen physikochemischer 
Eigenschaften der untersuchten Zellschichten aufzulösen und zu analysieren. Der Ansatz der Sensor-
Kombination bietet zudem die neuartige Möglichkeit, die durch die verschiedenen Auslesetechniken von 
einer Zellpopulation erhaltenen Parameter in zeitliche Korrelation zu bringen, wodurch neue Einblicke in 
physiologische Zusammenhänge möglich sind. 
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A Supplementary Information (SI) 
SI 1 Frequency dependence of AT-cut (35°10’) quartz disks on temperature an changes in the cutting 
angle [282]  
 
SI 2 Longitudinal piezoelectric effect 
 
SI 3 Sauerbrey relationship between adsorbed rigid mass layer and resonance frequency shift 
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SI 4 Exponential damping of the shear wave in a viscous liquid 
 
(modified after [290,291]) 
SI 5 The complex impedance of a BVD circuit in 3-D plots. (A), (C) 3-D Bode plots and (B), (D)  3-D 
Nyquist plots of an (A), (B) undamped and a (C), (D) damped BVD oscillator; 𝐿𝑞  = 0.0467 H, 
𝐶𝑞  = 2.1655 ·10
−14 F, 𝐶0 = 7 ·10
−12 F, 𝑅𝑞  = 10 Ohm in A and B, 𝑅𝑞  = 1 kOhm in C and D. 
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SI 6 TSP imaging setup 
 
SI 7 PSP imaging setup with microscope 
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SI 8 Maths script for image processing in ImagexTGi software 
Maths Script #1 Maths Script #2   
1=1-7*(1) 
2=2-7*(1) 
3=3-7*(1) 
4=4-7*(1) 
5=5-7*(1) 
6=6-7*(1) 
8=8-7*(1) 
9=9-7*(1) 
10=10-7*(1) 
11=11-7*(1) 
12=12-7*(1) 
13=13-7*(1) 
14=14-7*(1) 
15=15-7*(1) 
End 
1=1-7*(1) 
2=2-7*(1) 
3=3-7*(1) 
4=4-7*(1) 
5=5-7*(1) 
6=6-7*(1) 
8=8-7*(1) 
9=9-7*(1) 
10=10-7*(1) 
11=11-7*(1) 
12=12-7*(1) 
13=13-7*(1) 
14=14-7*(1) 
15=15-7*(1) 
1=1*(.14286) 
2=2*(.14286) 
3=3*(.14286) 
4=4*(.14286) 
5=5*(.14286) 
6=6*(.14286) 
8=8*(.14286) 
9=9*(.14286) 
10=10*(.14286) 
11=11*(.14286) 
12=12*(.14286) 
13=13*(.14286) 
14=14*(.14286) 
15=15*(.14286) 
3=1+3*(1) 
5=3+5*(1) 
8=5+8*(1) 
10=8+10*(1) 
12=10+12*(1) 
14=12+14*(1) 
4=2+4*(1) 
6=4+6*(1) 
9=6+9*(1) 
11=9+11*(1) 
13=11+13*(1) 
15=13+15*(1) 
16=14/15*(1000) 
End 
 
SI 9 (A) 3-D Bode and (B) 3-D Nyquist plot of QCM2 on a not decoupled 2ElQ (dark grey) and of QCM2 
on a 2ElQ that is decoupled by the deposition of a rigid polymer film on QCM1 (blue) 
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SI 10 (A) 3-D Bode plot and (B) three-dimensional 𝑅-𝐶-𝑓 plot of a QCM-ECIS sensor in ECIS-mode, 
under medium (black) and covered with a MDCK-II cell layer (blue) 
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SI 11 QCM-mode properties of QCM-ECIS designs with ECIS WE diameters of (A) 250 µm, (B) 
1000 µm, and (C) 2000 µm in air. (1) Phase shift spectra, (2) 3-D Bode plots for PhoP-coated 
QCM1 (w/ PhoP; black) and PhoP-uncovered QCM2 (w/o PhoP; blue), and (3) exemplary Nyquist 
plots of QCM1 oscillations.  
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C1 C2 C3 
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SI 12 ECIS-mode properties of QCM-ECIS prototypes comprising ten WEs with a diameter of each 
electrode of either Ømask = 250 µm (black squares) or Ømask = 500 µm (blue triangles). Spectra of 
absolute (A) resistance and (C) capacitance of the sensors exposed to medium (open symbols) 
and covered with cells (filled symbols). Normalized spectra of (B) resistance and (D) capacitance. 
Data points were reduced for sake of clarity.  
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SI 13 (A) 2-D correlation of ECIS parameters (𝐶norm  vs. 𝑅norm) and (B), (C), (D) 3-D time courses of 
QCM- and ECIS-mode impedance parameters during MDCK-II cell attachment and spreading on 
newly developed 2ElQs ((B) 𝐶norm  vs. 𝑅norm  vs. 𝑡 , (C) 𝐶norm  vs. ∆|𝑍|𝑚𝑖𝑛  vs. 𝑡 , and (D) 
𝑅norm vs. ∆|𝑍|𝑚𝑖𝑛 vs. 𝑡). 
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SI 14 QCM-mode (A) impedance spectra and (B) phase shift spectra of resonators QCM1 (filled 
symbols) and QCM2 (open symbols) on a QCM-ECIS sensor, performing oscillations in air (grey 
squares), loaded with medium (black triangles) and covered with a confluent layer of NRK cells 
(blue circles). (C) 3-D Bode and (D) 3-D Nyquist plot exemplarily shown for QCM1. 
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SI 15 ECIS-mode spectra of (A) impedance, (B) phase shift, (C) resistance (red squares) and (C) 
capacitance (orange circles) of a QCM-ECIS sensor loaded with medium (open symbols) and with 
a confluent layer of NRK cells (filled symbols). (D) Normalized spectra of impedance (black 
triangles), resistance (red squares) and capacitance (orange circles) with indicated most-
sensitive frequencies for NRK cells. (E) 3-D Bode plot, (F) 3-D 𝑅-𝐶-𝑓 plot, (G) 2-D and (H) 3-D 
Nyquist plot of the sensor under medium (black) and covered with NRK cells (blue).  
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SI 16 (A) 2-D correlation of ECIS parameters (𝐶norm  vs. 𝑅norm) and (B), (C), (D) 3-D time courses of 
QCM- and ECIS-mode impedance parameters during NRK cell attachment and spreading on 
newly developed 2ElQs (B) 𝐶norm  vs. 𝑅norm  vs. 𝑡 , (C) 𝐶norm  vs. ∆|𝑍|𝑚𝑖𝑛  vs. 𝑡 , and (D) 
𝑅norm vs. ∆|𝑍|𝑚𝑖𝑛 vs. 𝑡).  
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SI 17 Characteristic shear oscillation parameters (QCM-mode) and electrochemical impedance 
parameters (ECIS-mode) in the time course of MDCK-II cell attachment and spreading on FN-
coated QCM-ECIS sensor surfaces in EBSS−− buffer containing both Ca2+ (1.8 mM) and Mg2+ 
(0.81 mM), or Ca2+ only or Mg2+ only. Calculated averaged sensitive frequencies (𝑓𝑠𝑒𝑛𝑠
𝑐𝑎𝑙𝑐 ) and 
sampling frequencies used for time-dependent analysis (𝑓𝑠𝑒𝑛𝑠
𝑢𝑠𝑒𝑑) of resistance (𝑅) and capacitance 
(𝐶) are listed. Absolute and normalized mean values of 𝑅  and 𝐶  are obtained from averaged 
curves at points of cell inoculation (𝑡0) and at the end of experiments (𝑡1 = 20 h). Maximal slopes 
𝑚 = ∆𝑌/∆𝑡 (𝑌 = ∆|𝑍|𝑚𝑖𝑛, 𝑅, 𝐶) were calculated by linear regression around 𝑡𝑚 (± 5 data points) 
considering standard errors (instrumental weighting). 𝑡1/2(𝑌) marks the time when half of the 
final signals are attained. (mean ± SEM; N ≥ 2). 
|𝒁|𝒎𝒊𝒏: 
EBSS−− 
  |𝑍|𝑚𝑖𝑛(𝑡0)/  
Ohm 
𝑡𝑚/  
min 
𝑚 = ∆|𝑍|𝑚𝑖𝑛/∆𝑡/ 
Ohm·min−1 
𝑡1/2/  
min 
𝑡1/  
min 
∆|𝑍|𝑚𝑖𝑛(𝑡1)/ 
Ohm 
+Ca2+ +Mg2+   1870 (± 40) 35 19.6 (± 0.2) 35 1200 810 (± 40) 
+Ca2+ −Mg2+   1700 (± 70) 40 19.2 (± 0.1) 45 1200 780 (± 50) 
−Ca2+ +Mg2+   1910 (± 90) 35 23.9 (± 0.2) 35 1200 830 (± 20) 
𝑹: 
EBSS−− 
𝑓𝑠𝑒𝑛𝑠
𝑐𝑎𝑙𝑐/ 
kHz 
𝑓𝑠𝑒𝑛𝑠
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𝑚 = ∆𝑅/∆𝑡 
kOhm·h−1 
𝑡1/2/  
min 
𝑡1/ 
min 
𝑅norm(𝑡1)/ 
% 
+Ca2+ +Mg2+ 0.57 (± 0.03) 0.63 2550 (± 8) 245 5.0 (± 0.2) 240 1200 1150 (± 70) 
+Ca2+ −Mg2+ 0.63 2200 (± 300) 225 6.8 (± 0.2) 240 1200 1400 (± 200) 
−Ca2+ +Mg2+ 10.2 (± 0.5) 0.63 2900 (± 400) 55 2.0 (± 0.1) 40 1200 110 (± 10) 
−Ca2+ +Mg2+ 10 729 (± 7) 50 1.71 (± 0.02) 40 1200 192 (± 4) 
𝑪: 
EBSS−− 
𝑓𝑠𝑒𝑛𝑠
𝑐𝑎𝑙𝑐/ 
kHz 
𝑓𝑠𝑒𝑛𝑠
𝑢𝑠𝑒𝑑/ 
kHz 
𝐶(𝑡0)/ 
nF 
𝑡𝑚/ 
min 
𝑚 = ∆𝐶/∆𝑡 
nF·h−1 
𝑡1/2/  
min 
𝑡1/ 
min 
𝐶norm(𝑡1)/ 
% 
+Ca2+ +Mg2+ 100 (± 10) 100 5.160 (± 0.006) 40 −5.10 (± 0.06) 45 1200 38 (± 2) 
+Ca2+ −Mg2+ 100 6 (± 1) 50 −5.76 (± 0.12) 50 1200 31 (± 5) 
−Ca2+ +Mg2+ 290 (± 40) 100 5.4 (± 0.3) 40 −5.03 (± 0.05) 35 1200 54.9 (± 0.5) 
−Ca2+ +Mg2+ 316 3.3 (± 0.3) 40 −2.69 (± 0.02) 35 1200 49 (± 2) 
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SI 18 Normalized spectra of impedance (black triangles), resistance (red squares) and capacitance 
(orange circles) calculated from spectra of standard QCM-ECIS sensors coated with FN and 20 h 
after sensor inoculation with MDCK-II cells in (A) EBSS−− buffer containing Ca2+ and (B) Ca2+-free 
EBSS−− buffer. Note the different scales of the y-axis in A and B. 
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SI 19 Micrographs of MDCK-II cells seeded to confluence on glass plates in (A) EBSS++, (B) EBSS+−, and 
(C) EBSS−+. Cells were triple stained for DNA (blue), ZO-1 (red), and f-actin (green) the day after 
seeding. 
   
A B C 
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SI 20 QCM impedance spectra (A: |𝑍|(𝑓), B: 𝜑(𝑓)), ECIS impedance spectra (C: |𝑍|(𝑓), D: 𝜑(𝑓)), and 
ECIS resistance and capacitance spectra (E) of a QCM-ECIS sensor: in air, covered with a 
confluent layer of MDCK-II cells, with cells that have been treated with 5 µM Cytochalasin D (cD) 
for 0.5 h, 2 h, and 4 h, and with cells treated with Saponin. 
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SI 21 QCM impedance spectra (A: |𝑍|(𝑓), B: 𝜑(𝑓)), ECIS impedance spectra (C: |𝑍|(𝑓), D: 𝜑(𝑓)), and 
ECIS resistance and capacitance spectra (E) of a QCM-ECIS sensor: in air, covered with a 
confluent layer of MDCK-II cells, with cells that have been treated with 0.25 % glutaraldehyde 
(GA) for 5 min, 10 min, and 3 h, and with cells treated with Saponin after GA incubation. 
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SI 22 QCM impedance spectra (A: |𝑍|(𝑓), B: 𝜑(𝑓)), ECIS impedance spectra (C: |𝑍|(𝑓), D: 𝜑(𝑓)), and 
ECIS resistance and capacitance spectra (E) of a QCM-ECIS sensor: in air, covered with a 
confluent layer of NRK cells, and with cells that have been treated with 100 µM CPT-cAMP for 
10 min, 30 min, 1 h, and 4 h. 
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SI 23 QCM impedance spectra (A: |𝑍|(𝑓), B: 𝜑(𝑓)), ECIS impedance spectra (C: |𝑍|(𝑓), D: 𝜑(𝑓)), and 
ECIS resistance and capacitance spectra (E) of a QCM-ECIS sensor: in air, covered with a 
confluent layer of NRK cells, after medium exchange against EBSS++, after exposing cells 
extracellularly to membrane-impermeable FITC-dextran (250 kDa), and at extreme values of 
parameter changes ∼ ½ – 1 h and at final recording values ∼ 2½ h after ELPO (4 V, 200 ms, 
40 kHz). 
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SI 24 Exemplary 𝑅norm  ( ) and 𝐶norm  ( ) time curves at sensitive frequencies of MDCK-II cells 
fixated at time zero with either (A) 0.1 % GA or (B) 1 % PFA. Perforation of the plasma membrane 
with Saponin subsequent to fixation is indicated. Cell-free values of 𝑅norm  and 𝐶norm  are 
indicated by horizontal dashed lines.  
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SI 25 (A) 3-D QCM-ECIS impedance plot (∆|𝑍|𝑚𝑖𝑛  vs. 𝑅norm  vs. 𝐶norm ) of averaged, time-resolved 
cAMP assays. Parameter changes are shown between the point (𝑡0) of adding 100 µM of the 
membrane permeable cAMP-analogue 8-CPT-cAMP ( ) or medium only ( ) to a confluent 
NRK cell layer and 𝑡1 = 4.5 h, as well as after withdrawing 8-CPT-cAMP from the cells again (𝑡1 
→ 𝑡2  = 8 h; ). (B), (C), (D) Projections on the planes of the curves in A. 𝑅norm  and 𝐶norm  are 
displayed at the most sensitive frequencies, which are 316 Hz and 40 kHz. Time resolution: 100 s. 
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SI 26 Normalized spectra of absorbance “A” and emission “E” of (1) Eu(dnm)3(topo)2 and (2) 
Eu(benzac)3(phen), emission of the excitation LED (405 nm with BG 12 filter), and transmission 
spectra “T” of the emission filter (EmF) D610/60M. 
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SI 27 Stern-Volmer plots obtained from FLIM of PSP sensor films calibrated at various pO2 values 
(total pressure 1 bar) (A) in dry air, (B) in air at 24 °C and 37 °C, and (C) under PBS++ buffer. The 
best fits of the data points, taking the standard errors into account, according to the two-site 
quenching model are indicated by dashed red lines. The respective values of the fitting 
parameters are depicted in the associated tables. 
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Model SternVolmer TwoSiteQuenching Model
Equation (f1/(1+K1*pO2)+(1-f1)/(1+K2*pO2))^-1
Reduced Chi-Sqr 0.10085
Adj. R-Square 0.99954
Value StdErr
tau0/tau f1 0.42 0.04
tau0/tau K1 0.0012 0.0003
tau0/tau K2 0.0189 0.0015
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Temperature 24 °C 37 °C
Red Chi-Sqr. 0.10085 0.0966
Adj. R-Square 0.99954 0.99924
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Model SternVolmer TwoSiteQuenching Model
Equation (f1/(1+K1*pO2)+(1-f1)/(1+K2*pO2))^-1
Red. Chi-Sqr. 0.24264
Adj. R-Square 0.99962
Value StdErr
tau0/tau f1 0.33 0.04
tau0/tau K1 0.0008 0.0003
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SI 28 Calibration plots, of average 𝐴1/𝐴2 pixel values (mean ± SEM; N = 7) as a function of pO2 (total 
pressure 1 bar), corresponding to the data shown in Fig. 6–12. Calibration points were measured 
by FLIM (in RLD mode) of the PSPs under PBS++ buffer at 37 °C. (A), (B) Calibration of the PSP 
beneath the 2,4-DNP-treated MDCK-II cell layer, measured at an exposure time of (A) 2000 ms 
for 𝐴1/𝐴2 values above 1.65, and (B) 1500 ms for values below 1.65 (indicated with  in Fig. 6–
12). (C) Calibration of the PSP beneath the control cell layer. The best fits of the data points, 
taking the standard errors into account, are indicated by dashed red lines. The respective values 
of the fitting parameters are depicted in the associated tables. 
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SI 29 pO2(air) images in pseudo-colors corresponding to the data points of the control cell layer in 
Fig. 6–12 B. Numbers depict the time of recording a fluorescence lifetime image. Points of PBS++ 
exchange are indicated as well. The calibration bar displays the color code of the pO2(air) values 
of the pixels. The underlying calibration used for the conversion of 𝐴1/𝐴2 to pO2(air) images is 
shown in SI 28 C. 
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B Abbreviations, Acronyms, and Symbols 
List of Abbreviations and Acronyms  
+ctrl Positive Control 
1ElQ 1-Electrode Quartz; 5 MHz AT-cut 
quartz disk (Øq = 14 mm) with one 
electrode on either side 
(ØE = 6 mm) 
2,4-DNP 2,4-Dinitrophenol 
2-D Two-dimensional 
2ElQ 2-Electrode Quartz; 5 MHz AT-cut 
quartz disk (Øq = 14 mm) with two 
electrodes on either side 
(ØE = 3.5mm) 
3-D Three-dimensional 
8-CPT-cAMP 8-(4-Chlorophenylthio)adenosine 
3’,5’-cyclic monophosphate  
8W1E™ ECIS array comprising 8 wells with 
1 working electrode in each; 
trademark of Applied Biophysics, 
Troy, NY, USA 
AC Alternating Current 
AFM Atomic Force Microscopy 
AJ Adherens Junction 
ATP Adenosine Triphosphate 
BAEC Bovine Aortic Endothelial Cells 
BCEC Bovine Corneal Endothelial Cells 
BOD Biological Oxygen Demand 
BPAEC Bovine Pulmonary Artery 
Endothelial Cells 
cAMP Adenosine 3’,5’-cyclic 
monophosphate 
CBB Cell-Based Biosensor/ Biosensing 
cD Cytochalasin D 
CE Counter Electrode 
CMS® Cell Montitoring System [64]  
CPT-cAMP see 8-CPT-cAMP 
ctrl Control 
−ctrl Negative Control 
DAPI 4’,6-diamidin-2-phenylindol 
DC Direct Current 
DM Dichroitic Mirror 
DMEM Dulbecco’s Modified Eagle’s 
Medium 
DMSO Dimethylsulfoxide 
DO Dissolved Oxygen 
DSMZ German Collection of 
Microorganisms and Cell Cultures 
EBSS−− Earles’ Balanced Salt Solution, w/ o 
Ca2+ and Mg2+ 
EBSS+− Earles’ Balanced Salt Solution, w/ 
Ca2+ and w/ o Mg2+ 
EBSS−+ Earles’ Balanced Salt Solution, w/ o 
Ca2+ and w/ Mg2+ 
EBSS++ Earles’ Balanced Salt Solution, w/ 
Ca2+ and Mg2+ 
EC Epithelial Cells 
ECAR Extracellular Acidification Rate 
ECIS® Electric Cell-Substrate Impedance 
Sensing; registered trademark of 
Applied Biophysics, Troy, NY, USA 
ECM Extracellular Matrix 
EDTA Ethylenediaminetetraacetic acid 
ELPO Electroporation 
EnFET Enzyme Field-Effect Transistor 
Eu(benzac)3(phen) Tris(benzoylacetonato)-
mono(phenanthroline)-
europium(III) 
Eu(dnm)3(topo)2 Tris(dinaphthoylmethane)-
bis(trioctylphosphine oxide)-
europium(III) 
FA Focal Adhesion 
FCS Fetal Calf Serum 
FED Field-Effect Device 
FITC Fluorescein Isothiocyanate 
FLIM Fluorescence (Phosphorescence) 
Lifetime Imaging 
FN Fibronectin 
GA Glutaraldehyde 
GJ Gap Junction 
GOx Glucose Oxidase Enzyme 
HAEC Human Aortic Endothelial Cells 
HC Hydrocortisone 
HCS High-Content Screening 
HD Hemidesmosome 
HTS High-Throughput Screening 
HUAEC Human Umbilical Artery 
Endothelial Cells 
HUVEC Human Umbilical Vein Endothelial 
Cells 
IA Impedance Analyzer 
IDEs Interdigital Electrodes 
IF Intermediate Filaments 
282 Appendix 
IR Infrared Radiation 
IS Impedance Spectroscopy 
ISFET Ion-Selective Field-Effect 
Transistor 
ITO Indium Tin Oxide 
IUPAC International Union of Pure and 
Applied Chemistry 
LAPS Light-Addressable Potentiometric 
Sensor 
LED Light-Emitting Diode 
MDCK-II Madin Darby Canine Kidney cell 
line, strain II 
ME Microelectrode 
MEM Minimum Essential Medium Eagle 
MISFET Metal-Insulation-Semiconductor 
Field-Effect Transistor 
MLAPS Multiple Light-Addressable 
Potentiometric Sensor 
MLC Metal-Ligand Complex 
MOSFET Metal-Oxide-Semiconductor Field-
Effect Transistor 
NRK Normal Rat Kidney cell line, strain 
52E 
OCR Oxygen Consumption Rate 
OCS Optical Chemical Sensor/ Sensing 
PBS−− Phosphate Buffered Saline, w/ o 
Ca2+ and Mg2+ 
PBS++ Phosphate Buffered Saline, w/ Ca2+ 
and Mg2+ 
PEBBLE Probes Encapsulated By 
Biologically Localized Embedding 
PEDOT Poly(3,4-ethylenedioxythiophene) 
PFA Paraformaldehyde 
PhoP Photopolymer 
PKA Protein kinase A 
PMT Photomultiplier Tube 
PSP Pressure-Sensitive Paint 
PSS Poly(styrenesulfonate) 
PtTFPP 5,10,15,20-Tetrakis-(2,3,4,5,6-
pentafluorophenyl)-porphyrin-
platinum(II) 
QCM Quartz Crystal Microbalance 
Q-factor Quality Factor; cf. Eq. (63) 
REVS Rupture Event Scanning 
RI Refractive Index 
RIfS Reflectometric Interference 
Spectroscopy 
RLD Rapid Lifetime Determination 
ROI Region Of Interest 
rpm Rounds Per Minute 
RT Room Temperature 
RWG Resonant Waveguide Grating 
SDM Standard Deviation of Mean 
SEM Standard Error of Mean 
SFM Serum-Free Medium 
SI Supplementary Information 
SPR Surface Plasmon Resonance 
TER, TEER Transepithelial/ Transendothelial 
Electrical Resistance 
TIR Total Internal Reflection 
TJ Tight Junction 
TSM Thickness Shear Mode 
TSP Temperature-Sensitive Paint 
UV Ultraviolet Radiation 
VIS Visible Radiation 
Vrms Root-Mean-Square Voltage 
w/ with 
w/ o without 
WE Working Electrode 
ZO Zonula Occludens 
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List of Symbols
Ø Diameter 
𝛼  Model Parameter, 
𝛼 = 𝑟𝐶 ∙ √𝜌𝑠𝑢𝑏 𝑑⁄  [Ω
1/2·cm] 
𝛿 Decay Length 
𝜀  Electric Permittivity  
𝜂  Viscosity 
θ𝑖   Angle of Incident Light 
𝜆  Wavelength 
𝜈  Wave Frequency 
𝜌  Density; 
Specific Resistance 
𝜏 Luminescence Lifetime 
𝜑  Phase Angle, Phase Shift 
𝜔  Radial Frequency, 𝜔 = 2𝜋𝑓 
Φ  Electric Potential [V]; 
Quantum Yield 
Ψ  Electrical Flux, 
Ψ = ∬ ?⃗? ∙ 𝑑𝐴 𝐴  [A·s] 
𝐴  Area 
𝐵 Susceptance 
𝑐66  Piezoelectrically Stiffened Quartz Elastic 
Constant, 𝑐66 = 𝑐66 + 𝑒26
2 𝜖22⁄ ,  
for AT-cut Quartz:  
𝑐66 = 2.947 ·10
10 kg·m−1·s−2  
𝑐𝑝 Specific Heat Capacity 
𝐶  Capacitance; 
Circumference 
𝑑  Distance 
𝑑𝑞   Quartz Thickness,  
𝑑𝑞 = 330 µm for 𝑓𝑠 = 5 MHz 
?⃗?  Electric Displacement Field, 
?⃗?  = 𝜀0𝜀𝑟?⃗?  [A·s·m
−2] 
𝑒  Euler's Number, Base of the Natural 
Logarithm, 
𝑒 ≈ 2.71828 
𝑒26  Piezoelectric Stress Constant;  
for AT-cut Quartz:  
𝑒26 = 9.54 ·10
−2 A·s·m−2 
?⃗?   Electrical Field; 
?⃗? (𝑟 ) = −∇Φ(𝑟 ) 
𝐸  Young’s Modulus 
𝑓  Frequency 
F Fractional voltage drop across a cell layer 
[%], cf. Eq. (67) 
𝐹  Force 
𝑔   Gravitational Acceleration 
𝐺 Conductance 
𝐺 Complex Shear Modulus 
ℎ  Height; 
Plank Constant 
i Complex Current 
î Current Amplitude 
I Electrical Current; 
Luminescence Intensity 
Im(𝑍)  Imaginary Part of the Complex 
Impedance 
j Imaginary Unit 
𝑘 Spring Constant; 
Rate Constant 
𝐾𝑆𝑉 Stern-Volmer Quenching Constant 
𝐿  Inductance 
𝑚  Mass 
𝑀  Molar Mass 
𝑛𝑖  Refractive Index of Medium 𝑖 
N Number of Values Used for Averaging 
pO2 Oxygen Partial Pressure 
ptot Total Preesure 
𝑞 Charge 
𝑄  Quality Factor, 𝑄-factor, 
𝑄 = 1 𝐷⁄ = 𝑋𝑡𝑜𝑡 𝑅𝑡𝑜𝑡⁄ ; 
Quencher 
𝑟  Radius; 
Damping Constant (𝑟 = 𝜂𝑞𝜋
2 𝑑𝑞
2⁄ ) 
𝑅  Resistance 
Re(𝑍)  Real Part of the Complex Impedance 
𝑡  Time 
𝑇  Temperature 
u Complex Voltage 
û Voltage Amplitude 
𝑈  Voltage 
𝑣  Velocity 
𝑉  Volume 
𝑤  Gaussian Distribution Coefficient, 
𝑤𝑎𝑖𝑟  = 2.84,  𝑤𝑤𝑎𝑡𝑒𝑟 = 2.03 
𝑥  Shear Amplitude; 
Displacement 
𝑋  Reactance 
𝑍  Complex Impedance 
|𝑍|  Impedance Magnitude 
𝑍  Impedance 
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C List of Special (Bio)Chemical Reagents 
2,4-Dinitrophenol (2,4-DNP) Sigma-Aldrich; St. Louis, MO, USA 
4’,6-diamidin-2-phenylindol (DAPI) Sigma-Aldrich; St. Louis, MO, USA 
5,10,15,20-Tetrakis-(2,3,4,5,6-pentafluorophenyl)-
porphyrin-platinum(II) (PtTFPP) 
Porphyrine Systems GbR; Appen, Germany 
8-(4-Chlorophenylthio)adenosine 3’,5’-cyclic 
monophosphate sodium salt (8-CPT-cAMP) 
Sigma-Aldrich; St. Louis, MO, USA 
Alexa Fluor® 488 phalloidin Life Technologies; Carlsbad, CA, USA 
Alexa Fluor® 546 rabbit anti-mouse IgG (H+L) Life Technologies; Carlsbad, CA, USA 
Cytochalasin D (cD) Sigma-Aldrich; St. Louis, MO, USA 
Dimethylsulfoxide (DMSO) Sigma-Aldrich; St. Louis, MO, USA 
FITC-Dextran 250 kDa Sigma-Aldrich; St. Louis, MO, USA 
Glutaraldehyde (GA) Merck KGaA; Darmstadt, Germany 
LIVE/DEAD® viability/ cytotoxicity kit Molecular Probes, Life Technologies; Carlsbad, CA, USA 
Paraformaldehyde (PFA) Merck Schuchardt OHG; Hohenbrunn 
Photoresist AZ® ECI 3027 Microchemicals; Ulm, Germany 
Poly(vinylidene-chloride/ acrylonitrile) (80:20) Polysciences, Inc.; Warrington, PA, USA 
Sylgard® 182 silicone elastomer kit Dow Corning; Midland, MI, USA 
THF Sigma-Aldrich; St. Louis, MO, USA 
TI Prime Microchemicals; Ulm, Germany 
Toluene Merck; Darmstadt, Germany 
Tris(benzoylacetonato)-mono(phenanthroline)-
europium(III) (Eu(benzac)3(phen)) 
Sigma-Aldrich; St. Louis, MO, USA 
Tris(dinaphthoylmethane)-bis(trioctylphosphine 
oxide)-europium(III) (Eu(dnm)3(topo)2) 
synthesized at the institute, according to Peng’s 
procedure [329] 
TRITC-phalloidin Sigma-Aldrich; St. Louis, MO, USA 
Triton-X-100 Sigma-Aldrich; St. Louis, MO, USA 
ZO-1 mouse monoclonal antibody Life Technologies; Carlsbad, CA, USA 
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