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Abstract 
Heuvers, K.J. and D.S. Moak, The solution of the Binet-Cauchy functional equation for 
square matrices, Discrete Mathematics 88 (1991) 21-32. 
It is shown that if f : M,(K)+ K is a nonconstant solution of the Binet-Cauchy functional 
equation 
for A, B E M,,(K) and if f(E) = 0 where E is the n x n matrix with all entries l/n then f is given 
by f(A) = m(det A) where m is a multiplicative function on K. For f(E) # 0 it has been shown 
by Heuvers, Cummings and Bhaskara Rao, that f(A) = @(per A) where 9 is an isomorphism of 
K. Thus the Binet-Cauchy functional equation is the source of the common properties of det A 
and per A. The value of f(E) is sufficient to distinguish between the two functions. 
1. Introduction 
Let A = (Uij) be an a x n square matrix over a field K. Then the permanent of 
A is the matrix function defined by 
per A = c al,(l) . . . G+) 
LXS” 
and the determinant of A is the matrix function defined by 
where f(a) = f 1 is the alternating character [S-6]. 
If K is a field of characteristic 0 and if f : M,(K)* K satisfies 
fW) =f(A)f(B) 
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it is well known that f(A) = m(det A) where m : K- K is an arbitrary multiplica- 
tive function on K, i.e. m(xy) = m(x)m(y) for all x, y E K [l-2]. 
The permanent function satisfies a Binet-Cauchy theorem. In order to state 
this result we need to simplify our notation and will adopt a formal ‘product’ 
notation for repeated adjacent terms inside n-tuples. Thus 
(:I,. ,. ,x:’ . . . 9 2, . ,. > “;’ 
Sl %I 
will be denoted by (xS,‘, . . . , x2) or simply (x’) where si is the number of times 
that xi appears inside the n-tuple. If Si = 0 then Xi does not appear. Thus, each 
Si E Z+ = (0, 1, 2, . . . }, the set of nonnegative integers, and s = (sl, . . . , s,) E Z:. 
Denote the sum of the si’s by Is1 = si + . . . + s,. Then for each n-tuple (x”) we 
have Is1 = n since there are only IZ terms. Let M,,,(K) denote the set of all m x n 
matrices over K and let M,(K) = M,,,(K). For n G m let A = [a,, . . . , a,] E 
Mnx,,,(K) be the matrix with columns aj, j = 1, . . . , m, and let B = 
@,I,, . . . , b,,,) E MrnX” be the matrix with rows bci,, i = 1, . . . , m. For II G m let 
s=(s1,. . . , s,) E Zy satisfy IsI = 12. Then for A E Mnxm(K) and B E M,,,(K) let 
A” = [a;‘, . . . , a?] and B, = (b$,, . . . , b$,) denote the n x n square matrices 
formed from A and B. The Binet-Cauchy theorem for the permanent function is 
then given by 
per(AB) = $ c ( n)per A” per B, (2) 
. ,s,=n 3 
where (:) = n!/s,! * * - s,! [5-61. 
Heuvers, Cummings and Bhaskara Rao [3] showed that if f : M,(K)- K is 
nonconstant and satisfies the Binet-Cauchy functional equation 
f(AB) = +, c (“) f(A”)f(BJ (3) 
. ,s,=n s 
for A, B E M,(K) and f(E) # 0 where E = (l/n), then f(A) = @(per A) where 
$ : K + K is an isomorphism of K. 
Equation (3) reduces to equation (1) if f(A) is replaced by det A and equation 
(2) reduces to the Binet-Cauchy equation for the determinant function 
det(AB) = c det A” det B, (4) 
,s,=ll 
if per A is replaced by det A [4-51. We will show that if f satisfies (3) then it must 
satisfy (1) if f(E) = 0. This will be done by showing that f(A) = 0 if A has any 
repeated columns. 
S. Kurepa [4] showed that if a nonzero f : M,(K)+ K satisfies 
f(AB)= c off (5) 
,s,=ll 
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where each si = 0 or 1, m = it or 12 + 1, A E M,,,(K) and B E M,,,(K) then 
f(A) = $(det A) w h ere $ : K- K is an isomorphism of K. 
Thus, the Binet-Cauchy functional equation is the source of the common 
properties of det A and per A. The value of f(E) is sufficient to distinguish 
between the two functions. 
2. Notation 
Throughout the paper K will denote a field of characteristic 0, M,(K) will 
denote the set of all n x n matrices over K, and Mmxn(K) will denote the set of 
all m x n matrices over K. 
Let Z, = (0, 1,2, . . .} be the set of nonnegative integers. If (Y= 
(&i) . . . , (Yk) e z: let 1 aI = a1 + . . . + ak. If a7 p E z: let p”= Pf’ . ’ ’ @. If 
s=(s1,... , Sk) E z”, and 1s 1 = n let s ! = sl! . . . Sk!. Then (:) is the multinomial 
coefficient n!/si! ’ ’ ’ Sk! = n!/s!. 
Let J denote the n x rt matrix with ones in all its entries and let E = (l/n)J. If 
o E s, and if A E M,(K), let A”= [u,(~), . . . , LZ,~,,] and let A, = 
(a (o(l)), . . . ) qo(n)) ). Let e;, i=l,..., II, denote the columns and eo), j = 
1 , . . . , n, the rows of the 12 X n identity matrix. 
3. The main result 
We now show that the Binet-Cauchy functional equation (3) for square 
matrices characterizes the determinant function f up to an arbitrary multiplicative 
function provided f(E) = 0. 
Theorem 1. Zf f : M,(K) + K is nonzero and satisfies the Binet-Cauchy functional 
equation 
f(AB)=+, c (n)f(A’)f(Bs) 
. JsJ=n s 
for A, B E M,(K) with f(E) = 0, then f(A) = m(det A) where m is a nonconstant 
multiplicative function on K. 
The essential parts of the proof of the theorem are separated into eight 
lemmas. One of our major tools will be the following inversion theorem of 
multinomial type Heuvers, Cummings, Bhaskara Rao [3, Theorem 31. 
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Theorem 2. Let X be a non-empty set and let V be a vector space over K. Let 
@, Y : X” + V be functions satisfying 
Y(x,, . . . ) x,) = c 0 n 9(x;‘, . . . ) x2) IsI=? s 
for all (x1, . . . , x,) E X”. Then 
@(Xl, * * * 1 X”) = 2 c,Y(x”l’, . . . , x2). 
,s,=Tl 
In particular, if 
c() Iz aqxy, . 1 . ) x2) = c IsI=? s 0 n @z(xs’, f . f 7 x,>) Is(=n s 
then 
0 = c (“)( @1(x?, . . . ) x2) - aqxy, . 1 . , x2)). 
IsI=n s 
By Theorem 2 it then follows that &(x1, . . . , x,) - &(x1, . . . , x,) = 0 or 
@I = @2. 
Lemma 1. For A, B E M,(K) and any o E S, 
f (A”)f (B,) =f (Alf (B). 
Proof. Since 
AB = albClj + * - * + a,&,) = a,&,(l)) + * . * + a,~&,~,~~ = A% 
it follows that f (AB) = f (A”B,). Then by equation (6) we have 
$(~)f(AS)f(BJ=~,S~~(~)f((AO)Yf((B.)~)~ 
S 
so by Theorem 2 it follows that f (A)f (B) = f (Aqf (B,). El 
Lemma 2. Zf A E M,(K) and if A has either a zero column or a zero row then 
f(A) = 0. 
Proof. For A = [aI, . . . , a,_,, a,] and B = (b,,,, . . . , b,, 
A’ = [a,, . . . , a,_I, 0] and B’= (b,,,, . . . , bC,_Ij, 0). Then 
aI&*) + * * - + an_lbCn_lj = AB’ = A’B = A’B’ 
I), b,,)) E M,(K) let 
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so by equation (6) we have 
1 
n! c (“) fWlf(Ws) = +, c (“) f((A’)“lfPs) IsI=n s . ,s,=n s 
so by Theorem 2 it follows that 
f(A)f(B’) =f(A’)f(B) =f(A’)W’) (7) 
or 
(f(A) -f(A’))f(B’) = 0. (8) 
Suppose there exists a B E M,(K) such that f(B’) # 0, then f(A) =f(A’) for all 
A E M,(K) or f(A) =f[u,, . . . , a,_,, a,] =f[a,, . . . , a,_,, 0] is constant with 
respect to the last column a,. For i E { 1, 2, . . . , n - l} let ri E S, be the 
transposition r, = (i, n). By Lemma 1 we have f(A?)f(B) =f(A)f(B). Since 
f # 0 it follows from (7) that f(B) =f(B’) # 0. Thus, f(B,) # 0 and 
f(A”,) =f(A)f(B) 
f (B,) . 
Consequently the left-hand side is constant with respect to ui and the right-hand 
side is constant with respect to a, SO f(A) is constant with respect to Ui and a,. 
ButiE{l,..., n - l} was arbitrary so f (A) is constant and hence f (A) = f (E) = 
0 which contradicts f # 0. Thus, f(B’) = 0 for all B E M,(K). Then from (7) 
f (A ‘) = 0 follows from f (A ‘)f (B) = 0 and f # 0. Finally, from equation (7) and 
Lemma 1 we have f ((A’)“r)f (B,) = f (A’)f (B) = 0 and f (A”)f ((B’),) = 
f(A)f(B’)=O. 0 
Lemma 3. If D = [d,e,, . . . , d,,e,,] is any diagonal matrix then f (DA) = 
f(D)f(A)=f(AD) undf(D”)=f(D,)=Ofors#(l,. . . , 1). 
Proof. Using equation (6) we have 
f(DA) =+, c (njf(D’)f(A.J. 
. IsI=n s 
(9) 
But D” = [(x,e,)sl, . . . , (x,e,)‘n] has a zero jth row if any Sj = 0. Thus, f (D”) = 0 
for s # (1, . . . , 1) and consequently by equation (6) 
f(DA)=;j&jf(D)f(A)=f(D)f(A). (10) 
Since D is also given by D = (d,e(,), . . . , d,e(,,), a similar argument gives us 
f(AD)=f(D)f(A). 0 (11) 
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In particular the IZ x n identity matrix Z is diagonal, so f(A) =f(AZ) =f(A)f(Z). 
Then since f # 0 it follows that f(Z) = 1. 
Lemma 4. For any (T E S,, f((Z”)“) =f((ZO),) = 0 ifs # (1, . . . , 1). Furthermore, 
if A E M,(K) then 
and 
f(A”) =f(AZa) =f(Z”A) =f(Z”lf(A) (12) 
f(Z@) =f(Z”Zl”) =f(za)f(zP) =f(ZfiZ”) =f(Z@) 
for any a, @ E S,. 
(13) 
Proof. For any u E S, the matrix (I”)” has a zero row and the matrix (I”), has a 
zero column ifs # (1, . . . , 1). Thus, f((Z”)“) =f((ZO),) = 0 for s # (1, . . . , 1) and 
by equation (6) we have f(Z”A) =f(Z”)f(A) =f(AZ”). Then equation (12) follows 
since A” =A19 Then from equation (12) we have 
f(Z@) =f((za)B) =f(zazO) =f(Z”)f(Zfl) =f(ZfiZr”) =f((Zfi)“) =f(ZB”). 0 
Lemma 5. Zf t is any transposition in S,, and if a1 is the transposition aI = (1, 2) 
then f (I”) = f (Zml) = fl and f (I”) = f (I,) = fl for any o E S,. Zf f (Z”‘) = 1 then 
f (I”) = 1 for any (T E S, and if f (ZU1) = -1 then f (I”) = fl = c(u) is the alternating 
character on S,,. 
Proof. For any p E S,, with p2 = c we have 1 = f (I) = f (ZE) = f (Zp*) =f(ZP)“. It is 
well known that S, is generated by all the transpositions in S,, and that only the 
consecutive transpositions ai = (i, i + l), i = 1, 2, . . . , n - 1 are needed. Let 
/12=(1, 3) and pk = (1, k)(2, k+ 1) for k=3,. . . , a - 1. Then pi= E and 
&Y,& = LX, for k = 2,3, . . . , n - 1. Now we have 
f (I”‘) = f (z,@Qfi*) = f (Zfi”)“f (I”*) = f (I”*) 
and of course f (Z”k)2 = 1. For i <j we have 
(i, j) = (C&ai+l . . . CX-2)CX_l(CXj-2. . . OTi+lcU,) 
and it follows that f (I”,“) = f (19-l) = f (In’) = fl. Thus f is constant on transposi- 
tions. If f (I”‘) = 1 then f (Za) = 1 for all CJ E S,, and if f (I”‘) = - 1 then f (I”) = 
fl = t(a) is the alternating character. In either case f (la) = f (I,) = fl for all 
aES, since l=f(Zqf(Za). 0 
Let $I : K + K be defined by 
G(x) =f (beI, e2, . . . , 4). (14) 
We will now show that $J is either an isomorphism of K or else C$ equals a 
nonconstant multiplicative function m on K. 
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Lemma 6. The function 4 satisfies C#J(XY ) = @(x)@(y) for all x, y E K. Moreover 
$(_x) = 0 if and only ifx = 0. 
Proof. Since 
[xye,, e2, . . . , 4 = beI, e2, . . . , e,l[yel, e2, . . . , 4 
it follows by Lemma 3 that 
f([xyei, e2, . . . , e,l) =f([xel, e2, . a . , e,l)f(]yel, e2, . . . , e,l) 
or @(xy) = $(x)$(y). If x #O then 1 =X-X-~ so 1 =f(Z) = G(1) = #(X)$(X-‘). 
Thus, 4(x) # 0 if x # 0. However, if x = 0 then [0, e2, . . . , e,] has a zero column 
so f+(O) = 0. q 
Lemma 7. f(A) = $(a,. . - A,) for the diagonal matrix A = [AleI, . . . , A,e,]. 
Proof. If A= [&ei, . . . , Anen] let Ai be the diagonal matrix with )3i in the ith 
diagonal position and l’s elsewhere on the diagonal. Then A = AlAi,. * * A,. 
Let ri = (1, i) i = 2, 3, . . . , IZ. Then Ai =Z’[Aiel, e2, . . . , e,]Zt’ SO f(Ai) = 
f(Z”)‘$(&) = @(Ai). Consequently, 
Suppose that f(ZU) = fl = f(a) is the alternating character on S, and that 
A E M,(K) has ai = aj. Let r = (i, j) E S, be the transposition which interchanges i 
and j. Then by Lemma 4 f(A) =f(A”) =f(ZS)f(A) = -f(A) so f(A) must be 
zero if A has any repeated columns. But now equation (6) gives us 
f(AB) = ,‘; c (“1 f Wf (B,) = &j+jf(AlfW =f(Alf(B) . ,s,=n s 
for any A, B E M,(K). But by equation (1) it then follows that f(A) = m(det A) 
where m : K+ K is a nonconstant multiplicative function on K. 
It remains to show what happens if f(Z”) = 1 for all o E S,. From Lemma 4 it 
would then follow that f(A”) =f(ZO)f(A) =f(A) for all o E S,, i.e. f(A) would be 
a symmetric function of the columns of A. 
Lemma 8. Zff(Z”) = 1 f or all o E S,, then f(A) can not be an additive function of 
the columns or rows of A. 
Proof. Suppose f(A) could be an additive function of the columns of A, then it 
would follow that #(x + y) = 4(x) + 4(y) and hence $J would be an isomorphism 
of K by Lemma 6. Any A E M,(K) can be expressed by 
A=[al,...,a,]= c tai,lei,, . . . , ai&J 
i=(ij ,__., in)e(l,n] 
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In the sum if ik = il for k # 1 then ci = [aillei,, . . . , ai,,eJ is missing at least one 
column and must have a zero row. Thus, f(ci) = 0. Otherwise, if ik # il for k # 1 
then i = (i,, . . . , i,) = (a(l), . . . , o(n)) for some o E S, so 
b ,(l)leo(l)j . . . j ao(n)neo(n) 1 = [eo(l), . . . , eo(n~l[~o(~)lel~ . . . , 4+)nenl 
= W,(3)s1, . . . , ~o(n~,e,l. 
Therefore, we would obtain 
OS& 
= (.. 
n 
by Lemma 6. But then we would have 
O=f(E)=$(perE)=$+O 
which is a contradiction. Thus, f(A) can not be an additive function of the 
columns of A. A similar argument gives the result for the rows of A. 0 
Lemma 9. Zf A has any repeated columns then f(A) = 0. 
Proof. If A has rank 1 then there exist a, and bo, such that A = ulbC,) = 
[aI, 0”-*I( bCI,, 0”-l). It then follows from (6) that 
f(A)=; x (n)f,,;,, . JsI=n s o”-“‘lf(~&, on-> =~f[u;lf(b;& 
But then from [(nu$]E = [a?] it follows from (6) that 
f [Gl = $f (Elf [(nadnl = 0. 
Thus, f(A) = 0 if A has rank 1. 
In order to complete the proof we need to introduce the following notation. If 
[l, n] = (1, . . . , n} let Js[l, n] with lJ1 =r, i.e. J= {jl,. . . ,jr}. Let sJ= 
(sjl, . . * > sj,) where each Sj > 1 and l~,l= Sj, + * * . + Sj, = n. Use J’ and J” to 
denote J’ G [l, n - l] and J” G [I, n - 21. If 3, = (A,, . . . , A,) E K” let hy = 
211 . . . 2% If A = [aI, . . . , a,] and B = (b,,,, . . . , 
[Gy, . . .‘: &] and (b-T;,) = (b$,,, . . . , b&). 
6,,,) E M,(K) let [a?] = 
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If A =[a,,..., a,], B = (b,,,, . . ., b,,,), and A=[A1el, . . . . Anen] then 
AAB = h,albc,, + . . . + h,b,,,. Now by (6) it follows that 
= $(A,. . . A,)f(A)f(B) + -$ nt c c (“)W’W’1fW,)~ 
. r=2 IJI=r Is,l=n sJ 
(15) 
Set A, = 0 in (15) to obtain 
f(A,a, b(l, + . 1 . + L-lan--lb+-lJ 
=i yz; ,z ,& (s:,)~(DlflU:‘lf(bl,~) r 
(16) 
where J’ c [l, n - 11. Now, replace L-lb,,-,, by L-lb,,-,, + Lb,,, in (16) to 
obtain 
f@&(,) + . - . + L2un-&--2) + an--l(Ldqn--l) + Lb,,,)) 
xfO$,, (&z-&n-,) + U,$ > 
where Y’S [l, n - 21. We obtain another expression for 
f(A-,albclj + . . . + Lsn-&n-z) + a,-dL&-l) + kbc,))) 
if u, is replaced by u,_~ in (15). Thus, 
(17) 
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where J” G [l, n - 21 as above. Upon cancelling the common term from (17) and 
(18) we obtain 
xf[G:, &l(w-llfC~~~)~ qn-I,> + dmf(@,> b$,)) 
+ 444 * * . L2L1LlfkQ~ . . . > an-2, &llf(W (19) 
where .I” E [l, IZ - 21. Corresponding to .I” = { jI, . . . , jr-1}, set Ai = 0 if i $ .I” for 
2~r~n -2, then 
x (m-llf(~&~ $z-I,> + ~Wf(~~5)~ ~ n,l). (20) 
Upon cancelling equal terms from both sides of (19) we obtain terms correspcnd- 
ing to r = IZ - 1 and J” = [l, II - 21. These can be simplified to 
n!#(&. * * L2MLlWh . . . ) an-2, a:-IV(B) 
=; @(Al *. . 3Cn-2)(f[ul, . . . ) q-2, &] 
(21) 
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Cancel n!$(& . . . A,_,) from both sides and multiply by 2 to obtain 
2@(&-1)#&)f]Q, . . . 9 4-27 &Ilf(B) 
-fb,, . . . , 4-2, kl(f(bc,,, . . . 9 bc,-z), CL,&-, + Lb,,Y) 
- W-Jf(bc1,, . . . 9 bpz--2), btn-1,) 
- @(%lf(bc,,, . . . 1 b(n-2)> b$z,)) 
n-2 
=,z @(Aj)f[ul,-.*, aF~*.- j an-l] 
X (f (b(l), . . . 9 b&j . . . 9 &n--2), (L&z-,, + hzb,,)) 
- @(Lll.f(b~l), . . . , b&J . . . * bcn-2), b,n-,,) 
- +(Ll.f(b~l), . . 3 b&p . . . > bcn-z), b(n)))* (22) 
By Lemma 6 we know @(A) #O for A # 0 and we know that e(1) =f(1) = 1. 
Either #(il) = 1 for all il # 0 or there exists a il, # 0 with #(A,,) # 1. 
Suppose @(A) = 1 for all A. # 0. Set A, = &-1 = 1 and b,,, = b+_lj. Then 
3f[a,, . . . , an-29 d-,lf (b,,,, . . . , bcn-zj, b:n-1,) 
n-2 
+ ,FI f [aI, . . . , a?, . . . , a,-Jf (b,I,, . . . , b&j, . . . , bI,) = 0. (23) 
Repeat this argument n - 2 times, once for each column which is to be repeated, 
to obtain 
(24) 
where C; =f [a,, . . . , u:, . . . , a,_Jf (b(l), . . . , b:i,, . . . , b,,_,,) i = 1, 2, . . . , 
n - 1. But the coefficient matrix in (24) has a nonzero determinant 2”-*(n + 1) so 
ci = 0 for i = 1, . . . , n - 1. Thus, f (AB) = f (A)f(B) so f(A) = @(detA) = 0 if 
det A = 0 and @(det A) = 1 if det A # 0 by [l-2]. In particular f (A) = 0 if A has a 
repeated column. 
Suppose there exists a A, #O with $(A,) # 1. The left-hand side of (22) is 
independent of 5, j = 1, . . . , n - 2. For each ~j set Aj = 1 and Ai = AO, leaving the 
other &‘s fixed, and take the difference. Since G(l) - @(A,) # 0 it follows that 
O=f[u,, . . . ,a;, . . . ,a,_,] 
x (f lb,,,, . . . > b&j . . 1 bcn-z), An-,b,n-,, + Anb,n,) 
- @(An-l)f (b(l), . . . j bfj,, . . . 9 bcn-z)r b,,-,,) 
- +(L)f (b,l,, . . . J b&j, . . . 2 bcn--2), b(n))) (25) 
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forj=l,. . . , n - 2 and that 
2~(Iz,-,)~(~,)f(B)f[a,, . . . 9 G-2, &II 
= (f@(I), . f . 9 &--2)P &-&(,-I) + klb,,)2) 
- 4@2,-,lf(~~,,, . . . 7 4n--2p b;L,-1)) 
- mlm(l,, . . . ? 4n-2), ~:“-l,Hfbl> * . . > %-2, d-11 
for all A, B E M,(K). Suppose there exists some A E M,(K) such that 
f[u,, . . . ) a;, . . . ) u,-r] #O for some i E [l, n - 21 then f(b,,,, . . . , b~j,, . . . , 
b,,_,,) is additive in b(,_r). But f(A”) =f(A) for all u E S,, so it follows that 
f(B) = 4(f(bCI,, . . * 9 &2)? (L&,“-l, + Lb,“,)2) 
- d4Llf(~(l,, . . . J b(n-2), G-1)) 
- @WV,,,, . . . > ~c,-I), b$,H 
is additive in its rows bCkj, k = 1, . . . , n - 1. Because f(B,) =f(B) it also follows 
that it is additive in b,,,. But this contradicts Lemma 8. Therefore, f(A) = 0 if A 
has a repeated column. El 
Thus, we have f(AB) =f(A)f(B) f or all A, B E M,(K) so f(A) = m(det A) for 
a multiplicative function m : K+ K on K [l-2]. 0 (Theorem 1) 
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