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NONCOERCIVE QUASILINEAR ELLIPTIC
OPERATORS WITH SINGULAR LOWER ORDER
TERMS
FERNANDO FARRONI, LUIGI GRECO,
GIOCONDA MOSCARIELLO AND GABRIELLA ZECCA
Abstract. We consider a family of quasilinear second order el-
liptic differential operators which are not coercive and are defined
by functions in Marcinkiewicz spaces. We prove the existence of
a solution to the corresponding Dirichlet problem. The associated
obstacle problem is also solved. Finally, we show higher integrabil-
ity of a solution to the Dirichlet problem when the datum is more
regular.
1. Introduction
Given a bounded domain Ω of RN , N ≥ 2, we consider
A : (x, u, ξ) ∈ Ω× R× RN 7→ RN
a Carathe´odory vector field (i.e. measurable in x ∈ Ω and continuous
in (u, ξ) ∈ R× RN) satisfying for a.e. x ∈ Ω and for every u ∈ R and
ξ, η ∈ RN the following structural conditions:
(1.1) 〈A(x, u, ξ), ξ〉 > α|ξ|p −
(
b(x) |u|
)p
− ϕ(x)p
(1.2) |A(x, u, ξ)| 6 β|ξ|p−1 +
(
b(x) |u|
)p−1
+ ϕ(x)p−1
(1.3) 〈A(x, u, ξ)−A(x, u, η), ξ − η〉 > 0 for ξ 6= η
where 0 < α < β are positive constants, 1 < p < N , and b and ϕ are
positive functions verifying b ∈ LN,∞(Ω) and ϕ ∈ Lp(Ω). In view of
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Sobolev embedding theorem in Lorentz spaces [30, 2, 20], by (1.2) and
the assumptions on b and ϕ, for each u ∈ W 1,p0 (Ω) we have
A(x, u,∇u) ∈ Lp
′
(Ω,RN )
Hence, we can define the quasilinear elliptic distributional operator
(1.4) − divA(x, u,∇u)
setting for any w ∈ W 1,p0 (Ω)
(1.5) 〈− divA(x, u,∇u), w〉 =
∫
Ω
〈A(x, u,∇u),∇w〉 dx .
Given Φ ∈ W−1,p
′
(Ω), we study the Dirichlet problem
(1.6)
{
− divA(x, u,∇u) = Φ
u ∈ W 1,p0 (Ω)
By a solution to Problem (1.6) we mean a function u ∈ W 1,p0 (Ω) such
that
(1.7)
∫
Ω
A(x, u,∇u)∇w dx = 〈Φ, w〉 , ∀w ∈ C∞0 (Ω) ,
where 〈·, ·〉 denotes the duality product of W−1,p
′
(Ω) and W 1,p0 (Ω).
Clearly, (1.7) extends to all w ∈ W 1,p0 (Ω).
Our structural conditions allow for a singular lower order term de-
pending on u. As an example, we consider the following operator
(1.8) A(x, u, ξ) := 〈H(x)ξ, ξ〉
p−2
2 H(x)ξ +B(x)|u|p−2u
with 1 < p < N . Here H = H(x) : Ω→ RN×N is a symmetric, bounded
matrix field of RN×N such that
〈H(x)ξ, ξ〉 ≥ α|ξ|2 for a.e. x ∈ Ω and for all ξ ∈ RN ,
for a given α > 0. The vector field B : Ω→ RN is a measurable function
satisfying |B(x)| 6 (b(x))p−1 for a.e. x ∈ Ω and for some b ∈ LN,∞(Ω).
The feature of Problem (1.6) is the lack of coercivity for the operator
(1.4) and the singularity in the lower order term due to property of b.
It is well known that, if the operator in (1.4)-(1.5) is coercive, then
a solution to problem (1.6) exists. It can for instance be shown by
monotone operator theory [27, 6, 7, 4].
On the other hand, the existence of a bounded solution can be ex-
pected when Φ and b are sufficiently smooth. For example, in the model
case and even for the corresponding linear case, a solution to Problem
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(1.6) is bounded whenever Φ and b are in W−1,p
′
(Ω) and Lp
′
(Ω,RN),
respectively, with p′ > N/(p− 1) (see [32, 17]).
The space LN,∞(Ω) is slightly larger than LN (Ω). Nevertheless, there
are essential differences between the case b ∈ LN(Ω) ([5, 10]), or even
b ∈ LN,q(Ω) ([29]) with N 6 q < ∞, and the case b ∈ LN,∞(Ω). In
LN,∞(Ω) bounded functions are not dense. Furthermore, in LN,∞(Ω)
the norm is not absolutely continuous, namely a function can have large
norm even if restricted to a set with small measure.
Our first result is the following
Theorem 1.1. Let Φ ∈ W−1,p
′
(Ω). Under the assumptions (1.1), (1.2)
and (1.3), if
(1.9) distLN,∞(b, L
∞(Ω)) <
α
1
p
SN,p
then Problem (1.6) admits a solution.
Here SN,p denotes the Sobolev constant of Theorem 2.1 below. As an
illustration, we state the following immediate consequence. We denote
by LN,∞0 (Ω) the closure of L
∞(Ω) in LN,∞(Ω).
Corollary 1.1. Assume (1.1), (1.2) and (1.3), with b ∈ LN,∞0 (Ω).
Then Problem (1.6) admits a solution, for every Φ ∈ W−1,p
′
(Ω).
The closure LN,∞0 (Ω) contains for example all Lorentz spaces L
N,q(Ω),
for 1 < q < +∞, see Subsection 2.1.
It is not clear if the bound in (1.9) is sharp. However, existence of
a solution could fail if no restriction on the distance is imposed, even
in the liner case, as the Example 1 in Subsection 2.3 shows (see also
[19]). Notice that condition (1.9) does not imply the smallness of the
norm of b in LN,∞(Ω) (see [19]).
In the case p = 2 existence results analogous to that of Theorem 1.1
have been proved in [12, 19, 33] and in [9, 31, 34] when the principal
part has a coefficient bound in BMO (i.e. the space of functions of
bounded mean oscillation). We explicitly remark that in this context
the operator (1.4) has the same integrability properties of the principal
part (see also [23]). The evolutionary counterpart of Problem (1.6) has
been studied in [11]. Other related results can be found in [1, 24, 28].
An additional difficulty in proving Theorem 1.1 lies in the lack of
compactness that the operator
(1.10) u ∈ W 1,p0 (Ω) 7→
(
b(x) |u|
)p−1
∈ Lp
′
(Ω)
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exhibits in the case b ∈ LN,∞(Ω), in contrast with the case b ∈ LN (Ω)
(see Example 3 in Subsection 2.3). In order to overcome this issue,
first we consider the case in which b ∈ L∞(Ω). Under this assumption,
we deduce the existence of a solution to Problem (1.6) by means of
Leray–Schauder fixed point theorem. The a priori estimate required
follows from a lemma that could be interesting in itself (see Lemma 3.1
below).
In order to reduce the general case b ∈ LN,∞(Ω) to the previous one,
we consider a sequence of approximating problems, defined essentially
by truncating the vector field A = A(x, u, ξ) in the u–variable. A bound
on the sequence of the solutions is achieved due to the assumption (1.9).
We emphasize that our result is also new when b ∈ LN(Ω), in the
sense that our approach allows us to treat the general nonlinear oper-
ator in (1.6).
Finally, by testing the problems with a suitable admissible test func-
tions, we show that the sequence of solutions to the approximating
problems is compact and its limit is a solution to the original problem
(1.6).
In Section 5, we show that our approach is robust enough to handle
also the corresponding obstacle problem. We prove an existence result
in the same spirit of [18] (where the case p = 2 is taken into account).
In Section 6 we present a regularity result. When b ∈ LN (Ω), the
study of the higher integrability of a solution to (1.6) has been devel-
oped in [13, 14] by using the theory of quasiminima. Local summability
properties have been recently considered in [8, 22] in the linear case.
Here, following [17], we prove higher summability of a solution u to
(1.6) according to that of the data Φ and ϕ.
2. Preliminaries and examples
2.1. Notation and function spaces. Let Ω be a bounded domain in
R
N . Given 1 < p <∞ and 1 6 q <∞, the Lorentz space Lp,q(Ω) con-
sists of all measurable functions f defined on Ω for which the quantity
(2.1) ‖f‖qp,q = p
∫ +∞
0
|Ωt|
q
p tq−1 dt
is finite, where Ωt = {x ∈ Ω : |f(x)| > t} and |Ωt| is the Lebesgue mea-
sure of Ωt, that is, λf (t) = |Ωt| is the distribution function of f . Note
that ‖ · ‖p,q is equivalent to a norm and L
p,q becomes a Banach space
when endowed with it (see [30, 3, 16]). For p = q, the Lorentz space
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Lp,p(Ω) reduces to the Lebesgue space Lp(Ω). For q = ∞, the class
Lp,∞(Ω) consists of all measurable functions f defined on Ω such that
‖f‖pp,∞ = sup
t>0
tp|Ωt| < +∞
and it coincides with the Marcinkiewicz class, weak-Lp(Ω).
For Lorentz spaces the following inclusions hold
Lr(Ω) ⊂ Lp,q(Ω) ⊂ Lp,r(Ω) ⊂ Lp,∞(Ω) ⊂ Lq(Ω),
whenever 1 6 q < p < r 6 ∞. Moreover, for 1 < p < ∞, 1 6 q 6 ∞
and 1
p
+ 1
p′
= 1, 1
q
+ 1
q′
= 1, if f ∈ Lp,q(Ω), g ∈ Lp
′,q′(Ω) we have the
Ho¨lder–type inequality∫
Ω
|f(x)g(x)| dx 6 ‖f‖p,q‖g‖p′,q′.
As it is well known, L∞(Ω) is not dense in Lp,∞(Ω). For a function
f ∈ Lp,∞(Ω) we define
(2.2) distLp,∞(Ω)(f, L
∞(Ω)) = inf
g∈L∞(Ω)
‖f − g‖Lp,∞(Ω).
In order to characterize the distance in (2.2), we introduce for all k > 0
the truncation operator
Tk(y) :=
y
|y|
min{|y|, k} .
It is easy to verify that
(2.3) lim
k→∞
‖f − Tkf‖p,∞ = distLp,∞(Ω)(f, L
∞(Ω)) .
We denote by Lp,∞0 (Ω) the closure of L
∞(Ω). We have (see [21, Lemma 2.3])
(2.4) f ∈ Lp,∞0 (Ω) ⇐⇒ lim
t→+∞
t [λf(t)]
1/p = 0 .
Clearly, for 1 6 q < ∞ we have Lp,q(Ω) ⊂ Lp,∞0 (Ω), that is, any
function in Lp,q(Ω) has vanishing distance zero to L∞(Ω). Indeed,
L∞(Ω) is dense in Lp,q(Ω), the latter being continuously embedded
into Lp,∞(Ω). Actually, the inclusion also follows from (2.4), since
λf(t) = |Ωt| is decreasing and hence the convergence of the integral at
(2.1) implies the condition on the right of (2.4).
Assuming the origin 0 ∈ Ω, a typical element of LN,∞(Ω) is b(x) =
B/|x|, with B a positive constant. An elementary calculation shows
that
(2.5) distLN,∞(Ω)(b, L
∞(Ω)) = B ω
1/N
N
where ωN stands for the Lebesgue measure of the unit ball of R
N .
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The Sobolev embedding theorem in Lorentz spaces reads as
Theorem 2.1 ([30, 2, 20]). Let us assume that 1 < p < N , 1 6 q 6 p,
then every function g ∈ W 1,10 (Ω) verifying |∇g| ∈ L
p,q(Ω) actually
belongs to Lp
∗,q(Ω), where p∗ = Np
N−p
and
‖g‖p∗,q 6 SN,p‖∇g‖p,q
where SN,p is the Sobolev constant.
2.2. A version of the Leray–Schauder fixed point theorem. We
shall use the well known Leray–Schauder fixed point theorem in the
following form (see [15, Theorem 11.3 pg. 280]). A continuous mapping
between two Banach spaces is called compact if the images of bounded
sets are precompact.
Theorem 2.2. Let F be a compact mapping of a Banach space X into
itself, and suppose there exists a constant M such that ‖x‖X < M for
all x ∈ X and t ∈ [0, 1] satisfying x = tF(x). Then, F has a fixed
point.
2.3. Critical examples. Our first example shows that the only as-
sumption that b ∈ LN,∞(Ω) does not guarantee the existence of a so-
lution to Problem (1.6).
Example 1. Let Ω be the unit ball. For N
2
< γ + 1 6 N , the problem
(2.6)

 −∆u− div
(
γ u
x
|x|2
)
= − div
(
x
|x|N−γ
)
in Ω
u = 0 on ∂Ω
does not admit a solution. Assume to the contrary that u is a solution
of (2.6). In the right hand side of the equation we recognize that
x
|x|N−γ
= ∇v(x) ,
where v ∈ W 1,20 (Ω) is given by
v(x) =


1
2−N + γ
(|x|2−N+γ − 1) for γ 6= N − 2
log |x| for γ = N − 2
Moreover, v solves the adjoint problem{
−∆v + γ
x
|x|2
· ∇v = 0 in Ω
v = 0 on ∂Ω
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Testing the equation in (2.6) by v we have∫
Ω
|∇v|2 dx = 0 .
which readly implies v ≡ 0 in Ω, which is clearly not the case. 
Next example shows that for the complete operator
divA(x, u,∇u) +B(x, u,∇u)
in general we do not have existence, even in the linear case.
Example 2. Let λ be an eigenvalue of Laplace operator and w a cor-
responding eigenfunction{
−∆w = λw
w ∈ W 1,20 (Ω) \ {0}
Then the equation
−∆u− λ u = w
has no solution of class W 1,20 (Ω).
Our final example shows that compactness of the operator (1.10) in
the Introduction could fail.
Example 3. Assume N > 2 and 1 < p < N . Let Ω be the ball of RN
centered at the origin of radius 3. Our aim is to construct a sequence
of functions {un}n∈N in W
1,p
0 (Ω) and a function b ∈ L
N,∞(Ω) such that
{∇un}n∈N is bounded in L
p(Ω,RN ), however it is not possible to extract
from {(b|un|)
p−1}n∈N any subsequence strongly converging L
p′(Ω). To
this aim, let
b(x) :=
1
|x|
and
γ := 1−
N
p
.
We define a sequence {un}n∈N setting for x ∈ Ω
u1(x) :=


1− 2γ if |x| < 1
|x|γ − 2γ if 1 6 |x| < 2
0 if |x| > 2
un(x) := n
−γu1(nx) for n > 2
(2.7)
Observe that un ∈ W
1,p
0 (Ω) since
|∇un(x)| =
{
|γ||x|γ if 1
n
6 |x| < 2
n
0 otherwise
(2.8)
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and
(2.9) ‖∇un‖
p
Lp(Ω) = |γ|
pNωN log 2 ,
where ωN denotes the measure of the unit ball of R
N . In particular,
‖∇un‖
p
Lp(Ω) is independent of n. On the other hand, a direct calculation
shows that
∥∥(b|un|)p−1∥∥p′Lp′ (Ω) =
∫
|x|< 3
n
(b|un|)
p dx
=
∫
|x|< 1
n
(b|un|)
p dx+
∫
1
n
6|x|< 2
n
(b|un|)
p dx
= NωN
[
(1− 2γ)p
N − p
+
∫ 2
1
rN−p (rγ − 2γ)p
dr
r
]
(2.10)
Hence, we see that the norm of (b|un|)
p−1 in Lp
′
(Ω) is independent of
n as well and strictly positive. On the other hand, (b|un|)
p−1 → 0
pointwise in Ω and this readily implies that there is no subsequence of
{(b|un|)
p−1}n∈N strongly converging in L
p′(Ω). 
2.4. An elementary lemma.
Lemma 2.1. Assume fn → f a.e. Moreover, let gn, n ∈ N, and g in
Lq, 1 6 q < +∞, verify gn → g a.e., |fn| 6 gn a.e., ∀n ∈ N, and∫
Ω
gqn dx→
∫
Ω
gq dx .
Then fn, f ∈ L
q and
fn → f in L
q .
It suffices to apply Fatou lemma to the sequence of nonnegative
functions
Fn = 2
q−1(gqn + g
q)− |fn − f |
q .
3. A weak compactness result
The aim of this section is to establish a weak compactness criterion
in the space W 1,p0 (Ω) that has an interest by itself.
Lemma 3.1. Let B be a nonempty subset of W 1,p0 (Ω). Assume that
there exists a constant C > 0 such that
(3.1) ‖∇u‖pLp(Ω\Ωσ) 6 C
(
1 + ‖u‖pLp(Ω\Ωσ)
)
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for any σ > 0 and u ∈ B, where Ωσ := {x ∈ Ω: |u(x)| > σ}. Then,
there exists a constant M > 0 such that
(3.2) ‖u‖W 1,p(Ω) 6M
for any u ∈ B.
Proof. We argue by contradiction and assume B unbounded. Then we
construct a sequence {uk}k in B such that
‖uk‖ := ‖∇uk‖p →∞
as k →∞. By (3.1) we get, for any k ∈ N and ε > 0
(3.3)
∫
Ω
|∇Tε‖uk‖uk|
p dx 6 C
(
1 +
∫
Ω
|uk|
pχ{|uk|<ε‖uk‖} dx
)
We set
vk =
uk
‖uk‖
.
Hence, there exists v ∈ W 1,p0 (Ω) such that (up to a subsequence) vk ⇀ v
weakly in W 1,p0 , vk → v strongly in L
p and vk(x)→ v(x) for a.e. x ∈ Ω.
Notice that
Tε‖uk‖uk
‖uk‖
= Tεvk ,
thus ∇Tε‖uk‖uk = 0 on the set {x ∈ Ω : |vk(x)| > ε}. Dividing (3.3) by
‖uk‖
p we have
(3.4)
∫
Ω
|∇Tεvk|
p dx 6 C
(
‖uk‖
−p +
∫
Ω
|vk|
pχ{|vk|<ε} dx
)
Now, we let k → +∞. To this end, we note that Tεvk ⇀ Tεv weakly
in W 1,p0 (Ω) and Tεvk → Tεv strongly in L
p(Ω). In the left hand side
of (3.4), we use semicontinuity of the norm with respect to weak con-
vergence, while in the right hand side we observe that ‖uk‖
−1 → 0.
Moreover, if
(3.5) |{x ∈ Ω : |v(x)| = ε}| = 0 ,
then we have χ{|vk |<ε} → χ{|v|<ε} a.e. in Ω and hence
vk χ{|vk|<ε} → v χ{|v|<ε}
strongly in Lp. Note that the set of values ε > 0 for which (3.5) fails
is at most countable. Thus, we end up with the following estimate
(3.6)
∫
Ω
|∇Tεv|
p dx 6 C
∫
Ω
|v|pχ{|v|<ε} dx
Using Poincare´ inequality in the left hand side, this yields
εp |{x : |v| > ε}| 6 C εp |{x : 0 < |v| < ε}| .
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Passing to the limit as ε ↓ 0 (assuming (3.5)), we deduce
|{x : |v| > 0}| = 0 ,
that is, v(x) = 0 a.e. Once we know that vk ⇀ 0 weakly in W
1,p
0 (Ω),
the above argument (formally with ε = +∞, i.e. without truncating vk)
actually shows that vk → 0 strongly in W
1,p
0 (Ω), compare with (3.6),
and this is not possible, as ‖vk‖ = 1, for all k. 
4. Proof of Theorem 1.1
4.1. The case of bounded coefficient. In this subsection we assume
b ∈ L∞(Ω). For a given function v ∈ Lp(Ω), we define the vector field
on Ω× RN
(4.1) Av(x, ξ) := A(x, v(x), ξ)
which satisfies similar conditions as A, namely
(4.2) 〈Av(x, ξ), ξ〉 > α|ξ|
p −
(
b(x) |v|
)p
− ϕ(x)p
(4.3) |Av(x, ξ)| 6 β|ξ|
p−1 +
(
b(x) |v|
)p−1
+ ϕ(x)p−1
(4.4) 〈Av(x, ξ)−Av(x, η), ξ − η〉 > 0 for ξ 6= η
Hence, we can consider a quasilinear elliptic operator similar to (1.4)
(4.5) u ∈ W 1,p0 (Ω) 7→ − divAv(x,∇u) ∈ W
−1,p′(Ω)
defined by the rule
(4.6) 〈− divAv(x,∇u), w〉 =
∫
Ω
〈A(x, v,∇u),∇w〉 dx
for any w ∈ W 1,p0 (Ω). The operator at (4.5) is invertible. Indeed,
Proposition 4.1. For every Φ ∈ W−1,p
′
(Ω), there exists a unique
u ∈ W 1,p0 (Ω) such that
(4.7) − divAv(x,∇u) = Φ
Moreover, the mapping
(4.8) (v,Φ) ∈ Lp(Ω)×W−1,p
′
(Ω) 7→ u ∈ W 1,p0 (Ω)
is continuous.
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Proof. Existence of a solution is classical, see e.g. [27], [7, pg. 27], or [26,
The´ore`me 2.8, pg. 183]. Uniqueness trivially holds by monotonicity.
For the sake of completeness, we prove continuity of the map (4.8).
Given vn → v in L
p(Ω) and Φn → Φ in W
−1,p′(Ω), let un ∈ W
1,p
0 (Ω)
solve
(4.9) − divA(x, vn,∇un) = Φn .
The sequence {un}n is clearly bounded, hence we may assume un ⇀ u
weakly in W 1,p0 (Ω). Moreover, testing equation (4.9) with un − u, we
have
(4.10) lim
n→∞
∫
Ω
A(x, vn,∇un)(∇un −∇u) dx = lim
n→∞
〈Φn, un − u〉 = 0 .
On the other hand, we easily see that A(x, vn,∇u) → A(x, v,∇u)
strongly in Lp
′
(Ω,RN) and thus (4.10) implies
(4.11) lim
n→∞
∫
Ω
[A(x, vn,∇un)− A(x, vn,∇u)]∇(un − u) dx = 0 .
The integrands in (4.11) are nonnegative by monotonicity. Hence, ar-
guing as in the proof of [27, Lemma 3.3], we also get ∇un(x)→ ∇u(x)
a.e. in Ω, and
A(x, vn,∇un)⇀ A(x, v,∇u)
weakly in Lp
′
(Ω,RN ). Combining this with (4.10) yields
(4.12) lim
n→∞
∫
Ω
A(x, vn,∇un)∇un dx =
∫
Ω
A(x, v,∇u)∇u dx .
By coercivity condition (1.1), we deduce
α|∇un|
p 6 A(x, vn,∇un)∇un + (b|vn|)
p + ϕp
Trivially
∫
Ω
(b|vn|)
p dx converges to
∫
Ω
(b|v|)p dx. In view of (4.12), by
Lemma 2.1 we get un → u strongly in W
1,p
0 (Ω), and u solves the equa-
tion
− divA(x, v,∇u) = Φ .

In view of Rellich Theorem, we have
Corollary 4.1. For fixed Φ ∈ W−1,p
′
(Ω), the mapping
(4.13) F : v ∈ W 1,p0 (Ω) 7→ u ∈ W
1,p
0 (Ω)
which takes v to the unique solution u of equation (4.7) is compact.
Now we state an existence result to Problem (1.6) when b ∈ L∞(Ω).
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Proposition 4.2. Let (1.1), (1.2) and (1.3) be in charge with b ∈
L∞(Ω). Then Problem (1.6) has a solution u ∈ W 1,p0 (Ω).
Proof. If F is the operator defined in Corollary 4.1, clearly a fixed
point of F is a solution to Problem (1.6). To apply Leray-Schauder
theorem, we need an a priori estimate on the solution u ∈ W 1,p0 (Ω) of
the equation
u = tF [u]
that is
(4.14) − divA
(
x, u,
1
t
∇u
)
= Φ ,
as t ∈ ]0, 1] varies. By using Tσu with σ > 0 as a test function in (4.14)
we get
(4.15)
∫
Ω
〈
A
(
x, u,
1
t
∇u
)
,∇Tσu
〉
dx = 〈Φ, Tσu〉
Therefore, using the point-wise condition (4.2) we get
(4.16)
α t1−p
∫
Ω
|∇Tσu|
p dx 6 ‖Φ‖ ‖∇Tσuk‖p+
∫
Ω
[
b(x)p|u|pχ{|u|<σ}+ϕ(x)
p
]
dx
As 0 < t 6 1, by Young inequality (4.16) yields
(4.17)
α
2
∫
Ω
|∇Tσu|
p dx 6 ‖Φ‖p
′
+ ‖b‖p∞
∫
Ω
|u|pχ{|u|6σ} dx+ ‖ϕ‖
p
p
The conclusion follows by Lemma 3.1. 
4.2. The approximating problems. For each n ∈ N, we set
(4.18) ϑn(x) =
Tnb(x)
b(x)
, a.e. x ∈ Ω ,
and define the vector field
(4.19) An : (x, u, ξ) ∈ Ω× R× R
N 7→ RN
letting
(4.20) An(x, u, ξ) = A(x, ϑnu, ξ)
The vector field An has similar properties as A, with b replaced by Tnb.
More precisely,
(4.21) 〈An(x, u, ξ), ξ〉 > α|ξ|
p −
(
Tnb(x) |u|
)p
− ϕ(x)p
(4.22) |An(x, u, ξ)| 6 β|ξ|
p−1 +
(
Tnb(x) |u|
)p−1
+ ϕ(x)p−1
(4.23) 〈An(x, u, ξ)− An(x, u, η), ξ − η〉 > 0 for ξ 6= η
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Applying Proposition 4.2 with An in place of A, fixed Φ ∈ W
−1,p′(Ω),
we find un ∈ W
1,p
0 (Ω) such that
(4.24) − divAn(x, un,∇un) = Φ .
Notice that we have, for σ > 0
(4.25)
α
∫
Ω
|∇Tσun|
p dx 6 ‖Φ‖ ‖∇Tσun‖p+
∫
Ω
[
(Tnb)
p |un|
pχ{|un|<σ}+ ϕ
p
]
dx
which implies
(4.26) α
1
p‖∇Tσun‖p 6 (‖Φ‖ ‖∇Tσun‖p)
1
p+‖(Tnb) unχ{|un|<σ}‖p+‖ϕ‖p
Our next step consists in showing that the sequence {un}n is bounded
in W 1,p0 (Ω). Let m be a positive integer to be chosen later. For n > m
we have
Tnb 6 Tmb+ (b− Tmb)
and hence
(4.27)
‖(Tnb) unχ{|un|<σ}‖p 6 ‖(Tmb) unχ{|un|<σ}‖p + ‖(b− Tmb) unχ{|un|<σ}‖p
Using Ho¨lder and Sobolev inequalities we get
‖(b−Tmb) unχ{|un|<σ}‖p 6 ‖b−Tmb‖N,∞‖Tσun‖p∗,p ≤ SN,p ‖b−Tmb‖N,∞‖∇Tσun‖p
Then (4.26) and (4.27) give
α
1
p‖∇Tσun‖p 6 (‖Φ‖ ‖∇Tσun‖p)
1
p + ‖(Tmb) unχ{|un|<σ}‖p + ‖ϕ‖p
+ SN,p‖b− Tmb‖LN,∞(Ω)‖∇Tσun‖Lp(Ω)
(4.28)
By our assumption (1.9), the level m can be chosen large enough so
that
SN,p‖b− Tmb‖LN,∞(Ω) < α
1
p
Then, by absorbing in (4.28) the latter term of the right hand side in
the left hand side, we get
(4.29)
C
∫
Ω
|∇Tσun|
p dx 6 ‖Φ‖ ‖∇Tσun‖p+
∫
Ω
[
(Tmb)
p |Tσun|
pχ{|un|<σ}+ϕ
p
]
dx
for a positive constant C which is independent of n. Now, it is clear
that (4.29), via Young inequality, allows us to apply Lemma 3.1, then
(4.30) ‖un‖ 6M
for a constant M independent of n.
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In the model case (1.8), it is easy to show that the operator F defined
in (4.13) is compact, also for b ∈ LN (Ω) (see Remark 4.1 below). In
the general case, in which b ∈ LN,∞(Ω) we need more work.
4.3. Passing to the limit. Now, we are in a position to conclude the
proof of Theorem 1.1. Taking into account estimate (4.30) we may
assume
un ⇀ u in W
1,p
0 (Ω) weakly
un → u in L
q(Ω) strongly for any q < p∗, and also a.e. in Ω
(4.31)
for some u ∈ W 1,p0 (Ω). We shall conclude our proof showing that u
solves Problem (1.6). In the rest of our argument, we let for simplicity
γ(t) := arctan t. Obviously, γ ∈ C1(R), |γ(t)| 6 |t| and 0 6 γ′(t) 6 1
for all t ∈ R. In particular, γ is Lipschitz continuous in the whole of R
and therefore
un, u ∈ W
1,p
0 (Ω) =⇒ γ(un − u) ∈ W
1,p
0 (Ω) .
Moreover, since γ(0) = 0 we have
(4.32) γ(un − u)⇀ 0 in W
1,p
0 (Ω) weakly .
Testing equation (4.24) with the function γ(un − u) we get∫
Ω
An(x, un,∇un)∇γ(un − u) dx = 〈Φ, γ(un − u)〉
where ∇γ(un − u) = γ
′(un − u)(∇un − ∇u). In view of (4.32) we
necessarily have
(4.33) lim
n→∞
∫
Ω
An(x, un,∇un)∇γ(un − u) dx = 0 .
We claim that
(4.34) lim
n→∞
∫
Ω
An(x, un,∇u)∇γ(un − u) dx = 0 .
In order to prove (4.34), since ∇un −∇u ⇀ 0, it suffices to show that
(4.35)
γ′(un − u)An(x, un,∇u) =
An(x, un,∇u)
1 + |un − u|2
is compact in Lp
′
.
Preliminarily, we observe that combining (4.31) with the property that
ϑn → 1 as n→∞, we have
An(x, un,∇u)
1 + |un − u|2
→ A(x, u,∇u) a.e. in Ω .
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We are going to use Lemma 2.1. To this end, by (4.22) we deduce that∣∣∣∣An(x, un,∇u)1 + |un − u|2
∣∣∣∣
p′
6 C
[
|∇u|p + ϕp + (b|u|)p +
(b|un − u|)
p
1 + |un − u|2
]
for a positive constant C = C(p, β). Hence, we can pass to the limit if
1 < p 6 2. For p > 2 we choose s satisfying
p∗
p
< s <
p∗
p− 2
,
so that ps′ < N , and we conclude also in this case, further estimating
with the aid of Young inequality
(b|un − u|)
p
1 + |un − u|2
6 bps
′
+ |un − u|
(p−2)s .
Now, from (4.33) and (4.34) we get
(4.36) lim
n→∞
∫
Ω
[An(x, un,∇un)− An(x, un,∇u)]∇γ(un − u) dx = 0 .
As the integrand is nonnegative, we have (up to a subsequence)
[An(x, un,∇un)− An(x, un,∇u)]∇γ(un − u)→ 0
a.e. in Ω. Moreover, since γ′(un − u)→ 1 a.e. in Ω, the above in turn
implies
(4.37) [An(x, un,∇un)− An(x, un,∇u)] (∇un −∇u)→ 0
Arguing as in the proof of [27, Lemma 3.3], we see that
(4.38) ∇un →∇u a.e. in Ω
and
(4.39) An(x, un,∇un)⇀ A(x, u,∇u) in L
p′(Ω,RN ) weakly
and we conclude that u is a solution to the original problem (1.6).
Remark 4.1. We discuss briefly the particular case in which the op-
erator has the form
A(x, v, ξ) = A′(x, ξ) + A′′(x, v) ,
with
|A′′(x, v)| 6 (b(x) |v|)p−1 + ϕ(x)p−1 .
and b ∈ LN(Ω) (see also [5]). We can easily show that the operator
F defined in (4.13) is compact, also for b ∈ LN (Ω). Indeed, equation
(4.7) in this case becomes
(4.40) − divA′(x,∇u) = Φ + divA′′(x, v) .
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Defined ϑn as in (4.18), each mapping
v ∈ W 1,p0 (Ω) 7→ A
′′(x, ϑn v) ∈ L
p′(Ω,RN)
is clearly compact. Moreover,
(4.41) |A′′(x, v)−A′′(x, ϑn v)| 6 2[(b |v|)
p−1 + ϕp−1]χEn ,
where
En = {x ∈ Ω : |b(x)| > n} .
Therefore, as n→ +∞ we have
A′′(x, ϑn v)→ A
′′(x, v) strongly in Lp
′
(Ω,RN) ,
the convergence being uniform when v varies in a bounded subset of
W 1,p0 (Ω), and compactness is preserved for the limit mapping.
An a priori bound for solutions of equation
u = tF [u]
can be easily obtained as above, splitting b ∈ LN(Ω) as
b = Tmb+ (b− Tmb)
for a sufficiently largem. Therefore, in this particular case the existence
result of Theorem 1.1 follows simply applying Leray–Schauder fixed
point theorem.
5. The obstacle problem
This section is devoted to the obstacle problem naturally related with
problem (1.6) (see [25] for a comprehensive treatment of the topic).
We again assume that (1.1), (1.2) and (1.3) are in charge and we let
Φ ∈ W−1,p(Ω). Given a measurable function ψ : Ω → R, where R :=
[−∞,∞], we consider the convex subset of Kψ(Ω) of W
1,p
0 (Ω) given by
(5.1) Kψ(Ω) :=
{
w ∈ W 1,p0 (Ω) : w > ψ a.e. in Ω
}
.
We will assume that Kψ(Ω) is nonempty. An element u ∈ Kψ(Ω) is a
solution to the obstacle problem associated with (1.6) if the following
variational inequality holds∫
Ω
〈A(x, u,∇u),∇(w − u)〉 dx > 〈Φ, w − u〉 , ∀w ∈ Kψ(Ω) .(5.2)
As Kψ(Ω) 6= ∅, we may assume without loss of generality that
(5.3) ψ 6 0 a.e. in Ω.
In fact, if g ∈ Kψ(Ω), then one can consider the operator defined by
the vector field
A˜(x, u, ξ) := A(x, u+ g(x), ξ +∇g(x)) ,
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satisfying conditions similar to (1.1), (1.2) and (1.3). Now it is clear
that, if function u˜ ∈ Kψ−g(Ω) satisfies the following variational inequal-
ity ∫
Ω
〈A˜(x, u˜,∇u˜),∇(w − u˜)〉 dx > 〈Φ, w − u˜〉 ∀w ∈ Kψ−g(Ω)(5.4)
correspondingly u = u˜+g is a solution to (5.2). Notice that the obstacle
function for problem (5.4) is nonpositive, as we are assuming for the
original problem.
Theorem 5.1. Let Φ ∈ W−1,p
′
(Ω) and ψ : Ω → [−∞, 0] be a mea-
surable function. Under the assumption (1.1), (1.2) and (1.3), if (1.9)
holds, then the ostacle problem (5.2) admits a solution.
Proof. We follow closely the arguments of Section 4. For each n ∈ N,
we consider the function ϑn as in (4.18) and define the vector fields
An = An(x, u, ξ) as in (4.20). We consider a sequence of obstacle
problems provided by
∫
Ω
〈An(x, un,∇un),∇(w − un)〉 dx > 〈Φ, w − un〉 , ∀w ∈ Kψ(Ω) .
(5.5)
The existence of a solution un ∈ Kψ(Ω) to (5.5) is proven applying [26,
The´ore`me 8.2, pg. 247] to the operator
− divAn(x, v,∇u) ,
for a fixed v ∈ W 1,p0 (Ω), and then using Leray–Schauder Theorem,
arguing as in Subsection 4.1. Due to (5.3), for every k > 0 the function
w := un − Tkun ∈ Kψ(Ω)
is a test function for (5.5). Arguing as in Section 4.2 we obtain
‖un‖ 6M
with M independent of n (as in (4.30)). Therefore (4.31) holds for
some u ∈ W 1,p0 (Ω). It is clear from (4.31) itself that
(5.6) u ∈ Kψ(Ω)
As for Theorem 1.1, we shall prove that u is a solution to the original
problem (5.2). We proceed as follows. We use
(5.7) w := un − γ(un − v)
in (5.5), where γ(s) = λ arctan(s/λ), for λ > 0, and v ∈ Kψ(Ω) is
arbitrary. Note that this is a legitimate test function, that is w ∈
Kψ(Ω). Indeed, on the set where un > v we have γ(un − v) 6 un − v
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and so w > v; on the other hand, on the set where un 6 v we have
γ(un − v) 6 0 and so w > un. Therefore, from (5.5) we get
(5.8)
∫
Ω
An(x, un,∇un)∇γ(un − v) dx 6 〈Φ, γ(un − v)〉 .
Following the lines of the proof of Theorem 1.1 (where λ = 1), we get
in turn (4.36), (4.38) and finally (4.39). To pass to the limit for fixed
general λ > 0 in (5.8), we rewrite it as follows:
∫
Ω
[An(x, un,∇un)−An(x, un,∇v)]∇γ(un − v) dx
6 〈Φ, γ(un − v)〉 −
∫
Ω
An(x, un,∇v)∇γ(un − v) dx .
(5.9)
In the left hand side we use Fatou lemma, as by monotonicity condition
(1.3) the integrand is nonnegative. In the right hand side, we note
that An(x, un,∇v) γ
′(un − v) converges to A(x, u,∇v) γ
′(u− v) in Lp
′
,
compare with (4.35) where we did not use that un → u. Hence, we
deduce from (5.9)∫
Ω
[A(x, u,∇u)− A(x, u,∇v)]∇γ(u− v) dx
6 〈Φ, γ(u− v)〉 −
∫
Ω
A(x, u,∇v)∇γ(u− v) dx ,
that is
(5.10)
∫
Ω
A(x, u,∇u)∇γ(u− v) dx 6 〈Φ, γ(u− v)〉 .
Now we let λ→∞ in (5.10), noting that γ(u− v)→ u− v strongly in
W 1,p0 (Ω). Therefore, we get∫
Ω
A(x, u,∇u)∇(u− v) dx 6 〈Φ, u− v〉 ,
for all v ∈ Kψ(Ω), which means exactly that u is a solution to our
obstacle problem. 
Remark 5.1. Clearly, Theorem 5.1 is more general than Theorem 1.1
since we are allowed to choose ψ ≡ −∞. Indeed, in this case, the
obstacle problem (5.2) reduces to (1.6).
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6. Regularity of the solution
In this Section, following [17] we study regularity of the problem
(1.6).
Theorem 6.1. Let 1 < p < r < N and Φ ∈ W−1,
r
p−1 (Ω). Assume that
(1.1), (1.2) and (1.3) hold with ϕ ∈ Lr(Ω). Under these hypotheses,
there exists δ = δ(α,N, p, r) > 0 such that if
(6.1) distLN,∞(b, L
∞(Ω)) < δ,
then any solution u ∈ W 1,p0 (Ω) of (1.6) satisfies
(6.2) |u|r
∗/p∗ ∈ W 1,p0 (Ω)
In particular u ∈ Lr
∗
(Ω).
Proof. Let u ∈ W 1,p0 (Ω) be a solution of (1.6). We may write Φ ∈
W−1,
r
p−1 (Ω) as
Φ = div(|F |p−2F )
for a suitable F ∈ Lr(Ω,RN ).
For fixed k > 0, we use v := u − Tku as a test function in (1.7) to
get
(6.3) α
∫
Ωk
|∇u|p dx 6
∫
Ωk
|F |p−1 |∇u| dx+
∫
Ωk
(bp|u|p + ϕp) dx
where Ωk denotes the superlevel set {|u| > k}. For 0 < ε < α, by
Young inequality we get
(6.4) (α− ε)
∫
Ωk
|∇u|p dx 6
∫
Ωk
(C |F |p + bp|u|p + ϕp) dx
with C = C(p, ε) > 0. We let
(6.5) λ =
r∗
p∗
− 1
and multiply both sides of (6.4) by kpλ−1 and integrate w.r.t. k over
the interval [0, K], for K > 0 fixed. By Fubini theorem we have
(6.6) (α−ε)
∫
Ω
|∇u|p |TKu|
pλ dx 6
∫
Ω
(C |F |p+bp|u|p+ϕp) |TKu|
pλ dx
which implies
(6.7)
(α− ε)
1
p‖∇u |TKu|
λ‖p 6 C‖F |TKu|
λ‖p + ‖b u |TKu|
λ‖p + ‖ϕ |TKu|
λ‖p
For M > 0 we write
(6.8) ‖b u |TKu|
λ‖p 6 ‖(b− TMb) u |TKu|
λ‖p +M‖u |TKu|
λ‖p
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By Ho¨lder inequality and Sobolev embedding Theorem 2.1
(6.9)
‖(b− TMb) u |TKu|
λ‖p6 ‖b− TMb‖N,∞ ‖u |TKu|
λ‖p∗,p
6 ‖b− TMb‖N,∞ SN,p ‖∇(u |TKu|
λ)‖p
Moreover,
(6.10) |∇(u |TKu|
λ)| 6 (1 + λ) |∇u| |TKu|
λ
Therefore
(6.11)
‖(b− TMb) u |TKu|
λ‖Lp(Ω) 6 ‖b− TMb‖N,∞ SN,p (1 + λ) ‖∇u |TKu|
λ‖p
Under the assumption
(6.12) ‖b− TMb‖N,∞ SN,p (1 + λ) < α
1
p
choosing ε small enough we get from (6.7)
(6.13) ‖∇u |TKu|
λ‖p 6 C ‖G |TKu|
λ‖p
with C = C(p, r,M, α) > 0, where we set
(6.14) Gp = |F |p + |u|p + ϕp .
We first show the claim under the additional assumption u ∈ Lr(Ω),
so that G ∈ Lr(Ω). By Ho¨lder inequality we have
(6.15) ‖G |TKu|
λ‖p 6 ‖G‖r ‖TKu‖
λ
λ rp
r−p
From (6.5) we get
(6.16) λ
rp
r − p
= r∗ .
Hence, by Sobolev embedding theorem we have
(6.17)
‖TKu‖
λ
λ rp
r−p
= ‖TKu‖
λ
r∗ = ‖|TKu|
r∗
p∗ ‖
λ p
∗
r∗
p∗ 6 C ‖∇|TKu|
r∗
p∗ ‖
λ p
∗
r∗
p
6 C ‖∇u |TKu|
λ‖
λ
λ+1
p
Then, combining (6.13), (6.15) and (6.17), we get
(6.18) ‖∇u |TKu|
λ‖
p∗
r∗
p 6 C ‖G‖r
Passing to the limit as K → +∞ and recalling (6.14), we have
(6.19) ‖∇u |u|λ‖
p∗
r∗
p 6 C (‖F‖r + ‖ϕ‖r + ‖u‖r)
that is
(6.20) ‖∇|u|
r∗
p∗ ‖p 6 C (‖F‖r + ‖ϕ‖r + ‖u‖r)
r∗
p∗
Hence, (6.2) holds as long as u ∈ Lr(Ω). At this point we observe
that if r 6 p∗, using the Sobolev embedding theorem, u ∈ Lp
∗
(Ω)
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and the proof is concluded. In the complementary case r > p∗, we
use a bootstrap approach. Precisely, we repeat the previous argument
replacing r with p∗ to get u ∈ Lp
∗∗
(Ω). Using this information, if
r 6 p∗∗, there is nothing left to prove. Otherwise we repeat previous
argument again. In a finite number of similar steps we can conclude
our proof. 
Remark 6.1. In view of (6.12), we may take
δ =
α
1
p
SN,p
p∗
r∗
in (6.1). Since r 7→ r∗ is increasing, a similar condition to (6.12) will
hold in all intermediate steps, in case we need the bootstrap argument.
Note that δ reduces to the distance in (1.9), for r = p.
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