ABSTRACT Fog computing has become the primary infrastructure on the Internet for improving the quality of service. We consider a fog queueing system with limited infrastructure resources to accommodate real-time tasks with heterogeneities in task types and execution deadlines. Owing to the uncertain execution duration, such a fog system should jointly consider fog resource allocation and a task offloading to satisfy the deadline requirements. To consider the task heterogeneity, a parallel virtual queue model is applied to buffer each type of task in a separate queue. Subsequently, we use a framework, including three parallel algorithms, namely, offloading, buffering, and resource allocation, to improve resource allocation balance, throughput, and task completion ratio. The task offloading is decided according to the task urgencies in terms of the laxity times, which accounts for the deadline, estimated execution time, and transmission delay to the cloud. The buffering process rearranges the arriving tasks based on their laxity time and the estimated task execution time at the fog tier. The resource allocation uses an adaptive queue weight based on the Lyapunov drift to avoid task starvation that may lead to a long queueing delay for tasks with long execution time. The simulation results indicate that our proposed policies can avoid task starvation and yields a tradeoff between high throughput and a high task completion ratio.
I. INTRODUCTION
The increasing number of end devices, e.g., smart sensors, smart mobile phones and laptops, have expanded the Internet of Things (IoTs) and mobile applications in many domains. A primary fraction of these applications are real-time tasks demanding heterogeneous resource configuration requirements. These tasks exhibit poor performance when they are processed with the extremely limited resource capacity at the end devices [1] . Cloud computing makes it possible for end devices, even with limited computational capabilities, to perform intricate computations. Furthermore, advances in cyber-physical systems, IoTs and cloud computing offer an unprecedented opportunity to create a wide array of applications that optimize mobile network services (e.g., smart city services). These technologies are integrated into the Cloud of Things (CoTs) [2] . Although the cloud center can provide on-demand resources to satisfy the heterogeneous resource configuration requirements, the excessive number of task offloading to the cloud center will further complicate the resource management and task scheduling at the cloud center [3] . In addition, it is noteworthy that the cloud center is typically located remotely from the end devices. Offloading a large number of tasks to the cloud center not only causes excessive data transfers through the network that may induce congestions and losses of data, but also may increase workloads and task losses at the cloud center [4] , [5] .
To address the problems above, fog computing [6] , [7] is proposed. It can be considered as an extension to the cloud system to provide a middle-tier between the end devices and cloud center. The key idea of fog computing is to maintain data processing at the edge infrastructure (i.e., fog nodes) that is close to the end devices to ensure delay-sensitive delivery and reduce the workloads of the cloud center [8] . It emerges as a promising solution to provide pervasive and agile computation services to guarantee high-resilience service quality, especially for IoT applications with strict requirements of delay sensitivity [9] , [10] .
Nevertheless, fog computing yields new challenges. Unlike the cloud center, owing to the power supply and geographical limitation, the resource and computation capability of fog nodes are limited and lower than those of the cloud center [11] . The limited resources may fail to satisfy the heterogeneous resource requirements of multiple tasks simultaneously, thus necessitating buffering. If the resource allocation is improper, it will cause not only the unbalanced resource allocation for the tasks, which may result in task starvation, but also low throughput and failures in satisfying deadlines of real-time tasks.
Another challenge in fog computing is the heterogeneous features of real-time tasks (e.g., the task type, deadline and the data size) and some unknown parameters (e.g., arrival time and execution time). In this sense, the waiting time in the queue of the fog nodes becomes uncertain. Although the execution time can be predicted, the imprecise predication execution time exacerbates the challenge for the delay-based scheduling problem [12] . In addition, the duration time of a task includes the waiting time in the queue and the execution time, thus coupling the resource allocation and task offloading in provisioning the quality of service (QoS) for tasks. This paper focuses on the resource allocation and task offloading problem for heterogeneous real-time tasks. To satisfy the deadline requirement of real-time tasks, the fog computing system should improve the task processing throughput, and simultaneously allocate the resources evenly to the tasks to avoid task starvation. Additionally, the task completion ratio is also an important metric to indicate the number of the real-time tasks that can be completed in the fog system. The fog node has to cooperate with the cloud for the successful task completion within their deadlines.
To obtain a suitable real-time task processing policy in the fog system, we model a three-tier fog system into a comprehensive analytic queueing model. Particularly, we propose a parallel virtual queue architecture. We subsequently propose resource allocation and task buffering policies that can improve the QoS provisioning for heterogeneous real-time tasks at the fog nodes.
The primary contributions of this work are as follows:
• A parallel virtual queueing model: We propose a queueing model that buffers different types of tasks to the parallel virtual queues and reduces the complexity of task processing policy at the fog node.
• An adaptive queueing weight (AQW) resource allocation policy: Based on the Lyapunov drift [13] , [14] , the policy can optimize the throughput adaptively and avoid the unbalanced resource allocation at the fog nodes.
• A novel task buffering and offloading policy: With the stochastic and independent arrivals of real-time tasks and queueing system environment under resource limitation, the task buffering and offloading use the laxity time and execution time upper bound as the criteria to improve the throughput and satisfy the task's deadlines as well. So, we proposed the multi-objective sorting policies to consider both the laxity time and execution time of the task to achieve the tradeoff between the throughput and task completion ratio optimization. The remainder of the paper is organized as follows. The related work is summarized in Section II. Section III introduces the system model. The resource allocation and task offloading policies are presented in Section IV. Section V evaluates the performance of the proposed online task processing policies. Finally, Section VI concludes this paper.
II. RELATED WORK
In recent years, tasks offloading in fog computing or edge computing has attracted a particular attention. Most of the research works focused on whether the tasks should be offloaded based on the energy the resource utility.
For real-task scheduling in cloud computing, Chen et al. [15] proposed a novel scheduling workflow task scheduling algorithm, called the uncertainty-aware online scheduling algorithm (ROSA), to dynamically schedule multiple workflows with deadlines in an uncertain cloud environment. The ROSA improved the cost efficiency in cloud computing. The study also indicated that real-time task scheduling in an uncertain cloud computing environment is still an open issue that is worth studying. To minimize both the makespan and monetary cost of executing workflow applications, Chen et al. [16] presented an encryption-sensitive workflow scheduling algorithm based on the laxity time in cloud computing. This study indicated that the laxity time of the task is an important element that can be used to improve the performance of cloud computing. For the fog system, Amoretti et al. [17] proposed a mobile cloud computing simulation model based on a queueing network architecture and designed a task offloading policy according to the energy efficiency. Combined with load prediction, Kumar et al. [18] proposed a demand-based computation offloading framework to balance the QoS and the cost under the queueing model. Similarly, Fan and Ansari [19] formulated a mobile cloud system as an M/M/1 queueing model and proposed a workload allocation policy that considered both the network delay and computing delay to minimize the resource cost and response delay.
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Nawrocki and Reszelewski [20] compared two types of mobile cloud systems, including one virtual machine server one user (One User-One VM) and one virtual machine server multi users (Multiple User-One VM). They concluded that the resource utilization under Multiple User-One VM was higher than that under One User-One VM, but the performance of former was lower than that of the letter. Liu et al. [21] used the linear programming method to optimize the energy consumption, execution delay and payment cost of the offloading processes under queueing. Nan et al. [22] , [23] also used a queueing model to analyze the performance of the CoTs system; it consists of fog nodes and a cloud center. They proposed a task offloading policy based on the Lyapunov optimization to minimize the tasks processing delay and energy cost. Wu et al. [24] proposed a three-level mathematical model that included the end devices, edge computing middleware and cloud center. They proposed an offloading decision making based on the predicted energy consumption. The authors reported that the resource capacity and computing speed of the edge computing middleware was larger than those of the end devices, but smaller than those of cloud center. Further, the deadline of the task was the key element for the offloading decision. Li et al. [25] proposed an improved three-tier system architecture and characterized each tier mathematically, in terms of energy consumption and latency. The simulation results indicated that the threetier system outperformed the two-tier system without fog nodes. Jalali et al. [26] compared the task processing energy cost between the fog node and cloud center, and the result indicated that the tasks could reduce more energy if they were processed at the fog nodes. Lyu et al. [27] proposed a task offloading decision to minimize the energy consumption of devices. Li and Qi [28] used a two-stage optimization strategy to solve resource allocation issues in mobile computing systems.
These previous studies concluded that the fog computing architecture can be presented as a queueing network model, and that the fog nodes is the most important infrastructure affecting the task processing of the whole fog computing system. However, these previous studies rarely considered the limited resources at the fog nodes that may cause the unbalanced resource allocation, thereby resulting in task starvation. Additionally, most previous studies considered that the resource allocation decision for the task could be obtained immediately when the task has newly entered into the queueing system. However, it is in fact difficult to predict the resource allocation decision for the task immediately owing to the uncertain duration time of its immediate predecessors.
This paper differs from the previous studies in the following ways: Our primary objective in the study is to improve the task processing at the fog nodes. We divide the primary objective into three sub-objectives that may affect the delay of tasks, including task starvation avoidance, task completion ratio improvement and throughput improvement. To the best of our knowledge, this is the first work that addresses the three aspects simultaneously in fog computing.
III. MODELING AND FORMULATION

A. THE THREE-TIER FOG COMPUTING ARCHITECTURE
As shown in Fig. 1 , the three-ties fog computing system includes the end tier, fog tier and cloud tier as follows: FIGURE 1. Architecture of three-tier fog computing system.
• The end tier: It is composed of end devices. The end tier can be presented as the data source of the fog computing system. The case is similar to the system models of the works in [22] and [23] . We assume that the tasks can be classified into a limited number of types according to the heterogeneous resource configuration requirement types (e.g., compute-intensive type and memory-intensive type).
• The fog tier: It is composed of fog nodes that close to the end devices. The data transmissions between the fog nodes and end devices exhibit a small latency. The offloaded tasks require the different configuration resources (e.g., different CPU, memory and storage configuration in VM or Dockers types [29] ) to process the data. It is noteworthy that the limited resource capacity at the fog node may not guarantee all types of tasks being processed at the fog node simultaneously. Thus, the tasks must be buffered in the waiting queue.
• The cloud tier: It includes a cloud data center that can be considered as having unlimited resource capacity. The cloud center can use the One User-One VM server to process the task to achieve high performance [20] . The bandwidth between the fog node and cloud center causes data transmission latency. Note that, if the task is offloaded to the cloud tier, it does not need to wait and can be completed at this tier directly, because the cloud tier has relatively unlimited resource capacity. According to the tasks processing workflow, in the three-tier fog computing system, the framework of online task processing can be divided into three parallel parts as below:
• Task buffering at the fog node (TBF): The task buffering policy in the waiting queue determines the execution order of the tasks at the fog node, on the arrivals of tasks.
• Resource allocation at fog nodes (RAF): RAF allocates fog resources to the head tasks of the waiting queue to execute the scheduled tasks.
• Task offloading from the fog node to the cloud center (TOFC): It is difficult to immediately predict the resource allocation decision on the task arrivals because of the uncertain queueing and execution time. In this case, the arriving task needs to be buffered at the fog node first. However, the resource limitation makes it impossible to complete all arriving tasks at the fog node before their deadlines. It is still necessary to offload the buffered tasks to the cloud center when they are found to fail to complete at the fog node. Thus, as a task becomes urgent because of a long queueing time, TOFC offloads this task to the cloud to satisfy its deadline requirement. The details of the system architecture workflow are shown in Fig. 2 . Table 1 provides the definitions of the primary parameters used herein.
B. TASK MODEL
In the fog system, let t To determine the maximum delay of the real-time tasks, each real-time task comprises a level of urgency that can be determined variously (e.g., deadline [32] and laxity time [33] ). Because the tasks require buffering in the queue of the fog node, the level of urgency should present the maximum acceptable waiting time. Thus, compared with the deadline, the laxity time is more suitable for measuring the level of task urgency, because it presents the maximum acceptable waiting time that starts from the current time based directly on the deadline and execution time. However, because the execution cannot be obtained precisely before the task completion, we use the execution time upper bound instead of the execution time. To calculate the acceptable waiting time, in the fog system, we define two types of laxity times for each real-time task at the fog tier and cloud tier, separately, as follows:
where ct is the current time, and v is the transmission rate between the fog node and cloud center. Unlike the laxity time at the fog tier (i.e., (1)), because the processing speed of the cloud center is higher than that of the fog node, speed ratio c of the fog node to the cloud center is less than 1, implying that the execution time at the cloud center is less than that at the fog node. Thus, the execution time upper bound at the cloud center is also less than that at the fog node. Because of the data transmission latency, the laxity time for the cloud tier needs to consider the data transmission time (i.e., ds j i v ). Intuitively, the less the laxity time, the higher the level of task urgency. Based on the level of urgency, TBF and TOFC should guarantee as many completed tasks as possible before VOLUME 7, 2019 their deadlines. According to the level of urgency, three task offloading cases exist in TOFC as follows:
• When lf j i (t) > 0 and lc j i (t) < 0, task t j i cannot be offloaded to the cloud center because of the large transmission time. Thus, the task cannot be offloaded to the cloud center and needs to wait at the fog node.
• When lf j i (t) = 0 and lc j i (t) > 0, the task may not be completed successfully at the fog node. Thus, the task needs to be offloaded to the cloud center to guarantee its successful completion when the task is not allocated the resources at the fog node.
• When lf j i (t) > 0 and lc j i (t) = 0, task t j i may not be completed successfully at the fog node when task t j i continues to wait at the fog node, due to the uncertain queueing and execution time. As such, TOFC should offload the task to the cloud center to satisfy the task's completion deadline when the task is not allocated the resources at the fog node. Additionally, some real-time tasks cannot be offloaded to the cloud because of the communication delay. Real-time tasks often have deadline requirements for their execution. However, a long communication delay between the fog and cloud center may exceed the tasks' deadline requirements. Moreover, the limited resources at the fog node cannot complete all the tasks in its queue before the tasks' deadlines. Hence, the laxity times at the fog tier and cloud tier (i.e., (1) and (2)) not only model the urgency of real-time tasks, but can also be used to indicate cases where the tasks can be deleted from or leave the waiting queue at the fog node as follows.
• Similar to [34] , if lf j i (t) < 0 and lc j i (t) < 0, task t j i fails to complete successfully before its deadline. Thus, it should be marked with the failed tag.
• In the case of TOFC, when the task is offloaded to the cloud center, the task leaves the waiting queue of the fog node.
• When the resources are allocated to the task at the fog node, the task leaves the waiting queue and begins to process at the fog node.
C. PROBLEM FORMULATION
As mentioned before, the resource capacity of the fog node is limited, and the amount of allocated resources must be not larger than the resource capacity of the fog node. We assume that K resource types and S heterogeneous resource configuration requirement types exist (i.e., the VM types are in accord with the resource configuration requirements of the task types) at the fog node, respectively. Let C k denote the amount of type-k resources at the fog node, N fi (t) be the number of type-i tasks that begin to be processed at time t, and the type-k resource requirement of each type-i task is R ik . The resource allocation constraint at the fog node can be formally expressed as follows:
The maximum number of type-i tasks (i.e., N max fi ) that can be processed at the fog node is calculated as follows:
where X takes the integers of X downwardly. Example 1: Similar to [35] and [36] , three types of resources exist (e.g., CPU, memory and storage), and the capacities of these resources at the fog node are (30, 30, 4000) . Three types of VM exist according to the heterogeneous resource configuration requirements, (e.g., (8, 15 , 1690), (6.5, 17.1, 420) and (20, 7, 1690) ). Subsequently, VM allocation should satisfy the resource limitation in (3). Subsequently, we can obtain the following combinations using the traversal method as follows:
Each row in array (5) presents a VM combination that can be allocated at the fog node simultaneously given limited resources. For example, (2, 0, 0) represents that only two VMs that have a resource configuration of (8 CPUs, 15 memory space, 1690 storage space) can be allocated at the fog node simultaneously. Similarly, (1, 0, 1) represents that one (8 CPUs, 15 memory space, 1690 storage space) VM and one (20 CPUs, 7 memory space, 1690 storage space) VM can be allocated at the fog node simultaneously. The fog resources can support only one row of the array. Furthermore, (3, 0, 0) is not one of the allowable combinations because its total resource configuration requirements exceed the capacities of the resources at the fog node. (5) shows that the resource capacity cannot satisfy all types of resource configuration requirements at the fog node simultaneously. Thus, RAF needs to consider the resource allocation balance among different types of tasks. Let λ i (t) be the number of type-i task arrivals. The resource allocation ratio of the type-i task during running time T is defined as follows:
The resource allocation balance ratio is defined as follows:
When the resource allocation achieves absolute balance among different types of tasks, B is equal to 1. The worst unbalanced resource allocation is B ≈ 0, implying min (P i ) max(P j ), (i = j). In this case, some type tasks are starved by others, and the delays of the starved tasks become infinite. Thus, the primary objective for the real-time tasks is to avoid the task starvation and achieve balanced resource allocation.
Subject to the aforementioned conditions and constraints, the higher throughput at the fog node can reduce the task losses and transmission latency of TOFC. Thus, another objective is to improve the throughput of the S types' real-time task processing to make the number of the tasks that can be processed at the fog node as many as possible during running time T . The throughput can be represented as follows:
Additionally, apart from the resource allocation balance and throughput, the high task completion ratio, which is the proportion of the number of successful tasks to the number of total tasks at the fog node during running time T , is an important metric for real-time tasks. Improving the S types' real-time task completion ratio is also an objective of this study. The task completion ratio can be presented as follows:
where N ci (t) denotes the number of type-i tasks offloaded to the cloud center in time slot t.
IV. FRAMEWORK FOR TASK PROCESSING AT THE FOG NODE A. A VIRTUAL QUEUEING MODEL
As shown in Fig. 2 , the tasks are buffered in the waiting queue at the fog node. To achieve the objectives of improving (7)-(9), TBF, RAF and TOFC must traverse all tasks. Thus, although TBF, RAF and TOFC can be run in parallel, the longer the queue length, the higher the time complexity.
To reduce the time complexity, we propose a parallel virtual queueing model at the fog node that buffers the arrival tasks of the same type into a separate virtual queue as shown in Fig.3 . The task buffering policy can be performed in parallel in each virtual queue. Thus, the time complexity of the task processing is reduced. It can be exemplified by the example as follows. Example 2: Based on Example 1, three types of tasks exist in the fog system. We assume that the length of the waiting queue is L. Thus, the time complexity of the task buffering is O(L). The parallel virtual queueing model divides the waiting queue into three parallel virtual queues, and the length of each virtual queue is L/3. Subsequently, the time complexity of the task buffering is reduced to O(L/3).
Although TBF, RAF and TOFC can operate in parallel, they cooperate with each other to achieve the objectives of improving (7)- (9) . TBF serves as an accelerator to improve both RAF and TOFC by rearranging the arriving tasks based on their laxity times. Using TBF, RAF and TOFC can solve problems regarding the throughput and task completion ratio.
B. RESOURCE ALLOCATION POLICY DESIGN
Based on the parallel virtual queueing model, let Q i (t) denote the number of type-i tasks in the time slot t, and Q i (0) = 0. If a task is allocated the resources or the task is offloaded to the cloud center; therefore, it leaves the queue and is executed at the fog server or cloud center. Thus, based on the queue length at next time slot t, the queue length at the current time slot can be evaluated by the number of task arrivals and the deleted tasks at the previous time slot t. The virtual queue length for type-i task can be evaluated in the time slot t as follows:
To avoid the task starving and improve the throughput, we use a Lyapunov function to control the length of Q i (t), which is expressed as follows:
The Lyapunov drift that presents the difference of the Lyapunov function in two consecutive slots is defined as follows:
where 
where D is a finite constant.
Proof: Applying (10) and (11), (12) can be rewritten as follows (the derivation of (14) is descripted in Appendix A.):
Because of the limited resource capacity of the fog node, 0 ≤ N fi (t)≤ N max fi , where N max fi is derived by (4), we have
It is noteworthy that λ i (t) is independent of Q i (t). In time slot t, N fi (t), N ci (t) and N di (t) are the numbers of tasks that begin to be processed at the fog node, tasks that are offloaded to the cloud center and tasks that fail to be completed, respectively. Let λ i (t) = E [λ i (t)], and
Therefore,
Subsequently, we have
which proves Theorem 1. According to the Lyapunov drift theory [13] , [14] , L (t) is used to evaluate the difference of the Lyapunov function in two consecutive slots. Thus, if L (t) is close to zero, or even a negative value, this implies that the queue length is stable. Thus, when RAF can be designed to control the maximum of the Lyapunov drift (13) towards the negative, the queue length will be stable, and S i=1 Q i (t) is controlled to avoid an increase. From (13) , although N fi (t), N ci (t) and N di (t) can affect the value of the maximum of (13), the term containing N ci (t) and N di (t) is independent of that containing N fi (t). Additionally, the resource allocation at the fog node is only related to the term containing N fi (t). Thus, an adaptive queue weight (AQW)-based RAF policy is proposed to determine the resource allocation [N f 1 (t),N f 2 (t) . . . ,N fs (t)] for each type-i task at the fog node, which should satisfy the following:
where N fi (t) is the number of on-going type-i tasks that cannot release the resources in time slot t. The details of AQW resource allocation policy is shown in Algorithm 1. Additionally, based on AQW, we have the following lemma.
Lemma 1. AQW can avoid the unbalanced resource allocation among each type-i task and improve the throughput.
Proof. From (10), the longer the length of Q i (t), the worse the unbalanced resource allocation. From (15) , to obtain the
Algorithm 1 AQW Resource Allocation
If the tasks are at the head of the queues, then Determine the resource allocation [N f 1 (t),N f 2 (t), . . . ,N fs (t)] under (15) . Pop the tasks out from the queue.
End if.
maximum value, the resources are allocated primarily to the queue with a large Q i (t). It avoids task starvation that causes the queue of a specific type of task to grow infinitely.
Lyapunov drift has been widely used in the study of optimal control in queueing networks, such as minimizing average energy or maximizing average throughput. When (15) reaches its maximum, the maximum of (13) will decrease in value, which implies that the throughput (i.e., (8)) should guarantee the queue length to be stable. Thus, AQW can improve the throughput.
C. TASK BUFFERING POLICY DESIGN
First, to achieve a high task completion ratio, the laxity time sorting (LTS)-based TBF policy that can make the urgent task at high level to be processed first, is designed. The details of LTS are shown in Algorithm 2.
Algorithm 2 LTS-Based TBF Policy
For each type-i task arrives in time slot t, do Sort the tasks by their laxity time lf The processing flow with LTS policy is shown in Fig. 4 . As shown in Fig. 4 , although LTS processes the task with a small laxity time first, the long execution-time task (e.g., t 2 i ) will occupy the resources for a long time to block other tasks under resource limitations, leading to low throughput. Thus, TBF has to consider not only the task completion ratio but also the objective of improving the throughput. Therefore, we trade off between the levels of urgency and the execution time upper bound of the tasks in buffering. Based on the analysis, we then consider TBF should follow the rules below.
Rule 1. The task with a smaller execution time upper bound
should be processed earlier when the laxity time is the same.
Rule 2. The task with a smaller laxity time should be processed earlier when the execution time upper bound
is the same. Based on Rules 1 and 2, TBF should follow the monotonically increasing trend with both the laxity time and the execution time upper bound to sort the tasks. Hence, we propose the multi-objectives monotone increasing function with the execution time upper bound and laxity time as follows: [37] in the machine learning method, because the slope will increase more with the input value increasing in the exponential function, and the slope of the sigmoid function decreases with the input value increases. The sigmoid function exhibits nonlinear characteristics. Thus, we use the exponential function instead of the execution time upper bound in (16) such that the task buffering policy exhibits nolinear characteristics. The multi-objective monotone increasing nonlinear function with the execution time upper bound and the laxity time is defined as follows:
Based on (17), we propose the nolinear multi-objective monotone increasing sorting (NMOMIS)-based TBF policy that satisfies all tasks being sorted by G j i (t) in a nondescending order. Thus, we can obtain the following lemma. 
D. ONLINE RESOURCE ALLOCATION AND TASK OFFLOADING
Based on the LTS and AQW policies, we define the online task processing policy in the fog system named LTS-AQWOffloading. The details are shown in Algorithm 3. Algorithm 3 is composed of three parallel parts. The first part is the LTS policy, and the second part is the AQW policy. The third part is TOFC that determines whether the task should be offloaded to the fog node or cloud center according to different cases of lf j i (t) and lc j i (t). Additionally, Algorithm 3 can be redesigned to the MOMIS-AQW-Offloading or NMOMIS-AQW-Offloading policies that use MOMIS or NMOMIS to replace LTS. Owing to the parallel framework of the online task processing policies, we have the following time complexity.
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Theorem 2: The time complexities of the NMOMIS-AQW-Offloading, MOMIS-AQW-Offloading and LTS-AQWOffloading policies are
Proof: According to (15) , the complexity time of AQW is O(AS), where S is the number of task types and A is the number of feasible resource allocations (e.g., (5) 
V. PERFORMANCE EVALUATION A. SIMULATION ENVIRONMENT SETTING
We used the CloudSim toolkit [38] as the simulation platform. We assumed that three typical types of resource configuration requirements exist to present their resource configuration requirements (i.e., type-1, type-2 and type-3), including the standard (8, 15, 1690), memory-intensive (6.5, 17.1, 420) and CPU-intensive (20, 7, 1690) requirements. The resource capacity of the fog node is (30, 30, 4000) .
The previous studies [18] , [20] , [21] , [22] , [39] indicated that the number of task arrivals follows a Poisson distribution. Thus, we used the Poisson distribution to generate task arrivals. Additionally, in our simulation, we assumed that each type of tasks follows i.i.d., and the expected number of each type of task arrivals (i.e., λ i (t)), which is the arrival rate of each type of task in time slot t, is the same. The λ i (t) is set from light to heavy (i.e., 0.2 to 1.0).
Let U[a, b] be a uniformly distributed random variable between a and b. The parameters regarding the uncertainty of the real-time tasks are set as follows.
The execution time lower bound (i.e., etlow j i ) follows the uniformly distributed random between etlow l and etlow u :
Based on etlow j i , the execution time upper bound is calculated as follows:
Thus, we obtain the realized execution time for a task as follows:
We employ parameter deadlineUpper to control a task's deadline, which can be calculated as follows:
where a j i is the arrival time of task t n i . When
The values of the parameters for the simulation are listed in Table 2 . These parameters cannot be obtained before task arrivals, and et j i cannot be obtained precisely before task completion. We selected two resource allocation policies for comparison as follows.
• Round robin (RR) [40] : We compared the policy as the optimal balanced resource allocation policy.
• Maximal resource utilization (MRU): MRU is another typical resource allocation policy focusing on the resource utility efficiency for minimizing the remaining resources and obtaining the maximum number of resource allocations. Linear programing and bin packing algorithms can be used to solve this type of problem [41] , [42] . From (3), the optimal resource allocation policy is (2, 0, 0). To evaluate the performance of our proposed task buffering policy, we compare LTS, MOMIS and NMOMIS quantitatively with the baseline policy of first-come-first-service (FCFS) [43] .
As mentioned in Section-IV-D, we used the format of Resource allocation balance with different policies (P i is the resource allocation ratio of type-i task, B is the resource allocation balance ratio and Sum is the total resource allocation ratio).
B. RESOURCE ALLOCATION BALANCE
In this simulation, we study the impact of the task buffering policies (i.e., FCFS, LTS, MOMIS, NMOMIS) and resource allocation policies (i.e., RR, MRU and AQW) on the resource allocation balance. Fig. 5 shows the resource allocation ratio of each task type (i.e., P i ), resource allocation balance ratio (i.e., B) and total resource allocation ratio (i.e.,Sum = S i=0 P i ). As shown in Fig. 5 , the resource allocation balance is similar among different task buffering policies when the number of each type of task arrival (i.e., λ i (t)) is the same. It shows that RAF is the key element that affects the resource allocation balance. The RR policy uses the circular order resource allocation policy, thus achieving the optimal result of the resource allocation balance.
For the MRU policy, when the task arrival rate is light (i.e., λ i (t) = 0.2, 0.4), the resource capacity of the fog node is sufficient to handle the task arrivals. Each type of virtual queue can reduce to 1 or 0 for most time slots. However, the resource allocation balance becomes worse when λ i (t) increases from 0.2 to 0.4. When the task arrival rate increases significantly to the heavy task arrival rate (i.e., λ i (t) ≥ 0.6), the resource capacity of the fog node is insufficient to process the task arrivals, causing the queues to grow significantly. To obtain the optimal resource utility efficiency, the MRU policy uses the resource allocation (2, 0, 0) for most of the time slots, thereby leading to severe task starvation. Fig. 5 shows that the MRU policy achieves the worst unbalanced resource allocation when the task arrival rate is heavy.
Compared with MRU policy, we observed that the AQW policy can guarantee the resource allocation to each type of task regardless of whether the task arrival rate is light or heavy. This is because the resources are allocated primarily to the queue with a large Q i (t) under the AQW policy.
Furthermore, we observed that the total resource allocation ratio is reduced when the task arrival rate is increasing, because of the fog node resource limitations. The RR processes only one task in some time slots, thus leading to the lowest total resource allocation ratio. Compared with RR, when the task arrival rate is heavy, the MRU policy prefers (2, 0, 0) as the resource allocation results. Further, (2, 0, 0), (1, 0, 1) and (0, 1, 1) are the most likely choices of the AQW policy. The maximum number of tasks that can be processed under the AQW policy is the same as that under MRU policy (i.e., 2). Hence, the total resource allocation ratio under the MRU and AQW policies are higher than that under the RR policy.
To summarize, the simulation result clearly shows that the AQW policy can guarantee the resource allocation balance and achieve better resource allocation efficiency at the fog node.
C. THROUGHPUT
As shown in Fig. 6 , when the task arrival rate is light (i.e., λ i (t) = 0.2), the throughputs among the [MRU, AQW]-[FCFS, LTS, MOMIS, NMOMIS]-Offloading policies are similar, because the resources for the arriving tasks are sufficient. We also observed that the throughputs under the FCFS and LTS policies are lower than those under the MOMIS and NMOMIS policies when the task arrival rate increases (i.e., λ i (t) > 0.2). This is because the tasks with large execution time may block the system. The MOMIS and NMOMIS policies consider both the laxity time and execution time upper bound, thus avoiding the system block caused by the long execution tasks. Furthermore, the MOMIS and NMOMIS policies can improve the throughput at the fog node, thus matching the theoretical analysis in Section-IV-C.
As shown in Fig. 6 , the throughput under RR is lower than that under MRU or AQW, because its total resource allocation ratio is the lowest. Although the performance of MRU is higher than that of RR and MRU can only allocate the resources for the type-1 task. According to the Lyapunov drift theory [13] , AQW can achieve the minimum in (13); subsequently, the highest throughput can be achieved by AQW-based online task processing policies. It is noteworthy that the throughput under LTS-AQW-Offloading is not larger than that under LTS-MRU-Offloading. This is because the large execution time upper bound tasks may block the system under LTS policy. Thus, FCFS and LTS may limit the efficiency of AQW.
In
conclusion, [MOMIS, NMOMIS]-AQW-Offloading can achieve a higher throughput than [FCFS, LTS, MOMIS, NMOMIS]-[RR, MRU]-Offloading and [FCFS, LTS]-AQW-
Offloading. Based on Lemma 3, NMOMIS-AQW-Offloading can achieve the highest throughput under the heavy task arrival rate. The result is shown in Fig. 6 .
D. TASK COMPLETION RATIO
It is clear from Fig. 7 that the task completion ratios under LTS, MOMIS, or NMOMIS are not lower than that under the baseline (i.e., FCFS), thus verifying our theoretical analysis. We also observed that the task completion ratio achieves the highest value when the task arrival rate is 0.2 owing to the sufficient resources. When the task arrival rate increases (i.e., λ i (t) = 0.4), the resource capacity of the fog node is sufficient for processing the arrival tasks. Thus, the resource limitation has little impact on the performance. NMOMIS focuses more on the throughput rather than the laxity time; thus, the task completion ratio under NMOMIS is lower than that under the LTS. Because NMOMIS can reduce the probability of system blocking, it can achieve the highest task completion ratio.
When the task arrival rate is heavy (i.e., λ i (t) > 0.6), although the resource limitation exacerbates the task completion ratio, it clearly indicates that our proposed policies (i.e., [LTS, MOMIS, NMOMIS]-AQW-Offloading) policy can improve the task completion ratio better than the other policies under the same heavy task arrival rate. However, LTS focuses only on the laxity time; thus, the large execution time upper bound tasks may block the system to limit the task completion ratio when the queue is long. MOMIS and NMOMIS can reduce the probability of system blocking to improve the throughput. Thus, when the task arrival rate is heavy, both the task completion ratio under MOMIS and NMOMIS policies are higher than that under LTS policy. According to Lemma 3, NMOMIS focuses on throughput improvement; thus, the throughput under NMOMIS-AQW-Offloading is higher than that under MOMIS-AQW-Offloading. However, the task completion ratio under NMOMIS-AQW-Offloading may be slightly lower than that under MOMIS-AQWOffloading. The overall performance improvement in task processing among these policies are shown in Table 3 .
VI. CONCLUSION
Based on the three-tier fog queueing system, we studied the problems of resource allocation and offloading to satisfy the deadline requirement of real-time tasks. A virtual queueing model was used to design a low-complexity framework consisting of three parallel algorithms, i.e., resource allocation, task buffering and offloading. We used the laxity time and execution time to design the task buffering and offloading policies. Meanwhile, we used the Lyapunov drift to design the resource allocation policy. Our simulation results indicated that our proposed policies achieved tradeoff between the throughput and high task completion ratio optimizing, and could avoid task starvation that may cause long delays.
APPENDIX THE DERIVATION OF (14) DERIVATION:
By squaring both sides of (10), the following is obtained:
= max Q i (t) + λ i (t) − N fi (t) − N ci (t) − N di (t), 0 2 .
We have
Subsequently,
We also have 
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According to the Lyapunov drift definition in (11) and (12), we can obtain (14) as follows: 
