I. INTRODUCTION
W IRELESS location technologies have received a significant amount of attention over the last few decades. The quality of service of the positioning accuracy has been announced after the issue of the emergency 911 (E-911) subscriber safety service [1] . With the assistance of the information from the positioning system, the required performance and objectives for the targeted mobile station (MS) can be achieved with augmented robustness. In recent years, there have been increasing demands for commercial applications to adopt the location information within their system design, e.g., navigation systems, location-based billing, health care systems, intelligent transportation systems [2] , and wireless sensor networks [3] . With the emerging interests in locationbased services, location-estimation algorithms with enhanced precision become necessary for these applications under different circumstances.
A variety of wireless location techniques have been studied and investigated [4] , [5] . These schemes can be classified into the following two groups: 1) network-based locationestimation algorithms and 2) satellite-based location-estimation algorithms. The representative systems for network-based location techniques include cellular-based networks and the ultrawideband system [6] , which adopt time difference of arrival (TDOA) and angle of arrival (AOA) information for location estimation. The TDOA scheme measures the time difference of signals that come from different wireless base stations (BSs), whereas the AOA technique observes the arriving angle of the signal from the MS. The well-adapted technology for the satellite-based location-estimation method is to utilize the Global Positioning System (GPS), which measures the time of arrival (TOA) of the signals that come from different satellites. It has been studied in previous research [7] , [8] that the performance of the aforementioned location-estimation techniques varies under different environments. Due to the shortage of signal sources (e.g., in a rural area) or a severe nonline-of-sight (NLOS) situation (e.g., in an urban area), network-based (i.e., TDOA and AOA) methods result in degraded performance for the location determination of the MS [9] , [10] . On the other hand, the major problem for the satellite-based method [11] is that the performance is considerably degraded, whereas the satellite signals are severely blocked (e.g., in an urban or an indoor area).
To achieve better accuracy for location estimation, a hybrid approach should be considered to satisfy the requirements under different environments. However, most existing research does not explicitly design location-estimation algorithms that are targeted for heterogeneous circumstances. The assisted GPS (A-GPS) system is considered to be a well-known technique that fuses the network-based signals to enhance the startup performance of a GPS-based positioning system. With the availability of different types of signal sources, the accuracy of location estimation can be improved. The practical system that provides the implementation of the A-GPS system is contributed to the GpsOne [12] chipset solution. Nevertheless, only high-level description is available, which explains how the GpsOne system conducts hybrid location estimation. There is the lack of detailed information regarding the hybrid architecture and performance evaluation for location estimation under different environments.
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The main objective of this paper is to propose hybrid architectures and algorithms for location estimation under heterogeneous networks. Two different types of hybrid location estimation and tracking systems are proposed in this paper. The first scheme, which is called the fusion-based hybrid (FH) architecture, determines the MSs location by combining the separate outcomes from both the network-and the satellitebased techniques (e.g., by integrating the location information from the cellular network and the GPS receiver). Within each of the two separate channels, the two-step least square (LS) method [13] is utilized to estimate the MSs position based on the measurement inputs. The Bayesian inference model [14] , [15] is adopted as the fusion mechanism to acquire the final position estimate from both the satellite system and the cellular networks. On the other hand, the unified hybrid (UH) architecture is proposed as the second scheme. The hybrid signal selection (HSS) scheme is proposed to restrict the number of heterogeneous incoming sources based on their signal qualities. Moreover, the hybrid LS (HLS) estimator is employed to provide the location estimation of the MS from the selected signal inputs (i.e., the combination of the TOA, TDOA, and AOA measurements). The source deficiency problem, which may occur within either the cell-or the satellite-based system, can effectively be mitigated by adopting the proposed UH architecture. Furthermore, the Kalman filtering technique [16] is exploited within the two proposed hybrid architectures, which can provide noise smoothing and location tracking as the MS dynamically moves within the network. The performance of the proposed hybrid location-estimation and tracking schemes are evaluated through simulations under different environments.
Based on the implementation perspective, both hybrid architectures can be employed, depending on the flexibility of the hardware unit within an MS. The following two types of signalselection schemes are employed in these hybrid architectures: 1) the fixed set of signal inputs (FSI) method and 2) the selective set of signal inputs (SSI) method. The FSI algorithm can be utilized by a standardized hardware platform, which consists of the GPS receiver and the radio baseband. Note that two FSI are acquired from each of the two channels within the hardware platform. This type of architecture is beneficial for its standardized cost and implementation. On the other hand, the SSI scheme can be employed in an MS through software implementation or flexible hardware design. The scheme can provide both flexible system upgrade and effective location estimation of the MS under different circumstances. Note that both signal-selection schemes can be implemented with the FH architecture, whereas the UH architecture adopts the SSI approach.
The remainder of this paper is organized as follows. Section II presents the system architectures and the modeling of the signal sources for the proposed schemes. The signalselection algorithms that were adopted within the proposed schemes are explained in Section III. Section IV describes the proposed HLS estimator that is associated with the conventional two-step LS method. Section V illustrates the performance evaluation and the implementation assessment of the proposed hybrid schemes. Section VI draws our conclusions. Fig. 1 shows the schematic of the system architecture for hybrid location estimation. The hybrid system combines the signals that come from both the satellites and the cellular networks. To obtain the TOA measurements from the satellites, it is assumed that the MS should be equipped with a GPS receiver (for the FH scheme) or merely a GPS front end (for the UH scheme). On the other hand, the network-based system adopts the following features from the Third Generation Partnership Project (3GPP) [17] and the WiMax standards [18] : 1) Each BS has a downlink (forward-link) pilot channel that continuously broadcasts its pilot signal to provide timing and phase information for all the MSs in this cellular network; 2) each BS has a dedicated uplink (reverse-link) pilot channel from the MS to provide initial acquisition, time tracking, and power control measurements; 3) each BS is equipped with antenna arrays for adaptive beam steering to facilitate the AOA measurements. As shown in Fig. 1 , the TDOA measurements are conducted at the MS by obtaining the signals through the downlink pilot channels from the BSs. The AOA signals are transmitted from the MS to the BSs using the uplink pilot channel. The AOA measurements are performed at the BS using its antenna arrays for 3-D adaptive beam steering. To avoid signal degradation due to the near-far effect, it is assumed that only the home BS provides the capability of the AOA measurements.
II. SYSTEM ARCHITECTURE AND MODELING

A. System Architecture
As stated in the 3GPP Standard, the location determination of the MS can either be MS based or MS assisted. The choice between these two types of systems depends on the requirement of the communication bandwidth and the computation power of the MS. The FH and UH schemes, as proposed in this paper, can be applied to either the MS-assisted or the MSbased system. The following two sections describe the proposed system architectures based on these two types of systems.
1) Mobile-Assisted System: This type of architecture is suitable for the MS with insufficient computation capability. The left schematic in Fig. 2 illustrates the FH scheme that is implemented on the MS-assisted positioning system. The following steps describe the procedures of the FH scheme for the MS-assisted system.
1) The GPS-equipped MS receives signals from the satellites and conducts TOA measurement t . The GPS receiver either selects five TOA measurements through the satellite-based signal selection with FSI (SSS-FSI) scheme or a flexible number of measurements through the satellite-based signal selection with SSI (SSS-SSI) scheme. The MSs 3-D position (i.e.,
can therefore be estimated using the two-step LS method. On the other hand, the TDOA signals are measured at the MS by obtaining signals from its home BS and the neighboring BSs through the downlink pilot channel. 2) These two sets of information-the location estimation x G and the TDOA measurements t i,j -are transmitted back to the home BS through the uplink pilot channel. 3) The AOA measurement θ is conducted at the home BS by receiving the signals from the MS through the uplink channel. 4) The location server at the home BS performs either the cell-based signal selection for FSI (CSS-FSI) or the cell-based signal selection for SSI (CSS-SSI) scheme from the network-based signal sources, and the two-step LS method is utilized to estimate the 3-D position x C of the MS. 5) The BS location server performs the Kalman filtering technique to smooth out the measurement noises and to track the position data both from the TOA and the TDOA/AOA channels (i.e.,x G andx C ). The detail mechanism of the Kalman filtering formulation is summarized in the Appendix. Note that Kalman tracking will conduct linear prediction (with constant acceleration) to obtain the MSs position, whereas the number of signal inputs becomes insufficient in each of the two channels. 6) Data fusion is performed to merge disparate types of information to enhance position accuracy. The Bayesian inference model [14] , [15] is adopted to incorporate both the means (x G andx C ) of the filtered estimations (x G andx C ) from the TOA and the TDOA/AOA measurements based on their signal variations, as shown in (1) . Note that the parameters
represent the corresponding standard deviations ofx C andx G , respectively. The fused position estimatex f of the MS can therefore be obtained as follows:
The right schematic in Fig. 2 shows the proposed UH scheme that is adopted on the MS-assisted system. Compared with the FH scheme, one of the major differences in the UH architecture is that the TOA measurements t (obtained through the GPS front end within the MS) are transmitted to the BS instead of the estimated MSs position x G . After acquiring the three different types of signal inputs (i.e., the TOA, the TDOA, and the AOA measurements), the location server at the home BS will start to perform signal selection through the proposed HSS with SSI (HSS-SSI) scheme. The selection scheme will guarantee the availability of sufficient signal inputs for the HLS estimator and will also eliminate severely interfered signals. The HLS estimator will therefore be conducted to combine the various types of measurement inputs for the estimation of the MSs 3-D position x H . Moreover, the Kalman filtering technique is employed to provide consistent location tracking and smoothing (x H ) under a wide range of environments. 2) Mobile-Based System: This type of architecture is suitable for the MS that possesses adequate computation capability. The left schematic in Fig. 3 shows the proposed FH scheme for the MS-based positioning system. Compared with the left diagram in Fig. 2 , the AOA measurement θ is obtained from the home BS and is transmitted to the MS through the downlink pilot channel. All the remaining functionalities (i.e., signal selection, location estimation, Kalman filtering, and data fusion) are performed at the MS to obtain the final location estimatex f . On the other hand, the proposed UH scheme for the MS-based positioning system is illustrated in the right diagram in Fig. 3 . Similarly, the only function that was conducted by the BS server is to measure the AOA signal θ and is consequently transmitted back to the MS through the downlink pilot channel. All the other tasks that are accomplished by the MS can be referred to the UH method for the MS-assisted system (as shown in the right diagram in Fig. 2 ), except those that are performed within the MS in this case.
B. Mathematical Modeling of Signal Inputs
In this section, the mathematical models for the TOA, TDOA, and AOA measurements are presented. The 3-D coordinates of the MS are exploited in the proposed hybrid location-estimation schemes. The 3-D pseudorange measurement between the MS and the satellites can be obtained by calculating the TOA measurement t from the GPS system by
where c is the speed of light, and r represents the relative distance between the MS and the th satellite, which is contaminated with the TOA measurement noise n and the satelliteinduced error ρ . Note that ρ denotes the combined noises other than the measurement noise, e.g., the delays from the ionosphere, the troposphere, and the multipath effect. Moreover, parameter b, which is considered identical to all signal sources, indicates the clock bias that is caused by the clock offset between the MS and the satellite. The noiseless relative distance ζ between the MS and the th satellite can be obtained as
where (x, y, z) represents the MSs position, and (x , y , z ) is the location of the th satellite. On the other hand, the cellularbased 3-D relative distance r i,j can be obtained by computing the TDOA measurement t i,j , which is the time difference between the MS with respect to the ith and the jth BSs, as
where n i and n j represent the measurement noises from the MS to the ith and the jth BSs, respectively. The NLOS errors n nl,i and n nl,j are considered to be nonnegative values between the MS and the ith and the jth BSs. Moreover, the horizontal and the vertical AOA measurements that are available from the home BS can be obtained as
where θ and φ represent the horizontal (azimuth) and the vertical (elevation) angles between the MS and its home BS (i.e., BS 1 ). Note that (x 1 , y 1 , z 1 ) corresponds to the coordinate of BS 1 . Parameters n θ and n φ are the combined noises that are associated with angles θ and φ.
III. SIGNAL SELECTION SCHEMES FOR THE PROPOSED HYBRID ARCHITECTURES
Conventional studies [19] indicate that all of the signal inputs should be utilized for location estimation to achieve better performance under the situation in which the measurements are line-of-sight (LOS) signals. In particular, the Cramér-Rao lower bound (i.e., the error lower bound) under an LOS environment monotonically decreases as the number of the BSs is augmented. However, in realistic environments, it is expected to encounter situations with different error distributions [20] - [22] , e.g., with an environment that contains both the NLOS and LOS measurements. In other words, provided that the NLOS measurement exists, the strategy of adopting all of the signal measurements will not be considered an optimal method. As a result, it is required to exploit a signal-selection scheme among the various signal sources.
Signal-selection schemes are considered the postprocessing approach after the front-end hardware transceiver has prefiltered the input signals, e.g., by eliminating the interferences from the fading effects. Different types of signal selection algorithms have been proposed. It has been studied [23] , [24] as an NP-hard problem to obtain the optimal set of signal sources (out of exhaustive search on the sample space) to achieve the minimum estimation error for the MSs position. Therefore, approximate solutions for achieving the optimal set of signal sources are proposed in the next sections. The selection strategy for both the FSI and SSI schemes are proposed based on different criteria under the satellite-based (see Section III-A) and the cell-based (see Section III-B) networks, respectively. In Section III-C, the SSI scheme is exploited to sort out the available sources based on their signal qualities under heterogeneous environments. Note that choosing between FSI and SSI depends on the tradeoffs between the hardware cost and the implementation flexibility. Without severe degradation on the estimation accuracy, the proposed FSI scheme can be implemented in a standardized hardware platform to reduce hardware cost and increase computation speed. On the other hand, by considering software implementation, the proposed SSI scheme can achieve better estimation accuracy without being constrained by a fixed number of signal sources.
A. SSS Scheme
The SSS-FSI and SSS-SSI schemes within the FH architecture (as shown in the left diagrams in Figs. 2 and 3) are presented in this section. The procedure of the SSS approach is to first utilize the receiver autonomous integrity monitoring (RAIM) [25] technique for the elimination of possible faulty satellites. The remaining satellites will further be distinguished with either good or bad signal quality according to both their elevation angles and signal-to-noise ratio (SNR) values. Moreover, in the SSS-FSI scheme, the total number of signals is further constrained to be a fixed number for ease of implementation. In general, four measurement inputs will be sufficient for the estimation of four state variables. However, due to the nonlinear behavior (i.e., terms with square root) associated with the equations, additional TOA measurement will be required for the closed-form location estimator [26] , [27] , e.g., the two-step LS estimator. To achieve higher estimation accuracy, there is also literature [11] that seeks for solutions with more available signal sources. Therefore, the minimum number of the satellites that was required for the SSS-FSI scheme is chosen to be five.
Several factors [26] can degrade the satellite signals and consequently affect the accuracy for MSs location-estimation algorithm, e.g., the number of visible satellites and the satellite geometry. To effectively consider these inferior effects to the accuracy for location estimation, three parameters are considered in the proposed SSS scheme: 1) the elevation angle of satellite; 2) the SNR value [28] ; and 3) the Geometric Dilution of Position (GDOP) metric. In general, severe multipath effect will be incurred with comparably smaller satellite elevation angle, whereas the SNR value can be utilized as an index to remove weak signal sources. Meanwhile, note that GDOP [29] is a well-adopted metric to justify the accuracy of location estimation based on the geometric layouts between the MS and its associated satellites. Furthermore, the RAIM technique is also adopted to examine the integrity of GPS pseudorange measurements. Within the scheme of RAIM fault detection and exclusion (RAIM-FDE) [30] , the GPS receiver can both detect and isolate the erroneous channels from those that can be utilized for location estimation.
The proposed SSS-FSI scheme is first illustrated in Algorithm 1, whereas the difference between the SSS-SSI and SSS-FSI schemes will be described afterward. In Algorithm 1, the entire set of available satellites is defined as
where S g and S b are represented as the sets of satellites with good and bad signal qualities. S s ∈ S t is the satellite set that is selected by the SSS-FSI scheme. N (Φ) denotes the number of elements within the Φ set. Initially, the proposed scheme utilizes the RAIM-FDE scheme to detect and isolate the satellites S i that are detected to cause the fault. Note that the RAIM-FDE technique will only eliminate those satellites that fail to pass the detection. The proposed SSS-FSI scheme continues to construct the remaining S g set by verifying if the elevation angle (φ i ) and the SNR value (λ i ) of the satellite S i are larger than their prespecified thresholds φ th and λ th . Furthermore, the minimal required number of satellites for the proposed SSS-FSI scheme can be acquired with the exploitation of the Optimum5 scheme, as in Algorithm 1. Basically, this technique is adopted from [31] to obtain the optimal set of satellites S s (which is chosen as five) based on the minimal GDOP criterion. However, the computation of the minimum GDOP value involves a series of matrix operations, which is considered inapplicable for implementation. To compute the GDOP value in a real-time manner, a matrix inversion lemma is utilized to approximate the complex matrix calculation into a recursive computation with single-order operations, i.e., to reduce the computation cost from O(n 3 ) to O(n). Moreover, by adopting the revolvingdoor method, the previous calculation can further be reused instead of conducting an entire matrix calculation. With recursive computation, it is also feasible to employ this scheme under situations in which visible satellites change from time to time.
On the other hand, compared with the SSS-FSI approach, the proposed SSS-SSI scheme removes the constraint that the total the number of satellites in the selected set S s should be five. In other words, the Optimum5 function, as implemented in Line 7 of Algorithm 1, is removed, which consequently results in S s = S g . Furthermore, note that the SSS-FSI and SSS-SSI schemes become the same algorithm, provided that N (S g ) is smaller or equal to the number of five. In Section V, the performance comparisons between these two signal-selection schemes will further be evaluated from both the computation cost and estimation accuracy.
B. CSS Scheme
This section describes the CSS-FSI and CSS-SSI schemes within the FH architecture (as shown in the left diagrams in Figs. 2 and 3). As indicated in (4), the range measurement r i,j is contaminated with the measurement errors (n i and n j ) and the NLOS errors (n nl,i and n nl,j ). The NLOS error, which represents the additional propagation time (i.e., with a positive value), has been observed as a dominate issue for the timebased location estimation [20] - [22] , [32] - [34] and is hard to remove from the front-end signal processing. It has been investigated that the NLOS error can exceed 589 m within the IS-95 code-division multiple access networks [33] . The large bias in the range measurement will severely decrease the accuracy of the network-based location-estimation algorithms. Consequently, the proposed CSS scheme will primarily focus on selecting the measurement inputs that are less corrupted by the NLOS errors.
The concept of the CSS-FSI approach will first be explained in Algorithm 2, whereas the difference between the CSS-SSI and CSS-FSI schemes will be described afterward. In Algorithm 2, the set of available BSs is defined as can be acquired by adopting a conventional location-estimation method, e.g., the two-step LS method [35] in our case. Note that four measurement inputs, which result in three TDOA signals [as in (4)], will compose the minimal required number of BSs for the estimation of the MSs 3-D position.
To identify the NLOS errors from the TDOA range measurements, a residual-test that was modified based on [20] is exploited after the initial location estimation. Note that the main concept of the residual test is to distinguish potential NLOS measurement based on the existence of LOS signal sources for location estimation. The outcome of the residual-test γ i for the BS B i can be represented as
where 
should always fall within an area that is confined by its corresponding BSs. Consequently, the residual value γ i will result in a larger value, i.e., in general, it lies between 0.5 and 1. On the other hand, the γ i value will reside between 0 and 0.5 under situations with LOS environments. The γ i value for each B i will be compared with a predetermined threshold γ th , which is assigned around 0.5, to identify the existence of the NLOS error from the LOS measurement inputs. After acquiring both the B l and B n sets, the CSS-FSI scheme will obtain the set with the minimal required number of BSs (i.e., B s ) that is associated with comparably smaller NLOS errors. Note that the residual test can become ineffective under the condition that all the signals in the B t set are with NLOS errors. In such a case, the NLOS BSs within the B n set will be selected for location estimation, as illustrated in Algorithm 2. In the performance evaluation section (i.e., Section V), both the identification rate for NLOS signals and the estimation accuracy that incorporates the potential failure of residual test are considered in the simulations.
Similarly, compared with the CSS-FSI approach, the proposed CSS-SSI scheme removes the constraint of a fixed number of measurement inputs. All the LOS signal inputs will be utilized in the CSS-SSI scheme for location estimation of the MS. Performance comparison between these two selection schemes will be addressed in Section V.
C. HSS-SSI Scheme
As shown in the right diagrams in Figs. 2 and 3 , the HSS scheme for the UH is presented in this section. Unlike the previous two selection schemes for the FSI case with a fixed number of signal inputs (i.e., N (S s ) = 5, and N (B s ) = 4), the number of selected signal sources (i.e., N (H s )) is flexibly within the HSS-SSI scheme, i.e., 6 ≤ N (H s ) ≤ N (S t ) + N (B t ). Note that the smallest number for the scheme (i.e., N (H s ) = 6) is considered the minimal number of input requirements by using the HLS estimator, which will be addressed in Section IV-B. The objective of the proposed HSS-SSI scheme is primarily based on choosing the sources with better signal qualities. As illustrated in Algorithm 3, the selection strategy is based on prioritizing the following three categories: 1) the satellites with good signal quality S g and the BSs with LOS measurement B l ; 2) the satellite with bad signal quality S b ; and 3) the BSs with NLOS measurement B n . Categories 2 and 3 will not be chosen, as long as there are a sufficient number of signal inputs available in Category 1. Moreover, the number of signal inputs that was obtained from the HSS-SSI scheme will not be confined as that in the FSI scheme.
IV. HYBRID LEAST SQUARES LOCATION-ESTIMATION ALGORITHM
In this section, the HLS location-estimation scheme is proposed for the UH system, whereas the two-step LS method that was extended from the conventional algorithm will be utilized in the FH system.
A. Two-Step LS Location Algorithm
To provide computational efficiency, closed-form location schemes are suggested for real-time applications, e.g., the LS-based estimators. In particular, the two-step LS estimator [13] is an approximate realization of the maximum-likelihood estimator and does not require iterative processes. The concept of the two-step LS scheme is to acquire an intermediate location estimate in the first step, with the definition of a new variable, i.e., β = x 2 + y 2 + z 2 , which is a nonlinear term and is mathematically related to the MSs position. At this stage, this variable is assumed to be uncorrelated to the MSs position (i.e., x, y, and z). This variable assignment effectively transforms the nonlinear equations for location estimation into a set of linear equations, which can directly be solved by the weighted LS method. The second step of the two-step LS scheme primarily associates the known relationship to form the weighted LS formulation between the BSs coordinate, the intermediate variable (i.e., β), and the MSs position, which was originally assumed to be uncorrelated in the first step. The information redundancy from the first-step LS is adopted to update the MS coordinate. An improved location estimation (i.e., x, y, and z) can therefore be obtained after the adjustment from the second step.
The two-step LS estimator was adopted to solve the location estimation problem from the TOA [8] , TDOA [13] , and TDOA/AOA measurements [35] . In addition to estimating the 2-D position of the MS as in the previous research, the two-step LS method is applied in the proposed FH system to calculate the 3-D location of the MS. In particular, the clock bias is also included within the FH system. The following two sections describe the 3-D TOA location estimation for the satellite-based system and the 3-D TDOA/AOA location-estimation algorithm for the cellular network.
1) Three-Dimensional TOA Location Estimation:
To estimate the MSs 3-D position (i.e., x, y, and z) and the clock bias (i.e., b) within the two-step LS formulation from the TOA measurements, it is assumed that signals that come from at least five satellites are available. The 3-D TOA measurements, as described in (2), can be rewritten in matrix form as Mx = J, where
The concept of the two-step LS method is to acquire an intermediate location estimate in the first step by assuming that (x, y, z, b) and β are not correlated. The second step of the method releases this assumption by adjusting the intermediate result to obtain an improved location estimate, i.e.,
T . The details of the twostep LS method can be found in [8] .
2) Three-Dimensional TDOA/AOA Location Estimation: To solve for the two-step LS problem for the cellular-based system, the home BS should provide both the TOA and AOA measurements, whereas three additional TOA measurements are assumed to be obtainable from other BSs. The 3-D TDOA and AOA measurements, as in (4)-(6), can also be rewritten in the form of Mx = J, where the matrices M and J become
with x = [ x y z r 1 ] T . In both matrices, the AOA components are computed based on the geometric approximation, as described in [35] . The two-step LS method can therefore be applied to obtain the location estimates from the TDOA/AOA measurements. Equation (10), shown at the bottom of the page, holds.
B. HLS Location-Estimation Algorithm
In the UH system, the MS can utilize different types of signal sources to acquire the location information. The HLS location estimator is proposed in this section to facilitate the MSs location estimation with heterogeneous signal inputs. In particular, note that the combination of the TOA and TDOA/AOA channels within the two-step LS formulation is nontrivial. Within the formulation of the conventional two-step LS location algorithm, the variables that were introduced in the TOA-based scheme include x, y, z, b, and β (as discussed in Section IV-A1), whereas the variables for the TDOA/AOA-based approach comprise x, y, z, and r 1 (as discussed in Section IV-A2). To eliminate the nonlinear terms in both schemes, the intermediate variables β and r 1 are utilized, along with the desired estimated parameters x, y, z, and b. Consequently, the total number of required measurement inputs for the proposed HLS estimator will become six, i.e., for the estimation of the variables β, r 1 , x, y, z, and b. Due to the resulting two intermediate variables, an additional step will be required within the HLS location estimator.
Within the TOA-based two-step LS formation, the circular equation r = ζ + b for the TOA measurement r is represented as
which can further be expanded as
The first step of the two-step LS scheme is to solve the weighted LS problem through the "linear" equation with variables (x, y, z, b, and β). On the other hand, the TDOA/AOA-based two-step LS problem considers the hyperbolic equation for the TDOA measurement r i,1 , considering the ith BS with respect to the home BS, as
where the four variables (x, y, z, r 1 ) are considered to be solved within the two-step LS formulation. Note that the variables r 1 and β are functions of the x, y, and z variables. By combining (12) and (13), the elements within the matrix formulation (i.e., M 1 x
(1) H = J 1 ) for the first step of the proposed HLS estimator can be obtained as in (10) 1 and (14) as follows:
1 For ease of notation, variables with a tilde are denoted for the satellite-based variables, e.g.,r 1 , whereas variables without a tilde (e.g., r 1 ) are utilized as network-based variables.
The error of the first step estimation is obtained as
; thus, the weighting matrix Ψ 1 can be acquired by neglecting the square term c 2 n 2 1 as
where
.
The weighted LS formulation can therefore be performed to acquire the approximate values of the variables within x
H . By assigning = 1 in (12), it can be obtained that r 1 = (
To provide hybrid location estimation for both the TOA and TDOA/AOA measurements, the relationship between (12) and (13) should be established (i.e., between β and r 1 ). With coordinate transformation, it is feasible to assume that the home BS is located at the origin, i.e., (x 1 , y 1 , z 1 ) = (0, 0, 0). The variable r 
T , which can also be solved by the weighted LS formulation with the weighting matrix Ψ 2 of the second step as
where B 2 = diag{x (1) , y (1) , z (1) , b
1 }. With the relationship of β = r H to form the reduced dimension vector of x (2) H . Furthermore, the third step of the HLS estimator is, again, to incorporate the relationship with (r
T . The associated weighting matrix Ψ 3 of the third step becomes
where B 3 is an identical matrix, which indicates that the third step of the HLS estimator is exploited as the tuning process based on the second step's covariance matrix cov(x
H ). The final estimated MSs position, using the proposed HLS estimator, can be obtained as
1/2 , where T = diag (1, 1, 1, 0) . The effectiveness of the HLS estimator will be evaluated in the simulations.
V. PERFORMANCE EVALUATION
The performance of the proposed hybrid architectures is evaluated through simulations and is described in the following sections. Section V-A addresses the assessments on the proposed schemes according to time complexity. The noise models that were utilized in the simulations are shown in Section V-B. Section V-C describes the validation of the hybrid architectures and the associated HLS estimator under the circumstance with pure measurement noises. Section V-D illustrates the performance evaluation of the proposed schemes under the NLOS environments. The following two cases are considered: 1) different circumstances with a fixed set of available signal inputs and 2) realistic environments with either a stationary or a moving MS.
A. Assessments on the Proposed Architectures and Schemes
To illustrate the feasibility of the proposed architectures, the assessments for the corresponding approaches are discussed in this section in view of time complexity. Note that both the FH and UH architectures can be implemented as either the mobile-assisted or the mobile-based system. In the mobilebased system, except for the AOA, information needs to be delivered from the BS to the MS, and all the required information for location estimation and tracking is calculated and processed within the MS. On the other hand, considerable message transmissions between the MS and the BS should be conducted by adopting the mobile-assisted system to allow the BS to obtain the MSs position. Therefore, provided that the MS is possessed with sufficient processing capability, the mobilebased system is considered to be a favorable architecture for location estimation of the MS. However, due to the huge processing load within the MS by adopting the mobile-based system, efficient power management should be considered to reduce power consumption within the MS. Moreover, the assessment between the FH and UH architectures is discussed. Basically, two pairs of location estimators and Kalman filters are adopted for the FH scheme, whereas an integrated technique is exploited in the UH architecture. To illustrate the comparison between the FH and UH structures, one example is given under the situation with N (S g ) = 5 and N (B l ) = 4, which corresponds to N (H s ) = 9. First, the time complexity of the two-step LS method and the proposed HLS scheme can be obtained by considering both matrix multiplication and matrix inversion within the LS estimator. Note that the multiplication between an i × j matrix and an j × k matrix runs in O(i · j · k), whereas the computation cost of matrix inversion for an i × i matrix can be approximated as O(i 3 ) [36] . Provided that the number of measurement inputs is p and the number of variables that will be solved is q, the computation cost for each LS iteration step becomes O(6p
by evaluating the complexity in (15) and (16) . Therefore, the total number of computations for the FH and UH architectures can be obtained as listed in Tables I and II , respectively. On the other hand, provided that the number of measurement inputs is u and the number of state vectors is w, the computation cost for the Kalman filter can be acquired as
for each iteration [37] . Considering the case that u = 3 and w = 9, the computation costs for the FH and UH architectures can be obtained as 2808 and 1404, respectively, because two separate Kalman filters are required for the FH scheme. Therefore, the total computation costs from both the location estimator and the Kalman filter for the FH and UH architectures become 6745 and 11 185, respectively. With a smaller size of measurement input by adopting separate estimation paths, the FH architecture will possess less computation load compared with the UH structure.
Furthermore, the complexity of both FSI and SSI methods is compared within the FH architecture. One example is considered with the GPS-SSI and GPS-FSI schemes under the situation in which N (S g ) = 7. Compared with the GPS-SSI scheme, the GPS-FSI method additionally performs the Optimum5 algorithm to restrict the number of measurement inputs to 5. The Optimum5 function is required to search C N (S g ) 5 times for signal selection, i.e., C 7 5 = 21 times of computation. On the other hand, considering the computation cost for implementing the two-step LS method, the GPS-FSI scheme will conserve 3128 − 1400 = 1728 times of calculation compared with the GPS-SSI approach. As a result, the FSI scheme can conserve the computation cost by reducing the number of measurement inputs, whereas the SSI approach will, in general, provide better estimation performance with its additional usage of signal sources. Performance comparisons between these proposed architectures and approaches will be conducted and validated in the following sections.
B. Noise Models
Different noise models [8] , [35] , [38] , [39] are considered in the simulations to represent various environments, including both urban and rural. The probability distribution of the noise model p ρ (τ g ) for the set of satellites is selected as
where the variance is defined as
The parameters a = 10 m 2 and b = 150 m 2 are determined by user equipment. The SNR value τ g , which is adopted from [38] as an input to a variance model for the GPS pseudorange measurement, is a uniform distributed random variable. To model good signal quality (i.e., S g ), τ g is selected in the intervals of (20, 30) dB and (30, 45) dB for the urban and rural environments, respectively. On the other hand, τ g ∼ U (10, 20) dB is chosen to represent the situations with bad signal quality, i.e., S b . The value of the clock bias b is selected as 1.7 × 10 −6 s (i.e., 500 m) for good signal quality, whereas twice the value is assigned for the satellite with bad signal quality. In the cellular-based network, an exponential distribution is assumed for the NLOS model with the distribution of p n nl,i (υ) as
ε ω is the root mean square (RMS) delay spread between the ith BS to the MS, and τ m is the median value of τ i , whose value is selected as 0.4 μs and 0.1 μs for the urban and rural environments, respectively. ε is the path loss exponent, which is assumed to be 0.5. The shadow-fading factor ω is a log-normal random variable with zero mean and standard deviation σ ω , which was chosen as 4 dB in the simulations. Moreover, the measurement noises for TOA [i.e., n in (2)] and TDOA [i.e., n i and n j in (4)] are considered Gaussian distributed as N ∼ (0, σ 2 n ξ ), with σ n ξ = 10 m for ξ = , i, and j. Similarly, the noise models for the AOA measurements [i.e., n θ and n φ in (5) and (6) ] are both assumed to be Gaussian distributed, with N ∼ (0, τ 2 a ), where τ a is chosen as 10
• and 5
• , respectively, for the urban and rural environments. 
C. Validation of the Proposed Algorithms With Pure Measurement Noises
The HLS estimator, as proposed in Section IV-B, is validated under the environment with pure measurement noises, i.e., only n ξ (for ξ = , i, and j), n θ , and n φ are considered. Fig. 4 shows the simulation parameters for performance validation. 2 . On the other hand, the association between r 1 and the MSs position is constructed within the third step of the HLS scheme, i.e., r 1 = x 2 + y 2 + z 2 . Consequently, the results that were obtained based on Fig. 5 validate the effectiveness of the proposed HLS estimator for location estimation of the MS. Fig. 6 shows the performance comparison between the proposed FH (x f ) and UH (x H ) schemes, which were associated with the Cell-FH (x C ) and the GPS-FH (x G ) methods. Note that the Cell-FH and GPS-FH schemes are denoted as the separate channels within the FH architecture without the implementation of the data fusion. For example, the Cell-FH scheme includes the building blocks of the CSS, the two-step LS method, and the Kalman filter, as shown in the left diagram in Fig. 2 . Both schemes are utilized in this figure and the remaining sections to illustrate the performance for location estimation, whereas only a single type of channels (either the cellular-or the satellite-based network) is exploited. In addition, note that both the FSI and SSI schemes are considered the same, because a minimum number of required signal inputs are adopted in this case. Moreover, online adaption for the datafusion mechanism as in (1) is performed in the simulations. The signal means and variances, i.e., (x G , σ G ) and (x C , σ C ), are obtained based on the acquisition of the previous ten estimated data points ofx G andx C , respectively. It can be observed that the proposed UH and FH architectures outperform the other two schemes under various noise environments. The effectiveness of the data fusion within the FH scheme is validated. With the incorporation of the HLS estimator, the UH scheme can provide better performance compared with the FH method, particularly with a larger standard deviation of the measurement noises.
D. Simulation Results Under NLOS Environments
1) Identification of BSs With NLOS Errors:
As explained in Section III-B, a residual test is performed for the identification of the BSs with NLOS errors. Tables III and IV show the identification rates (i.e., the rates to correctly detect the BS(s) with NLOS error) for both the FH and UH schemes under an urban environment. The test threshold γ th = 0.9 is chosen to achieve a low false-alarm rate that is associated with 10 000 trials of the residual test. For instance, the identification rate to correctly obtain two NLOS BSs under the situation of two NLOS BSs (with N (B t )[N (S t )] = 5 [5] ) is 0.678 for the FH scheme and 0.800 for the UH method. It can be observed in Tables III and IV that the UH scheme can provide a higher identification rate compared with that from the FH method. The reason can be attributed to the better initial location estimate of the MS (x o C ) that was acquired from the UH structure.
2) Environments With a Fixed Set of Available Signal
Inputs: In this scenario, a fixed set of available signal inputs are considered, i.e., five satellites (N (S t ) = 5) and four BSs (N (B t ) = 4) are accessible. The signal inputs that are adopted within the FH scheme is considered fixed, whereas the signalselection scheme within the UH scheme (i.e., the HSS-SSI in Algorithm 3) chooses signals with better quality, which may result in a smaller number of signal sources (i.e., in case that N (S g ) < 5 or N (B l ) < 4). The simulation parameters are shown in Fig. 4 . signal qualities of the satellites and the NLOS errors in the cellular signals are considered, as shown in Fig. 7 . In both environments, it can be observed that the proposed UH scheme can provide better performance compared with the other three methods under different percentages of position errors. It can be observed that the Cell-FH scheme is shown perform worse compared with the GPS-FH method under the urban and rural environments, as shown in Fig. 7. Fig. 8 shows the performance comparison of these four schemes within the two environments under 67% of position error. Smaller position errors are obtained using the proposed UH scheme.
3) Realistic Environments With a Stationary MS:
This scenario demonstrates how the proposed algorithms work in realistic situations, whereas an MS is stationary at a specific location (i.e., in an urban area) for a certain time interval. Fig. 9 shows the total available satellites (N (S t )) and BSs (N (B t ) ) that are considered every hour between 11:00 and 18:00 on Performance comparison under 67% of position error at different time instants. At 13:00, the FH-FSI and FH-SSI schemes achieve the same performance. At 16:00, the Cell-FH-FSI, FH-FSI, FH-SSI, and UH schemes achieve the same performance. At 17:00, the Cell-FH-FSI and FH-FSI schemes achieve the same performance. At 18:00, the GPS-FH-FSI and FH-FSI schemes achieve the same performance. September 30, 2007 at (N 24.47, E 120.59, 91 m) in Hsinchu, Taiwan. The coordinates of the satellites are collected from the Satscape software [40] , which calculates satellite positions using NORAD SGP4 orbital models. The sets of satellites with good signal quality and the BSs with LOS measurements (i.e., [N (S g ), N(B l )]) are denoted on the plot. Note that incorrect identification for both types of signal sources are also considered in the simulations.
By adopting the scenario as in Fig. 9 , the performance comparison between the four different schemes can be obtained as shown in Fig. 10 (under 67% of position error) . In general, the proposed UH algorithm outperforms the other four schemes in most cases. At time instant 14:00, the large estimation error (i.e., 125 m as in Fig. 10 ) that was acquired from the Cell-FH-FSI scheme can be attributed to the weak NLOS identification, as shown in Fig. 9 , where N (B t ) = 4, and N (B l ) = 1. The fusion algorithm within the FH-SSI scheme can overcome excessive NLOS errors, which results in better location estimation compared with the other methods. At 15:00, where [N (S t ), N(B t )] = [3, 3] , all the four schemes (i.e., the GPS-FH-FSI, Cell-FH-FSI, FH-FSI, and FH-SSI methods) fail to perform location estimation for the MS due to the deficiency of signal sources. However, the UH scheme can still effectively provide consistent location estimation with a position error that is equal to 108 m, as shown in Fig. 10 . At time instant 16:00, where the number of available satellites is zero, both the FH and UH schemes are transformed into the Cell-FH-FSI method, which utilizes the two-step LS method for location estimation. It can be observed that the same estimation error (i.e., around 130 m) is obtained, as shown in Fig. 10 . On the other hand, the GPS-FH-FSI scheme apparently cannot conduct location estimation for the MS. At time instant 17:00, where the number of available satellites is four, the GPS-FH-FSI scheme cannot provide location estimation. The FH-FSI scheme is transformed into the Cell-FH-FSI method, whereas the FH-SSI still adopts signal sources from both sides to achieve a lower estimation error that is equal to 111 m. At 18:00, with [N (S g ), N(B l )] = [8, 2] , the FH algorithm will perform similar to the GPS-FH-FSI method due to the insufficient signals within the cell-based network. However, the UH algorithm can still provide feasible location estimation (around 15 m less in position error) compared with the FH-FSI scheme, even with insufficient signal inputs.
4) Realistic Environments With a Moving MS:
In this scenario, the proposed schemes are compared under the environment with a moving MS, where an urban area with 50% of NLOS BSs condition is considered. Note that the trajectories of satellites that were adopted from the Satscape software [40] are approximated with the NORAD SGP4 model. The trajectories start from 13:30 on September 30, 2007 for a duration of 100 s. The simulation parameters and scenarios are shown in Fig. 11 for the starting coordinates and the trajectories of moving satellites during this period. Moreover, the trajectory of the MS is illustrated in Fig. 14(a) . The total available satellites N (S t ) and BSs N (B t ) are illustrated in Fig. 12 , with the sets of [N (S g ), N(B l )] indicated on the plot. Fig. 13 shows the position errors between the four schemes under the topology, as shown in Fig. 12 (with a time duration of 100 s). It can be observed that the proposed UH algorithm can provide better performance for location estimation and tracking compared with the other four methods. Note that the Kalman filter within all the four algorithms becomes effective for MSs location tracking in this case. In Region 1, excessive position errors are observed in all the five schemes due to the transient state of their Kalman filters. However, the error-convergent rates are tolerable due to the sufficient signal sources that are available for location estimation. On the other hand, signal deficiency happens within the cellular channel in Regions 4, 6, and 7. The GPS-FH-FSI, FH-FSI, FH-SSI, and UH algorithms can still conduct persistent location estimation using the sources from the satellite signals. The Cell-FH-FSI method can only perform linear prediction within its Kalman filtering technique, which results in comparably worse performance for location tracking. Fig. 14(a)-(c) show the trajectory tracking for the MSs position, velocity, and acceleration between the two selective sets of signal-selection schemes, i.e., the FH-SSI and UH approaches. The MS is considered to be tracked in a 2-D xy plane setting. It is shown that the UH scheme outperforms the FH-SSI method for location tracking of the MS. The performance problem within the FH-SSI scheme primarily comes from the variations on the number of available signal inputs, whereas the UH algorithm can provide satisfactory performance for location estimation by adjusting itself under a diverse range of available signal sources.
VI. CONCLUSION
In this paper, two different hybrid architectures for location estimation and tracking of MSs have been proposed. By combining the satellite-and the network-based systems, the proposed FH-FSI architecture can provide adequate precision for location estimation within existing infrastructure. Moreover, the FH-SSI further improves the estimation accuracy, particularly under NLOS environments. On the other hand, the UH architecture can achieve higher reliability for location estimation and tracking with its flexible architecture in most of the cases, even with deficient signal sources from heterogeneous networks. It has been shown in the simulation results that the proposed hybrid schemes can provide consistent location estimation accuracy under different environments.
APPENDIX
The formulation of the Kalman filter in Section II-A1 is explained as follows. The measurement and state equations for the Kalman filter can be represented as
whereŝ k represents the output, and z k denotes the measurement input of the Kalman filter. The variables m k and p k denote the measurement and the process noises that are associated with the covariance matrices R and Q within the Kalman filtering formulation. For the FH architecture (as shown in the left diagrams in Figs. 2 and 3) , the output of the Kalman filter corresponds to eitherŝ k =x C orŝ k =x G , whereas the measurement input z k = x C or z k = x G is obtained from the outputs of the two-step LS estimator at the kth time step. On the other hand, for the UH architecture (as shown in the right diagrams in Figs. 2 and 3) , the output of the Kalman filter corresponds toŝ k = [x kvkâk ] T , whereas the measurement input z k = x H can be acquired from the proposed HLS where Δt denotes the sample time interval. Based on both the prediction and updating processes within the Kalman filtering formulation, the trajectory of the MS can be predicted and traced with reasonable estimation accuracy.
