Fragmentation of massive dense molecular clouds is the starting point in the formation of rich clusters and massive stars. Theory and numerical simulations indicate that the population of the fragments (number, mass, diameter, separation) resulting from the gravitational collapse of such clumps is probably regulated by the balance between the magnetic field and the other competitors of self-gravity, in particular turbulence and protostellar feedback. We have observed 11 massive, dense and young star-forming clumps with the Atacama Large Millimeter Array (ALMA) in the thermal dust continuum emission at ∼ 1 mm with an angular resolution of 0 . 25 with the aim of determining their population of fragments. The targets have been selected from a sample of massive molecular clumps, with limited or absent star formation activity, and hence limited feedback. We find fragments on sub-arcsecond scales in 8 out of the 11 sources. The ALMA images indicate two different fragmentation modes: a dominant fragment surrounded by companions with much smaller mass and size, and many (≥ 8) fragments with a gradual change in masses and sizes. The morphologies are very different, with three sources that show filamentary-like distributions of the fragments, while the others have irregular geometry. On average, the largest number of fragments is found towards the warmer and more massive clumps. Also, the warmer clumps tend to form fragments with larger mass and size. To understand the role of the different physical parameters to regulate the final population of the fragments, we have simulated the collapse of a massive clump of 100 and 300 M having different magnetic support. The 300 M case has been run also for different initial temperatures and Mach numbers M to evaluate the separate role of each of these parameters. The simulations indicate that: (1) fragmentation is inhibited when the initial turbulence is low (M ∼ 3), independent of the other physical parameters. This would indicate that the number of fragments in our clumps can be explained assuming a high (M ∼ 6) initial turbulence, although an initial density profile different to that assumed can play a relevant role; (2) a filamentary distribution of the fragments is favoured in a highly magnetised clump. We conclude that the clumps that show many fragments distributed in a filamentary-like structure are likely characterised by a strong magnetic field, while the other morphologies are possible also in a weaker magnetic field.
Introduction
Massive and dense molecular clumps (compact structures with M ≥ 100 M , and n(H 2 )≥ 10 4 cm −3 ) in infrared-dark clouds are believed to be the birthplaces of rich clusters and high-mass O-B stars (e.g. Ragan et al. 2011; Peretto et al. 2013; Tan et al. 2013; Rathborne et al. 2015) . The formation of these systems starts with the fragmentation of the parent clump occuring during its gravitational collapse, which is thus a crucial process in determining the final stellar population. In particular, the process has important implications in the theoretical debate of massive star formation (M * ≥ 8 M ), because the two main competing theories assume a totally different degree of initial fragmentation: in the core-accretion models (e.g. McKee & Tan 2003) , massive stars are born from the direct collapse of a near-equilibrium Send offprint requests to: F.
Fontani, e-mail: fontani@arcetri.astro.it clump in which only one (or very few) fragments form; in the competitive accretion models (e.g. Bonnell et al. 2004) , the parent clump fragments into many low-mass seeds of the order of the thermal Jeans mass which competitively accrete from the common unbound gaseous envelope.
Theoretical models and simulations predict that the number, the size, the mass, and the spatial distribution of the fragments depend strongly on which of the main competitors of gravity is dominant. The main physical mechanisms that oppose gravity during collapse are: thermal pressure, intrinsic turbulence, protostellar feedback (such as outflows or expanding H II regions), and magnetic pressure (e.g. Krumholz 2006 , Federrath et al. 2015 . However, at the beginning of the gravitational collapse, the thermal support is expected to be negligible. Mechanical feedback from nascent protostellar objects through outflows and jets, expected to be launched early in the evolution of protostars , can affect the earliest Article number, page 1 of 20 arXiv:1804.02429v1 [astro-ph.GA] 6 Apr 2018 A&A proofs: manuscript no. fragmen-tot-aanda-rev1-final-pdf phases of the fragmentation process (Federrath et al. 2014) , especially from newly born massive objects. Other feedback such as powerful stellar winds or expanding HII regions are expected to appear only in evolved stages and should not influence early fragmentation (Bate 2009 ). Therefore, the fragmentation at the earliest stages is influenced mainly by magnetic support, intrinsic turbulence, and protostellar feedback. However, in objects with no observational evidence of protostellar outflows, the contribution of protostar feedback to fragmentation should not dominate, and the fragment population should be mostly due to the competition between magnetic field and intrinsic turbulence. In this respect, Commerçon et al. (2011) have shown that if the magnetic support dominates the dynamical evolution, only one (or few) fragments surrounded by a non-fragmenting envelope are expected, while many small fragments with mass of the order of ∼ 0.1−1 M separated by projected distances of ∼ 100−1000 au are foreseen if the magnetic support is weak.
An understanding of the formation of massive stars and rich clusters thus requires observational studies of massive dense cores in a very early stage of evolution, with both sensitivity and angular resolution appropriate to detect and resolve the smallest fragments predicted by the simulations. Surveys of massive dense clumps with adequate resolution (of the order of 0.1 − 1 , corresponding to ∼ 100 − 1000 au at 1 kpc) and sensitivity (of the order of 0.1 M ) reveal either a few fragments (e.g. Bontemps et al. 2010 , Longmore et al. 2011 , Palau et al. 2013 , Csengeri et al. 2017 ), or structures with large (ten or more) number of fragments (e.g. Zhang et al. 2015 , Rathborne et al. 2015 , Palau et al. 2017 , Henshaw et al. 2017 , Cyganowski et al. 2017 ). In regions with many fragments, the interpretation of existing studies is very complex: in some cases, the properties of the fragments do not seem consistent with a pure gravo-turbulent scenario (e.g. Zhang et al. 2015) , but in others they can be explained with a pure thermal Jeans fragmentation (Palau et al. 2015 , Palau et al. 2017 ), or they seem to belong to complex sub-structures difficult to explain with simple theoretical models (e.g. Henshaw et al. 2017 , Cyganowski et al. 2017 . These results indicate that non-thermal forms of energy could play a relevant role in regulating the fragmentation at these small scales, but, overall, to date no firm conclusions can be derived.
In this work, we present an ALMA survey of 11 massive dense clumps in the thermal dust continuum emission at ∼ 278 GHz with angular resolution 0 . 25, and mass sensitivity of the order of ∼ 0.1 M , or better. In the first source belonging to this survey studied in detail, 16061-5048c1 (Fontani et al. 2016) , we have detected 12 fragments, most of them located in a filament-like structure coincident with the location of an embedded 24 µm source. Although at first glance the large number of fragments could indicate a fragmentation process induced by a faint magnetic support, simulations run specifically for this object, i.e. assuming as initial conditions (temperature, mass, and Mach number) those of this source obtained from previous observations, suggest that instead its fragment population can be explained better with a strong magnetic support, especially because the filament-like morphology detected cannot be obtained with a faint magnetic support. The goal of the present work is to expand the study of 16061-5048c1 to a larger sample of objects selected similarly, in order to better understand the dominant ingredient regulating the fragmentation process in collapsing massive dense clumps in very early stages of evolution. In Sect. 2 we present the source sample and the criteria used to select it; Sect. 3 describes the observations, and Sect. 4 the observational results; in Sect. 5, we discuss our findings based on the help of numerical simulations. Finally, in Sect. 6 we give a brief summary of our work, and draw the most relevant conclusions.
Source sample
The targets have been selected from an initial sample of MSXdark clumps (Beltrán et al. 2006 ) detected at 1.2 mm with the SIMBA bolometer at the SEST. The selection criteria applied make us confident that all objects are: (1) potential sites of massive star formation, (2) dense, (3) quiescent, (4) cold and chemically young. To satisfy these criteria, we selected clumps having the following observational properties: (1) gas mass and gas surface (and column) density consistent with being potential sites of massive star formation according to observational findings (Kauffmann & Pillai 2010) ; (2) detection in the high-density gas tracer N 2 H + (3-2) with APEX (Fontani et al. 2012) , which is also the most reliable tracer of dense molecular gas (Kauffmann et al. 2017) ; (3) clumps isolated or having the 1.2 mm emission peak well separated (≥ 24 ) from that of other clumps, and without evidence of star formation activity (Beltrán et al. 2006 , Sánchez-Monge et al. 2013 ); (4) average CO depletion factor (ratio between expected and observed CO abundance) derived from APEX observations of C 18 O (3-2), f CO ≥ 7 (Fontani et al. 2012) , which provides evidence of the chemical youth of the clumps. Clump coordinates, distances, and main physical properties of the 11 selected clumps are summarised in Table 1. The 1.2 mm continuum maps of all clumps are shown in Fig. 1 , superimposed on the Spitzer 24 µm images. Some of the clumps are detected at 24 µm, which indicates a potential ongoing star formation activity. However, the observational selection criteria (3) and (4) make us confident that possible embedded protostellar activity has not affected significantly the environment yet. Therefore, outflows, jets or other forms of mechanical protostellar feedback should not dominate in determining the fragment population.
The young evolutionary stage of the sources is also strongly supported by their low Star Formation Efficiency (SFE), given in the last Column of Table 1. The SFE has been calculated according to:
where M stars is the mass already in the form of (proto-)stars calculated from the source bolometric luminosity (Giannetti et al. 2013 ) following the approach in Beltrán et al. (2013) , and M gas is the gas mass listed in Table 1 derived by Giannetti et al. (2013) using the dust thermal continuum emission in Beltrán et al. (2006) . M stars is computed from the bolometric luminosity assuming that the infrared emission is consistent with that of an embedded stellar cluster, although care needs to be taken due to the contribution from accretion luminosity. This caveat is especially relevant taking into account the fact that most stars should be of low mass, for which the accretion luminosity is expected to dominate. SFE is below 20% in all targets but 16061-5048c1, for which SFE is ∼ 31%.
Observations and data reduction
Observations with the ALMA array at a frequency of ∼ 278 GHz were performed during cycle-2 and 3 in configuration C36-6 with baselines up to 1091 m, providing an angular resolution of 0 . 25, and a maximum recoverable scale of 3 . 5. For each clump, the phase centre was set to the coordinates given in Table 1 . The total integration time on each source was ∼ 18 − 20 minutes. The Table 1 , having an angular resolution of ∼24 . In each panel, the image on the background is the Spitzer-MIPS 24 µm map, available for all clumps but 13039-6108c6, and the circle indicates the ALMA field of view at the frequency of the N 2 H + (3-2) line (∼22 ) centred at the coordinates given in Table 1 . The first contour and step correspond to the 3σ rms level in the map, with the exception of 16061-5048c1, in which the step is of 6σ rms (see Beltrán et al. 2006 for details). In each panel, the horizontal black bar in the top right corner shows a linear scale of 0.25 pc. Table 1 . Sample of massive dense clumps and general properties: coordinates, distance, deconvolved angular diameter, gas mass, gas temperature, H 2 column density, mass surface density, CO depletion factor, and non-thermal velocity dispersion (parameters taken or derived from Beltrán et al. 2006 , Giannetti et al. 2013 , and Fontani et al. 2012 ). In the last two columns, we give the recovered flux in the ALMA images, and the Star Formation Efficiency (SFE), computed as explained in Sect. 2. Giannetti et al. (2013) ; (c) from Fontani et al. (2012) ; (d) derived from the C 18 O (3-2) line width at half maximum (Fontani et al. 2012 ) by subtracting the thermal contribution calculated according to the gas temperature in Col. 7; (e) ratio between the total flux integrated inside the ALMA primary beam, and the peak flux of the SIMBA map towards the phase centre. Please note that the SIMBA main beam and ALMA primary beam are the same (∼ 24 ), and that the flux ratios have been compared by correcting the SIMBA flux at 250 GHz assuming a spectral index β = 2; ( f ) detected in the Spitzer 24 µm image (Fig. 1) ; (g) not possible to derive SFE because the bolometric luminosity is not available (Giannetti et al. 2013 ); (h) point-like source in the SIMBA 1.2 mm map (Beltrán et al. 2006 ). amount of precipitable water vapour during observations was generally around ∼ 1.5 − 2 mm. Bandpass and phases were calibrated by observing J1427-4206 and J1617-5848, respectively. The absolute flux scale was set through observations of Titan and Ceres. Continuum was extracted by averaging in frequency the line-free channels. The total bandwidth used is ∼ 1.7 GHz. Calibration and imaging were performed with the CASA 1 software (McMullin et al. 2007 ). Primary beam correction was always applied, and the final images were analysed following standard procedures with the software MAPPING of the GILDAS 2 package. The angular resolution of the final images is ∼ 0 . 25 . We are sensitive to unresolved fragments of 0.05 − 0.1 M . We estimated the missing flux by comparing the total integrated flux in the primary beam of the ALMA images with the single-dish continuum measured by Beltrán et al. (2006) . The ratios are given in Table 1 .
Results
The ALMA maps of the dust thermal continuum emission, corrected for the primary beam, are shown in Fig. 2 . The plot aims to compare the morphology of the fragment population in the targets to understand possible global similarities and differences. The same images, with the fragment identification and a better presentation of the emission morphology in each source, is given in Appendix A.
The dust thermal continuum emission has been decomposed into fragments according to the following criteria: (1) peak intensity greater than 5 times the noise level; (2) two partially overlap-ping fragments are considered as resolved if they are separate at their half peak intensity level. The minimum threshold of 5 times the noise was adopted according to the fact that some peaks at the edge of the primary beam are comparable to about 4-5 times the noise level. We decided to use these criteria and decompose the map into cores by eye instead of using decomposition algorithms (such as Clumpfind) because small changes in their input parameters could lead to big changes in the number of identified clumps (Pineda et al. 2009 ). In Appendix-A, from Fig. A-1 to Fig. A-7 , we show the fragments identified in each source superimposed on the corresponding ALMA continuum image. We refer to Fig. 1 of Fontani et al. (2016) for the map of 16061-5048c1, with the identified fragments.
We have detected fragments in eight out of the 11 targets observed, and found at least four significant fragments in all of the eight clumps (see Figs. A-1 -A-7 in Appendix A for a detailed description). Towards 13039-6108c6, 15557-5215c3, and 16435-4515c3 we do not detect any significant (peak flux ≥ 5σ rms) fragment. The maps of these sources are shown in Fig. 3 . This indicates that the emission is either more extended than the maximum recoverable angular scale (∼ 3.5 ), so that we totally resolve it out, or that the phase centre is not located at the actual centre of the fragmenting region. An uncertainty in the position of the phase centre can influence both the detection and the number of fragments and the amount of missing flux. We will discuss this point further in Sect. 4.1.
Morphology of the continuum emission
The number of fragments detected ranges from a minimum of four to a maximum of 14 fragments. Fig. 2 presents all the detected sources. The morphologies are very different, with three sources in which the fragments are located along a filament-like structure, 15470-5419c3, 15557-5215c2, and 16061-5048c1, while the others have irregular geometry. About the relative intensity of the fragments within each clump, one can roughly distinguish between sources with a dominant fragment, like 15470-5419c1, 15470-5419c3, 15557-5215c2, and 16482-4443c2, and objects with a smoother distribution in intensity of the fragments. The presence of a dominant fragment can be understood from the average mass ratio between the more massive fragment and the others (Col. 6 in Table 2 ): for the four clumps mentioned above, this ratio is larger (≥ 18) than for the others (≤ 10). The fragment mass, m, has been calculated following Eq. (A1) in Fontani et al. (2016) , taking the clump distances in Table 1 , and assuming as dust temperature the average clump gas temperature listed in Table 1 . This latter assumption is critical, because some fragments probably have higher temperatures, especially those associated with the 24 µm emission, in which the star formation activity is expected to be higher (i.e. 08477-4359c1, 15470-5419c3, 15557-5215c2, and 16061-5048c1). In these cases, our mass estimates are likely upper limits. This issue can be solved only with a high angular resolution map of the dust temperature, unavailable to date. Finally, we have assumed the same gas-todust ratio (100) and the same expression for the dust mass opacity index as in Fontani et al. (2016) . The errors on the gas masses calculated in this way are difficult to quantify, mostly because of the large uncertainty in the mass opacity coefficient, which can be up to a factor 2-3 (e.g. Ossenkopf & Henning 1994) .
Four objects have Spitzer 24 µm emission (indicated by the star in Fig. 2 ) within the primary beam, and in three of them, 08477-4359c1, 15557-5215c2, and 16061-5048c1, the fragments are clearly associated with the infrared source. The only exception is 15470-5419c3, for which the fragments appear totally offset from both the Spitzer source and the phase centre, at the border of the ALMA primary beam. This morphology, however, is in rough agreement with the elongated structure seen in the SIMBA map.
None of the fragments coincides with the peak of the emission as mapped by SIMBA (indicated by the crosses in Fig. 2 ). In general, the asymmetric location of the fragments with respect to the phase centre is in rough agreement with the asymmetric emission seen with the single-dish (see Fig. 1 ), but larger than the nominal pointing error (estimated to be of a few arcseconds, Beltrán et al. 2006 ). The exception is 16482-4443c2, in which the fragments are located to the North-East, while the SIMBA map seems rather to be slightly elongated to the West (although the SIMBA source is considered as unresolved by Beltrán et al. 2006) . We have checked if this can be due to a larger SIMBA pointing uncertainty by comparing the ALMA maps with the AT-LASGAL images (Schuller et al. 2009 ) at ∼ 870 µm. In fact, because both the observing frequency and the angular resolution of ATLASGAL are similar to those of our SIMBA data, but have lower noise level, the ATLASGAL maps can help us to pinpoint the single-dish emission peak with better signal-to-noise ratio. All our clumps but 08477-4359c1 are present in the ATLAS-GAL catalogue. The emission peak of the ∼ 870 µm images is superimposed on the ALMA images in Figs. 2 and 3: indeed, in most of the detected sources the ATLASGAL emission peak is more consistent with the location of the ALMA fragments, and offset from the SIMBA peak by a comparable angular displacement. In particular, Fig. 2 shows that the angular separation between the SIMBA and ATLASGAL peaks is in between 3 for 16061-5048c1 and 13 for 15470-5419c1. The clumps in which the separation is the largest are 15470-5419c1, 16573-4214c2, and 16061-5048c4, but those in which the effect is most important are 15470-5419c1, 15470-5419c3, and 16573-4214c2, because several intense fragments appear to be located at the border of (or even outside) the primary beam. Hence, in these sources the number of the fragments and the recovered flux have to be considered as lower limits. The fragments identified outside the primary beam have been considered significant and included in the analysis only if their intensity peak is ≥ 10σ rms, to avoid fake detections due to the worse signal-to-noise ratio at the edge of the maps.
Among the undetected sources, the ATLASGAL emission peak is outside the primary beam in 13039-6108c6 and 16435-4515c3. Therefore, probably the non-detection of fragments towards these two objects is due to the SIMBA pointing error. On the other hand, in 15557-5215c3 the ATLASGAL peak is offset with respect to the SIMBA peak only by 7 , so well inside the ALMA primary beam. We propose that the lack of fragments in this source could be due to the fact that the emission is extended and not (yet) distributed into dense and compact condensations. The absence of embedded infrared sources and the relatively low (15 K) gas temperature are consistent with the very early evolutionary stage of this source.
The maps of 15470-5419c1 and 16061-5048c4 require an additional comment: ALMA reveals several fragments in both regions, but the missing flux is huge (98% in 15470-5419c1, and 90% in 16061-5048c4, see Table 1 ). This latter has been obtained from the ALMA images by comparing the flux density integrated in the primary beam (∼ 24 ) to the peak flux of the SIMBA map (given that the SIMBA beam is also ∼ 24 ). However, in both sources the ATLASGAL emission peak is just outside the primary beam. In particular, in 16061-5048c4 the morphology of the detected feature resembles that of an extended object elongated in direction NE-SW, in which the fainter fragments around the main one could be residuals of the envelope partially resolved out, and not real dust condensations (see also Fig. A-5 ). All this makes any interpretation of the fragment population in 16061-5048c4 very uncertain. The same comment applies to 15470-5419c1, in which the interpretation of the fragment population must be taken with caution because the location of the most massive fragments are at the border of the ALMA primary beam.
Physical properties of the fragments
In Appendix-A, from Table A-1 to Table A -7, we list the main properties of the fragments: peak position, integrated flux density (F ν ), peak flux density (F peak ν ), diameter (D), and mass (m). To derive these parameters, we adopt the same approach as in Fontani et al. (2016) , hence we give in the following a brief description of the methods adopted to compute them, and we refer to Sect. A.1 of that paper for any other detail. We also refer to the same paper for the properties of the fragments identified in 16061-5048c1 ( Fig. 1 and Appendix-A of Fontani et al. 2016) .
For each fragment, F ν has been computed by integrating the flux density inside the white polygon depicted in Figs. A-1−A-7, which corresponds to the 3σ rms level of the map. In the cases in which the 3σ level of two adjacent fragments were not separate, the edges between the two have been defined by eye at approximately half of the separation between the peaks. The diameter, D, of each fragment has been computed as the diameter of the circle having the same surface of the fragment. Finally, the fragment mass, m, has been calculated as explained in Sect. 4.1.
The physical properties of the fragments found in each source, calculated following the aforementioned methods, are shown in Tables A-1 -A-7. In Table 2 we give some statistical properties of the fragment population, such as: number, total mass, mean mass, maximum mass, mean ratio between mass of the most massive fragment and companion mass, average and maximum size, and maximum separation between the fragments. We find that the total mass in the fragments is in between ∼ 53 M towards 16061-5048c1 and ∼ 4M in 08477-4359c1, in agreement with the significant amount of extended flux that has been resolved out, as shown in Table 1 . The average mass is of the order of the mass of the Sun, and the most massive fragment is of ∼ 14 M towards 16482-4443c2. The average sizes are around 0.01 -0.02 pc, corresponding to ∼ 2000 − 4000 au, while the fragmenting region is generally not very compact, with maximum separation between the fragments of 0.05 -0.44 pc, i.e. ∼ 10000 − 90000 au.
Discussion

Fragment properties versus clump properties
We have searched for possible relations between the properties of the fragment population in Table 2 , and the physical parameters of the parent clumps (in Table 1 ). We have focused on the following clump parameters: gas temperature, total mass, diameter, H 2 total column density, CO depletion factor, non themal velocity dispersion, SFE, and ratio between sound speed and non-thermal velocity dispersion. The non-thermal velocity dispersion, σ nth , has been estimated from the C 18 O (3-2) line width at half maximum by subtracting the thermal contribution (calculated assuming the gas temperature listed in Col. 7 of Table 1 ). We stress from the beginning that all the conclusions drawn in this Section should be corroborated by a higher statistics. However, some of our findings are indicative of possible correlations that will need to be confirmed with statistically larger samples.
We have first investigated possible relations between the number of fragments and the physical properties of the parent clump. This comparison is shown in Fig. 4 : overall, there are no clear (anti-)correlations, although the sources with the largest temperature and mass tend to have more fragments. In particular, with the exception of 16061-5048c4, clumps with more than 200 M always show at least 8 fragments. That the warmer clumps have, on average, more fragments is consistent with the fact that the flux in the less massive fragments is higher if they are warmer. In Fig. 4 , we also distinguish between the clumps with and without a 24 µm source, to check if the presence of the embedded infrared source can influence the fragment population. Again we cannot find any clear difference between the two classes of objects, which could indicate that the star formation activity does not influence the number of fragments (if we assume that the presence of an embedded infrared source indicates a higher star formation activity). This finding is in agreement with Palau et al. (2013) , whose study suggested that the evolutionary stage does not have effects on the fragmentation.
We have investigated for possible relations between the mass of the fragments and the clump properties. In Fig. 5 , we show the maximum and total mass of the fragments (m max and m tot , respectively) as a function of T , σ nth , and the Mach number, i.e. the ratio between the non-thermal velocity dispersion and the sound speed, σ nth /c S , in order to evaluate the influence of the thermal and turbulent supports. Both m max and m tot increase with T and σ nth , suggesting that warmer and more turbulent clumps tend to form more massive fragments. In order to evaluate which one is dominant, we have plotted m max and m tot as a function of σ nth /c S : even though in this case the trend is less apparent, the clumps with higher σ nth /c S , i.e. with lower thermal support, tend to form more massive objects.
The warmer clumps are also characterised by the largest separation between the fragments, as indicated by Fig. 6 , in which we show the maximum linear separation (S max ) as a function of clump properties. Finally, we have checked for possible trends with the average and maximum clump linear size (D ave and D max , respectively), and found again a tentative positive trend with the clump temperature, although this result is quite speculative and certainly needs to be corroborated by a higher statistics.
Comparison with numerical simulations
In Fontani et al. (2016) 2 ), where ρ c is the central density and r c the extent of the central plateau. In all models, we impose a density contrast of 10 between the center and the border of the cloud. More details about the numerical model can be found in appendix B.1 of Fontani et al. (2016) . The calculations were made adopting mass, temperature, average density, and turbulence of the parent clump very similar to those measured in this source with single-dish observations (Beltrán et al. 2006 , Fontani et al. 2012 , Giannetti et al. 2013 . We considered two degrees of magnetisation: µ = 2, which is close to the values 2-3 that are observationally inferred (e.g. Crutcher 2012), and µ = 200, which corresponds to a quasihydrodynamical case. The outcome of the simulations were converted in flux density units of the thermal dust continuum emission using the RADMC-3D radiative transfer code (Dullemond et al. 2012) , following the same procedure as in Commerçon et al. (2012a Commerçon et al. ( , 2012b . These maps have then been post-processed through the CASA simulator to obtain synthetic images with the same observational conditions as the real observations assuming a source distance of 3.6 kpc and a region of 80 000×80 000 au centred around the most massive protostar. Following the same approach, in this paper we analyse a total of four reference models:
-(1) initial mass of 100 M , gas temperature T = 10 K, Mach number M ∼ 3, and virial parameter α vir = 2E kin /E grav = 0.4. The inital density profile is caracterized by r c = 0.22 pc, r 0 = 0.67 pc, and ρ 0 = 1.4 × 10 −20 g cm −3 . The outcome of these simulations is shown in Fig. 8 . Note that these simulations correspond to the ones presented originally in Commerçon et al. (2011) , which assume µ = 130 for the faint magnetised case. The difference with the µ = 200 case, assumed in the other simulations, is completely irrelevant for the fragment population. They have been run without sink particles (e.g. Bleuler & Teyssier 2014), thus without the protostellar radiative feedback;
-(2) initial mass of 300 M , gas temperature T = 20 K, Mach number M ∼ 6.4, and virial parameter α vir = 1.1. The inital density profile is caracterized by r c = 0.085 pc, r 0 = 0.25 pc, and ρ 0 = 1.5 × 10 −18 g cm −3 . The outcome of these simulations is shown in Fig. 9 . These simulations correspond to the ones used in Fontani et al. (2016) ;
-(3) initial mass of 300 M , gas temperature T = 20 K, Mach number M ∼ 3, and virial parameter α vir = 0.22. The initial density profile is the same as for simulations (2). The outcome of these simulations is shown in Fig. 10 ; SFE not derived because the Herschel data are not available for this source. Fig. 3 . Contours start from the 3σ rms level, and are in steps of 10-20σ rms, depending on the source. In each panel, the white circle indicates the ALMA field of view at 278 GHz (∼24 ) centred on the single-dish mm continuum peak marked by the cross (Beltrán et al. 2006 ). The white stars show the eventual Spitzer 24 µm continuum peak detected in the ALMA field of view (see Fig. 1 ), and the filled triangles pinpoint the position of the H 2 O maser spots detected towards some clumps (Giannetti et al. 2013) . The square shows the emission peak detected in ATLASGAL, at ∼ 870 µm (Schuller et al. 2009 ; source 08477-4359c1 is not present in the ATLASGAL catalogue).
-(4) initial mass of 300 M , gas temperature T = 10 K, Mach number M ∼ 6.4, and virial parameter α vir = 1.1. The inital density profile is caracterized by r c = 0.17 pc, r 0 = 0.5 pc, and ρ 0 = 1.9 × 10 −19 g cm −3 . The outcome of these simulations is shown in Fig. 11 . In this set of initial conditions, we do not change the ratio between the initial thermal and gravitational energies of simulations (2) and (3). The initial clump is two times larger in radius and the initial density a factor of 8 smaller. Similarly, since the temperature is two times smaller and the Mach number does not change compared to simulations (2), the initial velocity fluctuations are a factor √ 2 smaller in amplitude. Simulations (2), (3), and (4) contain initially the same number of thermal Jeans masses (∝ T 3/2 ρ −1/2 ); By comparing simulations (2), (3) and (4), we can understand the separate effect of temperature and turbulence. The source distance assumed in the synthetic images is always 3.6 kpc for the M = 100 − 300 M cases, which is an average distance of the observed clumps. We have post-processed the simulations as made in Fontani et al. (2016) . A set of models Article number, page 7 of 20 A&A proofs: manuscript no. fragmen-tot-aanda-rev1-final-pdf Fig. 3 . Same as Fig. 2 for the three objects undetected with ALMA: 13039-6108c6, 15557-5215c3, and 16435-4515c3. The location of the ATLASGAL peak is just outside the field shown in 13039-6108c6 and 16435-4515c3. that would reproduce the precise initial conditions of each single clump goes far beyond the scope of this paper. In the following, our main aim is to compare the overall morphology of the real and synthetic images to understand if the observed population of fragments is more consistent with strong or with faint magnetic support, and how the initial temperature and turbulence induce clear differences in the population of the fragments. To this purpose, we have decided to analyse the simulations stopped at a SFE of 15%, which is an intermediate value between the minimum and maximum SFE found in our sample.
Qualitative description of the simulations
In this section, we briefly describe the outcome of the (2), (3), and (4) sets of simulations. The simulations (1) have been already analysed in Commerçon et al. (2011) and we refer the readers to this work for more details. We focus on the sink particles (i.e., protostars) distribution properties. In the analysis, we select the sink particles with mass larger than 0.1 M . Table 3 reports the sink particles population properties for each simulation when the SFE is ∼ 15%. First we note that the time t 15 at which the SFE reaches 15 % after the start of the simulations depends on all the initial parameters: temperature, magnetisation, and Mach number. Nevertheless, if this time is rescaled after the time t 0 which corresponds to the time of the first sink particle formation, it does not depend on the magnetisation anymore. This result indicates that even though magnetic fields "dilute" gravity prior to the formation of the first protostars, the subsequent evolution of the SFE is mainly driven by the parent clump properties other than magnetic fields once gravity has taken over. Second, the mean and maximum mass are always largest in the strongly magnetised runs. Except for the M ∼ 3 runs, the number of sink particles is almost twice smaller with µ = 2, meaning that the strongly magnetised cases favour massive star formation, as already reported in the literature from both models and observations (e.g., Commerçon et al. 2011 , Tan et al. 2013 , Federrath et al. 2015 , Kong et al. 2017 . The mean and maximum separations have been calculated within a spherical region of radius 40000 au around the most massive protostar in order to compare them with the observations. There is no evidence of a correlation of the separation, nor the mean mass with the initial parameters. We also report the measured star formation rate (SFR) which is computed for a SFE varying from 4% to 15%. By comparing simulations (2) and (3), the SFR decreases when α vir increases as expected from the analytical work in the literature (e.g., Hennebelle & Chabrier 2011) . In the runs with M ∼ 6.4, the SFR increases by a factor ∼ 2.8 as the initial temperature is doubled, in line with the total number of protostars. This factor is similar to the factor √ 8 resulting from the difference in the central density free-fall times of simulations (2) and (4) (t ff,(2) = t ff,(4) / √ 8), which implies that the SFR measured in unit of the freefall time, i.e., SFR ff = SFRt ff (ρ c )/M 0 (Krumholz & McKee 2005) , remains unchanged.
Figure 7 (left) shows the time evolution of the number of sink particles and of the SFE for simulations (2), (3), and (4), in which the initial mass is 300 M . The time evolution has been rescaled after the time t 0 when the first sink particle was formed. First, we see that the number of protostars in the most turbulent runs (M ∼ 6.4) are the most sensitive to the magnetisation. We also note that runs with µ = 2 and M ∼ 6.4 exhibit a similar slope in the time evolution of the number of protostars. The number of protostars formed in the least turbulent runs M ∼ 3 is not dependent on the initial magnetisation. The initial turbulence being weaker, these runs are more dominated by gravity once collapse has been initiated. Interestingly, the SFE does not depend on the magnetisation, while it is sensitive to the initial thermal and turbulent supports as previously mentioned.
Figure 7 (right) shows the time evolution of the mean sink mass and mean separation between sink particles. First, the mean and the maximum protostar mass are always larger in the strongly magnetised run in accordance with previous results of simulations (1) . The evolution of the mean separation between protostars shows interesting features. If we focus on the solid lines, i.e., all the sink particles which sit within a sphere of radius 40000 au around the most massive one, we do not find a clear correlation with the initial parameters. The mean separation of the M ∼ 6.4 runs is globally smaller for the strongly magnetised case. The dashed line represents the evolution of the mean separation if all the sink particles formed in the simulations are considered. The separation then depends more on the initial temperature and Mach number than on the magnetisation. Focusing on M ∼ 6.4 runs, the separation is a factor ∼ 10 larger in the case of a lower initial temperature, with a maximum separation larger than 80000 au. This result is consistent with previous studies that Table 3 . Statistical properties of the sink particles when the SFE is 15%: absolute time after the start of the simulations, time corresponding to an SFE of 15% after the formation of the first sink particle (time t 0 ), number of sink particles, mean and maximum mass of the sink particles, mean and maximum separation between the sink particles, and SFR measured for an SFE ∈ [4% − 15%]. Tables from A-1 to A-7 versus the following clump parameters: diameter (D), mass (M gas ), H 2 total column density (N(H 2 )), SFE, gas temperature (T ), CO depletion factor ( f CO ), non-thermal velocity dispersion (σ nth ), and the ratio between the non-thermal velocity dispersion and the sound speed (c S ), i.e. the Mach number. Filled and empty circles indicate clumps with and without an embedded 24µm source. The red circles corresponds to 15470-5419c1 and 16061-5048c4, in which the interpretation of the clump population needs to be taken with big caution (see Sect. 4.1). In the total H 2 column densities, we have excluded the outlier 16482-4443c2 (see Table 1 ).
show how the fragmentation region extent depends strongly on the initial density profile (e.g., Girichidis et al. 2011) . In simulations (4), the inital density profile is flatter than in simulations (2) which favors fragmentation over a wider region. This means that some parts of the simulated clumps where star formation takes place are not taken into account in the synthetic observation we present below. Last but not least, the analysis on the mean separation, averaged over all dimensions, does not reflect the morphology of the fragmentation regions. In Appendix B, we show histrograms of the sink particle separation distribution, as well as their 2D projected distributions for the M ∼ 6.4, T = 10 K runs. A discussion of these distributions is also provided in the same Appendix.
Qualitative comparison with observations
We now compare our observations with the synthetic images created from the simulations described in the previous Section with the method explained in Fontani et al. (2016) . Let us discuss first the case in Fig. 8 : assuming a clump mass of 100 M , the model is the most appropriate to reproduce the initial conditions of the less massive clumps of our sample, i.e. 08477-4359c1,16482-4443c2, and 16573-4214c2. Depending on µ, the simulations predict either one single fragment in the high magnetic-support case (µ = 2), or several fragments packed in a region smaller than ∼ 8000 au in the other case (µ = 130, see bottom panels in Fig. 8 ). Both predictions are different from our images, because the three clumps mentioned above show all more than one fragment, but these are distributed in an area more extended than 8000 au (∼ 15000 − 20000 au, see Fig. 2 and Col. 8 in Table 2 ). However, the case that better resembles the images of the less massive sources is the strongly magnetised case, µ = 2, because in the µ = 130 case, the fragments should have similar size and flux, while in our objects all clumps have a dominant fragment surrounded by much fainter fragments. Moreover, our simulations assume, among the initial conditions, that a single, spherically symmetric clump fragments. Models assuming more complex density profiles such as, e.g., turbulent periodic boxes (e.g. Padoan & Nordlund 2011 , Federrath & Klessen 2012 , Haugbølle et al. 2018 , Mocz et al. 2017 ), or clouds with more complex turbulent structure (e.g. Li et al. 2018 , Girichidis et al. 2011 , Federrath et al. 2014 , Myers et al. 2014 , would provide certainly more fragments. Indeed, our targets could not be single spherical objects, as can be deduced also from the SIMBA maps in Fig. 1 . Hence, the initial conditions in our simulations are expected to be those that show the lower level of fragmentation, and the comparison needs to be taken with caution. The case shown in Fig. 9 , especially made to match as well as possible the parameters of 16061-5048c1 in Fontani et al. (2016) , can be adopted to qualitatively discuss also 15470-5419c1, 15470-5419c3, and 15557-5215c2. The only difference with Fontani et al. (2016) is that the image that we analyse in this work is obtained when the SFE is 15%, while that analysed in Fontani et al. (2016) matched the total flux observed towards 16061-5048c1. For 16061-5048c1, we concluded that the overall filamentary morphology was a strong evidence in favour of the µ = 2 case, which cannot be obtained in a weakly magnetised case (Fontani et al. 2016) . A filamentary-like shape is found also in 15470-5419c3. The other two sources (15470-5419c1 and 15557-5215c2) show a more irregular structure, which could be explained by a weakly magnetised clump. But even in this case there is not a good agreement, because the fragments predicted by the simulations are distributed in an area less extended than that found in our ALMA images. Moreover, the case of 15470-5419c1 must be interpreted with particular caution because of the huge amount of extended flux resolved out and the location of the most massive fragments at the border of the primary beam.
Figs. 10 and 11 show what happens when we start from a lower Mach number and a lower kinetic temperature, respectively. Inspection of these figures indicates that more than one fragment can be found only if the turbulence is relatively high, because in the M = 3 case we find no fragmentation, independent of the magnetic field strength. None of our sources, however, show less than 4 fragments, which implies that this combination of initial conditions is not realistic. This is consistent with the clump velocity dispersions, which indicate always high levels of turbulence. However, as discussed above for the 100 M case, a big caveat arises from the initial density profile adopted in the simulations, which, as stated before, is expected to provide the lower number of fragments and could not be appropriate for our sources if they are not single global spherically symmetric clumps.
To make a more quantitative comparison with the data, we have calculated the properties of the fragments using the same criteria adopted for the real images (see Sect. 4.2). Some statistically relevant quantities are reported in Table 4 , and confirm the previous qualitative analysis, namely that: (1) the µ = 2 case produces fewer and more massive fragments; (2) more than 1 fragment is possible only if the turbulence is higher (M ∼ 6.4 case); (3) the initial temperature has limited influence on the final population of fragments, but warmer clumps tend to exhibit more fragments because the fragmentation region is more concentrated. As shown in figures 7 and B-2, some part of the fragmentation region is missed by our analysis of the synthetic maps of simulations (4) if we consider only the region that would have been observed with ALMA. Overall, the synthetic images discussed in this work allow us to confirm that both the turbulence and the magnetic field are key ingredients in the fragmentation of massive dense clumps, and our observations tend to favour an interplay between turbulence and magnetic field to explain both the morphology and the number of fragments detected.
Conclusions
We have used ALMA to image the 278 GHz continuum emission in 11 massive dense clumps in which the star formation activity is low or absent, to understand the fragment population at the earliest phases of the gravitational collapse. The angular resolution of our observations (0 . 25) is able to resolve a linear scale of ∼ 1000 au at the distance of the sources. The clumps show a fragment population with at least four fragments distributed in different morphologies, mostly filament-like or irregular. In four targets a dominant fragment surrounded by companions with much smaller mass and size is identified, while many (≥ 8) fragments with a gradual change in masses and sizes are found in the others. The number of fragments is likely a lower limit given the huge amount of missing flux in most of the sources. This ef- Mean sink separation (AU) Fig. 7 . Left: Time evolution of the number of sink particles (top) and of the SFE (bottom) for simulations (2), (3), and (4), i.e. the simulations that reproduce the collapse of a 300 M clump. The circles indicate the time at which we postprocessed the simulations, which corresponds to a SFE 15%. Right: Time evolution of the mean sink particle mass (top) and of the mean separation between sink particles (bottom). The thin lines show the mean separation calculated by accounting for the sink partciles located within a sphere of radius 40 000 au around the most massive one. The dashed lines show the mean separation between all the sink particles. Table 4 . Statistical properties of the fragment population in the synthetic images. The same properties as in Table 2 are shown. The SFE assumed in each simulation is 15%. Both observations and simulations show that the initially warmer clumps tend to form more fragments. A filament-like morphology is predicted most likely in a highly magnetised clump. We hence conclude that the clumps with many fragments distributed in a filamentary-like structure can be obtained only if the magnetic field plays a dominant role, while the other morphologies are possible also in a weaker magnetised case, or in a scenario in which both magnetic field and turbulence interplay. Fontani et al. (2016) , following the same approach for the fragment identification. , diameter D, and mass m of the fragments identified in Fig. A-1 (2), (3), and (4) along the three coordinates axis. The trend of figure 7 is recovered: the largest separation are found for simulations (4) (middle row) while the smallest one are found in simulations (3) (bottom row). In the (µ = 2, M ∼ 6.4), the separation in the z-direction is smaller than in the other two directions, with a difference of a factor ∼ 10. This means that a filamentary structure with an aspect ratio of 1/10 can be seen by looking at the sink particle distribution in two directions. This feature is only present the strongly magnetized and most turbulent simulations. In all other case, we find a more compact size distribution, suggesting a more roundish sink particle distribution. Figure B -2 shows the 2D projected sink particles distribution around the most massive one for simulations (3). The red circle delimits the region within a radius of 40000 au that would be observed in our ALMA synthetic observations. A non-negligible number of sink particles is thus excluded from analaysis, and would not be picked up by ALMA in the configuration we used. Projected sink particle distribution centered around the most massive sink particles at an SFE of 15% for simulations (3) (M ∼ 6.4, T = 10 K). The radial direction shows the distance in au in logarithmic scale. The red circle represents the size of the region that we post-processed with CASA to produce the ALMA synthetic observations.
