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ОДНОВУЗЛОВИЙ ГІБРИДНИЙ АЛГОРИТМ 
ФАКТОРИЗАЦІЇ РОЗРІДЖЕНИХ МАТРИЦЬ 
Розглядається гібридний алгоритм розв’язування систем лі-
нійних алгебраїчних рівнянь з розрідженими симетричними до-
датно визначеними матрицями на комп’ютерах з графічними при-
скорювачами. Подано результати апробації алгоритму на багато-
ядерному комп’ютері з графічними прискорювачами Інпарком.  
Ключові слова: плитковий алгоритм, гібридна архітек-
тура, CUDA, Openmp. 
Вступ. При чисельному розв’язанні задач у багатьох випадках до-
водиться розв’язувати задачу (або декілька підзадач) лінійної алгебри — 
систему лінійних алгебраїчних рівнянь (СЛАР). Наприклад, задачі ліній-
ної алгебри виникають при дискретизації крайових задач проекційно-
різницевим методом (скінченних різниць, скінченних елементів).  
Важливою особливістю задач лінійної алгебри, які виникають 
при дискретизації є невелика кількість ненульових елементів матриці, 
тобто матриці є розрідженими [1]. Кількість ненульових елементів у 
таких матрицях складає kn , де k n , а n  — порядок матриці. 
Структура розрідженої матриці визначається нумерацією невідомих 
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задачі і часто буває стрічковою, профільною, блочно-діагональною з 
обрамленням, або просто довільної розрідженої структури. Ще одні-
єю важливою особливістю СЛАР з розрідженими матрицями є їх ве-
ликий порядок — до десятків мільйонів.  
У роботі розглядаються додатно-визначені розріджені матриці 
нерегулярної структури.  
Постановка задачі. Розглянемо задачу  
 Ax b  (1) 
з симетричною додатно-визначеною розрідженою матрицею порядка n.  
Однією з передумов розв’язання задачі (1) на комп’ютерах гіб-
ридної архітектури з багатоядерними процесорами (CPU) і графічни-
ми прискорювачами (GPU) є приведення матриці до такого виду, 
який дозволяє працювати з більш щільними групами ненульових 
елементів. Перетворення матриці зумовлене особливостями роботи 
GPU, які дозволяють отримати найкращі показники продуктивності 
при обробці великих щільних масивів даних. 
Нині існує велика кількість алгоритмів перевпорядкування еле-
ментів матриць: метод мінімальної степені, метод вкладених перері-
зів, метод паралельних перерізів і т. д. Кожен з цих алгоритмів дозво-
ляє привести довільну розріджену структуру до більш регулярного 
вигляду. Найбільш зручну для паралельної обробки структуру мат-
риці отримується після застосування до матриці методу вкладених, 
або паралельних, перерізів.  
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де Р — матриця перестановок, р — кількість діагональних блоків у 
матриці, блоки ppA , ipA , piA , iiA  1, 1i p   зберігають розріджену 
структуру. 
Таким чином, задача розв’язання (1) зводиться до розв’язування 
еквівалентної системи 
 Ax b   , (2) 
де Tx P x , Tb P b . 
Найбільш ефективним прямим методом розв’язання (2) є метод 
Холецького [1–3]. В статті буде висвітлено гібридний алгоритм який 
відповідає саме етапу факторизації матриці. 
Гібридний алгоритм. Розіб’ємо матрицю A  на блоки розмірні-
стю s s . Далі для факторизації блочно-діагональної матриці засто-
суємо алгоритм запропонований в [4] для щільних матриць. 
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Для факторизації матриці на k -му кроці використаємо наступне 
співвідношення: 
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де розмірності блоків 11A  — s s , 12A  —  n ks s , 22A – 
  n ks n ks  , блоки 12A  та 22A  враховують структуру діагональ-
них блоків та блоків обрамлення. 
Звідси отримаємо алгоритм, за яким проводиться розвинення на 
k  кроці: 
 11 11 11*
TA L L ; (4) 
   121 21 11* TL A L  ; (5) 
 22 22 21 21* .
TA A L L   (6) 
Зазначимо, що реалізація (4)–(6) на кожному кроці модифікує 
тільки блоки iiD , piC , 1, 1i p  , ppD .  
Нехай для розв’язування задачі на комп’ютері гібридної архітекту-
ри маємо CPU з p процесорними ядрами і 1 GPU. Для роботи алгоритму 
на k кроці реалізовується наступна декомпозиція даних: у пам’яті CPU і 
GPU зберігається плитка 11A ; у пам’яті GPU зберігаються плитки необ-
хідні для модифікації підматриці 22A . На рис. 1. показано блочний роз-
поділ даних на k-му кроці факторизації блочно-діагональної матриці з 
обрамленням, враховуючи вище запропоновану декомпозицію.  
 
Рис. 1. Декомпозиція даних в GPU на k-му кроці факторизації 
Враховуючи декомпозицію даних, приведену вище, плитковий 
гібридний алгоритм факторизації записується у наступній формі: 
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1) над всіма діагональними блоками крім ppD  та відповідними бло-
ками обрамлення послідовно виконуються такі операції: 
 на СPU факторизуємо 11A  11 11 11* TA L L ; 
 на GPU паралельно в різних потоках модифікуємо стовпчик 
блоків 21L : 
  121 21 11TL A L  ; 
 у GPU незалежно в кількох потоках модифікуємо блоки мат-
риці A22 за формулою: 
22 22 21 21
TA A L L  ; 
2) факторизуємо блок ( )ippA , тим самим завершуючи процес фактори-
зації матриці A . 
Оцінка прискорення. Для оцінки якості гібридних алгоритмів 
будемо використовувати коефіцієнт прискорення pS  що обчислюєть-
ся за формулою  
1 /p pS T T , 
де 1T  — час розв’язування задачі на гібридному комп’ютері з одним 
CPU та одним GPU, pT  — час розв’язування тієї ж задачі на гібрид-
ному комп’ютері з використанням один CPU i один GPU в паралель-
ному режимі.  
Введемо наступні позначення: 1N  — кількість операцій, виконува-
них алгоритмом на гібридному комп’ютері з використанням 1 CPU i 
1 GPU; pN – кількість операцій, виконуваних алгоритмом на гібридному 
комп’ютері з використанням один CPU i один GPU з використанням 
кількох паралельних ниток; gt  — середній час виконання однієї ариф-
метичної операції на GPU; opgt  — час обміну між одним CPU та GPU.  
Обчислимо кількість операцій виконуваних алгоритмом факто-
ризації. Введемо наступні позначення nm
p
  — порядок діагональ-
ного блоку матриці A  та ml
s
  — кількість плиток у стовпці діаго-
нально блоку. При підрахунку кількості операцій будемо вважати, що 
матриця A  має діагональні блоки однакових порядків.  
Оскільки в алгоритмі на парі CPU та GPU 1p   раз етапи (4)-(6) 
і один раз факторизується останній діагональний блок, то кількість 
арифметичних операцій можна обчислити за наступною формулою: 
Математичне та комп’ютерне моделювання 
198 
1 ( 1)N p     . 
Для обчислення кількості операції необхідних для факторизації 
останнього діагонального блоку будемо вважати, що останній діаго-
нальний блок — щільна матриця. Тоді 
3
3
m  . 
Розглянемо етапи (4)–(6). Тут найбільше арифметичних опера-
цій припадає на виконання етапу (6). Обчислимо їх кількість.  
На k -му кроці факторизації, як видно з рис. 1., нам потрібно 
модифікувати  2
2
m ks    
 елементів з iiD , ( )m ks m  — з piC  та 
2
2
m    
 — з ( )ippA . 
Тобто    
2 2
1 1 1
2
2 2
l l lm ks ms m ks m
       
   . 
Розкриємо дужки та розпишемо суми  
   2 2 2 2
1 1 1
2 2 2
l l l
s m mks k s s m ks m s m             . 
Після проведення спрощень і підстановки значень отримаємо 
наступну формулу для обчислення: 
38
3
m  . 
Звідси 
3 3
1
8( 1)
3 3
m mN p   . 
Кількість операцій виконуваних при реалізації паралельного ва-
ріанта гібридного алгоритму обчислюється за формулою  
1 /pN N th , 
де th — кількість незалежних потоків. 
Прискорення гібридного алгоритму TLL  — розвинення розрі-
дженої блочно-діагональної матриці з обрамленням A , становить 
1
1
g
p
g
thN t
S
N t th
   , 
де   21 4 gp ms m t    . 
Результати чисельних експериментів. Розрахунки проводились 
на вузлах кластера Інпарком-G [5], які мають наступні характеристики: 
 процесори: 2 Xeon 5606 (8 ядер) з частотою 2.13 ГГц; 
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 графічні прискорювачі: 2 Tesla M2090; 
 обсяг оперативної пам’яті: 24 Гб; 
 комунікаційне середовище: InfiniBand 40 Гбіт/с (з підтримкою 
GPUDirect), Gigabit Ethernet. 
Чисельні експерименти проводились на розріджених матрицях, 
що наведені в таблиці. Також в таблиці наведені такі характеристики 
матриці як порядок матриці, кількість ненульових елементів.  
Для програмної реалізації етапів (5), (6) використовувались фун-
кції бібліотеки CUBLAS та функції бібліотеки Openmp. Для плиток з 
порядками 64-1024 використовувались виклики в циклі функції 
cublasDtrsm та cublasDgemm, виконання кожної з функцій проходило 
в окремому потоці cudaStream. Нитки Openmp відповідають потокам 
cudaStream. 
Копіювання даних і обчислення проводились в асинхронному 
режимі. 
Таблиця 
Набір тестових матриць з Флоридської колекції  
розріджених матриць 
Назва Проблемна область Порядок 
Кількість 
ненульових 
елементів 
G3_circuit circuit simulation problem 1 585 478 7 660 826 
G2_circuit circuit simulation problem 150 102 726 624 
parabolic_fem computational fluid dynamics 
problem 
525 825 3 674 625 
apache2 structural problem 715 176 4 817 870 
 На рис. 2. показано графік залежності продуктивності від вико-
ристовуваної кількості ниток Openmp на прикладі виконання факто-
ризації матриці G2_circuit на гібридній архітектурі 1CPU та 1 GPU з 
розміром плитки 128. 
Висновки. Алгоритм добре враховує профільну, або розріджену 
структуру діагональних блоків і матриці в цілому. Можна регулювати 
розмірність блоку з яким проводяться обчислення на кожному кроці 
алгоритму, за рахунок цього може досягатись ефект кешизації обчис-
лень, коли блоки поміщаються в швидкій пам’яті GPU. Також така 
блочна структура дозволяє працювати з нерозривними масивами да-
них на GPU, що зменшує кількість індексних операцій і перевірок які 
на графічному прискорювачі є досить затратними. Також регулюван-
ня кількості використовуваних потоків дозволяє підвищити ефектив-
ність алгоритму. 
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Рис. 2. Продуктивність алгоритму 
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