Although faculty evaluations are an integral component in the assessment of residents' medical knowledge, there is conflicting evidence about the accuracy of such evaluations. In contrast, the intraining examination (ITE) is an objective measure of residents' medical knowledge that has proven to predict future performance. This study investigates the accuracy of faculty evaluations by comparing scores of medical knowledge on faculty completed evaluations to in-training examination scores. Subjects included categorical pediatrics and pediatric neurology residents at Mayo Clinic from 2006-2010. For each year of training the standard ITE score was compared to the corresponding composite faculty evaluation score for medical knowledge and patient care competencies using the Spearman's rank correlation coefficient. Forty-two residents were analyzed for the first year of training and 35 for the second. For both years, there was only a mild correlation between ITE score and either the medical knowledge (r=0.26 and 0.19, respectively) or patient care competency (r=0.27 and 0.29, respectively). Faculty assessments of residents' medical knowledge did not correlate well with a standard objective measure. Training programs should consider targeted faculty development to improve evaluation skills and supplementing existing evaluation methods with additional assessment tools.
INTRODUCTION
Faculty evaluations have long been an integral component of resident competency assessment in graduate medical education training programs. In 1999, the Accreditation Council for Graduate Medical Education (ACGME) defined six core competencies of physician training: patient care; medical knowledge; practice-based learning and improvement; interpersonal and communication skills; professionalism; and systems-based practice [1] . These competencies serve as a framework for educating and evaluating residents and fellows. Although maximizing residents' medical knowledge is essential to producing clinically savvy physicians, there is conflicting evidence regarding the ability of faculty evaluators to accurately assess this competency [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] .
Each specialty board offers an in-training examination (ITE) administered yearly.
This examination is composed of 200 speciality specific multi-choice questions and is administered at a designated time of year in a secure, proctored manner. Performance on the ITE has demonstrated predictive value for the likelihood of passing the board certification examination on the first attempt [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . There is also evidence that performance on standardized measures of medical knowledge is predictive of future performance on objective measures of quality clinical care [23] . Thus, the in-training examination (ITE) offers an objective measure of medical knowledge against which the accuracy of faculty evaluations can be assessed.
This study seeks to assess the accuracy of faculty evaluations by comparing residents' evaluation-derived medical knowledge scores to ITE scores. Performance scores related to the patient care core competency (which measures faculty assessment of direct patient care activities by trainees) were also reviewed as a comparison measure. This competency was chosen, as a comparison measure, because patient care activities are commonly those most closely observed by faculty, the quality of these activities relate significantly to medical knowledge, and this core competency is one of the best understood by faculty, thus our contention that the assessments may track together. The other core competencies were not included in this study because of the perception that they did not have as direct a connection with the medical knowledge domain. Our null hypothesis was that the faculty scores would not correlate with the ITE scores.
METHODS
Subjects for this retrospective record review study included all categorical pediatric and pediatric neurology residents at Mayo Clinic between 2006-2010 who completed ITEs after each year of training and were evaluated by faculty on all core ACGME competencies after each clinical rotation.
The Pediatric and Adolescent Medicine Residency Program at Mayo Clinic trains both categorical pediatric residents and pediatric neurology residents each year. The categorical residents train for three years and sit for three ITEs, while the pediatric neurology residents sit for two ITEs during the pediatric-specific part of their training. ITEs are administered in July for every year of training.
Residents spend four to five weeks on each clinical rotation and have direct, interactive contact with faculty for approximately ten to 15 hours per week. Much of this contact is spent either at the bedside on patientcentered rounds or in the outpatient clinic setting. During a typical rotation, a faculty member may spend one to two weeks with a particular resident. At the end of the rotation, each faculty member is given an opportunity to complete an online evaluation form on each resident with whom sufficient time was spent (sufficiency left to faculty discretion). The end of rotation evaluation forms are 15 questions long and are intended to be comprehensive in scope (global rating scale). Faculty is encouraged to complete the entire form but may skip questions if they determine insufficient exposure to provide a meaningful assessment. Each question is scored on a scale of one (needs improvement) to five (top ten percent of residents) and questions are each anchored to one of the six ACGME core competencies (Figure 1) . A composite score for each competency is computed by the online evaluation program (Integrated Scheduling and Evaluation System, a product of the Mayo Clinic's Education Technology Center). This composite score is in fact the mean score for the competency domain and is calculated by dividing the sum of all individual evaluation questions addressing the particular competency by the total number of evaluations. For this study the faculty scores for all clinical rotations for a resident in a particular year of training were averaged to derive a final composite faculty evaluation score for the two competencies of interest, medical knowledge and patient care.
Standard scores for each resident's ITE taken at the beginning of the second and third (if applicable) years of training were recorded. (The ITE taken at the beginning of the first year of residency training was not factored into this analysis, as it reflects only knowledge attained during medical school.)
The Spearman's rank correlation coefficient was calculated between ITE score and medical knowledge and patient care composite evaluation scores for each year of training. A two-sided p-value testing whether the correlation was significantly different from zero was also calculated. Results for the correlation between each year's ITE score and the medical knowledge and patient care competencies are shown in Table 1 . As noted in the table, there was a positive trend but none of the correlations analyzed achieved statistical significance. [11, 12] ). Our study, being the first in the ACGMEcore-competency era to compare ITE scores to faculty evaluations across an entire year of diverse rotations, suggests that despite efforts to improve the evaluation process, faculty's subjective evaluations still fail to correspond to objective markers of a residents' global medical knowledge.
RESULTS
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Aside from its small sample size, the principal limitation of our study is that not all faculty members filled out evaluations on residents whom they supervised (non-participation), thus leaving their input out of the analysis (unfortunately we do not have a way to quantify precise amount of non-participation in this study population). However, over the span of one to two years of training, in which many clinical rotations are repeated (e.g. three months of neonatal intensive care in the first year), it is believed that the nonparticipation would likely affect all residents similarly and thus not result in any major statistical anomalies.
The discrepant assessment of medical knowledge seen with faculty evaluations creates two possible types of error, each with concerning results for the trainee. The first is underestimation of skill -where the trainee may dismiss the evaluation as inaccurate because they know their objective measure of medical knowledge (ITE) reflects a higher level of achievement. The second is an overestimation of skill -with missed opportunities for improvement for the trainee. In both scenarios, inaccurate faculty assessments may result in a detriment to residents' future efforts to improve their medical knowledge. Without accurate input into their deficiencies from supervising physicians, trainees are forced to navigate the complex field of medicine like a sailor with a faulty compass.
Why faculty members' assessments of residents' medical knowledge lack correlation with the objective measures of knowledge is unclear, although several factors may contribute. For example, in a study of family medicine preceptors, Taylor and Lipsky found that the seven faculty who rated lowest in their ability to predict residents' cognitive levels had been teaching for significantly fewer years than the seven best faculty predictors, suggesting a strong role for faculty experience [3] . In addition, in their systematic review of resident evaluations since 1999, Lurie et al. found that none of the published evaluation tools could effectively distinguish one core competency from another, suggesting that faculty may score residents based on a gestalt sense of overall clinical performance, rather than by each specific competency [1] . Although further research is needed to better distinguish the factors that make certain faculty more or less adept at evaluating residents' medical knowledge, it is likely that all evaluators would benefit from ongoing faculty development targeted at improving skills in evaluating residents' competencies. Targeted faculty development has been demonstrated to improve the specificity of feedback, the ability to assess competency-based and level-specific learning objectives, and can produce lasting changes in faculty evaluation behaviors [24] [25] [26] . In turn, with more accurate evaluations to guide further study, trainees would benefit as well.
It also deserves note that the traditional rotation-based faculty evaluations are not the only means of assessing resident competency. Indeed, widely used as a competency assessment tool in medical school, the observed structured clinical exam (OSCE) has also shown promise in residency programs as a means of assessing a number of the core competencies [27] . Although standardizing such examinations may be challenging in clinically demanding residency programs, the additional opportunity for direct faculty observation may be quite valuable to identify areas for improvement. For medical knowledge in particular, end-of-rotation examinations may also provide a timely assessment upon which further study can be based. Although also challenging to accomplish in the day-today practice of clinical medicine, standardizing such examinations would provide an objective assessment of residents' knowledge for each rotation where there currently exists only subjectivity.
In summary, our study indicates that despite efforts by the ACGME to improve the resident evaluation process, faculty as a group are not accurate evaluators of residents' medical knowledge.
While further research is needed to better assess the reasons for the discrepancy between evaluations and ITE scores, it is likely that structured faculty development programs would benefit all evaluators and thus, the trainee. In addition, augmenting clinical rotation-based evaluations with other subjective (e.g. OSCE) and objective (e.g. end-of-rotation examinations) assessment tools may provide residents with additional input into their deficiencies to help guide further study. Further research is needed to evaluate the costs and benefits of such a multi-faceted approach in the context of clinically demanding training programs.
PRACTICE POINTS

Faculty evaluations are important to assessing resident competence.
 Faculty evaluations are commonly subjective in nature.
Objective measures of medical knowledge such as specialty specific in-training-evaluations exist and predict future performance.
 Correlation between subjective faculty evaluations and objective measures is often lacking as demonstrated by this study.
Targeted faculty development may improve accuracy of evaluation methods.
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