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Abstract: Exact rounding is provided for elementary
floating-point arithmetic operations (e.g. in the IEEE
standard). Many authors have felt that it should be
provided for other operations, in particular for geomet-
ric constructions. We show how one may round mod-
ular representation of numbers to the closest f.p. rep-
resentable number, and demonstrate how it can be ap-
plied to a variety of geometric constructions. Our meth-
ods use only single precision; they produce compact, ef-
ficient, and highly parallelizable code. We suggest that
they can be applied in other settings when exact com-
putations interact closely with rounded representations.
Keywords: computational geometry, exact arith-
metic, robustness, modular computations, single pre-
cision, Residue Number Systems (RNS)
1 Introduction
The success of floating point (f.p.) arithmetic may
largely be attributed to the exact rounding featured
(specified e.g. in the IEEE 754 double precision stan-
dard [7]). This enables to obtain error estimates for
elementary operations, and by roundoff error analysis,
for more complex operations. Geometric constructions,
however, do not seem to possess the kind of numerical
stability that makes numerical computations so prone
to analyze (although some attemps have been made,
as in [4]). Therefore, geometric algorithms easily suffer
from robustness problems due to the limited precision
of the computations [8]. Moreover, the input to an algo-
rithm is often a geometric structure output by another
algorithm, for which we cannot keep an exact repre-
sentation. Rounding this structure using the standard
f.p. approximation creates inconsistencies between the
combinatorial and geometric representation. In rela-
tively few steps of this cascading process, the geomet-
ric algorithm is almost sure to fail because of accuracy
problems [12]. Exact rounding of geometric structures
∗This research was partially supported by the ESPRIT IV LTR
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(both geometrically and combinatorially) is thus a nat-
ural entension of exact rounding with f.p. arithmetic
for devising and analyzing robust implementations of
geometric algorithms.
We continue the investigation of modular arithmetic
for exact geometric predicates started in [2]. In [2], tech-
niques similar to those of this paper are developed for
the problem of determining the sign of an integer given
its residues. The techniques are then used for devis-
ing exact geometric predicates, which can then ensure
robustness of geometric algorithms. Here, we are con-
cerned with rounding the geometric objects to a grid
(as in [12] and references therein). Our techniques can
handle grids with integer, floating-point, or even polar
coordinates. We are not concerned with the combinato-
rial part of the rounding, a difficult problem in its own
right (see [12] and references therein). Rather, we focus
on the numerical part of the problem.
Exact rounding can can be achieved via full-precision
computations, but this can be expensive. It can also
be achieved by the LN approach [6] for integers, or the
techniques of Schewchuk [13] for floating point numbers.
However, the size of the code produced by these tech-
niques grows quadratically with the complexity of the
construction. This can be prohibitive already for ver-
tices of Voronoi diagrams of line segments. Using our
techniques, we may spend quadratic time in the worst
case, but the code remains compact and is easily par-
allelizable (with a speedup almost linear in the number
of processors).
2 Closest f.p. approximation
Floating point (f.p.) computations. Our model
of a computer is that of a f.p. processor that performs
operations at unit cost by using b-bit precision (e.g., in
the IEEE 754 double precision standard, we have b =
53). It is a realistic model as it covers the case of most
workstations used in research and industry [7, 10, 13].
To be able to discuss the properties of f.p. arithmetic,
it is convenient to introduce the following notation [13]:
1
given any real number x, it is representable1 over b bits
if x = 0 or if x2−⌊log x⌋+b is an integer;2 x̃ denotes the
representable f.p. number closest to x (with any tie-
breaking rule if x is right in-between two representable
numbers), and ulp(x) denotes the unit in the last place,
that is, 2⌊log |x|−b⌋ if x 6= 0, and 0 otherwise. We will
use mainly one basic property of f.p. arithmetic on such
a computer: for all four arithmetic operations, the ab-
solute error in computing an operation that returns x is
1
2ulp(x). In particular, operations performed on pairs of
integers smaller than 2b are performed exactly as long
as the result is also smaller than 2b.
Modular computations. Let m1, . . . ,mk be k pair-
wise relatively prime integers and let m =
∏
i mi.
For any number x (not necessarily an integer), we





such that xi − x is a multiple of mi. (This
operation is always among the standard operations be-
cause it is needed for reducing the arguments of periodic
functions.) As shown in [2], arithmetic modulo mi can
be performed on integers by using f.p. arithmetic with
b-bit precision, provided that mi ≤ 2
b/2+1.
This operation can be extended modulo an f.p. num-
bers as follows: an f.p. number x is truncated to a non-
null f.p. number y and the result is defined as x−⌈x/y⌋y.
Therefore, x mod mi is the result of truncating x to mi,
and the (signed) fractional part frac(x) of x is the result
of truncating x to 1. Note that the result of truncat-
ing x to a power of two is always representable if x is
representable.
The Chinese remainder theorem,[1, 10] shows that






can be uniquely repre-
sented by their residues xi = x mod mi; we speak of a
k-modular representation. Rationals can then be rep-
resented by modular representations of their numerator
and denominator, and algebraic numbers by a polyno-
mial with integral coefficients and a rational isolating
interval. With this notation, we can express the basic
problem considered in this paper.
Problem 1 Let x be a number represented as above.
Compute a f.p. number x̃ such that |x̃ − x| ≤ 12ulp(x)
by using only f.p. operations with b-bit precision.
2.1 The case of integers







by its residues xi = x mod mi, i = 1, . . . , k, the value
of x can be retrieved by the following formula, due to
1We systematically ignore underflows and overflows, by assum-
ing that the range of exponent is large enough. A few modern
packages now provide f.p. arithmetic with the exponent stored in
a separate integers, which extends the IEEE 754 double precision
standard by quite a lot.






((xiwi) mod mi) vi
)
mod m. (1)
where vi = m/mi =
∏
j 6=i mj , and wi = v
−1
i mod mi.






















We will therefore compute with fixed b-bit precision the












With the properties of f.p. arithmetic , it is not hard
to prove that the computed value R(k) approximates
x with an absolute error E(k) = x − R(k) bounded by
εkm
(k) where εk = 3k2
−b−1 [2]. The key idea is that
we can compute an exact (k − 1)-representation of this
error since E(k) mod mj = (xj − R
(k)) mod mj . We
can again compute an approximation R(k−1) of E(k), by
applying Lagrange’s method with these k − 1 residues
and computing R(k−1) with an absolute error E(k−1)
bounded by (εk−1 + 2
−b−1)m(k−1). Recursively, for a
decreasing j = k − 1, . . . , 1, we can compute a (j −
1)-representation of E(j) by E(j) mod mi = (R
(j+1) −
R(j)) mod mi for each i = 1, . . . , j. An approximation
R(j−1) of E(j) is obtained by Lagrange’s method on
j − 1 moduli with absolute error E(j−1) bounded in
magnitude by (εj−1 + 2
−b−1)m(j−1). For any j = k −
1, . . . , 0, we have
x = R(k) + · · ·+ R(j) + E(j).
Since the non-zero R(i)’s are decreasing by a factor
εk < 1/2, a good way to compute their sum is to per-
form the additions in the order R(k) + (R(k−1) + (· · ·+




(i) with an absolute error
bounded by ulp(Zj). Moreover, truncating the lead-
ing bits of R(i) to ulp(Zj) yields a sum zj truncated to




an absolute error bounded by ulp(zj). (Note that trun-
cating R(i) to ulp(Zj) can be achieved by computing
(R(i) +Zj)−Zj with b-bit f.p. precision.) Then Zj + zj
approximates x with an absolute error bounded by
ulp(zj) + |E
(j)| ≤ ulp(zj) + (εj + 2
−b−1)m(j).
2
If Zj + zj truncated to
1
2ulp(Zj + zj) is distant from
1
4ulp(Zj + zj) by at least ulp(zj) + (εj + 2
−b−1)m(j),
then Zj + zj can be rounded to the closest f.p. repre-
sentable number and yields the desired x̃.
A minor difficulty arises because it is hard to com-
pute R(j) mod mi: in the worst case, this may take
⌊ 1b log R
(k)⌋ f.p. divisions. However, this is one single
instruction in the IEEE 754 standard and we will ac-
count for it as a single instruction. (Note that although
R(k) is a multiple of m(k) by S(k), S(k) is not an inte-
ger, and there is roundoff error in computing the prod-
uct S(k)m(k), so we cannot take advantage of this to
compute R(j) mod mi.)
This leads to the following algorithm.
Algorithm 1 : Compute x̃ knowing xi = x mod mi
Precomputed data: mj, m̃(j), w
(j)
i , ηj






, for all 1 ≤ i ≤ k
Output: sign of x, the unique solution of xi =








Precondition: |x|+ ηk ≤
m(k)
2












2. Repeat j ← j − 1,
xi ← (xi −R












(k) +(R(k−1) +(· · ·+(R(j+2) +R(j+1)) · · ·))
zj ← R
(k) +(R(k−1) +(· · ·+(R(j+2) +R(j+1)) · · ·))
truncated to ulp(Zj)
x′ ← (Zj + zj) truncated to
1
2ulp(Zj + zj)
until j = 0 or
∣∣x′ − 14ulp(Zj + zj)
∣∣ > ulp(zj)+(εj+
2−b−1)m(j)
3. return Zj + zj
Although we do not give a complete analysis of the
algorithm in this abstract, it is easy to see that, given
k residues, the algorithm will perform O(k2) f.p. oper-
ations in the worst case, and only O(k) operations in
most practical cases.
2.2 The case of rationals
We can obtain the closest f.p. approximation of a quo-
tient z = x/y where x and y are given by their k-
modular representations. Indeed, when computing z′
by performing x̃/ỹ with b-bit precision, only the last
(at most) three bits are incorrect. The correct bits can
be determined by at most three binary searches: if z′
is expressed exactly as u/v with integral u and v (for
instance, we could take v = 1/ulp(z) if z′ is not an inte-
ger), then we can compute modular representations of
u and v and compare z′ with z by computing the sign
of vx− uy with the help of the algorithm of [2].
2.3 The case of algebraic numbers
Algebraic numbers can be manipulated explicitly with
the Sturm or elimination theories, which requires a lot
of sign evaluations and is dealt with easily with modular
computations [2, 9]. A closest f.p. representation can be
found by shrinking the isolating interval using binary
search at binary rationals. Due to lack of space, we
omit the discussion of this section. (See also [9] for
applications in solid modeling.)
3 Geometric constructions
Common geometric constructions can be done with ra-
tionals and algebraic operations. Rounding these con-
structions to the grid can then be done using the tech-
niques of the previous section. We discuss three such
constructions to illustrate our approach. Although
some of these examples can be handled by other tech-
niques [5, 6, 13], the techniques proposed here are more
effective with more complex constructions.
In order to avoid the representation of rationals, we
use the homogeneous representation (ax, ay, aw) of a
point a in the plane. Exact rounding therefore com-
putes the rounded homogeneous coordinates from the
modular homogeneous coordinates. Cartesian represen-
tation with exact rounding can also be obtained from
the modular homogeneous coordinates (see section 2.2).
Given points a, b, c, their determinant is denoted by







In [2], it is shown how to compute a modular represen-
tation of such determinants very efficiently.
Exact rounding of the following constructions to the
Cartesian or homogeneous grid can be obtained by using
the techniques of the previous section.
3.1 Polygon placement
Computing Minkowski sums is a basic operation in
polygon placement []. The Minkowski sum of two poly-
gons A and B is defined as
A
⊕
B = {a + b, a ∈ A, b ∈ B}.
If the polygons are convex, their sum is convex and the
vertices are obtained by adding some vertices of A and
B. Adding two points in homogeneous coordinates is
done by
a⊕ b = (axbw + awbx, aybw + awby, awbw).
Thus the vertices of the sum can be rounded exactly.
3
3.2 Line intersections
Computing the intersection of two lines is a central
problem in problems that output arrangements of lines
and line segments []. Given four points, a, b, c, d, the in-
tersection of the lines ab and cd is given in homogeneous
coordinates by [b, c, d]a− [a, c, d]b where multiplication
and substraction are the standard operations on vec-
tors.
3.3 Voronoi diagrams
Let us introduce the lifting ϕ that gives any point an
additional coordinate z = x2 + y2; in homogeneous rep-







Given three points a, b, c, let d = (dx, dy, dz, dw) be
the wedge product a ∧ b ∧ c, that is, the minors of the
following 4× 3 matrix:


axaw ayaw az a
2
w
bxbw bybw bz b
2
w





The center of their circumscribed circle is given in ho-
mogeneous coordinates by (dx, dy,−2dz), and the ra-






This simple example shows that the complexity of
the computations can quickly become a problem. For
Voronoi diagram of a convex polygon, the vertices re-
quire even more complex computations. For Voronoi of
line segments, the vertices do not have rational coor-
dinates: we must have recourse to algebraic computa-
tions.
3.4 Polygon and solid modeling
In [9, 11], it is shown how robust solid modeling can
be achieved, by computing with approximations [11],
or by using modular arithmetic for symbolic algebraic
predicates [9]. Their constructions can be approximated
using our techniques, improving the approximations. It
is not clear however how this is to be incorporated in
their algorithms.
4 Conclusion
The main properties of exact rounding are canonic-
ity (a number has a uniquely defined approximation)
and monotonicity (approximations have the same or-
der, with strict inequalities becoming large inequali-
ties). Exact rounding is provided by f.p. arithmetic on
modern computers for the standard arithmetic opera-
tions. The techniques of this paper extend exact round-
ing for more complex computations (determinants, alge-
braic manipulations). We apply them to geometric con-
structions. They are more efficient compared to avail-
able methods for complex constructions, such as the last
two given in section 3. It is conceivable that they find
applications in other fields where hybrid arithmetic de-
mand exact representation of numbers together with a
provably accurate floating-point approximation.
As far as geometric applications are concerned, a
major open problem is to generalize the combinatorial
part of geometric rounding to higher dimensions (solid
3D modeling, curved surfaces, etc.).
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