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Resumo
As Interfaces Cérebro-Máquina (BCI, do inglês Brain Computer Interfaces são sistemas
capazes de realizar uma comunicação entre o cérebro e dispositivos eletrônicos. Cada vez
mais estudadas no âmbito científico as BCIs já apresentam um grande número de aplica-
ções. Um dos principais procedimentos para implementação de uma BCI é a classificação
dos sinais gerados pelo cérebro, pois é após a classificação que os processos de coman-
dos são executados. Existem vários algoritmos que realizam este tipo de classificação, um
deles é o classificador Linear Discriminant Analysis (LDA). Em 2010 o cientista francês
Fabien Lotte publicou um trabalho no qual realiza a implementação deste classificador,
obtendo como melhor resultado de acurácia 96,43% na classificação de sinais de imagética
motora, fornecidos pela competição BCI Competition III. Um dos pontos importantes e
de maior necessidade de processamento para implementação deste classificador é processo
de treinamento, nos quais são obtidos os hiperplanos capazes de separar as classes dos
sinais em estudo. Um dos sistemas capazes acelerar algoritmos que realizam este tipo
de cálculo são os SoCs que contêm FPGA, nos quais são explorados os paralelismos de
processos. Sendo assim, neste trabalho é apresentado um estudo da implementação em cál-
culos de ponto flutante do algoritmo de treinamento do classificador LDA em um sistema
coprocessado hardware-software utilizando o Sistema em Chip (SoC, do inglês System on
Chip) Zynq-7000 (composto por um processador ARM Cortex A9 dual core e um FPGA
Artix-7 ). Esta implementação é comparada com a implementação em Matlab desenvolvida
por Fabien Lotte e a implementação em um sistema embarcado utilizando Linguagem de
programação C. Os resultados mostraram que o algoritmo implementado em linguagem
C apresentou melhor desempenho computacional da ordem de 93 vezes mais rápido que o
algoritmo executado em Matlab. Já o sistema coprocessado apresenta um melhor desempe-
nho em funções de cálculo devido ao seu paralelismo. Entretanto a latência do barramento
de comunicação do sistema em hardware com o sistema em software é um limitante do
seu desempenho, apresentando velocidade de processamento de aproximadamente 8 vezes
mais rápido que a implementação em Matlab. Além disso, as implementações em lingua-
gem C e sistema coprocessado apresentaram um consumo energético de aproximadamente
7 vezes menor que a implementação em um computador tradicional.
Palavras-chaves: BCI; LDA; FPGA; SoC; Sistemas Embarcados.
Abstract
The Brain Computer Interface (BCI) are systems capable of making a communication be-
tween the brain and electronical devices. As they are scientifically studied more and more,
BCIs already present a big number of applications. One of the main principles of imple-
mentation of a BCI is the classification of the signals generated by the brain and starting
from the classification that the processes of commands are executed. There are numerous
algorithms that perform this type of classification, one of them is the Linear Discriminant
Analysis classifier (LDA). In 2010 the French scientist Fabien Lotte published a work in
which realizes the implementation of this classifier, obtaining as best result of accuracy
96.43% in the classification of signals of motor imagery provided by the BCI Competition
III. One of the important points and the greater processing need to implement this clas-
sifier is a process of training, in which the hyperplanes capable of separating classes from
the signals in study are obtained. These hyperplanes are obtained through matrix calcula-
tions. One of the systems able to accelerate algorithms that perform this type of calculation
are System on Chip (SoC) that contain FPGA, in which the parallelism of processes is
explored. Therefore, in this work it is presented a study of the implementation in floating-
point calculations of the algorithm of training of the LDA classifier in a hardware-software
co-processed system using the Zynq-7000 SoC system (consisting of an ARM Cortex A9
dual core processor and a FPGA Artix-7). In which it compares with implementations in
Matlab developed by Fabien Lotte and the implementation of a embedded system using C
programming language. The results showed that the algorithm implemented in C language
presented better computational performance of the order of 93 times faster than the algo-
rithm executed in Matlab. The co-processed system performs better in computing functions
because of its parallelism. However, the system communication bus latency in hardware
with the software system is a limitation of its performance, presenting speed approximately
8 times faster than the Matlab implementation. In addition, implementations in C and
co-processed Language presented a energy consumption approximately 7 times lower than
the traditional computer.
Key-words: BCI; LDA; FPGA; SoC; Embedded Systems.
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1 Introdução
Por meio de uma rede de mais de 100 bilhões de células nervosas interconectadas,
o cérebro realiza o controle de nossas ações, percepções, emoções, etc (KANDEL, 2013).
Essas células são chamadas de neurônios, nos quais são armazenados sinais elétricos, que
representam todas as informações de controle (SIULY; LI; ZHANG, 2017). Estes sinais
podem ser aferidos pela eletroencefalografia (EEG), que é um sistema de medição de sinais
elétricos produzidos pelo cérebro durante atividades cerebrais (LOTTE; GUAN, 2011).
De acordo com (SIULY, 2012), a EEG é uma das mais importantes ferramentas
para diagnosticar doenças cerebrais. Além do diagnóstico de doenças cerebrais uma outra
aplicação para os sinais adquiridos pela EEG são as Brain Computer Interfaces (BCIs)
(LOTTE; GUAN, 2011). Uma BCI é um sistema que realiza a comunicação entre o cérebro
e um computador (SIULY; LI; ZHANG, 2017), na qual sua principal função é a tradução
dos sinais elétricos cerebrais em comandos de controle para qualquer dispositivo eletrônico
(SIULY; LI; ZHANG, 2017).
A BCI realiza a tradução destes sinais através de seis passos no qual o principal
passo para a implementação de uma BCI é a classificação, pois é a partir deste passo que é
realizada a tradução dos sinais provenientes da EEG em comandos de controle (MASON;
BIRCH, 2003).
Em aprendizado de máquina e reconhecimento de padrões, a classificação é ca-
racterizada como um processo que atribui parte de um sinal de entrada a um número
de classes ou categorias (BRUNELLI, 2009). Um exemplo é a classificação de um e-mail
como spam ou não-spam. Os algoritmos que realizam a classificação dos sinais de entrada
são chamados de classificadores (SIULY; LI; ZHANG, 2017). De acordo com (LOTTE,
2008), "esses classificadores são capazes de aprender como identificar um vetor de carac-
terísticas, graças aos processos de treinamento".
O algoritmo que realiza a classificação é caracterizado por uma função matemática
que mapeia um sinal de entrada em sua respectiva classe (LOTTE, 2008). São caracteri-
zados dois tipos de classificadores: classificadores supervisionados e classificadores
não-supervisionados. Os classificadores supervisionados fazem uso de um conjunto de
dados para realizar o processo de treinamento do classificador, o que torna o processo
mais simples que os classificadores não-supervisionados, onde o treinamento é realizado
a partir dos dados de testes com apoio do feedback do usuário. Os conjuntos de dados
de treinamento utilizados pelos classificadores supervisionados são formados por vetores
de características previamente atribuídos às suas respectivas classes (LOTTE, 2008). Por-
tanto os classificadores supervisionados são implementados a partir de dois processos: trei-
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namento e testes (SIULY; LI; ZHANG, 2017). As Máquinas de Vetor de Suporte(SVM,
do inglês Support Vector Machines), as Análises Discriminantes Lineares (LDA Linear
Discriminant Analysis), as Redes Neurais Artificiais (RNAs) e as árvores de decisões são
alguns exemplos mais conhecidos de classificadores do tipo supervisionados (SIULY; LI;
ZHANG, 2017).
O LDA como dito anteriormente é um dos classificadores supervisionados e tem
como principais vantagens a simplicidade e atratividade computacional, por se tratar de
um classificador linear (THEODORIDIS; KOUTROUMBAS et al., 1999). O objetivo do
LDA é usar uma transformação linear para encontrar um conjunto otimizado de vetores
discriminantes e remapear o conjunto de características original em um outro conjunto
de dimensão inferior (SHASHOA et al., 2016).
A simplicidade e robustez do LDA possibilita sua implementação em um sistema
embarcado, o que viabiliza sua portabilidade considerando as restrições de desempenho
computacional e consumo energético dos Sistemas em Chip (SoCs - do inglês System on
Chip.
Um SoC é caracterizado pela implementação de todo um sistema computacional,
composto por: memórias, processadores, entradas e saídas, conversores de dados, controla-
dores de periféricos, entre outros, em um único chip de silício (CROCKETT et al., 2014).
Diferente dos computadores tradicionais, que possuem seu sistema implementado a partir
de módulos isolados e integrados em uma placa de circuito impresso, ou placa-mãe, os
SoCs possuem como principais características um baixo custo de implementação, além
de baixo consumo de potência, menor tamanho físico, maior confiabilidade e dependendo
dos recursos disponíveis um maior desempenho computacional, se comparado com um
computador tradicional (CROCKETT et al., 2014). Um exemplo de um SoC é a plata-
forma Zynq que combina em um único chip processadores Advanced Risc Machine (ARM)
e Field Programmable Gate Arrays (FPGA), conversores analógicos digitais (ADC - do
inglês) (CROCKETT et al., 2014).
Tendo em vista a grande vantagem dos SoCs sobre os computadores tradicionais,
este trabalho apresenta um estudo da viabilidade da implementação em sistema copro-
cessado hardware-software e em software embarcado, do algoritmo de treinamento do
classificador LDA desenvolvido previamente por (LOTTE; GUAN, 2011) na plataforma
Matlab, realizando a comparação de desempenho computacional (tempo de execução) e
consumo energético entre as implementações em hardware e software. Em particular a
implementação em hardware consiste no mapeamento do algoritmo na FPGA da pla-
taforma Zynq, a fim de paralelizar seus processos, enquanto que a implementação em
software consiste em executar o algoritmo em um sistema embarcado utilizando os cores




As aplicações das BCIs apresentam um crescente desenvolvimento graças ao au-
mento do interesse em pesquisas voltadas para o tema (BLANKERTZ et al., 2006). As
BCIs utilizam-se de algoritmos de classificação para realizar o processo de tradução dos
sinais cerebrais em comandos de controle (MASON; BIRCH, 2003). O LDA é um tipo
de classificador utilizado para realizar tal processo. Um dos principais processos para im-
plementação de um classificador é o processo de treinamento, é com este processo que
o classificador é capaz de classificar corretamente os sinais de entrada, quando realizado
um bom processo de treinamento(LOTTE; GUAN, 2011). Por se tratar de um algoritmo
linear e consequentemente não exigir um grande esforço computacional, torna-se viável
sua implementação em um sistema embarcado. Como os SoCs apresentam características
de baixo consumo de energia e tamanho físico pequeno, a implementação de algoritmos
de classificação em sistema deste porte podem tornar as BCIs mais acessíveis, tendo em
vista que um algoritmo de treinamento embarcado em um SoC reduzirá a necessidade de
um sistema computacional tradicional, além de um melhor processamento computacio-
nal, pois sua implementação em plataformas FPGAs possibilitam a paralelização de seus
processos (CROCKETT et al., 2014).
1.2 Objetivos
1.2.1 Objetivos Gerais
O objetivo geral do presente trabalho é implementar o algoritmo de treinamento
de um classificador LDA em um sistema embarcado coprocessado (hardware/software),
utilizando um SoC na plataforma Zynq da Xilinx, no intuito de estudar os ganhos em
relação ao tempo de execução se comparado com implementações tradicionais.
1.2.2 Objetivos Específicos
∙ Reproduzir os resultados obtidos por (LOTTE; GUAN, 2011) no desenvolvimento
do algoritmo de treinamento do classificador LDA;
∙ Implementar em sistema embarcado o algoritmo de treinamento utilizando os nú-
cleos ARM da Zynq;
∙ Realizar uma análise de profile para determinação de funções que exigem um maior
esforço computacional;
∙ Converter a(s) função(ões) que exigem um maior esforço computacional em hard-
ware FPGA utilizando a linguagem VHDL;
26 Capítulo 1. Introdução
∙ Validar as implementações utilizando as bases de dados do BCI Competition III -
data set IVa;
∙ Realizar uma análise estatística do erro associado a ambas implementações, compa-
radas com a implementação na plataforma Matlab.
∙ Realizar uma análise de ganhos ou perdas de processamento computacional, com-
parando a implementação em software com o coprocessamento;
27
2 Referencial Teórico
Este capítulo apresenta os conceitos teóricos que abordam este trabalho, deta-
lhando a estrutura cerebral responsável pela geração dos sinais de interesse na subseção
2.1, o sistema de captura dos sinais (a EEG) na subseção 2.2, o sistema que se refere às
BCIs que realizam a tradução dos sinais em comandos para dispositivos na subseção 2.3,
os detalhes técnicos a respeito dos sinais oferecidos pela base de dados BCI Competition
na subseção 2.4, a estrutura geral de um classificador LDA na subseção 2.5, os conceitos
de um SoC na subseção 2.6 e por fim o estado da arte das implementações de algoritmos
de classificação na subseção 2.7.
2.1 O Cérebro
O Sistema Nervoso Central (SNC) é o responsável direto pelo comando do nosso
comportamento geral (CLARK NASHAAT BOUTROS, 2005). Ele pode ser dividido em
três principais áreas: tronco encefálico ou medula espinhal, o cérebro e o cerebelo (Fig. 1)
(ALVAREZ; LEMOS, 2006).
Figura 1 – Três principais áreas do sistema nervoso central. Fonte: (KANDEL, 2013)
O tronco encefálico, parte caudal do SNC, recebe e processa todos os sinais dos sen-
sores corporais, além de realizar o controle dos membros e do tronco humano (KANDEL,
2013).
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O cérebro é o processador do SNC, nele são recebidos e processados os sinais da
medula espinhal, além de fornecer todos os sinais de controle para a própria medula, que
por sua vez, distribui os sinais para os membros e para o tronco (KANDEL, 2013).
O cerebelo está localizado logo atrás do tronco encefálico, onde, através de fibras
chamadas de pedúnculos, realizam a comunicação entre sí (KANDEL, 2013). O cerebelo
é a segunda maior estrutura do SNC contendo mais da metade dos neurônios cerebrais
(SIULY, 2012). É ele o responsável pela nossa percepção (ALVAREZ; LEMOS, 2006),
além do controle da região motora e a memória de movimentos (SIULY, 2012; ALVAREZ;
LEMOS, 2006)
Os sinais de controle e de sensoriamento são sinais elétricos armazenados nos neurô-
nios (KANDEL, 2013). Suas características eletroquímicas permitem que os mesmos ar-
mazenem e transmitam sinais elétricos para qualquer outra célula receptora mesmo que a
longa distâncias (SIULY, 2012). Sua estrutura pode ser dividida em três principais partes:
1) Corpo da celula, 2) axônio e 3) dendrito, conforme apresentado na Fig. (2).
Figura 2 – Estrutura de um neurônio. Fonte: (SIULY, 2012).
A ativação dos neurônios é dada por meio de um gradiente de concentração ele-
troquímico, resultando na produção de uma corrente elétrica cerebral que flui através do
axônio, o que torna possível a comunicação com outras celulas (SIULY, 2012). A corrente
elétrica cerebral consiste comumente de íons de Na+, K+, Ca++ e Cl- (TEPLAN et al.,
2002).
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As atividades elétricas cerebrais podem ser divididas em dois conjuntos: os poten-
ciais de ação (AP) e os potenciais de sinapse (SP) (SIULY, 2012).
Sempre que um potencial de sinapse atinge o limite de condução, ou seja, se o
potencial é carregado (estimulado por alguma atividade cerebral) até o ponto em que se
é gerada uma corrente elétrica no axônio, um AP é iniciado (SIULY, 2012).
Como dito antes, o cerebelo é o responsável pelo controle da percepção e dos
movimentos, além da memória de movimento, portanto a percepção, os movimentos e a
imagética motora são os estímulos que iniciam uma AP na região do cerebelo (ALVAREZ;
LEMOS, 2006).
Os potenciais elétricos gerados a partir dos potenciais de sinapse são armazenados
na escalpe (ou couro cabeludo), onde durante uma atividade cerebral é criado um dipolo
elétrico entre os dentritos e a soma (região ao redor do núcleo) (SIULY, 2012).
2.2 Eletroencefalografia
A Eletroencefalografia (EEG) é um sistema de aquisição de potenciais elétricos,
que refletem atividades cerebrais humanas (SIULY; LI; ZHANG, 2017). É muito usado por
profissionais de saúde e cientistas para avaliar e estudar funções cerebrais e diagnosticar
distúrbios neurológicos (SIULY; LI; ZHANG, 2017).
A técnica popular que registra sinais do cérebro usando eletrodos estrategicamente
colocados sobre o couro cabeludo do paciente, portanto não invasiva, é muito importante
nos diagnósticos de doenças neurológicas (RAO, 2013). Em um exame de EEG, depen-
dendo da sua aplicação, podem ser usados de 1 a 256 eletrodos a fim de captar paralela-
mente os sinais (RAO, 2013). Cada par de eletrodos formam um canal, portanto com 256
eletrodos tem-se uma leitura de 128 canais, também conhecido como EEG multi canais
(RAO, 2013). Cada canal recebe um amplificador de instrumentação e um equipamento
de gravação do EEG (RAO, 2013).
Devido às diferentes camadas e tecidos interpostos entre a fonte do sinal (que é a
atividade neural do córtex) e os sensores colocados no couro cabeludo, tudo isso atuando
como um filtro passa-baixa, faz com o que a resolução espacial do EEG seja ruim, em
contra partida tem boa resolução temporal na faixa de milisegundos (RAO, 2013).
Em um adulto normal, o sinal típico de EEG tem sua amplitude variando de 1 a
100 microvolts, se for medido usando eletrodos de tipo agulha o seu módulo pode variar
de 10 a 20 milivolts. Considerando a não uniformidade do cérebro humano e a organização
funcional do córtex, o sinal de EEG pode variar bastante de acordo com a disposição dos
eletrodos (SIULY, 2012).
Com a baixa amplitude desse tipo de sinal, ele pode sofrer facilmente atenuações,
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contaminações em seu espectro, como por exemplo interferência da rede elétrica de 60 Hz
e seus harmônicos associados, e principalmente atividades musculares exercidas no ato da
extração dos sinais. Portanto no momento do exame os pacientes são orientados a não
realizar nenhum tipo de movimento (RAO, 2013).
O sistema internacional 10-20 é utilizado para especificar um padrão de alocação
dos eletrodos na cabeça dos pacientes ou voluntários. Esse padrão determina as distâncias
entre os eletrodos (SIULY; LI; ZHANG, 2017). São posicionados eletrodos primeiramente
em pontos estratégicos, os pontos são nomeados por: mastoids, eletrodos de referência
localizados atŕas de cada orelha (A1 e A2), Nasion, referência no segmento do topo do
nariz, porém nivelado com os olhos e por fim, o onion, referência situada na base do
crânio no ponto médio da parte de trás da cabeça, as medidas são feitas a partir desses
pontos, no sentido transversal e médio, com intervalos de 10 e 20 % (RAO, 2013), assim
representado na Fig. 3.
Figura 3 – Sistema Internacional de Posicionamento 10-20. Fonte: (CAMPISI; ROCCA;
SCARANO, 2012).
A energia em banda do sinal cerebral é um dos parâmetros mais importantes na
avaliação clínica de anomalias em EEGs, e também para compreender o comportamento
operacional na pesquisa cognitiva (SIULY, 2012). Com inúmeras oscilações não periódicas,
milhares de comunicações inter-neurônios e comportamentos estocásticos o EEG humano
é comumente ordenado em faixas de frequências específicas. Tais bandas são divididas em:
delta (0.5 a 4 Hz) , theta(𝜃)(4 a 8Hz), alpha(𝛼)(8 a 13Hz), beta(𝛽)(13 a 30Hz) e gama(𝛾)
acima de 30Hz, conforme Fig. 4.
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Figura 4 – Exemplos de diferentes tipos de EEG. Fonte: (CAMPISI; ROCCA; SCA-
RANO, 2012)
.
2.3 Brain Computer Interface
Uma das aplicações dos sinais adquiridos pela EEG são as Brain Computer Inter-
face (em português, Interface cérebro máquina) (LOTTE; GUAN, 2011; SIULY, 2012).
Uma Interface Cérebro Máquina (BCI, do inglês Brain Computer Interface) é um sis-
tema que analisa sinais cerebrais e os convertem para um novo sinal de saída (WOLPAW,
2012), ou seja, uma BCI é um sistema que realiza a comunicação entre o cérebro e o
mundo externo sem a interação neuromuscular (WOLPAW, 2012).
O termo BCI foi utilizado pela primeira vez por Jacques Vidal em 1970, onde
foram utilizadas técnicas invasivas para aquisição dos sinais cerebrais, sistema de eletro-
corticografia (ECoG) (WOLPAW, 2012), sistema em que os sensores de aquisição eram
instalados na região do córtex. Em 1980 o mesmo Jacques Vidal publicou pela primeira
vez a utilização de uma BCI não invasiva utilizando o sistema da EEG (GUGER et al.,
2013), as duas técnicas são apresentadas na Fig. 5.
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Figura 5 – Diferença entre os sistemas ECoG e EEG. Fonte: (WOLPAW, 2012).
Atualmente é mais comum a utilização do sistema da EEG para aquisição de sinais
cerebrais por se tratar de um sistema não invasivo (GUGER et al., 2013). A BCI realiza
a tradução dos sinais cerebrais por meio de seis passos, de acordo com o fluxograma
apresentado na Fig. 6.
Figura 6 – Fluxograma de processos de uma BCI, que pode ser aplicado em mecanis-
mos motorizados, reabilitação muscular, alarmes, entre outros. Adaptado de
(WOLPAW, 2012).
1. Aquisição de sinais: Consiste na primeira etapa de um BCI, na qual são aferidos
potenciais elétricos provenientes de atividades cerebrais (SIULY, 2012). Os sinais
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utilizados neste trabalho foram adquiridos utilizando a EEG e provenientes de uma
base de dados de acesso livre, discutida adiante, na seção 2.4.
2. Pré-Processamento: Nesta etapa são utilizados filtros para atenuar a presença de
ruídos no sinal e amplificar as informações relevantes dentro do sinal (SIULY, 2012).
3. Extração de Características: Nesta etapa são extraídos dos sinais alguns parâ-
metros relevantes, chamados de características (SIULY, 2012).
4. Classificação: Nesta etapa as características extraídas no processo anterior são
rotuladas em determinadas classes (SIULY, 2012).
5. Tradução em comandos: Nesta etapa um comando é associado a cada uma das
respectivas classes (SIULY, 2012).
6. Realimentação: Por fim é fornecido ao usuário da BCI uma informação a respeito
do seu estado mental, qual atividade cerebral foi detectada (SIULY, 2012).
Um dos principais passos para a implementação de uma BCI é a classificação, pois
é após este passo que é realizada a tradução dos sinais provenientes da EEG em comandos
de controle (MASON; BIRCH, 2003). Para isso são utilizados algoritmos classificadores,
dentre os quais um tipo de algoritmo de classificação é o LDA, a ser abordado na seção
2.5.
São utilizadas estratégias mentais para definir ao usuário tarefas mentais afim
de gerar características padronizadas nos sinais cerebrais de acordo com determinada
tarefa, para que o classificador possa interpretá-las corretamente (SIULY, 2012). Uma das
abordagens mais comuns é imagética motora, que caracteriza a imaginação do movimento
de um membro do corpo humano (SIULY, 2012).
2.4 BCI Competition
A BCI Competition é uma competição que promove o desenvolvimento e melho-
ria da tecnologia voltada para as BCIs, sendo submetidas diferentes técnicas de análise
de dados cerebrais (BLANKERTZ et al., 2006). Já foram realizadas quatro edições da
competição, nos anos de 2001, 2002, 2004 e 2008 (BLANKERTZ et al., 2006). Em cada
uma destas competições são fornecidos publicamente sinais cerebrais, adquiridos em la-
boratórios especializados (BLANKERTZ et al., 2006). Estes sinais são divididos em dois
conjuntos de dados, os dados de treinamento e os dados de teste, que são utilizados para
treinamento e teste dos algoritmos dos participantes (BLANKERTZ et al., 2006).
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2.4.1 BCI Competition III
O objetivo do BCI Competition III é validar as metodologias de classificação e
processamento de sinais cerebrais aplicados em BCIs desenvolvidas pelos participantes da
competição (BLANKERTZ et al., 2005). Esta edição foi realizada entre Maio e Junho de
2004, período no qual foram disponilizados 8 datasets (I, II, IIIa, IIIb, IVa, IVb, IVc e V),
desenvolvidos com a participação de 49 laboratórios especializados (BLANKERTZ et al.,
2006). Para cada um dos datasets foram realizadas diferentes tarefas que estimulam ativi-
dades cerebrais durante a aquisição dos sinais, configurando assim um objetivo especifico
para cada um dos datasets (BLANKERTZ et al., 2005).
2.4.2 BCI Competition III - Dataset IVa
O dataset IVa refere-se a um conjunto de dados adquiridos por meio da EEG,
em que os sujeitos (indivíduos nos quais foram capturados os sinais) foram submetidos a
estimular o cérebro por imagética motora, através de indicações visuais (BLANKERTZ et
al., 2006). Os indivíduos foram submetidos a realizarem três tarefas, indicadas visualmente
por 3.5s cada tarefa, sendo interrompidas em períodos aleatórios entre 1.75s e 2.25s, onde
o sujeito era submetido a um período de relaxamento (BLANKERTZ et al., 2006). As três
tarefas de imagéticas motoras foram: (L) mão esquerda, (R) mão direita e (F) pé direito
(BLANKERTZ et al., 2006).
Os sinais foram adquiridos de 5 sujeitos rotulados como aa, al, av, aw e ay, onde
foram executadas no total 280 tarefas por cada sujeito. Algumas destas tarefas foram
previamente classificadas, ou seja, foram mapeadas características do sinal cerebral em
sua respectiva classe, formando o conjunto de dados de treinamento, enquanto que as ta-
refas não classificadas formam o conjunto de dados de teste (BLANKERTZ et al., 2005).
Estes sinais foram adquiridos, pré-processados e disponibilizados por Fraunhofer FIRST,
Intelligent Data Analysis Group (Head: Klaus-Robert Müller), and Charité University Me-
dicine Berlin, Campus Benjamin Franklin, Department of Neurology, Neurophysics Group
(BLANKERTZ et al., 2006). A Tabela ?? apresenta a quantidade de tarefas previamente
classificadas (nomeados #tr) e a quantidade de tarefas não classificadas (nomeadas #te)
para cada sujeito.
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Os dados Data Set IVa foram adquiridos e armazenados utilizando amplificadores
do tipo BrainAmp e uma capa de eletrodos de 128 canais. Foram utilizados 118 canais de
EEG posicionados de acordo com o sistema 10-20. Cada um destes canais foram filtrados
em banda passante, utilizando um filtro butterworth de quinta ordem entre as frequências
de 0,05 e 200 Hz, posteriormente foram digitalizados com uma frequência de amostragem
de 1 kHz com precisão de 16 bits, apresentando uma resolução de 0,1 𝜇V, além disso
também foram disponibilizados os mesmos dados com uma frequência de amostragem de
100 Hz (BLANKERTZ et al., 2005).
2.5 Linear Discriminant Analisys
O LDA é um classificador desenvolvido para explorar as informações no reconhe-
cimento de padrões supervisionados, as informações conhecidas são contidas num vetor
de treinamento previamente disponibilizado (IZENMAN, 2008). No algoritmo do LDA as
informações de maior relevância são descobertas, enquanto que as de menores são elimina-
das. O critério usado pelo algoritmo é obter as dimensões que possuem as características
mais distintas das classes padrão (KORKMAZ et al., 2017).
Para um melhor entendimento, supõe-se a existência de um conjunto de dados ?⃗?,
em que ?⃗? = (𝑥1, 𝑥2, ..., 𝑥𝑛)𝑇 e 𝑇 indica a transposição, com características multivariadas,
e que cada dado seja conhecido devido ser proveniente de uma das classes 𝑦, tal que, são
predefinidas com características semelhantes aos dados. As classes podem ser exempli-
ficadas como sendo: espécies de plantas, presença ou ausência de uma condição médica
específica, diferentes tipos de tumores, tipos de veículos automotores entre outros. Para
separar as classes conhecidas uma das outras, é atribuído um rótulo a cada classe, então
os dados são representados como dados rotulados (IZENMAN, 2008).
Devido à indispensabilidade de diminuir as dimensões dos dados de um determi-
nado conjunto, o objetivo do LDA é reduzir a dimensão do espaço de conjunto de dados,
resolvendo o inconveniente da sobreposição (SINGH; PRAKASH; CHANDRASEKARAN,
2016).
O LDA tem a proposta de encontrar uma transformação ótima para maximizar a
proporção de acordo com a Equação 2.1. Com isso, encontra-se o vetor 𝑊 que proporciona
a melhor separação (KETSUWAN; PADUNGWEANG, 2017).
𝐽(𝑊 ) = 𝑊
𝑇 𝑆𝐵𝑊
𝑊 𝑇 𝑆𝑊 𝑊
(2.1)
𝑆𝐵 é a matriz de dispersão entre as classes e 𝑆𝑊 a matriz de dispersão dentro das
classes.
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𝑗=1(𝑚𝑗 − ?̄?)(𝑚𝑗 − ?̄?)𝑇
𝑛 − 1 (2.2)
𝑐 é o número de classes, e ?̄? o vetor média e 𝑚𝑗 é o vetor dos dados pertinentes à classe

















(𝑋 − 𝑚𝑗)(𝑋 − 𝑚𝑗)𝑇 (2.5)
Para 𝑆𝑊 sendo uma matriz não-singular, a solução da Equação 2.1, pode ser escrita como:
𝑆−1𝑊 𝑆𝐵𝑊 = 𝜆𝑊 (2.6)
onde 𝜆 é o auto-valor correspondente ao auto-vetor 𝑊 .
Ou seja, a proposta do classificador LDA é encontrar o hiperplano de maior se-
paração entre as classes analisadas. O cálculo deste hiperplano é feito a partir dos dados
de treinamento. Com os dados de treinamento, a distribuição de probabilidade é conhe-
cida, podendo ser representada pela média da dispersão dos sinais. Em outras palavras
os hiperplanos são obtidos através da correlação inter-classes e intra-classe, maximizando
a separabilidade das classes e minimizando a variabilidade dentro da classe.
2.6 System-on-Chip
O termo Sistema em Chip (SoC, do inglês System-on-Chip), implica que todo sis-
tema que contém funcionalidades implementadas em hardware e software se encontra em
um único chip de silício, combinando processamento, lógica de alta velocidade, interface,
memória entre outros componentes ao invés de uma implementação maior em vários chips
físicos diferentes agrupados em uma placa-mãe (CROCKETT et al., 2014).
São vários os argumentos a favor da escolha de um SoC a uma arquitetura que
utiliza placa-mãe, pode-se citar que a solução é de menor custo, viabiliza transferências de
dados mais rápidas e seguras entre vários elementos do sistema, possui maior velocidade
geral do sistema, menor consumo de energia entre vários outros elementos que fortalecem
a escolha de um SoC em sistemas discretos com componentes equivalentes (CROCKETT
et al., 2014).
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2.6.1 Aquitetura Simplificada de um SoC
O conjunto da arquitetura pode ser dividir em dois sistemas: sistema de processa-
mento (executam os softwares) e lógica programável (hardware).
No Sistema de Hardware encontram-se todos os periféricos, memórias e proces-
sadores, para conecta-los existe um barramento de comunicação responsável por isso. Já
no Sistema de Software, o software funciona sobre o processador, que também sustenta
os aplicativos (geralmente em um Sistema Operacional) e também possui uma camada
num nível mais baixo de software que faz a interface com o sistema de hardware. Um
diagrama de blocos simplificado de um SoC é apresentado na Fig. 7 (CROCKETT et al.,
2014).
Figura 7 – Diagrama simplificado da relacão entre hardware e software em um SoC. Adap-
tado de (CAO et al., 2017)
2.6.2 Zybo-Board
A Zybo é uma plataforma de desenvolvimento (Fig. 8). Baseada na arquitetura
Xilinx R○ All-Programmable System-on-Chip (AP SoC) do tipo Z-7010, o qual possui em
seu encapsulamento um processador ARM Cortex-A9 de dois núcleos e um FPGA da
família Xilinx 7-Series. Esse chip combinado com memórias, entradas e saídas de áudio e
vídeo, USB, Ethernet, controlador de memória SD entre outros periféricos, proporciona
um kit para desenvolvedores que procuram uma plataforma de desenvolvimento SoC com
flexibilidade e boa capacidade de processamento (DIGILENT, 2017).
A Fig. 9 mostra o diagrama funcional do Zynq-7000 AP SoC, o Processing System
e a Programmable Logic têm sistemas de alimentação individual, permitindo o usuário
habilita-los ou não para gerenciamento de energia.
O Zynq-7000 AP SoC é composto pelos seguintes blocos majoritários
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Figura 8 – Placa de Desenvolvimento Zybo-Board. Fonte: (DIGILENT, 2017)
∙ Sistema de Processamento (PS do inglês Processing System)
– Unidade de Processador de Aplicação (APU - do inglês Application Processor
Unit)
– Interfaces de Memória(do inglês Memory interfaces)
– Periféricos de entrada (IOP do inglês I/O peripherals)
– Iterconexões (do inglês Interconnect)
∙ Lógica Programável (PL - do inglês Programmable Logic)
– Look-Up Tables - LUT São tabelas da verdade capazes de implemtarem quais-
quer funções lógicas combinacionais.
– Flip-Flop Unidade de armazenamento que quando combinado com a LUT é
utilizado para implementar circuitos sequênciais.
– BRAM Bloco de memoria de acesso randômico utilizado para armazenar dados.
– DSP Processador digital de sinais, basicamente é uma unidade lógica aritimé-
tica.
2.6.2.1 Comunicação Entre PS e PL
Conforme apresentado na Fig. 9 a PL realiza a comunicação com o PS através da
interface de comunicação AXI-32bits. O AXI é uma das partes da família de protocolos
ARM-AMBA. Em 2010 a ultima versão desenvolvida do AMBA (versão 4.0), foi incluida
a segunda versão do AXI, o AXI4 (XILINX, 2011).
Existem três tipos de barramento AXI, o AXI4, AXI4-Lite e AXI4-Stream.
∙ AXI4 - usado quando os requisitos de projeto necessitam de alta performance no
mapeamento de memória.
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Figura 9 – Diagrama funcional do Zynq-7000 AP SoC
∙ AXI4-Lite usado para um simples mapeamento de memória.
∙ AXI4-Stream usado quando necessita-se fluxo de dados em alta velocidade.
2.7 Estado da Arte
A implementação de algoritmos de classificação em FPGA já foi relatada anteri-
ormente na literatura, sendo utilizados para diferentes aplicações. A Tabela 2 apresenta
a relação de alguns autores que realizaram a implementação de classificadores em SoCs
utilizando FPGA, apresentando a acurácia obtida por cada autor, bem como os sinais de
entrada e sua respectiva aplicação.
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Tabela 2 – Resultados obtidos por outros autores em implementações de algoritmos de
classificação em FPGA.
Autores Algoritmo Acurácia Sinal
(YANG, 2003) RNA 92% Imagem
(IRICK et al., 2008) SVM 88,6% Imagem
(GLETTE; TORRESEN, 2009) EHW 97,5% Imagem
(GLETTE; TORRESEN, 2007) EHW 91,4% Ondas Sonoras
(ALKIM; KILIÇ, 2011) LVQ 85% EMG
(??) SVM 97% Ondas Ultrassônicas
(??) NB 92% EMG
(??) LDA 72% EEG
Os melhores resultados obtidos com a base de dados BCI Competition - Dataset
IVa foram de (WANG et al., 2004), onde utilizando do classificador LDA, conseguiu
acurácias de 94.17% geral, 95.5% sobre o sujeito (aa), 100.0% sobre o sujeito (al), 80.6%
sobre o sujeito (av) 100.0% sobre o sujeito (aw) 97.6% sobre o sujeito (ay).
A Tabela 3 apresenta a acurácia obtida por (LOTTE; GUAN, 2011) no ano de
2010, no desenvolvimento do algoritmo de classificação LDA, utilizando do algoritmo
Common Spatial Pattern (CSP) para maximizar a variância do filtro passa-faixa utilizados
pelo EEG para uma das classes, enquanto minimiza a variância para as outras demais
classes, utilizando a base de dados BCI Competition - Dataset IVa.
Tabela 3 – Acurácia de classificação do algoritmo LDA utilizando do algoritmo CSP para









Neste capítulo é apresentado como foi realizada a implementação do algoritmo
de treinamento do classificador LDA em um sistema coprocessado hardware-software,
detalhando todos os módulos que compõem a implementação.
3.1 Algoritmo Implementado
Em 2010 o francês Fabien Lotte publicou um trabalho com objetivo de comparar
as implementações de algoritmos de extração de características de sinais provenientes de
atividades cerebrais, além de propor um novo algoritmo para extração de características
dos sinais (LOTTE; GUAN, 2011).
Para coleta de resultados de seu trabalho, Lotte utilizou o algoritmo de classificação LDA
e a base de dados BCI Competition III - Dataset IVa, obtendo como melhor resultado o
extrator de características CSP, conforme apresentado anteriormente na Tabela 3.
O algoritmo foi desenvolvido utilizando a plataforma Matlab, utilizando-se dos recursos e
funções da plataforma. A Fig. 10 apresenta um diagrama de atividades que descreve as
funções utilizadas no algoritmo.
Figura 10 – Atividades realizadas pelo algoritmo de (LOTTE; GUAN, 2011).
Utilizando-se dos dados de treinamento do BCI Competition III - Data Set -IVa,
o algoritmo inicia-se realizando a filtragem dos sinais a partir de um filtro Butterworth
passa faixas de 5𝑎 ordem, mantendo os sinais das faixas 𝛼 e 𝛽 e atenuando as demais
frequências. Em seguida, é realizado o processo de extração de características utilizando o
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algoritmo CSP. Logo após, é realizado o processo de treinamento, nos quais são calculados
hiperplanos que melhor separam as classes. Estes hiperplanos são os parâmetros utilizados
no processo de classificação, sendo então, um dos parâmetros de entrada da função de teste,
nos quais são classificados os sinais de testes, também fornecidos pelo BCI Competition
III - Data Set -IVa. Por fim, são disponibilizados os resultados de acurácia e tempo de
treinamento.
3.2 Implementação em Sistema Coprocessado
Conforme apresentado, o objetivo deste trabalho é o estudo dos ganhos ou perdas
no processamento do algoritmo de treinamento do classificador LDA implementado em
um coprocessamento hardware-software, utilizando-se do SoC Zynq embarcado no kit
de desenvolvimento Xilinx Zybo Board modelo 70-10, comparado com a implementação
realizada por (LOTTE; GUAN, 2011) e a implementação em software executado sobre
um SO Linux embarcado nos processadores ARM, também disponíveis no SoC.
Sendo assim, o trabalho se restringiu à implementação das atividades que compõem a
função de treinamento do classificador LDA (atividades destacadas) na Fig. 10, em um
sistema coprocessado .
A Fig. 11 apresenta um diagrama de atividades que descreve a função de treinamento do
classificador LDA.
Figura 11 – Atividades realizadas pelo algoritmo de treinamento do classificador LDA,
desenvolvido por (LOTTE; GUAN, 2011).
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Inicialmente é realizada a separação dos sinais em dois conjuntos de dados que
representam os dados referentes às duas classes em estudo. Em seguida são calculadas as
médias dos sinais de cada classe. Estes valores são repassados para a função de cálculo
da matriz de covariância (ou dispersão), nos quais são realizados cálculos matriciais con-
forme apresentado na Equação 2.2. Posteriormente são calculados os hiperplanos a partir
da covariância das características dos sinais. Estes hiperplanos representam os parâmetros
de treinamento do classificador. São a partir deles que os sinais de teste são classificados.
Como será detalhado no capítulo seguinte as funções de cálculo de média e cálculo
de covariância são as duas funções que apresentam um maior esforço computacional.
Portanto ambas as funções foram mapeadas em hardware (funções destacadas na cor
verde na Fig. 11), utilizando-se da linguagem VHDL, a fim de acelerar o algoritmo de
treinamento explorando o paralelismo dos algoritmos, enquanto as demais funções foram
compiladas em software na linguagem C, executada através de um SO Linux embarcado
nos processadores do SoC utilizado neste projeto.
3.2.1 Ferramentas Utilizadas
Para estudo das implementações foram utilizadas cinco ferramentas principais:
∙ SoftwareMatlab R2016a - Student License - Utilizado para reproduzir os resultados
obtidos por (LOTTE; GUAN, 2011);
∙ SO Linux - Utilizado como ambiente de desenvolvimento de software embarcado;
∙ Software Vivado - v.2017.4 - Utilizado para desenvolver, integrar e sintetizar os IP’s
de cálculo em ponto flutuante das funções média e covariância;
∙ Software Development Kit (SDK) - v.2017.4 - Utilizado para desenvolver o arquivo
fsbl.elf e para compilar o arquivo BOOT.bin.
Para implementação em software e implementação coprocessada utilizamos o SoC
Zynq embarcado no kit de desenvolvimento Zybo Board.
3.2.2 Metodologias de Desenvolvimento
3.2.2.1 Implementação em Software
Para o auxílio desta implementação, foi instalado o sistema operacional Debian
Linux sobre os cores ARM, cujos recursos e passos necessários para a instalação do SO
estão contidos no ANEXO B.
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O processo para implementação seguiu o método bottom-up, blocos de códigos
menores foram implementados e testados separadamente, com a finalidade de todos os
blocos serem integrados e testados em um único bloco principal. Todas as codificações
foram implementadas utilizando a linguagem de programação C, e para compilar o código
principal foi utilizado o compilador GCC (GNU Compiler Collection). Com esse método
conseguimos realizar uma análise de perfil das funções implementadas reportando os tem-
pos de execução de cada uma das funções, sendo assim possível deduzir as funções que
necessitam de maior esforço computacional. As entradas para programa desenvolvido são
os sinais de treinamento fornecidos pelo dataset IVa do BCI Competition III.
Como parâmetro de análise estatística foram coletados os seguintes dados:
∙ Consumo de memória
∙ Tempo de execução
∙ Erro da implementação em comparação aos resultados obtidos por (LOTTE; GUAN,
2011)
3.2.2.2 Implementação em Hardware
Para implementação das funções de cálculo de média e cálculo da matriz de covari-
ância em FPGA foi adotada a metodologia bottom-up, na qual cada sub-bloco desenvolvido
foi testado antes de ser inserido ao bloco principal, também conhecido como Top module.
Os cálculos foram realizados através dos blocos de propriedade intelectual (IP) desenvol-
vidos por (MUÑOZ et al., 2010). Os IPs realizam cálculos matemáticos em unidades de
ponto flutuante de acordo com o padrão IEEE-754 (ELECTRICAL; ENGINEERS, 2008)
com registradores de 27 bits, representados com:
∙ Expoente: 8 bits;
∙ Mantissa: 18 bits;
∙ Sinal: 1 bit.
O IP que realiza o operação de soma ou subtração é controlado por uma máquina
de estado finita (FSM - do inglês Finite State Machine) (MUÑOZ et al., 2010). O bloco
apresentado na Fig. 12 representa o IP somador/subtrator, com suas respectivas entradas
e saídas.
O sinal de entrada oP representa se a função do bloco será soma (caso valor lógico
for igual a 0) ou subtração (caso valor lógico for igual a 1) (MUÑOZ et al., 2010). Os sinais
opA e opB representam os valores de entrada, no caso da adição representam os valores
da soma, e no caso da adição representam minuendo e subtraendo, respectivamente. Há
também a entrada start utilizado para iniciar a operação assim que seu nível lógico realiza
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Figura 12 – Representação do módulo somador/subtrator
uma transição de borda de subida (de nível lógico 0 para nível lógico 1), além das entradas
de clock e reset.
Foram criados componentes para paralelizar o processo dos cálculos, buscando o
maior nível de paralelismo. A partir do bloco de IP da Fig. 12, para a função média
foram implementados um total de 20 (vinte) somas em paralelo. Para sequenciar a soma
final dos 20 operandos de entrada foi implementado um dataflow de somadores, no qual
a saída apresenta o resultado da soma final de 20 operandos (Fig. 13). Já para a função
de covariância foram implementados 4 componentes em paralelo que calculam parte da
Equação 2.2 conforme apresentado na Fig. 14.
Figura 13 – Bloco para cálculo de média com vinte somas em paralelo.
Foram instanciados 5 blocos de somadores de 4 entradas, nomeados de soma pri-
mária, desenvolvidos a partir do bloco do IP somador da Fig. 12. A saída de 4 (quatro)
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destes 5 (cinco) blocos são entradas de um novo bloco somador de 4 entrada, nomeado
de soma secundária, com start acionado após finalizar as somas primárias. A saída deste
somador representa a entrada de um somador básico com 2 (duas) entradas, nomeado de
soma final, completando a soma com a saída do 50 (quinto) somador primário, resultando
na saída final a soma dos 20 (vinte) operandos de entrada. Após a soma de todos os
valores pertencentes ao vetor de características de sua respectiva classe, o valor da soma
total é dividido pela quantidade de sinais de características, resultando assim na média
final de um determinado vetor de característica.
A matriz de covariância é encontrada a partir de um cálculo matricial, conforme
anteriormente apresentado na Equação 2.2. O cálculo implementado em hardware realiza
o cálculo interno ao somatório, sendo então a Equação 3.1 implementada em hardware:
𝑐𝑜𝑣ℎ𝑤 =
(𝑚𝑗 − ?̄?)(𝑚𝑗 − ?̄?)
𝑛 − 1 (3.1)
A transposição da matriz (operator 𝑇 ) e o somatório foi mantido em software.
Sendo assim, o módulo apresenta 5 (cinco) saídas paralelas para cada uma das entradas
da Equação 3.1.
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Figura 14 – Bloco para cálculo da matriz de covariância com quatro cálculos em paralelo.
A técnica utilizada na implementação do projeto foi a dataflow. O princípio bá-
sico das arquiteturas dataflow é que a execução das operações é acionada em função da
disponibilidade dos operandos. Ela não segue uma estrutura convencional de máquinas al-
gorítmicas, no qual uma parte de controle é responsável pela sincronização das operações
(SIQUEIRA, 2016). No caso dos sistemas em hardware implementados os blocos iniciam
sua operação apenas quando suas entradas já estão carregadas.
Todos os módulos desenvolvidos foram atribuidos à um novo IP com barramento
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AXI4-Lite para realizar a comunicação com o procesador ARM. Nos quais são transmitidos
e recebidos os dados de entrada referentes aos IPs de cálculo de média e cálculo da matrix
de covariância. O diagrama geral da implementação, no qual é apresentado a conexão entre
ARM e todos os seus periféricos, além dos IPs desenvolvidos é apresentado no ANEXO
A deste trabalho.
3.2.3 Protocolo para Análise Estatística
Para efeito de análise estatística comparatória foram coletados as seguintes infor-
mações pós implementação:
∙ Consumo de hardware: LUTs, FFs, blocos de DSP, blocos de memória RAM, I/O;
∙ Dados de desempenho: frequência de operação e tempo de execução;
∙ Dados simulados: Latência e throughput;
∙ Estimação do consumo de energético;
∙ Estimação estatística do erro quadrático de implementação em hardware comparada
com a implementação original em Matlab.
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3.2.4 Integração
Toda a integração do projeto coprocessado é possibilitado pelo uso do barramento
AXI4-Lite, que interliga a PL com a PS, um esquemático do processo de escrita e leitura
nos IP através do barramento AXI4-Lite pode ser observado na Figura 15.
Figura 15 – Fluxo de dados para leitura e escrita no barramento AXI Fone: (XILINX,
2011)
Para realizar escrita e leitura de dados nos IPs através da aplicação implementada
em software, ultilizamos a função mmap() que faz parte da biblioteca <sys/mman.h>,
esta função cria um novo mapeamento de memória no endereço de memória virtual no seu
processo de chamada. Esse novo endereço começa no endereço de memória do IP (com
AXI), com isso é possivel ler e escrever no endereço memória de qualquer IP, desde que a
memória esteja devidamente mapeada.
Os IPs desenvolvidos por (MUÑOZ et al., 2010) realizam operações em ponto
flutuante com tamanho de palavra genérico, para análise comparativa as implementações
em hardware utilizaram tamanho de palavra de 27 bits. Como o barramento AXI-4Lite
possui como configuração mínima de registradores o valor de 32 bits, em todos os IPs
desenvolvidos as entradas e saídas possuem tamanho de 32 bits, porém para realização
dos cálculo é considerada apenas os 27 bits mais significativos presentes nos registradores
do barramento de comunicação AXI-4Lite.
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4 Resultados
Neste capítulo são apresentados os resultados obtidos nas implementações do al-
goritmo de treinamento do classificador LDA nas plataformas Matlab (desenvolvido por
(LOTTE; GUAN, 2011)), Linguagem C (executado em um SO Linux compilado em um
processador ARM Cortex A9 ) e pelo sistema coprocessado hardware-software executado
no SoC embarcado no kit de desenvolvimento Xilinx Zybo Board.
4.1 Resultados obtidos em MATLAB
Em 2010 Fabien Lotte publicou um trabalho demonstrando a classificação de sinais
de EEG com LDA (LOTTE; GUAN, 2011) usando o extrator de características common
spatial pattenrs (CSP) e outras variações deste algoritmo. As implementações foram co-
dificadas em Matlab e o autor chegou aos seguintes resultados apresentados na Tabela
4.
Tabela 4 – Acurácia da classificação usando o extrator CSP, classificador LDA e Data-Set







Reproduzir os resultados do autor é de suma importância para este trabalho, tanto
para comparação quanto para o entendimento do algoritmo. Utilizando-se do data set BCI
Competition III - IVa, obteve-se os mesmos resultados obtidos por (LOTTE; GUAN, 2011)
apresentados na tabela 4.
Uma outra aplicação do algoritmo é a representação gráfica dos potenciais obtidos
em cada um dos 118 sensores posicionados na superfície do crânio do sujeito, apresentado
na Fig. 16.
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Figura 16 – Mapeamento gráfico do potencial dos sensores obtidos na captura de sinais
do sujeito aa (LOTTE; GUAN, 2011).
Após execução do algoritmo um dos resultados apresentados na interface gráfica da
ferramenta Matlab é o tempo de execução do algoritmo de treinamento. Após 10 execuções
obteve-se um resultado de tempo médio de processamento de aproximadamente 59.5 ms
(milissegundos).
4.2 Resultados Obtidos em Linguagem C
Após a implementação do algoritmo em linguagem C e sua respectiva execução
sob o auxílio do sistema operacional Linux, distribuição Debian, embarcado nos proces-
sadores ARM do kit de desenvolvimento Zybo Board. Os resultados obtidos de acurácia
de classificação são apresentados na Tabela 5.
Tabela 5 – Acurácia da classificação dos sinais com treinamento em linguagem C.
Sistema aa al av aw ay
Linguagem C 65.18% 96.43% 50.51% 59.82% 57.14%
Em comparação com os resultados obtidos na implementação em Matlab(Tabela
16), pode-se observar que houveram divergências. Isto ocorreu devido as diferentes aqui-
teturas de execução, sendo a execução em Matlab em arquitetura de tamanho de palavra
de 64 bits, enquanto a execução em linguagem C em arquitetura de 32 bits, acarretando
em erros de truncamento de palavra, sendo estes propragados durante a execução dos
cálculos. Porém, apesar do erro associado, obteve-se uma melhora nos hiperplanos para
classificação do sinais dos sujeitos ay e av.
No que diz respeito ao desempenho computacional esta implementação obteve os
melhores resultados, a Tabela 6 apresenta o resutado da análise de perfil. A função de co-
variância é a que mais consome tempo de execução e esforço computacional para realizar o
treinamento do classificador, consumindo um total de 81.25% de todo tempo de execução
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do algoritmo de treinamento e a função média a segunda com maior consumo, registrando
um total de 12.5%, enquanto a função sigma, função de cálculo dos hiperplanos, no qual
é realizado o cálculo da média entre as covariâncias da classe 1 e classe 2, consome apenas
6.25%.
Tabela 6 – Análise de perfil da função de treinamento.
Implementação #Chamadas Tempo porChamada
Tempo
Total %
Cov 2 260 𝜇s 520 𝜇s 81.25
Média 2 40 𝜇s 80 𝜇s 12.50
Sigma 1 40 𝜇s 40 𝜇s 6.25
Após realizar 10 execuções da função e analizando os tempos de execução das
funções e seus respectivos números de chamada dentro do algoritmo de treinamento tem-
se que o tempo médio total de execução da função é de 640 𝜇s.
4.3 Resultados Obtidos no Coprocessamento Hardware-Software
As funções do algoritmo de treinamento do classificador LDA que continuaram
mapeadas em software continuaram com os mesmos resultados obtidos na seção ante-
rior. Portanto, esta seção se restringe aos resultados obtidos quanto a implementação das
funções em hardware FPGA (Funções destacadas na Fig. 11).
4.3.1 Resultados Obtidos Pós Implementação em Hardware
4.3.1.1 IP Para Cálculo de Média
Após a execução de todos os procedimentos de desenvolvimento, síntese e im-
plementação do IP para cálculo de média, com a função de Report post-Synthesis da
ferramenta Vivado 2017.4 obteve-se os seguintes estimativas de consumo de hardware,
apresentados na Tabela 7.
Tabela 7 – Consumo de hardware da função Média.
LUT FF BUFG DSP
Média 40% 6% 3% 1%
A maior parte dos recursos consumidos se destinam ao somadores. Para garantir
uma maior velocidade de tratamento dos dados, optou-se por não armazenar os sinais
de entrada da função média em BRAMs, mas sim, lê-los diretamente dos registrados do
barramento AXI-4Lite, pois o processo de leitura e escrita nos blocos de memória RAM
consomem 4 ciclos de relógio por operação. Além disso, para comando de leitura e escrita
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seria necessária a implementação de uma FSM o que demandaria mais recursos.
Os valores em porcentagem representam o consumo de acordo com as quantidades de
recursos disponíveis no SoC Zynq embarcado no kit de desenvolvimento Zybo Board 70-
10 composto por uma FPGA do família Artix 7.
4.3.1.2 IP Para Cálculo da Covariância
Utilizando-se da mesma função de ferramenta Report post-Synthesis, obteve-se os
seguintes resultados de consumo para cálculo da covariância, apresentados na Tabela 8.
Tabela 8 – Consumo de hardware da função Covariância.
LUT FF BUFG DSP
Covariância 26% 5% 3% 8%
Grande parte do consumo de recursos da função é destinada ao processo de multi-
plicação e sinais de registradores para conectar os IPs de soma e multiplicação desenvol-
vidos por (MUÑOZ et al., 2010).
4.3.1.3 Sistema Coprocessado
Após a integralização dos blocos IPs desenvolvidos com o SoC Zynq e realizar
a implementação do sistema geral (Anexo 01), obteve-se os seguintes resultados para
consumo de recursos, apresentados na Tabela 9
Tabela 9 – Consumo de hardware do coprocessamento após implementação.
Recursos Utilização Disponível Utilização (%)
LUT 15252 17600 86.66
LUTRAM 234 6000 3.90
FF 10303 35200 29.27
BRAM 6 60 10.00
DSP 9 80 11.25
IO 36 100 36.00
BUFG 4 32 12.00
MMCM 2 2 100.00
Apesar de ainda haver insumos de hardware disponíveis optou-se por finalizar a
implementação seguindo os resultados da Tabela 9. Pois, um consumo de LUT acima de
90% poderia resultar num mal roteamento do circuito.
A Fig. 17 apresenta o roteamento do sistema de coprocessamento implementado
no kit de desenvolvimento.
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Figura 17 – Roteamento do circuito implementado referente a todo o sistema de copro-
cessamento.
Os blocos em vermelho representam a alocação dos módulos pertinentes a função
de cálculo de média, já se percebe que é a função que mais consumiu recursos. Em azul
escuro a alocação dos módulos pertinentes a função de cálculo da covariância. Em azul
turquesa a alocação dos módulos do processador ARM Cortex A9. Em rosa os módulos
que compõem o barramento AXI-4Lite.
Uma outra informação relevante extraída pós implementação é a estimação do consumo
energético de todo o sistema desenvolvido. Estas informações são fornecidas pela função
report power do Vivado. A estimação do consumo energético é apresentado na Fig. 18.
A Fig. 18 apresenta a estimativa de consumo energético para cada componente
do sistema. O processador ARM representado por PS7 na Fig. 18, é o que tem maior
consumo, com aproximadamente 75% do consumo total. O sistema em geral apresentou
o consumo total de 2.156 watts.
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Figura 18 – Estimativa do consumo energético do sistema.
4.3.2 Resultados de Simulação de Hardware
As simulações dos IPs desenvolvidos nos dá uma estimativa de desempenho de
processamento dos IPs, com uma análise temporal.
4.3.2.1 IP Para Cálculo de Média
Na plataforma Vivado 2017.4 e com um clock estipulado em 100 MHz, a Fig.
19 apresenta os resultados da simulação temporal do IP de soma para 20 sinais de en-
trada. Estes 20 sinais são carregados para a entrada do somador, representados como oP1,
oP2,...,oP20. O sinal de start realiza o inicio das operações. A partir da Fig. 19 tem-se
que o sinal de start recebe nível alto no intervalo de tempo 𝑡 = 50𝑛𝑠, iniciando o processo
de soma dos valores de entrada. O resultado de saída é atualizado no instante de tempo
𝑡 = 145𝑛𝑠. Ou seja, do instante de tempo que o start é acionado ao instante em que a
saída é atualizada tem-se um total de 95𝑛𝑠, isso configura o valor de latência do hardware,
ou seja, com uma latência = 95 ns, a cada sinal de start em 95 ns é realizada uma soma
de 20 operandos. Por se tratar de uma implementação em dataflow o throughput é igual
a latência do hardware.
Os sinais de entrada são as características de cada uma das classes. Estas ca-
racterísticas são matrizes de dimensão 80x6 para cada uma das classes, portanto, para
realização do cálculo da média utilizando o IP é necessária a execução do cálculo 4 vezes
para somar todos os 80 dados de cada uma das 6 colunas. O processamento em hardware
retorna então para o processador ARM 1 (um) valor de soma, que representa a soma
de 20 (vinte) operandos. Como são necessárias 4 somas de 20 operandos para totalizar
a soma dos 80 (oitenta) amostras, os 4 (quatro) valores retornado para o ARM são re-
tornados via AXI-Lite para o processamento em hardware, nos quais são somados e em
seguida dividido pelo numero de amostras, resultando na média final. Como uma única
soma possui throughput = 95 ns, o somador de 4 entradas possui throughput = 20 ns e
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Figura 19 – Simulação do IP de soma de 20 operandos.
a divisão tem troughput = 30 ns (obtido também através da simulação do IP), pode-se
obter o troughput para cálculo da média de uma classe de acordo com a Equação 4.1.
𝑇𝑚 = 𝑁(𝑇𝑠20 * 4 + 𝑇𝑠4 + 𝑇𝑑𝑖𝑣) (4.1)
Sendo, 𝑇𝑚 = período para cálculo da média; 𝑁 = número de colunas da matriz
de características; 𝑇𝑠20 = troughput da soma de 20 operandos; 𝑇𝑠4 = troughput da soma
de 4 operandos; 𝑇𝑑𝑖𝑣 = troughput da divisão. Portanto para o IP de média obtemos um
𝑇𝑚 = 2.58 𝜇s. Ou seja, para calcular a média de cada classe será necessário um período
de 2.58 𝜇s. Como são duas classes, o período total de processamento utilizado pela função
média é de 5.16 𝜇s.
4.3.2.2 IP Para Cálculo de Covariância
Na mesma ferramenta e mesmo clock utilizado na simulação do IP de cálculo de
média, realizou-se a simulação do IP de covariância. A Fig. 20 apresenta a simulação
temporal do IP que realiza o cálculo da Equação 3.1.
De acordo com a Fig. 20 os quatro valores necessários para o cálculo são carregados
nos quatro operadores de entrada. Com o start ativado em 𝑡 = 70𝑛𝑠 o primeiro resultado
de saída é obtido em 𝑡 = 105𝑛𝑠, portanto a latência do hardware é de 𝑡 = 30𝑛𝑠, como
a implementação também segue uma técnica de dataflow este valor também é referido
ao troughput do hardware. Como são 4 implementações executando em paralelo então a
cada 35 ns partindo do start obtém-se 4 valores de saídas referente a Equação 3.1. Como
os dados de entrada se referem a uma matriz de tamanho 80x6 para cada classe, pode-se
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Figura 20 – Simulação do IP de covariância para um único módulo.
Sendo, 𝑇𝑐𝑜𝑣 = período total de processamento da função; 𝑁 = número de colunas
da matriz de características; 𝑁𝑐𝑙𝑎𝑠𝑠 = número de classes; 𝑁𝑐𝑜𝑙 = número de colunas da
matriz de entrada; 𝑇𝑐𝑜𝑣1 = troughput da covariância, 𝑁𝑝𝑎𝑟 = número de implementações
sendo executadas em paralelo.
Sendo assim, pela Equação 4.2 tem-se que 𝑇𝑐𝑜𝑣 = 50.4 𝜇s, ou seja, o IP de cálculo em
ponto flutuante da função covariância consome um tempo de processamento de 50.4 𝜇s
para calcular a covariância das duas classes dos dados de treinamento do data-set - BCI
Competition III - IVa.
4.3.3 Resultados de Execução
Após todo o processo de implementação e simulação, executou-se o sistema co-
processado utilizando-se do data-set - BCI Competition III - IVa como sinais de entrada,
obtendo-se os seguintes resultados de acurácia apresentados na Tabela 10.
Tabela 10 – Acurácia da classificação dos sinais com treinamento em sistema coproces-
sado.
Sistema aa al av aw ay
Coprocessado 65.18% 96.43% 50.51% 59.82% 57.14%
O sistema obteve uma melhor acurácia no sujeito al, pois é o sujeito que mais
possui tarefas realizadas e previamente classificadas. O oposto ocorre com o sujeito av.
Outro dado importante coletado após a execução foi o tempo de processamento da função
de treinamento implementada no sistema coprocessado. Realizando a análise de perfil,
obteve-se um tempo de processamento de 7 milissegundos.
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4.3.4 Análise de Resultados de Desempenho de Processamento
Em cada uma das implementações foram utilizadas arquiteturas diferentes, a Ta-
bela 11 apresenta as arquiteturas utilizadas em cada uma das implementações.
Tabela 11 – Propriedades das plataformas utilizadas.
Implementação Sistema Processador(es) Dados
Matlab Windows 10 Intel Core i5 (2.2 GHz) 64 bits
Linguagem C Linux ARM Cortex A9 (650 MHz) 32 bits
Hardware-Software Zynq ARM /Artix 7 (100 MHz) 27 bits
A partir da execução de cada uma das implementações obteve-se os seguintes
resultados de acurácia apresentados na Tabela 12.
Tabela 12 – Acurácia das implementações de estudo.
Implementação aa al av aw ay
Matlab 66.70% 96.43% 47.75% 71.88% 49.60%
Linguagem C 66.18% 96.43% 50.51% 59.82% 57.14%
Hardware-Software 66.18% 96.43% 50.51% 59.82% 57.14%
De acordo com a Tabela 12, as implementações em linguagem C e coprocessa-
mento obtiveram valores diferentes da implementação original em Matlab, devido ao que
apresentado na Tabela 11, apresentam tamanho de dados inferiores à implementação em
Matlab. Com isso todos os sinais foram truncados em seus respectivos tamanhos de dados,
propagando erros em seus cálculos em ponto flutuante.
Além disso a implementação em sistema coprocessado apresentou um erro quadrático
médio de 0,42% em relação à implementação Matlab
Por se tratarem de sistemas com frequências de clock diferentes cada uma das




Este trabalho apresentou um estudo da implementação em sistema coprocessado
hardware-software do algoritmo de treinamento do classificador LDA, comparadando os
resultados obtidos com outras duas implementações em arquiteturas diferentes, sendo elas
a implemetação em Matlab (LOTTE; GUAN, 2011) e a implementação em linguagem C.
De acordo com os resultados obtidos em simulação a expectativa era de se obter um
menor tempo de processamento na implementação coprocessada, entretanto nos resulta-
dos simulados não se fez presente o tempo de tráfego de dados no barramento AXI-4Lite,
entre o processador (ARM) e a lógica programável (IPs). Com isso a partir dos resultados
da Tabela 13 é possível concluir que o sistema coprocessado não é o mais eficiente em
tempo de execução, ficando atrás da implementação em linguagem C, mas ainda assim
mais eficiente que a implementação em Matlab. Isso pode ser decorrente do ambiente de
execução da implementação em C, que foi executada sobre o auxilio de um sistema opera-
cional Linux (versão para desenvolvedores), sendo esta com uma quantidade de processos
reduzidas, consequentemente consome menos recurso de processamento. Sendo assim o
objetivo desde presente trabalho foi alcançado, mesmo apresentando resultados inespera-
dos.
Este trabalho mostrou que é possível aplicar métodos de processamento em ar-
quitetura de hardware reconfigurável aplicado à classificação de sinais. Portanto, para
trabalhos futuros, pode ser feito uma melhor interface entre hardware e software para
obter um melhor tempo de execução, pois os resultados deste trabalho mostram que o
barramento AXI-4Lite foi um limitante para se ter os resultados esperados, além dos
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ANEXO A – Sistema Geral
Figura 21 – Sistema geral com IP
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ANEXO B – Tutorial para Instalação do
Sistema Operacional Linux no Zybo
Este tutorial foi elaborado para ambiente Linux e baseia-se no tutorial disponibi-
lizado por (??).
B.0.1 Geração do Arquivo u-boot.elf
B.0.1.1 Requisitos Necessários
∙ Vivavo 2014.1 WebPACK ou superior, disponivel em : <https://www.xilinx.com/
support/download.html>
∙ Acesso ao repositório no git para "u-boot-xlnx"disponível em : <https://github.
com/Xilinx/u-boot-xlnx>
B.0.1.2 Instruções
Para começarmos precisamos baixar o reposítório do u-boot, para isso usamos o
comando:
$ g i t c l one https : // github . com/ Xi l i nx /u−boot−xlnx . g i t
Este comando faz o download do repositório u-boot-xlnx mantindo pela Xilinx, em seguida
entramos no diretório:
$cd u−boot−xlnx /
Dentro do diretório, é necessário carregar as ferramentas de compilação, vamos usar o
comando:
$source /opt/ Xi l i nx /Vivado /2017.4/ s e t t i n g s 6 4 . sh
Neste ponto iremos limpar todos os arquivos já compilados que podem estar no repositório,
para isso usamos os seguintes comandos:
$make mrproper
$make c l ean
Agora vamos adicionar as variáveis de ambiente para compilação e o arquivo de configu-
ração para o kit Zybo com os comandos abaixo:
$make CROSS_COMPILE=arm−l inux−gnueabihf− zynq_zybo_config
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o arquivo de configuração foi criado, para compilar usamos o comando:
$make CROSS_COMPILE=arm−l inux−gnueabihf−
Por fim vamos adicionar a extensão ".elf"ao arquivo "u-boot", usaremos o seguite comando:
$mv u−boot u−boot . e l f
Esta etapa foi concluida, vamos agora criar o aquivo BOOT.bin.
B.0.2 Geração do Arquivo BOOT.bin
Requisitos Necessários:
∙ Vivavo 2014.1 WebPACK ou superior, disponivel em : <https://www.xilinx.com/
support/download.html>
∙ ZYBO Base Sytem Design disponível em: <https://reference.digilentinc.com/_media/
reference/programmable-logic/zybo/zybo_base_system.zip>
∙ completar o passo anterior
B.0.2.1 Instruções
Para criarmos o arquivo BOOT.bin primeiramente descompactamos o aquivo "zybo_base_sytem.zip",
podemos usar o seguinte comando:
$unzip zybo_base_system . z ip
Após descompactar iremos até o diretório:
$zybo_base_system/source/ vivado /hw/zybo_bsd/
Com o software vivado iremos abrir o arquivo "zybo_bsd.xpr". No vivado execu-
taremos a função: Generate Bitstream.
obs: Isse passo irá demorar alguns minutos.
Agora exportaremos o ".bit"para a pasta de projeto, no Vivado siguimos os passos:
File > Export > Export Hardware na janela que surgirá, marcaremos a opção
Include Bitstream. Ainda no Vivado façamos os passos: File > Launch SDK
obs: Todos os passos agora serão executados do software SDK
No SDK vamos criar o aquivo fsbl.elf (first stage boot loader). Este é responsável
por carregar o arquivo de configuração (bitstream) no sistema de processamento do Zybo.
Para cria-lo vamos seguir os passos: File > New > Aplication Project no campo
"Project Name"usaremos "fsbl"e clicamos em Next, agora escolheremos o tamplate Zynq
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FSBL, por fim clicamos em Finish.
Neste ponto estamos de posse dos arquivos u-boot.elf, fsbl.elf e system_wraper.bit,
estes são necessários para gerarmos o BOOT.bin.
Seguiremos então os passos: Xilinx > Criate Boot Image, na janela que surgirá
escolhemos o diretório de saída de nossa preferência. No campo "Boot Image Partitions",
iremos adicionar os seguintes aquivos em ordem; obs: A ordem dos aquivos é muito im-
portante para esse processo. em Add adicionaremos o aquivo fsbl.elf que se encontra na
pasta de projeto:
zybo_bsd . sdk/ f s b l /Debug/ f s b l . e l f
Posteriormente adicionaremos o aquivo system_wraper.bit que se encontra no diretó-
rio:
zybo_bsd . sdk/ system\wrapper_bsd_plataform_hw_0/system_wrapper . b i t
e por fim o arquivo u-boot.elf, que se encontra no diretório que clonamos do git:
u−boot−xlnx /u−boot . e l f
Com esses três arquivos adicionados clicamos em Criate Image. No diretório de saída
que escolhemos estará o arquivo BOOT.bin.
B.1 Compilando o Kernel Linux
B.1.1 Requisitos Necessários
∙ Vivavo 2014.1 WebPACK ou superior, disponivel em : <https://www.xilinx.com/
support/download.html>
∙ ZYBO Base Sytem Design disponível em: <https://reference.digilentinc.com/_media/
reference/programmable-logic/zybo/zybo_base_system.zip>
B.1.1.1 Instruções
Para começarmos precisamos baixar o reposítório do linux-xlnx, para isso usamos
o comando:
$ g i t c l one https : // github . com/ Xi l i nx / l inux−xlnx . g i t
Este comando faz o download do repositório linux-xlnx mantindo pela Xilinx, em seguida
entramos no diretório:
$cd l inux−xlnx /
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Dentro do diretório, é necessário carregar as ferramentas de compilação, vamos usar o
comando:
$source /opt/ Xi l i nx /Vivado /2017.4/ s e t t i n g s 6 4 . sh
Neste ponto iremos limpar todos os arquivos já compilados que podem estar no repositório,
para isso usamos os seguintes comandos:
$make mrproper
$make c l ean
Agora vamos adicionar as variáveis de ambiente para compilação e o arquivo de configu-
ração para o kit Zybo com os comandos abaixo:
$make ARCH=arm CROSS_COMPILE=arm−l inux−gnueabihf− x i l inx_zynq_defcon f ig
o arquivo de configuração foi criado, para compilar o kernel usamos o comando:
$make ARCH=arm CROSS_COMPILE=arm−l inux−gnueabihf−
obs: Este comando pode demorar alguns minutos para terminar.
