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Abstract
We propose an alternative proof concerning necessary and sufficient conditions
to split the problem of searching for d-separators and building the skeleton of
a DAG into small problems for every node of a separation tree T . The proof is
simpler than the original [1]. The same proof structure has been used in [2] for
learning the structure of multivariate regression chain graphs (MVR CGs).
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1. Introduction
In this paper we consider directed acyclic graphs (DAGs) and largely use
the terminology of [1], where the reader can also find further details. For the
reader’s convenience we just recall the definition of d-separation tree here:
Definition 1.1. A tree T with node set C is said to be a d-separation tree for
a DAG G = (V,E) if
• ∪Ci∈CCi = V , and
• for any separator S in T with V1 and V2, 〈V1 \ S, V2 \ S|S〉G. In other
words, V1 \ S and V2 \ S are d-separated by S.
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2. Necessary and sufficient condition for decomposing structural learn-
ing of DAGs
First we give several lemmas (Lemma 2.1-2.4) from [1, Appendix A] to be
used in the proof of the main theorem in [1, Theorem 1].
Lemma 2.1. Let l be a path from u to v, and W be the set of all vertices on l
(W may or may not contain u and v). Suppose that (the endpoints of) a path
l is (are) d-separated by S. If W ⊆ S, then the path l is d-separated by W and
by any set containing W .
Lemma 2.2. Let T be a d-separation tree for a DAG G, and K be a separator
of T which separates T into two subtrees T1 and T2 with variable sets V1 and
V2 respectively. Suppose that l is a path from u to v in G where u ∈ V1 \K and
v ∈ V2\K. Let W denote the set of all vertices on l (W may or may not contain
u and v). Then the path l is d-separated by W ∩K and by any set containing
W ∩K.
Lemma 2.3. Let u and v be two non-adjacent vertices in DAG G, and let l be
a path from u to v. If l is not contained in An(u ∪ v), then l is d-separated by
any subset S of an(u ∪ v).
Lemma 2.4. Let T be a d-separation tree for a DAG G. For any vertex u there
exists at least one node of T that contains u and pa(u).
Now, we prove a new lemma.
Lemma 2.5. Let T be a d-separation tree for a DAG G and C a node of T .
Let u and v be two vertices in C which are non-adjacent in G, then there exists
a node C ′ of T containing u, v and a set S such that S d-separates u and v in
G.
Proof. Without loss of generality, we can suppose that v is not a descendant of
u in G, i.e., v ∈ nd(u). By Lemma 2.4, there is a node C1 of T that contains u
and pa(u). If v ∈ C1, then S defined as the parents of u d-separates u from v.
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If v 6∈ C1, choose the node C2 which is the closest node in T to the node C1
that contains u and v. Consider that there is at least one parent p of u that
is not contained in C2. Thus there is a separator K connecting C2 toward C1
in T such that K d-separates p from all vertices in C2 \ K. Note that on the
path from C1 to C2 in T , all separators must contain u, otherwise they cannot
separate C1 from C2. So, we have u ∈ K but v 6∈ K (if v ∈ K, then C2 is not
the closest node of T to the node C1). In fact, for every parent p
′ of u that
is contained in C1 but not in C2, K separates p
′ from all vertices in C2 \ K,
especially the vertex v.
Define S = (an(u ∪ v) ∩ C2). We show that u and v are d-separated by S,
that is, every path, say l, between u and v in G is blocked by S.
If l is not contained in An(u ∪ v), then we obtain from Lemma 2.3 that l is
blocked by S.
When l is contained in An(u ∪ v), let x be adjacent to u on l, that is,
l = (u, x, . . . , v). The edge between u and x must be oriented as u← x, that is,
x is a parent of u. The case u→ x is impossible, because:
• x ∈ an(u). In this case we have a directed cycle.
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• x ∈ an(v). In this case u is an ancestor of v i.e., v is a descendant of u in
G.
If x is contained in C2, then l is blocked by x which is contained in S. If the
parent x of u is not contained in C2, as shown above, we have that x and v are
d-separated by K. By Lemma 2.2, we can obtain that the sub-path l′ from x to
v can be d-separated by W ∩K where W denotes the set of all vertices between
x and v (not containing x and v) on l′. Since S ⊇ (W ∩ K), we obtain from
Lemma 2.2 that S also blocks l′. Hence the path l is blocked by S.
Theorem 2.1. Let T be a d-separation tree for a DAG G. Vertices u and v
are d-separated in G if and only if (i) u and v are not contained together in any
node C of T or (ii) there exists a node C that contains both u and v such that
a subset S of C d-separates u and v.
Proof of Theorem 2.1. (⇒) Assume that u and v are d-separated by S ⊆ V in
G. If condition (i) is the case, nothing remains to prove. Otherwise, Lemma 2.5
implies condition (ii).
(⇐) Assume condition (i), i.e., that u and v are not contained together in any
node C of T . Also, assume that C1 and C2 are two nodes of T that contain u
and v, respectively. Consider that C ′1 is the most distant node from C1, between
C1 and C2, that contains u and C
′
2 is the most distant node from C2, between
C1 and C2, that contains v. Note that it is possible that C
′
1 = C1 or C
′
2 = C2.
By the assumption, C ′1 6= C ′2. Any separator between C ′1 and C ′2 satisfies the
assumptions of Lemma 2.2, because it does not contain u or v (otherwise we
have a contradiction with the way that we chose C ′1 or C
′
2, or with condition
(i)). The sufficiency of condition (i) is given by Lemma 2.2.
The sufficiency of conditions (ii) is trivial by the definition of d-separation.
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