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0. Introduction 
In this paper a first approach has been made to an intuitionistic 
treatment of Markov chains with an enumerable state-space. To this 
aim an intuitionistic version is developed of the theory on Markov chains 
as given by CHUNG 1) to whose book I refer. For the intuitionistic 
nomenclature I refer to A. HEYTING, Intuitionism, An Introduction 2). 
l. Basic definitions 
l.l. Let Q be a species of natural numbers with at least one member 
and such that for every natural number n we have (n E Q) V (n ¢= Q). 
Hence Q is a detachable subspecies of the species of the natural numbers. 
On account of the restriction: (Vn) ((n E Q) V (n ¢= Q)) we can renumber 
the elements of Q and represent the species Q by a,.. sequence {1, 2, 3, ... } 
and so we shall do. The species Q is a numerable species (cf. HEYTING, 
I.e., page 40). 
The elements of Q are called "states". 
The number of states may be finite or infinite and it is even possible, 
that we do not know the total number of states. 
1.2.1. Suppose that for every state i E Q a number Pi has been given 
satisfying the conditions: 
iXl : 0 ::} Pi ::} 1 
N+n 
iX2: (Vk) ([f[N) (Vn) (N +n E Q =- 0 ::} 1- I Pi< 2-k). 
i=l 
If we define: Pi= 0 for every state i ¢= Q then condition iX2 expresses: 
n 
+lim L Pi= l. 
n---+oo i=l 
The number Pi is called the absolute probability of state i. 
1) KAr LAI CHUNG: Markov Chains with stationary transition probabilities. 
Springer·Verlag 1960. 
2) A. HEYTING: Intuitionism, An Introduction. North·Holland Publishing 
Company, Amsterdam 1956. 
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1.2.2. If Q consists of all natural numbers the condition a2 expresses 
that the series .L Pt is positively convergent with limit value 1. 
We shall not discuss the case that Q consists of all natural numbers 
while a2 is weakened to the condition 
n 
-lim .L Pt= 1. 
n-+oo i=l 
This may physically be interpreted as a chain of which we know that 
there is a state with an absolute probability apart from zero, but the 
number of this state is not known. 
1.3. Furthermore we suppose that for every ordered pair (i, j) (i=j 
included) of states a number Pti (the one-step transition probability from 
state i to state j) has been given such that 
(h: 0 ::} Pti ::} 1 
N+n 
/32: (Vk) (ViE Q) ([fiN) (Vn) (N +n E Q ==,.. 0::} 1, .L Pti< 2-le). 
i~l 
If Q consists of all natural numbers, the condition /32 expresses the positive 
convergence of Li Pii to the limit 1 for every i. 
1.4. Now we introduce a spread M.C. by the following conditions: 
(i) Every element of Q is an admissible one-member sequence. 
(ii) The sequence a1, a2 , ••. ,an, an+l consisting of natural numbers is 
admissible if and only if ar, a2, ••• , an is an admissible sequence and 
an+l E Q. 
(iii) To the admissible sequence ar, a2 , •.. , an is assigned the number 
Such a spread is called a Markov chain and the admissible sequence 
a1, a2, ... , an is called an n-step sequence. 
A Markov chain can be represented as starting from a state i, spreading 
out fanwise and assigning the number Paiai+r to the branch aiaJ+l, as 
schematically indicated by the figure hereunder 
. ·""· . 
::.?: 
1.5. Now we consider the species ale of admissible sequences consisting 
of k elements. Hence ar, a2, •.• , ale E ale if and only if a1c is an admissible 
sequence. On account of (Vn) ((n E Q) V (n ¢= Q)) we can solve for every 
sequence s of k states the disjunction (s E ale) V (s ¢=ale)· 
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By (iak-Ij) we indicate the species of admissible k-step sequences 
starting from state i and arriving at state j after precisely k steps. 
Definition. A is the species of admissible sequences (iak-1j) for 
every i, k and j, and assigning the real number Pifl to the element 
(iak-Ij), while the entities pifl are defined by 
It is easily proved by induction that the series occurring in y2 IS well 
defined. 
In the same way one can prove: 
~ Plil= 1 
i E!l 
for every i E Q and any natural number n. 
Furthermore it follows from y2 : 
Pii+ml = ~ Pl~l P!c'J'l 
ke!J 
for every i E Q, j E Q and any natural numbers n and m. 
In stead of ?'2 we can take 
?'21 : Pii+1l = ~ Pik p!Jl · 
ke!J 
2. Classification of states 
2.1. Definition. The state j is a consequent of i (or the state i 
leads to j) if (of. Chung I.e. page 11) ({f[n) (pijl # 0) (notation i -+ j). 
If P1il # 0 then j is called a consequent of i of order n. 
The states i and j communicate if 
({f[n, m) (pijl # 0 1\ p}f"l # 0) (notation i ** j) 
The state i is essential if i is a consequent of every consequent of i. 
The state i is inessential if there exists a consequent j of i with 
(Vn) (p}fl = 0). 
Remarks 
I. The relation i -+ j does not depend on n. 
2. The relation i -+ j is transitive: (i -+ j) 1\ (j -+ k) ==> (i -+ k), but in 
general the relation is neither symmetric nor reflexive. 
3. If the state i is not essential then it need not to be inessential. 
2.2. By O(i) we denote the species of states j, which communicate 
with i. Hence the state j has the property j E O(i) if and only if we have 
proved the existence of integers n and m such that Plil # 0 and 
p}f'l # 0 i.e. we have to construct two admissible sequences 
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with 
If i does not communicate with any other state we define O(i) = {i}. 
In the classical theory the classes O(i) have been introduced (cf. Chung 
I.e., page 11) and in that theory one can say that every state belongs to 
at least one class, but from the intuitionistic point of view it may happen 
that :we have a class O(i) for which we are not able to construct an element 
of that class. 
2.3.1. By the definition of classes O(i) we have introduced a class 
generating relation between the states of Q. 
From the definition it follows: j E O(i) ==> i E O(j) & i E O(i), but the 
relation is not an equivalence-relation because it may happen that we 
cannot prove i E O(i). As soon as we have constructed an element of O(i) 
we can say i E O(i). 
The classes of communicating states play a fundamental part in the 
classical treatment of Markov Chains. This depends mainly on the 
following theorem : 
"Two species O(i) and O(j) are disjoint or coincide," 
which can be proved in the classical theory. By this property one can 
divide in the classical theory the state-space Q into disjoint classes. 
However, from the intuitionistic point of view, a class defining relation 
need not have, in general, the property that we can prove that any two 
classes are equal or not. This is actually the case with the relation 
"j E O(i)". To see this we construct a counter-example. Consider the 
case that Q has only two states (1 and 2) and that 
( 1-s Pii= 8 
is the one-step transition matrix. 
Suppose that s {: 0 is a number for which the disjunction 
(s=O) V (s # 0) 
has not (yet) been solved. 
This situation being given, it is not allowed to say that 2 E 0(1), for 
then we have to prove s # 0. 
In the case that we know s = 0, then we have 
i.e. 0(1) has only the state 1 as a member and 0(1) and 0(2) are disjoint. 
As long as we have not solved " ( s = 0) V ( s # 0) ", we cannot distinguish 
between the cases 0(1)=0(2) and 0(1) i= 0(2). 
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2.3.2. The classical theorem mentioned in 2.3.1. can be reformulated, 
expressing in an exact way what is meant by it. 
Theorem. Let C(i) be the species as defined in 2.2. 
Then we have: 
a) k r=C(i) A k r=C(j) An r=C(i) =-n r=C(j). 
b) ---.---. ([ilk) (k E C(i) A k ¢= C(j)) =- ---.({i[n) (n r= O(i) An r= C(j)). 
Proof. 
a) Obvious. 
b) ({f[n) (n E C(i) An E C(j)) =- (Vt) (t r= O(i) =- t r= C(j)) 
=----. ({f[k) (k E C(i) A k f/= C(j)) 
Using (a=- b)=-(. b =----.a) we get: 
, ---. ({f[k) (k E C(i) A k ¢= C(j)) =-, ({f[n) (n r= C(i) An r= C(j)). 
2.3.3. Now we consider the transition matrix 
supposing that we have not (yet) solved the disjunctions 
(s=O) V (s # 0) and (a=O) v (a# 0). 
The same difficulties are met as in 2.3.1. 
This example could have been lent from physics. To see this we suppose 
that we have two boxes A and B, each filled with a gas and separated 
by a wall with unknown permeability. The probability of going from 
A to B is given by PAB etc. 
If PAA=l-e,PAB=e,pBA=O and PBB=I-o then it may happen that 
after a long time all molecules are in box A (if o # 0, s = 0), but we have 
also the possibility that all molecules arrive in B, etc. We cannot predict 
which of the boxes if any will contain all molecules after a long time. 
2.3.4. Consider again the example constructed in 2.3.1. In this example 
the transitionprobabilities have the property that we are not able to 
solve the disjunction (Pii = 0) V (Pii # 0) for every i and j E Q. This is, 
however, not the essential difficulty in proving the classical theorem i.e. 
we can construct an example for which we can solve the disjunction 
(Pii = 0) V (Pii # 0) for every i, j E Q, but for which the classical theorem 
is not right. 
The construction of that example runs as follows. 
Consider the decimal expansion of n and let r be the sequence 
0, 1, 2, ... , 9. Define the sequence {en} by 
en=O 
en= Ij). 
if among. the first n decimals of n the sequence r does not occur, 
if the sequence r occurs among the first n decimals of n and ). 
is the index of the digit 9 in the first sequence r that occurs. 
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Let e be the number defined by e = lim en· 
n-HJO 
In the following by "i <A." is meant that -c does not occur among the 
first i decimals of n. 
Now we consider the matrix (Pi;) defined by 
I Pii= I-e and Pi;. =e if i<A. 
II P;..i=e j=I, 2, 3, ... , A. 
III Pii= I if i >A., 
and the remaining elements are taken zero. 
Schematically the matrix may be indicated as follows 
l-Q 0---------0Q 0---9 ', ', I Q I 
I '- ' I 1 I 
"- '- I 
I '- " I I I 
I '- ' 1 I 
I ", ", I I I 
I ", '- I I I 
I "- ", I I 1 
I '- 'o I 
o-- ------ --o',,QQ : 
Q_-- - --- -- -- ~Q 0 
" 0-----------0 ,, I 1'-
1 " I '-
We can also take the case that the matrix has to be stopped as soon 
as the sequence -c occurs. 
The disjunction Pi;= 0 V PiJ # 0 can be solved for every given i and j. 
However, the class O(I) consists of the elements I, 2, ... , A. if we can 
prove that e # 0, and O(I)= I if we have e=O. 
As long as we have not solved (e = 0) V (e # 0) we are not able to 
prove that: "O(I) and 0(2) coincide" nor "O(I) and 0(2) are disjoint". 
2.3.5. The same difficulties arise if we define the matrix (Pi;) by 
I (2.3.4.) 
II': P;..i =e 
P;.,;.=!e; 
III' Pi,l =!; 
j=I,2, ... ,A.-I 
P'-.H1=!e 
Pi,i+l=i; Pi,i=f if i>A.. 
The class 0 ( I) consists of all states if we have e # 0 and the class 0 ( I) 
consists of the state I if e = 0. 
2.3.6. Returning to the example that we have constructed in section 
2.3.4. it may be surprising that (Pii = 0) V (Pii # 0) is right for every 
i and j. 
For a Markov chain with a finite number of states the following 
statement is obvious: 
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If the finite Markov chain posseses the transition matrix (PtJ) with the 
property 
(Vi, j E Q) (PtJ= 0 V PtJ # 0), 
then we have: 
the classes O(i) and O(j) are disjoint or coincide. 
We loose this theorem as the example in 2.3.4. shows as soon as the 
number of states is infinite and even in the case that we have no upper 
bound for the number of states. 
To know that it is impossible that the number of states is infinite is 
not sufficient to save the classical theorem. After this discussion it is of 
interest to introduce the species On(i) defined by 
j E0n(i) q.. ({llml<,n, m2<,n) (P1'/''l # 0 1\p}''[''l # 0). 
Now it is easy to prove: 
Theorem. If (PtJ) is a transition matrix (finite or infinite) satisfying 
the condition 
(Vi, j E Q) (Pti=O v Pii # 0), 
then we have: 
the classes On(i) and On(j) are disjoint or On(i) C 02n(j) and On(j) C 02n(i) 
for every triple i, j, n (i, j E Q; n= 1, 2, ... ). 
The class O(i) may be considered as the limit, of the sequence {On(i)}. 
Here we meet again the remarkable fact that a property, being right 
for every pair of classes On(i) and On(j) as well from the classical as well 
as from the intuitionistic point of view, becomes a right property for 
the limit classes O(i) and O(j) from the classical point of view, but may 
become wrong from the intuitionistic point of view. 
2.4.1. The idea of "order of a consequent of a state", plays an 
important part in the treatment of Markov chains. We recall the 
definition as given in 2.1. The state j is a consequent of i if ([f[n) (P1'll # 0) 
and if P1'/'l # 0 then we call j a consequent of i or order m. Hence a 
state j may be a consequent of i of several orders. Immediately the 
question arises: If j is a consequent of i does there exist a minimal order? 
In the classical treatment the answer is affirmative for finite Markov 
chains (i.e. Q is finite), as the following theorem expresses: 
"Let j be a consequent of i then there exists a minimal order". This 
means that if n is the order of j then there exists an integer m,;;;, n such 
that 
From the intuitionistic point of view however we are not able to prove 
this theorem. This becomes clear from an example we shall now give. 
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Consider a Markov chain with four states and with transition matrix 
(~~~ ~~: P~s P~4) Ps1 0 0 PJ4 
0 P42 P43 0 
We suppose that pn Plz Pls P14 P21 P43 # 0 and that Pal is a number for 
which the disjunction (Pal= 0) V (Pal # 0) has not (yet) been solved. 
If Pal # 0 then the state 1 is a consequent of state 3 of order one, 
but if Pal= 0 then the state 1 is a consequent of state 3 of order three. 
In the given situation it is not possible to determine the minimal order 
of the consequent 1 of state 3. 
2.4.2. Taking 
PH=i(i=1, 2, 3, 4}; P21=P22=!; Ps1=e; Ps2=o; Pss=O; 
Ps4=1-e-o; P41=y; P42=!; P4s=t-y and P44=0, 
we can say that, if e, o and y are numbers for which the disjunctions 
(e=O) V (e # 0), (o=O) V (o # 0) and (y=O) V (y # 0) have not been 
solved, the state 1 is a consequent of state 3 of order three, but this 
order may be reduced to one if e # 0 or y # 0 and this order may be 
reduced to two if o # 0. 
2.4.3. It is obvious that the difficulties as exposed in 2.4.1. and 2.4.2. 
cannot arise if the Markov chain is finite and if we suppose that the 
disjunction 
is right for every state i, j E Q. 
2.4.4. It will be clear that without nearer information about the 
transition matrix we meet difficulties of the same kind as in 2.4.1. when 
we speak about the "period" of a state. 
This idea is defined in classical mathematics by: 
If i ** i, the greatest common divisor of the set of positive integers 
n such that p~fl # 0 is called the period of the state i and denoted 
by di (Chung I.e., page 12}. 
The fact that we have constructed an example in which we cannot 
calculate the order of a consequent shows that we cannot speak in general 
of the period of a state. 
If we know beforehand that the state i has the period di then it follows 
that every state j E O(i) has the same period (Proof: see Chung l.c., page 12). 
There are no difficulties with the idea of a period if we make the same 
restrictions as in section 2.4.3. 
However, these restrictions are not strong enough to prevent difficulties 
in the case that we have a Markov chain with infinitely many states or if 
we have no upper bound for the number of states. This becomes clear 
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from the example (meaning of e and A: see 2.3.4.): 
Pi.Hl=l-e, Pu.=e if i<-1-1 
P;.-u=1-e, P;.-1.H1=e 
Pu =P;..2= ... =p"·"-1 =p"·"+l =e 
PHI.Hl = 1 
and the remammg elements Pii are taken zero. 
The matrix may be indicated schematically as follows: 
0 1'-Q o- - - - -- -o Q1 o I', ' ', i I 
I ', ', '- I : I 
I ' ....._ '- I I I 
I ' ' ' I I .............. ', ', I I 
I ' ', '- I I I 
I ' ' ,I I I I '-, '- o I 
0----- - -- - 0 '1-Q I o ~----------f'o 1gQS 
0-------------0 1 
If we can prove that e # 0 then the state 1 has the period two, but if 
e = 0 then the state 1 never returns. 
From this example we see that it is not sufficient to suppose 
Pii=O V Pii # 0 for every i, j E Q, 
to be able to indicate which of the statements 
"the state i has a period" and "the state i has no period" is right. 
3. Recurrence 
An important classification of the states is obtained in the classical 
treatment by introducing the first entrance probability (cf. Chung I.e., 
page 15). 
3.1.1. Consider the species (ia!-d) of admissible sequences 
i, ar, a2, ... , an-1, j with i, j, n fixed and submitted to the conditions 
ak E Q and ak =1= j (k= 1, 2, ... , n-1). 
These sequences express that we start from state i and arrive at state j 
after n steps without passing the state j at an earlier step. 
It may happen that we meet the circumstance that we cannot prove 
the existence of an admissible sequence for a fixed n. 
To the species (ia!-d) we assign the number m> (the first entrance 
probability) defined by 
(1) 
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From /32 (cf. section 1) it follows that the series in (1) is well defined. 
In the classical theory an important entity is derived from ft'jl by 
the definition 
00 
(2) It= I 11'/ 
n~l 
which entity is interpreted as the probability that the Markov chain 
will be in state j at least once, given that it starts from state i. To be 
allowed to work with fZ we have to show that we can always give a 
meaning to the series (2), but by a counter-example we show that the 
series occurring in (2) has not always a defined value. 
To see this we take the transition matrix 
with e defined as in 2.3.4. 
A simple calculation shows that 
~~~=e and ~~~=e(1-e)n-1 (n> 1) 
However, we cannot calculate /:2 for if e = 0 we get ~~~ = 0 for every n, 
hence t:2 = 0, but if e # 0 we get: 
n 
/~2 = e + e I ( 1 - e )n = 1. 
n~l 
From the intuitionistic point of view one will not be surprised that the 
entity f# is not defined by the series (2). The only thing we know is 
that the sequence {nfiJ} defined by 
00 
nfii= I m) 
k~l 
is a monotone non-decending sequence bounded by 1, hence the sequence 
{nfiJ} is non-oscillating. (Heyting I.e., page 100). 
3.1.2. Some theorems (cf. Chung I.e., page 17) which are formulated 
with the symbol f* may be reformulated and proved. The intuitionistic 
version of the theorem: 
"i _,.. j if and only if f# > 0; i *+ j if and only if f# f~ > 0" 
becomes: 
Theorem 
i _,.. j if and only if (Hn) (n/ii # 0); 
i *+ j if and only if (Hn, m) (n/ii m/ii # 0). 
Proof. From i _,.. j we obtain: 
(Hn) (Piil # 0), hence (Hn) ( I Pia1 Pa1a2 ••• Pan-11 # 0). 
ak£[} 
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This means that we can choose an admissible sequence i, b1, b2, ... , bn-b j 
such that Ptb1 Pb1b2 ••• Pbn-li # 0. 
If bk is the first element in the sequence b1, b2, ... , bn-b j with bk=j, 
then we have 11fl # 0, hence klii # 0. By inversion we obtain the "if" 
condition. The second part of the theorem follows from the first part. 
3.1.3. In the classical treatment of Markov chains a state i is called 
recurrent if I~= 1 and non-recurrent if I~< 1. 
These definitions make sence in the classical treatment because one 
accepts in that theory that I# always exists. 
The example given in 3.1.1. shows us that it may happen that we 
cannot prove that a state is recurrent or non-recurrent (e.g. state 2 in 
3.1.1). We shall maintain the definition: 
" The state i is recurrent if +lim 'L Iii>= 1, i.e. the state i is recurrent if 
n~oo v=l 
N+n 
(1) (Vk) ({fiN) (Vn) {1- 'L 11i><2-k) 
v~1 
On account of (Vv, i) Uiil <1:: 0) it is already sufficient if we have 
N 
(Vk) [f[N) (1- L fit>< 2-k). 
•~1 
From the intuitionistic point of view we can introduce several weaker 
definitions which are aequivalent with the given one from the classical 
point of view. 
We shall investigate the following types: _, 
(a) -,-, (Vlc) ([f[N) (Vn) At(N, n, k) 
(b) (Vk) -.-. ([f[N) (Vn) Ai(N, n, k) 
(c) (Vlc) ([f[N) -.-. (Vn) Ai(N, n, k) 
(d) -,-, (Vk) -.-. (iff N) (Vn) Ai(N, n, k) 
(e) -,-, (Vk) ([f[N) -.-. (Vn) At(N, n, k) 
(f) (Vk) -.-. ([f[ N) -.-. (Vn) At(N, n, k) 
(g) -,-, (Vk) -.-. ([f[ N) -.-. (Vn) At(N, n, k) 
where 
N+n 
Ai(N, n, k) = 1.- L Iii>< 2-k. 
•~1 
Of course there are more possibilities, of which I mention: 
-. (Vk)-. ([f[N) (Vn) Ai(N, n, k). 
At first we remark that on account of (Vv, i) (f1'2 <1:: 0) we may replace 
-.-. (Vn) Ai(N, n, k) by (Vn) At(N, n, k-1), hence we have to investigate 
only (a), (b) and (g). 
Without the special interpretation of At(N, n, k) one can prove 
(b) "'* (d) "'* (f) "'* (g) 
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by using the rules that have been developed by HEYTING 1) and by 
(Vn) Ai(N, n, k) "*,, (Vn) Ai(N, n, k) 
({f[N) (Vn) Ai(N, n, k) "* ({f[N),, (Vn) Ai(N, n, k) 
(Vk) ({f[N) (Vn) Ai(N, n, k) "* (Vk) ({f[N),, (Vn) Ai(N, n, k) 
, , (Vk) ({f[N) (Vn) Ai(N, n, k) "*,, (Vk) ({f[N),, (Vn) Ai(N, n, k) 
we have proved in general: (a)"* (e). In the same way we obtain (e)"* (b). 
As definition for weakly-recurrent we choose (b), which is essentially 
weaker then (<X). 
Definition. The state i will be called weakly-recurrent if 
N+n 
(Vk),, ({f[N) (Vn) (l- 2 f1i><2-k). 
•=1 
Of course there are some possibilities for the definition of non-recurrence. 
We choose: 
Definition. The state i is non-recurrent if 
n 
({f[k) (Vn) ( 2 n;> < l- 2-k). 
•=1 
3.1.4. Theorem. If the state i is not non-recurrent, then the state i 
is weakly recurrent. 
Pro of. We shall use the equivalences 1) 
, , ({f[x) , A(x)-¢?-, (Vx),, A(x) 
, , V(x),, A(x) -¢?- (Vx), , A(x) 
and the rule : 
(A "*B)"*(. B "*,A). 
N n 
Instead of 2 m> > l -2-m and 2 /1~> < l - 2-<m+ll we shall write 
k=1 k=1 
a(N, m) and b(n, m) respectively. Then we obtain: 
From 
it follows 
and 
hence 
, ({f[N) a(N, m) "* (Vn) b(n, m) 
({f[m), ({f[N) a(N, m) "* ({f[m) (Vn) b(n, m) 
, , ({f[m), ({f[N) a(N, m) "*,, ({f[m) (Vn) b(n, m) 
, (Vm),, ({f[N) a(N, m) "*,, ({f[m) (Vn) b(n, m) 
, , , ({f[m) (Vn) b(n, m) "*,, (Vm),, ({f[N) a(N, m) 
, ({f[m) (Vn) b(n, m) "* (Vm),, ({f[N) a(N, m). 
1) A. HEYTING: On weakened quantification. J. Symbolic Logic 11 (1946), 
page 119-121. 
22 Series A 
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3.1.5. It is obvious that a state i is weakly recurrent if and only if 
the sequence {nfii} (cf. 3.1.1.) (n= 1, 2, ... )is negatively convergent to the 
limit 1. 
3.1.6. Theorem. An inessential state is non-recurrent (Chung I.e., 
page 18). 
Proof. The proof as given by Chung uses entities which are not 
defined from the intuitionistic point of view. Hence we give an other 
approach. Let i be the inessential state, and suppose that we have the 
natural number n and the state j such that pjj•l # 0 and p)'f!l = 0 for 
m=1, 2, .... 
From 
P<,n).) :++- 0 and p)n).) = ' p p p 
-rr • ..:::.., iv1 v,v, · · · •n_ 1i' 
VQ E .Q 
Q=1,2, ... , n-l 
it follows that there exists a finite sequence h, jz, ... , jn-1 of states such 
that Pih Phiz ... Pin-1i # 0. 
Now we get for m>n: 
m 
L fl'P=P'ii + L 
V=l kt::!=i 
Pik, Pk,i + L Pilc, Pk,k, Pk,i + ... + 
kt.k2=Fi 
+ ' P;~c Pk k • • • Pk ' ~ 1 1·2 m-P 
kt=Fi 
1- L Pik1 {l-Pk1i- LPk1k2 Pk2i- .. · ~'I,Pk1kzPkzk3 .. · Pkm-1i} 
kt*i 
1- L Pik1 L P1c1kz {1-Pkzlca ... 
kl =l=i k2=Fi 
L Plcm-2km-1 L Plcm--1 km ::\> 
km-1 *i km*i . 
(1) 
(2) 
(3) 
(4) 
1-Piil Phiz .. · Pin-1i L Pilcn+1 Plcn+1 kn+2 .. · Plcm-1/cm (5) 
kn+l *i 
l'm*i 
l-Pii1 ... Pin-1i L Pilcn+1 Plcn+1kn+2 ... Plcm-1km = 
kn+1•"·km 
l-Piil ... Pin-1J· 
Now we justify the transitions (1), (2), ... , (5). 
(1). Use Pii= 1- L Pik1 and remark that the series are absolutely 
kt=Fi 
convergent. 
(2). Use 1-p~c1i= LPk1k2· 
k2=Fi 
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(3). Instead of 1-Pkm-li we write 1 Pkm-lkm 
km*i 
( 4). Here we use the existence of the sequence i, h, j 2 , ••. , jn-l, j such 
that Pih P1112 .. · PJn-1J # 0. 
(5). Now we drop the restrictions k. =F i (v=n+ 1, n+ 2, ... , m). It is 
allowed to do so for we add only terms which have the form: 
but these terms are zero because we have: pjtl for fl= l, 2, .... 
VVe have proved: 
V=l 
with o > 0 and o is independent of m, hence the state i is non-recurrent. 
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