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Kurzfassung
In dieser Arbeit wird der Janet-Algorithmus zur Behandlung von Polynomsystemen zur Lösung zweier
algebraischer Probleme angewandt:
1. der expliziten Konstruktion einer Basis eines freien Modules über Polynomringen im Sinne des
Satzes von Quillen und Suslin,
2. der Bestimmung aller endlichen L2-Faktorgruppen endlich präsentierten Gruppen.
Der Schwerpunkt der Arbeit liegt in den konstruktiven Aspekten aller betrachteter Probleme und in der
Entwicklung von entsprechenden Methoden und Algorithmen. Zusätzlich zur Theorie werden zwei die
Arbeit begleitende Maple-Pakete, QUILLENSUSLIN und PSL, vorgestellt.
Das erste Kapitel behandelt algorithmische Berechnungsmethoden für polynomiale Systeme mit
ganzen Koeffizienten. Zum Beispiel wird hier für ein gegebenes Ideal des Polynomringes über Z die
Konstruktion eines es umfassenden maximalen Ideals sowie die Konstruktion aller minimalen assozierten
Primidealen vorgestellt.
Das zweite Kapitel ist dem Satz von Quillen und Suslin gewidmet. Ein algorithmischer Beweis
dieses Satzes wird gegeben. Insbesondere ein Algorithmus zur Berechnung einer Basis eines freien
Moduls über dem Polynomring mit Koeffizienten in einem Hauptidealbereich wird vorgestellt. Das
Problem wird in der Sprache der unimodularen Matrizen ausgedrückt: Die Bestimmung einer Basis eines
freien Moduls kann als Ergänzung einer unimodularen Matrix zur einer quadratischen invertierbaren
Matrix formuliert werden. Der allgemeine induktive Algorithmus (dessen Entwurf auf [LS 92], [PW 95]
und [G-V 02] basiert) wurde mit neuen heuristischen Methoden ausgestattet, die es ermöglichen, den
längeren induktiven Weg in vielen Fällen zu umgehen bzw. zu verkürzen. Die vorgestellten Methoden
wurden in dem Maple-Paket QUILLENSUSLIN implementiert.
Zum Schluss werden einige Anwendungen des Satzes von Quillen und Suslin (präziser, der Möglichkeit
eine konstruktive Basisbestimmung für einen freien Modul durchzuführen) in der Systemtheorie sowie in
der algebraischen Geometrie präsentiert. Eine sehr große Sammlung von Beispielen, die die Anwendung
des QUILLENSUSLIN-Paketes veranschaulichen, ist im Appendix B enthalten.
Das dritte Kapittel befasst sich mit der Analyse endlich präsentierter Gruppen. Eine der vielen Auf-
gaben die man zur einer gegebenen endlich präsentierte Gruppe stellen kann, nämlich die algorithmische
Entscheidung, ob G endlich ist, ist bekanntermaßen in Allgemeinen unlösbar.
Diese Arbeit geht von endlich präsentierten Gruppen G gegeben auf zwei und drei Erzeuger aus. Ein
Algorithmus (später der L2-Algorithmus gennant) zur Bestimmung der Anzahl aller Normalteiler N der
mit der Faktorgruppe G/N von Typ L2 wird vorgestellt. Dabei heißt eine endliche Gruppe vom Typ L2
wenn eine Primzahl p und eine natürliche Zahl α existieren, so dass sie entweder zur PSL(2, pα) oder
zur PGL(2, pα) isomorph ist.
Die Bedeutung dieses Algorithmes liegt in der Möglichkeit, alle Faktorgruppen von Typ L2 (also
aus der großen Klasse endlichen einfachen Gruppen) einzeln zu bennenen. In dem Fall, wenn der Al-
gorithmus unendlich viele Normalteiler vom Typ L2 liefert, hat man für G eine starke Form eines Un-
endlichkeitsbeweises. Weiterhin, falls unendlich viele Primzahlen involviert sind, kann man sogar eine
nicht auflösbare unendliche Matrixgruppe vom Grad 2 über einem Körper der Charakteristik 0 als ein
epimorphisches Bild von G angeben. Im Allgemeinen kann man mithilfe des Begriffes Krull Dimension
verschiedene Typen von Unendlichkeit unterscheiden.

Introduction
This thesis deals with two new applications of Janet’s algorithm: firstly with an explicite basis construc-
tion in the context of the Quillen-Suslin Theorem and secondly with an analysis of finite group presen-
tations, more precisely enumerating finite L2-quotients of finitely presented groups. The emphasis has
been put on the constructive aspects of all considered issues and on the development of methods and
algorithms. Finally, all algorithms have been implemented in the CAS-system Maple in two packages
accompanying this thesis: QUILLENSUSLIN and PSL.
An algorithm for the Quillen-Suslin Theorem
Projective modules are an important class of modules generalizing free modules. While projectivity of a
module is relatively easy to test, the freeness is often not. The famous conjecture due to Serre, that the two
notions, projectivity and freeness coincide in the special case of modules over polynomial rings had been
proven independently by Quillen and Suslin in 1976. The development of Gröbner Bases techniques
has initiated algorithmic proofs of this theorem and attempts to compute a free basis of a given free
module. However no working implementation carring out the computation of a basis for free modules
was available up to now. In this thesis the algorithm outlined in [LS 92] has been adopted also to the
case of polynomial rings with integer coefficients and enriched by heuristic methods and accompanied
by an implementation of all the presented algorithms in the Maple-package QUILLENSUSLIN for dealing
with modules over polynomial rings with rational and integer coefficients. Finally, a few applications of
the Quillen-Suslin theorem, more precisely of the actual basis computation for a free module to system
theory and to algebraic geometry, which demonstrate the power of the implementation will be presented.
The L2-quotient algorithm for finitely presented groups
The second problem concerns the analysis of finitely presented groups. Among the many questions one
can ask about a given finitely presented group, the algorithmic decision whether G is finite or not, stands
out as being impossible in general. Often the finiteness of a group can be proved using classical meth-
ods such as Todd-Coxeter Algorithm, sometimes infiniteness can be proved by exhibiting a subgroup
of finite index with infinite abelianization, to mention the most popular methods. This thesis gives an
algorithm, which can decide (in case the number of generators is smaller than 4) whether the number of
normal subgroups N of G with the quotient G/N of type L2 is finite or infinite and is therefore called a
L2-quotient algorithm. Here a finite group is called to be of type L2, if it is isomorphic to PSL(2, pα) or
to PGL(2, pα) for some prime number p and some natural number α. The significance of the algorithm
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6is that for the first time one can enumerate all factor groups in a big class of finite simple groups. Note,
PSL(2, pα) is simple for pα > 3 and - looking at their orders - most finite simple groups are of L2-type.
In case the computation yields infinitely many normal subgroups of type L2, one has a particularly strong
form of an infiniteness proof. If infinitely many primes are involved one can even exhibit a non soluble
infinite matrix group of degree 2 over a field of characteristic zero as epimorphic image. In general one
can even distinguish certain kinds of infiniteness by using the notion of Krull dimension for commutative
domains.
General methods
The presented ideas, proposed algorithms, and their implementation would not be accessible if the ef-
ficient methods for dealing with polynomial systems had not been developed before. In particular the
Janet’s algorithm as a particularly powerful version of Gröbner basis algorithms turned out to be very
profitable. Since for both problems tackled here the issues of computation in polynomial ring with integer
coefficients are essential, the first part of this thesis is devoted to dealing with non-invertible coefficients
and in particular to describing algorithms returning maximal ideals or the set of minimal associated prime
ideals for a given ideal in Z[x1, . . . , xn].
Outline
The thesis is organized as follows: The first chapter is devoted to algorithmic and computational issues
concerning polynomial systems with integer coefficients. In the second chapter an algorithmic proof of
the Quillen-Suslin Theorem is given, in particular an algorithm for computing a basis of free module
over a polynomial ring over principle ideal domains together with a discussion of the implementation for
Q and Z as ground rings. At the end some applications are discussed. Chapter 3 describes the method
for computing all L2-type quotient groups of a finitely presented group. The case of groups with two or
three generators is treated in detail. At the end of Chapter 2 and Chapter 3 the Maple-Packages QUIL-
LENSUSLIN and PSL are briefly presented. Finally, in Appendix A the reader will find a few examples
of phenomena occurring during computations in polynomial rings with integer coefficients, and in Ap-
pendix B a very rich library of examples illustrating the use and applications of the QUILLENSUSLIN
package is given.
Some of the results presented in this thesis have been published in [FQ 07] and [PlF 09]. In some
cases, these are only quoted, in others, details missing in the publications are given here. Completely
new in this thesis are the possibility of computing a better basis of a free module, examples for the ap-
plication of the Quillen-Suslin theorem to the algebraic geometry in Chapter 2, and in Chapter 3 the case
of three generator groups.
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Chapter 1
Ideals in Z[x1, . . . , xn]
The common denominator of the next two chapters is dealing with ideals in the polynomial ring with
integer coefficients. Solving a system of polynomial equations corresponds naturally to computing max-
imal ideals (containing the ideal generated by the given relations) in the underlying polynomial ring. In
the settings of this thesis one is especially interested in solving systems of polynomial equations with
integer coefficients. Thus, to be able to compute efficiently with such a polynomial system, we recall first
the notion of Janet bases and an algorithm providing with a basis for a polynomial ideal in Z[x1, . . . , xn].
Further, the problem of computing all maximal ideals containing a given one will be discussed. Finally,
since every maximal ideal containing a given ideal I contains an associated prime of I , we are espe-
cially interested in computing all minimal associated prime ideals of a given ideal in Z[x1, . . . , xn]. The
main difficulty while dealing with those problems is the ring of coefficients: unlikely to the computation
in polynomial rings with coefficients in fields one needs to consider the consequences of existence of
non-invertible coefficients.
This chapter is devoted to a few general computational problems arising while dealing with ideals
in the polynomial ring Z[x1, . . . , xn]. Readers to whom most of these topics are familiar may wish to
proceed directly to Chapter 2 and refer back to this chapter when needed.
Let A[x] denote the polynomial ring A[x1, . . . , xn] and xα = x1α1 . . . xnαn for α = (α1, . . . , αn) ∈
N0n. Assume all considered rings to be integral domains with 1.
1.1 Janet’s algorithm over Z
To deal with polynomial systems, we use a device which constructs bases of ideals in polynomial rings.
For our purposes, we compute Janet bases, which are a special kind of Gröbner bases. This method
was presented by the French mathematician Maurice Janet (for the case of linear partial differential
equations) in the early twenties of the last century, but for unknown reasons this work remained ignored
for more then sixty years, until it was re-discovered by Jean-François Pommaret. In 1965 the Austrian
mathematician Bruno Buchberger, unaware of the idea of Janet, introduced an alternative method for
computing bases of polynomial ideals. His approach has become very successful and Gröbner bases are
nowadays a well known and a standard tool in theory of modules over polynomial rings.
The two approaches mentioned above are essentially the same. The significant difference between
computing Janet and Gröbner bases is the philosophy of reduction: Contrary to the standard Gröbner
bases algorithm, which allows many ways to reduce a polynomial with respect to the given polynomial
system, the Janet algorithm determines a unique possible reduction (and thus, as in the case of any
Gröbner basis, also a unique normal form of an element with respect to the system). The elements that
9
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can be used in a certain reduction step are described by so-called multiplicative variables assigned to
each polynomial of the intermediate system. Maintaining the absolute reduction discipline results in
a clear structure in both the module itself and its quotient module. In particular, as a by-product of
performing the computation of Janet basis for a module, we also get the basis for the syzygy module,
and it is possible to enumerate the basis elements of the quotient module. The latter feature turns out to
be very strong and useful (see for instance in the algorithm for computing a maximal ideal containing a
given ideal given in Section 1.2).
The algorithm for computing Janet bases outlined in [Jan 29] has recently been presented in a mod-
ern way in [BCG+], [Ple 02], [PlR 05] and [Rob 07] (together with the implementation in packages
INVOLUTIVE and JANET).
In this section, we are going to focus on Janet’s algorithm and the properties of Janet bases in the
ring of polynomials with integer coefficients. For a detailed description of Janet’s Algorithm see the
cited literature and references therein. Computation of Gröbner bases in polynomial rings over PID have
been treated for example in [AL 00] or [GTZ 88].
The main difficulty one has to face in this setting is of course the fact that it is not possible to
consider only leading monomials (xα) and to neglect the coefficients, which is the case when we consider
polynomials over fields. For instance, the ideal I := 〈2x, x2〉 in Q[x] is the same, as the one generated
just by 〈x〉, but the polynomial x clearly does not belong to I if we view it in Z[x]. Thus, the algorithm
needs to be slightly modified by considering leading terms cxα and using division with rest (Euclidean
algorithm) instead of an exact division. Technically, this result can be obtained by extending the term
order also to coefficients by taking their absolute value, i.e. one says that axα is higher then bxα if
|a| > |b|. The highest term of a polynomial f with respect to this ordering is called leading term and
denoted by LT(f), its coefficient and monomial are called respectively the leading coefficient and the
leading monomial (denoted by LC(f) and LM(f) resp.).
To reduce a polynomial with respect to a given polynomial system, the so-called multiplicative and
non-multiplicative variables will be first assigned. In this way, the choice of an element that can be used
in the next reduction step is unique. The description which variable stays multiplicative and which not,
corresponds to the decomposition of the multiple-closed set of leading terms into disjoint cones and the
precise rules of deciding which variable is assigned as multiplicative can be found in [PlR 05, Rob 07].
One tries to maximize the number of multiplicative variables for each polynomial, but under the condition
that all terms should be obtained at most once from the leading terms of the given system. Roughly
speaking, the algorithm consist of repeating (finitely many times) two steps: completion and reduction
of polynomial systems. As a result, one gets a system which is complete and passive and is called a Janet
Basis for the given ideal.
Definition 1.1.1. Consider a given term ordering in the polynomial ringR := A[x1, . . . , xn]. Let I be an
ideal in R. A pair (G,M) of a finite subset G = {g1, . . . , gt} ⊂ R and a set M := {M(g1), . . . ,M(gt)}
of multiplicative variables M(gi) ⊂ {x1, . . . , xn} for every element gi ∈ G is said to be a Janet basis
of I , if every element f ∈ I can be written in a unique way as a sum
f =
t∑
i=1
ci vi gi
where ci ∈ A, gi ∈ G and vi ∈M(gi) is a multiplicative variable for gi.
For simplicity reasons one often says that the set of generators G is a Janet basis of an ideal: the set
of multiplicative variables for every generator is assumed to be known.
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The following example should demonstrate the difficulties when dealing with integer coefficients.
Example 1.1.2. Let us consider the graded lexicographic ordering x > y. The Janet basis for the ideal I
generated by 〈2x2y + y, 3x2y + 5x〉 / Z[x, y] can be given by
G := { x2y
xy
+5x−y, −10x
••
+3y, −10x2
x•
+3xy, −xy2
•y
+3y3+15y, −10xy
••
+3y2, 9y3
•y
+50y},
where • denotes a non-multiplicative variable and the leading terms of the generators are written in the
box. (See Appendix A for a detailed computation).
Note, that the existence of generators with an empty set of multiplicative variables (only multi-
plication with scalars is allowed) is a phenomenon which does not occur over polynomial rings with
coefficients in fields.
The next lemma describes a very useful property of Janet bases (or more generally Gröbner bases)
under localization.
Lemma 1.1.3 (cf. [AL 00], Proposition 4.4.2.). LetA be an integral domain andR = A[x] a polynomial
ring with coefficients in A. Let S ⊂ A be a multiplicative set and let I ⊂ R be a non-zero ideal of R.
Let (G,M) be a Janet Basis for I with respect to some term order. Then (G,M) is a Janet basis for the
ideal S−1I in S−1R.
Thus, one has the following consequence in the case of polynomial rings over integers (crucial in
Section 1.3):
Corollary 1.1.4. Let (G,M) with G = {g1, . . . gt} be a Janet basis of the ideal I / Z[x], let s be the
least common multiply of the leading coefficients of (LC(g1), . . . ,LC(gt)) and S the multiplicative set
generated by the prime factors of s. Then, the pair (G˜,M), where G˜ = {g˜1, . . . gt} with
g˜i := gi/LC(gi)
and M(g˜i) = M(gi) is a Janet basis of S−1I in the localization S−1Z[x] and also a Janet basis of
(Z6=0)−1I in the polynomial ring Q[x].
Note, that in most cases it is possible to find a Janet Basis of S−1I given by a smaller number of
generators. This situation occurs, if the leading terms of the generators of the given Janet basis have a
common factor.
Example 1.1.5. A Janet basis of the ideal I /Q[x, y] from Example 1.1.2, can given by
G := { x2y
xy
+5x−y, −10x
••
+3y, −10x2
x•
+3xy, −xy2
•y
+3y3+15y, −10xy
••
+3y2, 9y3
•y
+50y}.
Using Corollary 1.1.4 one can also take the normalized generators
{ x2y
xy
+ 5x− y, x
••
− 3
10
y, x
2
x•
− 3
10
xy, −xy2
•y
+ 3y3 + 15y, xy
••
− 3
10
y2, y
3
•y
+
50
9
y}
as a Janet basis of I . Performing now the reduction step it is possible to remove few generators to obtain
B := { x
xy
− 3
10
y, y
3
•y
+
50
9
y}.
as an another Janet basis for I ∈ Q[x, y]. (See Appendix A for a detailed computation). Additional-
lyy, we notice, that during the reduction step, only the leading coefficients of elements of G has to be
invertible.
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1.2 Computation of a maximal ideal containing a given ideal
In the further chapters one is interested in all maximal ideals containing a given ideal. Since, in general,
there are infinitely many maximal ideals containing the given one, the purpose of this section is to
describe all and give an algorithm which computes one of them. The main tool used here is again
the powerful Janet’s algorithm and the possibility to compute for the ideal I of a polynomial ring R also
the basis of the quotient module R/I . As a supporting tool one may also use an algorithm putting an
ideal into its Noether normal position [Rob 09].
The first observation is that for a zero-dimensional ideal I the maximal ideals containing I are exactly
the associated primes, which can be assumed to be easy to compute ([AL 00]). In the case of ideals of
higher dimension, we describe all (infinitely-many) zero-dimensional ideals J that contain I . Then, for
every zero-dimensional ideal J one can compute all (finitely many) maximal ideals containing J .
Thus, the main problem is to understand how to find all zero dimensional ideals lying over a given
ideal of a greater dimension. The solution is hidden in the specification (by adding a new relation) of
the independent variables and the fact, that the maximal independent set can be easily read off from the
basis of the factor module of I .
For explicite computation again the package INVOLUTIVE, where the commands
FactorModuleBasis and NoetherNormalization are available can be used. The algorithm
for computing one of the maximal ideals containing the given polynomial ideal I given at the end of
this section has been implemented in the Maple package QUILLENSUSLIN for the cases of polynomial
rings with coefficients in Q,Fp and Z. It is a crucial part of the algorithm described in Chapter 2 for
completing unimodular matrices.
Computing zero-dimensional ideals containing the given ideal
Performing Janet’s Algorithm for an ideal I / R := K[x] where K is a field yields also a basis for
the quotient module (as a K-vector space). Thus, at first glance, one can read off the cardinality of a
maximal independent set with respect to the given ideal I / R, and hence its dimension (defined as the
Krull dimension of the quotient ring R/I). If the basis of the quotient module is finite, the maximal
independent set is empty, and the ideal is 0-dimensional. The main observation of this section is that in
case the basis of the factor module is not finite, the maximal independent set appears in a denominator of
the representation of the factor module basis given by FactorModuleBasis. One has the following
definition and connection between a maximal independent set with respect to an ideal and its dimension.
Definition 1.2.1. [GrP] Let I ⊂ K[x1 . . . xn] be an ideal. Then a subset of variables
u ⊂ {x1 . . . xn}
is called an independent set (with respect to I) if K[u] ∩ I = 0. An independent set is called maximal
if dim(K[x]/I) =| u |.
Lemma 1.2.2 ([GrP], Theorem 3.5.1.). Let K be a field, A := K[x1 . . . , xn], and I an ideal of A. Let
u ⊂ {x1, . . . , xn} be a subset such that I ∩ K[u] = 0, then dim(A/I) ≥| u |. Furthermore,
there exist a subset u ⊂ {x1, . . . , xn} with dim(A/I) =| u | .
A maximal independent set can be read off from the basis of the quotient module computed with
Janet algorithm.
Proposition 1.2.3. A maximal independent set of I is the maximal set of indeterminants appearing in
the denominator (of one of the summands) in the FactorModuleBasis.
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Proof. Let (w.l.o.g.) u = {x1, . . . , xk} be a maximal independent set with respect to I in K[x1, . . . , xn].
Then I ∩ K[x1, . . . , xk] = 0 i.e the monomial x1α1 . . . xkαk is not in I for all k tupels α =
(α1, . . . , αk) with αi ≥ 0. Then, all powers of the monomial x1 . . . xk are nonzero in the factor module,
thus 1(1−x1) ... (1−xk) appears in the representation of the factor module basis.
Assume now, that the variables x1, . . . , xk appear in a summand
a(x1,...,xn)
(1−x1) ... (1−xk) . By collecting the
summands of the factor module basis in a different order, we may always rewrite it in such a way, that
the maximal independent set appears in the denominator of the summand 1(1−x1) ... (1−xk) . Then, the
monomial x1α1 . . . xkαk is obviously not in I (for all α ∈ Z≥0k) and thus I ∩ K[x1, . . . , xk] = 0.
Hence {x1, . . . , xk} an independent set with respect to I .
A maximal independent set is not uniquely determined, but the cardinality of the maximal independent
set is invariant.
Example 1.2.4 (Using Noether normalization). Compare Example 3.5.4 in [GrP]. Let R := Q[x, y, z]
and I := 〈xz, yz〉 / R. The basis of the factor module R/I is described by
x
(1− x) (1− z) +
1
(1− z) +
y
(1− y)
which can be written also as
1
(1− x) (1− z) +
y
(1− y) .
Thus, dimR(I) = 2 and the set {x, z} is a maximal independent set with respect to I . Note however, that
specifying both variables does not necessarily yield a zero-dimensional ideal. Take for example: J :=
〈x, z, xz, yz〉 /R, which is still a one-dimensional ideal 〈x, z〉 with the factor module basis described by
1
(1− y)
The situation is quite different, if we put I in its normal position using Noether normalization. Then,
using the change of variables [x = X, y = Y, z = Z −X] the ideal becomes generated by
〈XZ − Y Z,X2 −XZ〉.
Now, the factor module basis is given by
1
(1− Y ) (1− Z) +
X
(1− Z)
and any specification of the independent variables Y,Z yields a zero-dimensional ideal.
Remark 1.2.5. The algorithm for computation of a maximal ideal containing I implemented in the
package QUILLENSUSLIN does not use Noether normalization. The zero-dimensional ideal containing
I is computed by avoiding (in specification of independent variables) the choices which lead to an ideal
of higher dimension. Such wrong choices are among the multiples of the factors of PolZeroSets if
we compute the Janet basis of I with respect to all but the variables from the maximal independent set.
Example 1.2.6. (Cont.1.2.4) Let us consider again R := Q[x, y, z] and I := 〈xz, yz〉 / R and the max-
imal independent set {x, z}. Using the algorithm for computing a Janet basis of an ideal generated by
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〈xz, yz〉 in the polynomial ring Q(x, z)[y] we get 〈y〉. The set of elements inverted during the compu-
tation is {x, z}. Thus, the simultaneous choices xf(x) and zg(z) for arbitrary polynomials f and g will
not yield a zero dimensional ideal.
Let us specify x by the relation x− 1 and z by z. The ideal
J := 〈x− 1, z, xz, yz〉 = 〈x− 1, y, z〉 /Q[x, y, z]
is clearly a zero-dimensional ideal which contains I .
Maximal ideals
In the case of zero-dimensional ideals, finding all maximal ideals containing the given ideal simplifies
to the problem computing the associated primes of I . For an arbitrary ideal I of higher dimension there
are infinitely many maximal ideals containing I . Computing only one of them, one can first find (as
described above) one zero-dimensional ideal J containing I and then compute a maximal ideal M with
I ⊂ J ⊂M.
Lemma 1.2.7. [AL 00]Let I be an ideal in R. If the dimension of I is zero, then all maximal ideals
containing I are exactly the associated prime ideals of I .
Thus, in order to compute all maximal ideals that contain I one can use the primary decomposition of
I . (Algorithms for computing the primary decomposition for polynomial rings with coefficients in fields
are available in MAGMA, MACAULAY2, SINGULAR and MAPLE). Nevertheless, another algorithm for
computing a maximal ideal containing the given one, which has been implemented in the Maple-package
QUILLENSUSLIN, will be presented here.
Consider the polynomial ring R = K[x1, . . . , xn] where K is a field, and an ideal generated I by the
set {g1, . . . , gm}. Firstly, we can compute a K-basis of the quotient module R/I , and in case it is not
finite, we construct a zero-dimensional ideal J containing I . Now, the factor module R/J has a finite
basis (say k-elements). If the basis of the factor module is 1, or one of its element has an irreducible
minimal polynomial of degree k, then the considered ideal is already maximal.
In the other case, the algorithm to compute a maximal ideal over the given arbitrary ideal J proceeds
by induction on the number of variables. For a basis element xi + J of the quotient ring compute the
minimal polynomial µ = q1 . . . qs, where qi are irreducible factors of µ. Without loss of generality, the
algorithm starts with the element x1 + J . Since the polynomial qi for all i = 1, . . . , s is irreducible over
K, the quotient K[x1]/qi(x1) is a field. Taking the first factor q1 one gets
K[x1]/q1(x1) ∼= K(ζ1) = K1,
where ζ1 denotes a root of the polynomial q1. Now, one considers the ideal generated by the elements of
J and the new relation q1(x1), which corresponds to the ideal
J2 := 〈r(ζ1, x2, . . . , xn)|r ∈ J〉
in the polynomial ring of one variable less with coefficients in an extension field K1 and compute a
maximal ideal over J2 / K1[x2, . . . , xn].
The algorithm terminates after finitely many steps (at most n), the ideal M := Jn constructed in this
way is maximal in K[x1, . . . , xn] and contains the ideals I ⊂ J .
A procedure computing a maximal ideal over the given one can be described as follows
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Algorithm 1 (A maximal ideal containing a given ideal).
Input: A proper ideal I of a polynomial ring K[x1, . . . , xn] with coefficients in a field K
Output: A maximal ideal M in K[x1, . . . , xn], such that I ⊂M.
1. if the ideal I is not zero-dimensional then
compute a zero-dimensional ideal J containing I and find a maximal ideal containing J ;
2. else (the ideal I is zero-dimensional)
set J := I and J0 := J,K0 := K,A0 := K[x1, . . . , xn]/J0;
for i from 1 to n do
(a) Compute the minimal polynomial µi of xi + Ji−1 over Ki−1.
(b) Factorize µi over Ki−1 and take an irreducible factor qi(t) = qi(ζ1, . . . , ζi−1, t) ∈ Ki−1[xi]
of it. Denote a root of qi by ζi.
(c) Compute now a maximal ideal containing Ji / Ki for:
Ki := Ki−1(ζi) ∼= Ki−1[xi]/〈qi(xi)〉
Ji := {r(ζi, xi+1, . . . , xn) | r(xi, . . . , xn) ∈ Ji−1}
and
Ai := Ki[xi+1, . . . , xn]/Ji
3. return M := 〈q1(x1), q2(x1, x2), . . . qn(x1, . . . , xn)〉.
The ideal M constructed in this way is maximal, since
K[x1, . . . , xn]/〈q1(x1), q2(x1, x2), ..., qn(x1, . . . , xn)〉 ∼=
∼= K(ζ1)[x2, . . . , xn]/〈q2(ζ1, x2), ..., qn(ζ1, x2 . . . , xn)〉 ∼=
. . .
∼= K(ζ1, . . . ζk),
which is a field, and M clearly contains I .
In practice, one usually tries first to use simpler methods (such as testing irreducibility of the polyno-
mials over K) in order to compute a maximal ideal M containing I , leaving the general algorithm from
above for the worst case.
Remark 1.2.8 (Computation of maximal ideals in the polynomial ring with integer coefficients). A
maximal ideal in the polynomial ring Z[x] has a unique prime number as an element. Thus, while
looking for maximal ideals containing I for a given ideal I in Z[x1, . . . , xn], the first step is to decide,
if a nonzero constant belongs to the ideal I . In the positive case, one can take any prime factor p of this
integer to the ideal M and continue with the algorithm for finding a maximal ideal over the polynomial
ring Fp[x1, . . . , xn] as above. In the other case, when no constant is an element of I , we specify the
prime number arbitrary, avoiding however the prime factors of leading coefficients of the generators for
the Janet basis of I (compare the set S from Corollary 1.1.4).
Example 1.2.9 (Maximal ideals in the polynomial ring with integer coefficients: Avoiding leading co-
efficients). Consider the ideal I = 〈6xy + 7, 5x2z + 4〉 in Z[x, y, z]. The only integer in I is zero. If
one takes a prime number 2, 3 or 5 to the ideal, one gets already the trivial ideal 〈1〉 in Z[x, y, z]. Putting
one of those primes to I does not lead to a maximal ideal (containing I) in Z[x, y, z]. (Continued in
Example 1.2.11).
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Example 1.2.10. Compute a maximal ideal over the ideal I := 〈6xy + 7, 5x2z + 4〉 in Q[x, y, z]. The
basis of the factor module is given by
x
1− x +
1
1− z .
One may now specify one of the variables x and z. Let us first compute the Janet basis of I with
respect to the variable y not appearing in the factor module basis and keep tracking denominators. The
elements supposed in the computation to be nonzero are x and xz + 5, thus all their factors must now
be avoided. Since the choice of x = 0 would lead to a collapse of ideals, one can take x to be e.g. 1.
Now, one continues the computation for the zero-dimensional ideal J :=< 6xy + 7, 5x2z + 4, x− 1 >.
Computing the involutive basis of J one gets immediately 〈x+ 6, y, z + 5〉, which is clearly a maximal
ideal in Q[x, y, z].
Example 1.2.11 (Maximal ideals in the polynomial ring with integer coefficients). Compute a maximal
ideal over the ideal I := 〈6xy + 7, 5x2z + 4〉 in Z[x, y, z]. The forbidden primes which are divisors
of the leading coefficients of the elements of the Janet basis for I are {2, 3, 5}. Choosing now another
arbitrary prime p, we compute a corresponding maximal ideal over Fp. Let us take p = 7. The Janet
basis of the ideal I7 / F7[x, y, z] is given by [y, xz + 5, xy] and the basis of the factor module is again
x
1− x +
1
1− z .
One of the variables x or z may now be specified, one must however avoid the factors of 5xz+4 and 6x.
Let us specify x = 1. Computing the basis of the zero-dimensional ideal 〈7, x − 1, 6xy + 7, 5x2z + 4〉
one gets 〈7, z + 5, y, x+ 6〉, which is clearly a maximal ideal in Z[x, y, z].
Example 1.2.12. Let us consider I := 〈x3 + x + 1〉 which is a prime ideal in Z[x]. For every prime
p, there exists at least one maximal ideal, that contains I . More precisely, there are three possibilities
(cf. Theorem of Chebotarev [StL 96]): the generating polynomial stays irreducible in positive character-
istics or it has two or three factors yielding one, two or three maximal ideals resp.. We have for example:
1.) one maximal ideal in Z[x] containing I and 5: 〈5, x3 + x+ 1〉,
2.) two maximal ideals in Z[x] containing I and 3: 〈3, x2 + x+ 2〉, 〈3, x+ 2〉,
3.) three maximal ideals Z[x] containing I and 47: 〈47, x+ 22〉, 〈47, x+ 12〉, 〈47, x+ 13〉.
1.3 Minimal associated prime ideals in Z[x1, . . . , xn]
The problem of computing primary decomposition of an ideal in the polynomial ring with integer coef-
ficients is interesting as a tool for dealing with systems of polynomial equations over integers. To our
knowledge, such an algorithm has not been implemented yet and has not been available while working
on these projects. The main motivation for discussing this matter here is Section 3.3.2 of Chapter 3,
where one is explicitely looking for solutions of systems of polynomial equations, and thus interested
in minimal associated primes of a given ideal I / Z[x1, . . . , xn]. Hence, in this section, an algorithm,
which reconstructs the set of associated primes AssZ(I) using the primary decomposition over Q and
over some finite fields Fp will be described.
The first observation is that in the polynomial ring Z[x] one can distinguish two types of prime ideals:
such that have zero as the only integer, and those that contain a prime number. Simplifying a bit, the
associated prime ideals of the first type can be found by computing a primary decomposition over Q.
On the other side, the prime ideals containing a nonzero integer, for example, 〈2, x〉, vanish (are equal
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the whole ring) by passing from Z to Q, but they can be reconstructed by considering them over some
finite fields Fp. In the first step of the described algorithm the properties of the primary decomposition
over localization will be used. Note, that Q can be viewed as a localization of Z by the multiplicative
set Z6=0 = Z/{0}. On the other hand, one can localize Z by a multiplicative set S generated by a finite
number of primes, such that the primary decomposition of the ideal S−1I in the ring S−1Z[x1, . . . , xn]
is the same as the primary decomposition of the ideal QI in the ring Q[x1, . . . , xn]. In this way, the
associated primes Pi (and the corresponding primary components) having an empty intersection with Z
can be reconstructed. In the next step, knowing already the set S of primes, one can find the associated
prime ideals that include a nonzero integer. The main observation simplifying the computation is the fact
that the set S is exactly the set S defined in Corollary 1.1.4.
In this work, only the associated prime ideals are of main interest, thus the issue of computing
primary components of an ideal I / Z[x1, . . . , xn] will not be handled.
Alternative algorithms for primary decomposition in polynomial rings with coefficients in a PID
have been given in [AL 00] and [GTZ 88]. The construction of the primary decomposition presented in
[GTZ 88] is based on an induction on dimension and reduction to the case of zero-dimensional ideals.
The considerations in [AL 00] have been restricted to the special case of zero-dimensional ideals in
univariate polynomial rings.
Primary decomposition
The main theorem in the theory of primary decomposition in Noetherian rings is the following theorem,
proved by Lasker in 1905 the case of polynomial rings and generalized by Noether in 1921.
Theorem 1.3.1 (Lasker-Noether, [CLO 92, AM 69, BJ 85]). Let R be a noetherian ring. Every ideal
I / R has a minimal primary decomposition
I = Q1 ∩ . . . ∩Qs,
where Q1, . . . , Qs are primary ideals,
⋂
i6=j Qi 6⊂ Qj and rad(Qi) 6= rad(Qj) for all 1 ≤ i 6= j ≤ s.
The radicals Pi = rad(Qi) are prime and are called associated prime ideals of I , since they do not
depend on the decomposition. The minimal elements of the set {P1, . . . , Ps} are called the minimal or
isolated prime ideals and the other associated primes are described as embedded. The primary compo-
nents corresponding to the embedded prime ideas are not unique, contrary to the primary components
corresponding to isolated primes.
Considering ideals in the polynomial ring Z[x] one can distinguish two classes of prime ideals:
Remark 1.3.2. Let P be a prime ideal in Z[x]. Then P ∩ Z = {0} or P ∩ Z = {p} for an unique prime
number p.
Properties of primary decomposition under localization
The primary components of I / Z[x] containing zero as the only integer can be reconstructed from the
primary decomposition of I understood as an ideal in Q[x], which is the localization of Z[x] by the set
Z6=0. Thus, let us first recall the main properties of the primary decomposition under localization. One
has the following lemmas:
Theorem 1.3.3 ( [AM 69], Proposition 4.8). Let S be a multiplicative subset of the ring A and let Q be
a P -primary ideal (i.e. primary with rad(Q) = P ).
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1. If S ∩ P 6= ∅, then S−1Q = S−1A.
2. If S ∩ P = ∅, then S−1Q is a S−1P -primary and its contraction in A is Q.
Hence primary ideals correspond to primary ideals in the correspondence between ideals in S−1A and
contracted ideals in A.
Proposition 1.3.4 ([AM 69], Proposition 4.9). Let S be a multiplicative set of A and let I be a decom-
posable ideal. Let I =
⋂n
i=1Qi be a minimal primary decomposition of I . Let Pi = rad(Qi) and
suppose the Qi numbered so that S meets Pm+1, . . . , Pn but not P1, . . . , Pm. Then
S−1I =
m⋂
i=1
S−1Qi, and S(I) =
m⋂
i=1
Qi
and these are the minimal primary decompositions (in S−1A). (The contraction of the ideal S−1I in A
is denoted by S(I).)
Summarizing the last results in the situation of polynomial rings Z[x] and Q[x], the primary decom-
position of the ideal S−1I ∈ Q[x]
S−1I = Q1 ∩ . . . ∩Qs,
where S = Z6=0, implies directly the existence of a primary decomposition of the ideal I in Z[x]:
I = Q1 ∩ . . . ∩Qs ∩Qs+1 . . . ∩Qr
such that Qi meets S for i = s+ 1, . . . r.
Thus, having the primary decomposition of the ideal S−1I in Q[x] (where S = Z6=0) one can
reconstruct the primary components of I which do not meet Z6=0. For the resconstruction of other
components, we note in the next section, that instead of S = Z6=0 one can take the multiplicative set S
defined in Corollary 1.1.4 (generated by a finitely number of primes) and then by computing a primary
decomposition over finitely many finite fields collect information on the missing components.
Computing the set S
The set S of primes with their powers occurring in one of the primary components is easy to determine
if one already has the primary decomposition in the polynomial ring with integer coefficients. In this
section the opposite problem will be handled. For a given ideal I ∈ Z[x] one wants to determine
a multiplicative set S ⊂ Z (generated by a possibly small number of primes) such that the primary
decomposition of S−1I and Z−16=0I have the same number of components. We notice, that considering the
localization by the multiplicative set S defined in Corollary 1.1.4 yields the same primary decomposition
as the localization by the set Z6=0.
To prove this property, some features of multiplicative closed sets will be discussed first. All considered
rings are commutative integral domains with 1.
Definition 1.3.5. Let R be a ring. A set S ⊂ R containing 1, and such that, if x, y ∈ S then xy ∈ S
is called a multiplicative set (or multiplicatively closed set). We say, that the set S is generated by
elements a1, . . . , ak, if S consists of products of non-negative powers of a1, . . . , ak (in particular 1 ∈ S).
The following lemma describes some basic properties of multiplicative sets.
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Lemma 1.3.6. Let S, T be multiplicative sets in R and ϕ : R→ S−1R, r 7→ r1 . Then
1) S · T := {st | s ∈ S, t ∈ T} is a multiplicative set in R.
2) ϕ(T ) is a multiplicative set in S−1R.
3) If T¯ is a multiplicative set of S−1R then ϕ−1(T¯ ) is a multiplicative set in R.
4) (T · S)−1R = T¯−1(S−1R), where T¯ := ϕ(T ).
Proof. The proof follows directly from the properties of ring homomorphisms.
In the following lemma for the simplicity of notation T will denote both: T ⊂ R and its image
T¯ = ϕ(T ) in S−1R.
Let I be an ideal in Z[x]. The computation of a Janet basis or a primary decomposition of Z6=0−1I
in Q[x] can be viewed as a computation over a localization S−1Z of Z by the finitely generated multi-
plicative set S described in Corollary 1.1.4.
Lemma 1.3.7. Let I be an ideal in Z[x], the set {g1, . . . , gk} be a Janet basis of I and denote by S the
multiplicative set generated by the prime factors of s = LC(g1) . . .LC(gk) as in Corollary 1.1.4. Then
1) Both S and
T := {q ∈ Z6=0|p 6 |q for all p ∈ S}
are multiplicative sets,
S · T = Z≥0
and
Q[x] = (S · T )−1Z[x] = T−1(S−1Z[x])
2) If
Z−16=0I = T
−1Q1 ∩ . . . ∩ T−1Qs
is the primary decomposition of the ideal Z−16=0I = (S · T )−1I in Q[x], then
S−1I = Q1 ∩ . . . ∩Qs
is a primary decomposition of S−1I in S−1Z.
Proof. The statements of the first part are clear from Lemma 1.3.6.
For the second part let G := {g1, . . . , gk} be a Janet Basis for I , let S be a multiplicative set generated by
all prime factors of s := LC(g1) . . .LC(gk) and T as in 1). Then, from Lemma 1.1.3 and Corollary 1.1.4
the set G˜ with g˜i := gi/LC(gi) for all gi ∈ G is a Janet Basis for the both ideals S−1I and Z−16=0I in the
corresponding rings.
Let
S−1I = Q1 ∩ . . . ∩Qs
be the primary decomposition in S−1Z[x]. Since
T−1(S−1Z[x]) = (S · T )−1Z[x] = Q[x],
the primary decomposition of T−1(S−1I) in Q[x] has (from Lemma 1.3.4) the form
Z−16=0I = T
−1(S−1I) = T−1(Q1) ∩ . . . ∩ T−1(Qs).
Let us suppose, that the primary decomposition of Z−16=0I has less then s components. If now one of the
primary components, say T−1(Qi) is trivial, then the ideal Qi must have a non-empty intersection with
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the multiplicative set T . Assume, that z ∈ Qi∩T ⊂ Z and consider the product e = z a1 . . . as ∈ S−1I ,
where aj is an arbitrary element of Qj . Then, the leading coefficient of e is clearly a multiply of z, say
LC(e) = mz. Since e ∈ S−1I , its leading coefficient LC(e) is an element of the ideal 〈LC(S−1I)〉 =
〈1〉 in S−1Z and thus invertible in S−1Z. Hence, z ∈ S which is a contradiction to Qi being a primary
component of S−1I . Thus, all primary components of S−1I do not meet T and thus, using Lemma 1.3.4
the minimal primary decomposition of Z−16=0I is
Z−16=0I = (S · T )−1(I) = T−1(S−1I) = T−1Q1 ∩ . . . ∩ T−1Qs
i.e. in particular has the same number of components as the primary decomposition of S−1I in S−1Z[x].
Associated prime ideals containing an integer
The previous sections justified the possibility of reconstructing the primary components of an ideal I in
the polynomial ring Z[x] that do not have a non-zero integer by computing the primary decomposition
of the ideal Z−16=0I in the polynomial ring Q[x]. Now, we focus on the primary components of the second
type (i.e. having a non-zero integer as an element) and reconstruct their minimal associated primes by
performing the computation over finitely many finite fields. Finally, an algorithm for reconstruction of
minimal associated prime ideals for ideals in Z[x] will be given at the end of this section.
Let us first recall some well-known facts from the theory of rings.
Lemma 1.3.8. Let ϕ : R→ S be a homomorphism of rings.
1). If I is an ideal of R, then ϕ(I) is an ideal of ϕ(R) (but not necessarily of S).
2). If J is an ideal of S, then ϕ−1(J) is an ideal of R.
3). If J is a prime ideal of S, then ϕ−1(J) is a prime ideal of R.
4). If J is a primary ideal of S, then ϕ−1(J) is a primary ideal of R.
5). If I1, I2 are ideals of R and I1 ⊂ I2 , then ϕ(I1) ⊂ ϕ(I2).
6). If J is an ideal of S, then rad(ϕ−1(J)) = ϕ−1(rad(J)).
7). ϕ(I1 ∩ I2) ⊂ ϕ(I1) ∩ ϕ(I2).
8). ϕ−1(J1 ∩ J2) = ϕ−1(J1) ∩ ϕ−1(J2).
9). If ϕ(R) = S and J is an ideal of S, then ϕ−1(ϕ(J)) = J.
10). If J1 ⊂ J2 then ϕ−1(J1) ⊂ ϕ−1(J2).
Lemma 1.3.9. [BJ 85] Let R be a ring, I1, . . . , Is ideals of R and P a prime ideal in R. If I1 . . . Is ⊂ P
(or in particular I1 ∩ . . . ∩ Is ⊂ P ), then Ik ⊂ P for some k, 1 ≤ k ≤ s.
Lemma 1.3.10. [BJ 85] Let Q, I be ideals in R and I ⊂ Q. The ideal Q is primary (resp. prime) in R
if and only if the ideal Q/I is is primary (resp. prime) in R/I .
The proof of the lemma is clear from the isomorphism R/Q ∼= (R/I)/(Q/I) and the characteriza-
tion of an ideal Q being primary (resp. prime) in R in terms of the quotient ring. An ideal Q is primary
in R/Q if and only if R/Q 6= 0 and any zero-divisor in R/Q is nilpotent.
Considering the epimorphism ϕp : Z[x] → Fp[x] given by f(x) 7→ f(x) mod p, we get an imme-
diate conclusion, that if P is prime in Z[x] and p ∈ P , then ϕp(P ) is prime in Fp[x].
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Lemma 1.3.11. Let ϕp : Z[x]→ Fp[x] be a ring homomorphism given by f(x) 7→ f(x) mod p. Let I
be an ideal in Z[x] and let p1, . . . , ps be the associated primes of ϕp(I).
1). For each associated prime pi of ϕp(I) there exists an associated prime Pj of I such that
Pj ⊂ ϕp−1(pi).
2). If P is a minimal associated prime of I and 〈p〉 = ker(ϕp) ⊂ P , then P = ϕp−1(pi) for some
i, 1 ≤ i ≤ s.
Proof. 1). From the following inclusion of ideals I ⊂ ϕp−1(ϕp(I)) we have the same inclusion for their
radicals
rad(I) ⊂ rad(ϕp−1(ϕp(I))).
Using now the properties of radicals, we get
rad(I) ⊂ rad(ϕp−1(ϕp(I))) = ϕp−1(rad(ϕp(I))) = ϕp−1(p1 ∩ . . . ∩ ps).
Thus, if P1, . . . , Pk are the associated primes of I / Z[X], then
P1 ∩ . . . ∩ Pk = rad(I) ⊂ ϕp−1(p1 ∩ . . . ∩ ps) ⊂ ϕp−1(pi)
for all 1 ≤ i ≤ s. Since for all 1 ≤ i ≤ s the ideal ϕp−1(pi) is prime, using Lemma 1.3.9 we finish the
proof of 1).
2). Let Pj be a minimal associated prime of I . Since an ideal is contained in its associated prime, the
same inclusion is also true for their images and radicals and we have rad(ϕp(I)) ⊂ rad(ϕp(Pj)). Thus
p1 ∩ . . . ∩ ps ⊂ ϕp(Pj).
Since p ∈ P , the ideal ϕp(Pj) is prime, and for one k we have
pk ⊂ ϕp(Pj)
and
ϕp
−1(pk) ⊂ ϕp−1(ϕp(Pj)) = Pj .
From the first part of this theorem, there is an associated prime Pi of I such that Pi ⊂ ϕp−1(pk) ⊂ Pj .
The ideal Pj is a minimal associated prime, hence the equality Pi =⊂ ϕp−1(pk) = Pj holds.
The following algorithm gives a method for computing the minimal associated primes of an ideal in a
polynomial ring with integer coefficients.
Algorithm 2 (Minimal associated primes).
Input: An ideal I in Z[x].
Output: Minimal associated prime ideals of I .
Algorithm:
1. Compute the Janet basis of I and the multiplicative set S (generated by finitely many primes)
defined in Corollary 1.1.4.
2. Compute a Janet basis for both: the ideal I over Q[x] and for S−1I over S−1Z[x] (cf. Corol-
lary 1.1.4).
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3. Compute the primary decomposition of S−1I = Q1 ∩ . . . ∩Qs in the localization S−1Z[x]. The
pre-images of Qi in Z[x] are primary components of I that do not meet Z \ {0}.
4. For all p ∈ S compute the primary decomposition of ϕp(I) over the Fp[x] (where ϕp defined in
Lemma 1.3.11) and reconstruct the minimal associated primes Pi of I with p ∈ Pi.
5. Compute the minimal associated primes of I in Z[x].
Note, that the given algorithm yields the set of minimal associated prime ideals for the given ideal I
in Z[x] and needs to be modified if one is interested in primary components of I . The two following
examples should give insight into this problem.
Example 1.3.12. Let us reconstruct the (minimal) associated primes of the ideal
I := 〈45 y2, y2x2 + 27 y2x+ 37 y2〉 / Z[x, y].
The computation of the Janet basis over rationals leads to
S−1I = 〈y2〉,
where the multiplicative subset S is generated by the primes 3 and 5. Thus, I has exactly one primary
component (exactly one associated prime) having an empty intersection with Z \ {0}. If other primary
components exist, they necessarily have an integer, namely a power of 3 of 5. Now, for the ideals in
polynomial rings with coefficients in finite fields of characteristic 3 and 5 one gets:
ϕ3(I) = 〈y2x2 + y2〉 = 〈y2〉 ∩ 〈x2 + 1〉
ϕ5(I) = 〈y2x2 + 2 y2x+ 2 y2〉 = 〈y2〉 ∩ 〈x+ 3〉 ∩ 〈x+ 4〉,
where ϕp : Z[x, y]→ Fp[x, y]. Thus, from Lemma 1.3.11 all associated primes of I containing a prime
number are among the ideals
〈3, y〉, 〈3, x2 + 1〉, 〈5, y〉, 〈5, x+ 3〉, 〈5, x+ 4〉.
Since 〈y〉 ⊂ 〈p, y〉, the associated primes of I are
〈y〉, 〈3, x2 + 1〉, 〈5, x+ 3〉, 〈5, x+ 4〉.
Finally, one can check that the ideal I has the following primary decomposition in Z[x, y]
I = 〈y2〉 ∩ 〈9, x2 + 1〉 ∩ 〈5, x+ 4〉 ∩ 〈5, x+ 3〉.
Example 1.3.13. Let us consider the ideal I given by its primary decomposition I = Q1∩Q2∩Q3 with
Q1 := 〈9, x〉, Q2 = 〈3, x2, y〉, Q3 = 〈(y + 1)2〉
and their radicals P1 = 〈3, x〉, P2 = 〈3, x, y〉, P3 = 〈y+1〉. Computing the Janet basis of I over rationals
yields the ideal 〈(y + 1)2〉, with the associated prime P3. The set of denominators S is generated by 3,
and the primary decomposition of ϕ3(I) is now
ϕ3(I) = 〈(y + 1)2〉 ∩ 〈x〉 ∩ 〈x2, y〉
with the associated primes p1 = 〈y + 1〉, p2 = 〈x〉 and p3 = 〈x, y〉. Thus, associated primes of I
containing the prime number 3 are among the ideals
ϕ3
−1(p1) = 〈3, y + 1〉, ϕ3−1(p2) = 〈3, x〉, ϕ3−1(p3) = 〈3, x, y〉,
and hence, the minimal associated primes of I are P3 = 〈y + 1〉 and P1 = 〈3, x〉.
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The algorithm for computing the minimal associated primes of an ideal I / Z[x] given above has been
implemented in the Maple-package PSL.
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Chapter 2
An algorithm for the Quillen-Suslin
Theorem
Since 1978, when Quillen and Suslin proved independently of each other Serre’s Conjecture stating that
projective modules over polynomial rings are free, some algorithmic versions of the proof have been
proposed in the literature in order to compute bases of free modules (cf. [YP 84], [Stu 88], [FiG 90],
[LS 92], [Woo 94], [Par 95], [PW 95], [G-V 02], [LY 05]). For an extensive historical outline as well as
for a very broad view on mathematics, influence and different solutions of Serre’s Problem and related
topics the reader is referred to Lam’s books [Lam 78, Lam 06].
All algorithmic proofs solve the problem of finding a basis of a free module formulated in terms
of unimodular matrices, which correspond to stably free modules. Although there are some differences
in the numerous approaches, the main idea of an algorithmic proof remains the same. The algorithm
proceeds by induction on the number of variables xi, and each inductive step reduces the problem by
one variable. A general method that would make it possible to avoid the inductive procedure is not
known. There are however some cases where simpler and faster heuristic methods can be used. In this
chapter both - some heuristic methods and the general algorithm for computing bases of free modules
over polynomial rings based on [LS 92] - will be described.
The possibility of computing a basis of a free module over polynomial ring opens the door to a vari-
ety of problems. A few results on applications in multidimensional systems theory published already in
[FQ 07] will be shortly presented at the end of the chapter together with examples coming from algebraic
geometry and signal processing ([Par 95]). Finally, the interested reader will find a rich library of ex-
amples illustrating the algorithm and its applications in Appendix B (available also online together with
corresponding worksheets and the MAPLE package QUILLENSUSLIN [Fab]). In the MAPLE package
QUILLENSUSLIN the described algorithm and methods for computing bases of free modules over poly-
nomial rings with rational and integer coefficients as well as procedures dealing with rows over Laurent
polynomial rings ([Par 95]) have been implemented.
2.1 Introduction
Considering modules over an arbitrary ring one gets the following implications between free, stably-free
and projective modules
free ⇒ stably-free ⇒ projective.
The Quillen-Suslin theorem proves that all the implications can be inverted and all those three notions
coincide in case of modules over polynomial rings with coefficients in a principal ideal domain.
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A classical result due to Serre states that every projective module over a polynomial ring D :=
k[x1, . . . , xn] (where k is a field) is stably-free. Since stably-free modules are projective, one gets the
equivalence between those two notions in case of modules over D. Thus, one can always assume, that
a projective module M has the form M = D1×p/(D1×qR), where R ∈ Dq×p admits a right-inverse
S ∈ Dq×p. (See [Eis], [Lam 78], [Lam 06] and [QR 05], [FQ 07] for more details, as well as [QR] for
constructive proof and implementation of corresponding algorithms in the package OREMODULES).
Introducing a definition of a unimodular matrix, one gets a following characterization of free modules
over an arbitrary commutative ring:
Definition 2.1.1. Let D be a ring. The general linear group GLp(D) is then defined by
GLp(D) = {U ∈ Dp×p | ∃V ∈ Dp×p : UV = V U = Ip}.
A matrix U ∈ GLp(D) is called unimodular over D.
Lemma 2.1.2. (cf. e.g. [FQ 07]) Let R ∈ Dq×p b a matrix which admits a right inverse over D. Then,
the D-module M = D1×p/(D1×qR) is free if and only if there exists a matrix U ∈ GLp(D) such that
RU = (Ip 0).
The Quillen-Suslin theorem stating that every projective module over a polynomial ring with coeffi-
cients in a PID is free can be thus formulated as follows ([Lam 78], [Lam 06], [Rot 79]):
Theorem 2.1.3 (Quillen-Suslin Theorem, ([Qui 76], [Sus 76])). Let A be a principal ideal domain and
D = A[x1, . . . xn] a polynomial ring with coefficients in A. Moreover, let R ∈ Dq×p be a matrix which
admits a right-inverse S ∈ Dp×q, i.e., RS = Iq. Then, there exists a unimodular matrix U ∈ GLp(D)
satisfying:
RU = (Iq 0).
Corollary 2.1.4 (Quillen-Suslin ([Qui 76], [Sus 76])). Let A be a principal ideal domain and D =
A[x1, . . . xn]. Then, every stable-free D-module is free.
Moreover, the problem of finding a basis of a free, finitely generatedD-moduleM = D1×q/(D1×pR)
can be now reformulated in terms of matrices: the basis elements of M correspond to the p− q rows of
a matrix T completing R to a square unimodular matrix V :
V =
(
R
T
)
∈ Dp×p.
This problem is equivalent to computing a unimodular matrix U satisfying RU = (Ip 0), since for
every U satisfying this condition its inverse V = U−1 is one of the possible completions of R to a square
unimodular matrix (cf. [LS 92], [FQ 07]).
Problem 1. Let R ∈ Dq×p be a matrix, which admits a right inverse over D = A[x1, . . . , xn] (where A
is a principal ideal domain). Find a matrix U ∈ GLp(D) such that RU = (Iq 0).
The Quillen-Suslin theorem states, that Problem 1 has a solution over a polynomial ring D =
A[x1, . . . , xn] with coefficients in a principal ideal domain A. An algorithm, which computes such a
matrix U will be called a QS-algorithm. The first step of the algorithm described in this chapter is the
observation that Problem 1 is can be reduced (cf. [Lam 78], [Lam 06], [FQ 07]) to the following one:
Problem 2. Let R ∈ D1×p be a row vector which admits a right inverse over D = A[x1, . . . , xn] (where
A is a principal ideal domain). Find a matrix U ∈ GLp(D) such that RU = (1 0 . . . 0).
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In the special case, when the ring D is a principal ideal domain, Problem 1 can be easily solved using
the Smith normal form.
Lemma 2.1.5 (cf. e. g. [FQ 07], Matrices over a PID). Let D be a principal ideal domain and R ∈ Dq×p
a full row rank matrix admitting a right-inverse. Then, a unimodular matrix U ∈ GLp(D) satisfying
RU = (Iq 0)
can be computed using Smith normal form of R.
Proof. For every matrix R over a principal ideal domain D the Smith normal form
F−1RG−1 =
(
E 0
0 0
)
, with E = diag(d1, . . . , di) and detE 6= 0
can be computed using the elementary divisors theorem (cf. [Lang]), where the transforming matrices
F ∈ Dq×q and G ∈ Dp×p are square and unimodular. In the case, when R is a full row rank matrix
which admits a right inverse, the Smith normal form of R is given by
F−1RG−1 = (Iq 0).
Let r := p − q and denote now G := (G1T G2T )T , where G1 ∈ Dq×p and G2 ∈ Dr×p. Further let
G−1 = (H1 H2), whereH1 ∈ Dp×q andH2 ∈ Dp×r. Using this notation one hasR = F (Iq 0)G =
F G1, which means G1 = F−1R, and thus(
F−1R
G2
)
(H1 H2) = Ip.
Transforming this equation one gets(
F−1 0
0 Ir
) (
R
G2
)
(H1 H2) = Ip,
and finally (
R
G2
)
(H1 H2)
(
F−1 0
0 Ir
)
=
(
R
G2
)
(H1F−1 H2) = Ip.
Thus, taking U := (H1 F−1 H2) solves Problem 1, and the matrix T := G2 completes R to a unimod-
ular matrix.
The purpose of this chapter is to describe a QS-algorithm solving Problem 2 over a computable
polynomial ring D = A[x1, . . . , xn]. Additionally, a few simpler and heuristic methods working over an
arbitrary rings will be given. The algorithm enriched by heuristic methods has been implemented in the
MAPLE package QUILLENSUSLIN, which allows a completion of unimodular matrices over polynomial
rings with rational and integer coefficients.
2.2 Heuristic methods over an arbitrary ring
In this section, before describing the general algorithm for computing a matrix U solving Problem 1,
a few fast and simple heuristic methods working over arbitrary rings will be presented (cf. [FQ 07]).
These methods can be applied to unimodular matrices having special properties that can be verified using
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Gröbner or Janet bases. The method given in Remark 2.2.1(2) can be considered as a generalization of a
natural way of completing a 1 × 2 row to a square invertible matrix of determinant 1, and the third one
(Remark 2.2.1(3)) has been inspired by an analogous idea used in [QR 05], [QR 06]. All those heuristic
methods have been in the MAPLE package QUILLENSUSLIN (for polynomial rings with rational and
integer coefficients) as well as in the package HOMALG ([BR]) where they can be used over arbitrary
rings, as soon as they apply.
2.2.1 (p− 1)× p unimodular matrices over an arbitrary ring
Consider a unimodular matrix R ∈ D(p−1)×p which admits a right inverse over an arbitrary ring D.
Denote by mi the (p − 1) × (p − 1) minor of R obtained by removing the i-th column of R. Since
R admits a right-inverse, one gets that the family of minors {mi}1≤i≤p satisfies the Bézout identity∑p
i=1 nimi = 1 for certain ni ∈ D. Then, R can be completed to a matrix
V :=
(
R
(−1)p+1 n1 . . . (−1)2 p np
)
∈ Dp×p,
which is unimodular, since expanding the determinant of V along the last row and using the Laplace’s
formula one gets det(V ) = 1. Finally, the matrix U := V −1 satisfies RU = (Ip−1 0) and thus solves
Problem 1.
2.2.2 1× p unimodular rows over an arbitrary ring
Consider now a row vector f = (f1 . . . fp) ∈ D1×p which admits a right-inverse over an arbitrary ring
D. If f has a proper special properties listed below, a unimodular matrix U satisfying f U = (1 0 . . . 0)
can be computed straightforward without using a general algorithm described in the next section.
Remark 2.2.1 (Special form of the row). Let D be an arbitrary ring and let f = (f1 . . . fp) ∈ D1×p be
a unimodular row which admits a right-inverse.
(1) If one component fi of f is an invertible element ofD, the row f can be transformed to (1 0 . . . 0)
by means of trivial elementary operations. Assume for example that f1 is an invertible element in
D. Then, the matrix defined by
W :=
(
f−11 0
0 Ip−1
)
satisfies det(W ) = f1−1 ∈ D and f W = (1 f2 . . . fp). Using now simple elementary opera-
tions one transform f W into the row vector (1 0 . . . 0).
(2) Another simple case is when two of the components of f generate the unit ideal in D. Suppose
that f1 and f2 generate the unit ideal. Then, there exist elements h1, h2 ∈ D satisfying the Bèzout
identity f1h1 + f2h2 = 1. Thus, the matrix
W :=
 h1 −f2 0h2 f1 0
0 0 Ip−1
 ,
is unimodular with det(W ) = 1 and f W = (1 0 f3 . . . fp). The row f W can now be reduced
to (1 0 . . . 0) by means of elementary operations following (1).
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(3) If the i-th component of f is zero or the ideal 〈f1, . . . , fi−1, fi+1, . . . fp〉 generated by p − 1
components of f is already D, one can follow an idea analogous to the one developed in [QR 05],
[QR 06]. Suppose that i = 1, i.e. that f1 is the redundant component and the ideal 〈f2, . . . , fp〉 =
D. Then, there exist h2, . . . , hp ∈ D satisfying the Bèzout equation
∑p
j=2 fjhj = 1. Thus, the
matrix
W :=

1
(1− f1)g2 1
...
. . .
(1− f1)gp 1
 .
is clearly unimodular with det(W ) = 1 and it satisfies f W = (1 f2 . . . fp). The row f W can
be reduced to (1 0 . . . 0) by means of elementary operations following (1).
In particular, this strategy is successful when the length p of the row f exceeds the stable range if
the ring D. (See [QR 05], [QR]).
The matrix U solving Problem 2 can be also easily computed in cases where a right-inverse g of f
has a special form.
Remark 2.2.2 (Special form of the right inverse). Let g ∈ Dp×1 be the right-inverse of the unimodular
row f ∈ D1×p, i.e. f g = 1.
(1) If one of the components of g, say g1, is invertible in D, then the matrix
W :=

g1
g2 1
...
. . .
gp 1

is unimodular, since its determinant det(W ) = g1 is invertible in D. Additionally W satisfies
f W = (1 f2 . . . fp), and the row f W can be easily transformed into (1 0 . . . 0) by means of
elementary operations.
(2) If two components, say g1, g2 of g generate the unit ideal in D, then there exist elements h1, h2 ∈
D satisfying the Bèzout equation g1h1 + g2h2 = 1. Then, the matrix
W =

g1 −h2
g2 h1
g3 1
...
. . .
gp 1

satisfies det(W ) = 1 and f W = (1 ? f3 . . . fp), where ? denotes a certain element from D.
The row f W can be now reduced to (1 0 . . . 0) by means of elementary operations.
Finally, if the row f ∈ D1×p admits a right-inverse g ∈ Dp×1 such that any of the methods described
in Remark 2.2.1 may be used for gT , then a unimodular matrix V having gT as the first row can be easily
computed. Then the product f V T = (1 ? . . . ?) can be reduced to (1 0 . . . 0) by means of elementary
operations.
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Remark 2.2.3 (Criterion if f admits a right inverse of type (1)). A right-inverse is not uniquely de-
termined. One can check, whether or not the given unimodular row has a right-inverse with the first
property.
Proof. Let D := A[x1, . . . xn] be a polynomial ring with coefficients in a PID A, f ∈ D1×p be a
unimodular row and g ∈ Dp×1 its right inverse and let SyzD(f) ⊂ Dp be the D-module of syzygies
of f (cf. [CLO 98]). Then, for every s ∈ SyzD(f) we have sT f :=
∑p
i=1 sifi = 0 and thus, any right
inverse of f over D has the form
g + s
for some s ∈ If . The row f admits a right-inverse g˜ with the property 2.2.2 (1) if one of components of
g modulo the ideal generated by the corresponding components of the generators of Syz(f) is 1.
A range of examples where heuristic methods can be applied has been given in the Appendix B.
Note, that almost all examples appearing in the literature can be hadled with those methods. In the next
section the general algorithm and an example where the general method must be used will be given.
2.3 A QS-algorithm for commutative polynomial rings
Over an arbitrary ring A, not every row admitting a right-inverse can be completed to a unimodular
matrix over A. The module-theoretic interpretation for this result is, that over certain rings stably-
free modules are not free. For instance, using a classical topological theorem on vector fields on the
sphere S2(R), one can prove that the row vector f = (x1 x2 x3) with entries in the commutative
ring D = R[x1, x2, x3]/〈x12 + x22 + x33 − 1〉 admitting a right-inverse fT cannot be completed to a
unimodular matrix over D. (See [Lam 06] and [Eis] for more details).
However, a completion of a unimodular row to a square unimodular matrix is always possible over
a polynomial ring with coefficients in a principal ideal domain (Quillen-Suslin Theorem, cf. Theo-
rem 2.1.3). An algorithm performing such completion will be called a QS-algorithm. In this section a
QS-algorithm in the case of a commutative D = A[x1, . . . , xn] where A is a field or A = Z will be de-
scribed, although the algorithm can be extended to the case of an arbitrary principal ideal domain A. For
A = Q and A = Z the presented QS-algorithm has been implemented in the package QUILLENSUSLIN.
Let f ∈ D1×p be a row vector that admits a right-inverse over D. If none of the heuristic methods
described in Section 2.2 can be applied for this row, then one needs to enter the general algorithm. How-
ever, most of the known examples can be handled using heuristic methods. The general QS-algorithm
proceeds by induction on number of variables xi of the ring D = A[x1, . . . , xn] and each inductive step
simplifying the problem to the case of one variable less consists of three main parts:
Algorithm 3 (One inductive step: reducing number of variables).
Input: A unimodular row vector f ∈ D1×p where D = A[x1, . . . , xn] and A is a PID.
Output: A unimodular matrix Yn ∈ GLp(D) satisfying f Yn = f˜ , where f˜ = f(x1, . . . , xn−1, 0) is a
unimodular row in n− 1 variables.
Algorithm:
1. Find a component of the row that is monic in the last variable of the polynomial ring.
2. Compute finitely many local solutions of Problem 2 (i.e. unimodular matrices) over certain local
rings (local loop).
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3. Patch/glue the local solutions together in order to obtain a global one (over the polynomial ring).
After at most n steps, the unimodular row f ∈ D1×p where D = A[x1, . . . , xn], will be transformed
to a unimodular row over a principal ideal domain A, where Smith normal form can be used to solve
Problem 2 (Lemma 2.1.5). In the following sections, the three steps of Algorithm 3 will be described in
detail.
2.3.1 Normalization Step: Monic polynomials
The first step of the general algorithm, namely transforming a unimodular row on a row with a monic
component, is essential for the Horrock’s theorem used for computing local solutions of Problem 2.
The QS-algorithm enters the local loop under the assumption that one of the polynomials of the row
for example fi is monic or normalized i.e. with leading term LT(fi) = xαii for one of the variables.
This condition is automatically satisfied during computation over fields, since every polynomial becomes
monic, in worst case after a change of coordinates. Over integers however, the situation becomes more
complicated. For example, the ideal generated by 〈2xy〉 considered in Q[x, y] has a monic polynomial:
We can use a linear change of coordinates X := x − y and Y = y to transform the polynomial xy to
Y 2+X . Nevertheless, the same ideal 〈2xy〉 considered in Z[x, y] clearly does not have a monic element,
even if we allow a change of variables.
The ideal generated by components of a unimodular row is by the definition the whole ring, thus it
is clear that it contains a monic polynomial, and even the number 1. The non-trivial task is to give a
unimodular transformation, which converts the given row to a row with 1 as a component. Computing
a unimodular row with a monic polynomial is the first step towards solution. Such a construction (for
polynomial rows with integer coefficients) is possible and done inductively. The main idea is to find a
monic polynomial in the ideal generated by the leading coefficients (with respect to the last variable) of
the components.
In this section we recall the main results [Vid 85, SV 76] and illustrate them on an example using the
Maple package QUILLENSUSLIN.
Considering polynomials with coefficients in fields we have the following lemma. A very clear
exposition of the (inductive) proof is given for example in [Vid 85] or [Eis].
Lemma 2.3.1 (Nagata). [Vid 85] Let k be a field and D = k[x1, . . . , xn]. Suppose a ∈ D and let
m = deg(a) + 1. Define a new set of indeterminates
yi = xi − xmn−in , for i = 1, . . . , n− 1
yn = xn.
Then a(x1 . . . , xn) = r b(y1, . . . , yn), where r ∈ k is invertible and b is a monic polynomial in yn
(with coefficients in k[y1, . . . , yn−1]) .
Note, that if k is an infinite field, the same result can be achieved by a linear transformation of
variables.
In the case of D := C[x1, . . . , xn], where C is a Noetherian ring, the transformation of an arbitrary
polynomial into a monic polynomial only by a change of variables is not possible. Nevertheless, we may
find a monic polynomial in some ideals of D. We recall the following theorems proved in [SV 76].
Lemma 2.3.2 ([SV 76], Lemma 10.5). Let C be a Noetherian ring, D := C[x1, . . . , xn] and I an ideal
in D. If the height of the ideal I in D satisfies the condition htD(I) ≥ dim(C) + 1, then there exist
an invertible change of variables
x1, . . . , xn ↔ y1, . . . , yn
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of the ring D, such that I contains a polynomial that is unitary (monic) in y1 (i.e. monic as a polynomial
in y1 with coefficients from C[y2, . . . , yn]).
This lemma does not provide a necessary condition, since for instance the ideal 〈f1, f2〉 generated
by f1 = 5x and f2 := 3x(y + 1) in Z[x, y] contains the polynomial xy + x = 2f2 − f1 which becomes
monic after the change of variables: x := X + Y, y := Y . However, coming back to the problem of
unimodular rows, the following lemma assures that Lemma 2.3.2 can be applied to the ideal generated
by the components of a unimodular row over a polynomial ring D = C[x1, . . . , xn], and thus each
unimodular row can be transformed to a row containing a monic component.
Lemma 2.3.3 ([SV 76], Lemma 10.6). Let C be a Noetherian ring, D := C[x1 . . . , xn], r ≥
dim(C) + 2 and b a unimodular row of length r over D. Then, there exist an elementary transformation
α ∈ ErD and a change of variables
x1, . . . , xn ↔ y1, . . . , yn
such that b α = (ci), where the last component cr is monic in yn as a polynomial in y1 . . . , yn.
(ErD denotes the set of elementary matrices over D. A matrix is called elementary if it is differrent
from the identity matrix by only one off-diagonal elements).
The proof of this theorem uses the fact that a unimodular row can be converted (using a unimodular
transformation) into a row which components form a regular sequence (prime sequence). Then, the hight
of the ideal generated by the sum of the elements is not lower than the length of the prime sequence,
which is the length of the unimodular row.
The algorithm for computing the unimodular transformation and the change of variables is inductive,
and has been implemented in the Maple-package QUILLENSUSLIN.
Example 2.3.4. Let D := Z[x, y] and consider the unimodular row
f := (2y2x+ 3y, 3xy, 2x3y + 1) ∈ D1×3.
None of the components of f can be transformed to a monic polynomial only by a change of variables.
Using NormalizationStep over integers (indicated by the last parameter false in the input) we
receive:
> var:=[x,y];
var := [x, y]
> nvar:=[X, Y];
nvar := [X, Y ]
> M, sub, isub:=NormalizationStep(ff, var, nvar, false);
M, sub, isub :=
 0 0 11 0 −x3
0 1 2x
 , [x = X, y = X + Y ], [X = x, Y = y − x]
Indeed, transforming the row f with the unimodular matrix M we get a row, which after a change
of coordinates has a monic polynomial (in the new variable X) as the last component:
> simplify(Matrix(ff).M);[
3x y, 2x3 y + 1, 2 y2 x+ 3 y + y x4 + 2x
]
> map(expand, subs(sub, simplify(Matrix(ff).M)));[
3X2 + 3X Y, 2X4 + 2Y X3 + 1, 3Y + 5X + 2XY 2 + 4X2Y + 2X3 +X4Y +X5
]
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The next question arising is the possibility of finding another transformation yielding a monic poly-
nomial of lower degree. This issue has been also handled in [SV 76].
2.3.2 Local Step: Horrocks’ Theorem
In the second part of an inductive step of the QS-algorithm one needs to compute a finite number of local
solutions of Problem 2 over a local ring B. These matrices can be found using Horrocks’ theorem, which
can be easily implemented using for example the approaches developed in [Rot 79]. The only difficulty
which appears is the construction of corresponding local rings. The choice of the local rings, for which
local solutions of Problem 2 are needed, is based on the patching procedure described in the next section.
Theorem 2.3.5 (Horrocks, [Rot 79],[Vid 85]). Let B be a local ring and let f be a unimodular row over
B[y]. If one of the components fi of f is monic, then there exists a unimodular matrix V over B[y], such
that f is the first row of V .
If M is a maximal ideal in a ring A, then the localization AM := {ab |a ∈ A, b 6∈ M} is a local ring
i.e. in particular for every maximal ideal M in A[x1, . . . , xn−1], the localization A[x1, . . . , xn−1]M is a
local ring. Then, for a unimodular row over A[x1, . . . , xn−1]M[xn], Horrocks’ theorem can be applied.
In the local loop procedure, the first maximal ideal is arbitrary, but the next localizations depend on the
first choice.
Algorithm 4 (Local loop).
Input: A polynomial ringD := A[x1, . . . , xn] and a unimodular row f ∈ D1×p with a monic component
(in the last variable xn).
Output: A finite number of maximal ideals {Mi}i∈I of E := A[x1, . . . , xn−1] and unimodular matrices
{Hi}i∈I , which satisfy:
i) Hi is unimodular over EMi [xn]
ii) f Hi = (1 0 . . . 0)
and the ideal generated by the denominators di of Hi is E.
Algorithm:
1. Take an arbitrary maximal ideal M1 of the ring E. Compute (using Horrocks’ theorem) a uni-
modular matrix H1 over EM1 [xn] which satisfies f H1 = (1 0 . . . 0).
2. Let d1 ∈ E be the denominator of H1 and J be the ideal in E generated by d1. Set i := 1.
3. While J 6= E do
(a) For i := i + 1 compute a maximal ideal Mi in E such that J ⊂ Mi (see Algorithm 1,
Section 1.2).
(b) Using Horrocks’ theorem compute a unimodular matrixHi over the local ringEMi satisfying
f Hi = (1 0 . . . 0).
(c) Denote the denominator of Hi by di and consider the ideal J := 〈d1, . . . , di〉 in E.
4. Return {Mi}i∈I , {Hi}i∈I and {di}i∈I .
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The local loop stops when the ideal generated by all the denominators di is E. Since (for any
Noetherian ring A) the polynomial ring D = A[x1, . . . , xn] is Noetherian, the termination criterion for
Algorithm 4 is satisfied after a finite number of steps, although this number is not a priori known and
depends on the first choice of a maximal ideal.
Example 2.3.6 (Two different choices). Let us consider the polynomial row
R = (yx+ y2 − 1, x2 + yx+ 2, yx2 + y + x3 + 2x) ∈ D1×3
unimodular over the polynomial ring D := Z[x, y]. Choosing the first maximal ideal in Z[x] to be
M1 := 〈2, x− 1〉 one gets a local solution H1 of Problem 2 with denominator d1 := x2 + 4:
H1 :=
1
d1

x2 −x (yx+ 2 + x2) x (2 + x2)
−yx+ 2 x (yx+ y2 − 1) −2 y − yx2 − 3x− x3
0 0 x2 + 4
 ,
thus the localization by a maximal ideal M2 containing 〈d1〉 is necessary in the second step of the
algorithm.
Starting however the computation with the maximal ideal M˜1 := 〈2, x〉 in Z[x] one gets a local
solution H˜1 with only polynomial entries:
H˜1 :=

− (x2 + 1)2 (x2 + 1) (2 + x2) (x2 + 1) (yx2 + y + x3 + 2x)
0 1 0
yx2 + y − x −yx2 + x− 2 y −yx3 − y2x2 + x2 − yx− y2 + 1
 ,
and thus Algorithm 4 terminates after the first step.
2.3.3 Patching
The final issue of Algorithm 3 is to glue the local solutions together in order to obtain a unimodular
matrix with entries in the polynomial ring transforming the given unimodular row f to a unimodular row
over a polynomial ring in one variable less. Applying this process inductively, one gets a unimodular row
over a principal ideal domain, where Smith normal form can be used for completing it to a unimodular
matrix.
In this section the machinery of patching local solutions together will be explained following [LS 92].
For the simplicity of notation, in what follows the row vector f ∈ D1×p over D = A[x1, . . . xn], more
precisely
f = (f1(x1, . . . , xn), . . . , fp(x1, . . . , xn))
will be denoted by
f(x1, . . . , xn).
The first lemma describes a construction allowing a ”shift” in the last variable.
Lemma 2.3.7 (Shift in the last variable, [LS 92]). Let f ∈ D1×p be a unimodular row over D =
A[x1, . . . , xn] and H a unimodular matrix over EM[xn] for a certain maximal ideal M in E =
A[x1, . . . , xn−1], which satisfies f H = (1 0 . . . 0). Denote the denominator of H by d. Then, the
matrix defined by
∆(xn, z) := H(x1, . . . , xn)H−1(x1, . . . , xn + z) ∈ (EM[xn, z])p×p
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for all z ∈ D satisfies
f(x1, . . . , xn)∆(xn, z) = f(x1, . . . , xn−1, xn + z)
and its denominator is dα with 0 ≤ α ≤ p.
Proof. The condition f(x1, . . . , xn)H(x1, . . . , xn) = (1 0 . . . 0) implies for an arbitrary z ∈ D also
f(x1, . . . , xn + z)H(x1, . . . , xn + z) = (1 0 . . . 0). Thus,
f(x1, . . . , xn + z) = f(x1, . . . , xn)H(x1, . . . , xn)H−1(x1, . . . , xn + z)
which proves the first property of∆(xn, z). Moreover, using the standard formulaH−1 = (detH)−1 adj(H)
where adj(H) denotes the adjugate of H , one gets that the common denominator of all entries of
∆(xn, z) is dα with 0 ≤ α ≤ p.
Now, using the last observation and having the family of local solutions computed in the local
loop, one can transform an arbitrary unimodular row over A[x1, . . . , xn] to a unimodular row over
A[x1, . . . , xn−1]. The more general result can be stated as follows:
Theorem 2.3.8 (One inductive step, cf. [LS 92]). Let f ∈ D1×p be a unimodular row vector over the
ring D = A[x1, . . . , xn], where A is a principal ideal domain. Then, for every a ∈ A there exists a
matrix Yn ∈ GLp(D) such that
f(x1, . . . , xn)Yn = f(x1, . . . , xn−1, a).
Proof. Let {Mi}i∈I , {Hi}i∈I and {di}i∈I be the output of Algorithm 4 applied to the given unimodular
row f ∈ D1×p. Then, I is a finite set, say I := {1, . . . , l} and the ideal 〈d1, . . . , dl〉 in E[x1, . . . , xn−1]
is trivial, i.e. there exist elements ci ∈ E (for i ∈ I), such that the Bézout equation holds:
l∑
i=1
cid
p
i = 1.
For i ∈ I define matrices
∆i(xn, z) := Hi(x1, . . . , xn)H−1i (x1, . . . , xn + z) ∈ (EMi [xn, z])p×p,
and for simplicity reasons denote the row f(x1, . . . , xn) by f˜(xn) . Then, using Lemma 2.3.7 one gets
f˜(xn)∆1(xn, (a− xn)c1dp1) = f˜ (xn + (a− xn)c1dp1) ,
f˜ (xn + (a− xn)c1dp1) ∆2 ((a− xn)c1dp1, (a− xn)c2dp2) = f˜
(
xn + (a− xn)
∑2
i=1 cid
p
i
)
,
...
f˜
(
xn + (a− xn)
∑l−1
i=1 cid
p
i
)
∆l
(
xn + (a− xn)
∑l−1
i=1 cid
p
i , (a− xn)cldpl
)
= f˜(a).
Since ∆i(xn, d
p
i z) ∈ GLp(D) for all i ∈ I and z ∈ D (cf. [LS 92]), the matrix
Yn := ∆1(xn, (a− xn)c1dp1) ∆2 ((a− xn)c1dp1, (a− xn)c2dp2)
. . . ∆l(xn + (a− xn)
l−1∑
i=1
cid
p
i , (a− xn)cldpl )
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is also an element of GLp(D) and it satisfies the equation
f(x1, . . . , xn)Yn = f(x1, . . . , xn−1, a).
Hence, using this patching procedure, one obtains a unimodular row in one variable less. Applying
the theorem inductively for every variable one obtains the following corollary:
Corollary 2.3.9. Let f ∈ D1×p be a unimodular row over D = A[x1, . . . , xn]. Then, for arbitrary
values a1, . . . , an ∈ A there exists a matrix Y ∈ GLp(D) transforming f to a unimodular row over A:
f(x1, . . . , xn)Y = f(a1, . . . an).
Thus, for a unimodular row f ∈ D1×p over the polynomial ring D = A[x1, . . . , xn] Problem 2 can
be transformed to the case of a unimodular row vector over the principal ideal domain A (where the
Smith normal form can be applied).
Note, that in the implementation of this algorithm in the QUILLENSUSLIN package, for simplicity
reasons Corollary 2.3.9 is applied to the particular values a1 = . . . = an = 0. The possibility of
making an arbitrary choice for a1, . . . , an is however a very useful property, as shown in Lemma 2.4.4
and Lemma 2.4.5.
There are also some alternative approaches concerning "one inductive step" procedures. Instead of
computing certain local solutions and patching them together as above, one may obtain the effect of
"shifting" the unimodular row to a unimodular row in one variable less using resultants. This method has
been discussed in [Par 95], [LY 05].
The following example should demonstrate all steps of the general algorithm (Algorithm 3).
Example 2.3.10 (QS-algorithm, general case). Let us consider the commutative polynomial ring D :=
Z[x, y] and the unimodular row
R := (x2, 3y + 1, x+ x2y + y2) ∈ D1×3.
One can check, that
S := (81 + 81yx+ 27y2, 27yx+ 9y2 − 3y + 1, −81x− 27y)T ∈ D3×1
is a right-inverse of R. Since none of the heuristic methods described in Section 2.2 works in this
situation, the general algorithm must be used. The row R already contains a normalized component
x + x2y + y2, thus one can enter the local step choosing the first maximal ideal in E := Z[x] to be for
instance M1 := 〈2, x〉. Using an effective version of Horrocks’ theorem one gets that
H1 :=
1
d1

−9x+ 3x2 − 1 0 0
−x2(3 y + 3x2 − 1) −3 (x+ x2y + y2) 3 y + 3x2 − 1
9x2 3 (3 y + 1) −9
 ,
where d1 = −9x + 3x2 − 1 6∈ M1, satisfies RH1 = (0 0 1). The determinant of H1 is det(H1) =
3d1−1, i. e. H1 ∈ GL3(EM1 [y]), which shows that (modulo a permutation of columns) H1 is a local
solution of Problem 2.
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The ideal J := 〈d1〉 is strictly contained in E. Therefore, one considers another maximal ideal in E
such that J ⊂ M2. Let us take for example M2 := 〈2, d1〉 = 〈2, x + x2 + 1〉 in E. Using an effective
version of Horrocks’ theorem one obtains the matrix
H2 :=
1
d2

1 −3 y − 1 −x− x2y − y2
0 x2 0
0 0 x2
 ,
with d2 = x2 6∈ M2. The matrix H2 satisfies RH2 = (1 0 0) and has determinant det(H2) = d2−1,
meaning that H2 ∈ GL3(EM2 [y]) and thus H2 is also a local solution of Problem 2.
The ideal 〈d1, d2〉 is already trivial in the ring E, thus the local loop of Algorithm 3 is finished.
Patching the both local solutions together one gets the matrix
Y2 :=

1 9 (−28 + 9x) y −3 (−28 + 9x) yx2 (−1− 84 y + 27 yx)
0 α β
0 27 y (9x− 1) γ
 ∈ D3×3
with
α = −81 yx3 + 9x2y + 27 yx− 81 y2x+ 9 y2 − 3 y + 1,
β = y (9x− 1) (x2 + y + 81x2y − 27 yx3 + 3x− 252 y2x2 + 81 y2x3 − 3x4 − 252x4y + 81x5y) ,
γ = −2187 y2x4 + 81 yx3 + 7047 y2x3 − 9x2y − 756 y2x2 − 27 yx+ 1 + 3 y.
The matrix Y2 satisfies det(Y2) = 1 and RY2 = R(x, 0) = (x2, 1, x). Now, for the row R(x, 0) one
can use heuristic methods, to find a unimodular matrix, transforming it to the row (1 0 0). Taking
Y1 :=

0 1 0
1 −x2 −x
0 0 1
 ∈ D3×3
one gets that U := Y2Y1 with determinant det(U) = 1 is a solution of Problem 2, since it is unimodular
over D and it transforms the row R to the row (1 0 0).
2.4 Applications
The main motivation for studying the algorithmic proof and implementing the constructive version of
Quillen-Suslin theorem was its applications. Some important applications of this theorem in systems
theory has been given in [FQ 07] and they will be only briefly recalled here. At the end of this section an
example of an application in algebraic geometry will be given. Additionally the extension of the algo-
rithm to the case of Laurent polynomial rings due to Park allows its use in the field of signal processing
while parametrizing the synthesis of perfect reconstruction (PR) finite impulse response (FIR) systems.
This application has been discussed by Park in [Par 04].
Finally, a very rich library of examples (with detailed computations) illustrating the various applica-
tions of the Quillen-Suslin Theorem can be found in Appendix B.
2.4.1 Computing bases of finitely presented modules over polynomial rings
Using a constructive version of the Quillen-Suslin theorem one can compute a basis for a free module
defined as a kernel, cokernel, image or coimage of a matrix. The methods for these computations have
been also implemented in QUILLENSUSLIN.
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Remark 2.4.1. [FQ 07] Let R ∈ Dq×p be a matrix over D := A[x1, . . . , xn]. If the D-modules M
defined as coker(.R), imD(.R), kerD(.R) or coimD(.R) is free, then it is possible to compute a basis
for M .
A basis of a free module defined as a cokernel of a unimodular matrix R ∈ Dq×p correspond to the
rows of a matrix T ∈ Dp−q×p completing R to a square unimodular matrix. Since the choice of T is not
unique, one can try to compute a better basis, meaning for example basis vectors with entries of smaller
degrees. Having one basis for the free module it is possible to find another one using elementary matrix
operations.
Remark 2.4.2 (Reducing basis degree). Let R ∈ Dq×p be a unimodular matrix, and let T ∈ D(p−q)×p
complete R to a square unimodular matrix. Then, for j > q the unimodular transformation Ij∗ 1 ∗
Ip−j−1

yields another matrix T˜ ∈ D(p−q)×p completing R to a square unimodular matrix:(
R
T
)  Ij∗ 1 ∗
Ip−j−1
 = ( R
T˜
)
.
For a certain choice of the transformation matrix, the matrix T˜ has entries of smaller degree.
Example 2.4.3. Consider the unimodular row given in Example 2.3.10. The unimodular row
R = (x2, 3y + 1, x+ x2y + y2) ∈ D1×3
over D = Z[x, y] can be completed to a square unimodular matrix. For example, one can take the matrix
V := U−1 with U from Example 2.3.10:
V :=

x2 3 y + 1 x+ x2y + y2
1 α β
0 −243 yx+ 27 y γ

with
α = 252 y + 2187 y2x2 + 756 y2 − 81 yx− 7047 y2x,
β = 756 y2x+ 252 y3 − 2349 y2x3 + 729 y3x2 − 27 yx3 − 2349 y3x+ 729 y2x4 + 84x2y + 9 y2x2,
γ = −81 yx3 + 9x2y + 27 yx− 81 y2x+ 9 y2 − 3 y + 1.
Then, unimodular transformations described in Remark 2.4.2 yield another matrices having R as the
first row, for example
V˜ =

x2 3 y + 1 x+ x2y + y2
−84x2 + 27x3 + 1 −84 + 27x −84x+ 9 yx+ 27x2 − 28 y
243x2 − 3 243 243x+ 81 y + 1
 .
Thus, one gets different bases for the module defined as a cokernel of R, as for instance the basis
elements corresponding to the last two rows of V and secondly to the last two rows of rows of V˜ which
have entries of smaller degree.
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2.4.2 Application to multidimensional systems theory
In this section the main applications of the Quillen-Suslin theorem described in [FQ 07] will be recalled.
Flat multidimensional linear systems
Using Quillen-Suslin Theorem, it is possible to compute a flat output and compute an injective parametriza-
tion of flat multidimensional linear systems. Moreover, one can introduce a notion of algebraic equiv-
alence between multidimensional linear systems generalizing the notion of Lie-Bäcklund equivalence
for nonlinear systems, and show that flat multidimensional systems are equivalent to controllable one-
dimensional systems.
Theorem 2.4.4. [FQ 07] Every shift-invariant flat multidimensional (nD) linear system is equivalent to
a shift-invariant controllable 1-D linear system obtained by setting all but one functional operator to 0.
Theorem 2.4.5. [FQ 07] Every time-invariant flat differential time-delay linear system is equivalent to
the controllable ordinary differential linear system obtained by setting the amplitudes of all delays to 0,
i.e., it is equivalent to the corresponding linear system without delays.
Pommaret’s Theorem: Proof of Lin-Bose Conjecture
The next important application of the Quillen-Suslin theorem is the constructive version of Pommaret’s
proof of Lin-Bose Conjecture which can be seen as a generalization of Serre’s Conjecture (cf. [LB 01],
[Pom 01], [FQ 07]).
Theorem 2.4.6 (Pommaret’s Theorem/Lin-Bose Conjecture cf. [Pom 01], [FQ 07]). LetD := k[x1, . . . , xn]
be a commutative polynomial ring with coefficients in a field k, Rq×p a full row rank matrix and
M := D1×p/(D1×qR) the D-module finitely presented by R. If the torsion-free module M/t(M) is
free, then there exists a full row rank matrix R′ ∈ Dq×p satisfying
M/t(M) = D1×p/(D1×qR′).
Finding a matrix R′ from Theorem 2.4.6 is equivalent to solving the two following problems:
Problem 3 (Lin-Bose Problem, cf. [LB 01], [WF 04]). Let R ∈ Dq×p be a full row rank matrix and
d ∈ D be the greatest common divisor of all the q × q minors of R. If the reduced minors of R generate
the unit ideal in D, then there exists a factorization
R = R′′ R′,
where R′ ∈ Dq×p admits a right-inverse and R′′ ∈ Dq×q is a matrix with det(R′′) = d.
Problem 4 (Generalized Serre’s Problem, cf. [LB 01], [WF 04]). Let R ∈ Dq×p be a full row rank
matrix and d ∈ D be the greatest common divisor of all the q × q minors of R. If the reduced minors of
R generate the unit ideal in D, then it is possible to find matrix T ∈ D(q−p)×p complete R to a square
matrix (
R
T
)
∈ Dp×p
of determinant d.
Algorithms solving Problem 3 and Problem 4 using the Quillen-Suslin Theorem have been given in
[FQ 07] and implemented in the Maple package QUILLENSUSLIN.
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Computation of weakly doubly coprime factorization of rational transfer matrices
Another problem, where the constructive proofs of the Quillen-Suslin Theorem has been applied is the
issue of finding (weakly) left-/right-/doubly coprime factorizations of rational transfer matrices over the
commutative polynomial ring k[x1, . . . xn] with coefficients in a field k. The algorithms for computing
such factorization, in case it exists have been described and illustrated on examples in [FQ 07]. The
problem of existence of (weakly) left-/right-/doubly coprime factorizations for general linear problems
has been studied and solved by Quadrat in [Qua 03] and [Qua 06].
Decomposition of multidimensional linear systems
The last application of the Quillen-Suslin Theorem pointed out in [FQ 07] is the decomposition problem
of multidimensional linear systems, where the computation of bases for free modules plays a central role,
cf. [ClQ 06].
2.4.3 Applications to algebraic geometry
The possibility of computing a basis of a free basis has also an application in problems of algebraic
geometry. For example, one is interested in the question if a module of logarithmic vector fields is
free, and in the affirmative case in computing one of its bases. This issue has been discussed with
Francesco Castro-Jiménez and Nobuki Takayama during the Summer School on Algebraic D-Modules
(2007). More details on logarithmic D-modules can be found in [C-J 07] and references therein.
Let A := C[x1, . . . , xn] and f ∈ A. Let us denote by H the hypersurface V (f) ⊂ Cn. The A-
module DerA(− logH) of logarithmic vector fields with respect to H is isoporphic to the A-module
of syzygies M := SyzA(f,
∂f
∂x1
, . . . , ∂f∂xn ). Thus, the problem of testing freeness of the A-module of
logarithmic vector fields can be transformed to the following one:
Problem 5. LetA := k[x1, . . . xn] and letF ∈ A1×(n+1) be a polynomial row consisting of a polynomial
f and all of its partial derivatives, i.e. F = (f, ∂f∂x1 , . . . ,
∂f
∂xn
). Decide if the A-module M = SyzA(F )
of syzygies of F is free and (in case when it is free) compute a basis of it.
Let S denote the matrix with rows being generators of the module of syzygies M = SyzA(F ). Then,
the module M can be defined as im(.S). Using the Quillen-Suslin theorem the module M is free over
the polynomial ring if and only if it is projective, and the projectivity of a module can be easily tested by
computing its shortest free resolution. If the module M is projective, its shortest free resolution has the
length at most 1 and the module M can be then defined as a cokernel of a unimodular matrix (we obtain
the matrix by computing the shortest free resolution).
Finally, if M is a free module, one can compute its basis using algorithms given in [FQ 07] cf. Sec-
tion 2.4.1. See Appendix B for the library of examples.
2.5 The QUILLENSUSLIN package
The package QUILLENSUSLIN is an implementation of a constructive version of the Quillen-Suslin
Theorem and it allows computation of bases for free modules over polynomial rings with rational and
integer coefficients. The main idea of the algorithm was inspired by the article of Logar and Sturmfels
[LS 92]. Nevertheless, many important changes were introduced. The implemented methods have been
described in Section 2.3.
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The general algorithm proceeds by induction on the number n of independent variables xi in the
polynomial ringD = A[x1, . . . , xn] (whereA is a PID) and each inductive step, that reduces the problem
by one independent variable, consists of the following three main parts:
1. Finding a normalized component in a polynomial vector by means of a change of coordinates
(NormalizationStep).
2. Computing a finite number of local solutions (local loop) using Horrocks’ theorem (Horrocks).
3. Patching local solutions of Problem 2 together to get a global one (Patch).
This general method is quite involved. The package consists of procedures completing a unimodular
polynomial row, which admits a right-inverse to a square invertible matrix over a given commutative
polynomial ring with coefficients in Q or Z. The implementation was improved by many heuristic
methods, which are used immediately when it is possible. It helps to avoid the inductive step and leads
to simpler outputs (smaller coefficients and lower degrees).
The package QUILLENSUSLIN uses the library INVOLUTIVE ([BCG+]) for computing Janet
bases over commutative polynomial rings.
> with(Involutive):
> with(QuillenSuslin);
[BasisOfCoimageModule, BasisOfCokernelModule, BasisOfImageModule,
BasisOfKernelModule, Cofactors, CompleteMatrix , DenomOf , DenomOfA,
Heuristic, Horrocks, InjectiveParametrization, InvertibleIn, IsInS , IsMonic,
IsParkNormalized , IsRegular , IsUnimod , LC , LCFactorization, LM , Laurent2Pol ,
LaurentNormalization, LinBose1 , LinBose2 , LowestDegree, MaxMinors,
MaximalFF , MaximalQQ , MaximalZZ , NormalizationStep, OneLocalSol ,
OneStepEY , OneStepQS , ParkAlgorithm, ParkMatrixNormalization, Patch,
QSAlgorithm, RCFactorization, ReduceBasisDegree, ReduceDeg , RightInverse,
RightInverseFast , SHeuristic, SetLastVariableA, SuslinLemma,
WLCFactorization, WRCFactorization]
The main functions of the package QUILLENSUSLIN
QSAlgorithm Compute a unimodular matrix U which transforms a polyno-
mial row vector admitting a right-inverse to a matrix of the form
(I 0)
CompleteMatrix Complete a matrix admitting a right-inverse to a unimodular ma-
trix
Heuristic Test whether or not any of implemented heuristic methods can
be applied for the given row vector
BasisOfCoimageModule Compute a basis of a free module finitely presented by the given
matrix (defined as a coimage)
BasisOfCokernelModule Compute a basis of a free module finitely presented by the given
matrix (defined as a cokernel)
BasisOfImageModule Compute a basis of a free module finitely presented by the given
matrix (defined as an image)
BasisOfKernelModule Compute a basis of a free module finitely presented by the given
matrix (defined as a kernel)
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Important functions of the package QUILLENSUSLIN
Horrocks Implementation of Horrock’s theorem which computes a solu-
tion of Problem 2 over a given local ring
IsMonic Test whether or not a polynomial row vector has a monic com-
ponent
IsRegular Test whether or not a polynomial row vector forms a regular se-
quence
IsUnimod Test whether or not a matrix admits a right-inverse
MaximalFF Find a maximal ideal over a given one in a polynomial ring with
coefficient in a finite field
MaximalQQ Find a maximal ideal over a given one in a polynomial ring with
rational coefficients
MaximalZZ Find a maximal ideal over a given one in a polynomial ring with
integer coefficients
NormalisationStep Compute an invertible transformation and a change of variables
such that the last component of the transformed row becomes
monic in the last new variable
OneLocalSol Compute a matrix which is unimodular over some localization of
the polynomial ring and transforms the given matrix to (I 0)
OneStepEY OneStepQS One inductive step of the general algorithm: return a unimodular
matrix which transforms the given matrix into a matrix where the
last variable equals 0
Patch Patching procedure: patch local solutions together
SuslinLemma Implementation of Suslin’s Lemma which computes a polyno-
mial h in the ideal generated by polynomials p and q such that
deg(h) = deg(p) − 1 and its leading coefficient is a coefficient
of the polynomial q
Low level functions of the package QUILLENSUSLIN
Cofactors Compute cofactors of a (p− 1)× p-matrix
DenomOf Compute the common denominator of entries of a rational matrix
LM Return the leading monomial of a polynomial with respect to the
given variable
LC Return the leading coefficient of a polynomial with respect to the
given variable
MaxMinors Return the maximal minors of a given matrix
ReduceDeg Reduce degrees of the components of a polynomial row vector
with respect to given variable
RightInverse
RightInverseFast
Compute a right-inverse of a row vector
ReduceBasisDegree Reduce degrees of the elements of basis of a free module over a
commutative polynomial ring
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Functions of QUILLENSUSLIN for mathematical systems theory
InjectiveParametrization Compute an injective parametrization of a flat multidimensional
linear system
LCFactorization Compute a left-coprime factorization of a rational transfer ma-
trix when it exists
LinBose1 Compute a solution of Problem 3 when it exists
LinBose2 Compute a solution of Problem 4 when it exists
RCFactorization Compute a right-coprime factorization of a rational transfer ma-
trix when it exists
SetLastVariableA Compute a unimodular matrix which transforms the given matrix
into a matrix where the last variable is set to a given constant A
WLCFactorization Compute a weakly left-coprime factorization of a rational trans-
fer matrix when it exists
WRCFactorization Compute a weakly right-coprime factorization of a rational
transfer matrix when it exists
Functions of QUILLENSUSLIN for Laurent polynomial rings
IsParkNormalized Test whether or not a Laurent polynomial is normalized, i.e.,
whether or not all its coefficients are Laurent monomials
Laurent2Pol Compute a transformation which maps a row vector over a Lau-
rent polynomial ring into a row vector over a polynomial ring
LaurentNormalization Return a change of variables which normalizes a Laurent poly-
nomial
LowestDegree Return the lowest degree of a Laurent polynomial with respect
to the given variable
ParkAlgorithm Return a unimodular matrix over the Laurent polynomial ring
which transforms the given matrix into a matrix of the form
(I 0)
Functions of QUILLENSUSLIN for localizations
InvertibleIn Find an element in the intersection of an ideal and a multiplica-
tive closed subset of the polynomial ring
IsInS Test whether or not a polynomial belongs to a given multiplica-
tive subset of the polynomial ring
SHeuristic Test whether or not a heuristic method can be used over a local-
ization of the polynomial ring
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Chapter 3
An L2-quotient algorithm
3.1 Introduction
Deciding triviality of a finitely presented group is known to be impossible in general (cf. [Nov 55],
[Boo 58]). There are quite a few algorithms available to compute certain types of factor groups of finitely
presented group. One can try to find such epimorphic images as abelian factor groups, nilpotent factor
groups or solvable factor groups. These linear methods cannot however be extended to perfect groups.
Passing over to finite simple groups as factor groups becomes much more difficult.
In this work a new non-linear method using the tools of commutative algebra, more precisely Gröbner
basis techniques and Janet’s algorithm for computing all factor groups of L2 type of a finitely presented
group will be developed. A finite group is called to be of L2-type if it is isomorphic to PSL(2, pα) or
PGL(2, pα) for some prime number p and some natural number α. Two possible and optional approaches
to the problem will be presented. In both of them, we transform the non-commutative relations of the
group presentation into commutative relations in a polynomial ring. The idea is based on the concept
presented already in [PlS 97] and [PlR 06] of constructing matrix representations for a finitely presented
group. In the first approach we construct the matrix representation explicitely and work with the ideal
of relations for the matrices’ entries. In the second approach the matrix representation plays only a
secondary role, since the essential tools that we use are the properties of the traces and the notion of
generalized Chebyshev polynomials. Finally, after finding solutions for systems of polynomial equations
described by representation ideals or trace representation ideals one has to decide if the image group is
isomorphic to PSL(2,K) (for some field K) or to one of its subgroups. Thus, the chapter is organized
as follows: Firstly the algorithm and its main steps are briefly described. In the next section the passage
from group to ring relations is treated in detail. Section 3.4 gives tests excluding unwanted subgroups of
PSL(2,K) as epimorphic images. Finally the algorithm is illustrated on some examples given in the last
section.
This chapter is intended to be self contained. Some of the results described here have also been
published in [PlF 09] and thus their proofs will be omitted. The generalization of results presented in
[PlF 09] to the case of three (or more generators) is new. All methods for this algorithm in case of 2 and
3 group generators have been implemented in the Maple-package PSL.
3.2 Algorithm
In this section, the main algorithm for deciding finiteness of the set of normal subgroups N of a given
finitely presented group G with the quotient G/N isomorphic to PSL(2, pα) or PGL(2, pα) will be
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described and in the following sections its all steps shall be treated in detail.
The main idea of the algorithm is to use a matrix ansatz for the group elements while looking for a
representation ∆ : G → PSL(2,K). In particular, at the beginning the field K is not known and will
be determined during the algorithm. The conditions on the matrix entries define a system of polynomial
equations F over integers, which in a natural way might be (for any field K) interpreted as lying over K
via the canonical map Z[x]→ K[x] sending 1 7→ 1K . From Hilbert’s Nullstellensatz F is solvable over
some extension field of K if and only if 1 6∈ IK , where IK denotes the ideal in K[x] generated by F .
Thus, the first step of the algorithm is to determine fields (their characteristics) over which the system F
is solvable and in affirmative case to find the solutions. For this purpose primary decomposition of the
corresponding ideal over integers will be computed (see also [BV 03]).
Since a solution of a system of polynomial equations inKn corresponds in a natural way to a maximal
ideal M / K[x1, . . . xn], finding all solutions of a system of polynomial equations F is equivalent to
enumerating all maximal ideals that contain 〈F〉 / K[x1, . . . xn] (cf. Section 1.2). Finally, from all
solutions i.e. from all corresponding ideals, one needs to sort out those which give rise to a proper
subgroup of PSL(2,K).
In this work, we present two possible approaches: a more classical one, where the matrices entries
are arbitrary, and the second one, where one works with traces instead of matrix entries. The properties
of traces described by the generalized Chebyshev polynomials allow to avoid matrix multiplication and
thus are used while computing trace representation ideals.
Let G := 〈a1, . . . , an | wi(a1, . . . , an), i = 1, . . . , k〉 be a finitely presented group. The algorithm
for finding its all epimorphic images onto a special projective linear group can be briefly described as
follows:
Algorithm 5 (PSL-Algorithm, outline).
Input: A finite presentation G := 〈a1, . . . , an | wi(a1, . . . , an), i = 1, . . . , k〉 of a group (as a factor
group of the free group in n generators).
Output:
1. Cardinality (Decision of finiteness) of the set
NL2(G) := {N P G | G/N ∼= L2(q) for some prime power q}
2. In case |NL2(G)| <∞: for each N ∈ NL2(G) a representation ∆ with N = ker∆.
3. In case |NL2(G)| = ∞: one of the representations and a proof of the fact, that the set of all
representations is not finite
Algorithm:
1. Transform the group relations into ring relations: transform the problem to a system of polynomial
equations (cf. Section 3.3).
2. Analysis of the quotient ring and of the homomorphisms into fields (primary decomposition of the
ideal, cf. Section 1.3).
3. Computation of all maximal ideals over the given ideal (cf. Section 1.2).
4. Verification: decide if a maximal ideal gives rise to a matrix group that is a PSL2(pα) or only a
subgroup of it (cf. Section 3.4).
3.3. COMPUTING RING RELATIONS 47
Having found a homomorphism of G into PSL(2, q) only a half of the task is managed. The next
problem is to sort out the ideals giving rise to any proper subgroup of PSL(2, pα). The subgroups of
two-dimensional special linear group over finite fields (SL(2, pα)) are well known since 1901, when
Dickson proved his classification theorem. For our purposes the most suitable formulation of the lemma
can be found in [Hup] or [Suz 82].
The bottle neck of the algorithm is the computation of the primary decomposition over integers and
the number of variables for the polynomial ring while computing bases of ideals.
3.3 Computing ring relations
In the first part of this chapter the idea of transforming non-commutative group relations into commu-
tative relations in polynomial rings will be explained. Interested in epimorphic images onto PSL(2,K)
(for some field K) we start with the passage from epimorphism onto SL(2,K) to PSL(2,K) using the
concept of sign systems. Further, the most intuitive idea of plugging matrices into the group relations
will be used to construct a representation ideal I generated by the conditions on matrix entries. The
maximal ideals containing I correspond to solutions of the system of polynomial equations described
by I , thus also to an epimorphism onto PSL(2,K) or one of its subgroups. Finally, in Section 3.3.3,
the generalized Chebyshev polynomials, which describe the properties of traces (for 2 × 2 matrices of
determinant 1) will be introduced. This new tool gives an alternative approach to the one of computing
representation ideals, which results in computing trace representation ideals instead. As proved in Sec-
tion 3.3.3, one needs only finitely many traces to be able to describe traces of all elements in the matrix
group. The advantage of the last method is also the accessibility of trace representation ideals due to the
fast computation of generalized Chebyshev polynomials.
3.3.1 Representation into PSL(2, R) via SL(2, R): sign systems
The first step towards computation of all epimorpic images of the groupG inPSL(2, k) is the observation
that such images come from images in SL(2, k). This passage can be described by the notion of sign
systems.
Let us consider a finitely presented group G given by k relations on n generators i.e.
G := 〈a1, . . . , an | wi(a1, . . . , an), i = 1, . . . , k〉,
and call the presentation (w).
Definition 3.3.1 (cf. [PlF 09], Remark 3.4). Any representation ∆¯ : G → PSL(2, R) for some integral
domain R is induced from a representation ∆ : Fn → SL(2, R) satisfying ∆(wi) = ²iI2 with ²i = ±1.
The tuple ² ∈ {−1, 1}k is called a sign system for the representation ∆ with respect to the presentation
(w) of G or shortly a sign system for G (if the presentation is clear from the context).
Thus, while looking for images of G in PSL2(q), every relation wi(a1, . . . , an) = 1 yields two
possibilities for the image ∆(wi(a1, . . . , an)) = ±I2, which gives 2k possibilities to check. Changing
the sign of ∆(ai) results in a change of sign of ∆(wj) if ai occurs with an odd multiplicity in wj .
Thus, the number of considered cases can be reduced to those that cannot be obtained by a substitution
ai = −ai for one of the generators. To keep the notation simple, let us consider the words in the group
ring ZFn.
The set of necessary sign systems is given by the generators of the cokernel of the linear map induced
by the matrix of sign changes.
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Definition 3.3.2. For a finitely presented group G := 〈a1, . . . , an | wi(a1, . . . , an), i = 1, . . . , k〉 the
matrix of sign changes Λ ∈ Fk×n2 is defined by
Λi,j :=
{
0 if wi(a1 . . . ,−aj , . . . an) = wi(a1 . . . , aj , . . . an)
1 otherwise
The sign systems ² ∈ {1, 1}n which correspond to the presentation of G are given by the cokernel of
the linear map λ : Fn×12 → Fk×12 induced by Λ and the the group isomorphism (F2,+)→ ({−1, 1}, ·) :
0 7→ 1, 1 7→ −1.
Let us consider the following example:
Example 3.3.3. Let us consider the finitely presented group G := 〈a, b | a2, b3, (a b)7, [a, b]m〉. The
matrix of sign changes Λ =
(
0 0 1 0
0 1 1 0
)T
defines a linear map λ : F2×12 → F4×12 with the cokernel
coker(λ) = 〈(1 0 0 0)T , (0 0 0 1)T 〉. Thus, all sign systems, that need to be considered for this
example are those corresponding (via isomorphism (F2,+) → ({−1, 1}, ·) : 0 7→ 1, 1 7→ −1) to the
four elements of coker(λ), i.e.
(−1, 1, 1, 1), (1, 1, 1, −1), (1, 1, 1, 1), (−1, 1, 1, −1).
It is clear that all the other sign systems are derived from those by a change of signs of the generators,
e.g. from the sign system (−1, 1, 1, 1) we obtain also (−1, 1, −1, 1), (−1, −1, −1, 1) and
(−1, −1, 1, 1) by changing the sign of a, b or both a and b resp..
Remark 3.3.4 (cf. [PlF 09], Remark 3.4).
1). If ∆ : Fn → SL(2, R) induces ∆¯ : G→ PSL(2, R), then all the other ∆i : Fn → SL(2, R) inducing
the same ∆¯ from an orbit under the group {±1}n of sign changes for the generators.
2). The action of {±1}n induces an action on the set {±1}k of all possible sign systems for G.
In addition, having a relation which is an even power, we can split it into a few easier relations of
lower degrees. To illustrate the idea, note for example, that instead for the relation
a2 = ±1
we may investigate three equations
a2 = −1, a = −1, a = 1,
two of which are easier to solve.
Lemma 3.3.5. Let R be an integral domain with char(R) 6= 2. The matrix −I2 is the only element of
order 2 of SL(2, R).
Proof. For a 2 × 2-matrix A satisfying A2 = I2 and det(A) = 1, the characteristic polynomial has
necessarily the form χA(x) := x2 − tx + 1, (where t = tr(A)) and has a common factor with the
polynomial x2 − 1 = (x + 1)(x − 1). Thus, e = 1 or e = −1 is an eigenvalue of A, and it follows
immediately from the form of χA(x), that e is a double eigenvalue. Using the Jordan normal form of A
(over the field of fractions of R) and the condition A2 = I2, one gets that the only element of order 2 in
SL(2, R) is A = −I2.
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This idea might now be used to decompose the system of given relations into systems of relations of
lower degrees, simultaneously reducing the number of cases that must be considered only to those sign
systems, which correspond to coker(Λ).
Lemma 3.3.6 (Split of relations). Let G be given as above. If a relation wi is an even power wi = (ri)2,
then the considered set of relations
w1 = ±1, . . . , r2i = ±1, . . . wk = ±1
splits into: w1 = ±1, . . . , r2i = −1, . . . wk = ±1 and w1 = ±1, . . . , ri = ±1, . . . wk = ±1.
Algorithm 6 (Split Of Relations).
Input: A finite presentation G := 〈a1, . . . , an | ri(a1, . . . , an), i = 1, . . . , k〉 of a group (as a factor
group of the free group in n generators).
Output: Set of all possible relations and the corresponding sign systems.
Algorithm:
1. Denote by R := {(r1, . . . , rk)} the set of tuples of relations.
2. If a relation ri is an even power, then substitute it by its square root r˜i, and consider R := R ∪
{(r1, . . . , r˜i, . . . , rk)}.
3. For all systems of relations from R determine (by computing the corresponding matrix of sign
changes) all relevant sign systems.
4. For relations which are even powers consider only sign systems leading to ri = −1.
Example 3.3.7.
a.) Let us consider again the finitely presented group G := 〈a, b | a2, b3, (a b)7, [a, b]m〉 given in the
previous Example 3.3.3. For odd m the set of defining relations splits into
1.) (a2, b3, (a b)7, [a, b]m) with relevant sign systems (−1, 1, 1, 1), (−1, 1, 1, −1);
2.) (a , b3, (a b)7, [a, b]m)with sign systems (1, 1, 1, 1), (1, 1, 1, −1), (1, 1, −1, 1), (1, 1, −1, −1).
For even m we get more sets of relations, depending on m, e.g. for m = 6 we get:
1.) (a2, b3, (a b)7, [a, b]6) with the sign system (−1, 1, 1, −1);
2.) (a , b3, (a b)7, [a, b]6) with sign systems (1, 1, −1, −1), (1, 1, 1, −1);
3.) (a2, b3, (a b)7, [a, b]3) with sign systems (−1, 1, 1, 1), (−1, 1, 1, −1);
4.) (a , b3, (a b)7, [a, b]3)with sign systems (1, 1, −1, −1), (1, 1, −1, 1), (1, 1, 1, −1), (1, 1, 1, 1).
Note, that cases with a = 1 yield the relation A = I2 for the matrix representation in PSL(2, R), which
is not interesting.
b.) Consider the group G := 〈a, b, c | a2, (a b)4, c3〉. The tuple of relations [a2, (a b)4, c3] splits into
R = {(a2, (a b)4, c3), (a, (a b)4, c3), (a2, (a b)2, c3), (a, (a b)2, c3), (a2, (a b), c3), (a, (a b), c3)}
with the corresponding sets of necessary sign systems:
{(a4, (ab)2 , c3), {(−1,−1, 1)}}, {(a2, (ab)2 , c3), {(−1,−1, 1)}}, {(a4, ab, c3), {(−1, 1, 1)}}
{(a, (ab)2 , c3), {(1,−1, 1)}}, {(a2, ab, c3), {(−1, 1, 1)}}, {(a, ab, c3), {(1, 1, 1)}}.
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3.3.2 Group relations to ring relations: representation ideals
In this section the process of transforming group relations into ring relations using a matrix ansatz will
be explained. By plugging the matrices into group relations the group can be described in the language
of ideals and polynomial rings (that we actually still need to specify). Note however, that the general
matrix representation ansatz leads to polynomial rings in too many variables, which is a problem for
computation over such rings. Thus, we suggest representations constructed following [PlR 06].
Definition 3.3.8. Let ∆ : Fn → SL(2, R) be a representation of Fn,
G := 〈a1, . . . , an | wi(a1, . . . , an), i = 1, . . . , k〉
be a finitely presented group, and ² a sign system of G. The ²-representation ideal of G is defined as
the ideal generated by all the entries of wi(∆(a1), . . . ,∆(an))−²iI2 and the conditions det(∆(ai)) = 1
i.e.
Irep(G,∆, ²) := 〈(wi(A1, . . . , An)− ²iI2)j,l, det(Ai)− 1|i = 1, . . . k, and j, l = 1, 2〉,
where Ai := ∆(ai).
Using the representation ideals we can now apply methods of commutative algebra (polynomial
rings) to problems occurring in non-commutative settings.
Example 3.3.9 (Group given on 2 generators). Let G be a finitely presented group given as a factor
group of a free group on two generators a and b, and let ∆ : F2 → SL(2,K) be a representation given
by ∆(a) = A,∆(b) = B. The general matrix ansatz
A :=
(
a1,1 a1,2
a2,1 a2,2
)
, B :=
(
b1,1 b1,2
b2,1 b2,2
)
,
leads to an ideal in a polynomial ring in eight variables. Considering however only irreducible repre-
sentations, and assuming w.l.o.g. that (in some extension field of K) α is an eigenvalue of A with an
eigenvector v1, we may choose the pair v1, v2 := Bv1 to be a basis of the associated module V . Then,
in this convenient basis the representation has the form
A :=
(
α a1,2
0 a2,2
)
, B :=
(
0 b1,2
1 b2,2
)
,
which results in an ideal of relations in a polynomial ring in only five variables. Considering now only
matrices of determinant 1 we finally get the representation
A :=
(
α a1,2
0 a2,2
)
, B :=
(
0 −1
1 b2,2
)
with only four variables. The progress in reducing the number of variables is significant, but the price
for it is now hidden in the field of coefficients: the matrix A has an eigenvalue in some extension field of
K (α must be an element of the field of coefficients).
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Example 3.3.10 (Group given on 3 generators). Let G be a group generated by three generators a, b and
c, and let ∆ : F3 → SL(2,K) be a matrix representation given by ∆(a) = A,∆(B) = B,∆(c) =
C. The general matrix ansatz leads to an ideal in a polynomial ring in twelve variables. Restricting
considerations again to irreducible representations and assuming A has an eigenvalue α, we have two
possible choices of convenient bases. Choosing as above v1 to be an eigenvector to the eigenvalue α of
A and assuming that v1 is not an eigenvector of B, we can define v2 := Bv1 and get the representation
A :=
(
α a1,2
0 a2,2
)
, B :=
(
0 −1
1 b2,2
)
, C :=
(
c1,1 c1,2
c2,1 c2,2
)
.
Assuming now that A and B have a common eigenvector v1, we may choose v2 := Cv1 getting in
this case
A :=
(
α a1,2
0 a2,2
)
, B :=
(
β b1,2
0 b2,2
)
, C :=
(
0 −1
1 c2,2
)
.
Both representations lead to representation ideals in seven resp. eight variables.
This approach can be generalized to the case of more than three group generators. In the next section
devoted to the trace approach and the trace representation ideals we introduce new ideas and give an
alternative to the idea presented in this section.
A matrix representation of G corresponds to a solution of the system of polynomial equations de-
scribed by the the representation ideal I = Irep(G,∆) / Z[v1, . . . , vm]. Since a solution of a system
of polynomial equations in Kn corresponds in a natural way to a maximal ideal M C K[x1, . . . , xn],
finding all solutions of a system of polynomial equations is equivalent to finding all maximal ideals that
lie over a given ideal. Because any maximal ideal that lies over the ideal I contains also one of the
associated primes of I , we start our search with associated primes.
Thus, we are interested now firstly in the computation of the minimal associated prime ideals of I
(cf. Section 1.3), and secondly in finding all maximal ideals that lie over them (cf. Section 1.2). All
solutions of the system of polynomial equations described by the the ideal I correspond to counting all
maximal ideal containing I , or even simpler, containing one of its associated primes. Finally we notice
that embedded primes already contain an isolated prime ideal, thus we have the following remark:
Remark 3.3.11. The solutions of the system of polynomial equations described by an ideal I correspond
to maximal ideals containing one of the minimal (i. e. isolated) associated prime ideals of I .
The following examples should give some flavor of possible phenomena occurring for ideals in Z[x]:
among others, the number of maximal ideals including the given one can be finite, it can be infinite but
with a finite number of maximal ideals containing a given prime, or it can be infinite for every prime.
Example 3.3.12 (Components in positive characteristic). Consider the finitely presented group G :=
〈a, b | a2, b3, (a b)7, [a, b]m〉 with m = 21 and [a, b] = a−1b−1ab (see also Example 3.3.3 and 3.3.7).
For this presentation we consider two sign systems. For the first one ²1 = (−1, 1, 1, 1) we get four
minimal primes associated to the representation ideal Irep(G,∆, ²1)
P1 = 〈13, b2,2 + 1, a2,2 + 5, a1,2 + 8, a1,1 + 8〉,
P2 = 〈13, b2,2 + 1, a2,2 + 8, a1,2 + 11, a1,1 + 5〉,
P3 = 〈41, b2,2 + 1, a2,2 + 9, a1,2 + 36, a1,1 + 32〉,
P4 = 〈41, b2,2 + 1, a2,2 + 32, a1,2 + 18, a1,1 + 9〉,
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and the minimal prime associated to the representation ideal Irep(G,∆, ²2) for ²2 := (−1, 1, 1,−1) is
P5 = 〈43, b2,2 + 1, 43 a2,2, a1,2 + 42 a2,2 + 35, a1,1 + a2,2, a2,2b2,2 + a2,2, a2,22 + 1〉.
Note that all the ideals P1, . . . , P5 are already maximal in Z[a1,1, a1,2, a2,2, b2,2].
Computing the corresponding matrix representations (and performing subgroups tests described in
following sections) we get PSL(2, 13), PSL(2, 41) and PSL(2, 43) as epimorphic images of G (see also
Example 3.4.30).
Example 3.3.13 (Components in a positive characteristic and characteristic 0, see also Example 8.1 [PlF 09]).
Consider the finitely presented group G := 〈a, b | a2, b3, [a, b]5〉, where [a, b] = a−1b−1ab. For this pre-
sentation one gets two sign systems ²1 := (−1, 1, 1), ²2 := (−1, 1,−1). There are two minimal primes
associated to the representation ideal Irep(G,∆, ²1), one in characteristic 0 and one in characteristic 2:
P1 = 〈b2,2 + 1, a1,1 + a2,2, a2,22 + 1, a1,24 − 4 a1,23a2,2 − 7 a1,22 + 6 a1,2a2,2 + 1〉
P2 = 〈2, b2,2 + 1, 1 + a2,2, a1,2, a1,1 + 1〉
and the minimal prime associated to the representation ideal Irep(G,∆, ²2) are
P3 = 〈b2,2 + 1, a1,1 + a2,2, a2,22 + 1, a1,22 − 2 a1,2a2,2 − a1,2 + a2,2 − 2〉
P4 = 〈b2,2 + 1, a1,1 + a2,2, a2,22 + 1, a1,22 − 2 a1,2a2,2 + a1,2 − a2,2 − 2〉
P5 = 〈2, b2,2 + 1, 1 + a2,2, a1,2, a1,1 + 1〉.
Note that all the ideals P2, P5 are already maximal in Z[a1,1, a1,2, a2,2, b2,2], contrary to P1, P3 and P4.
There are infinitely many maximal ideals over P1, P3, P4. Let us describe all maximal ideals over P1.
Passing over to an ideal QP1 in the polynomial ring with rational coefficients, the quotient module is 8
dimensional with the primitive element a1,2 of minimal polynomial µ := λ8 + 2λ6 + 3λ4 + 22λ2 + 1.
Thus, the number of maximal ideals containing FpP1 for a given prime p correspond to the decomposition
type of 8 (cf. Frobenius Theorem and Chebotarev Theorem, [StL 96]) and thus there are 1, 2, 4 or 8
maximal ideals possible. For example, we have only one maximal ideal containing P1 in characteristic 2,
two maximal ideals in characteristic 3, 7, 23, . . ., four maximal ideals in characteristic 11, 13, 17, 31, . . .
and eight maximal ideals containing P1 in characteristic 89, 101, 181, . . .
Similarly for ideals P3 and P4 the possible numbers of maximal ideals for a given prime are 1, 2 or 4.
Example 3.3.14 (Components in characteristic zero of Krull dimension not 0, see also Examples 7.2 and
7.5 [PlF 09]). Consider the finitely presented group G := 〈a, b | a2, b3〉. The sign system ²1 = (−1, 1)
yields a representation ideal
I := Irep(G,∆, ²1) = 〈b2,2 + 1, a1,1 + a2,2, a2,22 + 1〉,
which is already prime in Z[a1,1, a1,2, a2,2, b2,2]. Note that the variable a1,2 is free, and for a given prime
p it can be specialized by an arbitrary chosen irreducible polynomial of any degree. Thus, for each prime
p, there are infinitely many maximal ideals in Fp[a1,1, a1,2, a2,2, b2,2] containing I .
3.3.3 Trace calculus and trace representation ideals
While looking for matrix representations, one is forced to deal also with long words, i.e. in particular
powers and products of matrices. This computation is known to be quite time consuming and for this
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reason some simple properties of traces turn out to be very useful. In this section a notion of a generalized
Chebyshev polynomial will be given as well as lemmas justifying the sufficiency of using a few traces to
describe traces of all other elements of the given matrix group. This key observation enables the use of
trace representation ideals instead of the representation ideals defined before. Further, by investigation
of traces it is also possible to develop easily accessible subgroup tests described in the next section.
Lemma 3.3.15. Let X,Y be 2× 2 matrices over the same ring R. Then we have:
tr(XY )− tr(X) tr(Y ) = det(X) + det(Y )− det(X + Y )
As a consequence, we get the following lemma for matrices of determinant 1:
Lemma 3.3.16. For a 2× 2 matrix X of determinant 1 and trace x, let Tn(x) be the trace of Xn. Then,
T0(x) = 2, T1(x) = x and one has the following recursion
Tn+1(x) = xTn(x)− Tn−1(x).
The polynomial Tn(x) is called the n-th Chebyshev polynomial. Note, that if Cn(x) denotes the
usual Chebyshev polynomials of the first kind satisfying
C0(x) = 2, C1(x) = x,Cn+1(x) = 2xCn(x)− Cn−1(x),
then we have Tn(x) = 2Cn(x2 ).
We note, that traces of 2× 2 matrices X,Y of determinant 1 satisfy conditions:
tr(XY ) = tr(Y X)
tr(X−1) = tr(X)
tr(XXY ) = tr(X) tr(XY )− tr(Y ).
(The first condition is satisfied for all matrices, the last two for 2 × 2 matrices of determinant 1). Thus,
we may now generalize the Chebyshev polynomials for more variables. Let us first recall some helpful
notions.
Definition 3.3.17. Let Fn = F (g1, . . . , gn) be a free group on n generators.
1) A product w of the group generators and their inverses is called a word. Any word w ∈ Fn can be
written (not uniquely) as w := g
σi1
i1
. . . g
σis
is
, where σj ∈ Z and 1 ≤ j ≤ n.
2) Let σj ∈ Z and w := gσi1i1 . . . g
σis
is
with gij 6= gij+1 . The length of w denoted by |w| is defined as the
sum
∑s
j=1 |σij |. By convention the identity element can be represented by the empty word of length 0.
Example 3.3.18. The words w = xyx−1y and v = x−2y2 are of length 4 and w = x−1xyy is a word of
length 2. For arbitrary words v, w the length of their product is not greater than the sum of their lengths
|vw| ≤ |v|+ |w|.
The following lemma gives the most important result: the trace of every element of ∆(Fn) can be
represented by traces of a finite number (exactly 2n − 1) of elements.
Lemma 3.3.19 ([PlF 09], Lemma 2.1). Let Fn = F (g1, . . . , gn) be a free group on n generators. Let
Φn := {ϕ : {1, . . . , k} → {1, . . . n}|1 ≤ k ≤ n, ϕ injective,ϕ(1) < ϕ(i) for i = 2, . . . k}
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be the set of all normalized injective sequences. Grade the polynomial ring Z[xϕ|ϕ ∈ Φ] by defining the
degree of xϕ to be the length |ϕ| of the sequence ϕ. For any w ∈ Fn there is a pw ∈ Z[xϕ|ϕ ∈ Φ] of
degree at most the length of w such that for any integral domain R and any representation
∆ : Fn → SL(2, R) : gi 7→ Xi
the trace tr(∆(w)) is obtained from pw by substituting the trace of the product Xϕ := Xϕ(1) · · ·Xϕ(|ϕ|)
for xϕ for each ϕ ∈ Φn.
Proof. For 2× 2-matrices A,B of determinant 1 over the same domain R one checks:
tr(AB) = tr(BA)
tr(AAB) = tr(A) tr(AB)− tr(B)
tr(A−1) = tr(A)
Using these rules, we prove the claim by induction on the length |w| of the words w ∈ Fn. The claim
is obvious for |w| = 1. Assume it to be true for all words w ∈ Fn with |w| < k, i. e. there is a
pw ∈ Z[xϕ|ϕ ∈ Φn] of degree |w| reproducing the trace of ∆(w). Now let w ∈ Fn be of length k.
a). Ifw contains a subword x2 for some x ∈ Fn−{1}, one may assume because of the first rulew = xxv
for some v ∈ Fn and define pxxv := pxpxv − pv. Because of the second rule, this pxxv serves its trace
insertion properties and has the right degree.
b). If w has a subword of the form xyx for some x, y ∈ Fn − {1}, one may assume w = xyxv because
of the first rule and rewrite w = (xy)(xy)y−1v. In this case we define pw := pxypxv − py−1v and obtain
the trace insertion property from the second rule and the right degree form the induction hypothesis.
c). If w has a subword of the form xyx−1 for some x, y ∈ Fn − {1}, one may assume w = xyx−1v be-
cause of the first rule and rewritew = (xy)(xy)y−1x−1x−1v to define pw := pxypx−1v−px−1px−1vy−1+
pvy−1 . Because of the first two rules and the induction hypothesis the trace insertion property follows, as
well as the degree inequality.
d). Finally one is left with the case that word w contains some x−1 as subword with x ∈ {g1, . . . , gn}
exactly once and no other occurrance of this particular x. Because of the first rule one may assume
w = x−1v and rewrite w = x−1x−1xv. Here we define pw := px−1pv − pxv because of the second rule.
After at most n such steps the claimed form is attained.
We might now introduce the formal definition of the generalized Chebyshev polynomials.
Definition 3.3.20. Multivariate polynomials pw ∈ Z[xϕ|ϕ ∈ Φn] with Φn as in Lemma 3.3.19 build up
from the rules
p1 = 2,
pxy = pyx,
pxxv = pxpxv − pv
for all x, y, v ∈ Fn are called generalized Chebyshev polynomials.
Note, there might be more than one pw for w ∈ Fn, because there might be more than one way to
factor w. However, in case n = 2 one has:
Theorem 3.3.21 (Case of two generators, cf. [PlF 09],Theorem 2.2). Let F2 := F (g1, g2) be the free
group on {g1, g2}. For each word w = w(g1, g2) ∈ F2 there is a unique polynomial pw(x1, x2, x12) ∈
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Z[x1, x2, x12] satisfying the following property: For any representation ∆ : F2 → SL(2, R) : gi 7→ Xi
for i=1,2 and for any integral domain R
tr(∆(w)) = pw(tr(X1), tr(X2), tr(X1X2)).
Proof. Because of Lemma 3.3.19 only the uniqueness has to be proved. To this end choose the represen-
tation
g1 7→
(
α β
0 α−1
)
, g2 7→
(
0 −1
1 γ
)
over the rational function field Q(α, β, γ) and the claim follows easily, since α+ α−1, γ, β + α−1γ are
clearly algebraically independent.
Now, for every w ∈ Fn the trace tr(∆(w)) is easily computable by using the generalized Chebyshev
polynomials.
Remark 3.3.22. There is no degree bound on the polynomial pw(x1, x2, x12) ∈ Z[x1, x2, x12] in Lemma 3.3.21.
Consider for example a free group F2 on two generators and the n-th power ofw = g1g2. Then pv = pwn
is a polynomial of degree n in x12, since pw = x12 is of degree 1, and
pwn = pwpwn−1 − pwn−2 = pwpwn−2(pw − 1).
Using this theorem, one can easily determine the trace of long words avoiding multiplication of
matrices.
Example 3.3.23. Let G be a finitely presented group, and ∆ : G → PSL(2, R) be a matrix representa-
tion. As an example, compute the trace of ∆(w) for w being a commutator . We have
pa(x1, x2, x12) = x1, pb(x1, x2, x12) = x2, pab(x1, x2, x12) = x12.
For w = [a, b] = a−1b−1ab one gets:
pw = pa−1b−1ab = pa−1b−1a−1b−1baab = pa−1b−1pab − pbaab = p(ba)−1pab − pbaab = pab2 − pbaab
and because of the first and second rule
pbaab = paabb = papabb − pbb = papbpab − p2a − p2b + 2.
Thus, finally
pa−1b−1ab = pab
2 + p2a + p
2
b − papbpab − 2 = x12 + x22 + x212 − x1x2x12 − 2,
and for the trace of ∆(w) the equation
tr(∆(w)) = pa−1b−1ab(tr(∆(a)), tr(∆(b)), tr(∆(ab)))
is satisfied.
Theorem 3.3.21 can be generalized for the case of more than two generators. The following theorems
describe the case of three and more generators.
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Theorem 3.3.24 (Case of three generators, cf. [PlF 09], Theorem 2.3). Let F3 := F (g1, g2, g3) be the
free group on {g1, g2, g3}. For each word w = w(g1, g2, g3) ∈ F3 there is a polynomial
pw(x1, x2, x12, x13, x23, x123) ∈ Z[x1, x2, x12, x13, x23, x123]
of degree in x123 at most 2, defined by the following property: For any representation ∆ : F3 →
SL(2, R) : gi 7→ Xi for i=1,2,3, and for any integral domain R
tr(∆(w)) = pw(tr(X1), tr(X2), tr(X3), tr(X1X2), tr(X1X3), tr(X2X3), tr(X1X2X3)).
Proof. By Lemma 3.3.19 pw is a polynomial in x1, x2, x3, x12, x13, x23, x123, x132. However, one easily
verifies by actual trace inspections, that the following two relations hold:
x1x2x3 − x3x12 − x2x13 − x1x23 + x123 + x132 = 0 (3.1)
and
x123
2 + (x1x2x3 − x3x12 − x2x13 − x1x23)x123 +
+ x12x13x23 − x1x2x12 − x1x3x13 − x2x3x23 +
+ x122 + x132 + x232 + x12 + x22 + x32 +
− 4 = 0.
(The first holds for any 2 × 2 matrices and the second for ones of determinant 1.) Applying these two
relations reduces pw to the desired form. The proof of algebraic independence of x1, x2, x3, x12, x13, x23
is similar to the proof of Theorem 3.3.21.
Summarizing, for three matrices one has the following useful properties of traces:
Lemma 3.3.25. Let X1, X2, X3 be 2 × 2 matrices over the same ring R and xi := tr(Xi), xij :=
tr(XiXj) and xijk := tr(XiXjXk) for i, j, k ∈ {1, 2, 3}. Then we have:
1.) xijk = xjki = xkij ,
2.) x132 = −x123 + x1x23 + x2x13 + x3x12 − x1x2x3.
3.) If additionally X1, X2, X3 are matrices of determinant 1, then
x123
2 + (x1x2x3 − x3x12 − x2x13 − x1x23)x123 +
+ x12x13x23 − x1x2x12 − x1x3x13 − x2x3x23 +
+ x122 + x132 + x232 + x12 + x22 + x32 +
− 4 = 0
Since the last relation plays a crucial role in further considerations, let us define a polynomial ω in
seven variables over a field K by the quadratic relation 3.) of Lemma 3.3.25, i.e.
ω(x1, x2, x3, x12, x13, x23, x123) = x1232 + (x1x2x3 − x3x12 − x2x13 − x1x23)x123 +
+ x12x13x23 − x1x2x12 − x1x3x13 − x2x3x23 +
+ x122 + x132 + x232 + x12 + x22 + x32 − 4.
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Theorem 3.3.26 (Generalization for n generators, n ≥ 3). Let Fn := F (g1, . . . , gn) be the free group
on {g1, . . . , gn} and
Φn := {ϕ : {1, . . . , k} → {1, . . . n}|1 ≤ k ≤ n, ϕ(i) < ϕ(i+ 1) for i = 1, . . . , k}
be the set of all normalized injective sequences. For each word w = w(g1, . . . , gn) ∈ Fn there is a
polynomial
pw(x1, x2, . . . , xn, x12, . . . , x1...n) ∈ Z[xϕ|ϕ ∈ Φn]
of degree at most 2 in the last variable x1...n, defined by the following property:
For any representation ∆ : Fn → SL(2, R) : gi 7→ Xi for i = 1, . . . , n, and for any integral domain R
one has for the trace
tr(∆(w)) = pw(tr(X1), tr(X2), . . . , tr(X1 . . . Xn)).
Proof. The proof follows inductively from the case of three generators. Firstly, the induction step for the
case of a free group on four generators will be treated here in detail.
Let w be an element of F4. By Lemma 3.3.19 pw is a polynomial in
x1, x2, x3, x4, x12, x13, x14, x23, x24, x34, x123, x124, x134, x234,
and
x1234, x1243, x1324, x1342, x1423, x1432.
By the relation ( 3.1) for three generators
x123 = −x132 + x3x12 + x2x13 + x1x23 − x1x2x3
and by a special bracketing we get that the following traces:
x(12)34 ≡ x(12)43, x1(23)4 ≡ x14(23), x12(34) ≡ x1(34)2
and
x12(43) ≡ x1(43)2, x1(24)3 ≡ x13(24)
are congruent in Z[x1, . . . , x1234] modulo the ideal generated by variables corresponding to words of
smaller length, namely 〈x1, . . . , x123, x124, x134, x234〉. Since ≡ is an equivalence relation, only one
element of length 4 (i.e. xijkl with i, j, k, l ∈ 1, 2, 3, 4)is necessary. As an example let us compute the
explicite relation between x1234 and x1324. Using the law for three generators we have:
x12(34) = −x1(34)2 + x(34)x12 + x2x1(34) + x1x2(34) − x1x2x(34)
x(13)42 = −x(13)24 + x2x(13)4 + x4x(13)2 + x(13)x42 − x(13)x4x2
and finally
x1234 = −(−x1324 + x2x134 + x4x132 + x13x42 − x13x4x2) + x34x12 + x2x134 + x1x234 − x1x2x34 =
= x1324 − x4x132 + x1x234 − x13x42 + x34x12 + x13x4x2 − x1x2x34.
Thus, pw is a polynomial in
(
4
1
)
+
(
4
2
)
+ . . . +
(
4
4
)
= 15 variables and the first part of the theorem is
proved. The degree bound is clear using the same polynomial as in the case of three generators and,
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again, the substitution of the product of two generators at the place of one. Explicitely, we have the
relation:
x1234
2 + (x1x2x34 − x34x12 − x2x134 − x1x234)x1234 +
+ x12x134x234 − x1x2x12 − x1x34x134 − x2x34x234 +
+ x122 + x1342 + x2342 + x12 + x22 + x342 +
− 4 = 0.
Let us now prove the general induction step. Assume that the theorem is true for a free group Fn−1 on
n − 1 generators and consider the free group Fn := F (g1, . . . , gn). Using Lemma 3.3.19 to express
a trace corresponding to an arbitrary word w ∈ Fn, one needs traces of 2n−1 − 1 words of length at
most n − 1, and from all words of length n only those (n − 1)! products that start with g1. From the
inductive hypothesis for length n−1, all tupels beginning with the same first two elements are congruent.
Thus, there are (n− 1) possible beginnings: from (12 . . .) to (1n . . .). For the simplicity of notation let
us denote by ψij(n) a permutation of the set {2, . . . n} \ {i, j}. Since all tupels starting with 1i are
congruent, it is enough to show that (1, i, j, ψij(n)) and (1, j, i, ψij(n)) are congruent. This is however
clear, since for tupels of length 4 we have already proved:
x1ijψij(n) = x1(ij)ψij(n) ≡ x1(ji)ψij(n).
The degree bound is also clear, since from the case of three generators we have:
x12...n
2 + (x1x2x3...n − x3...nx12 − x2x13...n − x1x23...n)x1...n +
+ x12x13...nx23...n − x1x2x12 − x1x3...nx13...n − x2x3...nx23...n +
+ x122 + x13...n2 + x23...n2 + x12 + x22 + x3...n2 +
− 4 = 0.
Thus, pw (for any word w ∈ Fn) is a polynomial in
(
n
1
)
+
(
n
2
)
+ . . .+
(
n
n
)
= 2n−1 variables of degree at
most 2 in the last variable x12...n. Finally, we notice, that the 3(n−1) variables x1 . . . xn, x12, . . . x1n, x2n
are algebraicly independent over Q. The proof is similar to 3.3.21 and given below.
The criterion on algebraic dependence can be stated as follows [Coh 96]:
Theorem 3.3.27 (cf. [Coh 96], Chapter 5, Theorem 4.6.). Let E/k be a field extension in characteristic
0, and let xλ be any family of elements of E. Then the xλ are algebraically dependent if and only if the
derivations dxi are linearly dependent over E.
Lemma 3.3.28. Let Fn := F (g1, . . . , gn) be the free group on {g1, . . . , gn} and
Φn : {ϕ : {1, . . . , k} → {1, . . . n}|1 ≤ k ≤ n, ϕ(i) < ϕ(i+ 1) for i = 1, . . . , k}.
For each word w = w(g1, . . . , gn) ∈ Fn there is a unique polynomial
pw(x1, x2, . . . , xn, x12, . . . , x1...n) ∈ Z[xϕ|ϕ ∈ Φn]
as in 3.3.26. The 3(n − 1) variables x1, x2, x12, x3, x13, x23, . . . , xn, x1n, x2n are algebraically inde-
pendent.
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Proof. Let us consider a matrix representation ∆ : Fn → PSL(2, R) : gi 7→ Ai with
A1 :=
(
a1 a2
0 a1−1
)
, A2 :=
(
0 −1
1 a3
)
and Ai :=
 bi1 bi2
bi3 bi4
 for i ≥ 3,
where
bi1 = a3(i−2)+1, bi2 = a3(i−2)+2, bi3 = a3(i−2)+3 and bi4 =
a3(i−2)+2a3(i−2)+3 − 1
a3(i−2)+1
.
The representation can be understood as a representation over the rational function field
Q(a1, . . . , a3(n−1)). Let us denote by xi := tr(Ai), xij := tr(AiAj). From 3.3.21 in the case of two
generators the variables x1, x2, x12 are algebraically independent. Let us show, using the criterion above
that for n ≥ 3 we have 3(n − 1) algebraically independent variables. The field extensions in the case
of n ≥ 3 generators is generated by 3(n − 1) variables a1, . . . , a3(n−1). Considering the n(n+1)2 traces
ordered in a following way
T := [x1, x2, x12, x3, x13, x23, . . . , xn, x1 n, . . . x(n−1) n],
one notes that the 3(n− 1)× (n(n+1))2 matrix of derivations Dn := (
∂Tj
∂ai
) has a block triangular form
Dn =

D˜2
0 D˜3
0 0
. . .
0 0 . . . D˜n
 .
Thus, it is clear, that the elements xi, xi1 . . . x(i−1)i do not depend on xj , xkj with k < j < i. Let
us now show, that for each n the elements xn, x1n, x2n are algebraically independent by computing the
corresponding 3(n− 1)× 3 matrix of derivations. From the inductive hypothesis for n− 1 generators it
is clear that only three of the n new traces xn, x1 n, . . . xn−1 n might be algebraically independent. The
traces are given by
xn = tr(An) = bn1 + bn4,
x1n = tr(A1An) = a1bn1 + a2bn3 +
bn4
a1
,
x2n = tr(A2An) = −bn3 + bn2 + a3bn4,
and the corresponding 3(n− 1)× 3 matrix has the form
0 0 0 0 . . . 0 1− bn4bn1 bn2bn1 bn2bn1
bn1 − bn4a21 bn3 0 0 . . . 0 a1 −
bn4
a1bn1
bn3
a1bn1
a2 + bn2a1bn1
0 0 bn4 0 . . . 0 −a3bn4bn1 1 + a3bn3bn1 −1 + a3bn2bn1

T
.
The three columns are clearly linearly independent, thus the traces xn, x1n, x2n are algebraically inde-
pendent over Q. Hence, the 3(n − 1) variables x1, x2, x12, x3, x13, x23, x4, x14, x24, . . . , xn, x1n, x2n
are algebraically independent.
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It is in general non-trivial to find the algebraic dependence between other elements, which are proved
to be algebraically dependent.
For power relations the one variable Chebyshev polynomials subtracted by 2 are relevant. Their irre-
ducible factors are closely related to cyclotomic polynomials. One has the following elementary, but
useful, factorization into irreducibles.
Proposition 3.3.29 (Prop. 2.5. [PlF 09]). Let Fn = F (g1, . . . , gn) be a free group on n generators,
w ∈ Fn. Then the generalized Chebyshev polynomials satisfy
1.)
pgn1 − 2 =
∏
i≤2,i|n
Ψi(x1)
∏
2<i|n
Ψi(x1)2
with Ψi(x1) the minimal polynomial of x + xn−1 in Q[x]/〈Φn(x)〉, where Φn(x) denotes the n-th
cyclotomic polynomial.
2.)
pwn − 2 =
∏
i≤2,i|n
Ψi(pw)
∏
2<i|n
Ψi(pw)2
pwn + 2 = Ψ2(pw)
∏
2<i|2n
Ψi(pw)2.
Furthermore, Theorem 3.3.21 implies that for the treatment of 2-generator groups one has only one kind
of relations for the relevant traces, namely the ones coming from the relators of the group itself, whereas
Theorem 3.3.24 says that for 3-generator groups there is one additional algebraic relation between the
relevant traces which is independent of the group relators, namely the second relation in the proof of
Theorem 3.3.24 denoted by ω. Indeed, if one ignores this relator in the computations, one gets a ring
which is too big and usually has some maximal ideals not leading to a group representation.
Definition 3.3.30. Let G := 〈g1, g2 | wi(g1, g2), i = 1, . . . , k〉 be a finitely presented group given on
two generators. For a sign system ² of G the ²-trace representation ideal is defined as
Itr(G, ²) := 〈prwi − ²ipr|r ∈ G, i = 1, . . . , k〉 E Z[x1, x2, x12],
where G = {1, g1, g2, g1g2}.
Definition 3.3.31. Let G := 〈g1, g2, g3 | wi(g1, g2, g3), i = 1, . . . , k〉 be a finitely presented group
given on three generators. For a sign system ² of G the ²-trace representation ideal is defined as
Itr(G, ²) := 〈ω, prwi − ²ipr|r ∈ G, i = 1, . . . , k〉 E Z[x1, x2, x3, x12, x13, x23, x123],
where ω = ω(x1, . . . , x23, x123) is a polynomial defined by the quadratic relation 3.) of Lemma 3.3.25
and G = {1, g1, g2, g3, g1g2, g1g3, g2g3, g1g2g3}.
To solve the system of equations given by trace conditions, the minimal associated primes of the
²-trace representation ideals are computed (cf. Section 1.3 and Section 3.3.2). The last difficulty is to
recognize, if the ideal (minimal associated prime of Itr(G, ²) or a maximal ideal containing it) describes
an epimorphism onto PSL(2, k) for some field k, or onto its proper subgroup.
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Example 3.3.32. Consider a finitely presented group G := 〈a, b | a2, b3, (a b)7, [a, b]m〉 with m = 21
(see also Example 3.3.3, 3.3.7 and 3.3.12). The two ²-trace representation ideals are given by 16 relations.
For the first sign system ²1 = (−1, 1, 1, 1) , we get three minimal associated primes of Itr(G, ²1):
〈13, x1,2 + 3, x2 + 1, x1〉, 〈41, x1,2 + 27, x2 + 1, x1〉, 〈2, x1,2, x2, x1〉,
and for the second sign system ²2 = (−1, 1, 1,−1) two minimal associated prime of Itr(G, ²2):
〈43, x1,2 + 35, x2 + 1, x1〉, 〈2, x1,2, x2, x1〉.
Thus, one getsPSL(2, 13),PSL(2, 41) andPSL(2, 43) as epimorphic images ofG. The ideal 〈2, x1,2, x2, x1〉
does not yield an irreducible representation, which shall be proven in Section 3.4.1.
As a general consequence of Lemma 3.3.19 one obtains:
Remark 3.3.33. In the notation of Lemma 3.3.19 assume R to be a field and denote the minimal subfield
ofR containing the traces of all∆(g)with g ∈ Fn by the (minimal) character field of∆. Lemma 3.3.19
then implies that the character field of ∆ is generated by finitely many, namely |Φn| (specified) traces
tr(∆(g)). Theorems 3.3.21, 3.3.24 and 3.3.26 give improvements for the cases of n = 2 and more
generators. If moreover ∆ is irreducible and R is finite, the character field of ∆ is also the minimal
splitting field of ∆ by Wedderburn’s Theorem.
3.4 Subgroup tests
The last difficulty is to recognize if the given matrix group is the whole PSL(2, pα) or just a subgroup of
it. Since all subgroups are classified, this problem is rather technical and involves verifying known prop-
erties of all the subgroups such as abelian groups, dihedral groups, semidirect products of cyclic groups
with elementary abelian groups and A4, S4, A5. The most difficult test is to distinguish PGL(2, pα)
from PSL(2, p2α). All subgroups of the PSL(2, pα) have been classified by Dickson [Hup, Suz 82], and
for our purposes this result is best quoted as follows: A subgroup of PSL(2,K) for finite fields K is
either not absolutely irreducible, dihedral, isomorphic to one of A4, S4, A5 or PSL(2, F ) or PGL(2, F )
for certain subfields F of K.
In this part the particular cases for groups denerated by two and three generators will be presented.
All the tests are developed in the language of trace representation ideals.
3.4.1 Reducibility of representation
In this section a reducibility condition will be established. If it is satisfied, the representation is said to
be reducible (over the minimal splitting field), meaning, that it is not absolutely irreducible. The only
subgroups of PSL(2, pα) which have an absolutely irreducible representation are the dihedral groups,
A4, S4, A5 and, in the case α is even, also the group PGL(2, p
α
2 ). Thus, the trace representation ideals
giving rise to abelian groups or to semidirect products can be eliminated by the reducibility test.
Case of two generators
For a representation of a finitely presented group given on two generators the reducibility condition can
be described by one polynomial in three variables (traces of the images of both generators and their
product).
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Definition 3.4.1. LetX1, X2 be 2×2matrices and denote their traces by x1 = tr(X1), x2 = tr(X2), x12 =
tr(X1X2) . The reducibility indicator is defined as a polynomial
ρ = ρ(x1, x2, x12) = Ψ1(p[g1,g2]) = −4 + x22 + x122 + x12 − x1x2x12.
Proposition 3.4.2 (cf. [PlF 09]). Let K be a field and c1, c2, c12 ∈ K. Let Ks be the splitting field of
x2 − c1x+ 1 ∈ K[x].
1.) There exists a representation ∆ : F2 → SL(2,Ks) such that tr(∆(gi)) = ci for i = 1, 2 and
tr(∆(g1g2)) = c12.
2) ∆ is absolutely irreducible if and only if ρ(c1, c2, c12) 6= 0.
In case ρ(c1, c2, c12) 6= 0, the following holds:
3.) ∆ is unique up to Ks-equivalence.
4.) ∆ can be realized over K if and only if ρ(c1, c2, c12) is a norm from Ks over K.
5.) If K is finite, then ∆ can be realized over K.
Proof. 1.) Define
∆(g1) := X1 :=
(
a c2(a− c1) + c12
0 c1 − a
)
,∆(g2) := X2 :=
(
0 −1
1 c2
)
with a a root of x2 − c1x+ 1.
2.) We have X2X1 = (t12− t1t2)I2+ t2X1+ t1X2−X1X2. Clearly, ∆ is absolutely irreducible if and
only if (I2, X1, X2, X1X2) forms a Ks-basis of K2×2s , i.e. is linearly independent. But this is the case if
and only if
ρ(c1, c2, c12) = det(I2, X1, X2,X1X2) = −det(I2, X1,X2, X2X1) 6= 0,
where X denotes the 4-column obtained from the columns of the 2× 2-matrix X by putting the second
below the first.
3.) Since x2 − c1x + 1 is the characteristic polynomial of the image of g1, we may identify the first
standard basis vector B1 of K2×1s with an eigenvector of ∆(g1) for the eigenvalue a. Because of irre-
ducibility the second standard basis vector can be chosen to be ∆(g1)B1. Then ∆ is necessarily of the
form given above. If one chooses c1 − a as eigenvalue, one gets similarly a unique representation ∆′.
The Ks-matrix T conjugating ∆′ into ∆ has determinant ρ(c1, c2, c12).
4.) If a ∈ K, i. e. Ks = K, there is nothing to prove. Otherwise ∆′ is the algebraic conjugate of ∆. Let
the Galois group of Ks over K be generated by σ. Then σ(T )T turns out to be equal to ρ(c1, c2, c12)I2.
Hence the Galois descent is possible if and only if ρ(c1, c2, c12) is in the image of the norm map from
Ks to K.
5.) This follows from Wedderburn’s Theorem that finite division algebras are commutative and the proof
of 4.). Instead of the proof of 4) one can also use the results of the previous chapter that all traces lie in
K since they are polynomials in c1, c2, c12.
So equivalence classes of SL(2,K)-valued absolutely irreducible representations of F2 can parametrised
by their trace triples.
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Case of three generators
The reducibility condition for a representation of a group given on three generators bases on testing the
reducibility of the representation for all pairs. The entire test consists however of four conditions, since
one must take into consideration not only all pairs of generators, but also their products.
Throughout this section the notation ti := tr(Xi), tij := tr(XiXj) and tijk := tr(XiXjXk) for
i, j, k ∈ {1, 2, 3} and 2 × 2 matrices X1, X2, X3 will be used. Further, set ρi,j := ρ(ti, tj , tij) and
ρi,jk := ρ(ti, tjk, tijk).
Remark 3.4.3. Clearly, we have: ρi,jk = ρjk,i = ρkj,i. In general ρi,jk 6= ρij,k.
Lemma 3.4.4 (Reducibility criterion). Let ∆ : F3 → SL(2,K) be a group representation (over a
field K). Then, ∆ is reducible if and only if the reducibility indicators ρ1,2, ρ1,3, ρ2,3 and ρ1,23 are 0.
Equivalently, ∆ is absolutely irreducible if and only if one of ρ1,2, ρ1,3, ρ2,3, ρ1,23 is nonzero.
Proof. Let E be an extension field of K, where eigenvalues of ∆(g1),∆(g2),∆(g3) exist. If the repre-
sentation is reducible, there exists a common eigenvector of ∆(g1),∆(g2) and ∆(g3), which is simul-
taneously a common eigenvector of all products ∆(gi)∆(gj), and thus by Prop. 3.4.2 ρ1,2 = ρ1,3 =
ρ2,3 = ρ1,23 = 0.
Assume now that the irreducibility indicators are all zero. If ∆(gi) is a scalar matrix for one of the
images of g1, g2, g3, then the reducibilty of ∆ does not depend on ∆(gi), and one may use the criterion
for 2 generators. Thus, let us consider ∆ such that image of none group generator is a scalar matrix.
If one of the matrices ∆(g1),∆(g2),∆(g3) is unipotent (and not I2), its only eigenvector must be the
common eigenvector of all pairs, and then the representation is clearly reducible.
In the general case, when each of the images of g1, g2 and g3 has two eigenvectors unique up to
multiplicity, write vi1, vi2 for the eigenvectors of∆(gi). From the conditions that all pairs have a common
eigenvector, either one of the eigenvectors is common for all images (assume w.l.o.g. v11 = v21 = v31)
and then the representation is reducible, or none of them is common for all pairs, so without the loss
of generality v11 = v21, v12 = v31, v22 = v32. If now v11 is a common eigenvector of ∆(g1) and
∆(g2)∆(g3), then, since v11 = v21, it is also a common eigenvector of ∆(g2)∆(g3) and ∆(g2). Thus,
v11 is also a common eigenvector of ∆(g2) and ∆(g3). Contradiction. v12 and v22 analog.
Let us now define V nirr(K) ⊂ K1×2
n−1 as the set of tuples passing the irreducibility test. In particular,
V 2irr(K) := {c ∈ K1×3|ρ(c) 6= 0}
and c = (c1, c1, c3, c12, c13, c23, c123) ∈ K1×7 is an element of V 3irr(K) if and only if one of
ρ(c1, c2, c12), ρ(c1, c3, c13), ρ(c2, c3, c23) or ρ(c1, c23, c123)
is non-zero.
Definition 3.4.5. A tuple t ∈ K1×7 is called a trace tuple for F3, if it satisfies the condition ω(t) given
in 3.) of Lemma 3.3.25.
Now, to every matrix representation ∆ : Fn → SL(2,K) a tuple of corresponding traces can be
associated via the trace tuple map.
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Definition 3.4.6. Let HomKirr(Fn,SL(2,K)) denote the set of SL(2,K)-valued absolutely irreducible
representations of Fn taking character values in K, and V nirr(K) as above. Then the map
T : HomKirr(Fn, SL(2,K))→ V nirr(K) : ∆ 7→ (tr(∆(g1)), tr(∆(g2)), . . . , tr(∆(g1...gn)))
is called the trace tuple map.
The trace tuple map has the following useful properties for the case of groups given on two genera-
tors:
Corollary 3.4.7 (cf. [PlF 09]). Let HomKirr(F2,SL(2,K)) denote the set of SL(2,K)-valued absolutely
irreducible representations of F2 taking character values in K and V 2irr(K) as above. Then the trace tuple
map
T : HomKirr(F2,SL(2,K))→ V 2irr(K) : ∆ 7→ (tr(∆(g1)), tr(∆(g2)), tr(∆(g1g2)))
has the following properties:
1.) T is surjective.
2.) Its fibres are the GL(2,K)-classes in HomKirr(F2, SL(2,K)), the minimal character field of ∆ ∈
HomKirr(F2,SL(2,K)) is generated by the three components of T (∆) over the prime field of K.
3.) In case K is finite T even induces a bijection of Homirr(F2, SL(2,K))/GL(2,K) onto V (ρ,K).
Remark 3.4.8. For groups given on three generators the trace tuple map is not surjective. For example,
a matrix representation ∆ : F3 → SL(2,K) with tr(∆(gi)) = ti, tr(∆(gigj)) = tij for i, j ∈ {1, 2, 3}
and tr(∆(g1g2g3)) = t123 does not exist for the tuple t := (0, 0, 0, 2, 2, 2, 2) ∈ V 3irr(K), since t is not a
trace tuple (the condition ω(t) = 0 is violated since ω(t) = 20 6= 0).
Proposition 3.4.9. For a trace tuple t := (t1, t2, t3, t12, t13, t23, t123) ∈ V 3irr(K) there exists an irre-
ducible representation ∆ : F3 → SL(2,K) satisfying tr(∆(gi)) = ti, tr(∆(gigj)) = tij for i, j ∈
1, 2, 3, i < j and tr(∆(g1g2g3)) = t123.
Proof. Assume, without the loss of generality that the irreducibility indicator ρ12 = ρ(t1, t2, t12) is
nonzero. Then from the case of two generators ∆(g1) and ∆(g2) can be defined as
∆(g1) =
(
s st2 − t1t2 + t12
0 −s+ t1
)
,∆(g2) =
(
0 −1
1 t2
)
,
where s is a root of the polynomial s2 − st1 + 1.
Denote X1 := ∆(g1) and X2 := ∆(g2). Then, the matrices I2, X1, X2, X1X2 form a basis of K2×2
and we have X3 = α0I2 + α1X1 + α2X2 + α3X1X2. Using now the properties of the trace bilinear
form, we get conditions on α0, . . . , α3:
α0 := ((ρ12 + 2)t3 − t1t13 − t2t23 + (t1t2 − t12)t123)/ρ12,
α1 := (−t1t3 − t2t123 + t12t23 + 2 t13)/ρ12,
α2 := (−t2t3 − t1t123 + t12t13 + 2 t23)/ρ12,
α3 := ((t2t1 − t12)t3 − t1t23 − t2t13 + 2 t123)/ρ12.
Hence,
∆(g3) := α0I2 + α1∆(g1) + α2∆(g2) + α3∆(g1g2).
3.4. SUBGROUP TESTS 65
Since every maximal ideal containing an ²-trace ideal for a given finitely presented group given on
three generators and passing the irreducibility test corresponds to a trace tuple t ∈ V 3irr(K) and satisfying
ω(t) = 0, it gives rise to an absolutely irreducible representation ∆ : F3 → SL(2,K). The final question
is now to exclude all maximal ideals giving rise to some proper subgroups ν(∆(F3)) of PSL(2,K).
3.4.2 Semidirect products of elementar abelian p-groups with cyclic group
All images of G being a semidirect product of elementary abelian p-group with a cyclic group can be
excluded by the reducibility test. The following theorem states, that for such a semidirect product the
2-dimensional representation ∆ : G→ SL(2, pf ) must be reducible.
Let G := Epm o Ct be a semidirect product of an elementary abelian p-group Epm of order pm with a
cyclic group Ct. An elementary abelian p-group of order pm is a direct product of m cyclic groups of
order p, thus
G = Cp × . . .× Cp o Ct.
For all elements a ∈ Epm we have ap = 1. Similarly, for all elements c ∈ Ct, the element ct = 1.
Lemma 3.4.10. Let G be a semidirect product of elementary abelian p-group with a cyclic group. Let
∆ : G→ SL(2, pf ) be a homomorphism of groups. Then, ∆ is reducible.
Proof. Let G = Epm o Ct. The elementary abelian p-group is a normal subgroup of G, thus the
normalizer NG(Epm) = G. Let a be an element from Epm . Then, ap = 1 and the image A = ∆(a) is
unipotent in ∆(G), since
(A− I2)p = Ap − Ip2 = 0
over a field of characteristic p. Thus, the characteristic polynomial of A is χA(t) = (t− 1)2 and w.l.o.g.
we can assume, that
A =
(
1 α
0 1
)
with α 6= 0 for all A ∈ ∆(a) ∈ ∆(Epm).
Now, all matrices from the normalizer N∆(G)(∆(Epm)) are of the form
(
β γ
0 β−1
)
, and since
N∆(G)(∆(Epm)) = ∆(G), all elements of the group are upper triangular matrices of this form. Thus,
all elements of ∆(G) have a common eigenvector and the representation ∆ is reducible.
3.4.3 Dihedral groups
Dihedral groups as images in PSL(2,K) can be recognized by their trace tuples, since they necessarily
have elements of order 2 and thus matrices of traces 0. In this section the case of a group generated by
two and three elements will be considered.
Case of two generators
If a dihedral group is generated by two elements a, b, then obviously two of a, b, ab are outside the cyclic
normal subgroup of index 2 and are therefore of order 2. Clearly elements of order 2 in PSL(2,K) are
represented by determinant-one-matrices squaring to−I2 (see Lemma 3.3.5). This proves the following.
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Lemma 3.4.11 (cf. [PlF 09], Dihedral groups criterion). Let ∆ : F2 → SL(2,K) be a representation
and ν : SL(2,K)→ PSL(2,K) be the natural epimorphism. Then ν(∆(F2)) is a dihedral group if and
only if two of the entries of T (∆) are zero.
Case of three generators
The case of dihedral groups generated by three elements can be treated analogously leading to seven
possibilities.
Lemma 3.4.12 (Dihedral groups criterion). Let ∆ : F3 → SL(2,K) be an absolutely irreducible rep-
resentation and ν : SL(2,K) → PSL(2,K) be the natural epimorphism. Then ν(∆(F3)) is a dihe-
dral group if and only if one of the seven 4-tuples consists only of zeros: [t1, t2, t3, t123], [t1, t2, t13, t23],
[t1, t3, t13, t23], [t2, t3, t12, t13], [t1, t13, t12, t123], [t2, t12, t23, t123], [t3, t13, t23, t123], where ti := tr(∆(gi)),
tij = tr(∆(gigj)) for i, j ∈ {1, 2, 3} and t123 = tr(∆(g1g2g3)).
Proof. If a dihedral group D2n is generated by three elements g1, g2, g3, there are three cases to consider;
If two of the generators, say g1, g2, are in the normal subgroup Cn, the third one g3 is outside the
normal subgroup Cn of D2n and thus an involution. Since all elements of order 2 in SL(2,K) are
represented by determinant-one-matrices squaring to−I2 (see Lemma 3.3.5), we get t3 := tr(∆(g3)) =
0. Additionally, all the products g1g3, g2g3, g1g2g3 are also involutions, and thus the corresponding traces
t13, t23, t123 are zero. For the second case, if only one of the generators, say g1, is in the normal subgroup,
the elements g2, g3 and the products g1g2, g1g3 are involutions, thus their traces t2, t3, t12, t13 are zero.
In the last case, when all the generators g1, g2, g3 are outside the normal subgroup of D2n, they are all
of order 2 and their products gigj are elements of the normal subgroup. Thus, the products of all three
generators are again involutions, and in particular the traces t1, t2, t3, t123 are zero.
For the implication in the other direction assume that four of the entries of the trace tuple are 0. The
idea of the proof is as follows: The elements with trace zero are involutions and the three other elements
generate a normal cyclic subgroup in ∆(G). Then, ∆(G) is generated by two elements of order 2 and
thus a dihedral group. For the simplicity of notation let us consider one of the seven cases above in detail.
Denote the images by Xi := ∆(gi) for i = 1, 2, 3. Assume that t1, t2, t3, t123 are zero. Then, the
matrices X1, X2, X3 and the product X1X2X3 are all of order 2 and thus square to −I2 (Lemma 3.3.5).
We show that H := 〈X1X2, X1X3, X2X3〉 = 〈X1X2, X2X3〉 is a normal cyclic subgroup of ν(∆(G)),
and thus ν(∆(G)) is a dihedral group generated by X1 and X2. The group H is abelian, since
[X1X2, X2X3] = X2X1X3X2X1X2X2X3 = (X2X1X3)2.
Using the equation 3.1 from Lemma 3.3.24, the trace of the product X2X1X3 is the same as the trace of
X1X3X2 and equals
t213 = t132 = −t1t2t3 + t3t12 + t2t13 + t1t23 − t123 = 0,
which means, that X2X1X3 squares to −I2. Let us now show that H is a cyclic group. Since the
representation is irreducible, one of the irreducibility indicators ρi,j or ρ1,23 is nonzero, and we get
the trace tij of one of the product XiXj is not ±2. Thus, the characteristic polynomial of XiXj is
x2 − tijx+ 1 factorizes (in the extension field of K) and XiXj has two distinct eigenvalues λ, λ−1 with
λ 6= λ−1. Then, in the eigenvector basis XiXj is a diagonal matrix diag(λ, λ−1), which over a finite
field Fq is clearly a matrix of finite order (at most q).
Using now the fact that XiXj commutes with other elements of H , all elements of H are necessarily
diagonal matrices diag(µ, µ−1). Since the multiplicative group of a finite field is cyclic, every element
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of H is some power of the generator XiXj and the group H is cyclic. Finally, one may check that every
element of H is inverted by the conjugation with elements outside H:
X1(X1X2)(X1)−1 = −X2X1 = (X1X2)−1,
X1(X2X3)X1 = (X2X3)−1, etc.
Now, it follows directly that ν(∆(G)) can be generated by two elements of order 2, e.g. X1, X2,
hence is a dihedral group.
3.4.4 Groups isomorphic to A4, S4, A5
The subgroups of PSL(2,K) isomorphic to A4, S4 and A5 can be excluded by testing their properties
such as the cardinality, characters and invariants. For the case of two generators the trace representation
ideals yielding matrix groups of this type can be enumerated explicitely by considering all possible
presentations and all possible sign systems of the groups. In the case of three generators this method can
also be used, but it would provide with more than 500 trace representation ideals for each group, thus
using tests based on enumeration of all such possibilities is not very promising. Hence, for the case of
three generators a method based on investigation of characters and invariants will be given.
Note, in characteristic 2 we do not need an A4- or S4-test, since these groups are already excluded
by the absolute irreducibility test.
Case of two generators
For the case of a group given on two generators the trace ideals corresponding to images of G in
PSL(2,K) isomorph to A4, S4 and A5 can be explicitely enumerated. There are 16 trace ideals yielding
A4, eighteen ideals yielding S4, and 76 ideals yielding A5. The proofs have been given in [PlF 09].
Lemma 3.4.13 ([PlF 09], Lemma 3.7). Let ∆ : F2 → SL(2,K) be an absolutely irreducible represen-
tation and ν : SL(2,K)→ PSL(2,K) the natural epimorphism and the characteristic of K not 2. Then
ν(∆(F2)) is isomorphic to the alternating group A4 if and only if either one entry of T (∆) is zero and
the other two are±1 (twelve possibilities) or all three of them are±1 with an even number of−1’s (four
possibilities).
The A5-test can be established rather similarly.
Lemma 3.4.14 ( [PlF 09], Lemma 3.8). Let ∆ : F2 → SL(2,K) be an absolutely irreducible repre-
sentation and ν : SL(2,K) → PSL(2,K) the natural epimorphism as in 3.4.11. Then ν(∆(F2)) is
isomorphic to the alternating group A5 if and only if either one entry of T (∆) is a zero of one of 76
ideals of Z[x1, x2, x1,2] with residue class rings all isomorphic to Z[x]/〈x2 − x− 1〉.
Finally the S4-test is roughly like this. Its proof is left to the reader.
Lemma 3.4.15 ([PlF 09], Lemma 3.9). Let ∆, ν be as in 3.4.11. Then ν(∆(F2)) is isomorphic to the
symmetric group S4 if and only if either one entry of T (∆) is a zero of one of 18 ideals of Z[x1, x2, x1,2]
with residue class rings all isomorphic to Z[x]/〈x2 − 2〉.
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Case of three generators
In the case of three or more generators, the idea to enumerate all ideals giving rise to a subgroup of
PSL(2, pα) isomorphic to A4, S4 or A5 is not very promising, since their number is larger than 500.
Thus, another method for recognizing this type of groups, using the fact that A4, S4 and A5 have invari-
ants of degree 6, 8 and 12 resp., will be developed below. To start with, an enumeration of all trace ideals
yielding A4 based on methods for two generators will be given as an example.
Lemma 3.4.16. Let ∆ : F3 → SL(2,K) be an absolutely irreducible representation, ν : SL(2,K) →
PSL(2,K) the natural epimorphism and characteristic of K not 2. There are exactly 520 ideals I /
K[x1, . . . , x123] giving rise to a matrix group PSL(2, 3) ∼= A4.
Proof. Since
ν(∆(F3)) ∼= A4 ⇔ ∆(F3) ∼= SL(2, 3),
one counts the cardinality of
G2 := {(g1, g2, g3) ∈ SL(2, 3)3|〈g1, g2, g3〉 = SL(2, 3)}
modulo the action of Aut(SL(2, 3)) ∼= S4. Analysing the subgroup lattice of SL(2, 3) one finds three
possible cases for the generators.
1.) case: 〈g1, g2〉 = SL(2, 3). If g1 and g2 generate already the group SL(2, 3), there are up to the action
of Aut(SL(2, 3)) sixteen possibilities for g1 and g1. For each one there are 24 ways to choose the third
generator, which gives 384 possibilities to check.
2.) case: 〈g1, g2〉 6= SL(2, 3), 〈g1, g3〉 = SL(2, 3). If g1 and g2 do not generate SL(2, 3) but the two
generators g1, g3 do, there are following two subcases:
2a.) g1 is of order 4 (four cases), with g21 = −1, g3 is of order 3 or 6 and g2 is an element of order 1, 2 or
4, which leaves eight choices for g2 and 32 possibilities to check.
2b.) g1 is of order 3 or 6 (twelve cases), i.e. g61 = 1, g3 is of order 4. Then we have 6 choices for g2
which gives 72 possibilities to check.
3.) case: 〈g1, g2〉 6= SL(2, 3), 〈g1, g3〉 6= SL(2, 3), 〈g2, g3〉 = SL(2, 3). Finally, if g2 and g3 generate
SL(2, 3), but neither the pair g1, g2 nor g1, g3 do, which leaves exactly two choices for g1 (g1 = ±1).
Thus, we get 32 possibilities for this case.
Altogether, we have 16 · 24 + (4 · 8 + 12 · 6) + 16 · 2 = 520 possible tripels of generators of A4.
Remark 3.4.17. The test for A4 can be done much faster if we do not check all the 520 ideals, but decide
first which two elements generate A4 and consider only the corresponding cases.
In the following lemma, the classification of subgroups of SL(V ) for a two-dimensional vector space
V over an algebraically closed field K given by Suzuki (cf. [Suz 82]) will be used. In case of character-
istic char(K) = 0 apart from cyclic and dihedral groups SL(V ) has also SL(2, 3), SL(2, 5) and Sˆ4 as
proper subgroups, where Sˆ4 is the representation group of S4 in which the transpositions correspond to
the elements of order 4 (i. e. Sˆ4 6∼= GL(2, 3)).
Remark 3.4.18. The representation group Sˆ4 of S4 in which the transpositions correspond to the ele-
ments of order 4 (i. e. Sˆ4 6∼= GL(2, 3)) can be given by the following presentation
Sˆ4 := 〈a, b|a4, b3, (ab)8, a2(ab)4〉.
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Lemma 3.4.19. Let∆ : F3 → SL(2,K) be an absolutely irreducible representation and ν : SL(2,K)→
PSL(2,K) be the natural epimorphism and K of characteristic zero. Assume ∆(G) is not a dihedral
group. Then
1.) ν(∆(G)) is isomorphic to the alternating group A4 if and only if ∆(G) has a homogenous invari-
ant of degree 6 with non-zero discriminant. In this case there exist a minimal associated prime ideal
P / Z[x1, . . . , x23, x123] of the vanishing ideal of T (∆) with the property Z[x1, . . . , x23, x123]/P ∼= Z.
2.) ν(∆(G)) is isomorphic to the symmetric group S4 if and only if ∆(G) has a homogenous invari-
ant of degree 8 with non-zero discriminant. In this case there exist a minimal associated prime ideal
P / Z[x1, . . . , x23, x123] of the vanishing ideal of T (∆) with the property Z[x1, . . . , x23, x123]/P ∼=
Z[x]/〈x2 − 2〉.
3.) ν(∆(G)) is isomorphic to the alternating group A5 if and only if ∆(G) has a homogenous invari-
ant of degree 12 with non-zero discriminant. In this case there exist a minimal associated prime ideal
P / Z[x1, . . . , x23, x123] of the vanishing ideal of T (∆) with the property Z[x1, . . . , x23, x123]/P ∼=
Z[x]/〈x2 − x− 1〉.
Proof. If ν(∆(G)) is isomorphic to A4, S4 or A5, then it has an invariant of degree 6, 8, or 12 resp. and
the character values 0 ± 1 ± 2 in case of A4, 0 ± 1 ± 2,±α, where α is a root of x2 ± 2 in case of S4,
and 0± 1± 2,±β, where β is a root of x2± x− 1 in case of A5. (Those properties can be read off from
the Molien Series and character tables of SL(2, 3), SL(2, 5) and Sˆ4.).
Assume G˜ = ν(∆(G)) is an absolutely irreducible subgroup of PSL(2,K), not a dihedral group and
G˜ has a homogenous invariant of degree 6, 8 or 12. This polynomial factorizes over an extension field
of K in linear factors, and since the discriminant is non-zero, it has no multiple factors. Thus, any two
factors of degree one are linearly independent, forcing the stabilizer subgroup in the projective group to
be finite, namely of order at most k(k − 1)(k − 3) for k ∈ {6, 8, 12}. Because of determinants 1, the
stabilizer in SL(2,K) is finite as well.
Since the representation∆ is absolutely irreducible and G˜ is not a dihedral group, the left possibilities
are A4, S4 and A5 (cf. [Suz 82]). The group G˜ can be now recognized by the degree of its invariant.
Therefore, we have the following algorithm:
Algorithm 7 (Recognition of the groups A4, S4 and A5).
Input: A minimal associated prime idealP of the trace-ideal Itr(G, ²) inZ[x1, x2, x3, x12, x13, x23, x123]
for a given group G and a given sign system ².
Output: The answer true and the name of the group: A4, S4, A5 if ν(∆(G)) ∼= A4, S4 or A5 and the
answer false otherwise. (∆ and ν are as in Lemma 3.4.19).
Algorithm:
1. Consider the ideal P in the polynomial ring Q[x1, x2, x3, x12, x13, x23, x123]. Compute a Janet
basis of the ideal P and the corresponding Hilbert series H .
2. Check if P passes the irreducibility test and does not give rise to a dihedral group.
3. if H(t) = 1 then test A4;
elif H(t) = t+ 1 then test S4, A5;
else the group is none of the above.
4. (TestA4). Check if the given matrix group has a homogenous invariant of degree 6 with not van-
ishing discriminant. In the affirmative case, the matrix group is a representation of A4.
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5. (Test S4). In the case when one of the traces is a root of X2 ± 2, check if the given matrix group
has a homogenous invariant of degree 8 with not vanishing discriminant. In the affirmative case,
the matrix group is a representation of S4.
6. (Test A5). In the case when one of the traces is a root of X2 ±X ± 1, check if the given matrix
group has a homogenous invariant of degree 12 with not vanishing discriminant. In the affirmative
case, the matrix group is a representation of A5.
3.4.5 Recognition of PGL(2, q)
The final issue is to recognize the isomorphism type of the image group concerns the distinction between
PSL(2, p2α) and PGL(2, pα). Since the group PSL2(q) is a subgroup of PGL2(q) of index 2, the
algorithm we suggest starts by computing all subgroups U of index 2 of the given group G. The image
of U under a group homomorphism ∆ is either equal to ∆(G) or it is a subgroup of ∆(G) of index 2.
Since PSL(2, q) is a simple group for all q 6= 2, 3, i.e. not having normal subgroups, it in particular does
not have a subgroup of index 2. Thus, the image of G can be recognized by the image of all its subgroups
of index 2.
In this section, firstly the main theorems allowing recognition between PSL(2, p2α) and PGL(2, pα)
will be introduced and later on the way to compute all subgroups of index 2 for a finitely presented group
G will be described. These results will be summarized in a table with generators of the character fields
for subgroups of index 2 of the free groups F2 and F3. Finally, a method for computing an explicite
representation over a smaller field i.e. so-called Galois descent will be described.
Definition 3.4.20. Let p be a prime and α ∈ N. A finite group H is called of L2(pα)-type, if it is
isomorphic to PSL(2, pα) or to PGL(2, pα/2).
So, for p = 2 or arbitrary p and odd α a group of type L2(pα)-type is necessarily isomorphic to
PSL(2, pα), whereas in the remaining cases one has two possible isomorphism types. Here is a way
to distinguish them.
Lemma 3.4.21 ([PlF 09], Lemma 3.11). Let ∆ : F2 → SL(2,K) be a representation and ν be the
natural epimorphism ν : SL(2,K) → PSL(2,K) as in 3.4.11 and K of characteristic p > 2. Let
T (∆) =: (c1, c2, c12) ∈ V (ρ, F2,Fpα) with even α such that Fp[c1, c2, c12] = Fpα and (c1, c2, c12)
is not a zero of the dihedral, A4-, S4-, or A5-ideals just described. Then ν(∆(F2)) is isomorphic to
PSL(2, pα) or to PGL(2, pα/2). The first case occurs if and only if
Fp[c1, c22, c212, c2c12] = Fpα , Fp[c2, c21, c212, c1c12] = Fpα and Fp[c12, c21, c22, c1c2] = Fpα .
The lemma can be generalized to the case of a group given on n generators as follows:
Lemma 3.4.22. LetG be a finitely presented group on n generators,∆ : G→ SL(2,K) a representation
and ν : SL(2,K) → PSL(2,K) the natural epimorphism and K of characteristic p > 2. Let T (∆) =:
(c1, c2, . . . , c1...n) ∈ V (ρ, Fn,Fpα) with even α such that Fp[c1, c2, . . . , c1...n] = Fpα and T (∆) is not a
zero of the dihedral, A4-, S4-, or A5-ideals just described. Then ν(∆(F2)) is isomorphic to PSL(2, pα)
or to PGL(2, pα/2). The first case occurs if and only if for all subgroups U of index 2 of G the character
field of ν(∆(G)) and of ν(∆(U)) are equal.
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Proof. Under the general hypothesis for c there are exactly two possibilities for ν(∆(Fn)): Either it is
isomorphic to PSL(2, pα) or to PGL(2, pα/2). In the first case all subgroups of Fn of index 2 also map
onto PSL(2, pα), in the second at least one maps onto PGL(2, pα/2).
The subgroups of Fn of index 2 can be explicitely given by their generators. Using Theorem 3.3.24
and the generalized Chebyshev polynomials, one can see, which traces are needed to generate the char-
acter field of the subgroup. With some obvious simplifications one arrives at this criterion.
Subgroups of index 2
Using the following lemma all subgroups of index 2 for a given finitely presented group G can be com-
puted.
Lemma 3.4.23. LetG be a finitely presented group given as a quotient group Fn/N . Let ϕ : Fn → Fn×12
be a group epimorphism given by gi 7→ ei where ei(j) = δij is the unit vector. Then, there is a 1 − 1
correspondence between the set of all subgroups of G of index 2 and the set of all epimorphisms of
Fn2/ϕ(N) onto (F2,+).
Proof. Let G be a finitely presented group given as a quotient group of Fn and let R denote the set of
relations for G, i.e. G ∼= Fn/N , where N is the normal closure of the subgroup generated by R. A
subgroup U of G of index 2 is always a normal subgroup in G, thus from the homomorphism theorem
the quotient G/U is isomorphic to C2. Hence, there is a 1 − 1 correspondence between the set of
all subgroups of index 2 and all epimorphisms of G on the cyclic group C2 (which is isomorphic to
(F2,+2)). Considering now the group epimorphism
ϕ : Fn → Fn×12 : gi 7→ ei,
where ei(j) = δij is a unity vector (and ker(ϕ) = F 2nF
′
n)), we get the following diagram:
Fn
²²
ϕ // F2n ∼= Fn/ ker(ϕ)
²²
G ∼= Fn/N // Fn/(ker(ϕ) ·N) ∼= F2n/ϕ(N)
Thus, finally there is a 1− 1 correspondence between all the sets:
{U ≤2 G} ↔ Epi(G,C2)↔ Epi(G, (F2,+))↔ Epi(F2n/ϕ(N), (F2,+)).
Example 3.4.24.
a.) Consider the group G := 〈a, b, c | a7, b2, (b c)2, [a, c], (a2 b)3〉. The image of the set of relations
R := {a7, b2, (b c)2, [a, c], (a2 b)3} under ϕ is
ϕ(R) := 〈
 10
0
 ,
 00
0
 ,
 00
0
 ,
 01
0
〉 = 〈
 10
0
 ,
 01
0
〉.
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The only possible epimorphisms from F23/ϕ(R) on F2 is in this case (0 0 1)T 7→ 1, i.e. we have the
following map for the generators of G: ϕ1 : G → F2, a 7→ 0, b 7→ 0, c 7→ 1. Thus, from the Schreier
graph for ϕ1:
0a 99
b
¼¼ c ++ 1 aee
b
¼¼
c−1
kk
the relations a, b, c−1ac, c−1bc, c2 define a subgroup of G of index 2. Finally, one can use GAP to check
that U := 〈a, b, c2, cac, cbc〉 is a subgroup of G of index 2.
b.) Consider the group G := 〈a, b, c | a7, b2, (b c)4, [a, c]〉. Then the image of the set of relations
R := {a7, b2, (b c)4, [a, c]}, is generated only by one element ϕ(R) = 〈(1 0 0)T 〉. Thus, all possible
epimorphisms from F23/ϕ(R) on F2 are defined by (1 0 0)T 7→ 0, i.e. there exist three maps for the
generators of G:
ϕ1 : G→ F2, a 7→ 0, b 7→ 0, c 7→ 1,
ϕ2 : G→ F2, a 7→ 0, b 7→ 1, c 7→ 0,
ϕ3 : G→ F2, a 7→ 0, b 7→ 1, c 7→ 1.
From the Schreier graphs one gets relations defining all subgroups of G of index 2:
U1 = 〈a, b, c2, c−1 a c, c−1 b c〉 = 〈a, b, c2, c a c, c b c〉,
U2 = 〈a, c, b2, b−1 a b, b−1 c b〉 = 〈a, c, b2, b a b, b c b〉,
U3 = 〈a, b2, c2, c b, b c, c−1 a c, b−1 a b〉 = 〈a, b2, c2, c b, b c, c a c, b a b〉.
Character fields of the subgroups
Character fields (cf. Remark 3.3.33) of the subgroupsU ofG are generated (by Lemmas 3.3.19 and 3.3.26)
by the traces of the corresponding products. The table gives all subgroups of index 2 of the free groups
F2 and F3 together with their character fields.
Algorithm
The algorithmic distinction between PSL(2, pt) and PGL(2, pt/2) is possible by using the following
tests.
Algorithm 8 (The PSL−PGL-decision routine).
Input : A trace tuple c := (c1, . . . c1...n) ∈ K2n−1) for some finite field K of characteristic p > 2 and
c passing the irreducibility criterion and not a zero of any of the ideals yielding a dihedral group, A4, S4
or A5.
Output : t and the type, i.e. whether c is the trace tuple of an epimorphism onto PSL(2, pt) or of an
epimorphism onto PGL(2, pt/2).
Algorithm :
1. Compute the degree t of the subfield Fp[c1, . . . c1...n] of K over Fp.
2. If t is odd, the answer is PSL(2, pt).
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3. If t is even, check for the epimorphisms τ : G → C2 whether the character field of ker τ is a
proper subfield of Fp[c1, . . . c1...n]. If this is the case for at least one such epimorphism the answer
is PGL(2, pt/2) otherwise it is PSL(2, pt).
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Galois Descent
Using the trace representation ideals, it is possible to compute the character field of the group. Thus, we
can determine the minimal power α such that PSL(2, pα) is an epimorphic image of the given group G
without computing an explicite matrix representation. In practice however, having a matrix representa-
tion over a larger field, the way to obtain a one over a smaller field is not immediate, even if we know
that it exists.
In this section, the general theory of Galois descent for algebras and results due to Serre [Ser 79]
treated recently in [Jon 08] for group representations are adopted to the very special case of matrix
representations on the PSL(2, pα). The reader is advised to skip this section, unless explicitely interested
in finding matrix representations over smaller fields.
We start with a few lemmas, which justify the final algorithm.
Lemma 3.4.25 (Twisted eigenvalue problem). Let F ⊂ K be an extension field, σ ∈ End(K/F ) a
Galois automorphism of K of order n (i.e. σn = 1) and X, Y ∈ GLk(K). If the matrix equation
X Y = s Y σ has a solution for s ∈ K, then the norm N(s) ∈ F is an eigenvalue of the matrix
T := Xσ
n−1
Xσ
n−2
. . . XσX .
Proof. Applying the Galois automorphism n − 1 times to both sides of the equation X Y = s Y σ we
get
Xσ Y σ = sσ Y σ
2
...
Xσ
i
Y σ
i
= sσ
i
Y σ
i+1
...
Xσ
n−2
Y σ
n−2
= sσ
n−2
Y σ
n−1
Xσ
n−1
Y σ
n−1
= sσ
n−1
Y.
From the last equation we have
Y = (sσ
n−1
)
−1
Xσ
n−1
Y σ
n−1
,
and finally, using all previous equations
Y = (sσ
n−1
)
−1
. . . (sσ)−1Xσ
n−1
. . . Xσ Y σ.
Substituting now Y in the first equation and multiplying it by the scalar, one obtains
X Xσ
n−1
Xσ
n−2
. . . Xσ Y σ = sσ
n−1
sσ
n−2
. . . sσ s Y σ,
i.e. ( by applying σn−1 to both sides)
Xσ
n−1
Xσ
n−2
. . . X Y = sσ
n−2
sσ
n−3
. . . s sσ
n−1
Y.
Hence
(Xσ
n−1
Xσ
n−2
. . . XσX)Y = N(s)Y,
i.e.
T Y = N(s)Y,
where N(s) ∈ F denotes the norm of the element s ∈ K and T = Xσn−1 Xσn−2 . . . XσX . In other
words Y 6= 0 is a matrix, whose all columns are eigenvectors of T to the eigenvalue s of norm N(s).
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Lemma 3.4.26. Let σ be the Galois automorphism of order n of the field K with F := Fix(σ), let
∆ : G→ GLk(K) be an absolutely irreducible matrix representation of a group G, and X ∈ GLk(K)
a matrix with the property
X∆(g) = ∆(g)σX for every g ∈ G.
Then, the matrix T := Xσ
n−1
Xσ
n−2
. . . XσX is a scalar matrix and T ∈ GLk(F ).
Proof. Applying the Galois automorphism σ to the equation
X∆(g) = ∆(g)σX
i times, one gets
Xσ
i
∆(g)σ
i
= ∆(g)σ
i+1
Xσ
i
...
Xσ
n−2
∆(g)σ
n−2
= ∆(g)σ
n−1
Xσ
n−2
Xσ
n−1
∆(g)σ
n−1
= ∆(g)Xσ
n−1
.
By multiplication with Xσ
n−2
on the right, the last equation for i = n− 1 transforms into
Xσ
n−1
∆(g)σ
n−1
Xσ
n−2
= ∆(g)Xσ
n−1
Xσ
n−2
,
and after substitution of the penultimate relation one gets
Xσ
n−1
Xσ
n−2
∆(g)σ
n−2
= ∆(g)Xσ
n−1
Xσ
n−2
.
Repeating the process, we get the relation
Xσ
n−1
Xσ
n−2
. . . XσX∆(g)σ
n
= ∆(g)Xσ
n−1
Xσ
n−2
. . . XσX,
which (since σn = 1) can be written as
T ∆(g) = ∆(g)T,
with T = Xσ
n−1
Xσ
n−2
. . . XσX. The matrix T ∈ GLk(K) is in the center of the absolutely irre-
ducible matrix representation ∆, thus, from Schur’s Lemma, a scalar matrix. Using now this property,
one gets T σ = Xσ
n
Xσ
n−1
. . . Xσ = XTX−1 = T , which proves T ∈ GLk(F ).
Lemma 3.4.27. Let F be a finite field and the extension K/F be Galois with the Galois group G = 〈σ〉
of order n. The norm N : K → F is surjective.
Proof. The proof follows directly from Hilbert’s Theorem 90.
Lemma 3.4.28. Let K be an extension field of F with the Galois Group G = 〈σ〉, with σ of order n .
Let X ∈ GLk(K). The matrix equation
X Y = s Y σ
has a solution Y ∈ GLn(K) for all s of the given norm if and only if the matrix equation
X Y = s˜ Y σ
has a solution for one s˜ with N(s˜) = N(s).
Thus, the existence of a solution of the equation X Y = s Y σ does not depend on the choice of the
element s ∈ K, but only on its norm.
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Proof. The proof is straightforward from Hilbert’s Theorem 90.
Theorem 3.4.29. Let F be a finite field and K its extension with [K : F ] = n and let ∆ : G→ GLk(K)
be an absolutely irreducible representation of G. There exist ∆′ : G→ GLk(F ) and S ∈ GLk(K) with
∆′(g) = S∆(g)S−1 ∈ GLk(F ) (for all g ∈ G)
if and only if the matrix equation
X∆(g) = ∆(g)σX (for all g ∈ G),
where 〈σ〉 = Gal(K/F ) has a solution X ∈ GLk(K).
Proof. Assume S ∈ GLk(K) is such that
∆′(g) = S∆(g)S−1 ∈ GLk(F ) for all g ∈ G.
Then, since (∆′(g))σ = ∆′(g), the nonzero matrix X := S−σS satisfies the equation
X∆(g) = ∆(g)σX (for all g ∈ G).
Assume now that for X ∈ GLk(K) the equation
X∆(g) = ∆(g)σX (3.2)
is satisfied for all g ∈ G. Extend the group homomorphism ∆ : G → GLk(K) to an F -algebra
homomorphism ∆˜ : FG → Kk×k. Since ∆ is absolutely irreducible, ∆˜(FG) is a simple F -algebra.
Because the field F is finite, Weddeburn’s theorem implies ∆˜(FG) ∼= Zk×k where Z := Z(∆˜(FG)).
Since the representation ∆ (i.e. also ∆˜) is absolutely irreducible, the center Z(∆˜(FG)) consists by
Schur’s Lemma of scalar matrices. Thus, for an element z ∈ Z the equation (3.2) implies Xz = zσX,
i.e. zσ = XzX−1 = z, which proves Z = F .
Algorithm 9 (Galois descent).
Input: An absolutely irreducible matrix representation ∆1 : G → GLk(K) over the extension field K
of the field F and the Galois automorphisms σ ∈ End(K/F ) with Fix(σ) = F .
Output: A matrix representation ∆ : G→ GLk(F ), in case of existence.
Algorithm:
1. Compute X ∈ GLn(K) with X ∆1 = ∆σ1 X . If the equation has no solution, the Galois descent
is not possible (Theorem 3.4.29).
2. Compute the scalar matrix T := Xσ
n−1
Xσ
n−2
. . . Xσ X ∈ GLk(F ) and its eigenvalue λ ∈ F
(Lemma 3.4.26).
3. Find an element s ∈ K with the norm N(s) = λ ∈ F . (The existence of s is clear by
Lemma 3.4.27).
4. Compute Y ∈ GLn(K) with X Y = s Y σ (cf. Lemma 3.4.25). The existence of Y does not
depend on the choice of s ∈ K (Lemma 3.4.28).
5. The matrix representation of G over the ground field F is given by ∆(g) = Y −1 ∆1(g) Y for all
g ∈ G.
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Example 3.4.30. Consider again the finitely presented group G := 〈a, b | a2, b3, (a b)7, [a, b]21〉 (cf. Ex-
ample 3.3.12) with one of its corresponding sign systems ²2 := (−1, 1, 1,−1). Computing the minimal
associated primes of the representation ideal Irep(G, ²2), one obtains the maximal ideal
P5 = 〈43, b2,2 + 1, 43 a2,2, a1,2 + 42 a2,2 + 35, a1,1 + a2,2, a2,2b2,2 + a2,2, a2,22 + 1〉
giving rise (cf. Section 3.3.2) to the matrix presentation ∆1 : G→ PSL(2, 432) defined by
a 7→ A :=
(
42 a2,2 8 + a2,2
0 a2,2
)
, b 7→ B :=
(
0 42
1 42
)
,
where a2,2 satisfies the relation a22,2 + 1 = 0. However, using Algorithm 9, we check that the matrix
Y :=
(
17 25 + a2,2
42 + a2,2 26
)
and its inverse Y −1 =
(
1 + 21 a2,2 23 + 36 a2,2
24 + 14 a2,2 42 + 22 a2,2
)
conjugate A and B onto matrices over F43, since
Y −1AY =
(
42 26
33 1
)
and Y −1AY =
(
42 1
42 0
)
.
Thus, after checking all subgroup conditions, we get PSL(2, 43) as an epimorphic image of G.
3.5 Examples
In this section a range of examples will be given to illustrate the phenomena occurring while looking
for groups of L2-type as epimorphic images of finitely presented groups. Some of the finitely presented
groups discussed here have been inspired by [CoM 65], which is a very rich source of examples.
The first few examples describe the easiest class of groups having only finitely many PSL(2, pα)
as epimorphic images. The last one in this class is a bit more difficult, since the considered group G
has a subgroup of index 2, and thus one needs to decide whether the image group is a PSL(2, p2α) or
PGL(2, pα). The next examples describe the cases when one has an infinite number of images of L2-
type (i.e. isomorphic either to PSL(2, pα) or PGL(2, pβ) for some prime p). In this category one can
find groups with images PSL(2, pα) for one prime p and infinitely many powers α (cf. Example 3.5.6),
groups with infinitely many primes, but finitely many powers for every prime (cf. Example 3.5.7), and
groups with infinitely many primes and infinitely many powers for each prime (cf. Example 3.5.8).
Finally, the huge class of groups having infinitely many groups of L2-type as epimorphic images for
infinitely many primes p and infinitely many powers α one can describe by the Krull dimension of
the corresponding minimal associated prime ideals of trace representation ideals. In this category one
example with components of Krull dimension 1 will be given.
Additionally, at the end of this section, the Maple package PSL will be demonstrated on one of the
examples. The reader may take it as a starting point for own computations.
In the first example the finitely presented group does not have any epimorphic image onto PSL(2, q) for
any prime power q.
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Example 3.5.1 (No L2-quotients). Consider the finitely presented group
G := 〈a, b, c | a5, b5, c5, (ab)2, (ac)2, (bc)2, abc〉.
For this presentation one gets two relevant sign systems ²1 := (1, 1, 1,−1,−1,−1, 1) and
²2 := (1, 1, 1,−1,−1,−1,−1), both of which yield the same ²-trace ideal
Itr(G, ²1) = Itr(G, ²2) = 〈4, 2 + x123, x23 + 2, x13 + 2, x12 + 2, x3 + 2, x2 + 2, x1 + 2〉
in Z[x1, x2, x3, x12, x13, x23, x123]. The maximal ideal
M := 〈2, x123, x23, x13, x12, x3, x2, x1〉
is the only minimal associated prime of Itr(G, ²1) and M does not pass the irreducibility test, thus G
does not have any PSL(2, q) as epimorphic image.
In the next two examples groups having only finitely many groups PSL(2, pα) as epimorphic images
will be considered.
Example 3.5.2 (Only one PSL(2, pα) as epimorphic image). Consider the finitely presented group given
in [CoM 65]
G := 〈a, b, c | a5, b5, c5, (ab)2, (ac)2, (bc)2, (abc)2〉.
The ²1-trace ideal corresponding to the only sign system ²1 := (1, 1, 1,−1,−1,−1,−1) has two minimal
associated primes
P1 := 〈2, x123, x23, x13, x12, x3, x2, x1〉
P2 := 〈11, x123, x23, x13, x12, x3 + 4, x2 + 4, x1 + 4〉
in Z[x1, x2, x3, x12, x13, x23, x123]. The first ideal P1 does not pass the irreducibility test, and the second
one gives rise to an epimorphism onto PSL(2, 11).
The following examples are very similar to the previous one, but provide with a larger number of
L2(pα)-type as epimorphic image ofG. Note that since the considered groupG does not have a subgroup
of index 2, the epimorphic images are always groups PSL(2, pα), and one does not need to perform the
PSL(2, p2α)-or-PGL(2, pα) test.
Consider again the example of group on two generators given in Section 3.3.2:
Example 3.5.3 (Finite number of PSL(2, pα) as epimorphic images). (cf. Example 3.3.12) Consider the
finitely presented group G := 〈a, b | a2, b3, (a b)7, [a, b]21〉, where [a, b] = a−1b−1ab. For the first sign
system ²1 := (−1, 1, 1, 1) the corresponding ²1-trace representation ideal Itr(G, ²1) in Z[x1, x2, x12] has
three minimal associated primes. The first one does not pass the irreducibility test, and the other two
P2 := 〈13, x1,2 + 3, x2 + 1, x1〉
P3 := 〈41, x1,2 + 27, x2 + 1, x1〉
yield PSL(2, 13) and PSL(2, 41) as epimorphic images of G. The ²2-trace representation ideal for
²2 := (−1, 1, 1,−1) has two minimal associated prime ideals, but one of them again does not pass the
irreducibility condition. The second minimal associated prime of Itr(G, ²2), namely
P4 := 〈43, x1,2 + 35, x2 + 1, x1〉,
yields PSL(2, 43) as an epimorphic image of G.
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In the next example a PSL(2, pα) with α > 1 will be found as an epimorphic image of G.
Example 3.5.4 (Finite number of PSL(2, pα) as epimorphic images). Consider the finitely presented
group
G := 〈a, b, c | a5, b5, c5, (ab)2, (ac)2, (bc)2, (abc)5〉.
The first sign system ²1 := (1, 1, 1,−1,−1,−1,−1) yields the ²1-trace representation ideal Itr(G, ²1) (in
Z[x1, x2, x3, x12, x13, x23, x123]) with only one minimal associated prime not passing the irreducibility
test. The ²2-trace ideal corresponding to ²2 := (1, 1, 1,−1,−1,−1, 1) has five minimal associated
primes and only four of them
P1 := 〈31, x123 + 13, x23, x13, x12, x3 + 13, x2 + 13, x1 + 13〉
P2 := 〈3, x23, x13, x12, x3 + x123 + 1, x2 + x123 + 1, x1 + 2x123, x1232 + x123 + 2〉
P3 := 〈3, x23, x13, x12, x3 + x123 + 1, x2 + 2x123, x1 + x123 + 1, x1232 + x123 + 2〉
P4 := 〈3, x23, x13, x12, x3 + 2x1,2,3, x2 + x123 + 1, x1 + x123 + 1, x1232 + x123 + 2〉
pass the irreducibility test. They give rise to PSL(2, 31) and PSL(2, 32) resp..
The finitely presented groups considered in the previous examples did not have a subgroup of index
2, and thus the last and most difficult part of the subgroup test, namely distingushing PSL(2, p2α) from
PGL(2, pα), did not appear. In the next example one needs to deal also with this problem.
Example 3.5.5 (Distinguishing between PSL(2, p2α) and PGL(2, pα)). Consider the finitely presented
group
G := 〈a, b, c | a3, b8, c11, (ab)2, (ac)2, (bc)2, (abc)2〉.
The ²1-trace representation ideal corresponding to the only sign system
²1 := (1,−1, 1,−1,−1,−1,−1)
has two minimal associated primes in Z[x1, x2, x3, x12, x13, x23, x123], but only one of them, namely
P1 := 〈23, x123, x23, x13, x12, x3 + 12, x1 + 1, x22 + 3〉,
passes the irreducibility and subgroup-tests. Since G has a subgroup U of index 2, one now needs
to decide, whether P1 gives rise to PSL(2, 232) or to PGL(2, 23). By comparing the corresponding
character fields (cf. Algorithm 8), one gets that the minimal character field corresponding to the subgroup
U is a proper subfield of the character field corresponding toG. Thus, the groupG has PGL(2, 23) as the
only image of L2-type. (See also the Maple worksheet at the end of this section for precise computation).
Another interesting class of examples are groups with infinitely many epimorphic images isomorphic
toPSL(2, pα). Among this class, one can distinguish three cases: groups with images of L2(pα)- type for
infinitely many primes and finite number of powers for every prime, groups with images of L2(pα)-type
for finitely many primes but infinitely many powers for every prime number p and finally groups with
L2(pα) images for infinitely many primes and infinitely many powers α for each prime. The following
examples illustrate each of the three cases.
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Example 3.5.6 (Finitely many primes, infinitely many L2-quotients). Consider the finitely presented
group
G := 〈a, b, c | a3, b3, c2, (ca)5, [a, b]〉,
where [a, b] = a−1b−1ab. One gets two sign systems corresponding to this presentation. For the first one
²1 := (1, 1,−1,−1, 1) none of the minimal associated primes of Itr(G, ²1) passes the irrducibility test.
The second trace ideal Itr(G, ²2) for ²2 = has six minimal associated primes, from which four pass the
irreducibility test and three give rise to a matrix group isomorphic to A4. Thus, only the prime ideal
P1 := 〈3, x23 + 2x123 + 2, x13 + 1, x12 + 1, x3, x2 + 1, x1 + 1〉
is left. The Krull dimension of P1 is one (in Z[x1, . . . x123]). The variable x123 is free, thus for any α ∈ N
one gets PSL(2, 3α) as an epimorphic image of G by specifying x123 by an irreducible polynomial of
degree α. (Since G does not have a subgroup of index 2 no PGL(2, 3β) occur).
Example 3.5.7 (Infinitely many primes, finitely many L2-quotients for every prime). Consider the
finitely presented group
G := 〈a, b, c | a2, b2, c2, (ab)3, (ac)4, (bc)5〉.
The ²1-trace representation ideal Itr(G, ²1) corresponding to the only sign system
²1 = (−1,−1,−1, 1,−1, 1)
of G has two minimal associated prime. The first one does not pass the irreducibility test. Thus, only the
prime ideal
P1 := 〈1− 7x1234 + 2x1232 + 2x1236 + x1238, 1− 5x1234 + 3x23 + 10x1232 − 2x1236,
x23x123
2 + 1− 3x1234 + x23 + 5x1232 − x1236, x232 + x23 − 1, x12 + 1, x3, x2, x1〉
needs to be considered. The ideal QP1 is of Krull dimension 0 in Q[x1, x2, x3, x12, x13, x23, x123] and
the quotient module is of dimension 8. The ideal P1 is however not maximal in Z[x1, . . . , x23, x123] and
for every prime p one gets finitely many (from 1 to 8) maximal ideals in characteristic p containing P1,
depending on the factorization of the minimal polynomial µ = λ8+2λ6− 7λ4+2λ2+1 of the primi-
tive element x123. From Frobenius Theorem or its sharpening by Cheboterev (cf.[StL 96]), the following
degrees for the factors of µ modulo p with p 6= 2, 3, 5 are possible: (4, 4), (2, 2, 2, 2), (2, 2, 1, 1, 1, 1) and
(1, 1, 1, 1, 1, 1, 1, 1), each of which occurring for infinitely many primes.
1. For the first decomposition type (in 416 cases, e.g. for p = 7, 11, 19, . . .) one gets PGL(2, p
2) twice.
2. For the second decomposition type (in 916 cases, e.g. for p = 13, 17, 29, . . .) one gets PSL(2, p
2) four
times.
3. For the third decomposition type (in 216 cases, e.g. for p = 31, 71, 79, . . .) one gets PSL(2, p) four
times and PGL(2, p) twice.
4. For the last decomposition type (in 116 cases, e.g for p = 241, 281, 449, . . .) one gets PSL(2, p) as
epimorphic image of G eight times.
In the last example, the case of groups with infinitely many groups of L2(pα)-type as epimorphic
images for infinitely many primes and for infinitely many powers α will be discussed.
Example 3.5.8 (Components in a higher Krull dimension). Consider the finitely presented group
G := 〈a, b, c | c7, (ab)3, (bc)3, (abc)4, (abac)3〉
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with the corresponding sign systems ²1 = (1, 1, 1,−1, 1) and ²2(1, 1, 1,−1,−1). Three out of five
minimal associated primes of the ²1-trace representation ideal Itr(G, ²1) pass the subgroup tests: two in
characteristic 41:
P1 := 〈41, x123 + 17, x23 + 1, x13 + 1, x12 + 1, x3 + 4, x2 + 20, x1 + 17〉
P2 := 〈41, x123 + 17, x23 + 39, x13 + 13, x12 + 1, x3 + 4, x2 + 4, x1 + 17〉
giving rise to PSL(2, 41) as an epimorphic image ofG and one in characteristic 0 and of Krull dimension
2 in Z[x1 . . . , x123] giving rise to infinitely many PSL(2, pα) - for infinitely many primes p and infinitely
many powers α.
From the three minimal associated primes of the ²2-trace representation ideal only one in character-
istic 0 and Krull dimension one passes the tests giving rise to infinitely many PSL(2, pα) as epimorphic
images of G.
Using the Maple package PSL
The use of the Maple package PSL shall be now demonstrated on an explicite example, which can be
used by the reader as a help and a reference worksheet for his own computations. For computation in
polynomial rings the Maple package INVOLUTIVE (cf. [BCG+]) will be used. The commands from this
package are indicated by [Involutive].
Let us consider the finitely presented group
G := 〈a, b, c | a3, b8, c11, (ab)2, (ac)2, (bc)2, (abc)2〉
(cf. Example 3.5.5) given on three generators (note that the product of elements will be denoted by a.b)
> with(PSL):
> gen:=[a, b, c];
gen := [a, b, c]
> rel:=[a^3, b^8, c^11, (a.b)^2, (a.c)^2, (b.c)^2, (a.b.c)^2];
rel := [a3, b8, c11, (a . b)2, (a . c)2, (b . c)2, (a . b . c)2]
The immediate information on allL2-quotients ofG can be obtained using the command L2Quotients:
> L2Quotients(rel, gen);
Warning, resulting involutive basis is big; reading it may take a
while...
Warning, Be careful with: PSL(2,3), PSL(2,4), PSL(2,5)
“number of ideals”, 1
“L”, [23, x123, x23, x1, 3, x12, x3 + 12, 23x2, x1 + 1, x2 x123, x2 x23, x2 x13, x2 x12,
x2 x3 + 12x2, x22 + 3]
“PGL”, [23, 1]
The output means that PGL(2, 23) is the only L2-quotient of G.
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Let us now redo the computation step by step to justify the output of L2Quotients. The group G
has a subgroup of index 2:
> U:=SubgroupOfIndex2(rel, gen);
U := [[a, c, b . a . b, b . c . b, b2]]
thus it is also possible, that one gets PGL(2, pα) as an epimorphic image of G and the PSL-or-PGL test
must possibly be performed.
To start with, compute the corresponding sign systems using the command SplitOfRel
> SR:=SplitOfRel(rel, gen):
> SR[1];
[[a3, b8, c11, (a . b)2, (a . c)2, (b . c)2, (a . b . c)2], [[1, −1, 1, −1, −1, −1, −1]]]
> E:=SR[1][2];
E := [[1, −1, 1, −1, −1, −1, −1]]
Compute now the ²1-trace representation ideal for
> epsilon1:=E[1];
²1 := [1, −1, 1, −1, −1, −1, −1]
> L1,svar:=CondOnTrace(rel,gen,epsilon1, ""):
Warning, Two lists in output: L, svar
Warning, No involutive basis computed
Used with the last optional argument "" the command CondOnTrace returns a generating set of
relations instead of a basis of the ideal as the first component of the output. As the second component
of the output the set of variables of the corresponding polynomial ring is returned. The Janet basis of
the ideal in polynomial ring with integer coefficients can be computed using INVOLUTIVE
> Involutive[InvolutiveOptions]("rational", false);
true
> L1:=Involutive[InvolutiveBasis](L1, svar);
L1 := [92, 2x123, x23 + x123, x13 + 46, x12 + x12, 3, x3 + 58, 23x2 + x123,
x1 + 70, x1232, x2 x123, x2 x23, x2 x13, x2 x12, x2 x3 + 12x2, x22 + 72]
Using the command MinimalAssociatedPrimesZZ one computes the minimal associated primes
of L1. (The command MinimalAssociatedPrimesZZ uses the package PRIMDEC ([Lan 08]) for
computation over rationals. For computation over finite fields one can alternatively use procedures avail-
able in Magma, Singular of Macaulay2 indicated by "M", "S" or "M2" resp..)
> MM1:=MinimalAssociatedPrimesZZ(L1, svar, "M");
MM1 := [[23, x123, x23, x13, x12, x3 + 12, 23x2, x1 + 1, x2 x123, x2 x23, x2 x13, x2 x12,
x2 x3 + 12x2, x22 + 3], [2, x1, 23, x23, x13, x12, x3, x2, x1]]
The ideals that do not satisfy the irreducibility criterion or that yield A4, S4 or A5 as epimorphic
image can be sorted out by the command OnlyPSLorPGL:
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> LL1:=OnlyPSLorPGL(MM1,svar);
Warning, Be careful with: PSL(23), PSL(2,4), PSL(2,5)
“case 3, all:”, 2
“case 3, irred:”, 1
“case 3, not dihedral:”, 1
“test A4, S4, A5”
“passing all the tests:”, 1
LL1 := [[23, x123, x23, x13, x12, x3 + 12, 23x2, x1 + 1, x2 x123, x2 x23, x2 x13, x2 x12,
x2 x3 + 12x2, x22 + 3]]
The only ideal which passes the test is of Krull dimension 0 and the corresponding quotient
module is two dimensional:
> Involutive[InvolutiveOptions]("char", 23):
> Involutive[InvolutiveBasis](LL1[1], svar);
> Involutive[PolHilbertSeries](t);
> Involutive[InvolutiveOptions]("rational", false):
[x123, x23, x13, x12, x3 + 12, x1 + 1, x2 x123, x2 x23, x2 x13, x2 x12, x2 x3 + 12x2, x22 + 3]
t+ 1
Thus, the final question to answer is to determine if the image group is isomorphic toPSL(2, 232)
or to PGL(2, 23). The command IsPSLp compares the minimal characteristic fields of G and U
(cf. Algorithm 8). If the fields are equal, the considered group is isomorphic to PSL(2, 232) and the
output is true. Otherwise, the matrix group is isomorphic to PGL(2, 23) and the answer is false :
> p:=23;
p := 23
> IsPSLp(U, gen, LL1[1], svar, p);
“Dimension of the character field of the subgroup:”, 1
“Dimension of the character field of the group:”, 2
“PGL”
false
Thus, it is clear now that G has only PGL(2, 23) as an epimorphic image of L2-type.
Finally, one might be interested in computing an explicite matrix representation over the already known
field. This can be done using the procedure JTRepres. Note however that the result consists of three
components: the matrix substitution as well as a set of conditions which need to be satisfied and the list
of new variables. In particular, the matrix ansatz can be reduced with respect to the Janet basis of the
new ideal of conditions:
> su, JT,nvar:=JTRepres(LL1[1], svar, gen, a);
su := [a =
[ −3 a3 + 16 x2 + 12 a2
0 3 a3 + 6
]
, b =
[
0 −1
1 x2
]
, c =
[ −a3 + 11 10x2 + 5 a2
a2 a3
]
],
JT := [23, 23 a3 , 23 a2 , x123, x23, x13, x12, x3 + 12, 23x2, x1 + 1, a3 2 + 12 a3 + 15,
a2 a3 + 7x2 + 2 a2 , a3 x2 + 10x2 + 4 a2 , a2 2 + 13 a3 + 3, x2 a2 + 5 a3 + 4,
x2 x123, x2 x23, x2 x13, x2 x12, x2 x3 + 12x2, x22 + 3],
nvar := [x1, x2, x3, x12, x13, x23, x123, a2 , a3 ]
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> JT:=Involutive[InvolutiveBasis](JT, nvar, 1):
> MAT1:=MinimalAssociatedPrimesZZ(JT, nvar);
MAT1 := [[23, 23 a3 , a2 + 6 a3 + 10, x123, x23, x1, 3, x12, x3 + 12, x2 + 17 a3 + 10,
x1 + 1, a3 2 + 12 a3 + 15], [23, 23 a3 , a2 + 17 a3 + 13, x12, 3, x23, x13, x12,
x3 + 12, x2 + 6 a3 + 13, x1 + 1, a3 2 + 12 a3 + 15]]
In this case, the ideal of conditions has two minimal associated primes. Let us consider the first one:
> JT1:=MAT1[1]:
> JT:=Involutive[InvolutiveBasis](JT1, nvar, 1);
JT := [23, 23 a3 , a3 2 + 12 a3 + 15, a2 + 6 a3 + 10, x1, 23, x23, x13, x12, x3 + 12,
x2 + 17 a3 + 10, x1 + 1]
Thus, reducing the matrix substitution with respect to JT one gets a matrix presentation over the field
F232 .
> GEN:=subs(su, gen):
> GEN:=subs(map(r-> map(Involutive[PolInvReduce], r, JT, nvar, 1),GEN));
GEN := [
[
20 a3 + 16 8 + 3 a3
0 3 a3 + 6
]
,
[
0 22
1 13 + 6 a3
]
,
[
22 a3 + 11 11 + 7 a3
13 + 17 a3 a3
]
]
where the field F232 is defined as F23[a3]/〈P 〉 with the irreducible polynomial P
> P:=a3^2+12*a3+15;
P := a32 + 12 a3 + 15
Now, using Algorithm 8 one can check that a matrix presentation over a smaller field is not
possible:
> GaloisDescent(GEN, 2, P, a3, p);
Warning, The Galois descent is not possible, X=0
[]
A presentation over a smaller field is however possible for the subgroup of index 2 of G, what
provides with another proof for the image beeing PGL(2, 23):
> U;
[[a, c, b . a . b, b . c . b, b2]]
> GENU:=subs(su, U[1]):
> GENU:=map(r-> simplify(r), %):
> GENU:=map(r-> map(Involutive[PolInvReduce], r, JT, nvar, 1), GENU);
GENU := [
[
20 a3 + 16 8 + 3 a3
0 3 a3 + 6
]
,
[
22 a3 + 11 11 + 7 a3
13 + 17 a3 a3
]
,
[
17 + 20 a3 8 + 3 a3
0 7 + 3 a3
]
,[
22 a3 11 + 7 a3
13 + 17 a3 12 + a3
]
,
[
22 10 + 17 a3
13 + 6 a3 19
]
]
> GENU1, Y:=GaloisDescent(GENU, 2, P, a3, p);
“Descent to the extension of the ground field of degree”, 1, “i.e. F_”, 23, “^”, 1
GENU1 , Y := [
[
10 3
9 12
]
,
[
3 0
4 8
]
,
[
11 3
9 13
]
,
[
15 0
4 20
]
,
[
2 4
2 16
]
],
[
[
4 + 12 a3 14 a3
3 a3 + 4 4 + 12 a3
]
,
[
1 22 + a3
21 + a3 1
]
]
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The output of the command GaloisDescent is a matrix presentation over a smaller field
together with the transforming matrices. Compare:
> GENU1[1]; [
10 3
9 12
]
> Y[1].GENU[1].Y[2]:
> map(Involutive[PolInvReduce] ,%, JT, nvar, 1);[
10 3
9 12
]
3.6 The PSL package
The package PSL is an implementation of methods for computation of all L2-quotients of a finitely
presented group. First of all it is possible to decide, if for a given group the number of L2-quotients
is finite or infinite. In case there are only finitely many such quotients, one is able to compute all
epimorphism on the groups of L2-type.
The package PSL uses the library INVOLUTIVE ([BCG+]) for computing Janet bases over commuta-
tive polynomial rings. and the package PRIMDECOMP([Lan 08]) to perform the primary decomposition
in polynomial rings over Q.
> with(Involutive):
> with(PSL);
[A4TraceCond , A4TraceCond3 , A5TraceCond , AlgebraicDep3 , AllCorrAssPrimes, Ansatz1 ,
Ansatz1T , Ansatz2 , Ansatz2T , Comm, CommA, CondOnTrace, DihedralTraceCond ,
DihedralTraceCond3 , DimensionOfI , GaloisDescent , GrowthParameters2 ,
HeightOfI , Inv , InverseModI , Irred , IsA4S4A5 , IsA4S4A5T , IsAbelian, IsDnOrCn,
IsIrred , IsPSLp, IsSemiDirectProd , JTRepres, L2Quotients, ListOfRelations, LostFromZtoQ ,
MatrixModI , MaximalIndependentSet , MinimalAssociatedPrimesZZ , ModI ,
MulMatrixModI , MulModI , NormOf , OnlyPSLorPGL, OrderOf , PSI , Pafnuty ,
PafnutyPoly , Pot , PotMatrix , PotMatrixModI , PotModI , RMCond , RedTraceCond ,
RelationsE , S4TraceCond , SplitOfRel , SubgroupOfIndex2 , T, comm, commA]
The main functions of the package PSL
L2Quotients Find all L2-quotients
AllCorrAssPrimes All minimal associated prime ideals corresponding to all trace
representation ideals (for all corresponding sign systems)
SplitOfRel Compute the decomposition of relations with the coresponding
sign systems
MinimalAssociatedPrimesZZ Compute minimal associated prime ideals of an ideal in a poly-
nomial ring over integers
SubgroupOfIndex2 Computethe generators of subgroup of index 2 for the given
group
GaloisDescent Check whether a matrix representation over a subfield is pos-
sible: Compute matrices that fulfill the same relations over a
smaller field
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The main functions of the package PSL for dealing with trace representation ideals
CondOnTrace Compute the set of relations for traces of 2×2 matrices fulfilling
the given relations
IsA4S4A5T Test if a given trace representation ideal yields a representation
isomorphic to A4, S4 or A5
OnlyPSLorPGL From a given list of ideals remove those yielding irreducible
representations or representations isoporphic to dihedral groups,
A4, S4 and A5 (i.e. leave only ideals corresponding to represen-
tations isomorphic to groups L2-type)
IsPSLp Test if in a given characteristic p the trace representation ideal
yields a group isomorphic to PSL(2, k) or PGL(2, k)
JTRepres Compute an ansatz using the given trace representation ideal
IsIrred Test if the given trace representation ideal coresponds to irre-
ducible representation
GrowthParameters2 Compute the growth parameters, cf. [PlF 09], implemented for
two generators
Important functions of the package PSL for dealing with trace representation ideals
RedTraceCond Condition on the trace representation ideals to yield a reducible
representation (for group presentations on two generators)
DihedralTraceCond Conditions on the trace representation ideals to yield a represen-
tation isomorphic to a dihedral group (for group presentations on
two generators), 3 possibilities
A4TraceCond Conditions on the trace representation ideals to yield a represen-
tation isomorphic to A4 (for group presentations on two genera-
tors), 16 possible ideals
S4TraceCond Conditions on the trace representation ideals to yield a represen-
tation isomorphic to S4 (for group presentations on two genera-
tors), 18 possible ideals
A5TraceCond Conditions on the trace representation ideals to yield a represen-
tation isomorphic to A5 (for group presentations on two genera-
tors), 76 possible ideals
A4TraceCond3 Conditions on the trace representation ideals to yield a represen-
tation isomorphic to A4 (for group presentations on three gener-
ators), 520 possible ideals
DihedralTraceCond3 Conditions on the trace representation ideals to yield a represen-
tation isomorphic to a dihedral group (for group presentations on
three generators)
AlgebraicDep3 The condition on algebraic dependence between traces of three
2× 2 matrices of determinant 1
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Functions of the package PSL for dealing with representation ideals
RelationsE Write the group relations with respect to the given sign system ²
ListOfRelations Compute the relations for the given sign system and a given ma-
trix ansatz
IsAbelian Test if the group generated by the given matrices is abelian
IsDnOrCn Test if the group generated by the given matrices is a dihedral or
a cyclic group
IsSemiDirectProd Test if the group generated by the given matrices is a semidirect
product of an elementary abelian p-group and a cyclic group
IsA4S4A5 Test if the group generated by the given matrices is isomorphic
to A4, S4 or A5
The most important low level functions of the package PSL
Ansatz1, Ansatz2 Matrix ansatz
Ansatz1T, Ansatz2T Matrix ansatz using conditions on traces
Comm, comm Commutator defined as a−1b−1ab (in the Inv notation/ in the
standard notation)
CommA, commA Commutator defined as aba−1b−1 (in the Inv notation/ in the
standard notation)
Inv Write a relation in the Inv notation
InverseModI
MulMatrixModI For computations in the quotient ring
MatrixModI
PotMatrixModI
PSI The minimal polynomial of x + xn−1 in Q[x]/Φn(x), where
Φn(x) denotes the n-th cyclotomic polynomial, cf. [PlF 09]
PafnutyPoly Compute the generalized Chebyshev polynomial for the given
relation
RMCond Remove ideals fulfilling given conditions
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Appendix A
Computing a Janet basis
In the following example all steps of Janet Algorithm in the polynomial ring D = Z[x, y] has been described. In
particular, one can observe the phenomenon of existence in case of integer coefficients element of the basis with
no multiplicative variables.
Example 1. Consider the ideal I generated by 〈2x2y+ y, 3x2y+5x〉 in the polynomial ring Z[x, y]. The compu-
tation of a Janet Basis for I starts with the set of reduced elements J1 := {2x2y + y} and the list of elements that
still need to be reduced L1 := {3x2y + 5x}. By a reduction
3x2y + 5x
−(2x2y+y)
−−−−−→ x2y + 5x− y
one gets a polynomial f1 := x2y + 5x − y in I with a leading term not being a multiply of a leading term of the
element of J1. Just the opposite: The element of J1 has a leading term divisible by LT(f1). Thus, one enters the
second step with
J2 := {x2y + 5x− y} and L2 := {2x2y + y}.
Performing reduction for the polynomial of L2 one gets f2:
2x2y + y
−2f1−−−−−→ −10x+ 3y =: f2.
Since neither LT (f1) divides LT(f2) nor the other way round, both polynomials f1 and f2 stay in J2 and one
enters the third step by assigning multiplicative variables.
J3 := { x2y
xy
+ 5x− y, −10x
◦y
+ 3y} and L := ∅.
Completing the list L3 with the result of forbidden multiplication yields L3 := {−10x2 + 3xy}. This polynomial
cannot be however reduced with respect to the system J3. Thus, one add f3 := −10x2 + 3xy to J3 and assign the
multiplicative variables again:
J4 := { x2y
xy
+ 5x− y, −10x
•y
+ 3y, −10x2
x◦
+ 3xy} and L := ∅,
where • denotes the forbidden multiplication which has already been performed. The completion of the system
with products of multiplication of f3 with a non-multiplicative variable y results in L4 := {−10x2y + 3xy2}, and
the reduction step leads to
−10x2y + 3xy2
+10f1−−−−−→ 3xy2 + 50x− 10y
The leading term of f4 := 3xy2+50x−10y is neither a multiple nor a divisor of any of {LT(f1),LT(f2),LT(f3)},
thus one puts f4 to J4 and starts the fifth step with
J5 := { x2y
xy
+ 5x− y, −10x
•◦
+ 3y, −10x2
x•
+ 3xy, 3xy2
◦y
+ 50x− 10y}, and L5 := ∅.
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Considering the forbiddenmultiplications one obtains L5 := {−10xy+3y2, 3x2y2+50x2−10xy}. The reduction
of f5 := −10xy + 3y2 with respect to J5 is not possible and the reduction of the second polynomial results in
3x2y2 + 50x2 − 10xy
−3yf1−−−−−→ 50x2 + 25xy + 3y2
+5f3−−−−−→ −10xy + 3y2
−f5−−−−−→ 0.
Finally, one considers
J6 := { x2y
xy
+ 5x− y, −10x
••
+ 3y, −10x2
x•
+ 3xy, 3xy2
•y
+ 50x− 10y, −10xy
◦◦
+ 3y2},
and L6 := {−10x2y + 3xy2,−10xy2 + 3y3}. The reduction yields
−10x2y + 3xy2
+10f1−−−−−→ 3xy2 + 50x− 10y
−f4−−−−−→ 0
and
−10xy2 + 3y3
+3f4−−−−−→ −xy2 + 3y3 + 150x− 30y.
The leading term of f6 := −xy2 + 3y3 + 150x− 30y divides LT(f4), thus f4 is replaced by f6 in J6:
J7 := { x2y
xy
+ 5x− y, −10x
••
+ 3y, −10x2
x•
+ 3xy, −xy2
◦y
+ 3y3 + 150x− 30y, −10xy
••
+ 3y2}
and L7 := {3xy2 + 50x− 10y}. Reduction of the element of L7 with respect to J7 yields
3xy2 + 50x− 10y
+3f6−−−−−→ 9y3 + 500x− 100y.
Thus, the new polynomial f7 := 9y3 + 500x− 100y need to be added to J7 and the algorithm proceeds with
J8 := { x2y
xy
+5x−y, −10x
••
+3y, −10x2
x•
+3xy, −xy2
◦y
+3y3+150x−30y, −10xy
••
+3y2, 9y
3
◦y
+500x−100y}
and the set of elements obtained via forbidden multiplications
L8 := {−x2y2 + 3xy3 + 150x2 − 30xy, 9xy3 + 500x2 − 100xy}.
Both of the elements of L8 can be reduced by elements of J8 (in a unique allowed way) to 0:
−x2y2+3xy3+150x2− 30xy
−yf1−−−−−→ 3xy3− 25yx+150x2− y2
−yf4−−−−−→ 150x2− 75yx+9y2
+15f3−3f5−−−−−→ 0,
9xy3 + 500x2 − 100xy
−3yf4−−−−−→ 500x2 − 250xy + 30y2
+50f3−−−−−→ −100xy + 30 y2
−10f5−−−−−→ 0.
Hence,
J8 := { x2y
xy
+5x−y, −10x
••
+3y, −10x2
x•
+3xy, −xy2
•y
+3y3+150x−30y, −10xy
••
+3y2, 9y
3
•y
+500x−100y}
is a complete and passive system, thus a Janet basis for I . Note, that using an autoreduction, one may reduce
f6 and f7 using f2 and obtain in this way polynomials with the same leading term, but with other terms of lower
order. Thus, the algorithm ends with the Janet Basis J of I:
J := J8 = { x2y
xy
+ 5x− y, −10x
••
+ 3y, −10x2
x•
+ 3xy, −xy2
•y
+ 3y3 + 15y, −10xy
••
+ 3y2, 9y
3
•y
+ 50y}
Example 2. Let us now compute a Janet basis of the ideal I/Q[x, y] from Example 1, assuming, that I is generated
by the set
G := {x2y + 5x− y,−10x+ 3y,−10x2 + 3xy,−xy2 + 3y3 + 15y,−10xy + 3y2, 9y3 + 50y}
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is given. First, without loss of generality, we normalize all generators, to obtain polynomials with leading coeffi-
cients 1:
G˜ := {x2y + 5x− y, x− 3
10
y, x2 − 3
10
xy,−xy2 + 3y3 + 15y, xy − 3
10
y2, y3 +
50
9
y}
and enter the Janet algorithm with J := {x − 310y}, and L := G˜ \ J . Now, we notice, that two of the elements
of L are just the x- and y-multiples of x − 310y, thus are reduced to 0. The leading monomial of y3 + 509 y is not
divisible by x, and similarly, the other elements of L can be reduced to polynomials with leading monomial y3:
x2y + 5x− y
−xy(x− 310y)−−−−−−−−→ −y + 5x+ 3
10
y2x
− 310y2(x− 310y)−−−−−−−−→ 9
100
y3 + 5x− y,
−xy2 + 3y3 + 15y
+y2(x− 310y)−−−−−−−−→ 27
10
y3 + 15y.
Taking now y3 + 509 y to the set J and assigning the multiplicative variables, we get a system which is complete
and passive:
J := { x
xy
− 3
10
y, y
3
◦y
+
50
9
y}.
We complete L with the result of forbidden multiplication with x and obtain
L := { 9
100
y3 + 5x− y, 27
10
y3 + 150y, xy3 +
50
9
xy}
with all elements reduced to 0 with respect to J . Additionaly, we notice, that during the reduction step, only the
leading coefficients of elements of G has to be invertible.
Computing an ideal of Krull dimension 0 containing the given ideal
Example 3 (Another example for using Noether normalization). Let us consider the 2-dimensional ideal given by
its involutive basis L := 〈x y z〉 /Q[x, y, z]. The factor module basis is given by
1
(1− y) (1− z) +
x
(1− x) (1− z) +
xy
(1− x) (1− y)
The cardinality of the maximal independent set is 2, but specifying two variables does not neccessairly lead to the
desired property: we get an ideal of Krull dimension 1 if we take for example x and y to the ideal.
Using now the tool of Noether normalization, we may change the variables [x = x, y = y − x, z = z − x] and
obtain:
J := 〈x3 − zx2 − yx2 + xyz〉.
The factor module basis is now given by: 1(1−y)(1−z) +
x
(1−y)(1−z) +
x2
(1−y)(1−z) and specifying z and y by an
arbitrary polynomial leads to an ideal of Krull dimension 0. Finally, one uses a change of variables again.
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Appendix B
All examples given in this section have been computed with the Maple-package QUILLENSUSLIN which uses
the library INVOLUTIVE for computation of Janet Bases over polynomial rings. Thus, we start with
> with(QuillenSuslin):
> #with(Involutive):
> with(LinearAlgebra):
For the description of the main procedures of the package QUILLENSUSLIN see Section 2.5.
Classical Examples
The first group of examples deals with the completion problem: i.e. completing a unimodular row to a square
unimodular matrix. Since the example have been taken from the literature, one can compare the output of the
algorithm implemented in QUILLENSUSLIN with results obtained by other authors.
Example 1: Gago-Vargas
Example from: J. Gago-Vargas, “Constructions in R[x1, ..., xn]: applications to K-theory ”, J. App. Algebra,
171(2002), 185-196.
Consider the row vector R over the polynomial ring D = Z[x]. We first declare the independent variable x of the
polynomial ring by seting:
> var:=[x];
var := [x]
and then the row vector R:
> R:=[13, x^2-1, 2*x-5];
R := [13, x2 − 1, 2x− 5]
In the QUILLENSUSLIN package all the computations are performed for a commutative polynomial ring with
rational coefficients if the last parameter is true and with integer coefficients, if the last parameter is set to false.
Let us check whether or not R admits a right-inverse over the ring D:
> RightInverse(R, var, false);
[18− 21x+ 8x2 − x3, −2 + x, 47− 36x+ 6x2]
Applying the QSAlgorithm procedure to the row vector R, we then obtain
> U:=QSAlgorithm(R, var, false);
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U :=
[18− 21x+ 8x2 − x3 , −233 + 273x− 104x2 + 13x3 ,
(−18 + 21x− 8x2 + x3) (13x2 + 119− 78x)]
[−2 + x , 26− 13x , 239 + 104x2 − 275x− 13x3]
[47− 36x+ 6x2 , −611 + 468x− 78x2 ,
−5617− 4133x2 + 7956x+ 936x3 − 78x4]
The Matrix U is unimodular over D and R.U = (1 0 0), since we have:
> Determinant(U);
−1
> simplify(Matrix(R).U); [
1 0 0
]
Note, that the QSAlgorithm procedure uses a heuristic method, since the first two components of the right-
inverse of R generate the ring D. Hence, the general algorithm can be avoided in this example:
> Heuristic(R, var, false);
[18− 21x+ 8x2 − x3 , −233 + 273x− 104x2 + 13x3 ,
(−18 + 21x− 8x2 + x3) (13x2 + 119− 78x)]
[−2 + x , 26− 13x , 239 + 104x2 − 275x− 13x3]
[47− 36x+ 6x2 , −611 + 468x− 78x2 ,
−5617− 4133x2 + 7956x+ 936x3 − 78x4]
We can check, that R is the first row of the inverse of U :
> U_inv:=CompleteMatrix(R,var, false);
U _inv :=
 13 x2 − 1 2x− 51 432 + 318x2 − 612x− 72x3 + 6x4 18− 21x+ 8x2 − x3
0 −47 + 36x− 6x2 −2 + x

The residue classes of the last two rows of the matrix U_inv define a basis of the finitely presented D-Module
M = D1×3/(DR).
> BasisOfCokernelModule(R, var, false);[
1 432 + 318x2 − 612x− 72x3 + 6x4 18− 21x+ 8x2 − x3
0 −47 + 36x− 6x2 −2 + x
]
We can reduce the degree of the components of the rows defining the basis:
> B:=BasisOfCokernelModule(R, var, false, reduced);
B :=
[
0 24− 6x 1
6 7 −2 + x
]
An injective parametrization of the system defined by R is then given by the last two columns of U :
> IP:=InjectiveParametrization(Matrix(R), var, false);
IP :=
 −233 + 273x− 104x2 + 13x3 (−18 + 21x− 8x2 + x3) (13x2 + 119− 78x)26− 13x 239 + 104x2 − 275x− 13x3
−611 + 468x− 78x2 −5617− 4133x2 + 7956x+ 936x3 − 78x4

> simplify(Matrix(R).IP); [
0 0
]
Alternatively, we may take the last two columns of the matrix U_red:
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> Matrix([R,op(convert(B, listlist))]);
> U_red:=MatrixInverse(%); 13 x2 − 1 2x− 50 24− 6x 1
6 7 −2 + x

U _red :=
 55− 36x+ 6x2 −2x2 + x3 + 37− 15x −13x2 − 119 + 78x−6 −x− 4 13
144− 36x 97− 6x2 −312 + 78x

> simplify(Matrix(R).U_red); [
1 0 0
]
Another injective parametrization of the system defined by R is given by:
> IP_red:=SubMatrix(U_red, 1..3, 2..3);
IP_red :=
 −2x2 + x3 + 37− 15x −13x2 − 119 + 78x−x− 4 13
97− 6x2 −312 + 78x

> simplify(Matrix(R).IP_red); [
0 0
]
Example 2: Laubenbacher, Woodburn
Example from: R. C. Laubenbacher, C. J. Woodburn, “A new algorithm for the Quillen-Suslin Theorem”, Contri-
butions to Algebra and Geometrie, 41 (2000), No. 1, 23-31.
We consider a row vector R over the polynomial ring Q[x, y]:
> var:=[x,y];
var := [x, y]
> R := [x^2*y+1, x+y-2, 2*x*y];
R := [x2 y + 1, x+ y − 2, 2x y]
We can check, that the ideal generated by the entries of R generate D:
> IsUnimod(R, var);
true
Therefore, the row vector R admits a right-inverse over D and then defines a projective D-module i.e. free by the
Quillen-Suslin theorem.
Since the first and the last components of R generate the ring D, we know, that we can use a heuristic method
for computing a basis of the D-module M = D1×3/(D R). This last result can be checked as follows once we
note, that we are working over the field of rational numbers and then we need to set the last parameter true in the
procedures:
> U:=Heuristic(R, var, true);
U :=
 1 2− y − x −2x y0 1 0
−x
2
x (x+ y − 2)
2
x2 y + 1

> Determinant(U);
1
> simplify(Matrix(R).U); [
1 0 0
]
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We can check, that the entries of the inverse U_inv of U belong to D and its first row is R:
> U_inv:=CompleteMatrix(R, var, true);
U _inv :=
 x
2 y + 1 x+ y − 2 2x y
0 1 0
x
2
0 1

The residue classes of the last two rows of U_inv inM form a basis ofM . This result can directly be obtained as
follows:
> BasisOfCokernelModule(Matrix(R), var, true);[
0 1 0
x
2
0 1
]
An injective parametrization of the system defined by R is given by the last two columns of U , a fact that can
directly be obtained by:
> InjectiveParametrization(Matrix(R), var, true); 2− y − x −2x y1 0
x (x+ y − 2)
2
x2 y + 1

Example 3: Yengui (1)
Example from: I. Yengui, “Suslin’s Lemma for elimination”, (preprint 2006, private communication).
Consider the following row vector R over the polynomial ring Q[x, y] with rational coefficients:
> var:=[x,y]:
> R:=[x-4*y+2,x*y+x,x+4*y^2-2*y+1];
R := [x− 4 y + 2, x y + x, x+ 4 y2 − 2 y + 1]
We can check as follows, that the ideal generated by the entries of R definesD, once we note, that we are working
over the field of rational numbers and then we need to set the last parameter true in the procedures:
> IsUnimod(R, var, true);
true
Hence, R admits a right-inverse over D defined by:
> RightInverse(R, var, true);
[y, −1, 1]
Hence, the D-Module defined as a cokernel of R is projective. i.e. free by the means of the Quillen-Suslin
theorem. Let us compute a basis of M . We can first check if a basis can be obtained by means of a heuristic
method implemented in QUILLENSUSLIN:
> U:=Heuristic(R, var, true);
U :=
 y −2 y + 4 y2 − x y + 1 −y (x+ 4 y2 − 2 y + 1)−1 x− 4 y + 2 x+ 4 y2 − 2 y + 1
1 −x+ 4 y − 2 −x− 4 y2 + 2 y

We can check the properties of U :
> Determinant(U);
1
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> simplify(Matrix(R).U); [
1 0 0
]
As the command QSAlgorithm first tries the heuristic methods which has been implemented before using the
general algorithm, its output is the same as the one obtained by the command Heuristic:
> QSAlgorithm(R, var, true); y −2 y + 4 y2 − x y + 1 −y (x+ 4 y2 − 2 y + 1)−1 x− 4 y + 2 x+ 4 y2 − 2 y + 1
1 −x+ 4 y − 2 −x− 4 y2 + 2 y

We can check that the first row of the inverse U_inv of U is exactly the rov vector R:
> U_inv:=CompleteMatrix(R, var, true);
U _inv :=
 x− 4 y + 2 x y + x x+ 4 y2 − 2 y + 11 y 0
0 1 1

The residue classes of the last two rows of U_inv in M form a basis of M . This result can directly be obtained
by:
> B:=BasisOfCokernelModule(Matrix(R), var, true, reduce);
B :=
[
1 0 −y
0 1 1
]
Finaly, the injective parametrization of the system defined by R is given by the last two columns of the matrix U ,
namely:
> InjectiveParametrization(Matrix(R), var, true); −2 y + 4 y2 − x y + 1 −y (x+ 4 y2 − 2 y + 1)x− 4 y + 2 x+ 4 y2 − 2 y + 1
−x+ 4 y − 2 −x− 4 y2 + 2 y

Another injective parametrization is given by the last two columns of the reduced matrix U_red:
> Matrix([R,op(convert(B, listlist))]);
> U_red:=MatrixInverse(%);
> Determinant(U_red);
> simplify(Matrix(R).U_red); x− 4 y + 2 x y + x x+ 4 y2 − 2 y + 11 0 −y
0 1 1

U _red :=
 y −2 y + 4 y2 − x y + 1 −x (y + 1) y−1 x− 4 y + 2 x y + x+ 1
1 −x+ 4 y − 2 −x− x y

1[
1 0 0
]
Example 4: Yengui (2)
Examples 3 and 13 from: I. Yengui, “Suslin’s Lemma for elimination”, (preprint 2006, private communication).
Consider the following row vector R over the polynomial ring D = Z[x] with integer coefficients:
> var:=[x]:
> R:=[x^2+2*x+2, 3, 2*x^2+2*x];
R := [x2 + 2x+ 2, 3, 2x2 + 2x]
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We set the last parameter false for the computation over integers and check , that ideal generated by the entries of
R defines D, as we have:
> IsUnimod(R, var, false);
true
The row R admits a right-inverse over D:
> RightInverse(R, var, false);
[−7x− 2x2 + 2, 4x+ 4x2 + x3 − 1, 3x+ x2 − 1]
Hence, the D-ModuleM = D1×3/(D R) is projective. i.e. free by the means of the Quillen-Suslin theorem. Let
us compute a basis ofM . We can first check if a basis can be obtained by means of a heuristic method implemented
in QUILLENSUSLIN:
> U:=Heuristic(R, var, false);
U :=
 −7x− 2x2 + 2 21x+ 6x2 − 6 45x3 + 106x2 + 76x+ 6x4 − 214x+ 4x2 + x3 − 1 −12x− 12x2 − 3x3 + 4 −(4x+ 4x2 + x3 − 1) (3x2 + 12x+ 14)
3x+ x2 − 1 −9x− 3x2 + 3 −21x3 − 47x2 − 31x− 3x4 + 11

We can check the properties of U :
> Determinant(U);
1
> simplify(Matrix(R).U); [
1 0 0
]
As the command QSAlgorithm first tries the heuristic methods which has been implemented before using the
general algorithm, its output is the same as the one obtained by the command Heuristic:
> QSAlgorithm(R, var, false); −7x− 2x2 + 2 21x+ 6x2 − 6 45x3 + 106x2 + 76x+ 6x4 − 214x+ 4x2 + x3 − 1 −12x− 12x2 − 3x3 + 4 −(4x+ 4x2 + x3 − 1) (3x2 + 12x+ 14)
3x+ x2 − 1 −9x− 3x2 + 3 −21x3 − 47x2 − 31x− 3x4 + 11

We can check that the first row of the inverse U_inv of U is exactly the rov vector R:
> U_inv:=CompleteMatrix(R, var, false);
U _inv :=
 x2 + 2x+ 2 3 2x2 + 2xx4 + 7x3 + 16x2 + 11x− 3 1 2x4 + 15x3 + 36x2 + 26x− 7
−x2 − 3x+ 1 0 −7x− 2x2 + 2

The residue classes of the last two rows of U_inv inM form a basis ofM . This result can directly be obtained
by:
> BasisOfCokernelModule(Matrix(R), var, false);[
x4 + 7x3 + 16x2 + 11x− 3 1 2x4 + 15x3 + 36x2 + 26x− 7
−x2 − 3x+ 1 0 −7x− 2x2 + 2
]
We can try to reduce the degrees of the elements of the basis previously computed using the option reduce:
> B:=BasisOfCokernelModule(Matrix(R), var, false, reduce);
B :=
[
2 1 −x+ 3
−7− x −2 −13
]
The injective parametrization of the system defined byR is given by the last two columns of the matrix U , namely:
> InjectiveParametrization(Matrix(R), var, false);
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 21x+ 6x2 − 6 45x3 + 106x2 + 76x+ 6x4 − 21−12x− 12x2 − 3x3 + 4 −(4x+ 4x2 + x3 − 1) (3x2 + 12x+ 14)
−9x− 3x2 + 3 −21x3 − 47x2 − 31x− 3x4 + 11

Another injective parametrization is given by the last two columns of the reduced matrix U_red:
> Matrix([R,op(convert(B, listlist))]);
> U_red:=MatrixInverse(%);
> Determinant(U_red);
> simplify(Matrix(R).U_red); x2 + 2x+ 2 3 2x2 + 2x2 1 −x+ 3
−7− x −2 −13

U _red :=
 −7− 2x 39− 4x2 − 4x −5x+ 9− 2x25 + 4x+ x2 3x2 − 12x− 26 + 2x3 x3 + 3x2 − 6
3 + x 2x2 + x− 17 x2 + 2x− 4

1[
1 0 0
]
Finally, we note that the matrix U_red has also all the needed properties.
Example 5: Yengui (3)
Example 12 from: I. Yengui, “Suslin’s Lemma for elimination”, (preprint 2006, private communication).
Consider the following row vector R over the polynomial ring D = Q[x, y] with rational coefficients:
> var:=[x,y]:
> R:=[x+y^2-1,-x+y^2-2*x*y, x-y^3+2];
R := [x+ y2 − 1, −x+ y2 − 2x y, x− y3 + 2]
We set the last parameter true for the computation over the field of rational numbers and check , that ideal generated
by the entries of R defines D, as we have:
> IsUnimod(R, var, true);
true
The row R admits a right-inverse over D:
> RightInverse(R, var, true);
[− 11
151
+
56
151
y +
4
151
x− 8
151
x y +
28
151
y2,
39
151
− 4x
151
+
14 y
151
,
70
151
− 8x
151
+
28 y
151
]
Hence, the D-Module M defined as a cokernel of R is projective. i.e. free by the means of the Quillen-Suslin
theorem. Let us compute a basis of M . We can first check if a basis can be obtained by means of a heuristic
method implemented in QUILLENSUSLIN:
> U:=Heuristic(R, var, true);
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U :=[
− 11
151
+
56
151
y +
4
151
x− 8
151
x y +
28
151
y2 ,
− (11− 56 y − 4x+ 8x y − 28 y
2) (x− y2 + 2x y)
151
,
− 3
16
x− 19
6
y2 x− 1
12
x2 − 2 + 1
3
y2 x2 − 4
3
x y3 +
7
12
y4 − 13
16
y2 +
7
3
y3 +
7
24
x y
]
[
39
151
− 4x
151
+
14 y
151
,
39
151
x− 39
151
y2 +
92
151
x y − 4
151
x2 +
32
151
y2 x− 8
151
x2 y − 14
151
y3 + 1 ,
(−39 + 4x− 14 y) (x+ 2x y − y2 + 5− 2 y)
48
]
[
70
151
− 8x
151
+
28 y
151
, −2 (−35 + 4x− 14 y) (x− y
2 + 2x y)
151
,
−5
8
x− 23
6
x y +
21
8
y2 − 1 + 1
6
x2 +
1
3
x2 y − 4
3
y2 x+
7
12
y3
]
We can check the properties of U :
> Determinant(U);
1
> simplify(Matrix(R).U); [
1 0 0
]
As the command QSAlgorithm first tries the heuristic methods which has been implemented before using the
general algorithm, its output is the same as the one obtained by the command Heuristic:
> QSAlgorithm(R, var, true);[
− 11
151
+
56
151
y +
4
151
x− 8
151
x y +
28
151
y2 ,
− (11− 56 y − 4x+ 8x y − 28 y
2) (x− y2 + 2x y)
151
,
− 3
16
x− 19
6
y2 x− 1
12
x2 − 2 + 1
3
y2 x2 − 4
3
x y3 +
7
12
y4 − 13
16
y2 +
7
3
y3 +
7
24
x y
]
[
39
151
− 4x
151
+
14 y
151
,
39
151
x− 39
151
y2 +
92
151
x y − 4
151
x2 +
32
151
y2 x− 8
151
x2 y − 14
151
y3 + 1 ,
(−39 + 4x− 14 y) (x+ 2x y − y2 + 5− 2 y)
48
]
[
70
151
− 8x
151
+
28 y
151
, −2 (−35 + 4x− 14 y) (x− y
2 + 2x y)
151
,
−5
8
x− 23
6
x y +
21
8
y2 − 1 + 1
6
x2 +
1
3
x2 y − 4
3
y2 x+
7
12
y3
]
We can check that the first row of the inverse U_inv of U is exactly the row vector R:
> U_inv:=CompleteMatrix(R, var, true);
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U _inv :=

x+ y2 − 1 −x+ y2 − 2x y x− y3 + 2
x
6
− 13
8
− 7 y
12
1
1
12
x− 13
16
+
7
12
y2 − 1
6
x y +
4
3
y
8x
151
− 70
151
− 28 y
151
0 − 11
151
+
56
151
y +
4
151
x− 8
151
x y +
28
151
y2

We can use the procedure SetLastVariableA to obtain a unimodular row in only one variable (y):
> Sx:=SetLastVariableA(R, [y,x], 0, true);
Sx :=[
1 +
27
151
x+
8
453
y2 x2 − 2
453
x2 − 56
151
x y − 70
453
y2 x− 28
453
x y3 ,
− 11
151
x− 16
151
y2 x2 +
4
151
x2 +
34
151
x y +
140
151
y2 x+
56
151
x y3 ,
19
151
x+
28
453
y2 x2
− 8
453
x2 y3 +
2
453
x2 y − 7
453
x2 − 72
151
x y − 77
453
y2 x− 28
453
x y3 +
28
453
x y4
]
[
− 95
453
x+
4
453
x2 y +
2
453
x2 − 46
453
x y − 14
453
y2 x ,
39
151
x+
92
151
x y − 4
151
x2 − 8
151
x2 y +
28
151
y2 x+ 1 ,
−106
453
x− 4
453
y2 x2 +
4
151
x2 y +
7
453
x2 − 22
151
x y − 1
151
y2 x+
14
453
x y3
]
[
− 62
151
x+
8
453
x2 y +
4
453
x2 − 28
151
x y − 28
453
y2 x ,
70
151
x+
168
151
x y − 8
151
x2 − 16
151
x2 y +
56
151
y2 x ,
1− 66
151
x− 8
453
y2 x2 +
8
151
x2 y +
14
453
x2 − 36
151
x y − 14
453
y2 x+
28
453
x y3
]
> simplify(Matrix(R).Sx);[ −1 + y2 y2 2− y3 ]
The residue classes of the last two rows of U_inv in M form a basis of M . This result can directly be obtained
by:
> BasisOfCokernelModule(Matrix(R), var, true);
x
6
− 13
8
− 7 y
12
1
1
12
x− 13
16
+
7
12
y2 − 1
6
x y +
4
3
y
8x
151
− 70
151
− 28 y
151
0 − 11
151
+
56
151
y +
4
151
x− 8
151
x y +
28
151
y2

We can try to reduce the degrees of the elements of the basis previously computed using the option reduce:
> B:=BasisOfCokernelModule(Matrix(R), var, true, reduce);
B :=

−1
6
1 − 7
12
+
y
6
84
151
−168 y
151
+
48x
151
− 924
151
−24x
151
+
528
151

Finaly, the injective parametrization of the system defined by R is given by the last two columns of the matrix U ,
namely:
> InjectiveParametrization(Matrix(R), var, true);
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[
− (11− 56 y − 4x+ 8x y − 28 y
2) (x− y2 + 2x y)
151
,
− 3
16
x− 19
6
y2 x− 1
12
x2 − 2 + 1
3
y2 x2 − 4
3
x y3 +
7
12
y4 − 13
16
y2 +
7
3
y3 +
7
24
x y
]
[
39
151
x− 39
151
y2 +
92
151
x y − 4
151
x2 +
32
151
y2 x− 8
151
x2 y − 14
151
y3 + 1 ,
(−39 + 4x− 14 y) (x+ 2x y − y2 + 5− 2 y)
48
]
[
− 2 (−35 + 4x− 14 y) (x− y
2 + 2x y)
151
,
−5
8
x− 23
6
x y +
21
8
y2 − 1 + 1
6
x2 +
1
3
x2 y − 4
3
y2 x+
7
12
y3
]
Another injective parametrization is given by the last two columns of the reduced matrix U_red:
> Matrix([R,op(convert(B, listlist))]);
> U_red:=MatrixInverse(%);
> Determinant(U_red);
> simplify(Matrix(R).U_red);
x+ y2 − 1 −x+ y2 − 2x y x− y3 + 2
−1
6
1 − 7
12
+
y
6
84
151
−168 y
151
+
48x
151
− 924
151
−24x
151
+
528
151

U _red :=[
− 11
151
+
56
151
y +
4
151
x− 8
151
x y +
28
151
y2 ,
24
151
x2 − 300
151
x+
24
151
y2 x− 528
151
y2
− 48
151
x2 y +
888
151
x y +
168
151
y4 − 48
151
x y3 +
924
151
y3 − 336
151
y − 1848
151
,
− 5
12
x+ x y − 7
12
y2 +
7
6
y3 − 1
3
y2 x− 2
]
[
39
151
− 4x
151
+
14 y
151
, − 24
151
x2 +
468
151
x− 24
151
y2 x+
528
151
y2 − 696
151
+
84
151
y3 ,
5
12
x− 1
6
x y +
7
12
y2 − 11
12
+
1
6
y
]
[
70
151
− 8x
151
+
28 y
151
, − 48
151
x2 +
888
151
x+
168
151
y3 − 48
151
y2 x+
1008
151
y2 − 168
151
y − 924
151
,
5
6
x+
7
6
y2 − 1− 1
3
x y
]
1[
1 0 0
]
Finally, we note that the matrix U_red has all the needed properties.
Example 6: Park
Example from: H. Park, “Symbolic computation and system processing”, J. Symb. Computation 37(2004), 209-
226.
We consider a row vector R over the polynomial ring D = Z[x, y, z]. Let us first introduce the variables:
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> var:=[x,y,z];
var := [x, y, z]
And then define the components of the row vector R:
> f1:=1-x*y-2*z-4*x*z-x^2*z-2*x*y*z+2*x^2*y^2*z-2*x*z^2-2*x*z^2-2*x^2*z
> ^2+2*x*z^2+2*x^2*y*z^2:
> f2:=2+4*x+x^2+2*x*y-2*x^2*y^2+2*x*z+2*x^2*z-2*x^2*y*z:
> f3:=1+2*x+x*y-x^2*y^2+x*z+x^2*z-x^2*y*z:
> f4:=2+x+y-x*y^2+z-x*y*z:
f1 := 1− x y − 2 z − 4x z − x2 z − 2x y z + 2x2 y2 z − 2x z2 − 2x2 z2 + 2x2 y z2
f2 := 2 + 4x+ x2 + 2x y − 2x2 y2 + 2x z + 2x2 z − 2x2 y z
f3 := 1 + 2x+ x y − x2 y2 + x z + x2 z − x2 y z
f4 := 2 + x+ y − x y2 + z − x y z
The row vector R is defined by:
> R:= [f1, f2, f3, f4];
R := [1− x y − 2 z − 4x z − x2 z − 2x y z + 2x2 y2 z − 2x z2 − 2x2 z2 + 2x2 y z2,
2 + 4x+ x2 + 2x y − 2x2 y2 + 2x z + 2x2 z − 2x2 y z,
1 + 2x+ x y − x2 y2 + x z + x2 z − x2 y z, 2 + x+ y − x y2 + z − x y z]
We set the last parameter false for the computation over integers and check whether or not the row is unimodular
over D:
> IsUnimod(R, var, false);
true
Hence, the row vector R admits a right inverse over D and the D-module M = D1×4/(D R) is projective, i.e.
free by the Quillen-Suslin theorem. Let us compute a basis of the D-Module M . We can first check that the first
and the third components of R generate the whole ringD, so a heuristic method can be used in this example. This
result can be directly checked by:
> U:=Heuristic(R, var, false);
U :=
[0 , 1 , 0 , 0]
[4 + 3 z + 4 y − x y z + 2x z − 2x y2 + z2 + 3 y z − x y z2 + x z2 − 2x y2 z + 2 y2
− x y3, (−4− 3 z − 4 y + x y z − 2x z + 2x y2 − z2 − 3 y z + x y z2 − x z2 + 2x y2 z
− 2 y2 + x y3)
(1− x y − 2 z − 4x z − x2 z − 2x y z + 2x2 y2 z − 2x z2 − 2x2 z2 + 2x2 y z2),
−1− 2x− x y + x2 y2 − x z − x2 z + x2 y z ,−(−4− 3 z − 4 y + x y z − 2x z + 2x y2
− z2 − 3 y z + x y z2 − x z2 + 2x y2 z − 2 y2 + x y3)(−2− x− y + x y2 − z + x y z)]
[%1 ,
−%1 (1− x y − 2 z − 4x z − x2 z − 2x y z + 2x2 y2 z − 2x z2 − 2x2 z2 + 2x2 y z2) ,
2 + 4x+ x2 + 2x y − 2x2 y2 + 2x z + 2x2 z − 2x2 y z ,
%1 (−2− x− y + x y2 − z + x y z)]
[0 , 0 , 0 , 1]
%1 := −7− 6 z − 8 y − 2x− 5x z + 4x y2 + 2x y z − 2 z2 − 6 y z − 2x z2 + 4x y2 z
+ 2x y z2 − 4 y2 − x y + 2x y3
We check the properties of U :
> Determinant(U);
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−1
> simplify(Matrix(R).U); [
1 0 0 0
]
We can also check, that all entries of U are polynomials:
> DenomOf(U);
1
As the general procedure QSAlgorithm first tries to use heuristic methods before applying the general algorithm,
it returnes the same output as the one obtained with Heuristic. We also know, that the first row of the inverse
of U is R, a fact that can be checked using the procedure CompleteMatrix:
> CompleteMatrix(R, var, false);
[1− x y − 2 z − 4x z − x2 z − 2x y z + 2x2 y2 z − 2x z2 − 2x2 z2 + 2x2 y z2 ,
2 + 4x+ x2 + 2x y − 2x2 y2 + 2x z + 2x2 z − 2x2 y z ,
1 + 2x+ x y − x2 y2 + x z + x2 z − x2 y z , 2 + x+ y − x y2 + z − x y z]
[1 , 0 , 0 , 0]
[0 , 7 + 6 z + 8 y + 2x+ 5x z − 4x y2 − 2x y z + 2 z2 + 6 y z + 2x z2 − 4x y2 z
− 2x y z2 + 4 y2 + x y − 2x y3, 4 + 3 z + 4 y − x y z + 2x z − 2x y2 + z2 + 3 y z
− x y z2 + x z2 − 2x y2 z + 2 y2 − x y3, 0]
[0 , 0 , 0 , 1]
A basis of the D-moduleM can be obtained by:
> BasisOfCokernelModule(Matrix(R), var, false);
[1 , 0 , 0 , 0]
[0 , 7 + 6 z + 8 y + 2x+ 5x z − 4x y2 − 2x y z + 2 z2 + 6 y z + 2x z2 − 4x y2 z
− 2x y z2 + 4 y2 + x y − 2x y3, 4 + 3 z + 4 y − x y z + 2x z − 2x y2 + z2 + 3 y z
− x y z2 + x z2 − 2x y2 z + 2 y2 − x y3, 0]
[0 , 0 , 0 , 1]
We can try to reduce the degree of the elements of the basis previously computed using the option reduce:
> BasisOfCokernelModule(Matrix(R), var, false, reduce);
[1 , 0 , 0 , 0]
[0 , 7 + 6 z + 8 y + 2x+ 5x z − 4x y2 − 2x y z + 2 z2 + 6 y z + 2x z2 − 4x y2 z
− 2x y z2 + 4 y2 + x y − 2x y3, 4 + 3 z + 4 y − x y z + 2x z − 2x y2 + z2 + 3 y z
− x y z2 + x z2 − 2x y2 z + 2 y2 − x y3, 0]
[0 , 0 , 0 , 1]
In this case we cannot reduce the degree of the elements of the previous basis ofM .
Example 7: Cox, Little, O’Shea (1)
Example from: D. Cox, J. Little, D. O’Shea, Using algebraic Geometry, pp.187 (Chapter 5.1, Excercise 10
and 25).
Consider the row vector over the polynomial ring D = Q[x, y]. We first declare the independent variables
x and y of the polynomial ring by seting:
> var:=[x, y];
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var := [x, y]
and then the row vector R:
> R:=[1+x, 1-y, x*(1+y)];
R := [1 + x, 1− y, x (1 + y)]
In the QUILLENSUSLIN package all the computations are performed for a commutative polynomial ring with
rational coefficients if the last parameter is true and with integer coefficients, if the last parameter is set to
false.
> param:=true;
param := true
Let us check if the row R is unimodular i.e. whether or not R admits a right-inverse over the ring D:
> IsUnimod(R, var, param);
true
> RightInverse(R, var, param);
[1, −x
2
,
−1
2
]
Applying the QSAlgorithm procedure to the row vector R, we then obtain
> U:=QSAlgorithm(R, var, param);
U :=

1 −1 + y −x (1 + y)
−x
2
1
2
x− 1
2
y x+ 1
x2 (1 + y)
2
−1
2
1
2
− y
2
1
2
x+
1
2
y x+ 1

The Matrix U is unimodular over D and R U = (1 0 0), as we have:
> Determinant(U);
1
> simplify(Matrix(R).U); [
1 0 0
]
Note, that the QSAlgorithm procedure uses a heuristic method, as the first component of the right-inverse
of R is invertible in the ring D. Hence, the general algorithm can be avoided in this example:
> Heuristic(R, var, param);
1 −1 + y −x (1 + y)
−x
2
1
2
x− 1
2
y x+ 1
x2 (1 + y)
2
−1
2
1
2
− y
2
1
2
x+
1
2
y x+ 1

We can check, that R is the first row of the inverse of U :
> U_inv:=CompleteMatrix(R,var, param);
U _inv :=

1 + x 1− y x+ y x
x
2
1 0
1
2
0 1

i.e. the matrix U_inv is a completion of R to an invertible matrix over D. The residue classes of the last two rows
of the matrix U_inv define a basis of the finitely presented D-ModuleM defined as a cokernel of R.
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> BasisOfCokernelModule(Matrix(R), var, param);
x
2
1 0
1
2
0 1

We can reduce the degree of the components of the rows defining the basis:
> B:=BasisOfCokernelModule(Matrix(R), var, param, reduced);
B :=
[
0 1 −x
1
2
0 1
]
In Excercise 25, we are interested in computing a basis of the module of solutions of the corresponding system of
equation ker(R.). An injective parametrization of the system defined by R is then given by the last two columns
of U :
> IP:=InjectiveParametrization(Matrix(R), var, param);
IP :=

−1 + y −x (1 + y)
1
2
x− 1
2
y x+ 1
x2 (1 + y)
2
1
2
− y
2
1
2
x+
1
2
y x+ 1

> simplify(Matrix(R).IP); [
0 0
]
Alternatively, we may take the last two columns of the matrix U_red:
> Matrix([R,op(convert(B, listlist))]);
> U_red:=MatrixInverse(%); 1 + x 1− y x (1 + y)0 1 −x1
2
0 1

U _red :=

1 −1 + y −2x
−x
2
1
2
x− 1
2
y x+ 1 (1 + x)x
−1
2
1
2
− y
2
1 + x

> simplify(Matrix(R).U_red); [
1 0 0
]
Another injective parametrization of the system defined by R is given by:
> IP_red:=SubMatrix(U_red, 1..3, 2..3);
IP_red :=

−1 + y −2x
1
2
x− 1
2
y x+ 1 (1 + x)x
1
2
− y
2
1 + x

> simplify(Matrix(R).IP_red); [
0 0
]
Thus, the both columns of the injective parametrization matrix IP (or IP_red form a basis of the of the module
of solutions of the system defined by R. We can also find a basis of the module of solutions of ker(R.) by
computing:
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> BK:=BasisOfKernelModule(Transpose(Matrix(R)), var, param);
BK :=
[ −1 + y2 1 + y 1− y
1
2
− 1
2
y − 1
2
x− 1
2
y x −1
2
− x
2
1
2
+
x
2
]
and transposing the basis elements (rows). Let us compare and check:
> IP, IP_red, Transpose(BK);
−1 + y −x (1 + y)
1
2
x− 1
2
y x+ 1
x2 (1 + y)
2
1
2
− y
2
1
2
x+
1
2
y x+ 1
 ,

−1 + y −2x
1
2
x− 1
2
y x+ 1 (1 + x)x
1
2
− y
2
1 + x
 ,

−1 + y2 1
2
− 1
2
y − 1
2
x− 1
2
y x
1 + y −1
2
− x
2
1− y 1
2
+
x
2

> map(r-> simplify(Matrix(R).r), [%]);
[
[
0 0
]
,
[
0 0
]
,
[
0 0
]
]
Example 8: Cox, Little, O’Shea (2)
Example from: D. Cox, J. Little, D. O’Shea, Using algebraic Geometry, pp.187 (Chapter 5.1, Excercise 27).
Consider the row vector over the polynomial ring D = Q[x, y]. We first declare the independent variables
x and y of the polynomial ring by seting:
> var:=[x, y];
var := [x, y]
and then the row vector R:
> R:=[1+x*y+x^4, y^2+x-1, x*y-1];
R := [1 + x y + x4, y2 + x− 1, x y − 1]
In the QUILLENSUSLIN package all the computations are performed for a commutative polynomial ring with
rational coefficients if the last parameter is true and with integer coefficients, if the last parameter is set to false.
> param:=true;
param := true
Let us check if the row R is unimodular i.e. whether or not R admits a right-inverse over the ring D:
> IsUnimod(R, var, param);
true
> g:=RightInverse(R, var, param);
g := [1 + y − x, −2 y x2 + x4 − y + y2 x− y x3, 2 y − x+ 2 y2 x− y x3 − y3 + y2 x2]
We can check, using the command iseasyg1, that the row R does admit a right inverse with an invertible
component:
> iseasyg1(R, var, param);
Warning, It can take long: compute Syzygy Module S:
[1 + y − x], test if the element is invertible...
[−2− 2x+ 2 y2], test if the element is invertible...
[−y x3 − x3 − x2 + x y + x+ y], test if the element is invertible...
false
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Applying the QSAlgorithm procedure to the row vector R, we then obtain
> U:=QSAlgorithm(R, var, param);
U :=
[1 + y − x , 1− y2 + y2 x2 + y x2 + 2 y − y3 + y4 x− 2 y3 x2 − y3 x3 − 2x+ x4 y2 − y x3,
(−1− y + x) (x y − 1)]
[−2 y x2 + x4 − y + y2 x− y x3 , 1− 4 y x2 + 2 y2 x− 2 y x3 − y2 x2 + y3 x+ 3 y3 x2
+ y3 + x2 + x3 + x− 2 y4 x+ 5 y3 x3 − 3 y4 x3 + 3 y3 x4 + 4 y3 x5 − 2x5 y2 − x6 y2
− x7 y2 + x6 y − y4 x2 + y5 x2 − 2 y4 x4 + y3 x6 − 3x4 y2 − 2 y − x y + 2x4,
−(−2 y x2 + x4 − y + y2 x− y x3) (x y − 1)]
[2 y − x+ 2 y2 x− y x3 − y3 + y2 x2 ,
(−2 y + x− 2 y2 x+ y x3 + y3 − y2 x2) (−2 + y2 + y2 x− y3 x+ y2 x2 + y2 x3 − y x2) ,
2 y + y x2 − x− 2 y3 x2 + x4 y2 − y x3 + y4 x− y3 − y3 x3 + y2 x2 + 1]
The Matrix U is unimodular over D and R U = (1 0 0), as we have:
> Determinant(U);
1
> simplify(Matrix(R).U); [
1 0 0
]
Note, that the QSAlgorithm procedure uses a heuristic method, although none component of the right-inverse
of R is invertible in the ring D. Hence, the general algorithm can be avoided in this example:
> Heuristic(R, var, param);
[1 + y − x , 1− y2 + y2 x2 + y x2 + 2 y − y3 + y4 x− 2 y3 x2 − y3 x3 − 2x+ x4 y2 − y x3,
(−1− y + x) (x y − 1)]
[−2 y x2 + x4 − y + y2 x− y x3 , 1− 4 y x2 + 2 y2 x− 2 y x3 − y2 x2 + y3 x+ 3 y3 x2
+ y3 + x2 + x3 + x− 2 y4 x+ 5 y3 x3 − 3 y4 x3 + 3 y3 x4 + 4 y3 x5 − 2x5 y2 − x6 y2
− x7 y2 + x6 y − y4 x2 + y5 x2 − 2 y4 x4 + y3 x6 − 3x4 y2 − 2 y − x y + 2x4,
−(−2 y x2 + x4 − y + y2 x− y x3) (x y − 1)]
[2 y − x+ 2 y2 x− y x3 − y3 + y2 x2 ,
(−2 y + x− 2 y2 x+ y x3 + y3 − y2 x2) (−2 + y2 + y2 x− y3 x+ y2 x2 + y2 x3 − y x2) ,
2 y + y x2 − x− 2 y3 x2 + x4 y2 − y x3 + y4 x− y3 − y3 x3 + y2 x2 + 1]
Let us check which heuristic method has been used :
> infolevel[Heuristic]:=3;
infolevelHeuristic := 3
> Heuristic(R, var, param);
> infolevel[Heuristic]:=0:
QuillenSuslin/testEASY: test easyf
QuillenSuslin/easyf: easyf over QQ
QuillenSuslin/testEASY: test easysr
QuillenSuslin/testEASY: test easyg [1+y-x,
-2*y*x^2+x^4-y+y^2*x-y*x^3, 2*y-x+2*y^2*x-y*x^3-y^3+y^2*x^2]
QuillenSuslin/testeasyg: Two components of the right inverse
generate already the whole ring
QuillenSuslin/testEASY: easyg - no induction !!!
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[1 + y − x , 1− y2 + y2 x2 + y x2 + 2 y − y3 + y4 x− 2 y3 x2 − y3 x3 − 2x+ x4 y2 − y x3,
(−1− y + x) (x y − 1)]
[−2 y x2 + x4 − y + y2 x− y x3 , 1− 4 y x2 + 2 y2 x− 2 y x3 − y2 x2 + y3 x+ 3 y3 x2
+ y3 + x2 + x3 + x− 2 y4 x+ 5 y3 x3 − 3 y4 x3 + 3 y3 x4 + 4 y3 x5 − 2x5 y2 − x6 y2
− x7 y2 + x6 y − y4 x2 + y5 x2 − 2 y4 x4 + y3 x6 − 3x4 y2 − 2 y − x y + 2x4,
−(−2 y x2 + x4 − y + y2 x− y x3) (x y − 1)]
[2 y − x+ 2 y2 x− y x3 − y3 + y2 x2 ,
(−2 y + x− 2 y2 x+ y x3 + y3 − y2 x2) (−2 + y2 + y2 x− y3 x+ y2 x2 + y2 x3 − y x2) ,
2 y + y x2 − x− 2 y3 x2 + x4 y2 − y x3 + y4 x− y3 − y3 x3 + y2 x2 + 1]
For a description of all the heuristic methods implemented in QUILLENSUSLIN see Chapter 2. Now, we can check,
that R is the first row of the inverse of U :
> U_inv:=CompleteMatrix(R,var, param);
U _inv :=
[1 + x y + x4 , y2 + x− 1 , x y − 1]
[2 y x2 − x4 + y − y2 x+ y x3 , 1 + y − x , 0]
[−3 y x2 − y x3 − 3 y2 x2 + y x4 + y3 x− 3 y2 x3 + 3 y3 x2 + y3 + x2 + x3 + x− y4 x
+ 2 y3 x3 − x5 y2 + x6 y − 4x4 y2 + x5 y − 2 y − 2x y + x4,
−2 y + x− 2 y2 x+ y x3 + y3 − y2 x2 , 1]
i.e. the matrix U_inv is a completion of R to an invertible matrix over D. The residue classes of the last two rows
of the matrix U_inv define a basis of the finitely presented D-ModuleM defined as a cokernel of R.
> BasisOfCokernelModule(Matrix(R), var, param);
[2 y x2 − x4 + y − y2 x+ y x3 , 1 + y − x , 0]
[−3 y x2 − y x3 − 3 y2 x2 + y x4 + y3 x− 3 y2 x3 + 3 y3 x2 + y3 + x2 + x3 + x− y4 x
+ 2 y3 x3 − x5 y2 + x6 y − 4x4 y2 + x5 y − 2 y − 2x y + x4,
−2 y + x− 2 y2 x+ y x3 + y3 − y2 x2 , 1]
We can reduce the degree of the components of the rows defining the basis:
> B:=BasisOfCokernelModule(Matrix(R), var, param, reduced);
B :=
[
2 y2 x− y3 − x y + y + x2 −y3 − x y + y2 x+ y −y2 x− x2 + y x2 + x− 1
−2x y − y x2 − y + y2 + x2 + x3 + x 1 1
]
Example 9: Van den Essen
The following example was given by A. van den Essen (Radboud University Nijmegen).
Consider the polynomial ring D = Q[t, x, y, z] with rational coefficients:
> var:=[t,x,y,z];
var := [t, x, y, z]
and the polynomial row vector R:
> R:=[2*t*x*z+t*y^2+1, 2*t*x*y+t^2, t*x^2];
R := [2 t x z + t y2 + 1, 2 t x y + t2, t x2]
We check, that the ideal ofD generated by the entries of R defines the whole ringD (the computation over ring of
polynomials with rational coefficients will be indicated by the last parameter true):
> IsUnimod(R, var, true);
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true
Hence, the row vector R admits a right-inverse D, and thus, the finitely presented D-module M defined as a
cokernel of R is projective, i.e. free by the Quillen-Suslin Theorem. Let us compute a basis of the D-moduleM .
In order to do it, we can first check, that none of the heuristic methods implemented in QUILLENSUSLIN can be
used to solve the problem:
> Heuristic(R, var, true);
false
Let us use the general procedure QSAlgorithm to compute a unimodular matrix U satisfying R U = (1 0 0):
> infolevel[QSAlgorithm]:=3;
infolevelQSAlgorithm := 3
> U:=QSAlgorithm(R,var, true);
QuillenSuslin/RowQS: RowQS [2*t*x*z+t*y^2+1, 2*t*x*y+t^2, t*x^2],
[t, x, y, z]
QuillenSuslin/RowQS: Compute RightInverse
A right-inverse of the row vector R is a column vector defined by:
QuillenSuslin/RowQS: RightInverse
[2*t^2*y^2*x*z-2*t*x*z+t^2*y^4-t*y^2+1,
8*x^3*z^2*y^3+8*x^2*z*y^5-4*x^2*z^2*t*y^2-4*t*y^4*x*z+4*x^2*z^2+2*y^7*
x-t*y^6+2*y^2*x*z, -16*y^4*x^2*z^2-16*y^6*x*z-8*y*x*z^2-4*y^8-4*y^3*z]
QuillenSuslin/RowQS: RowQS Test heuristic methods. For more
information set infolevel[Heuristic]:=3
QuillenSuslin/RowQS: Not easy - no heuristic methods works
We obtain that none of the heuristic methods implemented in QUILLENSUSLIN can be applied to R. Hence, we
need to use the general algorithm. The first step of this algorithm is to compute a transformation which maps R
to a row vector with a monic component in the last variable z. We obtain here that the permutation of variables
t 7→ z, x 7→ t, y 7→ x, z 7→ y normalizes R:
normalization over QQ
QuillenSuslin/RowQS: The row after normalization
[2*z_*t_*y_+z_*x_^2+1, 2*z_*t_*x_+z_^2, z_*t_^2]
Let us call the last vector R¯. We can test now, if any of the heuristic methods can be applied to R¯:
QuillenSuslin/RowQS: Test heuristic methods for the normalized row
[2*z_*t_*y_+z_*x_^2+1, 2*z_*t_*x_+z_^2, z_*t_^2]
QuillenSuslin/RowQS: No heuristic methods work for the normalized
row
No heuristic method can be applied to R¯. We can check, if it is possible to reduce the degree of the components of
R¯ using its monic component 2 z_ t_ x_+ z_2:
QuillenSuslin/RowQS: No reduction - the row was already reduced
[2*z_*t_*y_+z_*x_^2+1, 2*z_*t_*x_+z_^2, z_*t_^2]
No further simplification can be done. We enter now the general algorithm:
QuillenSuslin/RowQS: OneStep - Enter the inductive procedure and
reduce one variable:
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QuillenSuslin/RowQS: OneStep - Compute local solutions and patch
them together!
QuillenSuslin/RowQS: OneStep - For more information set
infolevel[OneStepMore]:=3
After one inductive step we obtain a matrix U ∈ GL3(D) such that
R¯(t, x, y, z) U = R¯(t, x, y, 0) = (1 0 0).
QuillenSuslin/RowQS: After one step: [1, 0, 0]
QuillenSuslin/RowQS: Now repeat the computation for fm [1, 0, 0]
QuillenSuslin/RowQS: RowQS [1, 0, 0], [t_, x_, y_]
QuillenSuslin/RowQS: Compute RightInverse
QuillenSuslin/RowQS: RightInverse [1, 0, 0]
QuillenSuslin/RowQS: RowQS Test heuristic methods. For more
information set infolevel[Heuristic]:=3
Hence, we obtain that the matrix U ∈ GL3(D) satisfying R U = (1 0 0) is given by:
U :=
[
1− 2 t x z + 4x2 z2 t2 − t y2 + 2 y7 x t2 + 8x3 z2 y3 t2 + 8x2 z y5 t2 + 4 t2 y2 x z + t2 y4,
−2 t x y + 4 y6 t2 x2 + 4 y z x2 t2 + 8x3 z t2 y4 − t2 ,
4 t2 x4 z y3 + 2 t2 x3 z + t2 x2 y2 + 2 t2 y5 x3 − t x2]
[−2 t y9 x− 16 z3 x4 t y3 − 24 y5 z2 x3 t− 12 y7 z t x2 − 8 t x3 z3 − 6 t y4 x z
− 12x2 z2 t y2 − t y6,
1 + 2 t x z − 4 t y8 x2 + t y2 − 4 t y3 z x2 − 8 z2 y t x3 − 16 t x4 z2 y4 − 16 t x3 z y6 ,
−4x4 z2 t− 2 y7 x3 t− t y4 x2 − 8x5 z2 t y3 − 8x4 z t y5 − 4 t y2 z x3]
[
4 t y10 + 4 y5 z t+ 32 t x3 z3 y4 + 48 t z2 x2 y6 + 16x2 z3 t y + 24 t y8 z x+ 16 t y3 z2 x,
8 t y9 x− 4 t y z + 32 y5 z2 x3 t+ 32 y7 z t x2 + 16x2 z2 t y2 − 4 t y6 ,
1 + 4 t y8 x2 + 4 t y3 z x2 + 8 z2 y t x3 + 16 t x4 z2 y4 + 16 t x3 z y6]
> infolevel[QSAlgorithm]:=0;
infolevelQSAlgorithm := 0
Let us check the properties of U:
> DenomOf(U);
1
We can show, that the matrix U is a unimodular matrix over D satisfying R U = (1 0 0):
> LinearAlgebra[Determinant](U);
1
> simplify(Matrix(R).U); [
1 0 0
]
Hence, the first row of the inverse of U is the row R:
> U_inv:=LinearAlgebra[MatrixInverse](U);
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U _inv :=
[2 t x z + t y2 + 1 , 2 t x y + t2 , t x2]
[t y6 + 6 t y4 x z + 8 t x3 z3 + 12x2 z2 t y2 + 2 t y9 x+ 24 y5 z2 x3 t+ 12 y7 z t x2
+ 16 z3 x4 t y3, 1− t y2 + 4 t y3 z x2 − 2 t x z + 4 t2 y2 x z + t2 y4 + 4 t y8 x2
+ 4x2 z2 t2 + 2 y7 x t2 + 8 z2 y t x3 + 16 t x4 z2 y4 + 16 t x3 z y6 + 8x3 z2 y3 t2
+ 8x2 z y5 t2, 4 t y2 z x3 + t y4 x2 + 4x4 z2 t+ 2 y7 x3 t+ 8x5 z2 t y3 + 8x4 z t y5]
[−4 t y10 − 16x2 z3 t y − 4 y5 z t− 32 t x3 z3 y4 − 48 t z2 x2 y6 − 24 t y8 z x
− 16 t y3 z2 x, 4 t y z + 4 t y6 − 4 t2 y8 − 8 y x z2 t2 − 4 y3 z t2 − 16x2 z2 t y2
− 8 t y9 x− 16 y6 z t2 x− 16 t2 y4 z2 x2 − 32 y5 z2 x3 t− 32 y7 z t x2,
1− 4 t y3 z x2 − 4 t y8 x2 − 8 z2 y t x3 − 16 t x4 z2 y4 − 16 t x3 z y6]
The residue classes of the last two rows of the matrix U_inv in M form a basis of the D-module M =
D1×3/(D R). The result can be directly obtained by:
> BasisOfCokernelModule(Matrix(R), var, true);
normalization over QQ
[t y6 + 6 t y4 x z + 8 t x3 z3 + 12x2 z2 t y2 + 2 t y9 x+ 24 y5 z2 x3 t+ 12 y7 z t x2
+ 16 z3 x4 t y3, 1− t y2 + 4 t y3 z x2 − 2 t x z + 4 t2 y2 x z + t2 y4 + 4 t y8 x2
+ 4x2 z2 t2 + 2 y7 x t2 + 8 z2 y t x3 + 16 t x4 z2 y4 + 16 t x3 z y6 + 8x3 z2 y3 t2
+ 8x2 z y5 t2, 4 t y2 z x3 + t y4 x2 + 4x4 z2 t+ 2 y7 x3 t+ 8x5 z2 t y3 + 8x4 z t y5]
[−4 t y10 − 16x2 z3 t y − 4 y5 z t− 32 t x3 z3 y4 − 48 t z2 x2 y6 − 24 t y8 z x
− 16 t y3 z2 x, 4 t y z + 4 t y6 − 4 t2 y8 − 8 y x z2 t2 − 4 y3 z t2 − 16x2 z2 t y2
− 8 t y9 x− 16 y6 z t2 x− 16 t2 y4 z2 x2 − 32 y5 z2 x3 t− 32 y7 z t x2,
1− 4 t y3 z x2 − 4 t y8 x2 − 8 z2 y t x3 − 16 t x4 z2 y4 − 16 t x3 z y6]
We can try to reduce the degrees of the basis elements using the option reduce:
> B:=BasisOfCokernelModule(Matrix(R), var,true, reduce);
normalization over QQ
B :=
[−8x3 z2 y3 − 8x2 z y5 − 2 y7 x− y4 − 4 y2 x z − 4x2 z2 ,
−2 t y5 x− 4 t y3 z x2 − t y2 − 2 t x z + 1 , 0]
[16 y4 x2 z2 + 16 y6 x z + 4 y8 + 4 y3 z + 8 y x z2 , 4 t y6 + 8 t y4 x z + 4 t y z , 1]
Let us now detail the local step of the algorithm, i.e compute and patch the local solutions together:
> var;
[t, x, y, z]
> R;
[2 t x z + t y2 + 1, 2 t x y + t2, t x2]
To start the local loop, the row R need to have a monic component, i.e. a polynomial with a leading coefficient 1
with respect to the last variable:
> IsMonic(R, var,p);
true, [[2 t x y + t2, t], 2, 1]
None of the elements of R is monic in the last variable z, but the second component is already monic in the first
variable t, so by a simple change of variables (permutation of variables) we obtain a component normalised in the
last variable and enter the local loop.
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> var;
[t, x, y, z]
> var:=[x,y,z,t];
var := [x, y, z, t]
Let us conider the polynomial ring Q[x, y, z][t] :
> varc:=var[1..-2];
varc := [x, y, z]
> IsMonic(R, var[-1]);
true
Let us take an arbitrary maximal idealM1 in Q[x, y, z]
> Id:=[var[1]];
Id := [x]
> M[1]:=MaximalQQ(Id, varc);
M1 := [z, y, x]
Compute the local solution over the localisation of the polynomial ring by the maximal idealM1, i.e. a matrixH1
satisfying R H1 = (1 0 0) such that H1 is unimodular over the ring Q[x, y, z]M1 [t]:
> H[1]:=Horrocks(R, Max1, var, true);
H1 :=[−1− x2 + 4 y z x2 + 2 y3 x+ 2 t x z + t y2
%1
,
− t (−4x
3 y + 8 y2 z x3 + 4 y4 x2 − 2x y − t x2 + 4 t y z x2 + 2 t y3 x− t)
%1 (1 + x2)
,
− (−x
2 + 4 y z x2 + 2 t x z + 2 y3 x+ t y2) t
%1
]
[
− (2x z + y
2)2
%1
,−(1 + 2x2 + x4 − 4 y z x2 − 2 y3 x+ 2x3 z t− 8 z2 y t x3 − 8 t y3 z x2
+ 2 t x z + t y2 x2 − 2 t y5 x+ t y2)/(%1 (1 + x2)), (2 t x z + t y
2 + 1) (2x z + y2)
%1
]
[
2x z + y2
%1
,
2x3 y + t x2 − 4 t y z x2 − 2 t y3 x+ t
(1 + x2)%1
, −2 t x z + t y
2 + 1
%1
]
%1 := −1− x2 + 4 y z x2 + 2 y3 x
The matix H1 is unimodular in the polynomial ring in t with coefficients in the considered localisation and it
admits an inverse:
> LinearAlgebra[Determinant](H[1]);
− 1−1− x2 + 4 y z x2 + 2 y3 x
> LinearAlgebra[MatrixInverse](H[1]); 2 t x z + t y
2 + 1 t (2x y + t) t x2
0 1 2x z + y2
2x z + y2
t+ t x2 + 2x3 y
1 + x2
1 + 2x2 + x4 − 4 y z x2 − 2 y3 x
1 + x2

> simplify(Matrix(R).H[1]); [
1 0 0
]
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Let us denote by d1 the denominator of H1. As d1 is not invertible in the polynomial ring D, compute the next
local solution over Q[x, y, z]M2 [t], whereM2 is a maximal ideal containing d1:
> d[1]:=DenomOf(H[1]);
d1 := (−1− x2 + 4 y z x2 + 2 y3 x) (1 + x2)
We find a maximal idealM2 in the ring Q[x, y, z] which contains d1 as follows:
> M[2]:=MaximalQQ([d[1]], varc);
M2 := [z, y, x z, x y, 1 + x2]
We can compute a local solution over Q[x, y, z]M2 [t]:
> H[2]:=Horrocks(R, Max2, var, true);
H2 :=
 1 0 −t0 1 0
−2x z + y
2
x2
−2x y + t
x2
2 t x z + t y2 + 1
x2

The matrix H2 is unimodular in the polynomial ring with coefficients in the localisation of Q[x, y, z] byM2 and
it admits the inverse:
> LinearAlgebra[Determinant](H[2]);
1
x2
> LinearAlgebra[MatrixInverse](H[2]); 2 t x z + t y2 + 1 t (2x y + t) t x20 1 0
2x z + y2 2x y + t x2

> simplify(Matrix(R).H[2]); [
1 0 0
]
The denominator d2 of H2 is now:
> d[2]:=DenomOf(H[2]);
d2 := x2
The ideal generated by the both denominators d1 and d2 is already a whole ring of coefficients Q[x, y, z], as we
have:
> IsUnimod([d[1],d[2]], varc, true);
true
We can now patch the local solutions H1 and H2 together as follows:
> V:=Patch(var[-1], varc, [H[1], H[2]], true);
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V :=
[
1− 2 t x z + 4x2 z2 t2 − t y2 + 2 y7 x t2 + 8x3 z2 y3 t2 + 8x2 z y5 t2 + 4 t2 y2 x z + t2 y4,
−2 t x y + 4 y6 t2 x2 + 4 y z x2 t2 + 8x3 z t2 y4 − t2 ,
4 t2 x4 z y3 + 2 t2 x3 z + t2 x2 y2 + 2 t2 y5 x3 − t x2]
[−2 t y9 x− 16 z3 x4 t y3 − 24 y5 z2 x3 t− 12 y7 z t x2 − 8 t x3 z3 − 6 t y4 x z
− 12x2 z2 t y2 − t y6,
1 + 2 t x z − 4 t y8 x2 + t y2 − 4 t y3 z x2 − 8 z2 y t x3 − 16 t x4 z2 y4 − 16 t x3 z y6 ,
−4x4 z2 t− 2 y7 x3 t− t y4 x2 − 8x5 z2 t y3 − 8x4 z t y5 − 4 t y2 z x3]
[
4 t y10 + 4 y5 z t+ 32 t x3 z3 y4 + 48 t z2 x2 y6 + 16x2 z3 t y + 24 t y8 z x+ 16 t y3 z2 x,
8 t y9 x− 4 t y z + 32 y5 z2 x3 t+ 32 y7 z t x2 + 16x2 z2 t y2 − 4 t y6 ,
1 + 4 t y8 x2 + 4 t y3 z x2 + 8 z2 y t x3 + 16 t x4 z2 y4 + 16 t x3 z y6]
The matrix V is unimodular over the ring D = Q[x, y, z, t]:
> DenomOf(V);
1
> LinearAlgebra[MatrixInverse](V);
[2 t x z + t y2 + 1 , 2 t x y + t2 , t x2]
[t y6 + 6 t y4 x z + 8 t x3 z3 + 12x2 z2 t y2 + 2 t y9 x+ 24 y5 z2 x3 t+ 12 y7 z t x2
+ 16 z3 x4 t y3, 1− t y2 + 4 t y3 z x2 − 2 t x z + 4 t2 y2 x z + t2 y4 + 4 t y8 x2
+ 4x2 z2 t2 + 2 y7 x t2 + 8 z2 y t x3 + 16 t x4 z2 y4 + 16 t x3 z y6 + 8x3 z2 y3 t2
+ 8x2 z y5 t2, 4 t y2 z x3 + t y4 x2 + 4x4 z2 t+ 2 y7 x3 t+ 8x5 z2 t y3 + 8x4 z t y5]
[−4 t y10 − 16x2 z3 t y − 4 y5 z t− 32 t x3 z3 y4 − 48 t z2 x2 y6 − 24 t y8 z x
− 16 t y3 z2 x, 4 t y z + 4 t y6 − 4 t2 y8 − 8 y x z2 t2 − 4 y3 z t2 − 16x2 z2 t y2
− 8 t y9 x− 16 y6 z t2 x− 16 t2 y4 z2 x2 − 32 y5 z2 x3 t− 32 y7 z t x2,
1− 4 t y3 z x2 − 4 t y8 x2 − 8 z2 y t x3 − 16 t x4 z2 y4 − 16 t x3 z y6]
> LinearAlgebra[Determinant](V);
1
Moreover, the matrix V satisfies: R(x, y, z, t);V = R(x, y, z, 0):
> simplify(Matrix(R).V); [
1 0 0
]
We can check again:
> R[0]:=subs(var[-1]=0, R);
R0 := [1, 0, 0]
As R0 has already the form (1 0 0), we finally get the following matrix U invertible over the polynomial ring D,
which transforms R to the row (1 0 0):
> U:=V;
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U :=
[
1− 2 t x z + 4x2 z2 t2 − t y2 + 2 y7 x t2 + 8x3 z2 y3 t2 + 8x2 z y5 t2 + 4 t2 y2 x z + t2 y4,
−2 t x y + 4 y6 t2 x2 + 4 y z x2 t2 + 8x3 z t2 y4 − t2 ,
4 t2 x4 z y3 + 2 t2 x3 z + t2 x2 y2 + 2 t2 y5 x3 − t x2]
[−2 t y9 x− 16 z3 x4 t y3 − 24 y5 z2 x3 t− 12 y7 z t x2 − 8 t x3 z3 − 6 t y4 x z
− 12x2 z2 t y2 − t y6,
1 + 2 t x z − 4 t y8 x2 + t y2 − 4 t y3 z x2 − 8 z2 y t x3 − 16 t x4 z2 y4 − 16 t x3 z y6 ,
−4x4 z2 t− 2 y7 x3 t− t y4 x2 − 8x5 z2 t y3 − 8x4 z t y5 − 4 t y2 z x3]
[
4 t y10 + 4 y5 z t+ 32 t x3 z3 y4 + 48 t z2 x2 y6 + 16x2 z3 t y + 24 t y8 z x+ 16 t y3 z2 x,
8 t y9 x− 4 t y z + 32 y5 z2 x3 t+ 32 y7 z t x2 + 16x2 z2 t y2 − 4 t y6 ,
1 + 4 t y8 x2 + 4 t y3 z x2 + 8 z2 y t x3 + 16 t x4 z2 y4 + 16 t x3 z y6]
> simplify(Matrix(R).U); [
1 0 0
]
The last two colums of U form the injective parametrisation of the system defined by R:
> InjectiveParametrization(Matrix(R), var, true);
[−2 t x y + 4 y6 t2 x2 + 4 y z x2 t2 + 8x3 z t2 y4 − t2 ,
4 t2 x4 z y3 + 2 t2 x3 z + t2 x2 y2 + 2 t2 y5 x3 − t x2]
[1 + 2 t x z − 4 t y8 x2 + t y2 − 4 t y3 z x2 − 8 z2 y t x3 − 16 t x4 z2 y4 − 16 t x3 z y6 ,
−4x4 z2 t− 2 y7 x3 t− t y4 x2 − 8x5 z2 t y3 − 8x4 z t y5 − 4 t y2 z x3]
[8 t y9 x− 4 t y z + 32 y5 z2 x3 t+ 32 y7 z t x2 + 16x2 z2 t y2 − 4 t y6 ,
1 + 4 t y8 x2 + 4 t y3 z x2 + 8 z2 y t x3 + 16 t x4 z2 y4 + 16 t x3 z y6]
Laurent Polynomial rings
Example 1
Example from: H. Park, “ Generalizations and variations of Quillen-Suslin theorem and their applications”,
workshopGröbner Bases in Control Theory and Signal Processing, Special Semester on Gröbner bases and related
methods 2006, University of Linz (Austria), 19/05/06.
Let us consider the Laurent polynomial ring D = Q[z, z−1] and the following row vector R:
> var:=[z];
var := [z]
> R:=[1/z+1+z, 2/z^2+1,1-z];
R := [
1
z
+ 1 + z,
2
z2
+ 1, 1− z]
The row vector R is unimodular over D if the corresponding polynomial row vector R¯ obtained by means of
Park’s transformation admits a right-inverse over Q[Z]. Let us compute Park’s transformation for R:
> nvar:=[Z];
nvar := [Z]
> R_bar, M, su, isu:=Laurent2Pol(R, var, nvar);
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R_bar , M, su, isu :=
[1 + Z + Z2, −2Z − Z2, −2Z − Z2],

z −z
3 + z2 − 2 z + 2
z2
−z
0
1
z
0
0 0 1
 , [z = Z], [Z = z]
> IsUnimod(R_bar, var, true);
true
Hence, the row vector R¯ admits a right-inverse over the polynomial ring D¯ = Q[Z], and thus, we obtain that
R admits a right-inverse over D. Hence, the D-module M := D1×3/(D R) is a projective D-module. It is
constructively proved (Park), that every projective module over a Laurent polynomial ring is free. Therefore, the
D-module M is free. In order to compute a basis of M , we first compute a basis of the free Q[Z]-module N
defined as a cokernel of the polynomial row R¯ (i.e. N := D¯1×3/(D¯ R¯)) and then use Park’s transformation to get
the basis of the free D-module M . In other words, we first compute a unimodular matrix U¯ over the polynomial
ring satisfying R¯ U¯ = (1 0 0) and then obtain a matrix U ∈ GL3(D) satisfying R U = (1 0 0). We can directly
obtain U by calling the procedure ParkAlgorithm:
> U:=ParkAlgorithm(Matrix(R), var);
U :=

2 (z − 2)
3 z2
−2 + z
2
z2
−z
2 + 8
3 z
2 + z
3 z
1 + z + z2
z
(2 + z)2
3
0 0 1

We can check thatR U = (1 0 0), as we have:
> simplify(Matrix(R).U); [
1 0 0
]
and U is unimodular over the Laurent polynomial ring:
> LinearAlgebra[Determinant](U);
1
Finally, a basis of the free D-moduleM is given by the residue classes of the last two rows of the inverse of U :
> LinearAlgebra[MatrixInverse](U);
1 + z + z2
z
2 + z2
z2
1− z
−2 + z
3 z
2 (z − 2)
3 z2
−2
3
− z
3
0 0 1

Example 2
Examples 9.2.3 and 9.2.5 from: H. Park, “A computational Theory of Laurent Polynomial Rings and Multidimen-
sional FIR Systems”, PhD Thesis, University of Berkeley, USA, 1995.
Let us consider the Laurent polynomial ring D = Q[z, z−1] and the following matrix R with entries in D:
> var:=[z];
var := [z]
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> R:=Matrix([[3/z-2-2*z+2*z^2, 3/z-2*z,
> 2*z],[6/z+25-23*z-16*z^2+20*z^3, 6/z+29-4*z-20*z^2,
> 2+4*z+20*z^2]]);
R :=

3
z
− 2− 2 z + 2 z2 3
z
− 2 z 2 z
6
z
+ 25− 23 z − 16 z2 + 20 z3 6
z
+ 29− 4 z − 20 z2 2 + 4 z + 20 z2

We can check, that the D-module M = D1×3/(D1×2 R) is projective, and thus, free by the constructive result
obtained by Park. Let us compute a unimodular U over D such that R U = (I2 0):
> U:=ParkAlgorithm(R, var);
U :=

−6− 29 z + 4 z2 + 20 z3
z
−−3 + 2 z
2
z
−2 (−3 + z
2)
z
6 + 25 z − 23 z2 − 16 z3 + 20 z4
z
−3− 2 z − 2 z
2 + 2 z3
z
−2 (3− 2 z − z
2 + z3)
z
0 0 −1

We can check that R U = (I2 0):
> simplify(Matrix(R).U); [
1 0 0
0 1 0
]
and U is unimodular over the Laurent polynomial ring:
> LinearAlgebra[Determinant](U);
1
Finally, a basis of the free D-moduleM is given by the residue class of the last row of the inverse of U :
> LinearAlgebra[MatrixInverse](U);
3− 2 z − 2 z2 + 2 z3
z
−−3 + 2 z
2
z
2 z
6 + 25 z − 23 z2 − 16 z3 + 20 z4
z
−−6− 29 z + 4 z
2 + 20 z3
z
2 + 4 z + 20 z2
0 0 −1

Example 3
Example from: H. Park, “Symbolic computation and signal processing”, J. Symb. Comp. 37 (2004) 209-226.
The problem of completing a matrix R which admits a right-inverse over the Laurent polynomial ring D =
k[x1, . . . , xn, x−11 , . . . x
−1
n ] (k is a field) to a square unimodular matrix over D can be transformed to a prob-
lem over a corresponding polynomial ring k[x1, . . . , xn] by means of certain transformation, which we call Park’s
transformation (see the reference).
Let us consider the Laurent polynomial ring D = Q[z1, z2, z−11 , z
−1
2 ] and the following row vector R:
> var:=[z1,z2];
var := [z1 , z2 ]
> A:=Matrix(«1/z2+z1/z2+z1,z1/(z2)^2+1+z2+z1*z2»);
A :=

1
z2
+
z1
z2
+ z1
z1
z2 2
+ 1 + z2 + z1 z2

> R:=LinearAlgebra[Transpose](A);
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R :=
[
1
z2
+
z1
z2
+ z1
z1
z2 2
+ 1 + z2 + z1 z2
]
The vector R is unimodular over D, if the corresponding polynomial row vector R¯ obtained by means of Park’s
transformation admits a right-inverse over Q[X,Y ]. Let us compute the corresponding row R¯:
> newvar:=[X,Y];
newvar := [X, Y ]
> R_bar, M, su, isu:=Laurent2Pol(convert(R, listlist)[1], var, newvar);
R_bar , M, su, isu := [1 + Y 3X + Y 7X2, (−Y 4 + Y 6 + Y 5 − Y 7)X2 + (−1 + Y 2 + 2Y − Y 3)X], z2 −
z1 3 − z2 2 z1 − z1 2 z2 + z2 3 − z1 2 + z2 2 + z1
z2 2
0
1
z2
 , [z1 = Y 3X, z2 = Y 4X],
[X =
z1 4
z2 3
, Y =
z2
z1
]
> IsUnimod(R_bar, newvar, true);
false
Hence, the polynomial row vector R¯ does not have a right-inverse and thus the row vector R over Laurent polyno-
mial ring neither admits a right-inverse.
Let us finally check that the transformation matrixM is unimodular over the LaurentPolynomial ring:
> LinearAlgebra[Determinant](M);
1
> LinearAlgebra[MatrixInverse](M); 1z2 z1 3 − z2 2 z1 − z1 2 z2 + z2 3 − z1 2 + z2 2 + z1z2 2
0 z2

> simplify(R.M);
> fn:=map(a->collect(a, newvar),subs(su,%));[
1 + z1 + z1 z2 −z1 (z1
3 − z2 2 z1 − 2 z1 2 z2 + z2 3 + z1 3 z2 − z1 z2 3 − z2 2 z1 2 + z2 4)
z2 3
]
fn :=
[
1 + Y 3X + Y 7X2 (−Y 4 + Y 6 + Y 5 − Y 7)X2 + (−1 + Y 2 + 2Y − Y 3)X ]
Example 4
Example from: A. Morou, I. Yengui, “An algorithm for unimodular completion over Laurent polynomial rings”,
private communication, February 2007.
Let us consider the Laurent polynomial ring D = Q[x, y, x−1, y−1] and the following row vector R:
> var:=[x,y];
var := [x, y]
> R:=[y/(x^2)+1+y/x, 1+y/x, -y*x+x];
R := [
y
x2
+ 1 +
y
x
, 1 +
y
x
, −y x+ x]
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The row vector R is unimodular overD if the corresponding polynomial row vector R_bar obtained by means of
Park’s transformation admits a right-inverse over Q[X,Y ]. Let us compute Park’s transformation for R:
> nvar:=[X,Y];
nvar := [X, Y ]
> R_bar, M, su, isu:=Laurent2Pol(R, var, nvar);
R_bar , M, su, isu :=
[1 + Y 3X2 +X Y 2, (−3Y 4 + Y 3 + Y 5)X2 + (−4Y 3 + 3Y 2 + Y 4)X, −(Y − 1)X Y 2],
x2
y
x3 + y2 x3 − 3 y x3 − x2 y2 + 2x2 y + y2 x− y x− y2
y x
0
0
y
x2
0
0 0 1
 , [x = X Y 2, y = Y ],
[X =
x
y2
, Y = y]
> IsUnimod(R_bar, var, true);
true
Hence, the row vector R_bar admits a right inverse over the polynomial ring Q[X,Y ], and thus, we obtain that R
admits a right inverse over D. Thus, the D-module M defined as a cokernel of R is a projective D-module. It is
constructively proved (Park), that every projective module over a Laurent polynomial ring is free. Therefore, theD-
moduleM is free. In order to compute a basis ofM , we first compute a basis of the freeQ[X,Y ]-moduleN defined
as a cokernel of the polynomial row R_bar and then use Park’s transformation to get the basis of the freeD-module
M . In other words, we first compute a unimodular matrix U¯ over the polynomial ring satisfying R_bar U¯ = (1 0 0)
and then obtain a matrix U unimodular over the Laurent polynomial ring satisfyingRU = (1 0 0). We can directly
obtain U by calling the procedure ParkAlgorithm:
> U:=ParkAlgorithm(Matrix(R), var);
U :=

−y
2 − x− y
x
−x+ y
x
−(y − 1) (y2 − x− y)
y (−2x− 1 + y + y x)
x2
y + x2 + y x
x2
y (−2x− 1 + y + y x) (y − 1)
x
0 0 1

We can check that R U = (1 0 0), as we have:
> simplify(Matrix(R).U); [
1 0 0
]
and U is unimodular over the Laurent polynomial ring:
> LinearAlgebra[Determinant](U);
1
Finally, a basis of the free D-moduleM is given by the residue classes of the last two rows of the inverse of U :
> LinearAlgebra[MatrixInverse](U);
y + x2 + y x
x2
x+ y
x
−(y − 1)x
−y (−2x− 1 + y + y x)
x2
−y
2 − x− y
x
0
0 0 1

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Example 5
Example 10 from: A. Morou, I. Yengui, “An algorithm for unimodular completion over Laurent polynomial
rings”, private communication, February 2007.
Let us consider the Laurent polynomial ring D = Q[x, y, x−1, y−1] and the following row vector R:
> var:=[x,y];
var := [x, y]
> R:=[y*x^2+x, 1+y, -y*x+x, x*y+1];
R := [y x2 + x, 1 + y, −y x+ x, y x+ 1]
> IsUnimod(R, var);
true
The row is unimodular already over the polynomial ring, thus we can complete R to a unimodular matrix over
Q[x, y] using CompleteMatrix:
> C:=CompleteMatrix(R, var);
C :=

y x2 + x 1 + y −y x+ x y x+ 1
− (−1 + y x
2 + x)x
2
1 0 0
−1
2
+
1
2
y x2 +
1
2
x 0 1 0
−1 + y x2 + x 0 0 1

> LinearAlgebra[Determinant](C);
1
And a matrix U = C−1, satisfying RU = (1 0 0 0) has the form:
> U:=LinearAlgebra[MatrixInverse](C);
U :=
[1 , −1− y , x (−1 + y) , −1− y x][
(−1 + y x2 + x)x
2
,
1
2
x+
1
2
y x− 1
2
y x3 − 1
2
y2 x3 − 1
2
x2 − 1
2
y x2 + 1 ,
(−1 + y x2 + x)x2 (−1 + y)
2
, − (−1 + y x
2 + x)x (y x+ 1)
2
]
[
1
2
− 1
2
y x2 − 1
2
x ,
(−1 + y x2 + x) (1 + y)
2
,
−1
2
x+
1
2
y x+
1
2
y x3 − 1
2
y2 x3 +
1
2
x2 − 1
2
y x2 + 1 ,
(−1 + y x2 + x) (y x+ 1)
2
]
[1− y x2 − x , (−1 + y x2 + x) (1 + y) , −(−1 + y x2 + x)x (−1 + y) ,
x (y2 x2 + 2 y x− y + 1)]
> LinearAlgebra[Determinant](U);
1
> simplify(Matrix(R).U); [
1 0 0 0
]
We can also use ParkAlgorithm and complete the row R to a unimodular matrix over the Laurent polynomial
ring.
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The row vector R is unimodular over D if the corresponding polynomial row vector R_bar obtained by means of
Park’s transformation admits a right-inverse over Q[X,Y ]. Let us compute Park’s transformation for R:
> nvar:=[X,Y];
nvar := [X, Y ]
> R_bar, M, su, isu:=Laurent2Pol(R, var, nvar);
R_bar , M, su, isu := [Y 2X + 1, (1 + Y )Y X, −(Y − 1)Y X, 0],

1
x
0 0 − 1
x
0 x 0 0
0 0 1 0
0 0 0 1
 ,
[x = Y X, y = Y ], [X =
x
y
, Y = y]
> IsUnimod(R_bar, var, true);
true
Hence, the row vector R_bar admits a right inverse over the polynomial ring Q[X,Y ], and thus, we obtain that
R admits a right inverse over D. Thus, the D-moduleM defined as a cokernel of R is a projective D-module. It
is constructively proved (Park), that every projective module over a Laurent polynomial ring is free. Therefore,
the D-moduleM is free. In order to compute a basis ofM , we first compute a basis of the free Q[X,Y ]-module
N defined as a cokernel of the polynomial row R_barand then use Park’s transformation to get the basis of the
free D-module M . In other words, we first compute a unimodular matrix U¯ over the polynomial ring satisfying
R_bar U¯ = (1 0 0 0) and then obtain a matrix UL unimodular over the Laurent polynomial ring satisfying
RUL = (1 0 0 0). We can directly obtain UL by calling the procedure ParkAlgorithm:
> UL:=ParkAlgorithm(Matrix(R), var);
UL :=

0 0 0
1
x
−x
2
x (x+ y x+ 2)
2
− (−1 + y)x
2
2
x (y x+ 1)
2
1
2
−x (1 + y)
2
1
2
y x− 1
2
x+ 1 −y x
2
− 1
2
1 −x (1 + y) x (−1 + y) −1− y x

We can check that R UL = (1 0 0 0), as we have:
> simplify(Matrix(R).UL); [
1 0 0 0
]
and U is unimodular over the Laurent polynomial ring:
> LinearAlgebra[Determinant](UL);
−1
Finally, a basis of the free D-moduleM is given by the residue classes of the last two rows of the inverse of U :
> LinearAlgebra[MatrixInverse](UL);
x (y x+ 1) 1 + y −x (−1 + y) y x+ 1
0
1
x
0
1
2
0 0 1
−1
2
x 0 0 0

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Example 6
A modification of Example 10 from: A. Morou, I. Yengui, “An algorithm for unimodular completion over Laurent
polynomials rings”, private communication, February 2007.
Let us consider the Laurent polynomial ring D = Q[x, y, x−1, y−1] and the following row vector R (which is the
row R from Example 11 without the last component):
> var:=[x,y];
var := [x, y]
> R:=[y*x^2+x, 1+y, -y*x+x];
R := [y x2 + x, 1 + y, −y x+ x]
> IsUnimod(R, var);
false
The row R is not unimodular over the polynomial ring, but we can consider it over the Laurent polynomial ring.
The row R is unimodular over D if the corresponding polynomial row vector R_bar obtained by means of Park’s
transformation admits a right-inverse over Q[X,Y ]. Let us compute Park’s transformation for R:
> nvar:=[X,Y];
nvar := [X, Y ]
> R_bar, M, su, isu:=Laurent2Pol(R, var, nvar);
R_bar , M, su, isu := [Y 2X + 1, (1 + Y )Y X, −(Y − 1)Y X],

1
x
0 0
0 x 0
0 0 1
 , [x = Y X, y = Y ],
[X =
x
y
, Y = y]
> IsUnimod(R_bar, var, true);
true
Hence, the row vector R_bar admits a right inverse over the polynomial ring Q[X,Y ], and thus, we obtain that R
admits a right inverse over D. Thus, the D-module M defined as a cokernel of R is a projective D-module. It is
constructively proved (Park), that every projective module over a Laurent polynomial ring is free. Therefore,
the D-module M is free. In order to compute a basis of M , we first compute a basis of the free Q[X,Y ]-
module N defined as a cokernel of the polynomial row R_bar and then use Park’s transformation to get the
basis of the free D-moduleM . In other words, we first compute a unimodular matrix U¯ over the polynomial ring
satisfying R_bar.U¯ = (1 0 0) and then obtain a matrix U unimodular over the Laurent polynomial ring satisfying
R U = (1 0 0). We can directly obtain U by calling the procedure ParkAlgorithm:
> U:=ParkAlgorithm(Matrix(R), var);
U :=

1
x
−1− y y − 1
−x
2
x (y x+ x+ 2)
2
−x
2 (y − 1)
2
1
2
− (1 + y)x
2
1
2
y x− 1
2
x+ 1

We can check that R U = (1 0 0), as we have:
> simplify(Matrix(R).U); [
1 0 0
]
and U is unimodular over the Laurent polynomial ring:
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> LinearAlgebra[Determinant](U);
1
Finally, a basis of the free D-moduleM is given by the residue classes of the last two rows of the inverse of U :
> LinearAlgebra[MatrixInverse](U);
y x2 + x 1 + y −y x+ x
x
2
1
x
0
−x
2
0 1

Applications
Equivalences of flat multidimensional linear systems
Example 1
Example from: H. Mounier, “Proprietes structurelles des systemes lineares a retards: aspects theoriques et pra-
tiques”, PhD Thesis, University Paris XI, 1995.
Consider the following differential time-delay system given by H. Mounier in his PhD thesis.
The matrix R associated with the system has the form:
> R:=Matrix([[d-delta+2, 2, -2*delta],[d, d, -d*delta-1]]);
R :=
[
d− δ + 2 2 −2 δ
d d −d δ − 1
]
where d denotes the time-derivative and δ is the delay operator. Hence, we need to consider the commutative
polynomilal ring D = Q[d, δ] and the D-moduleM := D1×3/(D1×2 R) (defined as a cokernel of the matrix R):
> var:=[d, delta];
var := [d, δ]
Let us check, whether or not the matrix R admits a right-inverse over D:
> IsUnimod(R, var);
true
As the matrix R admits a right-invverse over D, we then obtain that the D-module M is projective, i.e. free by
the Quillen-Suslin theorem. The first step to find a basis of M is to compute a unimodular matrix U satisying
R U = (I2 0):
> U:=QSAlgorithm(R, var);
U :=

0 0 −2
d δ
2
+
1
2
−δ d2 δ + d− d δ2 − δ + 2
d
2
−1 d2 − d δ

Let us check the properties of U :
> LinearAlgebra[Determinant](U);
1
> simplify(R.U); [
1 0 0
0 1 0
]
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> LinearAlgebra[MatrixInverse](U);
 d− δ + 2 2 −2 δd d −d δ − 1−1
2
0 0

The residue class of the last row of the inverse matrix of U inM defines a basis ofM :
> BasisOfCokernelModule(R, var, true);[ −1
2
0 0
]
Moreover, the system defined by R admits the following injective parametrization:
> Q:=InjectiveParametrization(R, var, true);
Q :=
 −2d2 δ + d− d δ2 − δ + 2
d2 − d δ

i.e for every D-module F (e.g. F = C∞(R)), every F-solution of the system defined by kerF (R.) has the form:
> simplify(Matrix(Q).Matrix([[xi]])); −2 ξ(d2 δ + d− d δ2 − δ + 2) ξ
d (d− δ) ξ

for a certain ξ ∈ F .
As the system defined by R is flat, we can show now, that it is algebraically equivalent to the controllable ordinary
differential system without time-delay (i.e. to the system defined byR(d, 1) i.e. where δ = 1). We can compute an
invertible transformation which maps solutions of the system without time-delay i.e. kerF (R(d, 1).) onto solutions
of the first system kerF (R(d, δ).) :
> U1:=SetLastVariableA(R, var, 1, true);
U1 :=

1 0 0
1
2
d δ2 − 1
2
d δ +
1
2
δ − 1
2
1 δ − 1
d (δ − 1)
2
0 1

We can chceck, that R(d, δ) U1 = R(d, 1):
> R1:=simplify(R.U1);
R1 :=
[
d+ 1 2 −2
d d −1− d
]
The inverse transformation, i.e. the transformation sending F -solutions of kerF (R(d, δ).) to F-solutions of
kerF (R(d, 1).) , is then defined by:
> LinearAlgebra[MatrixInverse](U1);
1 0 0
−1
2
d δ − 1
2
δ +
1
2
+
1
2
d 1 −δ + 1
−d (δ − 1)
2
0 1

As the E = Q[d]-module N defined as a cokernel of R1 is also free, we can find a matrix U2 satisfying R1 U2 =
(I2 0). For instance we get:
> U2:=QSAlgorithm(R1, var);
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U2 :=

0 0 −2
1
2
+
d
2
−1 d2 + 1
d
2
−1 d2 − d

We have the following injective parametrisation Q1 for the system without delay:
> Q1:=InjectiveParametrization(R1,var, true);
Q1 :=
 −2d2 + 1
d2 − d

Similarly, we can prove, that the system kerF (R(d, δ).) is algebraically equivalent to the system kerF (R(d, 0).),
defined by R0, namely:
> R0:=subs(delta=0, R);
R0 :=
[
d+ 2 2 0
d d −1
]
by means of the following invertible transformation:
> V1:=SetLastVariableA(R, var, 0, true);
V1 :=

1 0 0
1
2
d δ2 +
1
2
δ 1 δ
d δ
2
0 1

The inverse transformation, i.e. the transformation sending F-solutions of the system kerF (R(d, δ).) onto solu-
tions of kerF (R(d, 0).)is defined by the matrix:
> LinearAlgebra[MatrixInverse](V1);
1 0 0
−δ
2
1 −δ
−d δ
2
0 1

We have the following injective parametrisation Q0 for the system defined by R0:
> Q0:=InjectiveParametrization(R0, var, true);
Q0 :=
 −2d+ 2
d2

As the E = Q[d]- module P = E1×3/(E1×2 R0) (defined as a cokernel of R0) is also free, we find a matrix
V2 ∈ GL3(E) satisfying R0 V2 = (I2 0):
> V2:=QSAlgorithm(R0, var);
V2 :=

0 0 −2
1
2
0 d+ 2
d
2
−1 d2

See also: Examples 7,8, and 10 in A. Fabian´ska, A. Quadrat, “Applications of the Quillen-Suslin theorem to
multidimensional systems theory”, INRIA Report 6126 (2007).
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Example 2
Example from: H. Longemann, “On the transfer matrix of neutral system: characterisations of exponential stabil-
ity in input-output terms”, Systems & Control Letters, 9(1987), 393-400.
Consider the following differential time-delay system of neutral type studied by H. Longemann.
The matrix R of functional operators associated with the system has the form:
> R:=Matrix([[d+1, 0, -1],[-1, d-d*delta+a, 0]]);
R :=
[
d+ 1 0 −1
−1 d− d δ + a 0
]
where a denotes a real constant, d the time-derivative and δ is the time-delay operator. Let us consider the corre-
sponding D = Q(a)[d, δ]-moduleM defined as the cokernel of the matrix R:
> var:=[d, delta];
var := [d, δ]
Let us check that R admits a right inverse over D:
> IsUnimod(R, var);
true
Hence, theD-moduleM = D1×3/(D1×2 R) is projective, i.e. free by the Quillen-Suslin theorem. Let us compute
a matrix U ∈ GL3(D) satisfying R U = (I2 0):
> U:=QSAlgorithm(R, var);
U :=
 0 −1 d− d δ + a0 0 1
−1 −d− 1 (d+ 1) (d− d δ + a)

We can check the properties of U :
> simplify(R.U); [
1 0 0
0 1 0
]
> LinearAlgebra[Determinant](U);
1
> LinearAlgebra[MatrixInverse](U); d+ 1 0 −1−1 d− d δ + a 0
0 1 0

The system defined by R admits the folowing injective parametrization:
> Q:=InjectiveParametrization(R, var, true);
Q :=
 d− d δ + a1
(d+ 1) (d− d δ + a)

i.e. for every D-module F (e.g.,F = C∞(R) ), every F-solution of the system kerF (R.) has the form:
> simplify(Matrix(Q).Matrix([[xi]])); (d− d δ + a) ξξ
(d+ 1) (d− d δ + a) ξ

for a certain ξ from F .
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As the system defined by R is flat, we can show now, that it is algebraically equivalent to the controllable or-
dinary differential system without time-delay (i.e. δ = 1), i.e to kerF (R(d, 1).). Let us compute an invertible
transformation, which sends F-solutions of kerF (R(d, 1).) to solutions of kerF (R(d, δ).):
> U1:=SetLastVariableA(R, var, 1, true);
U1 :=
 1 −d (δ − 1) 00 1 0
0 d2 − δ d2 + d− d δ 1

> R1:=simplify(R.U1);
R1 :=
[
d+ 1 0 −1
−1 a 0
]
The inverse transformation i.e., the transformation sending F-solutions of kerF (R(d, δ).) to F -solutions of
kerF (R(d, 1).), is defined by:
> LinearAlgebra[MatrixInverse](U1); 1 d (δ − 1) 00 1 0
0 −d2 + δ d2 − d+ d δ 1

The E = Q(a)[d]-module N = E1×3/(E1×2 R0) is also free. Hence, there exists a unimodular matrix U2
satisfying R1.U2 = (I2 0), which can be computed by:
> U2:=QSAlgorithm(R1, var);
U2 :=

0 0 a
0
1
a
1
−1 0 (d+ 1) a

An injective parametrization of the system kerF (R(d, 1).) is given by:
> Q1:=InjectiveParametrization(R1,var,true);
Q1 :=
 a1
(d+ 1) a

Similarly, we can show, that for every D-module F the system kerF (R(d, δ).) is algebraically equivalent to the
system kerF (R(d, 0).), where R(d, 0) is given as:
> R0:=subs(delta=0, R);
R0 :=
[
d+ 1 0 −1
−1 d+ a 0
]
The invertible transformation V1, which maps solutions of the system kerF (R(d, 0).) onto solutions of the system
kerF (R(d, δ).) is defined by:
> V1:=SetLastVariableA(R, var, 0, true);
V1 :=
 1 −d δ 00 1 0
0 −δ d2 − d δ 1

The inverse transformation, which sendsF-solutions of the system kerF (R(d, δ).) onto solutions of kerF (R(d, 0).)
has the form:
> LinearAlgebra[MatrixInverse](V1);
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 1 d δ 00 1 0
0 δ d2 + d δ 1

Finally, as the E-module P = E1×3/(E1×2 R0) is also free, there exists a unimodular matrix V2 satisfying
R0 V2 = (I2 0). Such a matrix V2 can be choosen as follows:
> V2:=QSAlgorithm(R0, var, true);
V2 :=
 0 −1 d+ a0 0 1
−1 −d− 1 (d+ 1) (d+ a)

We get also the following injective parametrization Q0 for the system defined by R0:
> Q0:=InjectiveParametrization(R0,var, true);
Q0 :=
 d+ a1
(d+ 1) (d+ a)

See also: Examples 9 and 11 in: A. Fabian´ska, A. Quadrat, “Applications of the Quillen-Suslin theorem to multi-
dimensional systems theory”, INRIA Report 6126 (2007).
Example 3
Example from: H. Kwakernaak, R. Sivan, Linear Optimal Control Systems, Wiley-Interscience, 1972.
Consider the stirred tank model described on pages 450-551. Let us first consider the commutative polynomial
ring D = Q(θ, c0, c1, c2, V0)[d, δ], where d denotes the time-derivative operator and δ the time-delay operator:
> var:=[d, delta];
var := [d, δ]
The system is defined by the following matrix R of functional operators:
> R:=Matrix([[d+1/(2*theta), 0, -1, -1],[0,d+1/theta,
> -(c1-c0)*delta/V0,-(c2-c1)*delta/V0]]);
R :=
 d+
1
2 θ
0 −1 −1
0 d+
1
θ
− (c1 − c0 ) δ
V0
− (c2 − c1 ) δ
V0

Let us check whether or not the D-moduleM = D1×4/(D1×2R) is free:
> IsUnimod(R, var);
false
As the full row rank matrix R does not admit a right inverse over D, the D-module M is then not free. We can
prove, that we have ext1D(N,D) = 0 but ext
2
D(N,D) 6= 0, where N = D1×2/(D1×4RT ) is the transposed mod-
ule of M and annD(ext2D(N,D)) = (θ d + 1, δ). Hence, we obtain, that M is a torsion-free but not a projective
D-module. In particular, M is not a free D-module, and thus, for every injective cogenerator D-module F , the
corresponding system kerF (R.) is not flat.
However, the fact that δ ∈ annD(ext2D(N,D)) proves that the Dδ-module Dδ ⊗D M is free, where Dδ =
{a/b | a ∈ D, b = δi, i ∈ Z+} denotes the localization of the ring D with respect to the multiplicative
closed subset S = {1, δ, δ2, . . .} of D. In a system-theoretic language, it means that for every Dδ-module
F (e.g., F = C∞(R)) the system kerF (R.) is flat when we also use the time-advance operator δ−1. In this
case, the system is also called δ-flat. Many examples of time-delay systems were proved to be δ-flat (e.g., transport
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equations, wave equations). For more details and examples see references and references therein.
Let us now compute a basis of the free Dδ-module by declaring δ to be an invertible element, i.e. by consid-
ering the principal ideal domain A = Q(θ, c0, c1, c2, V0, δ)[d]:
> nvar:=[d];
nvar := [d]
We can chceck that the A-module P = A1×4/(A1×2 R) is projective, i.e. free:
> IsUnimod(R, nvar);
true
Let us compute a basis of the module:
> U:=QSAlgorithm(R, nvar, true);
U :=
[0 , 0 , 1 , 0]
[0 , 0 , 0 , 1][
− −c2 + c1−c2 + 2 c1 − c0 , −
V0
δ (−c2 + 2 c1 − c0 ) ,
(2 d θ + 1) (−c2 + c1 )
2 θ (−c2 + 2 c1 − c0 ) ,
V0 (d θ + 1)
δ (−c2 + 2 c1 − c0 ) θ
]
[
− c1 − c0−c2 + 2 c1 − c0 ,
V0
δ (−c2 + 2 c1 − c0 ) ,
(c1 − c0 ) (2 d θ + 1)
2 (−c2 + 2 c1 − c0 ) θ ,−
V0 (d θ + 1)
δ (−c2 + 2 c1 − c0 ) θ
]
Let us compute the determinant of the matrix U :
> LinearAlgebra[Determinant](U);
− V0
δ (−c2 + 2 c1 − c0 )
Hence, if c0+c2−2 c1 6= 0, which will be assumed in what follows, then the determinant of U is invertible overA.
See the library of examples of the package OREMODULES for other cases. Therefore, if we also use the advance
operator δ−1, an injective parametization of the system is then defined by:
> Q:=InjectiveParametrization(R, nvar, true);
Q :=

1 0
0 1
(2 d θ + 1) (−c2 + c1 )
2 θ (−c2 + 2 c1 − c0 )
V0 (d θ + 1)
δ (−c2 + 2 c1 − c0 ) θ
(c1 − c0 ) (2 d θ + 1)
2 (−c2 + 2 c1 − c0 ) θ −
V0 (d θ + 1)
δ (−c2 + 2 c1 − c0 ) θ

Hence, we get that every F-solution eta of the system kerF (R.) defined by R, where F is a Dδ-module (e.g.,
F = C∞(R))) is of the form η = Qξ, for a certain ξ from F2. Finally, a δ-flat output of the system kerF (R.) is
defined by ξ = T η, where T denotes the last row of the unimodular matrix U . Another δ-flat output of kerF (R.)
is then:
> BasisOfCokernelModule(R, nvar, true);[
1 0 0 0
0 1 0 0
]
i.e., is defined by {η1, η2}, with notation η = (η1, . . . , η4).
See also: A. Fabian´ska, A. Quadrat,“Applications of the Quillen-Suslin theorem to multidimensional systems the-
ory”, INRIA Report 6126 (2007) for details and the library of examples of the package OREMODULES for other
examples.
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Pommaret’s Theorem of the Lin-Bose Conjecture
Example 1
Example from: H. Mounier, “Proprietes structurelles des systemes lineares a retards: aspects theoriques et pra-
tiques”, PhD Thesis, University Paris XI, 1995.
Consider the differential time-delay model of a flexible rod with a force applied on one end. The system matrix R
with entries in the polynomial ringD = Q[d, δ], where d denotes the time-derivative operator and δ the time-delay
operator, is defined by
> var:=[d, delta];
var := [d, δ]
> R:=Matrix([[d, -d*delta, -1],[2*d*delta, -d*delta^2-d, 0]]);
R :=
[
d −d δ −1
2 d δ −d δ2 − d 0
]
Let us check whether or not the D-module M defined as a cokernel of R is projective, i.e., free by the Quillen-
Suslin theorem:
> IsUnimod(R, var, true);
false
We obtain that R does not admit a right-inverse over D and the D-moduleM is not free. In particular, there does
not exist an invertible matrix U over D such that R U = (I2 0) or, equivalently, R cannot be completed to a
unimodular matrix over D. Let us compute the set of all maximal minors of R:
> m:=MaxMinors(R);
m := [d2 δ2 − d2, 2 d δ, −d δ2 − d]
The ideal I defined by the maximal minors of R is generated by:
> Involutive[InvolutiveBasis](m, var);
[d]
i.e., I = (d), and thus d is a greatest common divisor of the maximal minors of R. In particular, we obtain that the
torsion D-submodule t(M) of M is not reduced to 0. If the D-module P = M/t(M) is free, then there exists a
full row rank matrix R′ such that P can be defined as a cokernel of R′. The problem of computing such a matrix is
equivalent to a problem of computing a factorization R = R′′ R′ of the matrix R, where R′ admits a right-inverse
overD andR′′ is a square matrix and detR′′ is the greatest common divisor of maximal minors ofR. The question
of the possibility to achieve this factorization was first asked by Lin and Bose and solved by Pommaret (2001).
Let us use the function LinBose1 to compute such a factorization of the matrix R:
> F:=LinBose1(R, var);
F := [
[ −1 0
0 −d
]
,
[ −d d δ 1
−2 δ δ2 + 1 0
]
]
The second matrix of the last output corresponds to the matrix R′, whereas the first corresponds to the matrix R”
satisfying R = R”R′ and detR” = d, where d is the greatest common divisor of the maximal minors of R. Let
us check:
> F[1].F[2]; [
d −d δ −1
2 d δ −d (δ2 + 1) 0
]
> LinearAlgebra[Determinant](F[1]);
d
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And R′ admits a right-inverse:
> S:=Matrix([[0, 1/2*delta], [0, 1], [1, -1/2*d*delta]]);
S :=

0
δ
2
0 1
1 −d δ
2

> LB[2].S; [
1 0
0 1
]
The problem of computing such a factorization is equivalent to theGeneralized Serre’s Problem i.e., to the problem
of completing the matrixR to a square matrixC overD whose determinant is equal to the greatest common divisor
of the maximal minors of R. Let us use the procedure LinBose2 to complete the given matrix R:
> C:=LinBose2(R, var);
C :=
 d −d δ −12 d δ −d δ2 − d 0
−1 δ
2
0

> LinearAlgebra[Determinant](C);
d
For the exposition of the problem see also:
Z. Lin, N. Bose, “A generalization of Serre’s conjecture and related issues”, Linear Algebra and its Applications,
338 (2001), 125-138,
J.-F. Pommaret, “Solving Bose Conjecture on linear multidiensional systems”, Proceedings of European Con-
trol Conference (ECC), Porto (Portugal), 04-07/09/01,
A. Fabian´ska, A. Quadrat, “Applications of the Quillen-Suslin theorem to multidimensional systems theory”, IN-
RIA Report 6126 (2007).
Example 2
Example from: M. Wang, C. P. Kwong, “On multivariate polynomial matrix factorization problems”, Math.
Control Signals Systems, 17 (2005), 297-311.
Let us consider the polynomial ring D = Q[z1, z2, z3] and the following matrix R defined in Example 3. of the
reference.
> var:=[z1,z2,z3];
var := [z1 , z2 , z3 ]
> R:=Matrix([[z1*z2^2*z3,0,-z1^2*z2^2-1],[-z1^2*z3^2+z3, -z3,
> -z1^3*z3-z1]]);
R :=
[
z1 z2 2 z3 0 −z1 2 z2 2 − 1
−z1 2 z3 2 + z3 −z3 −z1 3 z3 − z1
]
Let us check whether or not the D-module M = D1×3/(D1×2R) is projective, i.e., free by the Quillen-Suslin
theorem:
> IsUnimod(R, var, true);
false
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We obtain that R does not admit a right-inverse over D and the D-moduleM is not free. In particular, there exist
no invertible matrix U over D such that RU = (I2 0) or, equivalently, R cannot be completed to a unimodular
matrix over D. Let us compute the set of all maximal minors of R:
> m:=MaxMinors(R);
m := [−z1 z2 2 z3 2, −2 z1 4 z2 2 z3 2 − z1 2 z3 2 + z3 , (−z1 2 z2 2 − 1) z3 ]
> Involutive[InvolutiveBasis](m, var);
[z3 ]
As the ideal defined by the maximal minors of R is equal to the principal ideal of D generated by z3, we then
deduce that z3 is the greatest common divisor of the maximal minors of R. Hence, if we divide the maximal
minors of R by z3 then the ideal generated by these new elements, i.e.,
> map(r->simplify(r/z3), m);
> IsUnimod(%, var);
[−z1 z2 2 z3 , −2 z1 4 z2 2 z3 − z1 2 z3 + 1, −z1 2 z2 2 − 1]
true
exactly generates D, a fact which is equivalent to the fact, that M/t(M) is a projective D-module, i.e., free by
the Quillen-Suslin Theorem. Hence, we can write R as a product R = R′′ R′, where R′ admits a right-inverse
over D and detR′′ is z3. Equivalently, we can complete R to a square matrix C with detC = z3. Let us use the
procedure LinBose1 to compute such a factorization of R:
> F:=LinBose1(R, var);
F := [
[ −z1 3 z2 4 z3 −z1 2 z2 2 + z1 4 z2 2 z3 − 1
z1 4 z2 2 z3 2 + z3 − z1 2 z2 2 z3 2 z1 3 z3 − z1 5 z3 2 − z1
]
,[
1− z1 2 z3 −z1 2 z2 2 + z1 4 z2 2 z3 − 1 −2 z1 5 z2 2 − 3 z1 3 + 2 z1 7 z3 z2 2 + z1 5 z3
−z1 z2 2 z3 z1 3 z2 4 z3 2 z1 6 z2 4 z3 + z1 4 z2 2 z3 + 1
]
]
The second matrix of the last output corresponds to the matrix R′, whereas the first corresponds to the matrix R′′
satisfying R = R′′R′ and detR′′ is the greatest common divisor of the maximal minors of R. Let us check:
> simplify(F[1].F[2]);[
z1 z2 2 z3 0 −z1 2 z2 2 − 1
−z1 2 z3 2 + z3 −z3 −z1 3 z3 − z1
]
> LinearAlgebra[Determinant](F[1]);
z3
The matrix R′ admits a right-inverse:
> S:=Matrix([[-z1^2*z2^2, z1^3], [-1, -2*z1^3], [0, 1]]);
S :=
 −z1 2 z2 2 z1 3−1 −2 z1 3
0 1

> simplify(F[2].S); [
1 0
0 1
]
The problem of computing such a factorization is equivalent to the Generalised Serre’s Problem i.e., to the
problem of completing the matrix R to a square matrix C over D whose determinant is equal to the greatest
common divisor of the maximal minors of R. Let us use the procedure LinBose2 to complete the given matrix
R:
> C:=LinBose2(R, var);
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C :=
 z1 z2
2 z3 0 −z1 2 z2 2 − 1
−z1 2 z3 2 + z3 −z3 −z1 3 z3 − z1
−1
2
z1 2 z2 2
2
z1 5 z2 2 +
1
2
z1 3

And the determinant of C is 1/2 z3 i.e., z3 up to a unit of D (we recall that the greatest common divisor is always
defined up to a unit of the ring D):
> LinearAlgebra[Determinant](C);
z3
2
For details see also:
Z. Lin, N. Bose, “A generalization of Serre’s conjecture and related issues”, Linear Algebra and its Applica-
tions, 338 (2001), 125-138,
J.-F. Pommaret, Solving Bose Conjecture on linear multidiensional systems, Proceedings of European Control
Conference (ECC), Porto (Portugal), 04-07/09/01,
A. Fabian´ska, A. Quadrat, Applications of the Quillen-Suslin theorem to multidimensional systems theory, IN-
RIA Report 6126 (2007).
Example 3
Example from: J.-F. Pommaret, “Solving Bose conjectureon linear multidimensional systems”, Proceedings of the
European Control Conference (2001), 1653-1655.
Consider the moduleM defined by the two independent equations given by the matrix:
> R:=Matrix([[0,d3,d1*d2-1],[d3, 0,d2^2]]);
R :=
[
0 d3 d1 d2 − 1
d3 0 d2 2
]
> (R.Matrix(«y1,y2,y3»))[1,1]=0;
> (R.Matrix(«y1,y2,y3»))[2,1]=0;
d3 y2 + (d1 d2 − 1) y3 = 0
d3 y1 + d2 2 y3 = 0
For simplicity reasons we will use the following notation in this worksheet:
> R:=subs([d1=x, d2=y, d3=z], R);
R :=
[
0 z x y − 1
z 0 y2
]
> var:=[x,y,z];
var := [x, y, z]
In the QUILLENSUSLIN package all the computations are performed for a commutative polynomial ring with
rational coefficients if the last parameter is true and with integer coefficients, if the last parameter is set to false.
> param:=true;
param := true
Let us check if the D = Q[x, y, z] moduleM defined as a cokernel of R is free over D:
> BasisOfCokernelModule(R, var, param);
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Warning, The module is not projective
[]
The module M is not projective, thus not free. Using the command LinBose1 we can check if the torsion free
part i.e. M/t(M) of the module is free and in such a case we can compute a basis of it:
> LB:=LinBose1(R, var);
LB := [
[
x y − 1 −z x2
y2 −y x z − z
]
,
[
z x2 −y x z − z 1
x y − 1 −y2 0
]
]
The matrix Rp = LB[2] is a presentation of the torsion-free moduleM ′ = M/t(M):
> Rp:=LB[2];
Rp :=
[
z x2 −y x z − z 1
x y − 1 −y2 0
]
Let us compute a basis ofM ′:
> BasisOfCokernelModule(Rp, var, param);[
x2 −x y − 1 0 ]
We can also copute the injective parametrization:
> IP:=InjectiveParametrization(LB[2], var, param);
IP :=
 y2x y − 1
−z

thus, every solution of the system defined by Rp is parametrized by IP :
> simplify(Rp.IP); [
0
0
]
On the other hand, we can also use the presentation of the torsion-free moduleM ′ given in the paper. The module
M ′ is defined as a cokernel of:
> RR:=Matrix([op(convert(R, listlist)), [1-x*y,y^2,0]]);
RR :=
 0 z x y − 1z 0 y2
−x y + 1 y2 0

Firstly, note that in this case the matrix RR defining the moduleM ′ is not a full row rank matrix, hence we cannot
complete RR to an invertible matrix (or use the command QSAlgorithm) to find in that way a basis of the
moduleM ′:
> IsUnimod(RR, var, param);
false
> QSAlgorithm(RR, var, param);
Warning, The matrix is not unimodular... To check if the module
defined as the cokernel is free use: BasisOfCokernelModule()
[]
The moduleM ′ is however free, and we can compute a basis of it:
> BasisOfCokernelModule(RR, var, param);[ −x2 x y + 1 0 ]
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To compute the basis we first find a full row rank matrix RF presenting the module M ′. Let us explain the
computation of a basis in that case step by step. First, we compute the shortest free resolution ofM ′:
> Involutive[PolShortestResolution](RR, var);
> RF:=%[1]:  0 z x y − 1 −x2z 0 y2 −x y − 1
−x y + 1 y2 0 0

If the given module is projective, its shortest free resolution has the length 1 and the matrix defining the module is
unimodular:
> IsUnimod(RF,var);
true
Now we can use the QSAlgorithm and complete the matrix to an invertible matrix C over D. The residue class
of the last row of C forms a basis of the module defined as a cokernel of RF :
> C:=CompleteMatrix(RF, var, param);
C :=

0 z x y − 1 −x2
z 0 y2 −x y − 1
−x y + 1 y2 0 0
−x2 x y + 1 0 0

We get the basis ofM ′ by the projection on the three first components:
> BasisOfCokernelModule(RF, var, param);[ −x2 x y + 1 0 0 ]
> BMp:=SubMatrix(%,1,1..3);
BMp :=
[ −x2 x y + 1 0 ]
Finally, we can compare the result with the basis computed at the beginning:
> BasisOfCokernelModule(RR, var, param);[ −x2 x y + 1 0 ]
Example 4
Example 3 on page 309 of the article “On multivariate polynomial matrix factorization problems”, Wang Ming-
sheng, C. P. Kwong, MCSS 17 (2005), 297-311.
Let us consider the matrix R with entries in the polynomial ring Q[z1, z2, z3]:
> R:=Matrix([[z1*z2^2*z3,0,-z1^2*z2^2-1],[z1^2*z3^2+z3,-z3,-z1^3*z3-z1]
> ]);
R :=
[
z1 z2 2 z3 0 −z1 2 z2 2 − 1
z1 2 z3 2 + z3 −z3 −z1 3 z3 − z1
]
> var:=[z1,z2,z3];
var := [z1 , z2 , z3 ]
Let us compute the maximal minors of R:
> MaxMinors(R);
> InvolutiveBasis(%, var);
[−z1 z2 2 z3 2, z1 2 z3 2 + z3 , (−z1 2 z2 2 − 1) z3 ]
[z3 ]
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The greatest common divisor of the maximal minors is z3. We use the command LinBose1 to compute the
factorization of the matrix R:
> LB1:=LinBose1(R, var);
LB1 := [
[
z1 3 z2 4 z3 −z1 2 z2 2 − z1 4 z3 z2 2 − 1
z1 4 z3 2 z2 2 − z3 + z1 2 z2 2 z3 −2 z1 3 z3 − z1 5 z3 2 − z1
]
,[ −z1 2 z3 − 1 z1 2 z2 2 + z1 4 z3 z2 2 + 1 −z1 3 − z1 5 z3
−z1 z2 2 z3 z1 3 z2 4 z3 −z1 4 z3 z2 2 + 1
]
]
Let us check the properties of the factorization:
> Determinant(LB1[1]);
−z3
> MaxMinors(LB1[2]);
> InvolutiveBasis(%, var);
[z1 z2 2 z3 , −z1 2 z3 − 1, z1 2 z2 2 + 1]
[1]
And the product of the two matrices is R:
> simplify(LB1[1].LB1[2]);[
z1 z2 2 z3 0 −z1 2 z2 2 − 1
z1 2 z3 2 + z3 −z3 −z1 3 z3 − z1
]
We can also complete the matrix R to a square matrix with determinant z3 using the command LinBose2:
> LB2:=LinBose2(R, var);
LB2 :=
 z1 z2 2 z3 0 −z1 2 z2 2 − 1z1 2 z3 2 + z3 −z3 −z1 3 z3 − z1
−1 z1 2 z2 2 −z1 3

> Determinant(LB2);
z3
Example 5
Example 1 on page 302 of the article “On multivariate polynomial matrix factorization problems”, Wang Ming-
sheng, C.P. Kwong, MCSS 17 (2005), 297-311.
Let us compute a Minimal Left Prime factorization of the following matrix R with entries in Q[z1, z2, z3]:
> R:=Matrix([[z1*(z1-1), z1-z2*z3-z3, z1*z3-2*z1-z3],[z1-1,
> z2^2+2*z2+2,z2+z3-1]]);
R :=
[
z1 (z1 − 1) z1 − z2 z3 − z3 z1 z3 − 2 z1 − z3
z1 − 1 z2 2 + 2 z2 + 2 z2 + z3 − 1
]
> var:=[z1,z2,z3];
var := [z1 , z2 , z3 ]
Let us first compute the maximal minors of R:
> mm:=MaxMinors(R);
> df:=gcd(gcd(mm[1], mm[2]), mm[3]);
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mm := [z1 2 z2 2 + 2 z2 z1 2 + z1 2 − z1 z2 2 − 2 z2 z1 − z1 + z2 z3 z1 − z2 z3 + z1 z3 − z3 ,
z2 z1 2 + z1 2 − z2 z1 + z1 z3 − z1 − z3 , 5 z2 z1 − z1 z3 + 3 z1 − z2 z3 2 − z3 2 + 3 z3
− z1 z2 2 z3 − 2 z2 z3 z1 + 2 z1 z2 2 + 2 z2 z3 ]
df := z3 + z1 + z2 z1
We compute the factorization using the command LinBose1:
> LB1:=LinBose1(R, var);
LB1 := [
[
z1 z3 − 2 z1 − z3 z1
z2 + z3 − 1 1
]
,
[
0 z2 + 1 1
z1 − 1 −z2 z3 + 2 z2 − z3 + 3 0
]
]
Let us check the properties of the factorization:
> Determinant(LB1[1]);
−z1 − z3 − z2 z1
> MaxMinors(LB1[2]);
> gcd(gcd(%[1], %[2]), %[3]);
[−(z2 + 1) (z1 − 1), −z1 + 1, z2 z3 − 2 z2 + z3 − 3]
1
and the product of the two matrices is indeed R:
> simplify(LB1[1].LB1[2]);[
z1 (z1 − 1) z1 − z2 z3 − z3 z1 z3 − 2 z1 − z3
z1 − 1 z2 2 + 2 z2 + 2 z2 + z3 − 1
]
We note however, that the reduced minors do have common zeros:
> map(r-> simplify(r/df), mm);
[−1 + z1 − z2 + z2 z1 , z1 − 1, −z2 z3 + 2 z2 − z3 + 3]
> Involutive[InvolutiveBasis](%, var);
> solve({op(%)},{op(var)});
[z1 − 1, z2 z3 − 2 z2 + z3 − 3]
{z3 = z3 , z1 = 1, z2 = −z3 − 3z3 − 2}
Thus, the matrix R cannot be completed to a square matrix with determinant df:
> LB2:=LinBose2(R, var);
Warning, The conditions for LinBose2 are not fulfilled
LB2 := []
Example 6
Example 2 on page 307 of the article “On multivariate polynomial matrix factorization problems”, Wang Ming-
sheng, C.P. Kwong, MCSS 17 (2005), 297-311. [See also: Lin, “Notes on n-D polynomial matrix factorization”,
Multidimensional Syst. Signal Processing, 10, 379-393.]
Let us compute a Minimal Left Prime factorization of the following matrix F with entries in Q[z1, z2, z3]:
> F:=Matrix([[2*z1^2*z2*z3-z1^2*z2+3*z2+z3+2,
> 2*z1^2*z3+z1*z2+z1*z3-z1^2+2*z1+2],[2*z2*z3-z2, 2*z3-1],[1, z1],
> [2*z2*z3-z2+z3, 2*z3+z1*z3-1]]);
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F :=

2 z1 2 z2 z3 − z2 z1 2 + 3 z2 + z3 + 2 2 z1 2 z3 + z2 z1 + z1 z3 − z1 2 + 2 z1 + 2
2 z2 z3 − z2 2 z3 − 1
1 z1
2 z2 z3 − z2 + z3 2 z3 + z1 z3 − 1

> var:=[z1,z2,z3];
var := [z1 , z2 , z3 ]
Let us use the QuillenSuslin package for the transposed matrix R:
> R:=Transpose(F);
R :=
[
2 z1 2 z2 z3 − z2 z1 2 + 3 z2 + z3 + 2 2 z2 z3 − z2 1 2 z2 z3 − z2 + z3
2 z1 2 z3 + z2 z1 + z1 z3 − z1 2 + 2 z1 + 2 2 z3 − 1 z1 2 z3 + z1 z3 − 1
]
Let us compute the maximal minors of R and their greatest common divisor:
> mm:=MaxMinors(R);
> df:=gcd(gcd(mm[1], mm[2]), mm[3]);
mm := [2 z2 z3 − z2 + 2 z3 2 + 3 z3 − 2− 2 z1 z2 2 z3 − 2 z2 z3 2 z1 − 3 z2 z3 z1 + z1 z2 2
+ 2 z2 z1 , 2 z1 3 z2 z3 − z2 z1 3 + 2 z2 z1 − 2 z1 2 z3 + z1 2 − 2,−2− z2 z3 z1 + 2 z3 2
− 2 z1 z2 2 z3 − 2 z1 2 z3 2 + z1 z2 2 + z1 2 z3 − z2 + z3 + 2 z2 z3 + 2 z2 z1
− 2 z2 z3 2 z1 − z1 3 z2 z3 + 2 z1 3 z2 z3 2, 2 z2 z3 z1 − z2 z1 − 2 z3 + 1,
2 z2 z3 2 z1 − z2 z3 z1 − 2 z3 2 + z3 , 2 z3 − 1− 2 z2 z3 z1 + z2 z1 ]
df := −1 + z2 z1
Let us now use the command LinBose1 to compute a factorization of R:
> LB1:=map(simplify,LinBose1(R, var));
LB1 := [
[ −2− z3 − 3 z2 − 4 z2 z1 2 − 2 z1 2 z2 2 − 2 z1 2 z2 z3 −1− 2 z2 z1 2
−2 z1 − z1 z3 − z2 z1 − 2− 4 z1 2 − 2 z2 z1 2 − 2 z1 2 z3 −z1 − 2 z1 2
]
,[
z2 z1 2 +
5
2
z1 2 − 1 , 12 − z3 , z1
2 , −z3 + 12 + z1
2 z3
]
[
− z1 2 z2 2 − 92 z2 z1
2 − z1 2 z2 z3 − 5 z1 2 − 52 z1
2 z3 ,
(2 + z3 + z2 ) (2 z3 − 1)
2
,
−1− 2 z1 2 − z2 z1 2 − z1 2 z3 ,
−z1 2 z2 z3 − z1 2 z3 2 − 2 z1 2 z3 − 12 z2 + z2 z3 − 1 + z3
2 +
1
2
z3
]
]
Let us check the properties of the factorization:
> Determinant(LB1[1]);
−2 + 2 z2 z1
> MaxMinors(LB1[2]);
> gcd(gcd(%[1], %[2]), %[3]);
[1− 3
2
z3 +
1
2
z2 − z3 2 − z2 z3 , −12 z1
2 + z1 2 z3 + 1,
z1 2 z3 2 − 12 z1
2 z3 − z2 z3 − z3 2 + 12 z2 −
1
2
z3 + 1, −12 + z3 , −
1
2
z3 + z3 2,
1
2
− z3 ]
1
> simplify(LB1[1].LB1[2]);[
2 z1 2 z2 z3 − z2 z1 2 + 3 z2 + z3 + 2 2 z2 z3 − z2 1 2 z2 z3 − z2 + z3
2 z1 2 z3 + z2 z1 + z1 z3 − z1 2 + 2 z1 + 2 2 z3 − 1 z1 2 z3 + z1 z3 − 1
]
Thus, we get the factorization for F :
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> F1:=Transpose(LB1[2]);
> F2:=Transpose(LB1[1]);
F1 :=

z2 z1 2 +
5
2
z1 2 − 1 −z1 2 z2 2 − 92 z2 z1
2 − z1 2 z2 z3 − 5 z1 2 − 52 z1
2 z3
1
2
− z3 (2 + z3 + z2 ) (2 z3 − 1)2
z1 2 −1− 2 z1 2 − z2 z1 2 − z1 2 z3
−z3 + 12 + z1
2 z3 −z1 2 z2 z3 − z1 2 z3 2 − 2 z1 2 z3 − 12 z2 + z2 z3 − 1 + z3
2 +
1
2
z3

F2 :=
[−2− z3 − 3 z2 − 4 z2 z1 2 − 2 z1 2 z2 2 − 2 z1 2 z2 z3 ,
−2 z1 − z1 z3 − z2 z1 − 2− 4 z1 2 − 2 z2 z1 2 − 2 z1 2 z3 ]
[−1− 2 z2 z1 2 , −z1 − 2 z1 2]
> simplify(F1.F2-F); 
0 0
0 0
0 0
0 0

Using an optional parameter opt we can check if some heuristic methods work on this example and in such case
compute another factorization:
> LB1opt:=LinBose1(R, var, opt);
LB1opt := [
[
2 z1 2 z3 + 2− 2 z2 z1 2 + 4 z1 2 z2 z3 + 4 z2 2 z2 z3 − z2 + z3
2 z1 3 z3 + 2 z1 − 2 z1 2 + 4 z1 2 z3 + 4 2 z3 + z1 z3 − 1
]
,[
z1 2 z3 2 − 12 z1
2 z3 − z2 z3 − z3 2 + 12 z2 −
1
2
z3 + 1 ,
z3 (2 z3 − 1)
2
,
1
2
− z3 , 0
]
[−(−1− z3 − z2 + z1 2 z3 ) (2 z1 2 z3 − z1 2 + 2) , 1− 2 z1 2 z3 2 + z1 2 z3 − 2 z3 ,
2 z1 2 z3 − z1 2 + 2 , 1]]
Let us check the properties of the second factorization:
> Determinant(LB1opt[1]);
−2 + 2 z2 z1
> MaxMinors(LB1opt[2]);
> gcd(gcd(%[1], %[2]), %[3]);
[1− 3
2
z3 +
1
2
z2 − z3 2 − z2 z3 , −12 z1
2 + z1 2 z3 + 1,
z1 2 z3 2 − 12 z1
2 z3 − z2 z3 − z3 2 + 12 z2 −
1
2
z3 + 1, −12 + z3 ,
z3 (2 z3 − 1)
2
,
1
2
− z3 ]
1
Thus, we get second factorization of F :
> F1opt:=Transpose(LB1opt[2]);
> F2opt:=Transpose(LB1opt[1]);
> simplify(F1opt.F2opt-F);
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F1opt :=[
z1 2 z3 2 − 12 z1
2 z3 − z2 z3 − z3 2 + 12 z2 −
1
2
z3 + 1 ,
−(−1− z3 − z2 + z1 2 z3 ) (2 z1 2 z3 − z1 2 + 2)
]
[
z3 (2 z3 − 1)
2
, 1− 2 z1 2 z3 2 + z1 2 z3 − 2 z3
]
[
1
2
− z3 , 2 z1 2 z3 − z1 2 + 2
]
[0 , 1]
F2opt :=[
2 z1 2 z3 + 2− 2 z2 z1 2 + 4 z1 2 z2 z3 + 4 z2 2 z1 3 z3 + 2 z1 − 2 z1 2 + 4 z1 2 z3 + 4
2 z2 z3 − z2 + z3 2 z3 + z1 z3 − 1
]

0 0
0 0
0 0
0 0

Finally, let us complete F to a square matrix with determinant df (up to a constant):
> LB2:=LinBose2(R, var);
LB2 :=

2 z1 2 z2 z3 − z2 z1 2 + 3 z2 + z3 + 2 2 z2 z3 − z2 1 2 z2 z3 − z2 + z3
2 z1 2 z3 + z2 z1 + z1 z3 − z1 2 + 2 z1 + 2 2 z3 − 1 z1 2 z3 + z1 z3 − 1
z1 2 1 0 0
0 0 0 1

> Determinant(LB2);
−2 z2 z1 + 2
which is a common factor of the maximal minors.
Example 7
Example 1 on page 570 of the article “On Minor prime factorization for n-D polynomial matrices”, Lin, Xu, Fan,
IEEE Trans. Circuits and Systems, 52 (2005), 568-571. [See also: Charoenlarpnopparut, Bose, “Multidimensional
FIR filter bank design using Gröbner bases”, ITEE Trans. Circuts Syst. II, Analog Digit. Signal Process., vol. 46,
no. 12, (Dec. 1999), 1475-1486.]
Let us cosider the following matrix F with entries in Q[z1, z2, z3]:
> F:=Matrix([[z1*(z1-1), z1-1],[z1-z2*z3-z3,
> z2^2+2*z2+2],[z1*z3-2*z1-z3,z2+z3-1]]);
F :=
 z1 (z1 − 1) z1 − 1z1 − z2 z3 − z3 z2 2 + 2 z2 + 2
z1 z3 − 2 z1 − z3 z2 + z3 − 1

> R:=Transpose(F);
R :=
[
z1 (z1 − 1) z1 − z2 z3 − z3 z1 z3 − 2 z1 − z3
z1 − 1 z2 2 + 2 z2 + 2 z2 + z3 − 1
]
> var:=[z1,z2,z3];
var := [z1 , z2 , z3 ]
146 APPENDIX B
Let us compute the maximal minors of R and their greatest common divisor:
> mm:=MaxMinors(R);
> df:=gcd(gcd(mm[1], mm[2]), mm[3]);
mm := [z1 2 z2 2 + 2 z2 z1 2 + z1 2 − z1 z2 2 − 2 z2 z1 − z1 + z2 z3 z1 − z2 z3 + z1 z3 − z3 ,
z2 z1 2 + z1 2 − z2 z1 + z1 z3 − z1 − z3 , 5 z2 z1 − z1 z3 + 3 z1 − z2 z3 2 − z3 2 + 3 z3
− z1 z2 2 z3 − 2 z2 z3 z1 + 2 z1 z2 2 + 2 z2 z3 ]
df := z3 + z1 + z2 z1
We can compute the factorization of R using the command LinBose1:
> LB1:=LinBose1(R, var);
LB1 := [
[
z1 z3 − 2 z1 − z3 z1
z2 + z3 − 1 1
]
,
[
0 z2 + 1 1
z1 − 1 −z2 z3 + 2 z2 − z3 + 3 0
]
]
Let us check the properties of the factorization
> Determinant(LB1[1]);
−z1 − z3 − z2 z1
> MaxMinors(LB1[2]);
> gcd(gcd(%[1], %[2]), %[3]);
[−(z2 + 1) (z1 − 1), −z1 + 1, z2 z3 − 2 z2 + z3 − 3]
1
> simplify(LB1[1].LB1[2]);[
z1 (z1 − 1) z1 − z2 z3 − z3 z1 z3 − 2 z1 − z3
z1 − 1 z2 2 + 2 z2 + 2 z2 + z3 − 1
]
Note however, that the reduced minors do have a common zero, thus the matrix R cannot be completed to a square
matrix with determinnant df:
> map(r-> simplify(r/df), mm);
> solve({op(%)}, {op(var)});
[−1 + z1 − z2 + z2 z1 , z1 − 1, −z2 z3 + 2 z2 − z3 + 3]
{z1 = 1, z3 = z3 , z2 = −z3 − 3z3 − 2}
> LB2:=LinBose2(R, var);
Warning, The conditions for LinBose2 are not fulfilled
LB2 := []
Example 8
Example 2 on page 570 of the article “On Minor prime factorization for n-D polynomial matrices”, Lin, Xu, Fan,
IEEE Trans. Circuits and Systems, 52 (2005), 568-571. [See also: Youla, Gnavi, “Notes on n-dimensional system
theory”, IEEE Trans. Circuits Systems, vol. CAS-26, no.2, (Feb. 1979), 105-111].
Let us cosider the following matrix F with entries in Q[z1, z2, z3]:
> F:=Matrix([[z2*z3, z3^2],[z2^2, z2*z3],[z1,0],[0,z1]]);
F :=

z2 z3 z3 2
z2 2 z2 z3
z1 0
0 z1

> R:=Transpose(F);
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R :=
[
z2 z3 z2 2 z1 0
z3 2 z2 z3 0 z1
]
> var:=[z1,z2,z3];
var := [z1 , z2 , z3 ]
Let us compute the maximal minors of R and their greatest common divisor:
> mm:=MaxMinors(R);
> df:=gcd(gcd(gcd(gcd(gcd(mm[1], mm[2]), mm[3]), mm[4]), mm[5]),
> mm[6]);
mm := [0, −z1 z3 2, z2 z3 z1 , −z2 z3 z1 , z1 z2 2, z1 2]
df := z1
We can check if R admits an MPR factorization using the command LinBose1:
> LB1:=LinBose1(R, var);
Warning, The conditions for LinBose1 are not fulfilled
LB1 := []
Let us shortly check why the conditions for LinBose1 are not fulfilled
> ext:=PolTorsionfreeParam(F, var);
> Q:=SyzygyModule(ext[1], var);
> Q2:=PolShortestResolution(%, var)[1];
ext :=

 −z2 z3 −z2 2 −z1 0−z3 2 −z2 z3 0 −z1
0 0 z3 −z2
 ,

0 z1 z2
z1 0 −z3
−z2 2 −z2 z3 0
−z2 z3 −z3 2 0


Q := [[z3 , −z2 , z1 ]]
Q2 :=
[
z3 −z2 z1
]
The torsion free module M/t(M), defined as a cokernel of Q is not free, thus the conditions for LinBose1
(existence of such a factorization) are violated:
> BasisOfCokernelModule(Q2, var, true);
Warning, The module is not projective
[]
> LB1:=LinBose1(R, var);
Warning, The conditions for LinBose1 are not fulfilled
LB1 := []
> LB2:=LinBose2(R, var);
Warning, The conditions for LinBose2 are not fulfilled
LB2 := []
Example 9
Example 3 on page 570 of the article “On Minor prime factorization for n-D polynomial matrices”, Lin, Xu,
Fan, IEEE Trans. Circuits and Systems, 52 (2005), 568-571.
Let us cosider the following matrix F with entries in Q[z1, z2, z3]:
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> F:=Matrix([[z1*(z1-1), z1-1],[z1-z2*z3+z3^2-z3,
> z2^2-2*z2*z3+z3^2+2*z2-2*z3+2],[z1*z3-2*z1-z3, z2-1]]);
F :=
 z1 (z1 − 1) z1 − 1z1 − z2 z3 + z3 2 − z3 z2 2 − 2 z2 z3 + z3 2 + 2 z2 − 2 z3 + 2
z1 z3 − 2 z1 − z3 z2 − 1

> R:=Transpose(F);
R :=
[
z1 (z1 − 1) z1 − z2 z3 + z3 2 − z3 z1 z3 − 2 z1 − z3
z1 − 1 z2 2 − 2 z2 z3 + z3 2 + 2 z2 − 2 z3 + 2 z2 − 1
]
> var:=[z1,z2,z3];
var := [z1 , z2 , z3 ]
Let us compute the maximal minors of R and their greatest common divisor:
> mm:=MaxMinors(R);
> df:=gcd(gcd(mm[1], mm[2]), mm[3]);
mm := [z1 2 z2 2 − 2 z1 2 z2 z3 + z1 2 z3 2 + 2 z2 z1 2 − 2 z1 2 z3 + z1 2 − z1 z2 2 + 3 z2 z3 z1
− 2 z1 z3 2 − 2 z2 z1 + 3 z1 z3 − z1 − z2 z3 + z3 2 − z3 ,
z2 z1 2 + z1 2 − z2 z1 − z1 − z1 2 z3 + 2 z1 z3 − z3 , 5 z2 z1 + 3 z1 − z3 2 z2 − 3 z3 2
+ 3 z3 − z1 z2 2 z3 + 2 z1 z3 2 z2 − z1 z3 3 − 6 z2 z3 z1 + 4 z1 z3 2 − 6 z1 z3
+ 2 z1 z2 2 + z3 3 + 2 z2 z3 ]
df := z1 + z2 z − 1 − z1 z − 3 + z3
Let us now use the command LinBose1 to compute a factorization of R:
> LB1:=map(simplify,LinBose1(R, var));
LB1 := [
[
z1 z3 − 2 z1 − z3 z1
z2 − 1 1
]
,
[
0 z2 − z3 + 1 1
z1 − 1 −z2 z3 + 2 z2 − 3 z3 + z3 2 + 3 0
]
]
Let us check the properties of the factorization:
> Determinant(LB1[1]);
−z1 − z2 z1 + z1 z3 − z3
> MaxMinors(LB1[2]);
> gcd(gcd(%[1], %[2]), %[3]);
[−(z2 − z3 + 1) (z1 − 1), −z1 + 1, z2 z3 − 2 z2 + 3 z3 − z3 2 − 3]
1
> simplify(LB1[1].LB1[2]);[
z1 (z1 − 1) z1 − z2 z3 + z3 2 − z3 z1 z3 − 2 z1 − z3
z1 − 1 z2 2 − 2 z2 z3 + z3 2 + 2 z2 − 2 z3 + 2 z2 − 1
]
Thus, we get the factorization for F :
> F1:=Transpose(LB1[2]);
> F2:=Transpose(LB1[1]);
F1 :=
 0 z1 − 1z2 − z3 + 1 −z2 z3 + 2 z2 − 3 z3 + z3 2 + 3
1 0

F2 :=
[
z1 z3 − 2 z1 − z3 z2 − 1
z1 1
]
> simplify(F1.F2-F);  0 00 0
0 0

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Finally, let us check if we can complete F to a square matrix with determinant df (up to a constant):
> LB2:=LinBose2(R, var);
Warning, The conditions for LinBose2 are not fulfilled
LB2 := []
Indeed, let us check, that the reduced minors do have common zeros and thus the conditions for the completion
of matrix F are not fulfilled:
> map(r-> simplify(r/df), mm);
> solve({op(%)}, {op(var)});
[−1 + z1 + z3 − z1 z3 − z2 + z2 z1 , z1 − 1, −z2 z3 + 2 z2 − 3 z3 + z3 2 + 3]
{z2 = −3 z3 + z3
2 + 3
z3 − 2 , z1 = 1, z3 = z3}
Example 10
Example 3.1 on page 1320 of the article “On matrix fraction description of multivariable linear n-D systems”,
Lin, IEEE Trans. Circuits and Systems, 35 (1998), 1317-1322.
Let us consider the following matrix F with entries in Q[z1, z2, z3]:
> F:=Matrix([[(z2+1/2)*(z3-1/2), 0],[0,
> (z3+1/2)*(z3-1/2)],[(z2+2)*(z3+5/2),
> (-z1+3)*(z3+5/2)],[-(z3+1/2)*(z2+2)*(z3+9/2),
> (z3+1/2)^2*(z1+3)*(z3+9/2)]]);
F :=

(z2 +
1
2
) (−1
2
+ z3 ) 0
0 (z3 +
1
2
) (−1
2
+ z3 )
(z2 + 2) (z3 +
5
2
) (−z1 + 3) (z3 + 52)
−(z3 + 12) (z2 + 2) (z3 +
9
2
) (z3 +
1
2
)2 (z1 + 3) (z3 +
9
2
)

> R:=Transpose(F);
R :=
 (z2 +
1
2
) (−1
2
+ z3 ) 0 (z2 + 2) (z3 +
5
2
) −(z3 + 12) (z2 + 2) (z3 +
9
2
)
0 (z3 +
1
2
) (−1
2
+ z3 ) (−z1 + 3) (z3 + 52) (z3 +
1
2
)2 (z1 + 3) (z3 +
9
2
)

> var:=[z1,z2,z3];
var := [z1 , z2 , z3 ]
Let us compute the maximal minors of R and their greatest common divisor:
> mm:=MaxMinors(R);
> df:=gcd(gcd(gcd(gcd(gcd(mm[1], mm[2]), mm[3]), mm[4]), mm[5]),
> mm[6]);
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mm := [(z2 +
1
2
) (−1
2
+ z3 )2 (z3 +
1
2
), (z2 +
1
2
) (−1
2
+ z3 ) (−z1 + 3) (z3 + 52),
(z2 +
1
2
) (−1
2
+ z3 ) (z3 +
1
2
)2 (z1 + 3) (z3 +
9
2
), −(z2 + 2) (z3 + 52) (z3 +
1
2
) (−1
2
+ z3 ),
(z3 +
1
2
)2 (z2 + 2) (z3 +
9
2
) (−1
2
+ z3 ),−74 z2 z3 z1 + 156 z3
2 − 7
2
z1 z3 + 54 z3 3
− 45
8
z1 +
405
16
z2 +
333
2
z3 +
333
4
z2 z3 − 4516 z2 z1 + 6 z3
4 + 7 z2 z3 3 z1 +
405
8
+ z2 z3 4 z1 + 27 z2 z3 3 + 3 z2 z3 4 + 2 z1 z3 4 + 78 z3 2 z2 + 14 z1 z3 3 + 22 z1 z3 2
+ 11 z1 z3 2 z2 ]
df := 1
Let us now use the command LinBose1 to compute a factorization of R:
> LB1:=map(simplify,LinBose1(R, var));
LB1 := [
[
0 −1
1 0
]
,[
0 , −1
4
+ z3 2 , −52 z1 − z1 z3 + 3 z3 +
15
2
,
z1 z3 3 +
11
2
z1 z3 2 +
19
4
z1 z3 +
9
8
z1 +
27
8
+ 3 z3 3 +
33
2
z3 2 +
57
4
z3
]
[
1
2
z2 − z2 z3 + 14 −
1
2
z3 , 0 , −5− 52 z2 − 2 z3 − z2 z3 ,
9
2
+
9
4
z2 + 10 z3 + 2 z3 2 + 5 z2 z3 + z3 2 z2
]
]
Let us check the properties of the factorization:
> Determinant(LB1[1]);
1
> MaxMinors(LB1[2]);
> gcd(gcd(gcd(gcd(gcd(%[1], %[2]), %[3]), %[4]), %[5]), %[6]);
[−(−1
4
+ z3 2) (
1
2
z2 − z2 z3 + 14 −
1
2
z3 ),
−(−5
2
z1 − z1 z3 + 3 z3 + 152 ) (
1
2
z2 − z2 z3 + 14 −
1
2
z3 ),−
(z1 z3 3 +
11
2
z1 z3 2 +
19
4
z1 z3 +
9
8
z1 +
27
8
+ 3 z3 3 +
33
2
z3 2 +
57
4
z3 )
(
1
2
z2 − z2 z3 + 14 −
1
2
z3 ), (−14 + z3
2) (−5− 5
2
z2 − 2 z3 − z2 z3 ),
(−1
4
+ z3 2) (
9
2
+
9
4
z2 + 10 z3 + 2 z3 2 + 5 z2 z3 + z3 2 z2 ),−74 z2 z3 z1 + 156 z3
2
− 7
2
z1 z3 + 54 z3 3 − 458 z1 +
405
16
z2 +
333
2
z3 +
333
4
z2 z3 − 4516 z2 z1 + 6 z3
4
+ 7 z2 z3 3 z1 +
405
8
+ z2 z3 4 z1 + 27 z2 z3 3 + 3 z2 z3 4 + 2 z1 z3 4 + 78 z3 2 z2
+ 14 z1 z3 3 + 22 z1 z3 2 + 11 z1 z3 2 z2 ]
1
> simplify(LB1[1].LB1[2]);
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[
− 1
2
z2 + z2 z3 − 14 +
1
2
z3 , 0 , z2 z3 +
5
2
z2 + 2 z3 + 5 ,
−z3 2 z2 − 5 z2 z3 − 94 z2 −
9
2
− 2 z3 2 − 10 z3
]
[
0 , −1
4
+ z3 2 , −52 z1 − z1 z3 + 3 z3 +
15
2
,
z1 z3 3 +
11
2
z1 z3 2 +
19
4
z1 z3 +
9
8
z1 +
27
8
+ 3 z3 3 +
33
2
z3 2 +
57
4
z3
]
Thus, we get the factorization for F :
> F1:=Transpose(LB1[2]);
> F2:=Transpose(LB1[1]);
F1 :=[
0 ,
1
2
z2 − z2 z3 + 14 −
1
2
z3
]
[
−1
4
+ z3 2 , 0
]
[
−5
2
z1 − z1 z3 + 3 z3 + 152 , −5−
5
2
z2 − 2 z3 − z2 z3
]
[
z1 z3 3 +
11
2
z1 z3 2 +
19
4
z1 z3 +
9
8
z1 +
27
8
+ 3 z3 3 +
33
2
z3 2 +
57
4
z3 ,
9
2
+
9
4
z2 + 10 z3 + 2 z3 2 + 5 z2 z3 + z3 2 z2
]
F2 :=
[
0 1
−1 0
]
> simplify(F1.F2-F); 
0 0
0 0
0 0
0 0

Finally, let us check if we can complete F to a square matrix with determinant df (up to a constant):
> LB2:=LinBose2(R, var);
Warning, The conditions for LinBose2 are not fulfilled
LB2 := []
The conditions for the completion of matrix F to a square matrix are not fulfilled. We can check, that the reduced
minors do have common zeros:
> map(r-> simplify(r/df), mm);
> solve({op(%)}, {op(var)});
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[
(2 z2 + 1) (2 z3 − 1)2 (2 z3 + 1)
16
, − (2 z2 + 1) (2 z3 − 1) (z1 − 3) (2 z3 + 5)
8
,
(2 z2 + 1) (2 z3 − 1) (2 z3 + 1)2 (z1 + 3) (2 z3 + 9)
32
,
− (z2 + 2) (2 z3 + 5) (4 z3
2 − 1)
8
,
(2 z3 + 1)2 (z2 + 2) (2 z3 + 9) (2 z3 − 1)
16
,
−7
4
z2 z3 z1 + 156 z3 2 − 72 z1 z3 + 54 z3
3 − 45
8
z1 +
405
16
z2 +
333
2
z3 +
333
4
z2 z3
− 45
16
z2 z1 + 6 z3 4 + 7 z2 z3 3 z1 +
405
8
+ z2 z3 4 z1 + 27 z2 z3 3 + 3 z2 z3 4 + 2 z1 z3 4
+ 78 z3 2 z2 + 14 z1 z3 3 + 22 z1 z3 2 + 11 z1 z3 2 z2 ]
{z3 = 12 , z1 = z1 , z2 = −2}, {z1 = z1 , z2 =
−1
2
, z3 =
−1
2
}, {z2 = z2 , z1 = 3, z3 = −12 }
Example 11
Example 2 on page 83 of the article “On syzygy modules for polynomial matrices”, Lin, Linear Algebra and Its
Applications, 298 (1999), 73-86.
Let us consider the following matrix R with entries in Q[z1, z2, z3]:
> R:=Matrix([[z2+2*z1^2+z1, z1-z2, z1^2+z1],[z2,z2,z2]]);
R :=
[
z2 + 2 z1 2 + z1 z1 − z2 z1 2 + z1
z2 z2 z2
]
> var:=[z1,z2,z3];
var := [z1 , z2 , z3 ]
Let us compute the maximal minors of R and their greatest common divisor:
> mm:=MaxMinors(R);
> df:=gcd(gcd(mm[1], mm[2]), mm[3]);
mm := [2 z2 2 + 2 z2 z1 2, z2 2 + z2 z1 2, −z2 2 − z2 z1 2]
df := z2 (z2 + z1 2)
Let us now use the command LinBose1 to compute a factorization of R:
> LB1:=map(simplify,LinBose1(R, var));
LB1 := [
[
z1 2 + z1 z1 − z2
z2 z2
]
,
[
2 0 1
−1 1 0
]
]
Let us check the properties of the factorization:
> Determinant(LB1[1]);
z2 2 + z2 z1 2
> MaxMinors(LB1[2]);
> gcd(gcd(%[1], %[2]), %[3]);
[2, 1, −1]
1
> simplify(LB1[1].LB1[2]);
> simplify(%-R); [
z2 + 2 z1 2 + z1 z1 − z2 z1 2 + z1
z2 z2 z2
]
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[
0 0 0
0 0 0
]
Finally, let us check if we can complete R to a square matrix with determinant df (up to a constant):
> LB2:=LinBose2(R, var);
LB2 :=
 z2 + 2 z1 2 + z1 z1 − z2 z1 2 + z1z2 z2 z2
−1 0 0

> Determinant(LB2);
z2 2 + z2 z1 2
> df;
z2 (z2 + z1 2)
Example 12
Example 4 on page 83 of the article “On syzygy modules for polynomial matrices”, Lin, Linear Algebra and Its
Applications, 298 (1999), 73-86.
Let us consider the following matrix R with entries in Q[z1, z2, z3]:
> f1:=z3^2-z1*z2+z3: f2:=z2^4-z1*z2*z3+z1*z2-z3:
> f3:=z2^3*z3+z2^3-z1^2*z2+z1*z3: f4:=z1*z2^3+z2^2*z3-z1^2*z3+z2^2:
> f5:=z1*z2^2*z3+2*z1*z2^2-z1^3+z2*z3+z2:
> R:=Matrix([[f1,f2,f3,f4,f5]]);
R :=
[z3 2 − z2 z1 + z3 , z2 4 − z2 z3 z1 + z2 z1 − z3 , z2 3 z3 + z2 3 − z2 z1 2 + z1 z3 ,
z1 z2 3 + z2 2 z3 − z1 2 z3 + z2 2 , z1 z2 2 z3 + 2 z1 z2 2 − z1 3 + z2 z3 + z2 ]
> var:=[z1,z2,z3];
var := [z1 , z2 , z3 ]
Let us compute the maximal minors of R and their greatest common divisor:
> mm:=MaxMinors(R);
> df:=gcd(gcd(mm[1], mm[2]), mm[3]);
mm := [z3 2 − z2 z1 + z3 , z2 4 − z2 z3 z1 + z2 z1 − z3 , z2 3 z3 + z2 3 − z2 z1 2 + z1 z3 ,
z1 z2 3 + z2 2 z3 − z1 2 z3 + z2 2, z1 z2 2 z3 + 2 z1 z2 2 − z1 3 + z2 z3 + z2 ]
df := 1
Let us now use the command LinBose1 to compute a factorization of R:
> LB1:=map(simplify,LinBose1(R, var));
LB1 := [
[
1
]
,
[z3 2 − z2 z1 + z3 , z2 4 − z2 z3 z1 + z2 z1 − z3 , z2 3 z3 + z2 3 − z2 z1 2 + z1 z3 ,
z1 z2 3 + z2 2 z3 − z1 2 z3 + z2 2 , z1 z2 2 z3 + 2 z1 z2 2 − z1 3 + z2 z3 + z2 ]]
The gcd of the maximal minors of R is 1, so we get the trivial factorization as an output of LinBose1. Let us
check if we can complete R to a square matrix with determinant df (up to a constant):
> LB2:=LinBose2(R, var);
Warning, The conditions for LinBose2 are not fulfilled
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LB2 := []
We cannot complete R to an unimodular matrix with determinant 1, as the row R is not unimodular.
> IsUnimod(R, var);
false
Example 13
Example 1 on page 612 of the article “Factorizations for nD Polynomial Matrices”, Lin, Ying, Xu, Circuits,
Systems and Signal Processing, vol. 20, no. 6, (Dec. 2001), 601-618.
Let us consider the following matrix F with entries in Q[z1, z2, z3]:
> F:=Matrix(3,2):
> F[1,1]:=2*z1*z2+z1^2-2*z2-1:F[1,2]:=-z1*z3+z3:
> F[2,1]:=2*z2^3+z1*z2^2+2*z1*z2+4*z2^2+2*z1+4*z2+1:
> F[2,2]:=-z2^2*z3-2*z2*z3+z2-2*z3+1:
> F[3,1]:=2*z2^2+z1*z2-2*z2+2*z2*z3+z1*z3+z3-z1-2:
> F[3,2]:=-z2*z3-z3^2+z3+1:
> F; 2 z1 z2 + z1 2 − 2 z2 − 1 −z1 z3 + z32 z2 3 + z1 z2 2 + 2 z1 z2 + 4 z2 2 + 2 z1 + 4 z2 + 1 −z2 2 z3 − 2 z2 z3 + z2 − 2 z3 + 1
2 z2 2 + z1 z2 − 2 z2 + 2 z2 z3 + z1 z3 + z3 − z1 − 2 −z2 z3 − z3 2 + z3 + 1

Let us consider the transposed matrix:
> R:=Transpose(F);
R :=
[2 z1 z2 + z1 2 − 2 z2 − 1 , 2 z2 3 + z1 z2 2 + 2 z1 z2 + 4 z2 2 + 2 z1 + 4 z2 + 1 ,
2 z2 2 + z1 z2 − 2 z2 + 2 z2 z3 + z1 z3 + z3 − z1 − 2]
[−z1 z3 + z3 , −z2 2 z3 − 2 z2 z3 + z2 − 2 z3 + 1 , −z2 z3 − z3 2 + z3 + 1]
> var:=[z1,z2,z3];
var := [z1 , z2 , z3 ]
Let us compute the maximal minors of R and their greatest common divisor:
> mm:=MaxMinors(R);
> df:=gcd(gcd(mm[1], mm[2]), mm[3]);
mm := [−1− 2 z1 z2 z3 + z2 2 z3 − z1 z2 2 z3 + 2 z1 z2 − z1 z3 + 2 z1 z2 2 + 2 z2 z3 + z1 2
− 2 z2 2 − 3 z2 + z3 + z1 2 z2 ,
−1− z1 z2 z3 + 2 z1 z2 − z1 z3 + z2 z3 + z1 2 − 2 z2 + z3 , 3− z1 z2 z3 − 4 z2 2 z3
+ 2 z1 z2 − z1 z3 − 8 z2 z3 + 4 z2 2 + z3 2 + 3 z1 + 8 z2 − 4 z3 + 2 z2 z3 2 + z2 2 z3 2]
df := 1 + z1 + 2 z2 − z3 − z2 z3
Let us now use the command LinBose1 to compute a factorization of R:
> LB1:=map(simplify,LinBose1(R, var));
LB1 := [
[
2 z2 2 + z1 z2 − 2 z2 + 2 z2 z3 + z1 z3 + z3 − z1 − 2 −1− 2 z2 − z1
−z2 z3 − z3 2 + z3 + 1 z3
]
,[
0 1 + z2 1
−z1 + 1 −2 z2 + z2 z3 + z3 − 3 0
]
]
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Let us check the properties of the factorization:
> Determinant(LB1[1]);
1 + z1 + 2 z2 − z3 − z2 z3
> MaxMinors(LB1[2]);
> gcd(gcd(%[1], %[2]), %[3]);
[−(1 + z2 ) (−z1 + 1), −1 + z1 , −z3 − z2 z3 + 2 z2 + 3]
1
> simplify(LB1[1].LB1[2]);
[(1 + 2 z2 + z1 ) (−1 + z1 ) , 2 z2 3 + z1 z2 2 + 2 z1 z2 + 4 z2 2 + 2 z1 + 4 z2 + 1 ,
2 z2 2 + z1 z2 − 2 z2 + 2 z2 z3 + z1 z3 + z3 − z1 − 2]
[−z3 (−1 + z1 ) , −z2 2 z3 − 2 z2 z3 + z2 − 2 z3 + 1 , −z2 z3 − z3 2 + z3 + 1]
Thus, we get the factorization for F :
> F1:=Transpose(LB1[2]);
> F2:=Transpose(LB1[1]);
F1 :=
 0 −z1 + 11 + z2 −2 z2 + z2 z3 + z3 − 3
1 0

F2 :=
[
2 z2 2 + z1 z2 − 2 z2 + 2 z2 z3 + z1 z3 + z3 − z1 − 2 −z2 z3 − z3 2 + z3 + 1
−1− 2 z2 − z1 z3
]
> simplify(F1.F2-F);  0 00 0
0 0

Note, however, that we cannot complete F to a square matrix with determinant df (up to a constant):
> LB2:=LinBose2(R, var);
Warning, The conditions for LinBose2 are not fulfilled
LB2 := []
The conditions for the completion of matrix F to a square matrix are not fulfilled. We can check, that the reduced
minors do have common zeros:
> map(r-> simplify(r/df), mm);
> solve({op(%)}, {op(var)});
[z1 z2 + z1 − z2 − 1, −1 + z1 , −z3 − z2 z3 + 2 z2 + 3]
{z3 = z3 , z2 = − z3 − 3−2 + z3 , z1 = 1}
Example 14
Example 2 on page 613 of the article “Factorizations for nD Polynomial Matrices”, Lin, Ying, Xu, Circuits,
Systems and Signal Processing, vol. 20, no. 6, (Dec. 2001), 601-618.
Let us consider the following matrix F with entries in Q[z1, z2, z3]:
> var:=[z1,z2,z3];
var := [z1 , z2 , z3 ]
> F:=Matrix(3,2):
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> F[1,1]:=z1^2*z3+z2*z3+z3+1:
> F[1,2]:=z1^2*z3+2*z1^2*z3+z1*z2*z3+2*z2*z3+z1*z3+2*z3+z1+2:
> F[2,1]:=z1+z2+1:
> F[2,2]:=z1^2+z1*z2+3*z1+2*z2+2:
> F[3,1]:=0:
> F[3,2]:=z1^2-z1:
> F;  z1 2 z3 + z2 z3 + z3 + 1 3 z1 2 z3 + z2 z3 z1 + 2 z2 z3 + z1 z3 + 2 z3 + z1 + 2z1 + z2 + 1 z1 2 + z2 z1 + 3 z1 + 2 z2 + 2
0 z1 2 − z1

Let us consider the transposed matrix:
> R:=Transpose(F);
R :=
[z1 2 z3 + z2 z3 + z3 + 1 , z1 + z2 + 1 , 0]
[3 z1 2 z3 + z2 z3 z1 + 2 z2 z3 + z1 z3 + 2 z3 + z1 + 2 , z1 2 + z2 z1 + 3 z1 + 2 z2 + 2,
z1 2 − z1 ]
Let us compute the maximal minors of R and their greatest common divisor:
> mm:=MaxMinors(R);
> df:=gcd(gcd(mm[1], mm[2]), mm[3]);
mm := [z1 4 z3 − z1 2 z3 − z1 2 z2 z3 + z2 z3 z1 3, (z1 2 z3 + z2 z3 + z3 + 1) (z1 2 − z1 ),
(z1 + z2 + 1) (z1 2 − z1 )]
df := z1 (z1 − 1)
Let us now use the command LinBose1 to compute a factorization of R:
> LB1:=map(simplify,LinBose1(R, var));
LB1 := [
[
0 1
z1 2 − z1 2 + z1
]
,
[ −z1 z3 0 1
z1 2 z3 + z2 z3 + z3 + 1 z1 + z2 + 1 0
]
]
Let us check the properties of the factorization:
> Determinant(LB1[1]);
−z1 2 + z1
> MaxMinors(LB1[2]);
> gcd(gcd(%[1], %[2]), %[3]);
[−z1 z3 (z1 + z2 + 1), −1− z3 − z2 z3 − z1 2 z3 , −1− z1 − z2 ]
1
> simplify(LB1[1].LB1[2]);[
z1 2 z3 + z2 z3 + z3 + 1 z1 + z2 + 1 0
3 z1 2 z3 + z2 z3 z1 + 2 z2 z3 + z1 z3 + 2 z3 + z1 + 2 (2 + z1 ) (z1 + z2 + 1) z1 2 − z1
]
Thus, we get the factorization for F :
> F1:=Transpose(LB1[2]);
> F2:=Transpose(LB1[1]);
F1 :=
 −z1 z3 z1 2 z3 + z2 z3 + z3 + 10 z1 + z2 + 1
1 0

F2 :=
[
0 z1 2 − z1
1 2 + z1
]
> simplify(F1.F2-F);
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 0 00 0
0 0

Note, however, tha we cannot complete F to a square matrix with determinant df (up to a constant):
> LB2:=LinBose2(R, var);
Warning, The conditions for LinBose2 are not fulfilled
LB2 := []
The conditions for the completion of matrix F to a square matrix are not fulfilled. We can check, that the reduced
minors do have common zeros:
> map(r-> simplify(r/df), mm);
> solve({op(%)}, {op(var)});
[z1 z3 (z1 + z2 + 1), z1 2 z3 + z2 z3 + z3 + 1, z1 + z2 + 1]
{z1 = z1 , z3 = − 1z1 (z1 − 1) , z2 = −1− z1}
(Weakly) coprime factorizations of rational transfer matrices
Example 1
Example 17 from: A. Fabian´ska, A. Quadrat,“Applications of the Quillen-Suslin theorem to multidimensional
systems theory”, INRIA Report 6126 (2007).
Let us consider the commutative polynomial ring Q[z1, z2, z3], K = Q(z1, z2, z3) its quotient field and the
following rational transfer matrix P overK:
> var:=[z1,z2,z3];
var := [z1 , z2 , z3 ]
> P:=Matrix(<(z1^2*z2^2+1)/(z1*z2^2*z3),(z1^2*z3+1)/(z1*z2^2*z3) >);
P :=

z1 2 z2 2 + 1
z1 z2 2 z3
z1 2 z3 + 1
z1 z2 2 z3

Cleaning the denominators of P we obtain the fractional representation P = D−1P NP of P , where the matrices
DP ∈ D2×2 and NP ∈ D2×1 are defined by:
> Dp:=LinearAlgebra[ScalarMatrix](DenomOf(P),2);
Dp :=
[
z1 z2 2 z3 0
0 z1 z2 2 z3
]
> Np:=simplify(Dp.P);
Np :=
[
z1 2 z2 2 + 1
z1 2 z3 + 1
]
Let us define the matrix Q = (DP −NP ) ∈ D2×3, namely
> Q:=Matrix([Dp, -Np]);
Q :=
[
z1 z2 2 z3 0 −z1 2 z2 2 − 1
0 z1 z2 2 z3 −z1 2 z3 − 1
]
The set of maximal minors of Q is defined by:
> m1:=MaxMinors(Q);
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m1 := [z1 2 z2 4 z3 2, z1 z2 2 z3 (−z1 2 z3 − 1), −(−z1 2 z2 2 − 1) z1 z2 2 z3 ]
The greatest common divisor of the maximal minors of Q is:
> Involutive[InvolutiveBasis](m1, var);
> d:=%[1];
[z1 z2 2 z3 ]
d := z1 z2 2 z3
Hence, P = D−1P NP is NOT a weakly left-coprime factorization of P . Let us check whether or not the rational
transfer matrix P admits a weakly left-coprime factorization, and if so, compute one:
> WLCF:=WLCFactorization(P, var);
WLCF := [
[ −z1 2 z3 − 1 z1 2 z2 2 + z1 4 z3 z2 2 + 1
−z1 z2 2 z3 z2 4 z3 z1 3
]
,
[
z1 5 z3 + z1 3
z1 4 z3 z2 2 − 1
]
]
We obtain that P admits the weakly left-coprime factorization defined by P = D′P
−1
N ′P , where D
′
P is the first
matrix of the previous output and N ′P is the second one. Let us check:
> simplify(LinearAlgebra[MatrixInverse](WLCF[1]).WLCF[2]);
z1 2 z2 2 + 1
z1 z2 2 z3
z1 2 z3 + 1
z1 z2 2 z3

Moreover, if we define the matrix R = (D′P −N ′P ) ∈ D2×3, namely
> R:=Matrix([WLCF[1], -WLCF[2]]);;
R :=
[ −z1 2 z3 − 1 z1 2 z2 2 + z1 4 z3 z2 2 + 1 −z1 3 − z1 5 z3
−z1 z2 2 z3 z2 4 z3 z1 3 −z1 4 z3 z2 2 + 1
]
then, the set of all maximal minors of R is defined by:
> m2:=MaxMinors(R);
m2 := [z1 z2 2 z3 , −z1 2 z3 − 1, z1 2 z2 2 + 1]
and the greatest common divisor of the maximal minors of R is then equal to 1 as we have:
> Involutive[InvolutiveBasis](m2,var);
[1]
and thus, P = D′P
−1
N ′P is a weakly left-coprime factorization of P . Let us now check whether or not the transfer
matrix P admits a left-coprime factorization:
> LCF:=LCFactorization(P, var);
LCF := [
[ −z1 2 z3 − 1 z1 2 z2 2 + z1 4 z3 z2 2 + 1
−z1 z2 2 z3 z2 4 z3 z1 3
]
,
[
z1 3 (z1 2 z3 + 1)
z1 4 z3 z2 2 − 1
]
]
P admits a left-coprime factorization
> simplify(LinearAlgebra[MatrixInverse](LCF[1]).LCF[2]);
z1 2 z2 2 + 1
z1 z2 2 z3
z1 2 z3 + 1
z1 z2 2 z3

and R admits a right-inverse
> S:=Involutive[PolRightInverse](R, var);
> simplify(R.S);
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S :=
 z1 2 z2 2 −z1 31 0
0 1

[
1 0
0 1
]
A weakly right-coprime factorization of P can be obtained in a similar way
> WRCF:=WRCFactorization(P, var);
WRCF := [
[
z1 2 z2 2 + 1
z1 2 z3 + 1
]
,
[
z1 z2 2 z3
]
]
Hence, if we denote by N˜P ∈ D2×1 the first matrix of the previous output and by D˜P ∈ D the second one, then
we can check, that we have P = N˜P D˜−1P :
> simplify(WRCF[1].LinearAlgebra[MatrixInverse](WRCF[2]));
z1 2 z2 2 + 1
z1 z2 2 z3
z1 2 z3 + 1
z1 z2 2 z3

Moreover, if we take R˜ = (N˜TP D˜
T
P )
T , namely:
> Rtilde:=Matrix(<WRCF[1], WRCF[2]>);
R˜ :=
 z1 2 z2 2 + 1z1 2 z3 + 1
z1 z2 2 z3

the maximal minors of R˜ are then defined by
> m3:=MaxMinors(Rtilde);
m3 := [z1 2 z2 2 + 1, z1 2 z3 + 1, z1 z2 2 z3 ]
and their greatest common divisor is:
> Involutive[InvolutiveBasis](m3, var);
[1]
Therefore P = N˜P D˜−1P is a weakly right-coprime factorization of P . Let us check whether or not P admits a
right-coprime factorization:
> RCF:=RCFactorization(P,var);
RCF := [
[
z1 2 z2 2 + 1
z1 2 z3 + 1
]
,
[
z1 z2 2 z3
]
]
Hence, P admits a right-coprime factorization. We can finally check that last point as follows: the matrix
> Matrix(<op(RCF)>);  z1 2 z2 2 + 1z1 2 z3 + 1
z1 z2 2 z3

admits a left inverse:
> IsUnimod(%, var);
true
> Involutive[PolLeftInverse](%%, var);[
1 −z1 2 z2 2 z1 3
]
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Example 2
Example 5.1 from: K. Gałkowski, “State-space realizations of linear 2-D systems with extensions to the general
nD case”, Lecture Notes in Control and Information Sciences, Springer 2001.
Let us consider the commutative polynomial ringD = Q[s],K = Q(s) its quotient field and the following rational
transfer matrix P overK:
> var:=[s];
var := [s]
> P:=Matrix(«(s+1)/(s^2+1), 2/(s^2-2)»);
P :=

s+ 1
s2 + 1
2
s2 − 2

Let us check if P admits a weakly left-coprime factorization, and if so compute one.
> WLCF:=WLCFactorization(P, var);
WLCF := [
[
0 s2 − 2
s2 + 1 0
]
,
[
2
s+ 1
]
]
We obtain that P admits the weakly left-coprime factorization defined by P = D′P
−1
N ′P , where D
′
P is the first
matrix of the previous output and N ′P is the second one. Let us check:
> simplify(MatrixInverse(WLCF[1]).WLCF[2]);
s+ 1
s2 + 1
2
s2 − 2

Moreover, if we define the matrix R = (D′P ,−N ′P ), namely
> R:=Matrix([WLCF[1], -WLCF[2]]);;
R :=
[
0 s2 − 2 −2
s2 + 1 0 −1− s
]
then, the set of all maximal minors of R is defined by:
> m1:=MaxMinors(R);
m1 := [−(s2 + 1) (s2 − 2), 2 s2 + 2, (s2 − 2) (−1− s)]
and the greatest common divisor of the maximal minors of R is then equal to 1 as we have:
> Involutive[InvolutiveBasis](m1,var);
[1]
and thus, P = D′P−1N ′P is a weakly left-coprime factorization of P . Let us now check whether or not the transfer
matrix P admits a left-coprime factorization:
> LCF:=LCFactorization(P, var);
LCF :=
 −2 s2 − 2 −2 + s3 + s2 − 2 s
− (−1 + s) (−2 + s
4 − s2)
6
(−4 + s2) (−2 + s4 − s2)
12
 , [ 0−1
]
P admits a left-coprime factorization as we get:
> simplify(LinearAlgebra[MatrixInverse](LCF[1]).LCF[2]);
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
s+ 1
s2 + 1
2
s2 − 2

> S:=Involutive[PolRightInverse](Matrix(LCF), var);
S :=

−1
3
+
s2
12
0
−1
6
+
s
6
0
0 −1

> simplify(Matrix(LCF).S); [
1 0
0 1
]
Similarly, let us check if P admits a weakly right-coprime factorization, and if so compute one
> WRCF:=WRCFactorization(P, var);
WRCF := [
[ −2 + s3 + s2 − 2 s
2 s2 + 2
]
,
[ −2 + s4 − s2 ]]
Hence, if we denote by N˜P ∈ D2×1 the first matrix of the previous output and by D˜P ∈ D the second one, then
we can check, that we have P = N˜P D˜−1P :
> simplify(WRCF[1].LinearAlgebra[MatrixInverse](WRCF[2]));
s+ 1
s2 + 1
2
s2 − 2

Moreover, if we take R˜ = (N˜TP D˜
T
P )
T , namely:
> Rtilde:=Matrix(<WRCF[1], WRCF[2]>);
R˜ :=
 −2 + s3 + s2 − 2 s2 s2 + 2
−2 + s4 − s2

the maximal minors of R˜ are then defined by
> m3:=MaxMinors(Rtilde);
m3 := [−2 + s3 + s2 − 2 s, 2 s2 + 2, −2 + s4 − s2]
and their greatest common divisor is:
> Involutive[InvolutiveBasis](m3, var);
[1]
Therefore P = N˜P D˜−1P is a weakly right-coprime factorization of P . Let us check whether or not P admits
a right-coprime factorization:
> RCF:=RCFactorization(P,var);
RCF := [
[ −(s2 − 2) (s+ 1)
−2 s2 − 2
]
,
[ −(s2 + 1) (s2 − 2) ]]
Hence, P admits a right-coprime factorization. We can finally check that last point as follows: the matrix
> Matrix(<op(RCF)>);
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 −(s2 − 2) (s+ 1)−2 s2 − 2
−(s2 + 1) (s2 − 2)

admits a left inverse:
> IsUnimod(%, var);
true
> Involutive[PolLeftInverse](%%, var);[
1
6
− s
6
−1
3
+
s2
12
0
]
Example 3
Example 6.4 from: K. Gałkowski, “State-space realizations of linear 2-D systems with extensions to the general
nD case”, Lecture Notes in Control and Information Sciences, Springer 2001.
Let us consider the commutative polynomial ringD = Q[s1, s2],K = Q(s1, s2) its quotient field and the following
rational transfer matrix P overK:
> var:=[s1,s2];
var := [s1 , s2 ]
> P:=Matrix(«1/(s1*s2+1), -1/(s2+1)>|<1/(s1+1), 1/(s1*s2-1)»);
P :=

1
s1 s2 + 1
1
s1 + 1
− 1
s2 + 1
1
s1 s2 − 1

Let us check if P admits a weakly left-coprime factorization, and if so compute one.
> WLCF:=WLCFactorization(P, var);
WLCF := [
[
0 −s2 − 1 + s1 s2 2 + s1 s2
1 + s1 + s1 s2 + s1 2 s2 0
]
,
[
1− s1 s2 s2 + 1
s1 + 1 s1 s2 + 1
]
]
We obtain that P admits the weakly left-coprime factorization defined by P = D′P
−1
N ′P , where D
′
P is the first
matrix of the previous output and N ′P is the second one. Let us check:
> simplify(LinearAlgebra[MatrixInverse](WLCF[1]).WLCF[2]);
1
s1 s2 + 1
1
s1 + 1
− 1
s2 + 1
1
s1 s2 − 1

Let us now check whether or not the transfer matrix P admits a left-coprime factorization:
> LCF:=LCFactorization(P, var);
Error, (in QuillenSuslin/LCFactorization) the transfer matrix does not
admit a left coprime factorization.
Similarly, let us check if P admits a weakly right-coprime factorization, and if so compute one
> WRCF:=WRCFactorization(P, var);
WRCF := [
[
s2 + 1 s1 s2 − 1
−1− s1 s2 s1 + 1
]
,
[
1 + s2 + s1 s2 2 + s1 s2 0
0 −1 + s1 s2 + s1 2 s2 − s1
]
]
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Therefore WRC is a weakly right-coprime factorization of P. Let us check whether or not P admits a right-coprime
factorization:
> RCF:=RCFactorization(P,var);
Error, (in QuillenSuslin/RCFactorization) the transfer matrix does not
admit a right coprime factorization.
Algebraic Geometry: computing a basis of a module of syzygies
The possibility of computing a basis of a free basis has also an application in problems of algebraic geometry. For
example, one is interested if a module of logarithmic vector fields is free, and in affirmative case in computing
one of its bases. This issue has been discussed with Francesco Castro-Jiménez and Nobuki Takayama during
the Summer School on Algebraic D-Modules (2007). More details on logarithmic D-modules can be found in:
F. J. Castro-Jimémenz, Computational methods for logarithmic D-modules, Summer school on Algorithmic D-
modules, Kleinwalsertal (Austria), 09/2007,
http://wwwb.math.rwth-aachen.de/barakat/SS2007.html and references therein.
Let A := C[x1, . . . , xn] and f ∈ A. Let us denote by H the hypersurface V (f) ⊂ Cn. The A-module
DerA(− logH) of logarithmic vector fields with respect to H is isoporphic to the A-module of syzygies M :=
SyzA(f,
∂f
∂x1
, . . . , ∂f∂xn ). Thus, the problem of testing freeness of the A-module of logarithmic vector fields can
be transformed to testing freeness of the A-module M = SyzA(F ) of syzygies of F := (f,
∂f
∂x1
, . . . , ∂f∂xn ) ∈
A1×(n+1), see also Section 2.4.3 for details.
Let S denote the matrix with rows being generators of the module of syzygiesM = SyzA(F ). Then, the module
M can be defined as im(.S). Using the Quillen-Suslin theorem the module M is free over the polynomial ring
if and only if it is projective, and the projectivity of a module can be easily tested by computing its shortest free
resolution. If the module M is projective, its shortest free resolution has the length at most 1 and the module M
can be then defined as a cokernel of a unimodular matrix (we obtain the matrix by computing the shortest free
resolution). Finally, ifM is a free module, one can compute its basis using algorithms given in Section 2.4.1.
Note, that you can also use the package OREMODULES and HOMALG (where QUILLENSUSLIN is used inter-
nally) to perform a similar computation. See also:
wwwb.math.rwth-aachen.de/OreModules/ and wwwb.math.rwth-aachen.de/homalg/ for
details.
For the commans of the QUILLENSUSLIN package it is often necessary to declare what ring of coefficients
should be considered. For the computation over a polynomial ring with rational coefficients we set the last
parameter to be true and the computation over the integers will be indicated by the last parameter false, i.e. to
check if a polynomial row F ∈ Q[x, y, z] is unimodular we type:
> IsUnimod(F, [x, y, z], true);
and similarly for F ∈ Z[x, y, z]:
> IsUnimod(F, [x, y, z], false);
Let us now show computation of a basis of the module of syzygies of the row F =
[
f, ∂f∂x1 , ...,
∂f
∂xk
]
on a few
examples.
Example 1
Consider the polynomial f = x2 − y3 ∈ Q[x, y]:
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> f:=x^2-y^3;
f := x2 − y3
> var:=[x,y];
var := [x, y]
The row F =
[
f, ∂f∂x ,
∂f
∂y
]
has the form:
> F:=[f,diff(f, x),diff(f,y)];
F := [x2 − y3, 2x, −3 y2]
and we have the following relations (syzygies) between the elements of F :
> syz:=SyzygyModule(F,var);
syz := [[−2, x, 2 y
3
], [0, y2,
2x
3
], [−3 y2, 0, −x2 + y3]]
Thus, the moduleM is given as an image of the matrix S, i.e. M = im(.S)
> S:=Matrix(syz);
S :=

−2 x 2 y
3
0 y2
2x
3
−3 y2 0 −x2 + y3

and we can now compute a basis ofM using
> B:=BasisOfImageModule(S, var, true);
B :=
 0 y2
2x
3
−2 x 2 y
3

Let us check, that the rows of B form a basis ofM = Syz(.F )
> convert(B, listlist);
[[0, y2,
2x
3
], [−2, x, 2 y
3
]]
> S_3:=SyzygyModule(B, var);
S3 := [[0, 0]]
The rows of B are linearly independent and we can check that they generate the module of syzygies:
> BB:=convert(B, listlist);
BB := [[0, y2,
2x
3
], [−2, x, 2 y
3
]]
> IB:=InvolutiveBasis(B, var);
IB := [[−2, x, 2 y
3
], [0, y2,
2x
3
], [−3 y2, 0, −x2 + y3]]
> map(PolInvReduce, convert(S, listlist), IB, var);
[[0, 0, 0], [0, 0, 0], [0, 0, 0]]
> Isyz:=InvolutiveBasis(convert(S, listlist), var);
Isyz := [[−2, x, 2 y
3
], [0, y2,
2x
3
], [−3 y2, 0, −x2 + y3]]
> map(PolInvReduce, BB, Isyz, var);
[[0, 0, 0], [0, 0, 0]]
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Finally, let us check again, that the rows of B lie in the moduleM of syzygies of F :
> B.Matrix(<F>); [
0
0
]
Example 2
Let us consider the following polynomial f = x4 + y5 + x y4 ∈ Q[x, y]:
> f:=x^4+y^5+x*y^4;
f := x4 + y5 + x y4
> var:=[x,y];
var := [x, y]
> F:=[f,diff(f, x),diff(f,y)];
F := [x4 + y5 + x y4, 4x3 + y4, 5 y4 + 4x y3]
Let us compute a basis of the syzygy moduleM of F generated by:
> syz:=SyzygyModule(F,var);
syz := [[−5 y − 4x, 5
4
x y + x2, y2 +
3
4
x y],
[
125
4
y − 4 y2, 1
4
y3 + y2 x− 125
16
x y,
3
4
y3 − 1
4
x2 +
5
16
x y − 25
4
y2], [−15625
64
y + 4 y3,
y4 − 125
64
y3 +
15625
256
x y,
−y4 − x3 + 1
4
y x2 − 5
16
y2 x+
25
64
y3 +
125
64
x2 − 625
256
x y +
3125
64
y2],
[−5 y4 − 4x y3, 0, x4 + y5 + x y4]]
The module is also given as an image of the matrix S, i.e. M = im(.S).
> S:=Matrix(syz);
S :=[
−5 y − 4x , 5
4
x y + x2 , y2 +
3
4
x y
]
[
125
4
y − 4 y2 , 1
4
y3 + y2 x− 125
16
x y ,
3
4
y3 − 1
4
x2 +
5
16
x y − 25
4
y2
]
[
− 15625
64
y + 4 y3 , y4 − 125
64
y3 +
15625
256
x y ,
−y4 − x3 + 1
4
y x2 − 5
16
y2 x+
25
64
y3 +
125
64
x2 − 625
256
x y +
3125
64
y2
]
[−5 y4 − 4x y3 , 0 , x4 + y5 + x y4]
> B:=BasisOfImageModule(S, var, true);
B :=

125
4
y − 4 y2 1
4
y3 + y2 x− 125
16
x y
3
4
y3 − 1
4
x2 +
5
16
x y − 25
4
y2
−5 y − 4x 5
4
x y + x2 y2 +
3
4
x y

> convert(B, listlist);
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[[
125
4
y − 4 y2, 1
4
y3 + y2 x− 125
16
x y,
3
4
y3 − 1
4
x2 +
5
16
x y − 25
4
y2],
[−5 y − 4x, 5
4
x y + x2, y2 +
3
4
x y]]
Let us check, that the rows of B are a basis of im(.S):
> S_3:=SyzygyModule(B, var);
S3 := [[0, 0]]
The rows of B are linearly independent and we can check, that they generate the module of syzygies:
> BB:=convert(B, listlist);
BB := [[
125
4
y − 4 y2, 1
4
y3 + y2 x− 125
16
x y,
3
4
y3 − 1
4
x2 +
5
16
x y − 25
4
y2],
[−5 y − 4x, 5
4
x y + x2, y2 +
3
4
x y]]
> IB:=InvolutiveBasis(B, var);
IB := [[−5 y − 4x, 5
4
x y + x2, y2 +
3
4
x y],
[
125
4
y − 4 y2, 1
4
y3 + y2 x− 125
16
x y,
3
4
y3 − 1
4
x2 +
5
16
x y − 25
4
y2], [−15625
64
y + 4 y3,
y4 − 125
64
y3 +
15625
256
x y,
−y4 − x3 + 1
4
y x2 − 5
16
y2 x+
25
64
y3 +
125
64
x2 − 625
256
x y +
3125
64
y2],
[−5 y4 − 4x y3, 0, x4 + y5 + x y4]]
> map(PolInvReduce, convert(S, listlist), IB, var);
[[0, 0, 0], [0, 0, 0], [0, 0, 0], [0, 0, 0]]
> Isyz:=InvolutiveBasis(convert(S, listlist), var);
Isyz := [[−5 y − 4x, 5
4
x y + x2, y2 +
3
4
x y],
[
125
4
y − 4 y2, 1
4
y3 + y2 x− 125
16
x y,
3
4
y3 − 1
4
x2 +
5
16
x y − 25
4
y2], [−15625
64
y + 4 y3,
y4 − 125
64
y3 +
15625
256
x y,
−y4 − x3 + 1
4
y x2 − 5
16
y2 x+
25
64
y3 +
125
64
x2 − 625
256
x y +
3125
64
y2],
[−5 y4 − 4x y3, 0, x4 + y5 + x y4]]
> map(PolInvReduce, BB, Isyz, var);
[[0, 0, 0], [0, 0, 0]]
Example 3
Let us consider a special case of the polynomial (f = (xp+ yq +x yq−1) (xa+ yb) for the following values of the
parameters:
> p:=3; q:=p+1;a:=2;b:=2;
p := 3, q := 4, a := 2, b := 2
> var:=[x,y];
var := [x, y]
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> f:=(x^p+y^q+x*y^(q-1))*(x^a+y^b);
f := (x3 + y4 + x y3) (x2 + y2)
> F:=[f,diff(f, x),diff(f,y)];
F := [(x3 + y4 + x y3) (x2 + y2), (3x2 + y3) (x2 + y2) + 2 (x3 + y4 + x y3)x,
(4 y3 + 3x y2) (x2 + y2) + 2 (x3 + y4 + x y3) y]
Let us compute a basis of the syzygy moduleM of F generated by:
> syz:=SyzygyModule(,var);
syz := [[−18
5
y + x− 11
15
y2 − 20
3
y x− 5x2, 4
5
y x− 1
5
x2 +
2
5
x y2 +
4
3
y x2 +
1
3
y3 + x3,
3
5
y2 − 1
5
y x+
1
15
y3 − 1
5
x2 + x y2 +
2
3
y x2], [9 y − 5
2
x− 43
6
y2 +
115
6
y x− 6 y3,
−2 y x+ 1
2
x2 + x y2 − 23
6
y x2 − 5
6
y3 + x y3,
−3
2
y2 +
1
2
y x+
4
3
y3 +
1
2
x2 − 3x y2 + y4 + 1
3
y x2], [
−69
5
y +
23
6
x+
1097
90
y2 − 427
18
y x− 6x y2,
y2 x2 +
83
18
y x2 − 9
5
x y2 +
23
18
y3 − 23
30
x2 +
46
15
y x,
x y3 +
1
3
x3 − 4
9
y x2 +
11
3
x y2 − 101
45
y3 − 23
30
x2 − 23
30
y x+
23
10
y2], [−3 y2 x2 − 4x y3
− 5 y4 − 2 y x2 − 5
2
x y2 +
1
2
y3 − 3155
36
y x+
8263
180
y2 +
157
12
x− 471
10
y,
−y5 − 1
2
y4 +
619
36
y x2 − 71
10
x y2 +
157
36
y3 − 157
60
x2 +
157
15
y x, y3 x2 + y4 x+ y5 + x4
+ y2 x2 +
1
2
x y3 +
5
6
x3 − 23
18
y x2 +
41
3
x y2 − 377
45
y3 − 157
60
x2 − 157
60
y x+
157
20
y2]]
The module of syzygiesM is also given as an image of the matrix S, i.e. M = im(.S).
> S:=Matrix(syz);
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S :=[
− 18
5
y + x− 11
15
y2 − 20
3
y x− 5x2 , 4
5
y x− 1
5
x2 +
2
5
x y2 +
4
3
y x2 +
1
3
y3 + x3 ,
3
5
y2 − 1
5
y x+
1
15
y3 − 1
5
x2 + x y2 +
2
3
y x2
]
[
9 y − 5
2
x− 43
6
y2 +
115
6
y x− 6 y3 , −2 y x+ 1
2
x2 + x y2 − 23
6
y x2 − 5
6
y3 + x y3 ,
−3
2
y2 +
1
2
y x+
4
3
y3 +
1
2
x2 − 3x y2 + y4 + 1
3
y x2
]
[
− 69
5
y +
23
6
x+
1097
90
y2 − 427
18
y x− 6x y2 ,
y2 x2 +
83
18
y x2 − 9
5
x y2 +
23
18
y3 − 23
30
x2 +
46
15
y x ,
x y3 +
1
3
x3 − 4
9
y x2 +
11
3
x y2 − 101
45
y3 − 23
30
x2 − 23
30
y x+
23
10
y2
]
[
− 3 y2 x2 − 4x y3 − 5 y4 − 2 y x2 − 5
2
x y2 +
1
2
y3 − 3155
36
y x+
8263
180
y2 +
157
12
x
− 471
10
y, −y5 − 1
2
y4 +
619
36
y x2 − 71
10
x y2 +
157
36
y3 − 157
60
x2 +
157
15
y x , y3 x2 + y4 x
+ y5 + x4 + y2 x2 +
1
2
x y3 +
5
6
x3 − 23
18
y x2 +
41
3
x y2 − 377
45
y3 − 157
60
x2 − 157
60
y x
+
157
20
y2
]
> B:=BasisOfImageModule(S, var, true);
B :=[
9 y − 5
2
x− 43
6
y2 +
115
6
y x− 6 y3 , −2 y x+ 1
2
x2 + x y2 − 23
6
y x2 − 5
6
y3 + x y3 ,
−3
2
y2 +
1
2
y x+
4
3
y3 +
1
2
x2 − 3x y2 + y4 + 1
3
y x2
]
[
12
5
y2 +
22
75
y x+
46
15
x2 − 24
25
x y2 , − 8
15
x y2 − 2
25
y x2 − 46
75
x3 +
4
25
y2 x2 ,
−2
5
y3 − 2
75
x y2 − 12
25
y x2 +
4
25
x y3 +
4
75
x3
]
Let us check, that the rows of B are a basis of im(.S):
> S_3:=SyzygyModule(B, var);
S3 := [[0, 0]]
The rows of B are linearly independent and we can check, that they generate the module of syzygies:
> BB:=convert(B, listlist);
BB := [[9 y − 5
2
x− 43
6
y2 +
115
6
y x− 6 y3, −2 y x+ 1
2
x2 + x y2 − 23
6
y x2 − 5
6
y3 + x y3,
−3
2
y2 +
1
2
y x+
4
3
y3 +
1
2
x2 − 3x y2 + y4 + 1
3
y x2], [
12
5
y2 +
22
75
y x+
46
15
x2 − 24
25
x y2,
− 8
15
x y2 − 2
25
y x2 − 46
75
x3 +
4
25
y2 x2, −2
5
y3 − 2
75
x y2 − 12
25
y x2 +
4
25
x y3 +
4
75
x3]]
> IB:=InvolutiveBasis(B, var);
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IB := [[−18
5
y + x− 11
15
y2 − 20
3
y x− 5x2, 4
5
y x− 1
5
x2 +
2
5
x y2 +
4
3
y x2 +
1
3
y3 + x3,
3
5
y2 − 1
5
y x+
1
15
y3 − 1
5
x2 + x y2 +
2
3
y x2], [9 y − 5
2
x− 43
6
y2 +
115
6
y x− 6 y3,
−2 y x+ 1
2
x2 + x y2 − 23
6
y x2 − 5
6
y3 + x y3,
−3
2
y2 +
1
2
y x+
4
3
y3 +
1
2
x2 − 3x y2 + y4 + 1
3
y x2], [
−69
5
y +
23
6
x+
1097
90
y2 − 427
18
y x− 6x y2,
y2 x2 +
83
18
y x2 − 9
5
x y2 +
23
18
y3 − 23
30
x2 +
46
15
y x,
x y3 +
1
3
x3 − 4
9
y x2 +
11
3
x y2 − 101
45
y3 − 23
30
x2 − 23
30
y x+
23
10
y2], [−3 y2 x2 − 4x y3
− 5 y4 − 2 y x2 − 5
2
x y2 +
1
2
y3 − 3155
36
y x+
8263
180
y2 +
157
12
x− 471
10
y,
−y5 − 1
2
y4 +
619
36
y x2 − 71
10
x y2 +
157
36
y3 − 157
60
x2 +
157
15
y x, y3 x2 + y4 x+ y5 + x4
+ y2 x2 +
1
2
x y3 +
5
6
x3 − 23
18
y x2 +
41
3
x y2 − 377
45
y3 − 157
60
x2 − 157
60
y x+
157
20
y2]]
> map(PolInvReduce, convert(S, listlist), IB, var);
[[0, 0, 0], [0, 0, 0], [0, 0, 0], [0, 0, 0]]
> Isyz:=InvolutiveBasis(convert(S, listlist), var);
Isyz := [[−18
5
y + x− 11
15
y2 − 20
3
y x− 5x2, 4
5
y x− 1
5
x2 +
2
5
x y2 +
4
3
y x2 +
1
3
y3 + x3,
3
5
y2 − 1
5
y x+
1
15
y3 − 1
5
x2 + x y2 +
2
3
y x2], [9 y − 5
2
x− 43
6
y2 +
115
6
y x− 6 y3,
−2 y x+ 1
2
x2 + x y2 − 23
6
y x2 − 5
6
y3 + x y3,
−3
2
y2 +
1
2
y x+
4
3
y3 +
1
2
x2 − 3x y2 + y4 + 1
3
y x2], [
−69
5
y +
23
6
x+
1097
90
y2 − 427
18
y x− 6x y2,
y2 x2 +
83
18
y x2 − 9
5
x y2 +
23
18
y3 − 23
30
x2 +
46
15
y x,
x y3 +
1
3
x3 − 4
9
y x2 +
11
3
x y2 − 101
45
y3 − 23
30
x2 − 23
30
y x+
23
10
y2], [−3 y2 x2 − 4x y3
− 5 y4 − 2 y x2 − 5
2
x y2 +
1
2
y3 − 3155
36
y x+
8263
180
y2 +
157
12
x− 471
10
y,
−y5 − 1
2
y4 +
619
36
y x2 − 71
10
x y2 +
157
36
y3 − 157
60
x2 +
157
15
y x, y3 x2 + y4 x+ y5 + x4
+ y2 x2 +
1
2
x y3 +
5
6
x3 − 23
18
y x2 +
41
3
x y2 − 377
45
y3 − 157
60
x2 − 157
60
y x+
157
20
y2]]
> map(PolInvReduce, BB, Isyz, var);
[[0, 0, 0], [0, 0, 0]]
Example 4
Let us consider a special case of the polynomial f = (xp + yq + x yq−1) (xa + yb) ∈ Q[x, y] for the following
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values of the parameters:
> p:=4; q:=p+1; a:=3; b:=5;
p := 4, q := 5, a := 3, b := 5
> var:=[x,y];
var := [x, y]
> f:=(x^p+y^q+x*y^(q-1))*(x^a-y^b);
f := (x4 + y5 + x y4) (x3 − y5)
> F:=[f,diff(f, x),diff(f,y)];
F := [(x4 + y5 + x y4) (x3 − y5), (4x3 + y4) (x3 − y5) + 3 (x4 + y5 + x y4)x2,
(5 y4 + 4x y3) (x3 − y5)− 5 (x4 + y5 + x y4) y4]
Let us compute a basis of the syzygy moduleM of F generated by the four relations:
> syz:=SyzygyModule(,var):
> nops(syz);
4
> syz[1];
[−400
9
y3 +
280
9
y2 x2 + 9 y5 − 32750
81
y4 − 38780
81
x3 − 8750
27
x2 − 140
3
y x3 − 1400
27
x y3
− 560
27
x y2 − 77
9
y x2,
200
27
y3 x2 +
5000
81
x y4 +
80
27
y2 x2 +
1250
81
y5 +
5540
81
x4
+
1250
27
x3 − 40
9
y2 x3 +
11
9
y x3 +
200
27
x y3 +
20
3
y x4 + y6,−8
3
y3 x2 +
40
9
x y4 +
4
3
y2 x2
+
350
9
y5 +
40
9
y4 − 50
27
x3 + 4 y2 x3 +
1135
27
y x3 +
16
9
x y3 +
1000
27
y x2 − y6]
> syz[2];
[−1250
27
y3 +
875
27
y2 x2 − 10 y5 − 448255
972
y4 − 102760
243
x3 − 109375
324
x2 − 175
9
y x3 − 7831
81
x y3
− 1750
81
x y2 +
350
27
y x2 − 9x y4 + 140
3
x4,
1165
81
y3 x2 +
17245
243
x y4 +
250
81
y2 x2
+
15625
972
y5 +
14680
243
x4 +
15625
324
x3 − 125
27
y2 x3 − 50
27
y x3 +
625
81
x y3 +
25
9
y x4
− 20
3
x5, y5 x+ y6 − 4 y x4 + 5
3
y2 x3 − 25
9
y3 x2 +
233
27
x y4 +
4807
108
y5 − x4 + 2855
81
y x3
− 10
9
y2 x2 +
50
27
x y3 +
125
27
y4 − 625
324
x3 +
3125
81
y x2]
> syz[3];
[
250
9
y3 − 175
9
y2 x2 − 10 y5 + 81875
324
y4 +
23387
81
x3 +
21875
108
x2 +
35
3
y x3 +
875
27
x y3
+
350
27
x y2 − 70
9
y x2, y5 x− 5
3
y x4 +
25
9
y2 x3 − 125
27
y3 x2 − 3125
81
x y4 − 3125
324
y5
− 3341
81
x4 +
10
9
y x3 − 50
27
y2 x2 − 125
27
x y3 − 3125
108
x3,
5
3
y3 x2 − 25
9
x y4 +
2
3
y2 x2
− 875
36
y5 − 25
9
y4 +
125
108
x3 − y2 x3 − 679
27
y x3 − 10
9
x y3 − 625
27
y x2 + y6]
> syz[4];
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[10 y5 + 24 y4 − 35x3 + 128
5
x y3 − x y4 − 35x4, y4 x2 + 5x5 − 4 y3 x2 − 4x y4 + 5x4,
−y6 + 3 y x4 − 12
5
x y4 − 12
5
y5 +
3
5
x4 + 4 y x3]
The moduleM of syzygies is also given as an image of the matrix S, i.e. M = im(.S).
> S:=Matrix(syz):
Let us check, that the rows of B ∈ (Q[x, y])2×3 are a basis of im(.S):
> B:=BasisOfImageModule(S, var, true):
> B[1,1];
−1138317812500
23453084007
y3 +
6772990984375
140718504042
y2 x2 − 526050810690625
2532933072756
y5
− 103871500390625
211077756063
y4 +
49801404296875
844311024252
x3 − 49801404296875
140718504042
x2
+
249007021484375
633233268189
y x3 − 33864954921875
422155512126
x y3 − 1593644937500
70359252021
x y2
+
294903995684375
844311024252
y x2 +
9960280859375
281437008084
y3 x2 +
284579453125
15635389338
y6
− 1992056171875
93812336028
y2 x3 − 49801404296875
844311024252
x y4
> B[1,2];
−40489964590625
2532933072756
y6 − 1422897265625
281437008084
y3 x3 +
7114486328125
93812336028
x y4
+
569158906250
70359252021
x y3 − 7114486328125
844311024252
x4 +
7114486328125
422155512126
y5
+
7114486328125
140718504042
x3 +
284579453125
93812336028
x4 y2 − 56915890625
31270778676
y6 x
+
227663562500
70359252021
y2 x2 − 42129142240625
844311024252
y x3 +
4837850703125
422155512126
y3 x2
− 967570140625
140718504042
y2 x3 − 35572431640625
633233268189
y x4 +
37507571921875
2532933072756
y5 x
+
7114486328125
844311024252
y4 x2
> B[1,3];
6294897503125
281437008084
y6 +
56915890625
31270778676
y3 x3 +
967570140625
140718504042
x y4 +
45532712500
23453084007
x y3
+
13375234296875
281437008084
y5 +
113831781250
23453084007
y4 − 284579453125
140718504042
x3 − 56915890625
31270778676
y7
− 8343869565625
211077756063
y2 x2 − 15651869921875
844311024252
y x3 +
2845794531250
70359252021
y x2
− 193514028125
46906168014
y3 x2 − 13921626846875
422155512126
y2 x3 +
1422897265625
281437008084
y5 x
− 284579453125
93812336028
y4 x2
> B[2,1];
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− 7591349400
12082560589
y3 +
2061456332368
543715226505
x y4 +
109020486600
12082560589
x y3 − 778139464375
108743045301
x4
− 3001218750
12082560589
y5 +
93245088125
36247681767
y4 − 2164613189452
181238408835
x3 − 55353589375
12082560589
x2
+
31424498840
36247681767
y2 x2 − 6284899768
12082560589
y x3 − 3542629720
12082560589
x y2
+
2125577832
12082560589
y x2 +
38706662750
36247681767
y3 x2 − 7741332550
12082560589
y2 x3
+
4644799530
12082560589
y x4 − 3981256740
12082560589
y5 x
> B[2,2];
111162780625
108743045301
x5 − 5529523250
36247681767
y3 x3 − 18440321750
36247681767
x y4 +
1265224900
12082560589
x y3
+
309230455636
181238408835
x4 +
7907655625
36247681767
y5 +
7907655625
12082560589
x3 +
1105904650
12082560589
x4 y2
− 663542790
12082560589
y x5 +
398125674
12082560589
y5 x2 +
506089960
12082560589
y2 x2
− 303653976
12082560589
y x3 − 51804792800
36247681767
y3 x2 − 4489214120
36247681767
y2 x3
+
897842824
12082560589
y x4 +
170853597977
543715226505
y5 x− 29495035949
108743045301
y4 x2
> B[2,3];
300121875
12082560589
y6 +
663542790
12082560589
y3 x3 − 10360958560
12082560589
x y4 +
303653976
12082560589
x y3
+
8893022450
36247681767
x4 − 3371758125
12082560589
y5 +
759134940
12082560589
y4 − 316306225
12082560589
x3
− 398125674
12082560589
x4 y2 +
398125674
12082560589
y6 x− 910961928
60412802945
y2 x2
+
215207164852
181238408835
y x3 +
6326124500
12082560589
y x2 − 897842824
12082560589
y3 x2
+
2693528472
60412802945
y2 x3 +
9888547871
16476218985
y x4 − 24653382733
60412802945
y5 x
− 1105904650
12082560589
y4 x2
The rows of B are linearly independent
> S_3:=SyzygyModule(B, var);
S3 := [[0, 0]]
and we can check, that they generate the module of syzygies:
> BB:=convert(B, listlist):
> IB:=InvolutiveBasis(B, var):
> map(PolInvReduce, convert(S, listlist), IB, var);
[[0, 0, 0], [0, 0, 0], [0, 0, 0], [0, 0, 0]]
> Isyz:=InvolutiveBasis(convert(S, listlist), var):
> map(PolInvReduce, BB, Isyz, var);
[[0, 0, 0], [0, 0, 0]]
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Example 5
Let us consider the polynomial f = (x z + y) (x4 + y5 + x y4) ∈ Q[x, y, z]:
> f:=(x*z+y)*(x^4+y^5+x*y^4);
f := (x z + y) (x4 + y5 + x y4)
> var:=[x,y,z];
var := [x, y, z]
> F:=[f,diff(f, x), diff(f,y), diff(f,z)];
F := [(x z + y) (x4 + y5 + x y4), z (x4 + y5 + x y4) + (x z + y) (4x3 + y4),
x4 + y5 + x y4 + (x z + y) (5 y4 + 4x y3), x (x4 + y5 + x y4)]
Let us compute a basis of the syzygy moduleM of F generated by:
> syz:=SyzygyModule(F,var);
syz := [[−x, 0, 0, x z + y], [−6 y − 5x, 5
4
y x+ x2, y2 +
3
4
y x, −1
4
z y +
1
4
y], [
−z y2 − 19 y2 + 150 y, 4 y2 x+ y3 − 125
4
y x, 3 y3 − x2 + 5
4
y x− 25 y2,
−z y2 + y2 z2 + 25
4
z y + x− 5
4
y], [−6 y3 + 375
8
y2, x y3 − 625
64
y2 x,
y4 +
1
4
x3 − 5
16
y x2 +
25
64
y2 x− 125
16
y3, −25
64
y2 +
125
64
z y2 − 1
4
x2 +
5
16
y x],
[−6 y4 − 4x y3, 0, x4 + y5 + x y4, z y4 − y4 − x3]]
The moduleM of syzygies is also given as an image of the matrix S, i.e. M = im(.S).
> S:=Matrix(syz);
S :=
[−x , 0 , 0 , x z + y][
−6 y − 5x , 5
4
y x+ x2 , y2 +
3
4
y x , −1
4
z y +
1
4
y
]
[
− z y2 − 19 y2 + 150 y , 4 y2 x+ y3 − 125
4
y x , 3 y3 − x2 + 5
4
y x− 25 y2 ,
−z y2 + y2 z2 + 25
4
z y + x− 5
4
y
]
[
− 6 y3 + 375
8
y2 , x y3 − 625
64
y2 x , y4 +
1
4
x3 − 5
16
y x2 +
25
64
y2 x− 125
16
y3 ,
−25
64
y2 +
125
64
z y2 − 1
4
x2 +
5
16
y x
]
[−6 y4 − 4x y3 , 0 , x4 + y5 + x y4 , z y4 − y4 − x3]
> B:=BasisOfImageModule(S, var, true);
B :=[
− z y2 − 19 y2 + 150 y , 4 y2 x+ y3 − 125
4
y x , 3 y3 − x2 + 5
4
y x− 25 y2 ,
−z y2 + y2 z2 + 25
4
z y + x− 5
4
y
]
[−x , 0 , 0 , x z + y][
−6 y − 5x , 5
4
y x+ x2 , y2 +
3
4
y x , −1
4
z y +
1
4
y
]
174 APPENDIX B
> S_3:=SyzygyModule(B, var);
S3 := [[0, 0, 0]]
The rows of B are linearly independent and we can check, that they generate the module of syzygies:
> BB:=convert(B, listlist):
> IB:=InvolutiveBasis(B, var):
> map(PolInvReduce, convert(S, listlist), IB, var);
[[0, 0, 0, 0], [0, 0, 0, 0], [0, 0, 0, 0], [0, 0, 0, 0], [0, 0, 0, 0]]
> Isyz:=InvolutiveBasis(convert(S, listlist), var):
> map(PolInvReduce, BB, Isyz, var);
[[0, 0, 0, 0], [0, 0, 0, 0], [0, 0, 0, 0]]
Example 6
Let us consider the polynomial f ∈ Q[x, y, z, u]:
> f:=(x*z+y)*(x*u+y)*(x^4+y^5+x*y^4);
f := (x z + y) (xu+ y) (x4 + y5 + x y4)
> var:=[x,y,z,u];
var := [x, y, z, u]
> F:=[f,diff(f, x), diff(f,y), diff(f,z), diff(f,u)];
F := [(x z + y) (xu+ y)%1, z (xu+ y)%1 + (x z + y)u%1 + (x z + y) (xu+ y) (4x3 + y4),
(xu+ y)%1 + (x z + y)%1 + (x z + y) (xu+ y) (5 y4 + 4x y3), x (xu+ y)%1,
(x z + y)x%1]
%1 := x4 + y5 + x y4
Let us compute a basis of the syzygy moduleM of F generated by:
> syz:=SyzygyModule(F,var);
syz := [[−x, 0, 0, 0, x u+ y], [−x, 0, 0, x z + y, 0],
[−6x− 7 y, 5
4
y x+ x2, y2 +
3
4
y x, −1
4
z y +
1
4
y,
1
4
y − 1
4
y u], [
−z y2 − y2 u− 22 y2 + 175 y, 4 y2 x+ y3 − 125
4
y x, 3 y3 − x2 + 5
4
y x− 25 y2,
−z y2 + y2 z2 + 25
4
z y + x− 5
4
y, −y2 u+ y2 u2 + 25
4
y u+ x− 5
4
y], [−7 y3 + 875
16
y2,
x y3 − 625
64
y2 x, y4 +
1
4
x3 − 5
16
y x2 +
25
64
y2 x− 125
16
y3,
−25
64
y2 +
125
64
z y2 − 1
4
x2 +
5
16
y x, −25
64
y2 +
125
64
y2 u− 1
4
x2 +
5
16
y x],
[−7 y4 − 4x y3, 0, x4 + y5 + x y4, z y4 − y4 − x3, u y4 − y4 − x3]]
The moduleM of syzygies is also given as an image of the matrix S, i.e. M = im(.S).
> S:=Matrix(syz);
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S :=
[−x , 0 , 0 , 0 , x u+ y]
[−x , 0 , 0 , x z + y , 0][
−6x− 7 y , 5
4
y x+ x2 , y2 +
3
4
y x , −1
4
z y +
1
4
y ,
1
4
y − 1
4
y u
]
[
− z y2 − y2 u− 22 y2 + 175 y , 4 y2 x+ y3 − 125
4
y x , 3 y3 − x2 + 5
4
y x− 25 y2 ,
−z y2 + y2 z2 + 25
4
z y + x− 5
4
y , −y2 u+ y2 u2 + 25
4
y u+ x− 5
4
y
]
[
− 7 y3 + 875
16
y2 , x y3 − 625
64
y2 x , y4 +
1
4
x3 − 5
16
y x2 +
25
64
y2 x− 125
16
y3 ,
−25
64
y2 +
125
64
z y2 − 1
4
x2 +
5
16
y x , −25
64
y2 +
125
64
y2 u− 1
4
x2 +
5
16
y x
]
[−7 y4 − 4x y3 , 0 , x4 + y5 + x y4 , z y4 − y4 − x3 , u y4 − y4 − x3]
> B:=BasisOfImageModule(S, var, true);
B :=[
−6x− 7 y , 5
4
y x+ x2 , y2 +
3
4
y x , −1
4
z y +
1
4
y ,
1
4
y − 1
4
y u
]
[
− z y2 − y2 u− 22 y2 + 175 y , 4 y2 x+ y3 − 125
4
y x , 3 y3 − x2 + 5
4
y x− 25 y2 ,
−z y2 + y2 z2 + 25
4
z y + x− 5
4
y , −y2 u+ y2 u2 + 25
4
y u+ x− 5
4
y
]
[−x , 0 , 0 , 0 , x u+ y]
[−x , 0 , 0 , x z + y , 0]
> S_3:=SyzygyModule(B, var);
S3 := [[0, 0, 0, 0]]
The rows of B are linearly independent and we can check that they generate the module of syzygies:
> BB:=convert(B, listlist):
> IB:=InvolutiveBasis(B, var):
> map(PolInvReduce, convert(S, listlist), IB, var);
[[0, 0, 0, 0, 0], [0, 0, 0, 0, 0], [0, 0, 0, 0, 0], [0, 0, 0, 0, 0], [0, 0, 0, 0, 0], [0, 0, 0, 0, 0]]
> Isyz:=InvolutiveBasis(convert(S, listlist), var):
> map(PolInvReduce, BB, Isyz, var);
[[0, 0, 0, 0, 0], [0, 0, 0, 0, 0], [0, 0, 0, 0, 0], [0, 0, 0, 0, 0]]
Example 7
Let us consider the polynomial f = x y z (x+ y + z) ∈ Q[x, y, z]:
> f:=x*y*z*(x+y+z);
f := x y z (x+ y + z)
> var:=[x,y,z];
var := [x, y, z]
> F:=[f,diff(f, x), diff(f,y), diff(f,z)];
F := [x y z (x+ y + z), y z (x+ y + z) + x y z, x z (x+ y + z) + x y z, x y (x+ y + z) + x y z]
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Let us compute a basis of the syzygy moduleM of F generated by:
> syz:=SyzygyModule(F,var);
syz := [[−4, x, y, z], [−z + y, 0, y z, −y z], [−x− y − 2 z, 0, 0, z x+ y z + z2],
[−x− 3 y, 0, x y + y2, y z]]
The moduleM of syzygies is also given as an image of the matrix S, i.e. M = im(.S).
> S:=Matrix(syz);
S :=

−4 x y z
−z + y 0 y z −y z
−x− y − 2 z 0 0 z x+ y z + z2
−x− 3 y 0 x y + y2 y z

> BasisOfImageModule(S, var, true);
Warning, The module is not projective
[]
Let us check, why the moduleM = im(.S) is not projective. The module im(.S) can be also defined as a cokernel
of S2:
> S_2:=Matrix(SyzygyModule(S, var));
S2 :=
[
0 x+ y y −z ]
The module defined as a cokernel of S2 is not projective, because although the shortest free resolution has length
1, the matrix defining the module is not unimodular:
> Involutive[PolShortestResolution](S_2, var);
[
[
0 x+ y y −z ]]
> IsUnimod(%[1], var, true);
false
Example 8
Let us consider the polynomial f = x3 + y3 + z3 ∈ Q[x, y]:
> f:=x^3+y^3+z^3;
f := x3 + y3 + z3
> var:=[x,y,z];
var := [x, y, z]
> F:=[f,diff(f, x), diff(f,y), diff(f,z)];
F := [x3 + y3 + z3, 3x2, 3 y2, 3 z2]
Let us compute a basis of the syzygy moduleM of F generated by:
> syz:=SyzygyModule(F,var);
syz := [[−3, x, y, z], [0, 0, −z2, y2], [0, −z2, 0, x2], [0, −y2, x2, 0], [0, 0, −x z2, x y2]]
The moduleM of syzygies is also given as an image of the matrix S, i.e. M = im(.S).
> S:=Matrix(syz);
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S :=

−3 x y z
0 0 −z2 y2
0 −z2 0 x2
0 −y2 x2 0
0 0 −x z2 x y2

> BasisOfImageModule(S, var, true);
Warning, The module is not projective
[]
Let us check, why the module M = im(.S) is not projective. The module im(.S) can be also defined as a
cokernel of S2:
> S_2:=Matrix(SyzygyModule(S, var));
S2 :=
[
0 x 0 0 −1
0 0 y2 −z2 −x
]
The module defined as a cokernel of S2 is not projective, because although the shortest free resolution has length
1, the matrix defining the module is not unimodular:
> Involutive[PolShortestResolution](S-2, var);
[
[
0 x 0 0 −1
0 0 y2 −z2 −x
]
]
> IsUnimod(%[1], var, true);
false
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