This paper concerns with blow-up behaviors for semilinear parabolic systems coupled in equations and boundary conditions in half space. We establish the rate estimates for blow-up solutions and prove that the blow-up set is ∂R N + under proper conditions on initial data. Furthermore, for N = 1, more complete conclusions about such two topics are given.  2004 Elsevier Inc. All rights reserved.
Introduction and main results
In this paper, we study the estimates of blow-up rate and blow-up set of positive solutions to the following semilinear parabolic systems with nonlinear boundary conditions: T being the time of existence. By the maximum principle and the results of [5] [6] [7] [8] , we know that if max{pk, mp, mq, qk} > 1, (1.4) then the solution (u, v) of (1.1) blows up in finite time for suitable "large" initial data.
Throughout this paper we assume that (1.4) holds and the solution (u, v) of (1.1) blows up in finite time T . It is obvious that u and v blow up simultaneously. Our work on blow-up rate estimates is motivated by papers [2, 5, 27] . In paper 
u(x, t) C(T − t) −(p+1)/(pk−1) , v(x, t) C(T − t)
−(k+1)/(pk−1) , 0 < t < T .
For problem (1.6) . When δ 1 = δ 2 = 0 and δ 3 = δ 4 = 1, if mq > 1 and max{1 + m, 1 + q}/(mq − 1) N , then
u(x, t) C(T − t) −(1+q)/[2(mq−1)] , v(x, t) C(T − t) −(1+m)/[2(mq−1)] , 0 < t < T .
When δ 1 = δ 4 = 1 and δ 2 = δ 3 = 0, if mp > 1 and u x 1 , v x 1 0, and if moreover, one of the following holds:
For the case δ 1 = δ 2 = 0, δ 3 = δ 4 = 1 and N = 1, the authors of [27] obtained lower bounds of blow-up rates of solutions to problem (1.6), and improved the results of paper [5] by removing the restriction min{m, q} 1 and allowing a larger class of solutions. Our work on the blow-up set estimate is inspired by papers [9] [10] [11] [12] [13] [14] 16] . In papers [9] [10] [11] [12] [13] [14] , the authors studied the equation
and gave the blow-up set estimate (including the blow-up rate estimate and the profile of solution as t tends to the blow-up time). In [14] (the domain Ω = B R (0)) and [16] , the authors discussed the following single heat equation with nonlinear boundary condition:
with p > 1, and proved that the blow-up occurs only on the boundary of the domain.
An important related work is the paper [24] . In [24] , the second author of the present paper discussed the following semilinear parabolic systems with nonlinear boundary conditions:
He established the explicit description of the effects of reaction terms and nonlinear boundary conditions on the blow-up rates of solutions to system (1.7), and proved that the blow-up occurs only at the boundary x = 1.
Compared with our problem (1.1), problems (1.5) and (1.6) have only two nonlinear terms, and the initial-boundary value problem of (1.7) is concerned in a bounded interval [0, 1] although there are four nonlinear terms in this problem. Therefore, it seems interesting and important to extend the results of [2, 24, 27 ] to our present problem (1.1) and give more perfect conclusions. Roughly speaking, our problem (1.1) is coupled with two nonlinear reaction terms and two nonlinear boundary conditions and is discussed in the half space (higher dimension). Furthermore, besides upper bounds of blow-up rate and the description of blow-up set just as in [2] , we also provide the lower bounds of blow-up rate, and in addition, for N = 1, more complete conclusions about the blow-up rate and the blow-up set are presented.
The main purposes of this paper are to give an explicit description of the effects of reaction terms and nonlinear boundary conditions on the blow-up rates of solutions to system (1.1), and then to verify that blow-up occurs only on the boundary ∂R N + . Our main results are as follows.
Theorem 1.
There exists a constant c > 0 such that the following hold.
Theorem 2.
There exists a constant C > 0 such that the following hold.
(1.12)
(1.14)
Theorem 3. For the cases (ii), (iii) and (iv) of Theorem 2, blow-up occurs only on the boundary ∂R N
+ . More precisely, if Ω 0 ⊂ R N + is such thatΩ 0 ⊂ R N + , then sup 0 t<T u(·, t) C(Ω 0 ) + v(·, t) C(Ω 0 ) < ∞.
Remark 1.
In Theorems 2 and 3, the assumptions depend on the dimension N , so the conclusions are not complete. However, we do not know how to relax these assumptions. Fortunately, in the case N = 1, we can do this, see Section 5. There are many related works on the blow-up rates of solutions to parabolic systems with nonlinear boundary conditions, please refer to [1, 3, 4, 10, 15, 17, [19] [20] [21] [22] [23] 25, 26] and references therein.
The organization of this paper is as follows. In Sections 2-4, we give the proofs of Theorems 1-3, respectively. In Section 5, we discuss further the upper bounds of blow-up rates and the blow-up set for the case N = 1, and give more complete conclusions on the upper bounds of blow-up rates and on the blow-up set.
Proof of Theorem 1
In this section, we will give lower bounds of blow-up rates of solutions to system (1.1), that is, to prove Theorem 1. We begin with three lemmas. For convenience, denote
then f (t) and g(t) are nondecreasing in t. We first apply the ideas of [16] to prove the following lemma.
Lemma 1. Let α, β be positive constants and satisfy
If one of the following holds:
then there exists a positive constant ε such that
Proof. On the contrary we assume that the first inequality of (2.3) is not true, then there exists a sequence {t n } with t n → T − as n → ∞ such that
For each t n , in view of (1.3) and the definition of g, we can choose
where I n (t) = (−λ −2 nt n , λ −2 n (t −t n )). Direct computations show that ϕ n and ψ n satisfy
and
In view of (2.2), (2.4), (2.7) and λ n → 0, we know that the nonlinear terms in (2.6) are all uniformly bounded. For any K > 0, by (2.6) and the Schauder's estimates (cf. [18] ) we deduce that
where the constant C K is independent of n. It follows that there exists a subsequence of {(ϕ n , ψ n )}, which is also denoted by {(ϕ n , ψ n )}, and nonnegative functions ϕ and ψ such that
and (ϕ, ψ) satisfies
where δ i , i = 1, 2, 3, 4, are nonnegative constants and satisfy
We should point out that some δ i may be zero. For example, if 2 + α − pβ > 0, then δ 1 = 0 since λ n → 0. It is clear that ϕ and ψ are continuous at (0, y ; 0) for y ∈ R N −1 . Applying (2.4) and (2.7), we find that ϕ(y, s) ≡ 0, ψ(0, 0) 1/2. This is a contradiction to (2.8) and (2.9).
In a similar way, we can prove the second inequality of (2.3). 2
The lemma below plays a key role in the proof of the lower bounds.
Lemma 2. Under the assumptions of Lemma 1, we have
Proof. Recall that the Green's function G(x; y; t) for the heat equation in R N + with ∂G/∂y 1 = 0 at y 1 = 0 is given by
For any 0 z < t < T , we have Green's identity (see [5] )
Note that R N + G(x; y; t − z) dy = 1 for 0 < z < t, and g(t) is nondecreasing in t. In view of (2.12) and the first inequality of (2.3),
where C is a positive constant. Since f (t) → ∞ as t → T − , for any z ∈ (T /2, T ), one can choose t: 0 < z < t < T such that f (t) = 2f (z). Without loss of generality we may assume that
, pβ/α 2qβ/α − 1. Then we have, by (2.13),
This implies the first inequality of (2.10). Using (2.3), we obtain the second one of (2.10).
(B) If p < 2q − α/β, i.e., pβ/α < 2qβ/α − 1. Then we have, by (2.13),
The first inequality of (2.11) holds. Consequently, the second inequality of (2.11) holds by (2.3). The proof of Lemma 2 is completed. 2
The following lemma was given by [24] .
Lemma 3 [24, Lemma 2].
(
and mq > 1. Now, we are able to prove Theorem 1.
Proof of Theorem 1. (i) If p (2qk
Series of computations imply that (2.2) and Lemma 1(a) hold. Moreover, p 2q − α/β since p (2qk +2q −1)/(2+k). Therefore, (2.10) holds by Lemma 2. A direct calculation gives
Hence, (2.1) and (2.10) yield (1.8).
(ii) When p (2qk 
A direct calculation tells us that (2.2) and Lemma 1(b) hold. The condition p (2mq
Combing (2.10) and (2.1) gets (1.9). If p < (2mq + q − 1)/(1 + m), then k < (2mq + m − 1)/(1 + q) and mq > 1 by Lemma 3(3 • ). Set
By the direct calculation, we see that (2.2) and Lemma 1(d) hold. Moreover, p < 2q − α/β since p < (2mq + q − 1)/(1 + m). Therefore, (2.11) holds by Lemma 2. From the expressions of α and β we have
Consequently, (1.10) holds. The proofs of cases (iii) and (iv) are analogous. 2
Proof of Theorem 2
Since g(t) is continuous, nondecreasing and lim t→T − g(t) = ∞. For any t 0 ∈ (0, T ), write
The proof of Theorem 2 depends mainly on the two following lemmas. If one of the following holds: 
Moreover, there is a constant C > 0 such that Proof of Lemma 4. If (3.3) were false, there would exist a sequence {t n } with t n → T − such that λ −2 n (t + n − t n ) → ∞, where λ n = λ(t n ) and t + n = t + (t n ). For each t n , choose (x n ,t n ) ∈ ∂R N + × (0, t n ] (the choice ofx n is possible due to (1.3) and the definition of g) such that v(x n ,t n ) g(t n )/2. Rescale (u, v) around (x n ,t n ) as in (2.5), and then obtain a solution (ϕ n , ψ n ) of (2.6) 
3) and the definition of t + n we get
Same as in the proof of Lemma 1, there exist C 2,1 functions ϕ(y, s) and ψ(y, s), which satisfy 5) and for (y, s) ∈ R N + × (−∞, +∞),
where δ i (i = 1, 2, 3, 4) are nonnegative constants defined by (2.9). Notice that ϕ cannot be trivial, otherwise (3.5) would contradict to (3.6).
the results of [7] imply that (ϕ, ψ) of (3.5) blows up in finite time. It contradicts to (3.6). So, (3.3) holds.
(ii) If 2+α −pβ = 1+β −mα = 0, i.e., α = (p +2)/(mp −1), β = (1+2m)/(mp −1), then δ 1 = δ 4 = 1, δ 2 , δ 3 0. Using the results of [8] and (3.2) , by the comparison principle, we know that (ϕ, ψ) of (3.5) blows up in finite time. A contradiction. Hence, (3.3) holds.
The proof of case (iii) is exactly the same as that of case (ii).
In view of (3.2) and the results of [5] , the comparison principle asserts that (ϕ, ψ) of (3.5) blows up in finite time. It contradicts to (3.6). Therefore (3.3) holds.
From the above discussions we see that (3.3) holds for all T /2 < t 0 < T . Next, we analysis (3.4). In view of (2.5) and (3.3) it follows that
T ).
Fix t 0 ∈ (T /2, T ) and put
. . , where t + n is defined as in (3.1), then
Consequently,
. This fact together with (2.3) yields
The estimates (3.7) and (3.8) assert (3.4). We complete Lemma 4. 2
In the sequel, we show that Theorem 2 is true.
Proof of Theorem 2. (i) If p (2qk
Series of calculations tell us that (2.2), (3.2) and Lemma 4(i) hold. By Lemma 4 and (2.1), we reach (1.12). Proofs of cases (ii)-(iv) are similar. Therefore, Theorem 2 is concluded. 2
Proof of Theorem 3
To verify Theorem 3, we need the lemma below. 
for some positive constant C. If
and at least one of them is strict, then for any constant a > 0,
This implies that blow-up may occur only on the boundary ∂R N + .
Proof. The idea of this proof comes from [16] . Let A, B and M be positive constants and will be determined later. Set
where t 0 (0 < t 0 < T ) satisfies M(T − t 0 ) = 1. From this it is obvious that t 0 varies with M. A direct calculation gives
If we take A and B so large that
Then from (4.1) and (4.2) we have
By careful calculation, we have
where
Recalling that ϕ(x) 1, M(T − t) 1 for x ∈ R N + and t ∈ [t 0 , T ). If we choose M 4(3 + 2α + 2β), then, by using of 1 + α − pβ 0 and 1 + β − kα 0, we have
If pβ − α − 1 < 0 and kα − β − 1 < 0, we may first fix A and B such that (4.3) holds (and hence (4.4) holds), and then choose M large enough such that the right-hand sides of (4.6) and (4.7) are positive. For such A, B, M and t 0 = T − 1/M, we have, by (4.5),
If pβ − α − 1 = 0 and kα − β − 1 < 0, for the fixed B 2 β C, we first take A (A 2 α C) so large that the right-hand side of (4.6) is positive, and then choose M large enough such that the right-hand side of (4.7) is positive. Therefore, (4.4) and (4. Applying the comparison principle, it follows from (4.1), (4.4) and (4.8) that
The conclusion of this lemma holds. 
shows that the conclusion of Theorem 3 holds. For the case p < (2mq + q − 1)/(1 + m) and max{1
. Then (1.14), and thus, (4.1) holds. Applying p(1+m) < 2mq +q −1 and k(1 + q) < 2mq + m − 1, direct computations show that For the other cases, the proofs are similar. 2
Further discussion for one-dimensional case
To get the upper bounds of blow-up rates in Theorem 2 and thus blow-up sets in Theorem 3, the parameters p, q, k and m should satisfy some additional conditions that depend on the dimension N , even in the case N = 1. For example, in Theorem 2(ii), if (2qk + 2q − 1)/(2 + k) p < (2mq + q − 1)/(1 + m), k < (2mp + 2m − 1)/(2 + p), and N = 1, to guarantee (1.14) holds we need also to assume that max{1 + q, 1 + m}/(mq − 1) 1. In this part, we discuss further the upper bounds of blow-up rates and the blow-up set for the case N = 1, and give more perfect conclusions. The first inequality of (2.10) asserts that 
where c 2 is a positive constant. Combining (5.11) with (5.13) and using (2.3) we have
