Abstract. In general, large amount of segmented and labeled data is needed to estimate statistical language understanding systems. In recent years, different approaches have been proposed to reduce the segmentation and labeling effort by means of unsupervised o semi-supervised learning techniques. We propose an active learning approach to the estimation of statistical language understanding models that involves the transcription, labeling and segmentation of a small amount of data, along with the use of raw data. We use this approach to learn the understanding component of a Spoken Dialog System. Some experiments that show the appropriateness of our approach are also presented.
Introduction
One of the most important drawbacks in almost all the corpus-based approaches to the development of Spoken Language Understanding (SLU) systems is the effort that is necessary to manually transcribe, segment and label a training corpus, process that is essential in this kind of approaches. Manual segmentation and labeling, apart from the time-consuming work, has the disadvantage that sometimes it is difficult to decide a-priori which limits of the segments are more accurate to represent a specific semantic label and to better discriminate from other semantic labels. Despite of this laborious and time-consuming process of preparation of training data, statistical models have been widely used in recent years in the Spoken Language Understanding (SLU) area, mainly in the framework of spoken dialog systems, and they have shown good performances [8] , [5] , [1] , and [4] .
Moreover, automatically training an understanding model from a segmented and labeled corpus is a static learning process and it is not possible to adapt the model to new kinds of interactions or to new ways to express the concepts. This is why in recent years different techniques have been proposed to reduce the labeling effort by means of unsupervised o semi-supervised learning techniques and to have the possibility of dynamically adapt the models when the system is interacting with the users in order to allow for an active learning process [7] , [9] and [3] . Active learning aims at reducing the number of training examples to be labeled by selectively sampling a subset of the unlabeled data. This is done by inspecting the unlabeled examples and selecting the most informative ones, with respect to a given cost function. Active learning is well-motivated in many modern machine-learning problems, where unlabeled data may be abundant or easily obtained; however, the labeling process is difficult, time-consuming, and expensive.
In this paper we present an approach to SLU that is based on automatic learning of statistical models. In previous versions of our SLU system [8] , all the transcribed training corpus was manually segmented and labeled in terms of semantic labels. In the present approach we propose to apply an active learning process to estimate a SLU system which requires only the transcription, segmentation and labeling of a small set of training user utterances.
We propose a two-step approach to the estimation of statistical language understanding models that involves the transcription, segmentation and labeling of a small amount of data (recognized user utterances), along with the use of raw (untranscribed, unsegmented and unlabeled) recognized user utterances. In the first step, from a small corpus of unaligned pairs of recognized sentences and their corresponding semantic representation (frames), we have applied a semisupervised process [6] obtaining an automatic segmentation of the corpus. From the segmented and labeled sentences of that small corpus, a baseline statistical language understanding model is estimated using an automatic method [8] . In the second step, we incrementally update this baseline language understanding model with more segmented and labeled sentences following an active learning process. A set of new recognized user utterances is automatically segmented and labeled with the baseline statistical language understanding model. According to a confidence measure criterium obtained during the understanding process, a small number of these new sentences (the least reliable ones) are manually transcribed, segmented and labeled by an expert, and together with the automatically segmented and labeled sentences, are used to retrain the baseline statistical language understanding model. This process is repeated for another set of raw sentences, but, this time, the retrained statistical language understanding model is used.
The SLU model used [8] is based on a two-level statistical model, in which both the probabilities of sequences of semantic labels and the lexical realization (that is, the sequences of words associated) of each semantic label are represented. Some confidence measures generated in this decoding process are used to automatically detect sentences that can be candidates for manual labeling. This way only a few of the new sentences are manually labeled, while the sentences that are decoded with high confidence are automatically included in the new training corpus. Some experiments were performed over a task of information about train timetables and prices in Spanish. The experiments show the accuracy of the proposed learning methods that provides similar results to those obtained from a completely segmented and labeled training corpus. Thus we have the possibility of having a system that can be dynamically adapted while it is used by real users, whereas the effort employed to obtain the models is not comparable with the effort of manually transcribing, segmenting and labeling the full training corpus. This paper is organized as follows, Section 2 describes the SLU process using the two-level statistical model. Section 3 describes the initial automatic semisupervised segmentation process and the process of incrementally updating the SLU model through an active learning approach. Section 4 presents the evaluation of our proposal on the Corpus of Dihana, a Spoken Dialog System to access a railway information system using Spontaneous Speech in Spanish. And finally, Section 5 presents the conclusions.
Speech Understanding
We have proposed a method for speech understanding based on the use of stochastic models automatically learned from data. The main characteristic of our method is the integration of syntactic and semantic restrictions into one finite-state automaton. To learn syntactic and semantic models a corpus of segmented and labeled sentences is required. Each sentence in the corpus must be segmented and a label (from a set of semantic labels V defined for the task) must be assigned to each segment. The label assigned to each segment represents the semantic information provided by this segment.
From the segmented and labeled corpus two types of finite-state models are learned. A model A s for the semantic language is estimated from the sequences of semantic labels associated to the input sentences. A set of models, syntactic models A vi (one for each semantic label v i ∈ V ), is estimated from all the segments of words assigned to this semantic label.
In order to perform the understanding process, a global automaton A t is generated by combining the semantic model with the syntactic ones. The states of the semantic automaton A s are substituted by their corresponding stochastic automata A vi .
Given the input sentence w = w 1 w 2 . . . w n ∈ W * , the understanding process consists of finding the sequence of semantic labels
* which maximizes the probability:
Where, P (v) is the probability of the sequence of semantic labels v and P (w|v) is the probability of the sequence of words w given the sequence of semantic labels v. We approach this latter probability as the maximum for all possible segmentations of w in |v| segments.
The understanding process is performed using the Viterbi algorithm, which supplies the best path through A t that is able to produce the input sentence w. From this path the sequence of semantic labels and the most likely segmentation of the input sentence associated to it can be easily obtained. More details of our approach to speech understanding can we found in [8] .
Semantic Representation for the DIHANA Task
Although our method is generic, a specific set of semantic labels must be defined for each task. In addition, once the segmentation of the sentence is performed a second phase is required. This second phase is devoted to reordering the semantic labels following a canonical order and instantiating some values, mostly related to hours and dates.
During the DIHANA project a corpus of 900 dialogs was acquired using the Wizard of Oz technique [2] . Four dialogs were acquired for each of the 225 users who cooperated in the acquisition process. The chosen task was the access to an information system using spontaneous speech. The information system provided information about railway timetables, fares, and services. The system was accessed by telephone in Spanish. The number of user turns acquired was 6 280 and the vocabulary size was 823 different words.
The semantic representation chosen for the task was based on frames. The understanding module takes the sentence supplied by the automatic speech recognizer as input and generates one or more frames (which are concepts with their corresponding attributes) as output. The frames are obtained after reordering the semantic labels from the best segmentation of the sentence and instantiating certain values as stated above. A total amount of 25 semantic labels were defined for DIHANA task. In order to label segments without semantic, a null label was also added the the label set.
Ten labels related to frame concepts, divided in two different types, were defined:
Task-independent concepts: (ACCEPTANCE), (REJECTION), and (NOT-UNDERSTOOD).

Task-dependent concepts: (HOUR), (DEPARTURE-HOUR), (ARRIVAL-HOUR), (PRICE), (TRAIN-TYPE), (SERVICES), and (TRIP-DURATION).
The task-independent concepts represent generic interaction acts which could be used for any task. The task-dependent concepts represent the information the user can ask for. In an user turn, each task-dependent concept can include one or more attributes from a set of fifteen. These attributes represent the constraints that the user can place on his query. 
The Active Learning Process
The goal of the active learning process is to obtain good models by labeling only a small part of the training samples. It also permits the models be dynamically adapted when real users interact with the system. As this process is a kind of bootstrapping process we need to start from an initial model that must be learned using a small set of labeled training samples. Even in this preliminary step of the learning process we avoid the effort of the manual segmentation of the corpus, that is, we only need the pair (sentence, semantic representation in terms of frames) without the explicit association of semantic labels to the segments of the sentence. To do this, we have developed a semi-supervised learning algorithm [6] that associates to each semantic label a set of segments of different lengths based on the co-occurrences of segments and semantic labels. That is, given a fixed length l, P (v k |u l ) is calculated for every segment of length l, u l , and every semantic label, v k , in the training corpus. Then, those segments with P (v k |u l ) > theshold are considered to belong to v k .
As the training corpus is small, it is necessary to increase the coverage in order to include more linguistic variability that it is not present in the corpus. To do so, a procedure of categorization, lematization, and semantic generalization based on dictionaries is applied. This is the case for example of the segment "quiero ir a" (I want to go to) that is generalized to "querer ir a" (to want to go to) that includes the Spanish conditional form "querría ir a" (I would want to go to).
Increasing the length of segments, we can better discriminate between words that are semantically ambiguous by adding context to the segment. For example the word "Valencia" in an isolated way can not be associated to a semantic label, while the bigram "to Valencia" can easily be associated to the semantic label "destination-city". In our experiments, we have considered segments until length 3.
After applying this semi-supervised algorithm, a first segmented and labeled corpus is obtained. From this training corpus we can learn the semantic models as explained in Section 2, and start the active learning process. This process is based on detecting what new samples are not well represented in our models, and only these samples will be manually transcribed, analyzed and, if it is necessary, relabeled. That is, by using our current semantic models we analyze a new set of sentences from the automatic speech recognizer and those sentences that are selected by considering a confidence score will be manually corrected.
The confidence measure we have used is based on the probability of the appearance of sequences of words when a semantic label is found. For each pair (u i , v i ), a linear combination of two measures is used to determine if the assignment of the semantic label v i to the segment u i has been done properly during the decoding process:
is the probability of the segment u i within the semantic label v i normalized according to the number of words in the segment. This measure is more sensitive to syntactic variations.
is the same probability but considering only the unigram probability. This measure is more sensitive to out-of-vocabulary words.
Sentences containing one or more segments with a low value for the linear combination of these measures are manually revised.
Experiments
Some experiments were carried out in order to evaluate the appropriateness of the described technique. We used the 80% of the corpus as training and development set and the 20% as test set. In all the experiments, the output of the recognition module of the test sentences was used as the input of the understanding process. The speech recognizer used in the experimentation had a 74% of word accuracy.
We defined two measures to evaluate the performance of the understanding module:
-%CF, is the percentage of correct frames, i.e. the percentage of obtained frames that are exactly the same as the corresponding reference frame. -%CFS, is the percentage of correct frame units (concepts and attributes).
Two different experiments were done. In the first experiment, using the manually transcribed, segmented, and labeled corpus we trained an understanding model (Section 2). This experiment gives an upper bound of our understanding technique to compare with the results of subsequent experiments. The second experiment measures the behavior of the semi-supervised algorithm and the active learning process (Section 3).
For the second experimentation, four subsets were created splitting the training corpus in order to apply the active learning technique (T25 1, T25 2, T25 3, and T25 4), each one of them contained the 25% of the training corpus. The models learned in each step were stochastic finite-state automata. The process was as follows:
1. We considered the sentences supplied by the speech recognizer for the first training subset and the semantic representation (in terms of frames) associated to each one of them. An automatic segmentation and labeling process was made using the semi-supervised algorithm. With this labeled data, the first understanding model was trained (T25 1). 2. Using this understanding model, a process of segmentation and labeling of the second training subset was performed. 3. Considering the confidence scores generated in the understanding process, a part of the sentences in the second subset was selected in order to be manually transcribed, segmented, and labeled. Instead of finding a threshold of the confidence scores, we selected the 20% of the segments with the lower confidence score. 4. After the last step a new training corpus was generated. This new corpus consists of the first training subset, the sentences in the second subset that were automatically labeled by the understanding process, and the small part of the second subset (20%) that were manually corrected. With this new corpus a new understanding model was learned (T25 2). 5. We repeated the process for the third and the fourth training subsets (T25 3, T25 4).
The results of the first experiment were 63.8% for the %CF measure and 78.2% for the %CFS measure. The %CFS value is higher than the %CF value. That is because the %CF measure is more strict: an error in one frame unit produces an error in the whole sentence. Table 1 shows the results of the active learning process. As we can see both measures improve with the increase of training data. The results are slightly worse than the results in the reference experiment (Ref column), but the effort of manual segmentation and labeling is much smaller. From a training corpus of 5,024 user turns, 1,256 were semantically labeled for the initial semi-supervised process, and 750 additional turns were transcribed, segmented and labeled during the active learning process. This implies a transcription and segmentation of 15% of the training corpus, and semantic labeling of the 40% of the training corpus. System performance has been reduced by less than 3% compared to models using the entire transcribed, segmented, and labeled training corpus.
Conclusions
In this paper, we have presented an active learning approach to the estimation of statistical language understanding models which involves the transcription, labeling, and segmentation of only a small amount of data, along with the use of raw data. We have used this approach to learn the understanding component of a Spoken Dialog System for railway information retrieval in Spanish. Experiments show that the results obtained with the proposed method are quite similar to those obtained from a completely segmented and labeled corpus. However, the effort employed to obtain the models is much lower than the effort required for completely transcribing, segmenting, and labeling the training corpus.
