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Abstract: This paper deals with the problem of the stability 
analysis and controller gain synthesis for networked control 
systems with the network-induced delay, data packet dropout, 
parameters’ uncertainties and disturbance input. To achieve less 
conservative results compared with existing methods in the 
literature, a novel Lyapunov-Krasovskii functional is constructed 
and new free-weighting matrices are introduced to increase 
degrees of freedom in the sufficient robust stability conditions. The 
maximum allowable delay bound, minimum attenuation level and 
the gain of memoryless controller is obtained by solving a set of 
linear matrix inequalities (LMIs). Finally an illustrative example is 
given to reveal the effectiveness of the proposed approach. 
Keywords: Networked Control Systems, Robust Control, 
Stabilization, Lyapunov-Krasovskii Theorem 
I.    Introduction 
   A networked control system  (NCS) is a closed-loop system 
that all of the ingredients are connected to each other through a 
communication network. Reliability, easy maintenance and low 
cost made these systems impressive in practical issues. But two 
important challenges, network-induced delay and data dropout 
are unfavorable phenomenon in these systems. Nonetheless 
NCSs have gathered many researchers’ attentions in the resent 
years [1-9]. 
   The prevalent method to investigate stability and synthesis 
controller gain is based on Lyapunov-Krasovskii theorem [3-6]. 
[3] surveyed the problem of stability and controller design 
according to using Lyapunov-Krasovskii functional, and the 
results of [3] were improved in [4] by utilizing new Lyapunov-
Krasovskii functional. For the first time, augmented Lyapunov-
Krasovskii functional to obtain sufficient conditions for 
designing controller gain to satisfy robust stability for NCSs 
was introduced in [5]. Robust stability analysis for NCSs was 
improved in [6] by introducing new weighting matrices to 
increase the degree of freedom. [7] and [8] investigated the 
robust stability problem for NCSs with considering the closed-
loop system as discrete time model with binary random delay 
and Markovian jumping parameters, respectively. 
   This paper is organized as follows: A continues time model 
for closed-loop system is presented in section 2. In section 3, 
sufficient conditions are extracted for robust ܪஶ stability 
analysis and controller gain synthesis. In section 4, an 
illustrative example reveals the reliability of the proposed 
method. Finally section 5 concludes the paper. 
 
Notation: In this paper, * denotes block in the symmetric 
matrix. I is identity matrix of appropriate dimension. The 
notation ܲ ൐ 0 (respectively ܲ ൒ 0) means that ܲ is real 
symmetric and positive define ( respectively, positive 
semiefinite). The superscrip ்  stands for matrix transposition. 
 
II.   System description and preliminaries 
 
   The controlled system is described as follows: 
 
ݔሶሺݐ) ൌ ܣݔሺݐ) ൅ ܤݑሺݐ) ൅ ܧ߱ሺݐ),  ܣ ൌ ܣ଴ ൅ ∆ܣሺݐ),    ܤ ൌ ܤ଴ ൅ ∆ܤሺݐ) 
ܼሺݐ) ൌ ܥݔሺݐ) ൅ ܦݑሺݐ)                                                                                 (1) 
where ݔሺݐ)ܴ߳௡, ݑሺݐ)ܴ߳௠, ߱ሺݐ)ܴ߳௡and ܼሺݐ)ܴ߳௤  are the state 
vector, control input vector, disturbance vector and controlled 
output, respectively; ܣ଴, ܤ଴, ܧ, ܥ and ܦ are known system 
matrices with appropriate dimensions. It’s assumed that the pair 
(A,B) is completely controllable. ∆ܣሺݐ) and ∆ܤሺݐ) denotes the 
norm-bounded parameter uncertainties in plant satisfying : 
 
ሾ∆ܣሺݐ) ∆ܤሺݐ)] ൌ ܬ∆ሺݐ)ሾܪଵ ܪଶ]                                                    (2) 
where ܬ, ܪଵ and ܪଶ are known constant matrices with 
appropriate dimensions and ∆ሺݐ) is unknown time-varying 
matrix satisfying ∆்ሺݐ)∆ሺݐ) ൑ ܫ. Without loss of generality, we 
mention the following assumption: 
Assumption 1 :  A and E are matrices with same dimensions. 
 
  The considered NCS structure is shown in Fig. 1, where the 
controller and actuator are event-driven and sampler is clock-
driven.The sampling period is assumed to be ݄, that is a 
constant value. The transmission delay  may not be  necessarily  
integer  multiplies  of the sampling period so zero order hold 
(Z.O.H) device's information may be updated between sampling 
instants. Since the controller is a constant gain, the feedback 
and forward delays are combined together at each sampling 
time. The updating instant of Z.O.H are ݐ௞ experience signal 
transmission delay ߟ௞, where ߟ௞ ൌ ߟ௦௖ೖ ൅ ߟ௖௔ೖ  ( ߟ௦௖ೖ and ߟ௖௔ೖ  
are delays from the sampler to the controller and from the 
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controller to the Z.O.H at the updating instant ݐ௞, respectively). 
Therefore, the state feedback with considering the behavior of 
the Z.O.H takes the following form: 
 
Figure 1. Networked Control System 
 
ݑሺݐ௞) ൌ ܭݔሺݐ௞ െ ߟ௞)ݐ௞ ൑ ݐ ൏ ݐ௞ାଵ                                                  (3) 
in which ݐ௞ାଵ is next updating state after ݐ௞ . The network-
induced delay ߟ௞ is bounded as the following inequality: 
ߟ௠ ൑ ߟ௞ ൑ ߟெ                                                                                    (4) 
where ߟெ and ߟ௠ are the lower and upper bounds of the 
network-induced delay, respectively. Then, the closed-loop 
system in Fig. 1 is described by: 
ݔሶሺݐ) ൌ ܣݔሺݐ) ൅ ܤܭݔሺݐ௞ െ ߟ௞) ൅ ܧ߱ሺݐ) 
ܼሺݐ) ൌ ܥݔሺݐ) ൅ ܦܭݔሺݐ௞ െ ߟ௞)ݐ௞ ൑ ݐ ൏ ݐ௞ାଵ                                       (5) 
which is in the form of  sampled-data system. Moreover, at the 
updating instant ݐ௞, the number of accumulated data packet 
dropout since the last updating instant ݐ௞ିଵ is denoted by ߬௞, 
where 0 ൑ ߬௞ ൑ ߬ெ. Combining the above-mentioned facts, 
yields to: 
ݐ௞ାଵ െ ݐ௞ ൌ ߟ௞ାଵ െ ߟ௞ ൅ ሺ߬௞ାଵ ൅ 1)݄                                                     (6) 
Now, let ߟሺݐ) ൌ ݐ െ ݐ௞ ൅ ߟ௞ is replaced in (5), then the 
following continuous time model is obtained for the closed-
loop NCS in Fig. 1: 
ݔሶሺݐ) ൌ ܣݔሺݐ) ൅ ܤܭݔ൫ݐ െ ߟሺݐ)൯ ൅ ܧ߱ሺݐ) 
ܼሺݐ) ൌ ܥݔሺݐ) ൅ ܦܭݔ൫ݐ െ ߟሺݐ)൯                                                                (7) 
in which, 
ߟ௠ ൑ ߟሺݐ) ൑ ߟ                                                                                  (8) 
with ߟ ൌ ߟெ ൅ ሺ߬ெ ൅ 1)݄.  It's evident that ߟ is related to the 
maximum number of accumulated data packet dropouts ߬ெ, the 
upper bound of network-induced delay ߟெ and the sampling 
period ݄ of the sampler device. 
ࡴஶ control problem: System (7) is said robustly 
asymptotically stable with ܪ∞ norm bound ߛ ൐ 0 if the 
following conditions are satisfied: 
1) The closed-loop system (7) is asymptotically stable when 
߱ሺݐ) ൌ 0 for all uncertainties ∆ܣሺݐ) and ∆ܤሺݐ) . 
2) Under the zero conditions, the controlled output ܼሺݐ) 
satisfies ԡܼሺݐ)ԡଶ ൑ ߛԡ߱ሺݐ)ԡଶ for all nonzero ߱ሺݐ)߳ܮଶሾ0,∞). 
Before further proceeding, the following lemma is introduced to 
handle the norm-bounded parameter uncertainties: 
Lemma 1: Given real matrices ߑ , ߑଵ and ߑଶ with appropriate 
dimensions, with ߑ் ൌ ߑ ,  
ߑ ൅ ߑଶ∆ሺݐ)ߑଵ ൅ ߑଵ் ∆் ሺݐ)ߑଶ் ൏ 0                                                          (9) 
holds if and only if for all ∆்ሺݐ)∆ሺݐ) ൑ ܫ and there exist some 
߳ ൐ 0 such that the following inequality holds: 
ߑ ൅ ߳ߑଶߑଶ் ൅ ߳ିଵߑଵ் ߑଵ ൏ 0 
which can be modified by schur complement to the following 
matrix inequality: 
቎
ߑ ߑଵ் ߳ߑଶ
ߑଵ െ߳I 0
߳ߑଶ் 0 െ߳I
቏ ൏ 0                                                                             (10) 
III.  Main results 
  In this section, a new robust ܪஶ delay-dependent stability 
condition is derived in Theorem 1 to analyze robust ܪஶ 
stability of closed-loop system (7) for all delays satisfying (8). 
Then, controller synthesis approach is given in Theorem 2. 
Theorem 1: For given ߟ௠,  ߟ,  ܬ,  ܪଵ, ܪଶ and ܭ, the closed-loop 
system (7) is robustly asymptotically stable with the ܪஶ norm 
bound ߛ if there exist matrices ௭ܰ, ܮ௭ሺݖ ൌ 0,1,2), M , ܴ, ܵ, ܨ , 
symmetric matrices ܲ ൌ ൣ ௜ܲ௝൧ହൈହ, ଵܳ ൌ ቂܳଵ೔ೕቃଶൈଶ ൐ 0, ܳଶ ൌ
ቂܳଶ೔ೕቃଶൈଶ ൐ 0,   ଵܶ ൌ ቂ ଵܶ೔ೕቃଶൈଶ ൐ 0,    ଶܶ ൌ ቂ ଶܶ೔ೕቃ ൐ 0,   ܼଵ ൐ 0, 
 ܼଶ ൐ 0,   ܺ଴,   ଵܺ,    ܺଶ ,    ଵܷ,    ଶܷ,  ௭ܸ ൌ ቂ ௭ܸ೔ೕቃ଼ൈ଼,   and  
௭ܹ ൌ ቂ ௭ܹ೔ೕቃ଼ൈ଼ ሺݖ ൌ 0,1,2) with appropriate dimensions and 
scalar ߳, satisfying (11-16) 
൥
ܲ ܴ ܵ
כ ଵܷ ܨ
כ כ ܷଶ
൩ ൐ 0                                                                                     (11) 
൥
ߑ௜ ߑଵ் ߳ߑଶ
כ െ߳ܫ 0
כ כ െ߳ܫ
൩ ൏ 0    , ׊݅ ൌ 1,2                                                    (12) 
቎
଴ܸ ܮ଴ ൅ ߰଴ ଴ܰ
כ ଵܶభభ ଵܶభమ ൅ ܺ଴
כ כ ଵܶమమ
቏ ൒ 0                                                       (13) 
቎
௜ܸ ܮ௜ ൅ ߰ଵ ௜ܰ
כ ଶܶభభ ଶܶభమ ൅ ௜ܺ
כ כ ଶܶమమ
቏ ൒ 0,   ׊݅ ൌ 1,2                                      (14) 
൤ ଴ܹ ܮ଴ ൅ ߮଴כ ܼଵ ൨ ൒ 0                                                                         (15) 
൤ ௜ܹ ܮ௜ ൅ ߮ଵכ ܼଶ ൨ ൒ 0, ׊݅ ൌ 1,2                                                            (16) 
Where ̂ߟ ൌ ߟ െ ߟ௠, ߟҧ ൌ ଵଶ ሺߟଶ െ ߟ௠ଶ ) and 
ߑ௜ ൌ ߨଵ ൅ ߨଶ௜ ൅ ߨଶ௜் ൅ ߨଷబ ൅ ߨଷబ் ൅ ߟ௠ ଴ܸ ൅ ̂ߟ ௜ܸ ൅
ߟ௠ଶ
2 ଴ܹ ൅ ߟҧ ௜ܹ 
, ׊݅ ൌ 1,2 
ߨଶ௜ ൌ ሾ ଴ܰ ൅ ߟ௠ܮ଴ ൅ ̂ߟ ܮ௜ െ ଴ܰ ൅ ଵܰ െ ଶܰ  0   0   0  െ ଵܰ ൅ ଶܰ  0]  
ߨଵ ൌ ൤ሺ1,1) ሺ1,2)כ ሺ2,2)൨,     ሺ1,1) ൌ ቎
 ଵଵ  ଵଶ  ଵଷ  ଵସ
כ  ଶଶ  ଶଷ  ଶସכ
כ
כ
כ
 ଷଷ
כ
 ଷସ
 ସସ
቏ 
 ଵଵ ൌ ଵܲସ െ ܴଵ ൅ ଵܲସ் െ ܴଵ் ൅ ܳଵభభ൅ ߟ௠ ଵܶభభ ൅ ̂ߟ ଶܶభభ ൅ ܺ଴ ൅ ܥ்ܥ 
 ଵଶ ൌ െ ଵܲସ ൅ ଵܲହ ൅ ܴଵ െ ܵଵ ൅ ଶܲସ் െ ܴଶ்  
 ଵଷ ൌ െ ଵܲହ ൅ ܵଵ ൅ ଷܲସ் െ ܴଷ்  
 ଵସ ൌ ଵܲଵ ൅ ߟ௠ܴଵ ൅ ̂ߟ ܵଵ ൅ ܳଵభమ ൅ ߟ௠ ଵܶభమ ൅ ̂ߟ ଶܶభమ 
 ଶଶ ൌ െ ଶܲସ ൅ ଶܲହ ൅ ܴଶ െ ܵଶ െ ଶܲସ் ൅ ଶܲହ் ൅ ܴଶ் െ ܵଶ் െ ܳଵభభ ൅ ܳଶభభ
െ ܺ଴ ൅ ଵܺ,               ଶଷ
ൌ െ ଶܲହ ൅ ܵଶ െ ଷܲସ் ൅ ଷܲହ் ൅ ܴଷ் െ ܵଷ்  
 ଶସ ൌ ଵܲଶ் ൅ ߟ௠ܴଶ ൅ ̂ߟ ܵଶ,            ଷସ ൌ ଵܲଷ் ൅ ߟ௠ܴଷ ൅ ̂ߟ ܵଷ 
 ଷଷ ൌ െ ଷܲହ ൅ ܵଷ െ ଷܲହ் ൅ ܵଷ் െ ܳଶభభ െ ܺଶ,  
 ସସ ൌ ܳଵమమ ൅ ߟ௠ ଵܶమమ ൅ ̂ߟ ଶܶమమ ൅
ߟ௠ଶ
2 ܼଵ ൅ ߟҧܼଶ 
ሺ1,2) ൌ ൦
ଵܲଶ ଵܲଷ ܥ்ܦܭ 0      
ଶܲଶ െ ܳଵభమ ൅ ܳଶభమ ଶܲଷ 0 0
ଶܲଷ்
0
ଷܲଷ െ ܳଶభమ
0
0
0
0
0
൪ 
ሺ2,2) ൌ
ۏ
ێ
ێ
ۍെܳଵమమ ൅ ܳଶమమ 0 0                           0כ െܳଶమమ 0                           0
כ
כ
כ
כ
െ ଵܺ ൅ ܺଶ ൅ ܭ்ܦ்ܦܭ
כ
 0
െߛଶܫ ے
ۑ
ۑ
ې
 
ߑଶ ൌ ሾെܬ்ܯଵ் , െܬ்ܯଶ் , െܬ்ܯଷ் , െܬ்ܯସ் , െܬ்ܯହ் , െܬ்ܯ଺் , െܬ்ܯ଻் , െܬ்ܯ଼் ]் 
ߑଵ ൌ ሾܪଵ      0      0      0      0      0      ܪଶܭ     0] 
ߨଷబ ൌ ሾെܯ ܣ଴ 0 0 ܯ 0 0 െܯܤ଴ܭ െܯܧ] 
߰଴ ൌ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ െ ସܲସ ൅ ܴସ்
ସܲସ െ ସܲହ் െ ܴସ் ൅ ܵସ்
ସܲହ் െ ܵସ்
െ ଵܲସ െ ߟ௠ܴସ் െ ̂ߟܵସ்
െ ଶܲସ
െ ଷܲସ
0
0 ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
,   ߰ଵ ൌ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ െ ସܲହ ൅ ܴହ்
ସܲହ െ ହܲହ െ ܴହ் ൅ ܵହ்
ହܲହ െ ܵହ்
െ ଵܲହ െ ߟ௠ܴହ் െ ̂ߟܵହ்
െ ଶܲହ
െ ଷܲହ
0
0 ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
 
߮଴ ൌ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ െܴସ ൅ ଵܷെܴସ െ ܴହ െ ଵܷ ൅ ܨ்
ܴହ െ ܨ்
െܴଵ െ ߟ௠ ଵܷ െ ̂ߟܨ்
െܴଶ
െܴଷ
0
0 ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
, ߮ଵ ൌ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ െܵସ ൅ ܨܵସ െ ܵହ െ ܨ ൅ ܷଶ
ܵହ െ ܷଶ
െܵଵ െ ߟ௠ܨ െ ̂ߟ ଶܷ
െܵଶ
െܵଷ
0
0 ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
 
Proof: Consider a Lyaponuv-Krasovskii functional as follows: 
ܸሺݔ௧) ൌ ଵܸሺݔ௧) ൅ ଶܸሺݔ௧) ൅ ଷܸሺݔ௧) ൅ ସܸሺݔ௧)                                (17) 
ଵܸሺݔ௧) ൌ ߦ்ሺݐ) ൥
ܲ ܴ ܵ
כ ଵܷ ܨ
כ כ ଶܷ
൩ ߦሺݐ)                                                (18) 
ଶܸሺݔ௧) ൌ ׬ ்߬ሺߙ)ܳଵ߬ሺߙ)݀ߙ ൅ ׬ ்߬ሺߙ)ܳଶ߬ሺߙ)݀ߙ௧ିఎ೘௧ିఎ
௧
௧ିఎ೘          (19) 
ଷܸሺݔ௧) ൌ න න ்߬ሺߙ) ଵܶ߬ሺߙ)݀ߙ݀ߚ
௧
௧ାఉ
଴
ିఎ೘
 
൅ ׬ ׬ ்߬ሺߙ) ଶܶ߬ሺߙ)݀ߙ݀ߚ௧௧ାఉ
ିఎ೘
ିఎ                                                      (20) 
ସܸሺݔ௧) ൌ න න න ݔሶ ்ሺߙ)ܼଵݔሶሺߙ)݀ߙ݀ߠ݀ߚ
௧
௧ାఏ
଴
ఉ
଴
ିఎ೘
 
൅ ׬ ׬ ׬ ݔሶ ்ሺߙ)ܼଶݔሶሺߙ)݀ߙ݀ߠ݀ߚ௧௧ାఏ
଴
ఉ
ିఎ೘
ିఎ                                            (21) 
wherein, ߦሺݐ) ൌ ܿ݋݈ሾݔሺݐ),    ݔሺݐ െ ߟ௠),    ݔሺݐ െ ߟ),    ׬ ݔሺߙ)݀ߙ௧௧ିఎ೘ ,  
׬ ݔሺߙ)݀ߙ௧ିఎ೘௧ିఎ ,   ׬ ׬ ݔሶ
௧
௧ାఉ ሺߙ)݀ߙ݀ߚ,    ׬ ׬ ݔሶ ሺߙ)݀ߙ
௧
௧ାఉ
ିఎ೘
ିఎ ݀ߚ] 
଴
ିఎ೘ and 
߬ሺߙ) ൌ ܿ݋݈ሾݔሺߙ) ݔሶሺߙ)]. 
Now consider the following equation: 
݆௭ఠ ൌ ׬ ሾݖ்ஶ଴ ሺݐ)ݖሺݐ) െ ߛଶ்߱ሺݐ)߱ሺݐ)]݀ݐ                                           (22) 
Under zero-initial conditions, we have ܸሺݔ଴) ൌ 0 and ܸሺݔஶ) ൒
0, so (22) can be rewritten to the following inequality: 
݆௭ఠ ൌ න ൣݖ்ሺݐ)ݖሺݐ) െ ߛଶ்߱ሺݐ)߱ሺݐ) ൅ ሶܸ ሺݔ௧)൧݀ݐ െ ܸሺݔஶ)
ஶ
଴
൑ 
׬ ሾݖ்ሺݐ)ݖሺݐ) െ ߛଶ்߱ሺݐ)߱ሺݐ) ൅ஶ଴ ሶܸ ሺݔ௧)]dt                                         (23) 
So the closed-loop system (7) is robustly asymptotically stable 
with disturbance attenuation level ߛ if and only if satisfying: 
ݖ்ሺݐ)ݖሺݐ) െ ߛଶ்߱ሺݐ)߱ሺݐ) ൅ ሶܸ ሺݔ௧) ൏ 0                           (24) 
  The time derivative of ܸሺݔ௧) along the trajectories of (7) is 
obtained as follows: 
ሶܸଵሺݔ௧) ൌ 2ߦ்ሺݐ) ൥
ܲ ܴ ܵ
כ ଵܷ ܨ
כ כ ܷଶ
൩ ߦ ሶ ሺݐ)                                            (25) 
ሶܸଶሺݔ௧) ൌ ்߬ሺݐ)ܳଵ߬ሺݐ) െ ்߬ሺݐ െ ߟ௠)ܳଵ߬ሺݐ െ ߟ௠) 
൅்߬ሺݐ െ ߟ௠)ܳଶ்߬ሺݐ െ ߟ௠) െ ்߬ሺݐ െ ߟ)ܳଶ߬ ሺݐ െ ߟ)                  (26) 
 
ሶܸଷሺݔ௧) ൌ ்߬ሺݐ)ሺߟ௠ ଵܶ ൅ ̂ߟ ଶܶ)߬ሺݐ) െ න ்߬ሺߙ) ଵܶ߬ሺߙ)݀ߙ
௧
௧ିఎ೘
െ 
׬ ்߬ሺߙ) ଶܶ߬ ሺߙ)݀ߙ െ ׬ ்߬ሺߙ) ଶܶ߬ሺߙ)݀ߙ௧ିఎሺ௧)௧ିఎ
௧ିఎ೘
௧ିఎሺ௧)                          (27) 
ሶܸସሺݔ௧) ൌ ݔሶ ்ሺݐ) ቆ
ߟ௠ଶ
2 ܼଵ ൅ ߟҧܼଶቇ ݔሶሺݐ) െ න න ݔሶ
்ሺߙ)ܼଵݔሶሺߙ)
௧
௧ାఉ
݀ߙ݀ߚ
଴
ିఎ೘
 
െ න න ݔሶ ்ሺߙ)ܼଶݔሶ ሺߙ)݀ߙ݀ߚ
௧
௧ାఉ
െ න න ݔሶ ்ሺߙ)
௧
௧ାఉ
ܼଶݔሶሺߙ)݀ߙ݀ߚ
ିఎሺ௧)
ିఎ
ିఎ೘
ିఎሺ௧)
 
                                                                                                                      (28) 
 
  For any matrices ଴ܰ, ଵܰ, ଶܰ, ܯ,  ܮ଴ , ܮଵ and ܮଶ and 
symmetric matrices ଴ܸ, ଵܸ,  ଶܸ, ଴ܹ, ଵܹ, ଶܹ, ܺ଴, ଵܺ  and ܺଶ 
with appropriate dimensions, the following equalities hold: 
 
ߝଵሺݐ) ൌ 2ߞ்ሺݐ) ଴ܰሺݔሺݐ) െ ݔሺݐ െ ߟ௠) െ ׬ ݔሶሺߙ)݀ߙ௧௧ିఎ೘ ) ൌ 0          (29) 
ߝଶሺݐ) ൌ 2ߞ்ሺݐ) ଵܰ ቆݔሺݐ െ ߟ௠) െ ݔሺݐ െ ߟሺݐ)) െ න ݔሶ
௧ିఎ೘
௧ିఎሺ௧)
ሺߙ)݀ߙቇ ൌ 0 
(30) 
ߝଷሺݐ) ൌ 2ߞ்ሺݐ) ଶܰ ቆݔ൫ݐ െ ߟሺݐ)൯ െ ݔሺݐ െ ߟ) െ න ݔሶሺߙ)݀ߙ
௧ିఎሺ௧)
௧ିఎ
ቇ ൌ 0 
(31) 
ߝସሺݐ) ൌ 2ߞ்ሺݐ)ܯ ቀݔሶሺݐ) െ ܣݔሺݐ) െ ܤܭݔ൫ݐ െ ߟሺݐ)൯ െ ܧ߱ሺݐ)ቁ ൌ 0(32) 
ߝହሺݐ) ൌ 2ߞ்ሺݐ)ܮ଴ሺߟ௠ݔሺݐ) െ ׬ ݔሺߙ)݀ߙ௧௧ିఎ೘   
െ ׬ ׬ ݔሶ௧௧ାఉ ሺߙ)݀ߙ݀ߚ ൌ 0
଴
ିఎ೘                                                               (33) 
ߝ଺ሺݐ) ൌ 2ߞ்ሺݐ)ܮଵሺሺߟሺݐ) െ ߟ௠)ݔሺݐ) െ න ݔሺߙ)݀ߙ
௧ିఎ೘
௧ିఎሺ௧)
െ 
׬ ׬ ݔሶሺߙ)݀ߙ݀ߚ) ൌ 0௧௧ାఉ
ିఎ೘
ିఎሺ௧)                                                                (34) 
ߝ଻ሺݐ) ൌ 2ߞ்ሺݐ)ܮଶሺ൫ߟ െ ߟሺݐ)൯ݔሺݐ) െ න ݔሺߙ)݀ߙ
௧ିఎሺ௧)
௧ିఎ
െ 
׬ ׬ ݔሶሺߙ)݀ߙ݀ߚ௧௧ାఉ ) ൌ 0
ିఎሺ௧)
ିఎ                                                               (35) 
ߝ଼ሺݐ) ൌ ߟ௠ߞ்ሺݐ) ଴ܸߞሺݐ) െ ׬ ߞ்ሺݐ) ଴ܸߞሺݐ)݀ߙ௧௧ିఎ೘ ൌ 0                      (36) 
ߝଽሺݐ) ൌ ሺߟሺݐ) െ ߟ௠)ߞ்ሺݐ) ଵܸߞሺݐ) െ ׬ ߞ்ሺݐ) ଵܸߞሺݐ)݀ߙ ൌ 0 ௧ିఎ೘௧ିఎሺ௧)     (37) 
ߝଵ଴ሺݐ) ൌ ൫ߟ െ ߟሺݐ)൯ߞ்ሺݐ) ଶܸߞሺݐ) െ ׬ ߞ்ሺݐ) ଶܸߞሺݐ)݀ߙ ൌ 0 ௧ିఎሺ௧)௧ିఎ     (38) 
ߝଵଵሺݐ) ൌ ఎ೘
మ
ଶ ߞ்ሺݐ) ଴ܹߞሺݐ) െ ׬ ׬ ߞ்ሺݐ) ଴ܹߞሺݐ)݀ߙ݀ߚ ൌ 0   
௧
௧ାఉ
଴
ିఎ೘     (39) 
ߝଵଶሺݐ) ൌ
ሺߟଶሺݐ) െ ߟ௠ଶ )
2 ߞ
்ሺݐ) ଵܹߞሺݐ) 
െ ׬ ׬ ߞ்ሺݐ) ଵܹߞሺݐ)݀ߙ݀ߚ ൌ 0௧௧ାఉ
ିఎ೘
ିఎሺ௧)                                                 (40) 
ߝଵଷሺݐ) ൌ
൫ߟଶ െ ߟଶሺݐ)൯
2 ߞ
்ሺݐ) ଶܹߞሺݐ) 
െ ׬ ׬ ߞ்ሺݐ) ଶܹߞሺݐ)݀ߙ݀ߚ ൌ 0௧௧ାఉ
ିఎሺ௧)
ିఎ                                                (41) 
ߝଵସሺݐ) ൌ ݔ்ሺݐ)ܺ଴ݔሺݐ) െ ݔ்ሺݐ െ ߟ௠)ܺ଴ݔሺݐ െ ߟ௠) െ 
2 ׬ ݔሶ ்ሺߙ)ܺ଴ݔሺߙ)݀ߙ ൌ 0௧௧ିఎ೘ (42) 
ߝଵହሺݐ) ൌ ݔ்ሺݐ െ ߟ௠) ଵܺݔ ሺݐ െ ߟ௠) െ ݔ்൫ݐ െ ߟሺݐ)൯ ଵܺݔሺݐ െ ߟሺݐ)) െ 
2 ׬ ݔሶ ்ሺߙ) ଵܺݔሺߙ)݀ߙ ൌ 0௧ିఎ೘௧ିఎሺ௧)                                                           (43) 
ߝଵ଺ሺݐ) ൌ ݔ்ሺݐ െ ߟሺݐ))ܺଶݔሺݐ െ ߟሺݐ)) െ ݔ்ሺݐ െ ߟ)ܺଶݔሺݐ െ ߟ) െ 
2 ׬ ݔሶ ்ሺߙ)ܺଶݔሺߙ)݀ߙ ൌ 0௧ିఎሺ௧)௧ିఎ                                                         (44) 
where,ߞሺݐ) ൌ ܿ݋݈ሾݔሺݐ), ݔሺݐ െ ߟ௠), ݔሺݐ െ ߟ), ݔሶ ሺݐ), ݔሶ ሺݐ െ
ߟ௠), ݔሶ ሺݐ െ ߟ), ݔሺݐ െ ߟሺݐ), ߱ሺݐ)]. Now based on (25-28) and 
combining (29-44), ݖ்ሺݐ)ݖሺݐ) െ ߛଶ்߱ሺݐ)߱ሺݐ) ൅ ሶܸ ሺݔ௧) can be 
stated as follows: 
ݖ்ሺݐ)ݖሺݐ) െ ߛଶ்߱ሺݐ)߱ሺݐ) ൅ ሶܸ ሺݔ௧) 
ൌ ሶܸଵሺݔ௧) ൅ ሶܸଶሺݔ௧) ൅ ሶܸଷሺݔ௧) ൅ ሶܸସሺݔ௧) ൅ ∑ ߝ௜ሺݐ)௜ୀଵ଺௜ୀଵ + 
൅ሺܥݔሺݐ) ൅ ܦܭݔሺݐ െ ߟሺݐ))்ሺܥݔሺݐ) ൅ ܦܭݔ൫ݐ െ ߟሺݐ)൯ െ ߛଶ்߱ሺݐ)߱ሺݐ) 
(45) 
The ሶܸ ൅ ்ܼܼ െ ߛଶ்߱߱ in (45) can be rewritten as: 
 
ሶܸ ሺݔ௧) ൅ ݖ்ሺݐ)ݖሺݐ) െ ߛଶ்߱ሺݐ)߱ሺݐ) ൌ
ߞ்ሺݐ)ߨሺݐ)ߞሺݐ) ൅ ∑ ߗ௜ሺݐ)௜ୀ଺௜ୀଵ                                                                       (46) 
Where 
ߨሺݐ) ൌ ߨଵ ൅ ߨଶሺݐ) ൅ ߨଶ் ሺݐ) ൅ ߨଷ ൅ ߨଷ் ൅ ߟ௠ ଴ܸ ൅ ሺߟሺݐ) െ ߟ௠) ଵܸ ൅ 
൅ ߟ௠
ଶ
2 ଴ܹ   ൅
ሺߟଶሺݐ) െ ߟ௠ଶ )
2 ଵܹ ൅
ሺߟଶ െ ߟଶሺݐ))
2 ଶܹ 
ߨଶሺݐ) ൌ ሾሺ1,1)ሺݐ) െ ଴ܰ ൅ ଵܰ െ ଶܰ 0 0 0 െ ଵܰ ൅ ଶܰ 0] 
 
ሺ1,1)ሺݐ) ൌ ଴ܰ ൅ ߟ௠ܮ଴ ൅ ሺߟሺݐ) െ ߟ௠)ܮଵ ൅ ሺߟ െ ߟሺݐ))ܮଶ 
ߗଵሺݐ) ൌ െ න ቎
ߞሺݐ)
ݔሺߙ)
ݔሶሺߙ)
቏
்
቎
଴ܸ ܮ଴ ൅ ߰଴ ଴ܰ
כ ଵܶభభ ଵܶభమ ൅ ܺ଴
כ כ ଵܶమమ
቏
௧
௧ିఎ೘
቎
ߞሺݐ)
ݔሺߙ)
ݔሶ ሺߙ)
቏ ݀ߙ 
ߗଶሺݐ) ൌ െ න ቎
ߞሺݐ)
ݔሺߙ)
ݔሶሺߙ)
቏
்
቎
ଵܸ ܮଵ ൅ ߰ଵ ଵܰ
כ ଶܶభభ ଶܶభమ ൅ ଵܺ
כ כ ଶܶమమ
቏
௧ିఎ೘
௧ିఎሺ௧)
቎
ߞሺݐ)
ݔሺߙ)
ݔሶሺߙ)
቏ ݀ߙ 
ߗଷሺݐ) ൌ െ න ቎
ߞሺݐ)
ݔሺߙ)
ݔሶሺߙ)
቏
்
቎
ଶܸ ܮଶ ൅ ߰ଵ ଶܰ
כ ଶܶభభ ଶܶభమ ൅ ܺଶ
כ כ ଶܶమమ
቏
௧ିఎሺ௧)
௧ିఎ
቎
ߞሺݐ)
ݔሺߙ)
ݔሶ ሺߙ)
቏ ݀ߙ 
ߗସሺݐ) ൌ െ න න ൤ ߞሺݐ)ݔሶሺߙ)൨
்
൤ ଴ܹ ܮ଴ ൅ ߮଴כ ܼଵ ൨ ൤
ߞሺݐ)
ݔሶሺߙ)൨
௧
௧ାఉ
݀ߙ݀ߚ
଴
ିఎ೘
 
ߗହሺݐ) ൌ െ න න ൤ ߞሺݐ)ݔሶሺߙ)൨
்
൤ ଵܹ ܮଵ ൅ ߮ଵכ ܼଶ ൨ ൤
ߞሺݐ)
ݔሶሺߙ)൨
௧
௧ାఉ
ିఎ೘
ିఎሺ௧)
݀ߙ݀ߚ 
ߗ଺ሺݐ) ൌ െ න න ൤ ߞሺݐ)ݔሶሺߙ)൨
்
൤ ଶܹ ܮଶ ൅ ߮ଵכ ܼଶ ൨ ൤
ߞሺݐ)
ݔሶሺߙ)൨
௧
௧ାఉ
ିఎሺ௧)
ିఎ
݀ߙ݀ߚ 
Provided ߨሺݐ) ൏ 0, and ߗ௜ ൒ 0 ሺ݅ ൌ 1, … ,6), the Theorem1 
ensures that the system (7) is asymptotically stable. It is 
obvious that the condition ߨሺݐ) ൏ 0 is equivalent with 
conditions in (12), one has been obtained for  ߟሺݐ) ൌ ߟ௠ and 
another for ߟሺݐ) ൌ ߟ. ■ 
   Theorem 1 reveals the sufficient conditions for analysis of  
robust ܪஶ stability for system (7), but this theorem cannot give 
the gain of controller for stabilization of system (7). So, 
Theorem 2 is introduced to acquire appropriate controller gain 
ܭ by solving a set of Linear Matrix Inequalities. 
 
Theorem 2: For given constants ߟ௠, ߟ and ߛ and scalars 
ߩ௜ሺ݅ ൌ 2, … ,8), the closed-loop system (7) is robustly 
asymptotically stable for ܪஶ level ߛ with the control gain 
ܭ ൌ ܻܺି் if there exist nonsingular matrix ܺ, matrices 
ഥܰ௭,      ܮത௭,   ሺݖ ൌ 0,1,2) തܴ ,    ܵҧ ,    ܨഥ ,    ܻ and symmetric 
matrices തܲ ൌ ൣ തܲ௜௝൧ହൈହ,     തܳଵ ൌ ቂ തܳଵ೔ೕቃଶൈଶ ൐ 0,   തܳଶ ൌ ቂ തܳଶ೔ೕቃଶൈଶ ൐ 0,
തܶଵ ൌ ቂ തܶଵ೔ೕቃଶൈଶ ൐ 0, ഥܶଶ ൌ ቂ തܶଶ೔ೕቃଶൈଶ ൐ 0,     ҧܼଵ ൐ 0,     ҧܼଶ ൐ 0,
ഥܷଵ,   ഥܷଶ,      തܸ௭ ൌ ቂ തܸ௭೔ೕቃ଼ൈ଼, ഥܹ௭ ൌ ቂ ഥܹ௭೔ೕቃ଼ൈ଼, തܺ௭   ሺݖ ൌ 0,1,2)  with 
appropriate dimensions  and scalar ߳ ൐ 0 such that the 
following LMIs hold (47-52): 
቎
തܲ തܴ ܵҧ
כ ഥܷଵ ܨത
כ כ ഥܷଶ
቏ ൐ 0                                                                                (47) 
ۏ
ێ
ێ
ێ
ێ
ۍ ߑ෨ത௜ ߑതଵ் ߳ߑതଶ  ҧଵ  ҧଶ
ߑതଵ െ߳ܫ   0       0      0
߳ߑതଶ்
 ҧଵ்
 ҧଶ்
0
0
0
െ߳ܫ
0
0
0    
െܫ
0   
0
0
ܫ ے
ۑ
ۑ
ۑ
ۑ
ې
൏ 0, ׊݅ ൌ 1,2                                (48) 
቎
തܸ଴ ܮത଴ ൅ ത߰଴ ഥܰ଴
כ തܶଵభభ തܶଵభమ ൅ തܺ଴
כ כ തܶଵమమ
቏ ൒ 0                                                        (49) 
቎
തܸ௜ ܮത௜ ൅ ത߰ଵ ഥܰ௜
כ തܶଶభభ തܶଶభమ ൅ തܺ௜
כ כ തܶଶమమ
቏ ൒ 0,   ׊݅ ൌ 1,2                                       (50) 
൤ ഥܹ଴ ܮത଴ ൅ ത߮଴כ ҧܼଵ ൨ ൒ 0                                                                          (51) 
൤ ഥܹ௜ ܮത௜ ൅ ത߮ଵכ ҧܼଶ ൨ ൒ 0,      ׊݅ ൌ 1,2                                                       (52) 
Where 
ߑ෨ത௜ ൌ ߨ෤തଵ ൅ ߨതଶ௜ ൅ ߨതଶ௜் ൅ ߨതଷబ ൅ ߨതଷబ் ൅ ߟ௠ തܸ଴ ൅ ̂ߟ തܸ௜ ൅
ߟ௠ଶ
2 ഥܹ଴ ൅ ߟҧ ഥܹ௜ , 
׊݅ ൌ 1,2  
ߨതଶ௜
ൌ ሾ ഥܰ଴ ൅ ߟ௠ܮത଴ ൅ ̂ߟ ܮത௜ െ ഥܰ଴ ൅ ഥܰଵ െ ഥܰଶ 0 0 0 െ ഥܰଵ ൅ ഥܰଶ 0] 
ߨ෤തଵ ൌ ቈሺ1,1)
෫തതതതതതത ሺ1,2)෫തതതതതതത
כ ሺ2,2)෫തതതതതതത቉,             
ሺ1,1)෫തതതതതതത ൌ ൦  
 ̃ҧଵଵ  ҧଵଶ  ҧଵଷ  ҧଵସ
כ  ҧଶଶ  ҧଶଷ  ҧଶସ
כ
כ
כ
כ
 ҧଷଷ
כ
 ҧଷସ
 ҧସସ
൪ 
 ̃ҧଵଵ ൌ തܲଵସ െ തܴଵ ൅ തܲଵସ் െ തܴଵ் ൅ തܳଵభభ ൅ ߟ௠ തܶଵభభ ൅ ̂ߟ തܶଶభభ ൅ തܺ଴ 
ሺ1,2)෫തതതതതതത ൌ
ۏێ
ێێ
ۍ തܲଵଶ തܲଵଷ      0    0    തܲଶଶ െ തܳଵభమ ൅ തܳଶభమ തܲଶଷ  0 0
തܲଶଷ்
0
തܲଷଷ െ തܳଶభమ
0
0
0     
0
0 ےۑ
ۑۑ
ې
 
ሺ2,2)෫തതതതതതത ൌ
ۏێ
ێێ
ۍെ തܳଵమమ ൅ തܳଶమమ 0       0 0כ െ തܳଶమమ      0             0
כ
כ
כ
כ
െ തܺଵ ൅ തܺଶ
    כ      
 0
 0 ے
ۑۑ
ۑې 
ߑതଶ ൌ ሾെܬ், െߩଶܬ், െߩଷܬ், െߩସܬ், െߩହܬ், െߩ଺ܬ், െߩ଻ܬ், െߩ଼ܬ]் 
ߑതଵ ൌ ሾܪଵ்ܺ 0 0 0 0 0 ܪଶܻ 0] 
ߨതଷబ ൌ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ െܣ଴்ܺ
െߩଶܣ଴்ܺ
െߩଷܣ଴்ܺ
െߩସܣ଴்ܺ
െߩହܣ଴்ܺ
െߩ଺ܣ଴்ܺ
െߩ଻ܣ଴்ܺ
െߩ଼ܣ଴்ܺ
   0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
்ܺ
ߩଶ்ܺ
ߩଷ்ܺ
ߩସ்ܺ
ߩହ்ܺ
ߩ଺்ܺ
ߩ଻்ܺ
ߩ଼்ܺ
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
െܤ଴ܻ െܧ ்ܺ
െߩଶܤ଴ܻ െߩଶܧ ்ܺ
െߩଷܤ଴ܻ െߩଷܧ ்ܺ
െߩସܤ଴ܻ െߩସܧ ்ܺ
െߩହܤ଴ܻ െߩହܧ ்ܺ
െߩ଺ܤ଴ܻ െߩ଺ܧ ்ܺ
െߩ଻ܤ଴ܻ െߩ଻ܧ ்ܺ
െߩ଼ܤ଴ܻ െߩ଼ܧ ்ܺ ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
 
ഥଵ ൌ ሾܥ்ܺ 0 0 0 0 0 ܦܻ 0]் 
 ҧଶ ൌ ሾ0 0 0 0 0 0 0 ߛ்ܺ]் 
and the rest of the elements ( ҧ ଵଶ, … ,  ҧସସ) is equivalent to 
 ଵଶ, … ,  ସସ.  
Proof: By schur complement (12) is equivalent to  
ۏ
ێێ
ێێ
ۍ ߑ෨௜ ߑଵ் ߳ߑଶ ଵ ଶߑଵ െ߳ܫ   0      0      0
߳ߑଶ்
ଵ்
ଶ்
0
0
0
െ߳ܫ
0
0
0    
െܫ
0   
0
0
ܫ ے
ۑۑ
ۑۑ
ې
൏ 0, ׊݅ ൌ 1,2                                   (53) 
Where 
ߑ෨௜ ൌ ߨ෤ଵ ൅ ߨଶ௜ ൅ ߨଶ௜் ൅ ߨଷబ ൅ ߨଷబ் ൅ ߟ௠ ଴ܸ ൅ ̂ߟ ௜ܸ ൅
ߟ௠ଶ
2 ଴ܹ ൅ ߟҧ ௜ܹ  , 
ߨ෤ଵ ൌ ቈሺ1,1)
෫ ሺ1,2)෫
כ ሺ2,2)෫ ቉,   ሺ1,1)
෫ ൌ ൦
෩ଵଵ ଵଶ ଵଷ ଵସ
כ ଶଶ ଶଷ ଶସ
כ
כ
כ
כ
ଷଷ
כ
ଷସ
ସସ
൪ 
 ̃ଵଵ ൌ ଵܲସ െ ܴଵ ൅ ଵܲସ் െ ܴଵ் ൅ ܳଵభభ ൅ ߟ௠ ଵܶభభ ൅ ̂ߟ ଶܶభభ ൅ ܺ଴ 
ሺ1,2)෫ ൌ ൦
ଵܲଶ ଵܲଷ 0    0    
ଶܲଶ െ ܳଵభమ ൅ ܳଶభమ ଶܲଷ 0 0
ଶܲଷ்
0
ଷܲଷ െ ܳଶభమ
0
0
0
0
0
൪ 
ሺ2,2)෫ ൌ ൦
െܳଵమమ ൅ ܳଶమమ 0 0     0
כ െܳଶమమ 0     0כ
כ
כ
כ
െ ଵܺ ൅ ܺଶ
כ
 0
 0
൪ 
ଵ ൌ ሾܥ 0 0 0 0 0 ܦܭ 0]் 
ଶ ൌ ሾ0 0 0 0 0 0 0 ߛܫ]் 
Let ܯ ൌ ሾܯଵ் ܯଶ் ܯଷ் ܯସ் ܯହ் ܯ଺் ܯ଻் ܯ଼் ]். 
Replace ܯଵ ൌ ܯ଴,  ܯଶ ൌ ߩଶܯ଴,   ܯଷ ൌ ߩଷܯ଴, ܯସ ൌ ߩସܯ଴,  ܯହ ൌ
ߩହܯ଴,  ܯ଺ ൌ ߩ଺ܯ଴,  ܯ଻ ൌ ߩ଻ܯ଴, ܯ଼ ൌ ߩ଼ܯ଴.Feasibility of 
inequality (53) implies that ܯ଴ is nonsingular. Let ܺ ൌ ܯ଴ି ଵ 
then pre and postmultiply simultaneously the two side of (53) 
with  diagሾܺ ܺ ܺ ܺ ܺ ܺ ܺ ܺ ܫ ܫ ܫ ܫ],   (13-14) 
with  diagሾܺ ܺ ܺ ܺ ܺ ܺ ܺ ܺ ܺ ܺ] , (15-16) 
with   diagሾܺ ܺ ܺ ܺ ܺ ܺ ܺ ܺ ܺ]  and (11) with 
diagሾܺ ܺ ܺ ܺ ܺ ܺ ܺ] and its transpose, respectively. 
Therefore the inequalities (11-16) leads to inequalities (47-52) 
with ܻ ൌ ܭ்ܺ. ■ 
 
 
 
IV.   Illustrative example 
   An illustrative example is presented to attest the effectiveness 
of our propose approach in comparing with previous methods in 
the literatures. The YALMIP Toolbox is utilized to solve the 
LMI feasibility problems [10]. 
Example 1: Consider the following system with norm-bounded 
uncertainty controlled over a network [5-6]: 
ݔሶሺݐ) ൌ ቎൥
െ1 0 െ0.5
1 െ0.5 0
0 0 0.5
൩ ൅ ∆ܣሺݐ)቏ ݔሺݐ) ൅ ൥
0
0
1
൩ ݑሺݐ) ൅ ൥
1
1
1
൩ ߱ሺݐ) 
ܼሺݐ) ൌ ሾ1 0 1]ݔሺݐ) ൅ 0.1ݑሺݐ)                                                    (54) 
 
where ԡ∆ܣሺݐ)ԡ ൑ 0.01.  
Choose ൌ 0.1ܫ, ܪ1 ൌ 0.1ܫ, ܪ2 ൌ 0, ߩଶ ൌ 0.01, ߩଷ ൌ 0.01, ߩସ ൌ
152, ߩହ ൌ 0.01, ߩ଺ ൌ 0.01, ߩ଻ ൌ 0.01 and ߩ଼ ൌ 0.1 . 
   In Table 1, the minimum disturbance attenuation level 
corresponding to the rival design methods are compared for 
different values of ߟ௠ and ߟ .  
Table I:  Minimum disturbance attenuation level corresponding to the different 
design methods for different values of ߟ௠and ߟ. 
 
 
 
Figure 2 and 3 show the simulation results of system (54) with        
state     feedback      controller  ܭ ൌ െሾ0.856  0.00234  1.8562] 
and 0.1 ൑ ߟሺݐ) ൑ 0.5. The initial values of the states are 
ݔଵሺ0) ൌ 0.1, ݔଶሺ0) ൌ െ0.1 and ݔଷሺ0) ൌ 0.8 and the 
disturbance signal ߱ሺݐ) is as follows: 
  ߱ሺݐ) ൌ ቄ0.3,    2 ൑ ݐ ൑ 40,        ݋ݐ݄݁ݎݓ݅ݏ݁ 
 
 
Figure.2: Simulation Results (States’ Trajectory) 
 
 
Figure.3:  Simulation results (Control signal) 
 
 
V. Conclusion 
   This paper proposed a new approach to synthesis robust ܪ∞ 
state feedback controller for the linear time invariant system 
which is controlled via communication network, considering 
interval time delay, data packet dropout, disturbance input and 
parameter uncertainties effects. A novel augmented Lyapunov-
Krasovskii functional and free weight matrices are introduced 
to achieve less conservative results compared with previous 
methods in the literature. A set of linear matrix inequalities       
( LMIs ) was derived to design controller gain.  An illustrative 
example demonstrated the reliability of the proposed method. 
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