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The effects of surface curvature on the motion of electrons in a mesoscopic two-dimensional ring on a cone
in the presence of external magnetic fields are examined. The approach follows the thin-layer quantization
procedure, which gives rise to a geometry induced potential. Due to the annular geometric shape of the sample,
only the mean curvature has relevant effects to the model. Nevertheless, the most significant contribution of
the mean curvature occurs in the statem = 0, which tends to decrease the energies when the magnetic field is
null. The effects of curvature are also manifested in the cyclotron frequency as well as in the effective angular
momentum through the α parameter, which can be controlled in such a way that the magnitude of these effects
becomes explicit. This is verified in the energies and wave functions of the system. A decrease in the number of
occupied states in the Fermi energy is observed. As a consequence, there is an alteration in the radial range of
the conducting region of the sample. This fact is confirmed by studying the variations in the radii of the states.
PACS numbers: 68.65.-k, 71.70.Di, 73.21.-b, 73.22.-f
I. INTRODUCTION
Mesoscopic rings have attracted the attention of theoretical
and experimental physicists in recent decades for their practi-
cality in revealing various physical phenomena of interest in
various branches of physics. It is through these mesoscopic
systems that researchers observe the Aharonov-Bohm (AB)
effect [1], persistent currents [2–5] and the quantum Hall ef-
fect [6]. An important contribution to the physical properties
of these devices is the geometric influence on them [7–10].
In a 1D ring, a thin AB flux tube passes through the center
of the ring. The AB flux, however, can be eliminated from
the Hamiltonian via a gauge transformation, so that the wave
function of an simple electron acquires a phase. As a result of
this operation, the energy and all other derived physical quan-
tities are periodic functions, with a period h/e. If the flux
intensity is increased, a change in the electron phase arises. In
a 2D sample, besides the presence of the AB flux, if we now
add an uniformmagnetic fieldB perpendicular to the flat sam-
ple, new effects are manifested. In this situation, the presence
of the magnetic flux tube will not reveal new effects. As in a
1D sample, the energies are periodic functions of the quantum
flux. It is well known that as the magnetic field penetrates the
conducting region of the ring, the minimum of the subbands
will depend only on the magnitude of the field B, and the
symmetry that previously existed in the energy profile is then
broken. As a consequence, the energies exhibit an aperiodic
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behavior. Moreover, with the presence of the magnetic field,
a grouping of electrons into energy sublevels occurs, yield-
ing the Landau levels. As a result, the de Haas-van Alphen
(dHvA) oscillations in the magnetization and persistent cur-
rent are observed. In addition to these oscillations, there are
also AB ones. These, however, appear due to the crossing be-
tween the energy level curves. The study of dHvA and AB os-
cillations in rings and quantum dots are issues of fundamental
interest in both experimental and theoretical contexts. In Ref.
[9], a exactly soluble theoretical model was proposed to study
2D quantum rings subjected to external magnetic fields. This
model is very useful because through it we can get a full quan-
tum mechanical description for the electron states in a 2D ring
either threaded by an AB flux tube or subjected to a uniform
magnetic field. In recent studies, such a model has been used
to investigate other physical systems. For example, to study
how the voltage control of the exciton lateral dipole moment
induces a transition from singly to doubly connected topol-
ogy in type-II InAs/GaAsxSb1-x quantum dots [11]. In Ref.
[12], the controlled spin transport through a two-dimensional
spin-orbit coupled quantum ring of finite width was studied
and the results were used to investigate the magnetoconduc-
tance of the ring in which an interface electric field leads to
the Rashba mechanism. Another interesting system is the
quantum ring configuration of Ref. [13], where the authors
demonstrate the dependence of the emission spectrum of an
engineered quantum ring structure on the topological charge
of a focused optical vortex driving pulse. In Ref. [14] the au-
thors established an appropriate limit to the confining radial
potential of Ref. [9] to investigate the combined influence of
the nontrivial topology introduced by a disclination and non
inertial effects due to rotation, in the energy levels and the
wave functions of a noninteracting electron gas confined to a
2two-dimensional pseudoharmonic quantum dot, under the in-
fluence of an external uniform magnetic field. The influence
of both topology and rotation on this model reveals new re-
sults, which include a range of magnetic field without corre-
sponding absorption phenomena, which is due to a tripartite
term of the Hamiltonian, involving magnetic field, the topo-
logical charge of the defect and the rotation frequency. Studies
were also performed on quantum information measures in AB
ring subject to uniform magnetic fields. It is known that, in
order to understand the analysis of quantum information mea-
surements in nanostructures, it is necessary to obtain the exact
form of the corresponding one-particle wave [8, 10, 15]. A
treatment involving this issue is presented in Ref. [16], where
the authors calculate the Shannon quantum information en-
tropies, Fisher informations, Onicescu energies and complex-
ities both in the position and momentum spaces for the az-
imuthally symmetric two-dimensional nanoring that is placed
into the combination of the transverse uniform magnetic field
B and the AB flux, and whose potential profile is modelled by
the superposition of the quadratic and inverse quadratic de-
pendencies on the radial coordinate.
A few decades ago the engineering of nonplanar meso-
scopic objects became a reality. For example, in Refs.
[17, 18], a technique that made the manufacture of nano-
objects of various shapes and sizes possible was developed,
while in Ref. [19], the synthesis of semiconductor nanocones
with contractible apex angles is presented. The possibility of
fabricating such objects motivated the research both in the ex-
perimental and in the theoretical context to understand the be-
havior of electrons in these structures when they are in the
presence of external fields. Some accomplishments in this
direction have been addressed in Refs. [20, 21]. The key
question is: how does curvature change the physical proper-
ties of a mesoscopic system? When we investigate this ques-
tion from a theoretical point of view, it is verified that the
motion of the particle is rigidly bounded to the surface. As
first pointed out by Jensen and Koppe [22] and later perfected
by da Costa [23, 24], when a quantum particle has its mo-
tion constrained to a curved surface, it experiences an effec-
tive potential energy whose magnitude depends on the cur-
vature along the surface. Ferrari and Cuoghi [25] developed
a model for studying the motion of a spinless charged parti-
cle constrained to move on a curved surface in the presence
of an electric and magnetic field. Such a model is a general-
ization of the one developed by da Costa, which is based on
the thin-layer procedure. The main result described in such
an approach is that, even in the absence of interactions of any
nature, the electrons cannot move around freely on the sur-
face. This implies that we can investigate mesoscopic phys-
ical systems in curved geometries by simply controlling the
local curvature of the surface and then accessing the physi-
cal properties of interest. Subsequently, other generalizations
were carried out following the model approached by Ferrari
and Cuoghi. Some examples include the derivation of the
Pauli equation for a charged spin particle confined to move on
a spatially curved surface in an electromagnetic field [26], the
refinement of the fundamental framework for the thin-layer
quantization procedure [27], the derivation of the formula of
the geometric influences of a particle confined to a curved
surface embedded in three-dimensional Euclidean space [28],
the deduction of the effective equation for a spin-1/2 particle
confined to a curved surface with the nonrelativistic limit and
in the thin-layer quantization formalism [29] and the inclu-
sion of Dresselhaus hamiltonian with cubic moment to study
a nearly free electron system on a curved surface [30]. In
addition to these generalizations, one can find studies on the
quantummechanics of a constrained particle in other contexts.
For example, the model of a semiconducting narrow chan-
nel with a strong Rashba spin-orbit interaction patterned in
a mesoscale serpentine shape [31]. Basically, this system de-
scribes a one-dimensional solid-state electronic setup that op-
erates as a topological charge pump in the complete absence
of superimposed oscillating local voltages. Such a device may
be a candidate for quantum metrology purposes. In Ref. [32],
a ring domain in a manifold of negative constant curvature,
which is known in the literature as the Lobachevsky plane,
was used to study the effect of surface curvature on the mag-
netic moment and persistent currents. This model also makes
it possible to study a quantum dot and some interesting results
were observed. In the case of a quantum ring, the surface
curvature decreases the spacing between neighboring maxima
of de Haas-van Alphen type oscillations of the magnetic mo-
ment and decreases the amplitude and period of AB type os-
cillations while in the quantum dot the surface curvature re-
duces the level degeneracy at zero magnetic fields. In Ref.
[33] a magnetic energy functional is derived for an arbitrary
curved thin shell on the assumption that the magnetostatic ef-
fects can be reduced to an effective easy-surface anisotropy.
The authors considered the surface of a cone and showed that
the effect of the curvature can be treated as the appearance
of an effective magnetic field. More recently, we studied the
effects of the curvature in the spectrum and in the thermody-
namics properties of a quantum dot [34]. It has been observed
that the energies of states increase, and that m = 0 is not a
physical state. This last result modifies the pattern of oscilla-
tions in both persistent current andmagnetization. In theory of
elasticity [35], the influence of curvature appears in the quan-
tum mechanics of a (quasi-) particle on the surface of a mem-
brane. The potential that controls curvature is an exact solu-
tion the elastic membrane shape equation. Such potential can
be considered as a quantum potential in the two dimensional
Schro¨dinger equation [36]. This membrane model represents
the particular shape of a conformon [37]. In Ref. [38], the
one-electron Schro¨dinger equation with open boundary con-
ditions is solved numerically to study the electronic ballistic
transport in deformed nanotubes. It is well known that quasi-
two-dimensional systems may exhibit curvature. These sys-
tems, however, incorporate the three-dimensional influence to
their internal properties. In fact, as pointed out by da Costa
[23], the charged particles moving on a curved surface ex-
perience a curvature-dependent potential which greatly influ-
ence their dynamics (for some illustrative applications see
Ref. [39]). In the case of a deformed nanotube, the physi-
cal implications due to the curvature of the deformations sig-
nificantly affect the system dynamics. This fact suggests that
such a model can be used in design of nanotube-based elec-
3tronic devices.
In this paper, we use the Schro¨dinger equation obtained by
Ferrari and Cuoghi to study the effects of curvature on an elec-
tron in a localized two-dimensional ring in the presence of a
uniform magnetic field and a magnetic flux tube. We use the
localized ring model proposed by Tan-Inkson. Because it is a
very flexible model, both the radius and the width of the ring
can be adjusted independently by suitably choosing the two
parameters of the confining radial potential, we chose to work
with a line element that describes a cone. In addition, since the
motion of the electron is constrained to the cone surface, it ex-
periences a geometrical potential, which arises due to the two-
dimensional confinement of the particle on the cone surface.
The cone, however, has a parameter that controls it. Thus, the
model we study in this paper exhibits three parameters that
can be adjusted independently. The aim of this paper is to
solve the Schro¨dinger equation in this model and determine
the energy spectrum and wave functions exactly. We should
show how surface curvature affects the electronic structure of
the system and describe the most relevant physical implica-
tions.
II. THE LOCALIZED TWO-DIMENSIONAL RING
In this section, we briefly review the basic concepts and
some results of the localized ring model proposed by Tan-
Inkson [9]. This will help us in the understanding of the nu-
merical results that we will provide later. The radial potential
that describes the model is given by
V (r) =
a1
r2
+ a2r
2 − V0, (1)
where the first term represents a repulsive potential, the sec-
ond one is a harmonic oscillator-type potential that constrains
the particle to the ring and V0 = 2
√
a1a2. This model was
proposed to describe a localized ring of finite width, provid-
ing a convenient theoretical tool to study electronic states as
well as their dependence on the magnetic field in a 2D ring.
The radial potential (1) has a minimum located at r = r0 =
(a1/a2)
1/4
, with r0 defining the average radius of the ring. In
particular, when r is near r0 the potential of the ring has the
parabolic form
Vp (r) ≃ 1
2
µω20 (r − r0)2 , (2)
where
ω0 =
8a2
µ
(3)
is a quantity that characterizes the strength of the transverse
confinement and µ is the electron effective mass. For a given
Fermi energy,EF , the width of the ring is given by
∆r = r+ − r−, (4)
where
r± =
(
V0 + EF ±
√
2V0EF + E2F
2a2
) 1
2
. (5)
One can estimate the width of the ring by considering a very
low Fermi energy, i.e, EF ≪ V0, which provides a value
∆r =
√
8EF
µω20
. (6)
Moreover, we can control the “shape” of the potential V (r)
such that both the radius and the width of the ring can be ad-
justed independently by suitably choosing a1 and a2. The ra-
dial potential (1) can also be used to address other physical
systems. We list such systems in Table I. These particular
Model Requirement
1D ring ω0 → ∞, r0 = constant
Straight 2D wire ω0 = constant, r0 → ∞
Quantum dot a1 = 0
Isolated anti-dot a2 = 0
TABLE I. Summary of the physical models that can be accessed as a
particular case of the radial potential (1).
limits allows us to make a comparison between the electronic
states of a 2D geometry and other geometries.
III. SCHRO¨DINGER EQUATION FOR A PARTICLE ON A
CURVED SURFACE
In this section, we write down the Schro¨dinger equation that
govern the motion of a spinless charged particle constrained
to move on a curved surface in the presence of an electric and
a magnetic field. We follow the work developed by Ferrari
and Cuoghi [25] and will make some considerations about it.
Using the thin-layer quantization procedure [23] and by
making a proper choice of the gauge, it was shown that the
surface and the transverse dynamics in the model addressed in
Ref. [25] are exactly separable. As a result, the Schro¨dinger
equation is decomposed into its normal (N ) and into its sur-
face (s) component, which are given by the following equa-
tions,
i~
∂
∂t
χN = − ~
2
2M
∂3∂
3χN + Uλ(q
3)χN , (7)
and
i~
∂
∂t
χs =
1
2M
[
− ~
2
√
g
∂a
(√
ggab∂b
)
+
ie~√
g
∂a
(√
ggabAb
)
+ 2ie~gabAa∂b + e
2gabAaAb + Vg + eU
]
χs, (8)
with a, b = 1, 2, where e is the charge of the particle, Aj
are the covariant components of the vector potential, Vg is
the potential due to the geometry of the surface and U is the
electric potential on the surface. Equation (7) is just an one-
dimensional Schro¨dinger equation for a spinless particle con-
strained on S by the normal potential Vλ(q3). As we are only
4interested in the dynamics on the surface, Eq. (7) will be ig-
nored in our approach. On the other hand, we can see that the
Eq. (8) includes the geometrical potential Vg [24], which also
has an impact on the electronic properties of the system.
Following Ref. [40], we make a connection with the de-
scription of continuous distribution of dislocations and discli-
nations in the framework of Riemann-Cartan geometry [41].
In this description, the particle is bounded to a surface with a
disclination located in the r = 0 region. The corresponding
metric tensor is defined by the line element in polar coordi-
nates,
ds2 = dr2 + α2r2dθ2, (9)
with r ≥ 0 and 0 ≤ θ < 2pi. For 0 < α < 1 (deficit
angle), the metric (9) describes an actual cone, for which r
is the distance along the cone from its apex and α ≡ sinϑ
is given in terms of its apex angle, ϑ. For α > 1 (proficit
angle), it represents an anti-cone. According to Ref. [23], the
geometric potential Vg(r), which is a consequence of a two-
dimensional confinement on the surface, is given by
Vg = − ~
2
2M
(H2 −K) = − ~
2
8M
(k1 − k2)2, (10)
where H and K are the mean and Gaussian curvature of the
surface given respectively by
H = 1
2
(k1 + k2) =
1
2g
(g11h22 + g22h11 − 2g12h12), (11)
K = k1k2 = 1
g
det(hab), g = αr, (12)
where k1 e k2 are the principal curvatures and hab are the
coefficients of the second fundamental form. In the metric (9),
the geometric potential is given by an inverse squared distance
potential and a δ function potential, which appear naturally in
the model and depend on the type of cone [42, 43]. For the
cone (α < 1), it is given by [44]
K =
(
1− α
α
)
δ(r)
r
, H =
√
1− α2
2αr
. (13)
In this case, the geometry induced potential Vg(r) reads as
Vg(r) = − ~
2
2M
[
(1− α2)
4α2r2
−
(
1− α
α
)
δ(r)
r
]
. (14)
IV. EIGENFUNCTIONS AND EIGENVALUES
The magnetic flux tube in the background space described
by the metric (9) is related to the vector potential as (∇ ·A =
0, A3 = 0)
A =
1
2α
Brϕ+
l~
αer
ϕ, (15)
where l = Φ/Φ0 is the flux parameter and Φ0 = h/e. In
this manner, by considering ψS = e
−iEtχS , the Schro¨dinger
equation (8) becomes
Hχs (r) = Eχs (r) , (16)
where
H = − ~
2
2µ
{
1
r
∂
∂r
(
r
∂
∂r
)
+
1
α2r2
(
∂
∂ϕ
+ il
)2
+
1− α2
4α2r2
− e
2B2r2
4~2α2
− i eB
~cα2
(
∂
∂ϕ
+ il
)
−
(
1− α
α
)
δ(r)
r
}
+
(a1
r2
+ a2r
2 − V0
)
. (17)
By considering solutions of the form
χs(r, ϕ) = e
imϕfm (r) , m = ...− 1, 0, 1, ..., (18)
Eq. (16) results in the following radial equation for a specific
quantum numberm:
− ~
2
2µ
1
r
d
dr
(
r
d
dr
)
fm(r) + Vefetfm(r) = Emfm(r), (19)
where
Vefet =
~
2
2µ
(
L2
r2
+
r2
4λ4
− κ2
)
+
~
2
2µ
(
1− α
α
)
δ(r)
r
(20)
is the effective geometry induced potential. We define the ef-
fective angular momentum, the effective cyclotron frequency,
the effective magnetic length and a constant parameter, re-
spectively, as
L =
√(
m− l
α
)2
+
2µa1
~2
− 1− α
2
4α2
, (21)
ω =
√(ωc
α
)2
+ ω20 , (22)
λ =
√
~
ωµ
, (23)
κ2 =
(m− l)µωc
~α2
+
2µV0
~2
. (24)
In Eq. (22), ωc = eB/µ is the cyclotron frequency and ω0 is
given in Eq. (3). It is important to emphasize that the pres-
ence of the δ function in Eq. (19), which is a short-range
potential, suggests that singular solutions must be taken into
account in this approach. According to von Newman’s theory
of self-adjusted extensions [45], the inclusion of the irregular
solution of Eq. (19) requires that |L| < 1 [46, 47]. However,
for mesoscopic rings, it can be verified that the term 2µa1/~
2
in the effective angular moment (21) is much larger than 1,
so that there is no value of L belonging to the range required
above. Because of this fact, we ignore the δ function in the ra-
dial equation (19) and we consider only the regular solution in
the r = 0 region. This way, the energy and the wavefunction
are given, respectively, by
En,m =
(
n+
1
2
+
L
2
)
~ω − (m− l) ~ωc
2α2
− V0, (25)
5χS(r, ϕ) =
1
λ
√
Γ(L+ n+ 1)
2Ln! Γ(L+ 1)2
e−
r
2
4λ2 eimϕ
( r
λ
)L
× 1F1
(
−n, 1 + L, r
2
2λ2
)
, (26)
where 1F1 is the confluent hypergeometric function [48]. The
quantum numbers n and m are related to the radial motion
and to the angular momentum, respectively. If the model to be
studied is a 2D quantum wire, then n is related to the subband
index while m refers to the longitudinal motion. The mag-
netic flux changes fromm to m− l, which reflects the gauge
transformation. The AB flux changes the phase as well as the
electron trajectory, as it can be noticed in Eq. (26), which
results in a non-parabolic dependence on the AB flux in the
energy eigenvalues. [9]. The effective angular momentum L
(Eq. (21)) is now modified by curvature effects, which is con-
trolled via the α parameter. The third term into the square root
in Eq. (21) is the modification coming from the mean curva-
ture of the surface. It should also be noted that the effective
cyclotron frequencyω (Eq. (22)) and, consequently, the effec-
tive magnetic length λ (Eq. (23)) are affected by the curvature
as well.
V. THE PROPERTIES OF THE MODEL
A. The 2D quantum ring in conical space
In the considered model, the separation between the neigh-
boring subbands is found to be ~ω0 in the absence of magnetic
field. Otherwise, we have ~ω, with ω given in Eq. (22). By us-
ing (25), it is obtained the minimum regardless each subband,
that is,
m0 =
eBr20
2~
√
1− 1
a1
~2
2µ
1− α2
4α2
. (27)
Obviously, in the absence of magnetic field, it yields m0 =
0. Therefore, the magnetic field changes the minimum of the
subbands. For α ≡ 1, the results obtained in the Ref. [9] for a
flat sample are recovered.
The effective potential Veff (Eq. (20)) has a minimum
value which is defined as being the radius of a state given by
rn,m = (2L)
1
2 λ . (28)
Form = m0, we obtain
rn,m0 = r0
(
1− 1
a1
~
2
2µ
1− α2
4α2
) 1
4
. (29)
In Eq. (29), there is no dependence on the magnetic field, so
that the radius of the state m0 is always given by Eq. (29).
If the ring is defined in a flat surface, then the radius of the
state referring to the minimum of the sub-bands is just the av-
erage radius of the ring, r0. For α 6= 0, there is a contribution
coming from the curvature of the surface. Thus, we can un-
derstand the behavior of the electrons in the conducting region
of the ring as follows: for B = 0T, the minimum of all sub-
bands is given by m0 = 0 and, therefore, all the states with
m 6= 0 have larger radius in comparison with rn,m0 . Then,
only the radial region r ≥ rn,m0 of the ring will be occu-
pied. In the presence of magnetic field, the minimum of all
subbands change according to Eq. (27). In this way, the states
with |m| < |m0| have radii rn,m < rn,m0 , while the states
with |m| ≥ |m0| have the radii given by rn,m ≥ rn,m0 . So,
by increasing the magnetic field intensity, more states with
|m| < |m0| are going to occupy the range of radial distribu-
tion region of the ring states, rn,m < rn,m0 . For electrons
in the uniform magnetic field region and free of radial con-
finement potential, the radius of a given state is found to be
rn,m = rn,m =
√
2 |m|λB , where λB =
√
~/ (ωcµ) is the
magnetic length. In a similar manner, we can define the width
of a state as the classically allowed region in the effective con-
finement potential. It is written as
dn,m = 2λ
√
2
(
n+
1
2
)
= 2λ
√
2n+ 1 (30)
and has a dependency only on the radial quantum number,
n. It can also be seen that both the radius of the state and
its width dn,m decrease when the magnetic field or the radial
confinement is increased.
B. A 2D quantum wire and an 1D quantum ring
Here, we analyze the case for ω0 being constant and r0 →
∞ (see Table I). From the latter, we find that a1 → ∞. Sup-
pose am′ near the minimum of the subbands (27), that is,
|m′| = |m−m0| ≪ 2a1µ
~2
. (31)
Thus way, it follows that
En,m =
(
n+
1
2
)
~ω +
~
2
2µ¯
(m′)2
α2r20
− ~
2
2µr20
1− α2
4α2
, (32)
where µ¯ = µ
[
1 + (ωc/ (αω0))
2
]
, which shows that the ef-
fective electron mass is altered by both the magnetic field and
the α parameter. By defining km = 2pim
′/L, with L = 2pir0
being the circumference of the ring [9] and making α = 1,
we recovered the well-known result of a straight wire with a
parabolic confinement [49].
In order to find the energies of an electron in an 1D quantum
ring, we can use the above result, considering r0 constant and
ω0 →∞. We obtain
En,m =
(
n+
1
2
)
~ω0 +
~
2
2µ
(m−m0)2
α2r20
− ~
2
2µr20
1− α2
4α2
(33)
For α ≡ 1, it is recovered the result found in [9].
C. The quantum dot
A quantum dot is obtained by eliminating the potential term
a1r
−2 from the radial potential model, that is, by making
6a1 ≡ 0 and l = 0. Then, using Eq. 25 and the condition
just mentioned, we arrive at
En,m =
(
n+
1
2
+
1
2
√(m
α
)2
− 1− α
2
4α2
)
~ω − m~ωc
2α2
.
(34)
One can see that the geometric potential, given in terms of
the mean curvature, does not allows the m = 0 state to be
physical. The effects of surface curvature on the electronic
states in a quantum dot was studied in Ref. [34]. If α ≡ 1, the
energies of quantum dot in a flat surface is recovered [50, 51].
VI. NUMERICAL ANALYSIS
In the theoretical ring model defined from the binding ra-
dial potential given above, Eq. 1, we considered a structure
consisted in a GaAs with an electronic effective mass µ = µe,
where µe is the rest electron mass. The ring has a average ra-
dius r0 = 132 nm e ~ω0 = 1.8 meV [52]. In Fig. 1, we show
the sketch of the radial potential using the parameters cited
above, making a comparison with the parabolic potential. We
can observe that, only for the low energies, the approximate
model for the latter is equivalent to the former. At higher en-
ergies, the difference between the two models is more pro-
nounced.
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FIG. 1. Sketch of the radial potential (solid black line) and the ap-
proximate parabolic potential (dashed red line). The potential de-
scribes a ring of mean radius r0 = 132 nm and ~ω0 = 1.8 meV.
In Fig. 2, we plot En,m as a function of the quantum num-
ber m for α = 0.5, 0.7, 0.9 and 1.0, and for some values of
magnetic fields. The occupied states are defined in the Fermi
energy EF = 8 meV. The solid lines define the occupied sub-
bands while the circles correspond to the occupied states in
each subband. For a null magnetic field, the subbands are
symmetric around the minimum of the subbands,m = 0, be-
cause the states are doubly degenerated in its absence. The
origin of the double degeneracy is a consequence of the rota-
tional symmetry of the system. Notice that there is no symme-
try with respect to the states concerning the different subbands
as in the case for the quantum dots [51, 53]. This symmetry
break is caused by the potential term r−2 of the radial poten-
tial. When the system is subject to curvature effects, the ro-
tational symmetry is preserved. Moreover, we also observed
that the neighboring subband separation is given by ~ω0 and
it does not depend on the curvature. One of the most evident
physical implications in the electronic structure due to curva-
ture is the increase in the energy of states withm 6= 0 as the α
parameter decreases. Namely, this behavior is a consequence
of the effect of the curvature on the effective angular momen-
tum of the system for states with m 6= 0. For m = 0, the
energy of this state tends to decrease because of the effect of
the mean curvature, as we can see in Eq. 25.
If a magnetic field is applied, the states configuration
change. As we have seen, the minimum of the subbands shifts
with the increase of the magnetic field (Eq. (27)) so that the
occupation of the states is altered. As a consequence, a sym-
metry break with respect to the minimum of the subbandsm0
occurs.
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FIG. 2. The energies of a 2D ring as a function of the quantum
number m for some values of α. We consider a Fermi energy of
EF = 8 meV. The ring is defined with average radius r0 = 132 nm
and ~ω0 = 1.8 meV.
The separation between the neighboring subbands increases
with the presence of the uniform magnetic field. As can be
see in Fig. 2, the curvature increases the separation between
neighboring subbands, which leads to a decrease in the num-
ber of states occupied in the Fermi energy. The effects of the
magnetic field in the electronic structure is increased with the
presence of curvature.
In Fig. 3, we show the subband states with n = 0 forB = 0
Tesla and B = 1 Tesla referring to Fig. 2. Making a compar-
ison between the various values of α, we can see that, when
the magnetic field is null, the curvature increases the separa-
tion between the energy levels so that the number of occupied
states decreases. It is also observed that only the state with
m = 0 has a lower energy when α decreases, as already men-
tioned above. On the other hand, when the magnetic field is
present, a symmetry break occurs. We can see an increase of
7E 0
,m
α = 0.5
α = 0.7
α = 0.9
α = 1.0
(a) B = 0 Tesla (b) B = 1.0 Tesla
FIG. 3. The energy levels for the states of a subband with n = 0
when EF = 8 meV (See Fig. 2). For B = 0 Tesla, each horizontal
line corresponds to two energy levels due to symmetry.
the minimum energy and a decrease of number of occupied
states as α decreases.
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FIG. 4. Probability as a function of the radial coordinate for some
states of the subband with n = 0 and α = 0.7.
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FIG. 5. Probability as a function of the magnetic field for the states
of the subband with n = 0 and α = 0.7.
In the Fig. 4, we sketch the probability of finding an elec-
tron in some states of the first subband for α = 0.7. When
B = 0 T, the probability amplitude of the state withm = 0 is
maximum for r0 = 132 nm. All states with |m| > m0 have
maximum amplitudes at r > r0. Applying a magnetic field,
we observe that the maximum amplitude of the states shifts
to r < r0. Thus, the radii rn,m of the states decrease as the
magnetic field increases. This is in accordance with what we
have said about the radial distribution of the states in Section
5.
As shown in Eq. (27) and also explicitly in Fig. 2, the min-
imum of the subbands, changes its state when the magnetic
field is varied. So, we can infer that the probability ampli-
tude of a state changes with the magnetic field and, as a result,
we observe a maximum probability value when the m state
matches the minimum of the sub-bands. In fact, this is ob-
served in Fig. 5, where we show the probability behavior of
some states of the subband with n = 0 as a function of the
magnetic field B for α = 0.7.
It can also be inferred from the probability that the curva-
ture modifies the radii of the states. In Fig. 6(a), where we
consider the state with m = 5 and fix the magnetic field at
B = 0T, we see an increase in the radius of the state. In Fig.
6(b), we fix the value of the magnetic field at B = 1 T and
consider the state with m = 20, which is to the right of the
minimum of the m0 subbands. In fact, we can confirm the
location of this state by looking at Fig. 2. We see that curva-
ture increases the radius of a state. Finally, in Fig. 6(c), we
keep the magnetic field atB = 1 T and consider the state with
m = 5, which is to the right of the minimum of the subbands.
As can be clearly seen, the curvature decreases the radius of
the state. So, if the magnetic field is zero, the radius of the
states with m 6= 0 increases. However, when the magnetic
field is non-null, the states with |m| > |m0| has its radius in-
creased due to curvature while the radii are reduced for the
states with |m| < |m0|. From these analysis, we conclude
that by fixing a Fermi energy, the number of states decreases
due to curvature, in accordance to the analysis made earlier
for the energy as a function of the quantum numberm.
In Fig. 7, we plot the radii of the states r0,m (Eq. (28)) as
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FIG. 6. Probability as a function of the radial coordinate. We con-
sidered the subband with n = 0 and some values of the α parameter.
In panel (a), we show the profiles of the probability of the state with
m = 5 and a null magnetic field. In panels (b) and (c), we consider
the statesm = 20 andm = 5, respectively, with B = 1 Tesla.
a function of m for some values of magnetic field and the α
parameter. We consider a Fermi energy of 8.0 meV and look
only at the first subband, n = 0. This allows to observe the oc-
cupied conducting region as well as the interval of occupiedm
states when the quantum ring is subject both to the magnetic
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FIG. 7. The radius of the state of a 2D ring (dotted lines) as a function
of the quantum number m for some values of B and α parameter.
The ring is defined with average radius r0 = 132 nm and ~ω0 = 1.8
meV. The continuous lines represent the occupied conducting region
as well as the states that are below Fermi energy, which we take to
be EF = 8 meV.
fields and to the effects of curvature. The occupied conducting
region is the projection of the continuous line on the vertical
axis while the occupied states are projected on the horizontal
axis. As shown above, the radius of a minimum subband is
independent of the magnetic field and is always given by Eq.
(27). For α = 1, the radius is r0 = 132 nm. Considering
α < 1, this value is slightly changed due to the influence of
the mean curvature. When the magnetic field is zero, we saw
above that all states with |m| > |m0| have radii greater than
r0,m = 132 nm, such that only the external conducting re-
gion of the ring is occupied. This same situation is observed
in Fig. 7. The curvature only decreases the number of states.
However, its width does not have significant variations. When
B 6= 0, the radii of the states decreases, so that the internal
conducting region of the ring is occupied. The role of curva-
ture is to make the width of the conducting region of the ring
quickly populate. However, as the subband is quickly depop-
ulated with the curvature, the width of the conducting region
will also decrease more rapidly. In the Table II, we show the
values of mmin, mmax, rmin and rmax referring to the data
of Fig. 7. Note that the values of rmin, obtained when the
magnetic field is zero, are exactly the radii of the states m0
given by Eq. (29).
In Fig. 8, we show the behavior of the energy states as a
function of the magnetic field. We can observe an aperiodic
behavior of them, which is more evident when there are sev-
eral occupied subbands. This behavior is a consequence of the
penetration of the magnetic field in the conducting region of
the ring [9]. In Figs. 8(a)-(c), it can be observed an increase
in the energy levels due to curvature, which in turn increases
the effects of the magnetic field and also modify the effective
9B(T ) α mmin mmax rmin rmax
0 0.5 -8 8 131.87 163.31
0.7 -11 11 131.95 162.51
0.9 -15 15 132.00 165.33
1.0 -16 16 132.00 163.37
0.5 0.5 -1 21 112.00 200.73
0.7 -3 24 119.84 196.24
0.9 -6 27 123.98 191.87
1.0 -8 28 125.33 188.57
0.8 0.5 2 30 99.40 206.02
0.7 0 33 108.30 204.48
0.9 -2 35 115.12 199.16
1.0 -4 37 117.55 198.94
1.0 0.5 4 36 96.40 206.86
0.7 2 38 102.36 204.21
0.9 0 41 109.157 202.83
1.0 -2 42 112.11 200.75
TABLE II. Values of the width of the occupied conducting region of
the ring and the interval of states occupied in the smaller subband.
The data refer to those of Fig. 7 for a ring with an average radius
r0 = 132 nm and ~ω0 = 1.8 meV.
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FIG. 8. The energy eigenvalues of a 2D ring as a function of magnetic
field B for some values of α. The ring is defined with an average
radius r0 = 132 nm and ~ω0 = 1.8 meV.
angular momentum, causing a state to be quickly more un-
occupied in the Fermi energy. When the energy spectrum is
given as a function of the Aharonov-Bohmflux, a periodic be-
havior is observed, in contrast to the previous case. As we can
see in Fig. 9, the energy states are given by a set of translated
quasi-parabolas, each one with its center located in them = l
region.
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FIG. 9. The energy eigenvalues of a 2D ring as a function of the
AB magnetic flux for some values of α. The ring is defined with an
average radius r0 = 132 nm and ~ω0 = 1.8 meV.
VII. CONCLUSIONS
In this article, we have analyzed the electronic properties of
a two-dimensional mesoscopic sample with annular geome-
try under the effects of curvature and external magnetic fields.
The thin-layer quantization procedure has been employed in
order to find the eigenfunctions and eigenvalues of an electron
in a 2D ring. One of the main consequences is the appearance
of a geometry induced potential, which is given in terms of
the Gaussian and the mean curvature. We have verified that
the Gaussian curvature does not affect the electronic states of
the system because we have assumed that its core is much
smaller than the internal radius of the ring. Otherwise, the
mean curvature adds a term to the effective angular moment.
However, it was observed that only the energy of the state
with m = 0 was impacted with a substantial decrease when
the magnetic field is null. The modifications due to the sam-
ple curvature are also observed in both the effective angular
momentum and in the cyclotron frequency, through the quan-
tum numberm and the magnetic field, respectively. The main
physical consequence of this manifestation is the increase in
the energies of the states. When Fermi energy is kept constant,
we have checked that this last result implies in a decrease in
the number of occupied states and, moreover, we have also
checked that the subbands are more quickly depopulated. As
a consequence, the width of the states decreases rapidly. We
have also found that the curvature of the surface affects the
conducting region of the ring, making it reach a maximum
value at weak values of magnetic fields.
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