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1 Einleitung
Initially all scientific discoveries
are considered to be either
wrong, or not new or . . .
trivial.
(Good old practise)
”
Liquid crystals are beautiful and mysterious“, mit diesen Worten beginnt Nobel-
preistra¨ger P. G. de Gennes das Vorwort in seinem Buch
”
The Physics of Liquid Cry-
stals“. [1].
”
Computersimulations of Liquid Crystals are beautiful and mysterious as
well“ muss die Feststellung bald lauten, denn nur wenige Techniken ero¨ffnen so klar
eine molekulare Sichtweise auf Mesophasen, die in De Gennes’ Buch kaum vertreten
ist.
Flu¨ssigkristalle, eine Zustandsform der Materie zwischen dem kristallinen Festko¨rper
und der isotropen Flu¨ssigkeit, stellen gleichzeitig eine Herausforderung an die Grund-
lagenforschung wie an die angewandte Forschung dar. Ihre reichhaltige Phasenvielfalt,
die aus dem Wechselspiel zwischen der Fluidita¨t einer flu¨ssigen Phase und der Tendenz
zur Selbstorganisation resultiert, spielt eine wichtige Rolle in der Beschreibung biolo-
gischer Systeme wie Zellmembranen oder beim Entwurf technischer Anwendungen wie
elektro-optischen Anzeigegera¨ten (LC-Displays, LCDs).
So la¨sst sich eine Zellmembran experimentell nur sehr schwer untersuchen, da z.B. fu¨r
NMR-Messungen die Materialmenge nicht ausreicht. Hier ist man auf lyotrope Modell-
systeme angewiesen, deren lamellare Struktur eine Analogie zu Membranen vorweisen
sollte. Auf diesem Feld ero¨ffnet die Computersimulation gerade ganz neue Wege [2, 3].
In diesen Zusammenhang geho¨ren auch Reinigungsmittel (Detergenzien) und Mikroe-
mulsionen, deren Wirksamkeit bzw. Stabilita¨t von industriellem Interesse ist.
Obwohl eine gezielte Synthese dieser Materialien und ihre technologische Verwend-
barkeit notwendigerweise stark verknu¨pft sind, weiß man u¨ber den molekularen Ur-
sprung der makroskopischen Eigenschaften noch wenig, da die flu¨ssigkristallinen Ei-
genschaften stark von Feinheiten der molekularen Architektur abha¨ngen. Die rasche
Entwicklung sowohl der Leistungsfa¨higkeit von Computern als auch der Effizienz der
Algorithmen ermo¨glichen Monte-Carlo- und Molekulardynamiksimulationen zur Un-
tersuchung von realistischen molekularen Modellen und damit der Mikrostruktur von
Flu¨ssigkristallen.1 Da atomistische Simulationen ihre ganz eigenen technischen Her-
ausforderungen mit sich bringen [4], ist die Anzahl an atomistischen Simulationen
thermotroper Flu¨ssigkristalle noch u¨berschaubar [7, 8, 9, 10, 11, 12, 13, 14, 15, 16]. Da-
1Demgegenu¨ber werden ha¨ufig vereinfachte anisotrope Wechselwirkungspotenziale vom Gay-Berne-
Typ verwendet [4, 5, 6].
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bei handelt es sich um sehr unterschiedliche Arbeiten, die alle einen gewissen Anspruch
an
”
chemischer Realita¨t“ zu verwirklichen suchen. Die ersten atomistischen Simulatio-
nen [7,8,9,10,11,12] waren von einer Gesamtdauer von weniger als 100 ps, viel zu kurz,
um selbst ein kleines System zu equilibrieren. Die nachfolgenden Arbeiten konzentrier-
ten sich auf eine Weiterentwicklung der Wechselwirkungsmodelle und die Simulation
gro¨ßere Systeme u¨ber la¨ngere Zeiten.
Eine zentrale Schwierigkeit der quantitativen Modellierung von Flu¨ssigkristallphasen
liegt in der Gu¨te, mit der die molekulare Wechselwirkung beschrieben wird. Diese Ar-
beit verwendet daher einigen Raum, um den Weg zu einem realistischen Modell aufzu-
zeigen. Dazu ist es notwendig, gut untersuchte Systeme zur Simulation heranzuziehen,
um mit quantitativen Voraussagen das Modell fu¨r den Flu¨ssigkristall zu testen.
Diese Arbeit versucht, aus dem Spektrum der thermotropen Phasen, die ihre Struk-
tur auf Grund von Temperatur (und Druck) a¨ndern, chirale smektische Phasen moleku-
lardynamisch zu simulieren. Dieses Vorhaben hat bisher nur wenige Vorbilder [17,7,16].
In der ku¨rzlich erschienenen Arbeit [18] werden Daten aus MD-Simulationen mit dem
Infrarotdichroismus der smektischen Phasen von MHPOBC (s. u.) verglichen. Auf die
Ergebnisse wird besonders in Kap. 5 dieser Arbeit Bezug genommen.
MHPOBC (4-(Methylheptyloxycarbonyl)-phenyl-4’-octyloxybiphenyl-4-carboxylat,
C8H17O-Ph-Ph-COO-Ph-COO-CH(CH3)C6H13) war die erste Substanz (1989), die auf
Grund einer Symmetrieerniedrigung der smektischen Phase nicht nur ferroelektrisches,
sondern auch antiferroelektrisches Verhalten zeigte. Schon die ferroelektrischen Flu¨ssig-
kristalle (
”
liquid crystals“, LC) haben seit ihrer Vorhersage und Entdeckung durch
Meyer [19] ein reges Interesse erfahren, da ihre elektro-optischen Antwortzeiten vergli-
chen mit nematischen Phasen wesentlich ku¨rzer sind. Diese Eigenschaft und der gro¨ßere
Sichtwinkel sprechen fu¨r ihren Einsatz in LC-Displays und optischen Modulatoren.
Der Aufbau der Arbeit gliedert sich wie folgt: Zuna¨chst werden smektische Flu¨ssig-
kristalle in den Kontext der anderen thermotropen Phasen gestellt. Die Folge mole-
kularer Chiralita¨t wird beschrieben, die Untersuchung der Substanz MHPOBC moti-
viert. Kap. 3 widmet sich der verwendeten Methode: Ab-initio-Rechnungen kombiniert
mit klassischer molekulardynamischer Simulation. Die experimentell mit großem Erfolg
untersuchten frei schwebenden Filme smektischer Phasen bilden im weiteren ebenfalls
einen Ansatz in der Simulation (Kap. 4). Die in der Simulation erhaltenen Phasen wer-
den in Kap. 4 mit experimentellen Daten verglichen und ihre molekulare Struktur wird
beschrieben. Die dynamischen Prozesse wie Translation, Rotation sowie Schwingungs-
moden werden in Kap. 6 analysiert. Die Arbeit schließt in Kap. 7 mit der Betrachtung
der polaren Effekte, die in der spontanen Polarisation zum Ausdruck kommen. Die re-
lative Stabilita¨t der ferro- und antiferroelektrischen Phasen wird in einem molekularen
Bild diskutiert.
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2.1 Smektische Phasen
Im Gegensatz zu isotropen Flu¨ssigkeiten zeichnet sich der flu¨ssigkristalline Zustand
durch eine Anisotropie in der Orientierung der konstituierenden Moleku¨le und bzw.
oder durch eine Positionsordnung in mindestens einer Raumdimension. In der smek-
tischen Phase liegen wie in der nematischen sta¨bchenfo¨rmige Moleku¨le mit einer Ori-
entierungsordnung vor: Die Moleku¨le richten sich mit ihrer La¨ngsachse entlang eines
Direktors n aus. Zusa¨tzlich kommt es in der smektischen Phase aber noch zu einer
Positionsordnung in mindestens einer Dimension. Man spricht dann von einer Dichte-
welle mit einer Periodizita¨t von etwa einer Moleku¨lla¨nge oder von einer Anordnung der
Moleku¨le in Schichten. Es ko¨nnen verschiedenen Orientierungen zwischen dem Wellen-
vektor der Dichtewelle bzw. Schichtnormalen z und dem Direktor n auftreten, der die
Orientierung der Moleku¨le einer Schicht beschreibt: In orthogonalen smektischen Pha-
sen sind z und n parallel zueinander, in gekippten smektischen Phasen ist n gegenu¨ber
z um einen bestimmten Winkel θ gekippt (
”
Tiltwinkel“).
Wa¨hrend sich in nematischen Phasen die Anisotropie auf die Orientierung beschra¨nkt,
fu¨hrt eine zusa¨tzliche Positionsordnung zu einer derartigen Phasenvielfalt, dass eine Be-
zeichnung wie
”
smektisch“1 allein nicht mehr ausreicht. Bislang wurde folgende Klas-
sifizierung vorgenommen (Abb. 2.1) [21]:
SmA/SmC 2-dimensionale Flu¨ssigkeiten mit bzw. ohne Tilt der Moleku¨le
hexatisch Es gibt eine hexagonale Nahordnung innerhalb der Schicht, deren Beschrei-
bung auf die Theorie des Schmelzens in zwei Dimensionen zuru¨ckgeht. Die ortho-
gonale Variante heißt SmBhex, die beiden mo¨glichen gekippten lauten SmI, SmF.
Sie unterscheiden sich anhand der Kipprichtung in Bezug auf die Hexagonkanten.
kristallin Hier liegt eine vollsta¨ndige Positions- und Orientierungsfernordnung vor. Der
Ausdruck ‘flu¨ssigkristallin’ trifft genau betrachtet nicht mehr zu. Allerdings liegen
die Moleku¨le selbst auf ihren Pla¨tzen relativ unbestimmt vor: Die Orientierung
um ihre lange bzw. kurze Achse ist verschieden. Die Phasenvielfalt ist sehr groß
(SmB, SmJ, SmE. . . ).
2.1.1 Struktur von SmA und SmC
SmA-Phasen (orthogonal) und SmC-Phasen sind diejenigen Phasen mit der geringsten
Ordnung. Die Schichtstruktur ist durch eine eindimensionale Dichtewelle gekennzeich-
1Die Bezeichnung ”smektisch“ ist auf die seifenartige Konsistenz zuru¨ckzufu¨hren, die ihren Ursprung
letztlich in der Schichtstruktur hat.
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Abbildung 2.1: Schematische Darstellung der molekularen Ordnung der verschiedenen smek-
tischen Mesophasen. Gezeigt ist jeweils eine Ansicht senkrecht und parallel zur Schichtnor-
malen [20].
net. Die Form dieser Dichtewelle zeigt meist einen sinusartigen Verlauf, wie man aus
den nur schwach ausgepra¨gten Bragg-Reflexen ho¨herer Ordnung schlußfolgern kann.
Die Schichten sind nie so stark ausgepra¨gt, wie es Abb. 2.2 suggeriert.
Die SmC-Phase tritt bei tieferen Temperaturen in Erscheinung. Es existieren aber
auch Substanzen mit einer SmA-Phase ohne eine darunterliegende SmC-Phase; auch
gibt es Substanzen, die einen direkten U¨bergang von der SmC-Phase in die nematische
oder sogar isotrope Phase zeigen. In der u¨berwiegenden Mehrheit ist der U¨bergang
SmC nach SmA ein Phasenu¨bergang zweiter Ordnung, bei einigen wenigen Substanzen
handelt es sich um einen U¨bergang erster Ordnung [23]. Der U¨bergang la¨ßt sich anhand
eines komplexen Ordnungsparameters Ψ beschreiben:
Ψ = θ exp(iϕ) (2.1)
θ ist die Gro¨ße des Winkels zwischen der Schichtnormalen z und dem Direktor n einer
Schicht (Tilt), ϕ gibt die Richtung dieser Kippung innerhalb einer Schicht an (Azi-
muth). Zur Beschreibung dieser Kipprichtung dient manchmal auch der c-Direktor,
der bei Aufsicht auf die Schicht sichtbar ist. Typische Werte von θ weit unterhalb des
U¨bergangs SmA nach SmC liegen zwischen 30◦ und 40◦. Die Skizze in Abb. 2.2 zeigt ei-
ne
”
gewo¨hnliche“ SmC-Phase, in der die Tiltrichtung o¨rtlich konstant ist (synklinisch,
ϕ = 0◦). Insbesondere Phasen mit einem von Schicht zu Schicht alternierenden Tilt
(antiklinisch,
”
herringbone“-Struktur, ϕ = 180◦) geben bis heute zu vielen Untersu-
chungen Anlass und bilden den Kern dieser Arbeit.
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Abbildung 2.2: Schematische Darstellung einer SmA- und einer SmC-Phase. Der Verlauf des
Tiltwinkels in Abha¨ngigkeit von der Temperatur ist dargestellt und der Temperaturshift
fu¨r einen Enantiomerenu¨berschuss verdeutlicht (SmC∗,SmA∗) [22].
Bislang wurde nicht zwischen chiralen und achiralen Phasen unterschieden. Die Ge-
genwart chiraler Moleku¨le in SmA- oder SmC-Phasen (Mischung, Racemat) fu¨hrt zu
zusa¨tzlichen Eigenschaften und Strukturen, die in achiralen Phasen nicht zu beob-
achten sind. Darunter fallen die ferroelektrischen Eigenschaften, der elektroklinische
Effekt und helikale Strukturen. Letztere gibt es auch in chiralen nematischen Phasen
in Form eines helikalen Direktorfelds (cholesterische Phasen). Der Pitch, die ra¨umliche
Periodizita¨t der Helix, liegt in der Gro¨ßenordnung der Wellenla¨ngen sichtbaren Lichts.
Bragg-Reflexe an diesen periodischen Strukturen sind fu¨r die Farbeffekte dieser Sub-
stanzen verantwortlich. Die technischen Mo¨glichkeiten erlauben es heute noch nicht,
die große Anzahl an Schichten zu simulieren, die fu¨r eine Helix notwendig sind.
2.2 SmC-Phasen chiraler Moleku¨le: Ferroelektrische
Flu¨ssigkristalle
Wie im folgenden beschrieben wird, verursacht die Gegenwart chiraler Moleku¨le in
SmC-Phasen eine spontane Polarisation Ps in jeder Schicht. Ihre Richtung ist an die
Richtung des Tilts gekoppelt, sie zeigt entweder entlang z× n oder entlang −(z× n).
Auf Grund der helikalen Struktur mittelt sich die Polarisation jedoch makroskopisch
zu Null, daher ist die Bezeichnung
”
ferroelektrisch“ streng genommen nicht korrekt;
der Begriff
”
helielektrisch“ wird in der Literatur aber nicht verwendet. Zudem ergeben
Experimente an frei schwebenden Filmen eine Polarisation in Filmen mit nur zwei oder
drei Schichten. Der Begriff
”
ferroelektrisch“ ist also zumindest fu¨r eine einzelne Schicht
einer SmC-Phase gerechtfertigt.
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2.2.1 Symmetrie und Ursprung der spontanen Polarisation
In allen bisher bekannten smektischen Phasen sind die Richtungen n und −n a¨quiva-
lent. So zeigt in jeder smektischen Schicht die gleiche Anzahl an Moleku¨len nach oben
wie nach unten, und diese Top-down-Symmetrie ist sogar bei den asymmetischen 4,4’-
Alkylcyanobiphenylen der Fall. Diese stark polaren Moleku¨le bilden allerdings kom-
plexere Schichtstrukturen wie etwa Doppelschichten oder partielle Doppelschichten.
Folglich existiert in der Richtung senkrecht zu n immer eine zweiza¨hlige Symmetrie-
achse. In der SmC-Phase liegt diese Symmetrieachse senkrecht zur Tiltebene, die von
n und z zusammen aufgespannt wird. In der Skizze der Abb. 2.3 liegt die zweiza¨hlige
Achse senktrecht zur Papierebene. Besteht die SmC-Phase aus achiralen Moleku¨len,
stellt die Tiltebene zugleich eine Spiegelebene dar, d.h. die lokale Symmetrie in achi-
ralen SmC-Phasen wird durch die Punktgruppe C2h beschrieben. Handelt es sich um
chirale Moleku¨le, entfa¨llt die Spiegelebene, und es findet eine Erniedrigung der Symme-
trie zur Punktgruppe C2 statt. Die zweiza¨hlige Symmetrieachse verbleibt als einziges
Symmetrieelement und wird zu einer polaren Achse. Dies bedeutet, dass jede vektori-
elle physikalische Eigenschaft molekularen Ursprungs sich nicht zwangsla¨ufig zu Null
mittelt; die Symmetrie der Struktur erlaubt es in diesem Fall, dass sich eine moleku-
lare Eigenschaft zu einem gewissen Grad als makroskopische Eigenschaft der Phase
ausdru¨ckt. Eine notwendige Bedingung besteht darin, dass die zeitgemittelte Vektor-
gro¨ße eine nicht verschwindende Komponente parallel zur Richtung der polaren Achse
aufweist.
Ausgehend von diesen Symmetrieu¨berlegungen zeigten erstmalsMeyer et al., dass die
chirale Substanz DOBAMBC in ihrer SmC-Phase eine spontane Polarisation zeigt [19].
Ps liegt hier in einer Gro¨ßenordnung von 3 nC/cm
2, d.h. 0, 01D pro Moleku¨l. Daraus
kann man schließen, dass sich nur ein geringer Anteil des molekularen Gesamtdipol-
moments im zeitgemittelten Dipolmoment wiederfindet. Mit anderen Worten ist die
Drehung des Moleku¨ls um seine La¨ngsachse in der SmC-Phase nicht wesentlich einge-
schra¨nkt.
2.2.2 Polarisation und Tiltwinkel
Wie aus den Symmetriebetrachtungen hervorgeht, liegt die spontane Polarisation Ps
als Summe aller mittleren molekularen Dipolmomente senktrecht zur Tiltebene. Dem-
gema¨ß gibt es fu¨r eine Substanz im Prinzip zwei Mo¨glichkeiten fu¨r die Richtung von
Ps, entweder entlang z × n oder entlang −(z × n). Diese beiden Fa¨lle – in einem
optischen Enantiomer ist genau ein Fall realisiert – unterscheidet man durch eine Vor-
zeichenkonvention fu¨r Ps: Spannen z, n und Ps ein rechtsha¨ndiges System auf, ist die
Polarisation positiv, im anderen Fall negativ (Abb. 2.3). Optische Antipoden besitzen
einander entgegengesetzte Vorzeichen von Ps, und in racemischen Mischungen betra¨gt
die Polarisation demnach Null. Eine Vorhersage von Ps ist nur mo¨glich, wenn man die
Richtung des molekularen Dipolmoments der zeitgemittelten Moleku¨lstruktur kennt.
Neben empirischen Regeln [24, 25] bietet das sog. Boulder-Modell [26] bis zu einem
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gewissen Grad die Mo¨glichkeit hierzu; Es fließen Kenntnisse u¨ber das unterschiedliche
Tiltverhalten von Alkylketten und Core des Moleku¨ls einerseits sowie ein sterisches Mo-
dell zur Packung in SmC-Phasen andererseits ein [27]. Das Vorzeichen von Ps bestimmt
sich aus der bevorzugten molekularen Konformation, indem man die verschiedenen, ste-
risch passenden Konformationen mit den zugeho¨rigen Energien wichtet.
Den Symmetrieu¨berlegungen entsprechend sollte der Betrag der spontanen Polarisa-
tion der Gro¨ße des Tiltwinkels proportional sein [19]. Experimentell beobachtet man,
dass die Polarisation mit abnehmender Temperatur wie θ ansteigt, aber genau be-
trachtet liegt keine einfach Proportionalita¨t vor: Bei den meisten Substanzen zeigt der
Quotient Ps/θ direkt nach dem SmA-SmC-U¨bergang einen deutlichen Anstieg, ist aber
im gro¨ßten Teil des SmC-Gebiets nur schwach temperaturabha¨ngig. Es besteht also
eine deutliche Kopplung zwischen Ps und θ. Eine mo¨gliche Erkla¨rung dieses Verhaltens
besteht darin, dass das vom Moleku¨l in der SmC-Phase erfahrene effektive Orientie-
rungspotenzial aus einer Kombination polarer und quadrupolarer Terme zusammenge-
setzt ist (Abschn. 7.1.2) [28]. Die polaren Terme, die nur in chiralen Substanen zum
tragen kommen, wu¨rden einen eher linearen Zusammenhang bewirken, aber die quadru-
polaren Terme, die sowohl die chiralen wie achiralen Substanzen beeinflussen, bewirken
ein nicht lineares Verhalten zwischen Ps und θ. Interessanterweise verschiebt sich der
temperaturabha¨ngige Verlauf des Tiltwinkels, wenn eine racemische Probe verwendet
wird (Abb. 2.2).
PsPs
n
z
n
z
"+"−Substanz "−"−Substanz
Abbildung 2.3: Beziehung zwischen Schichtnormaler z, Direktor n und spontaner Polarisation
Ps fu¨r Substanzen mit positivem oder negativem Vorzeichen von Ps
2.3 Antiferroelektrische Phasen
2.3.1 Entwicklung
Die systematische Klassifizierung flu¨ssigkristalliner Phasen beginnt 1911 mit Vorla¨nder
in Halle. Diese Einteilung geschah rein pha¨nomenologisch anhand der außergewo¨hnli-
chen lichtbrechenden Eigenschaften dieser Substanzen. 1973 fasst McMillan [29] den
damaligen Erkenntnisstand mit den Worten zusammen, fu¨r die nematische Phase ge-
be es eine mikroskopische Theorie, eine Kontinuumstheorie, eine Landau-Theorie und
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eine hydrodynamische Theorie. Fu¨r die orthogonalen smektischen A-Phasen nennt er
(seine eigene) mikroskopische Theorie und die Landau-Theorie. Sein Artikel besteht
dann aus einer mikroskopischen Theorie zur SmC-Phase. Die entscheidende Triebkraft
zur Ausbildung gekippter Schichten sieht er in einem molekularen Dipolmoment quer
zur La¨ngsachse, schließlich kommt er zu der Hypothese, diese Phasen sollten ferroelek-
trische Eigenschaften besitzen. Auch Saupe [30] hatte sich an einer Spekulation u¨ber
ferroelektrische Phasen beteiligt. Erst die Symmetriebetrachtungen von Meyer [19]
fu¨hrten zu einem experimentellen Nachweis der Polarisation und zu einem Versta¨ndnis
dieser thermotropen Flu¨ssigkristallphase. Er zeigte, dass das Auftreten einer Polari-
sation einen Tiltwinkel zur Vorraussetzung hat und an das Vorliegen eines chiralen
Mediums geknu¨pft ist. Er schreibt in [19], der U¨bergang (SmA → SmC) sei eine Folge
intermolekularer Kra¨fte aber nicht auf eine ferroelektrische Kopplung zuru¨ckzufu¨hren.
Die Entdeckung von Ferroelektrizita¨t in Flu¨ssigkeiten bewirkte einen großen An-
schub in der Entwicklung neuartiger elektro-optischer Gera¨te. Oberfla¨chenstabilisierte
ferroelektrische Flu¨ssigkristalle (
”
surface stabilized ferroelectric liquid crystals“, SS-
FLC, [31]) bieten eine vielversprechende Alternative zu nematischen Flu¨ssigkristallen,
die heutzutage in LC-Displays verwendet werden, da die Schaltprozesse nicht mehr
elastisch getrieben sind. Ein Geda¨chtniseffekt wirkt sich positiv auf die Stromaufnah-
me aus. Die Blickwinkelabha¨ngigkeit ist deutlich reduziert.
2.3.2 Antiklinische Phasen
Die Entdeckung antiferroelektrischer LC-Phasen ist auf die Aktivita¨t japanischer Wis-
senschafter zuru¨ckzufu¨hren, Synthesen neuartiger Materialien zu betreiben, um sie auf
ihre Tauglichkeit fu¨r elektro-optische Anwendungen zu u¨berpru¨fen. Ende der 80er Jahre
fand man eine Substanz, die kein – wie bei ferroelektrischen Substanzen typisch – bista-
biles, sondern ein tristabiles Schaltverhalten zeigte [32]. Dieser Substanz, MHPOBC,
wird mittlerweile folgende Phasensequenz zugeordnet:
SmCA
389,5K−→ SmCγ 390,4K−→ SmC 391,9K−→ SmCα 393,4K−→ SmA 413K−→ iso (2.2)
Im Falle einer racemischen Mischung vereinfacht sich das Phasendiagramm:
SmCA
386K−→ SmC 393K−→ SmA 413K−→ iso (2.3)
Wie Messungen an frei schwebenden Filmen zeigen, liegt in SmCA-Phasen eine von
Schicht zu Schicht alternierende Tiltrichtung vor. Da somit auch die Polarisation von
Schicht zu Schicht das Vorzeichen wechselt, liegt (bei chiralem Medium) tatsa¨chlich ein
antiferroelektrischer Flu¨ssigkristall vor. Die zu Grunde liegende antiklinische Geome-
trie wurde wegen Packungseffekten lange Zeit fu¨r unmo¨glich gehalten. Die antiklinische
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Geometrie ist nicht mit der makroskopischen Polarisation verknu¨pft oder gar von ihr
hervorgerufen, denn auch nicht chirale Moleku¨le (Schwalbenschwanz-Moleku¨le,
”
swal-
low tailed molecules“) zeigen eine Phase mit antiklinischer Geometrie [33]. Wie aus dem
Phasendiagramm hervorgeht, zeigt auch racemisches MHPOBC die SmCA-Phase. Die
Subphasen SmCα und SmCγ treten allerdings nur in einer chiralen Phase auf und sind
bis heute nicht vo¨llig verstanden. SmCα ist pha¨nomenologisch der A-Phase sehr a¨hnlich;
der Pitch ihrer helikalen Struktur ist praktisch unendlich. In [34] wurden alle Phasen
anhand ihrer optischen Anisotropie sehr genau identifiziert; bis auf den U¨bergang SmA
nach SmCα, der 2.Ordnung ist, sind alle andern U¨berga¨nge 1.Ordnung; im Verlauf des
Tiltwinkels beobachtet man dort eine Unstetigkeit. Bei SmCγ handelt es sich um eine
ferrielektrische Phase, deren Struktur – ebenso wie die Struktur von SmCα – in [34]
plausibel erla¨utert wird. Fu¨r diese Arbeit spielen diese Subphasen keine Rolle, da die
notwendige helikale U¨berstruktur nicht realisierbar ist. Die Phasenvielfalt in MHPOBC
und seiner Derivate hat neue theoretische Ansa¨tze entstehen lassen. Darunter ist das
diskret-pha¨nomenologische ANNI-Modell (
”
anisotropic next-nearest-neighbor interac-
tion“) von Yamashita und das ebenfalls diskrete Modell von Cˇepicˇ und Zˇeksˇ zu nennen.
Einen U¨berblick u¨ber die Leistungsfa¨higkeit dieser Modelle findet man in [35].
2.3.3 Biphenylcarboxylate
Ziel der synthetischen Arbeiten zu Biphenylcarboxylaten war eine hohe spontane Polari-
sation. Hierzu liegen im Moleku¨l zwei Carbonylgruppen vor, eine in unmittelbarer Na¨he
des Chiralita¨tszentrums (Abb. 2.5). MHPOBC zeigt dabei antiferroelektrische Eigen-
schaften, die sich durch Einfu¨hrung von Fluor noch versta¨rken lassen [36]. Neben MH-
POBC, 4-(Methylheptyloxycarbonyl)-phenyl-4’-octyloxybiphenyl-4-carboxylat, waren
bereits auch andere Bipyhenylcarboxylate Gegenstand experimenteller Untersuchungen
[37]. In diesen Derivaten ist die Methylgruppe am chiralen C-Atom durch la¨ngere Alkyl-
ketten von zwei bis sechs C-Atomen ersetzt (Abb. 2.4). Mit Ausnahme von 1Pen7POBC
zeigen alle Substanzen eine SmCA-Phase. Bei Eintritt in die SmA-Phase unterschei-
det sich der Schichtabstand zwischen 1Me7POBC (MHPOBC) und 1Et7POBC nicht
und steigt erst bei den ho¨heren Homologen an. In der SmA-Phas fa¨llt die Tempe-
raturabha¨ngigkeit des Schichtabstands ins Auge: In MHPOBC ist keine Temperatu-
rabha¨ngigkeit festzustellen, die u¨brigen zeigen eine Abnahme des Schichtabstands mit
der Temperatur. Diesem negativen Ausdehnungskoeffizient der Schichten wird in der
Literatur nur wenig Beachtung geschenkt.
2.3.4 Molekularer Ursprung
Fu¨r eine Abweichung der Moleku¨le von einer synklinischen, d.h. gleich geneigten Anord-
nung mu¨ssen besondere Gru¨nde vorliegen. Die experimentellen Beobachtungen lassen
fu¨r die SmCA-Phase folgende Feststellungen zu:
1. Die SmCA-Phase tritt nur in Substanzen auf, deren optische Isomere eine beson-
ders große spontane Polarisation aufweisen.
15
2 Stand der Forschung
Abbildung 2.4: Temperaturabha¨ngigkeit des Schichtabsstands von MHPOBC (r = 1) und
seiner Homologen (C8H17O-Ph-Ph-COO-Ph-COO-CH(C6 H13)CrH2r+1). Die Kettenverla¨nge-
rung fu¨hrt nicht unmittelbar zu einer Erho¨hung des Schichtabstands. Der thermische Aus-
dehnungskoeffizient in der SmA-Phase bei hoher Temperatur ist negativ [37].
2. Die SmCA-Phase findet man auch in racemischen Mischungen, die keine spontane
Polarisation zeigen.
3. Es existieren Substanzen, die in Abha¨ngigkeit von der La¨nge der chiralen Kette
SmC- oder SmCA-Phasen zeigen; es tritt ein Odd-even-Effekt auf (Abb. 2.5).
Der Ursprung antiferroelektrischer Strukturen ist nicht klar. Bislang gibt es ein Dipol-
pairing-Modell und ein sog. Px-Modell (s. u.). Die rein sterische Wechselwirkung zwi-
schen den Alkylketten benachbarter Schichten scheint eine Rolle zu spielen, da achirale
Moleku¨le gefunden wurden, die eine antiklinische – nicht antiferroelektrische – Phase
ausbilden. Punkt (3) besta¨tigt ebenfalls diesen rein sterischen Effekt. Verla¨ngert man
die Hexylkette in MHPOBC um weitere C-Atome, ist ein Odd-even-Effekt zu erken-
nen [38]. Interessant sind in diesem Zusammenhang die
”
swallow-tailed“-Substanzen, in
denen kein chirales C-Atom mehr vorliegt, da sie zwei gleich lange Alkylketten tragen.
Im Fall von drei bzw. von sechs C-Atomen pro Kette [37] stellen sich ebenfalls anti-
klinische Strukturen ein. Dieses Verhalten wird auch bei einer anderen Substanz von
einer anderen Gruppe gefunden [33]. Es bildet sich keine antiklinische Geometrie aus,
wenn es zu einem Ringschluss kommt (Cyc7POBC, Cyc8POBC) [37]. Zwar kommen
sich die elektrostatisch wirksamen CO-Gruppen bei den zyklischen Verbindungen sogar
na¨her (Schichtabstand), aber eine unzureichende U¨berlappung der Alkylketten u¨berla-
gert hier eine elektrostatische Wechselwirkung. Punkt (1) spricht fu¨r eine Beteiligung
elektrostatischer Wechselwirkungen zwischen polaren Schichten, so dass sich die ener-
getisch gu¨nstige antiferroelektrische Anordnung einststellt. Die einzelnen Vorstellungen
hierzu werden im folgenden erla¨utert.
Dem Dipol-pairing-Modell liegt eine Paarbildung von Molku¨len benachbarter Schich-
ten zu Grunde [39]. Wegen Punkt (2) muss diese Paarung zwischen gleichen Enantio-
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Abbildung 2.5: Phasenverhalten von MHPOBC (n = 6) und homologen Verbindungen. Das
Auftreten von SmCA-Phasen kann durch leichte Variation der La¨nge der chiralen Kette
unterdru¨ckt werden. Bei SmX handelt es sich um nicht na¨her bestimmte kristalline Phasen
[38].
meren erfolgen, da ansonsten eine antiklinische Geometrie in einem Racemat nicht zu
verwirklichen ist. Die dazu notwendige chirale Erkennung, die lokal vorhanden sein
muss, stellt allerdings nur eine Hypothese dar.
Das Px-Modell verdankt seinen Namen der Polarisation, die an den Randbereichen
der Schichten entsteht [40]. Die SmCA-Phase besitztD2-Symmetrie mit zwei C2-Achsen;
die eine liegt in der Mitte der Schicht und verla¨uft senkrecht zur molekularen Tiltebene
(Y-Richtung), die andere liegt am Rand der Schicht und liegt parallel zur Tiltebene
(X-Richtung) (vgl. Abb. 7.15 in Kap. 7.3.3). In diesem Fall wird eine antiferroelek-
trische Struktur u¨ber die Px-Px-Wechselwirkung zwischen zwei Schichten stabilisiert.
Dies trifft sogar fu¨r Racemate zu, da Px immer existiert, wa¨hrend Py Null ist. Dieses
Modell genu¨gt also Punkt (2). FT-IR-Untersuchungen mit polarisiertem Licht geben
Hinweise darauf, dass die CO-Gruppen in SmC und SmCA eine unterschiedliche Orien-
tierung einnehmen [41]. Dieses Modell beru¨cksichtigt allerdings nicht die Mo¨glichkeit
eines unterschiedlichen Rotationsverhaltens des Moleku¨ls um die Moleku¨lla¨ngsachse.
Aber auch ohne eine spezielle Ausrichtung der CO-Gruppen liegt Px aus Symmetrie-
gru¨nden immmer vor und wirkt stabilisierend auf eine antiklinische Phase.
Ob die vorgestellten elektrostatischen Modelle wirksam sein ko¨nnen, ha¨ngt davon
ab, wie nah sich Dipol tragende Gruppen benachbarter Schichten kommen ko¨nnen.
So zeigen Ro¨ntgenexperimente am Einkristall, dass die chirale Kette in einem rech-
ten Winkel zum Core steht [42]. Das Auftreten eines solchen Knicks der Moleku¨le in
der flu¨sigkristallinen Phase wu¨rde zu einer effektiven Wechselwirkung der CO-Gruppen
fu¨hren. FT-IR- und NMR-Untersuchungen [43,44,45] finden alle eine gewinkelte Struk-
tur, kommen aber zu keiner einheitlichen Aussage u¨ber den Winkel.
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In diesem Kapitel wird auf zwei Methoden Bezug genommen: Die Hartree-Fock -Na¨he-
rung (HF) zur Ab-initio-Berechnung einzelner Moleku¨le und die molekulardynamische
Simulation, welche die Beschreibung von Vielteilchensystemen erlaubt. Will man die
elektronische Struktur von Moleku¨len beschreiben, muss man die quantenmechanische
Natur der Wechselwirkung von Elektronen im Feld von Atomkernen beru¨cksichtigen.
Im Rahmen der Born-Oppenheimer-Na¨herung gehen die Koordinaten der Kerne nur
parametrisch in die elektronische Gesamtwellenfunktion Ψ ein. Zu jedem Satz von
Kernkoordinaten ist somit durch den elektronischen Hamiltonian ein Punkt auf der
Hyperfla¨che der Energie bestimmt. Fu¨r sehr große bzw. viele Moleku¨le ist dieses Ver-
fahren allerdings zu aufwa¨ndig, so dass man quasi in empirischen Potenzialansa¨tzen
u¨ber alle elektronischen Freiheitsgrade des Moleku¨ls im Grundzustand mittelt und die
Energiehyperfla¨che als Funktion der Kernkoordinaten parametrisiert. Dieser empirische
Potenzialansatz liegt auch dieser Arbeit zu Grunde, entscheidende Potenziale sind aber
aus ab-initio berechneten Energiehyperfla¨chen bestimmt.
3.1 Ab-initio-Methoden
Die HF-Na¨herung stellt den Ausgangspunkt und gemeinsame Basis fu¨r alle anderen
verfeinerten Methoden der Elektronenstrukturrechnung dar (Configuration Interac-
tion (CI), Coupled Cluster, RS-Sto¨rungsrechnung) [46]. Aber schon die praktische
Durchfu¨hrbarkeit der HF-Na¨herung bedarf einiger Vorraussetzungen, angefangen von
geeigneten Methoden der mathematischen Physik bis hin zur Verfu¨gbarkeit der not-
wendigen Hardware. Die Umsetzung in Form von Software ist ein weiterer Aspekt und
die Bezeichnung
”
software engineering“ macht deutlich, dass die Codierung von Ab-
initio-Algorithmen ein betra¨chtliches Maß an Planung und Know-how erfordert. So
hat das in dieser Arbeit verwendete Programmpaket GAUSSIAN94 [47] eine 30ja¨hri-
ge Vergangenheit und fu¨r eine detaillierte Beschreibung muss an dieser Stelle auf die
umfangreiche Literatur verwiesen werden.
Approximation der Moleku¨lorbitale
Ausgangspunkt ist ein Ansatz fu¨r die Wellenfunktion des Grundzustandes (Φ0), der den
Spin derN Elektronen beru¨cksichtigt. Es handelt sich dabei um eine Slaterdeterminante
aus Spinorbitalen χi:
Φ0 = |χ1χ2 . . . χN〉 (3.1)
Die Spinorbitale χi selbst stellen Produkte aus Spinwellenfunktionen und (ra¨umlichen)
Moleku¨lorbitalwellenfunktionen ϕi dar. Die MO-Wellenfunktionen ϕi werden als Line-
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arkombination von Atomorbitale ϕµ angesetzt, deren Aussehen sich pha¨nomenologisch
an Lo¨sungen fu¨r das Wasserstoffatom anlehnt, sie werden aber in der Praxis durch
eine Summe von Gaußfunktionen als STO-Orbitale,
”
slater type orbitals“ angena¨hert
(Kontraktion). Um die Form von s-,p und d-Orbitalen zu gewa¨hrleisten, verwendet man
Ausdru¨cke der Form
gp = g(α, r) = cx
nymzle−αr
2
(3.2)
und optimiert die Koefizienten dµp:
ϕµ =
∑
p
dµpgp (3.3)
Funktionen vom Gaußtyp sind allerdings nicht in der Lage, den Verlauf der Wellenfunk-
tion nahe am Kern richtig zu beschreiben, da sie im Gegensatz zu Slaterfunktionen kei-
ne Spitzen (
”
cusp“) zeigen. Zur effizienten Berechnung der Zwei-Zentren-Raumintegrale
sind Gaußfunktionen aber unverzichtbar. Zur Beschreibung einer MO-Wellenfunktion
wa¨hlt man eine Linearkombination aus Atomorbitalen (LCAO); mitK Basisfunktionen
(griechisch indiziert) lassen sich somit K linear unabha¨ngige Moleku¨lorbitale bilden,
die aber nicht notwendigerweise alle besetzt sein mu¨ssen:
ϕi =
K∑
µ=1
cµiϕµ i = 1 . . . K (3.4)
Hartree-Fock-Verfahren
Die HF-Methode liefert nicht die Eigenfunktionen der elektronischen Schro¨dinger-Gleichung
H |Ψ0〉 = E |Ψ0〉 , (3.5)
sondern liefert die Eigenfunktionen Φ0 zum ”
Hartree-Fock-Hamiltonian“
HHF =
N∑
i=0
f(i) mit E(Φ0) > E(Ψ0) und Ψ0 6= Φ0.
f(i) ist der Fock-Operator, der auf das i’te Elektron in Spinorbital χi wirkt:
f(i)χ(xi) = ²χ(xi) (3.6)
f(i) = −1
2
∇2i −
M∑
A=1
ZA
ri −RA + VHF (i) = h(i) + VHF (i) (3.7)
Bei h(i) handelt es sich um die Summe von kinetischer und potenzieller Energie eines
einzelnen Elektrons i im Feld der Kerne A (in atomaren Einheiten). Die Auswertung
dieser Terme ist unproblematisch. Das Potenzial VHF hingegen stellt ein mittleres Po-
tenzial dar, das Elektron i am Ort ri auf Grund der Gegenwart anderer Elektronen
erfa¨hrt. Das Variationsprinzip besagt nun, dass es eine
”
bestmo¨gliche“ Approximati-
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on an die Wellenfunktion Ψ0 in Form von Φ0 gibt, wenn ein Minimum der Energie
gefunden wird. Diese Energie wird aber immer gro¨ßer sein als die Energie der nicht
existierenden exakten Lo¨sung, Gl. (3.5).
Die HF-Gleichung (3.7) la¨st sich fu¨r Atome noch nummerisch behandeln, aber fu¨r
Moleku¨le ist sie in dieser Form unbrauchbar. Unter Verwendung einer Basis (Gl. (3.2))
konnten Roothaan und Hall die Differentialgleichung in ein Gleichungssystem umwan-
deln, das sich mit Hilfe von Matrixalgebra lo¨sen la¨ßt (Roothaan-Hall-Gleichungen):
N∑
ν=1
(Fµν − ²iSµν)cνi = 0 µ = 1 . . . K (3.8)
Bei ² handelt es sich um eine Matrix in Diagonalgestalt mit Orbitalenergien ²i.
F wird als Fock-Matrix bezeichnet und beinhaltet die Auswirkung des Feldes der
u¨brigen Elektronen auf jedes Orbital. Fu¨r ein System mit abgeschlossener Elektronen-
schale (
”
closed shell“) gilt:
Fµν = H
core
µν +
N∑
λ=1
N∑
σ=1
Pλσ
[
(µν|λσ)− 1
2
(µλ|νσ)
]
(3.9)
(µν|λσ) ist eine Schreibweise fu¨r die zahlreich auftretenden Zwei-Elektronen-Integrale,
die die durchschnittliche Abstoßung zwischen den Elektronen beschreiben. Hcoreµν ist
die Matrixrepra¨sentation der Energie eines einzelnen Elektrons im Feld der nicht abge-
schirmten Kerne und P ist die Dichtematrix
Pλσ = 2
besetzt∑
i=1
c∗λicσi (3.10)
Die Koefizienten werden nur u¨ber alle besetzten Orbitale summiert und der Faktor
2 erscheint, da jedes Orbital mit zwei Elektronen besetzt ist. Schließlich bezeichnet
die U¨berlappmatrix S in Gl.3.8 den U¨berlapp zweier Orbitale. Beide, die Fock-Matrix
u¨ber die Dichtematrix und die Orbitale selbst, ha¨ngen von den Entwicklungskoefizi-
enten cνi ab, d.h. der Fock-Operator ha¨ngt von seinen Eigenfunktionen ab; daher ist
die HF-Gleichung nicht linear und muss iterativ gelo¨st werden. Die Vorgehensweise
wird Methode des selbstkonsistenten Feldes (SCF) genannt. Ist Konvergenz erreicht,
befindet sich die Energie an einem Minimum und die Orbitale bewirken ein Feld, das
wieder zu den gleichen Orbitalen fu¨hrt. Die Lo¨sung besteht aus besetzten und virtuellen
(unbesetzten) Orbitalen.
Grenzen der Hartree-Fock-Na¨herung
Die Geschichte der Quantenchemie besteht zu einem großen Teil aus Vereinfachungen
und Korrekturen von Gl. (3.8). Erwa¨hnt seien an dieser Stelle die Fu¨lle von semiempi-
rischen Methoden (CNDO, INDO, MNDO, AM1, PM3,. . . ), die in unterschiedlichem
Ausmaß Teile der U¨berlappmatrix S und die Mehrzentrenintegrale vernachla¨ssigen. Fu¨r
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große Moleku¨le wie etwa Proteine sind diese Methoden auch heute noch von Interesse.
Am Ende einer HF-Prozedur liegt ein Satz χi von 2K Spinorbitalen vor und der HF-
Grundzustand Ψ0 ist durch die Slaterdeterminante als bestmo¨gliche Approximation
(im Sinne der Variationsrechnung) bestimmt. Doch ko¨nnen offensichtlich weit mehr
Determinanten aus 2K Spinorbitalen gebildet werden. Die Einbeziehung dieser ein- und
mehrfach angeregten Determinanten (Konfigurationswechselwirkung, CI) ist extrem
aufwa¨ndig und man approximiert eine Full-CI-Rechnung mit wenigen ausgesuchten
ho¨her angeregten Determinanten (CISD, CASSCF). Das Zusammenspiel zwischen der
Anzahl von Basisfunktionen einerseits und der Anzahl miteinander wechselwirkender
Konfigurationen ist in Abb. 3.1 dargestellt.
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Abbildung 3.1: Der Lo¨sung der Schro¨dinger-Gleichung fu¨r Moleku¨le kann sich nur angena¨hert
werden: Je mehr Basisfunktionen man verwendet, desto mehr Determinanten sind erlaubt.
(Ihre Anzahl wa¨chst gema¨ß dem Binomialkoeffizienten 2K u¨ber N .)
Nachfolgend wird die Gu¨te der HF-Na¨herung anhand einiger ausgewa¨hlter Beispiele
illustriert.
Die Energieminimierung eines Moleku¨ls fu¨hrt zwangsla¨ufig zu einer Optimierung sei-
ner Geometrie; Bindungsla¨ngen und -winkel sind von zentralem Interesse in der Quan-
techemie und Tab. 3.1 zeigt einige Ergebnisse von HF-Rechnungen fu¨r die Moleku¨le
Wasser, Ammoniak und Benzonitril. Die verwendeten Basissa¨tze sind alle in der No-
menklatur von Pople angegeben [48]. Die
”
split-valence“-Basisa¨tze 6-31Gd und 6-31Gd*
liegen in akzeptabler Na¨he zum HF-Limit: Fu¨r die inneren Schalen jedes Atoms wird ei-
ne Kontraktion von sechs Gaußfunktionen angesetzt, die Valenzfunktionen werden aus
einer Kombination (split) aus einer primitiven und einer Kontraktion von drei Gauß-
funktionen angesetzt. Die Bezeichnung
”
double-zeta“-Basis trifft daher nur teilweise
zu, da eine ho¨here Flexibilita¨t bei der Wahl der Entwicklungskoeffizienten nur fu¨r die
Valenzschale eingefu¨hrt wird. Entscheidend ist die Verwendung von Funktionen vom
d-Typ (Polarisationsfunktionen) fu¨r die Elemente der zweiten Periode bzw. vom p-Typ
fu¨r Wasserstoff, da man damit eine sog. ausgeglichene Basis schafft. Eine schlichte Ver-
gro¨ßerung der Basis (double-, triple-zeta usw.) – ohne den Einbezug von Funktionen
der ho¨heren Drehimpulsquantenzahlen – fu¨hrt nicht zum Erfolg; verwendet man die
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NH3 H2O Benzonitril
Basissatz A˚ Grad A˚ Grad rCN/pm
STO-3G 1.033 104.200 0.990 100.000 115.700
4-31G 0.991 115.800 0.951 111.200 114.000
6-31G 1.004 107.500 0.948 105.500 113.700
6-31Gd 1.004 107.600 0.943 106.000
HF-limit 1.000 107.200 0.940 106.100
Experiment 1.085 106.700 0.957 104.500 115.900
Tabelle 3.1: Bindungsla¨ngen und -winkel in Ammoniak, Wasser und Benzonitril in Abh. vom
Basissatz. Benzonitril stellt die Grundko¨rper in der Homologenreihe der Cyanobiphenyle
dar [46,49].
Basissatz NH3 H2O FH CO Benzonitril
STO-3G 1.787 1.726 1.289 0.168 3.64
4-31G 2.300 2.608 2.280 −0.602 4.54 (3-21G)
6-31Gd 1.952 2.227 1.983 - 4.84
6-31+Gd 1.891 2.186 1.972 −0.333 4.93
HF-limit 1.660 1.995 1.942 −0.110 -
Experiment 1.472 1.850 1.820 0.044 4.3
Tabelle 3.2: Theoretische und experimentelle Dipolmomente (D) ausgewa¨hlter Verbindungen.
Die Abfolge der Dipolmomente H2O > FH > NH3 wird erst bei dem Basissatz 6-31Gd
richig wiedergegeben [46].
Basis 4-31G, gera¨t Ammoniak zu einem planaren Moleku¨l. Von großem Interesse ist
weiterhin die Elektronenverteilung im Moleku¨l; leider gibt es kein eindeutiges Verfah-
ren, die Elektronen unter den Kernen aufzuteilen, obwohl diese Populationsanalysen
den am meisten intuitiven Einblick in die Elektronenstruktur liefern. Die Partialladun-
gen, die man nach den Methoden von Mullikan oder Lo¨wdin erha¨lt, sind keine Erwar-
tungswerte im quantenmechnischen Sinn. Das Dipolmoment und die ho¨heren Momente
der Elektronendichte sind hingegen eindeutig bestimmt. Wie sich herausgestellt hat,
u¨berscha¨tzt die HF-Methode mit einer 6-31Gd-Basis molekulare Dipolmomente um ca.
10% (Tab. 3.2); außerdem befindet man sich noch nicht in der Na¨he des HF-Limits. Die
Konsequenzen dieser Tatsache werden spa¨ter bei der Simulation kondensierter Phasen
diskutiert (Abschn. 3.5.1). Dort wird auch ein weiterer, in dieser Arbeit verwendete
Weg beschrieben, wie man vom elektrostatischen Potenzial zu einer Ladungsverteilung
gelangen kann. Aus Tab. 3.2 ist ebenfalls ersichtlich, dass sich im Fall des kleinen Mo-
leku¨ls Kohlenmonoxid die HF-Methode pathologisch verha¨lt. Nur einer gegenseitigen
Aufhebung von Fehlern ist es zu verdanken, dass der minimale Basissatz STO-3G das
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Vorzeichen des Dipolmoments richtig wiedergibt. Erst die Einbeziehung der Elektro-
nenkorrelation fu¨hrt zu einer erfolgreichen Vorhersage.
Die letzten Spalten der Tab. 3.1 und 3.2 enhalten Daten zu Benzonitril [49]. Es steht
repra¨sentativ fu¨r große organische Moleku¨le und insbesondere fu¨r das Mesogen nCB
im Speziellen, dessen Phasenverhalten entscheidend von der molekularen Elektrostatik
gepra¨gt wird. Allgemein la¨sst sich feststellen, dass die HF-Methode die Geometrie von
Moleku¨len zufriedenstellend beschreiben kann; die Abweichungen zum Experiment lie-
gen um 0, 03A˚ bzw. um 1, 5◦ bei Winkeln.1 Im na¨chsten Abschnitt wird gezeigt, wie sich
aus Kombination von Ab-initio-Berechnungen und bewa¨hrten empirischen Parametern
ein erfolgversprechender Potenzialansatz zur Simulation von Mesophasen ergibt.
1Allerdings ist es gar nicht leicht, ein passendes Experiment zu finden. Die ha¨ufig verwendeten Kris-
tallstrukturen sind immer die Folge von Packungseffekten und anderen intermolekularen Wechsel-
wirkungen.
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3.2 Zur Technik der MD-Simulation
3.2.1 Potenzialfunktionen
Allen Kra¨ften in der MD-Simulation liegen diverse Potenzialfunktionen zugrunde. Die-
se sollen in diesem Abschnitt kurz klassifiziert und ihre Handhabung in der Simulation
erla¨utert werden, bevor im na¨chsten Abschnitt auf die genaue Parametrisierung ein-
gegangen wird. Fu¨r die Kraft fi auf ein Teilchen i im Feld anderer N − 1 Teilchen
gilt:
fi = −∇iU(rN) = mid
2rNi
dt2
(3.11)
Bei der Beschreibung flexibler Moleku¨le mit ihren zahlreichen Deformationsmoden muss
grundsa¨tzlich zwischen intra- und intermolekularen Beitra¨gen unterschieden werden:
U(rN) = Uintra + Uinter (3.12)
Uinter(r
N) =
∑
i
u1(ri) +
∑
i
∑
j>i
u2(ri, rj) +
∑
i
∑
j>i
∑
k>j>i
u3(ri, rj, rk) + . . . (3.13)
Wie Gl. (3.13) verdeutlicht, la¨ßt sich Uinter in die Wechselwirkung mit einem externen
Feld aufteilen (etwa Beha¨lterwa¨nde, u1) und in Wechselwirkungen zwischen Paaren,
Tripeln usw. von Teilchen. Es kommt der praktischen Durchfu¨hrbarkeit sehr entgegen,
dass Uinter von der paarweisen Wechselwirkung dominiert ist, die nur vom Abstand
rij = ri − rj zwischen zwei Teilchen abha¨ngt. Die Kraftberechnung zwischen solchen
Paaren stellt den zeitaufwa¨ndigsten Teil der MD-Technik dar. Die intramolekularen
Beitra¨ge setzen sich insofern ab, als eine Kodierung von umfangreichen algebraischen
Ausdru¨cken [50] erforderlich ist – bedingt durch die partiellen Differentiationen der
Winkelterme nach den kartesischen Koordinaten–, die Durchfu¨hrung der eigentlichen
Berechnung aber nicht zeitkritisch ist.
3.2.2 Die kurzreichweitige Wechselwirkung
Zuna¨chst legt die Berechnung der intermolekularen Wechselwirkungen der Anzahl der
Moleku¨le in der Computersimulation eine Grenze auf; die aktuelle maximale System-
gro¨ße liegt in einer Gro¨ßenordnung von 104 Wechselwirkungszentren. In einer Simulati-
onsbox von solchen nanoskopischen Ausmaßen wu¨rde ohne Verwendung periodischer
Randbedingungen (PBC) die Oberfla¨che dominieren (u1 in Gl. (3.13)), das System
gleichsam nur aus Oberfla¨che bestehen. Bei Verwendung der PBC tritt ein Teilchen an
einer Seite der Box aus, kehrt es an der gegenu¨berliegenden wieder in die Box zuru¨ck.
Damit wird die Simulation einer Bulkphase ermo¨glicht, der allerdings Artefakte der
periodischen Randbedingungen anhaften ko¨nnen.
Die flu¨ssigen Edelgase stellen Musterbeispiele von Flu¨ssigkeiten dar, in denen die
kurzreichweitige Wechselwirkung dominiert. Hier liegt Pauli-Repulsion zwischen den
Elektronenhu¨llen vor, in gro¨ßerer Entfernung macht sich die attrakive Dispersionswech-
selwirkung bemerkbar. Setzt man fu¨r diese beiden Terme eine r−12 bzw. eine (−r−6)-
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Abha¨ngigkeit an, spricht man auch von Lennard-Jones-Flu¨ssigkeiten:
ULJ = 4²
[(
σ
r
)12
−
(
σ
r
)6]
(3.14)
So war die erfolgreiche Simulation flu¨ssigen Argons von Rahman einer der ersten Mei-
lensteine in der Geschichte der MD-Simulation [51]. Allerdings gibt es keine eindeutige
Kombination aus σ und ² fu¨r den gesamten Dichte- und Temperaturbereich, und die
gefundenen Werte weichen von denjenigen ab, die den Potenzialverlauf zwischen zwei
Argonatome in der Gasphase zu beschreiben vermo¨gen. Darin zeigt sich, dass auch Drei-
Ko¨rper-Wechselwirkungen eine gewisse Rolle spielen, deren Einfluss in die Parameter
einer paarweisen Wechselwirkung einfließen kann. In der Simulation kondensierter Pha-
sen treten also effektive Paarpotenziale auf und Gl. (3.13) verku¨rzt sich somit zu
Uinter(r
N) =
∑
i
u1(ri) +
∑
i
∑
j>i
ueff2 (ri, rj)
Schon nach wenigen Atomdurchmessern kann das LJ-Potenzial durch einen kon-
stanten Hintergrund beschrieben werden, so dass explizit nur Teilchen innerhalb eines
bestimmten Cutt-off-Radius rC erfasst werden mu¨ssen. Die Mo¨glichkeit, ein Potenzi-
al bei großen Entfernungen durch einen konstanten Hintergrund zu beschreiben, stellt
die eigentliche Definition kurzreichweitiger Wechselwirkung dar. Im Zusammenspiel
mit der periodischen Fortsetzung der Simulationsbox in alle Raumrichtungen wird rC
auf maximal die Ha¨lfte der Kantenla¨nge der Simulationsbox beschra¨nkt; gema¨ß dieser
Minimum-Image-Konvention (MI) ist gewa¨hrleistet, dass der Abstand eines Teilchen
nur zu seinen na¨chsten Nachbarn (bzw. Spiegelbildern) erfasst wird. Nachbarschafts-
listen dienen dazu, diejenigen Teilchen um ein Zentralteilchen zu speichern, die sich
innerhalb von rc aufhalten [52,53]. Somit verkleinert sich die Kraftschleife erheblich.
3.2.3 Die langreichweitige Wechselwirkung
Potenziale, die wie 1/r oder langsamer abklingen, werden als langreichweitig bezeichnet,
und ein Abschneideverfahren ist nicht mehr zula¨ssig. Das Coulomb-Potenzial, essentiell
zur Beschreibung von Moleku¨len mit einem nicht verschwindenden Ladungsmoment,
fa¨llt in diese Kategorie. Erst eine konsequente Behandlung der Elektrostatik fu¨hrt da-
zu, dass z. B. ein DNA-Kristall in der Simulation stabil bleibt [54]. Eine im Rahmen
der periodischen Randbedingungen saubere Lo¨sung besteht darin, das elektrostatische
Potenzial aller Punktladungen in der Simulationsbox und ihren n Spiegelbildern zu
berechnen:
ϕ =
1
2
∑
n
∑
i
qi
|ri + n− r| (3.15)
Bei der Bestimmung der Gitterenthalpie kristalliner Festko¨rper (Madelungkonstante)
tritt ein ganz a¨hnliches Summationsproblem auf, denn diese Summe ist nicht nur lang-
sam, sondern auch nur bedingt konvergent. Der Ansatz von Ewald [55] besteht darin,
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die Summe geschickt in zwei Teile zu zerlegen, die schnell konvergieren:
1
r
=
1− f(r)
r
+
f(r)
r
f(r) ist im wesentlichen die Fehlerfunktion erf. Dazu wird jede Punktladung q mit einer
gaußfo¨rmig verteilten Ladungswolke umgeben:
ρ(r) = q
(
α2
pi
) 3
2
exp(−α2r2) (3.16)
Damit ist die Poisson-Gleichng, −²0∇2ϕ(r) = ρ(r), u¨ber partielle Integration zu lo¨sen
und das resultierende Potenzial aus Punktladungen und Ladungswolken fa¨llt wie eine
kurzreichweitige Wechselwirkung ab:
ϕreal =
q
4pi²0
{
1
r
− 1
r
erf (αr)
}
(3.17)
=
q
4pi²0
1
r
erfc (αr) (3.18)
Je breiter die Ladungsverteilung gewa¨hlt wird (α), desto schneller klingt die komple-
menta¨re Fehlerfunktion erfc bzw. das Potenzial ϕreal ab.
Um allerdings das Potenzial der Punktladungen zu erhalten, mu¨ssen die ku¨nstlich ein-
gefu¨hrten Ladungsverteilungen wieder kompensiert werden; diese periodisch im Raum
schwankenden Ladungsverteilung – diesmal mit entgegengesetztem Vorzeichen – kann
leicht fouriertransformiert werden und in die ebenfalls fouriertransformierte Poisson-
Gleichung, ²0k
2ϕˆ(k) = ρˆ(k), eingesetzt werden. Eine Ru¨cktransformation ergibt dann
den
”
reziproken“ Anteil ϕrec :
ϕrec(r) =
∑
k6=0
ϕˆrec(k)e
ik·r
=
1
²0V
∑
k6=0
∑
j
qj
k2
exp
− k2
4α2
 e−ik·(r−rj). (3.19)
Es werden um so weniger reziproke Gittervektoren k beno¨tigt, je kleiner α ist. Da-
mit gera¨t α zu einem fu¨r jede Simulation optimierbaren Parameter. Da wa¨hrend der
Summation im reziproken Gitter weder der Fall i = j noch die gesonderte Behandlung
intramolekularer Wechselwirkungen im Moleku¨l beru¨cksichtigt wird, sind noch folgende
Korrekturterme notwendig:
Selbstwechselwirkung Die Wechselwirkung zwischen einer Punktladung und der sie
umgegenden Ladungswolke gleichen Vorzeichens ist artifiziell und muss zuru¨ck-
genommen werden.
molekulare Selbstwechselwirkung 1-2-, 1-3- und 1-4-Wechselwirkungen erfahren im
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Moleku¨l eine gesonderte Behandlung. In SimulationspacketMoscito (Abschn. 3.4.3)
besteht außerdem die Mo¨glichkeit, jede intramolekulare Wechselwirkung zu mo-
difizieren. Folglich bleibt die intramolekulare Wechselwirkung zwischen Punkla-
dungen zuna¨chst unberu¨cksichtigt.
intramolekulare Wechselwirkung Fu¨r jedes intramolekulare Site-Site-Paar wird die
Coulomb-Wechselwirkung explizit modifiziert oder ausgeschaltet und extra ohne
den Umweg der Ewald-Summation berechnet (s. Parametrisierung der intramo-
lekularen Wechselwirkung, Abschn. 3.5.2).
Wa¨hrend die Summation im Realraum a¨hnlich der kurzreichweitigen Wechselwirkung
behandelt werden kann, fu¨hrt die Berechnung eines elektrostatischen Strukturfaktors
S(k) in der k-Raum-Summe dazu, dass der Algorithmus mit einem Rechenaufwand
von O(N2) skaliert:
Ucoul =
1
2
∑
i
qiϕ(ri) (3.20)
=
1
4pi²0
∑
n
∑
κ
∑
m>n
∑
λ
qnκqmλ
erfc (αrnκmλ)
rnκmλ︸ ︷︷ ︸
Realraum-Summe
(3.21)
+
1
2²0V
∑
k6=0
1
k2
exp
− k2
4α2
 |S(k)|2︸ ︷︷ ︸
k-Raum-Summe
+ Korrekturen der Selbstwechselwirkungen (3.22)
mit S(k) =
∑
i
qie
ikri (3.23)
Entscheidende Vorraussetzung, um den Strukturfaktor u¨ber eine
”
Fast Fourier Trans-
formation“ (FFT) berechnen zu ko¨nnen, ist ein regelma¨ßiges Gitter der Punktladungen.
Die
”
Particle Mesh Ewald“-Methode (PME) [56] verwendet dazu die von Essmann et
al. beschriebene Cardinal-B-Spline-Interpolation [57]. Die auf diese Weise auf ein Git-
ter interpolierten Ladungen lassen sich nun nummerisch viel effizienter handhaben; der
Algorithmus skaliert nun mit O(N logN).
3.3 Molekulare Dynamik
Die Methode der Molekulardynamik stellt ihrem Prinzip nach eine sehr intuitive Simu-
lationsmethode dar. Dabei spielt das zweite Newtonsche Axiom eine zentrale Rolle: Die
Differentialgleichung (3.11) muss durch einen Integrationsalgorithmus unter Beru¨ck-
sichtigung von Anfangs- und Randbedingungen gelo¨st werden. Auf die Randbedingun-
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gen wurde schon in Abschn. 3.2.2 in Zusammenhang mit der Reichweite von Potenzialen
eingegangen.
3.3.1 Integration der Bewegungsgleichung
Um die Dynamik von miteinander wechselwirkenden Teilchen berechnen zu ko¨nnen
(Trajektorie), werden Integrationsalgorihmen beno¨tigt. Diese Algorithmen basieren auf
der Methode der finiten Differenzen, wobei die Zeit auf einem Gitter mit der Weite ∆t
diskretisiert wird. Kennt man die Positionen und einige ihre Ableitungen nach der Zeit,
ergibt das Integrationsschema die gleichen Gro¨ßen zu Zeit t+∆t.
In der molekulardynamischen Simulation kommt der Verlet-Algorithmus [52] am
ha¨ufigsten zum Einsatz. Ihm liegt die Idee zu Grunde, die Positioen r(t) als eine Taylor-
Entwicklung dritter Ordnung auszudru¨cken, einmal vorwa¨rts und einmal ru¨ckwa¨rts in
der Zeit. Mit den Geschwindigkeiten v, den Beschleunigungen a und der dreimaligen
Ableitungen von r nach der Zeit b schreiben sich diese Entwicklungen wie folgt:
r(t+∆t) = r(t) + v∆t+
1
2
a(t)∆t2 +
1
6
b(t)∆t3 +O(∆t4) (3.24)
r(t−∆t) = r(t)− v∆t+ 1
2
a(t)∆t2 − 1
6
b(t)∆t3 +O(∆t4) (3.25)
Die Summe dieser beiden Gleichungen bildet die Vorschrift fu¨r den Verlet-Algorithmus:
r(t+∆t) = 2r(t)− r(t−∆t) + a(t)∆t2 +O(∆t4) (3.26)
a(t) = − 1
m
∇V (r(t)) (3.27)
Da es sich bei der Integration um Newtons Bewegungsgleichungen handelt, ha¨ngt die
Beschleunigung direkt vom Ort ab.
Entwickelt sich die Dynamik des Systems mit einem Zeitschritt ∆t, ist der Fehler
von der Ordnung ∆t4, obwohl dreifache Ableitungen explizit u¨berhaupt nicht erschei-
nen. Dieser Algorithmus ist sowohl leicht zu implementieren als auch stabil. Allerdings
treten die Geschwindigkeiten nicht direkt auf, sondern mu¨ssen anhand der Positionen
interpoliert werden; der Fehler dabei ist von der Ordnung ∆t2. Die Geschwindigkeiten
gehen aber in den Ausdruck fu¨r die kinetische Energie ein, sind also zusammen mit der
potenziellen Energie wesentlich, um die Energie im System kontrollieren zu ko¨nnen.
Um diese Schwierigkeit zu umgehen, sind einige Varianten des Verlet-Algorithmus ent-
wickelt worden; diese ergeben alle die gleiche Trajektorie und unterscheiden sich nur
darin, wann welche Variablen fu¨r Ort, Geschwindigkeit und Beschleunigung im Speicher
stehen. Der Leap-frog-Algorithmus 2 ist eine solche Variante und behandelt sowohl die
Geschwindigkeiten wie auch die Orte explizit. Fu¨r große Zeitschritte (1-2 fs) bei großen
und flexiblen Moleku¨len hat er sich als stabil und genau bewa¨hrt und wird in Mos-
2R.P.Feynman verwendet diesen Algorithmus, um im neunten Kapitel des ersten Bandes seiner ”Vor-
lesungen u¨ber Physik“ die Bewegung eines harmonischen Pendels und der Planeten auszurechnen.
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cito verwendet [58]. Die Verwendung großer Zeitschritte bei der Simulation flexibler
Moleku¨le wird erst durch das Einfrieren der Hochfrequenzmoden mo¨glich; der SHAKE-
Algorithmus [59] bringt nach jedem Integrationsschritt den Bindungsabstand zwischen
zwei Sites wieder auf den Gleichgewichtswert.
3.3.2 Anfangsbedingungen
Die Anfangsbedingungen einer MD-Simulation bestehen aus Anfangsorten und An-
fangsgeschwindigkeiten aller Atome. Die Geschwindigkeiten stammen aus einer Maxwell-
Boltzmann-Verteilung bei der gewu¨nschten Temperatur. Die Festlegung einer bestimm-
ten Startkonfiguration gestaltet sich um ein Vielfaches schwieriger; eine ungeeignete
Starkonfiguration kann dazu fu¨hren, dass Phasen, die man beschreiben mo¨chte, sich
nicht einstellen ko¨nnen. Im Falle von isotropen Flu¨ssigkeiten genu¨gt es, von Positio-
nen auf einem Gitter auszugehen und das System sich selbst equilibrieren zu lassen.
Kurze Relaxationszeiten bringen das System auf einer Zeitskala von Pikosekunden ins
Gleichgewicht. Wird die Zeitskala gro¨ßer (große flexible Moleku¨le, Proteine, Polymere),
erfordert der Aufbau einer Simulation zusa¨tzliche strukturelle Informationen, die XRD-
oder NMR-Experimente liefern.
3.4 Thermodynamik
Die Berechnung thermodynamischer Eigenschaften erfolgt in der MD-Simulation auf
statistischer Grundlage, d.h. sa¨mtliche Eigenschaften sind das Resultat von Mittelwert-
berechnungen. Im statistischen Sinn handelt es sich um Ensemblemittel. Die Mittel-
werte einer Simulation sind nur dann korrekt, wenn diese ergodisch ist: Dem System
muss wa¨hrend der Simulation der gesamte Phasenraum zuga¨nglich sein, indem es je-
de u¨ber die Potenzialfunktion erlaubte Konformation mit charakteristischer Ha¨ufigkeit
einnimmt. Im natu¨rlichen mikrokanonischen Ensemble der MD-Simulation wird diese
Ha¨ufigkeit u¨ber eine Wahrscheinlichkeitsdichte beschrieben, die δ(H(Λ) − E) propor-
tional ist. Λ repra¨sentiert einen Satz an Teilchenpositionen und -momenten mit H(Λ)
als Hamiltonfunktion. Praktisch wird von keiner Simulation der gesamte Phasenraum
erfasst, aber fu¨r viele Eigenschaften reicht auch schon ein kleinerer Teil des Phasen-
raums aus. Allerdings muss die prinzipielle Zuga¨nglichkeit des gesamten Phasenraums
gewa¨hrleistet sein; dies ist in der Natur – in der MD-Simlation approximiert u¨ber die
Newtonschen Bewegungsgleichungen – der Fall. Im Gegensatz dazu sind die auftre-
tenden Verschiebungen in Monte-Carlo-Simulationen hochgradig artifiziell, so dass es
ausgeschlossen sein kann, den gesamten Konfigurationsraum abzudecken.
3.4.1 Druck und Temperatur
Jeder Observablen A entspricht in der statistischen Thermodynamik ein Ensemblemit-
tel < A >. In der Natur erfolgt die Mittelung u¨ber die Zeit (Dauer einer Messung).
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In der MD-Simulation wird, wie im realen Experiment, das Ensemblemittel durch ein
Zeitmittel berechnet:
< A >= lim
t
1
t
∫
A(Λ)dt = lim
1
m
m∑
i=1
Ai(Λ) (3.28)
Die Mittelung erfolgt also u¨ber Konfigurationen des gleichen Systems an unterschied-
lichen Zeitpunkten.
Die Temperatur ist u¨ber die kinetische Energie K zuga¨nglich:
<
N∑
p2i /mi >= 2 < K >= (3N −Nc)kBT (3.29)
Nc stellen die nicht zuga¨nglichen Freiheitsgrade des Systems dar. Darunter fallen der
Gesamtimpuls und die eingefrorenen Bewegungsmoden.
Fu¨r die Berechnung des Drucks stellt das Virial <
∑
rifi > die Abweichung vom
idealen Verhalten dar:
pV = NkBT +
1
3
<
∑
rifi > (3.30)
3.4.2 Andere Ensembles
Das NVE-Ensemble hat den Nachteil, dass sich Druck und Temperatur nicht – wie im
Experiment – vorgeben lassen. Um Druck und Temperatur zu beeinflussen, muss das
System gezielt gesto¨rt werden; Kollisionen mit virtuellen Teilchen (Anderson-Thermo-
stat) fu¨hren dann z.B. zu großen Artefakte in der Dynamik, aber die Verteilungsfunk-
tionen entsprechen dann einem kanonischen Ensemble. Der Nachweis des Vorliegens
eines definierten Ensembles ist theoretisch schwierig und manchmal nicht eindeutig. So
ist der Nose-Hoover-Thermostat zwar fu¨r komplexe Systeme geeignet [60, 61], bewirkt
beim harmonischen Oszillator aber ein pathologisches Verhalten. Fu¨r diesen speziel-
len Fall fu¨hren Nose-Hover-Ketten zum Erfolg. Molekulardynamische Simulationen im
isobaren Ensemble sind ebenfalls mo¨glich, wegen eines unverha¨ltnisma¨ßig hohen Im-
plementierungsaufwands aber selten anzutreffen [62,63].
Berendsen [64] hat einen sehr einfachen Thermo- und Barostat vorgeschlagen, der
einfach zu implementieren ist und im Grenzwert schwacher Kopplung die Dynamik
des Systems nicht beeinflusst. Es gelingt zwar die Vorgabe von Druck und Temperatur,
aber es liegt dafu¨r ein artifizielles
”
Berendsen-Ensemble“ vor, dessen zweite statistischen
Momente keine Beziehung mehr zu thermodynamischen Gro¨ßen haben. So ist etwa die
isotherme Kompressibilita¨t βT nicht mehr mit Volumenfluktuationen verknu¨pft:
σ2(V ) = V kBTβT mit σ
2(V ) =< V 2 > − < V >2 (3.31)
In der Berendsen-Kopplung werden Druck bzw. Temperatur in einem Prozess erster
Ordnung ihren Zielwerten angena¨hert (Relaxationszeiten τT , τP ) , indem die Geschwin-
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digkeiten bzw. Koordinaten mit den Faktoren λT und λP neu skaliert werden:
λT =
(
1 +KT∆t(
T0
T (t)
− 1)
)1/2
mit KT =
2cV
kBτT
≈ 1
τT
(3.32)
λP = (1 +KP∆t(P (t)− P0))1/3 mit KP = βT
τP
(3.33)
Einzig fu¨r den FallKT∆t = 1 stellt sich ein definiertes Ensemble ein: das isokinetische
Ensemble. Fu¨rKT∆t = 0 ergibt sich wieder das NVE-Ensemble. Fu¨r Wasser [64] konnte
gezeigt werden, dass fu¨r τT > 0, 5 ps die Dynamik des Systems nicht mehr gesto¨rt wird
(schwache Kopplung). Fu¨r die Druckkopplung wird die Bedingung τP > τT nahegelegt.
3.4.3 Das Simulationspacket Moscito
Cut-off-Radius rc : 0, 9A˚
Cut-off-Radius der Nachbarschaftsliste : 1, 1A˚
Update der Nachbarschaftsliste : automatisch [65]
T-Kopplung KT : 1 · 10−3
p-Kopplung Kp : 1 · 10−7
PME-Gitterweite : 1A˚
Ordnung der PME-Interpolation : 4
Ewald-Konvergenz-Parameter α : 5.36A˚−1
SHAKE-Konvergenz : 0, 001
Integrationsschritt ∆t : 2, 0 fs
Tabelle 3.3: Verwendete Moscito-Parameter fu¨r die Simulationen. Die Druckskalierung ge-
schieht in allen drei Raumrichtungen unabha¨ngig.
Im Simulationsprogramm Moscito kommt der Berendsen-Thermo - und Barostat
zum Einsatz. Die Integration der Bewegungsgleichungen geschieht u¨ber den Leap-frog-
Algorithmus, die Bindungsla¨ngen werden mit SHAKE konstant gehalten.3 Die intra-
und intermolekularen Wechselwirkungen werden strikt getrennt behandelt. Dies er-
laubt, bindende Wechselwirkungen beliebig zu modifizieren. Außerdem wird ein schwer-
punktbasiertes Virial verwendet (Gl. 3.30), so dass eventuelle Zwangsbedingungen und
3Eine interessante Alternative zum Leap-frog-Algorithmus stellen ”reversible reference system pro-
pagator algorithms“ (RESPA) dar; in einem Liouville-Operator-Formalismus kann gezeigt werden,
wie die Kraftberechnung effizienter gestaltet werden kann, indem nach der Reichweite der Kra¨fte
innerhalb des Systems unterschieden wird. Der auf diese Weise entstehende reversible Integrator ist
letztlich wieder der Leap-frog-Algorithmus, diesmal allerdings mehrmals ineinander verschachtelt
entsprechend den Kra¨ften im System. Da dann auch die schnellste auftretende Dynamik erfasst
wird, ist keine Fixierung der Bindungsla¨ngen mehr erforderlich. Eine ausfu¨hrliche Darstellung fin-
det sich in [66].
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intramolekulare Anteile nicht in die Druckberechnung eingehen; in Gl. (3.30) stellen die
ri Moleku¨lschwerpunkte dar, wa¨hrend die fi die Summe der Kra¨fte auf alle Sites des
Moleku¨ls i darstellen. Die MI-Konvention wird daher auch nur auf ganze Moleku¨lein-
heiten angewendet. Eine ausfu¨hrliche Darstellung findet sich imMoscito-Manual [58].
Die in den Simulationen verwendeten globalen Parameter sind in Tab. 3.3 aufgefu¨hrt.
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3.5 Parametrisierung
Die Parametrisierung der Wechselwirkungspotenziale geht von experimentellen Daten
von Moleku¨lgeometrien aus. Diese ha¨ngen aber immer von der Umgebung des Moleku¨ls
ab. Die Gleichgewichtsgeometrien eines Moleku¨ls im Kristall, in Lo¨sung oder Gasphase
ko¨nnen voneinander abweichen. Um diese Abha¨ngigkeit zu vermeiden, ist man auf
Experimente in der Gasphase oder Ab-initio-Berechnungen angewiesen. Erstere liegen
aber nur fu¨r eine sehr begrenzte Anzahl von Moleku¨len vor, so dass fu¨r den betrachteten
Fall Ab-initio-Berechnungen herangezogen werden.
Da flu¨ssigkristalline Substanzen zu keiner Stoffklasse wie z. B. Proteine geho¨ren, wo
empirische Kraftfelder zu Verfu¨gung stehen, muss ein praktikabler Ansatz gefunden
werden, der
”
korrigierend“ in die empirischen Kraftfelder eingreift. Dabei konzentriert
man sich auf die Elektrostatik und die konformativ wichtigen weichen Moden. Insbeson-
dere zur Ermittlung von Partialladungen, die die elektronische Struktur des Moleku¨ls
charakterisieren, muss fu¨r jedes Moleku¨l erneut das elektrostatische Potenzial ab-initio
bestimmt werden. Fu¨r die Torsionsmoden des Moleku¨ls ist es allerdings ausreichend,
sich auf geeignete Moleku¨lfragmente zu beschra¨nken. Die auf diese Weise erhaltenen
Torsionspotenziale ko¨nnen spa¨ter – abha¨ngig von der Topologie des Moleku¨ls – wieder
verwendet werden. Sa¨mtliche Torsionspotenziale des Zielmoleku¨ls MHPOBC sind auf
diese Weise ab-initio charakterisiert worden; die entsprechende Zerlegung in Fragmente
zeigt Abb. 3.2 Nachfolgend findet sich eine detaillierte Beschreibung des Kraftfelds und
seiner ab-initio-optimierten Parameter.
CH3C( )2
X O Y
CH3X = Ph,
Y = Ph,
Ph−Ph
HO−Ph−Ph−COOH
−O−Ph
O−Ph
−O−Ph−Ph
CH3
O
C2 C2 C2 C2 C2 C2CT C3OSC
C3
HCO
PhOSC
O
PhPhOSC2C2C2C2C2C2C3
Abbildung 3.2: Formaler Aufbau des Zielmoleku¨ls aus den Wechselwirkungstypen der
Tab. 3.4. Der Phenylring ist mit Ph abgeku¨rzt. Die Zerlegung in Atomquadrupel, welche
wichtige Torsionspotenziale definieren, fu¨hrt zu den ebenfalls dargestellten Fragmentmo-
leku¨len, an denen die berechneten Diederwinkelpotenziale markiert sind.
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3.5.1 Intermolekulare Wechselwirkungen
Die Wechselwirkung der Moleku¨le untereinander erfolgt paarweise additiv. Der inter-
molekulare Anteil der potentiellen Energie lautet:
Uinter =
1
4pi²0
∑
n
∑
κ
∑
m>n
∑
λ
qnκqmλ
rnκmλ︸ ︷︷ ︸
Coulomb-Term
+
∑
n
∑
κ
∑
m>n
∑
λ
4 ²nκmλ

(
σnκmλ
rnκmλ
)12
−
(
σnκmλ
rnκmλ
)6︸ ︷︷ ︸
Lennard-Jones-Term
(3.34)
Im verwendeten SimulationsprogrammMoscito erfolgt die Berechnung der Coulomb-
Wechselwirkung mit Hilfe des PME-Verfahrens (s. Abschn. 3.2.3). Die Indizes m und n
bezeichnen zwei Moleku¨le, deren Atome (Sites) u¨ber die Partialladungen q bzw. u¨ber
die LJ-Parameter ²nκmλ und σnκmλ miteinander wechselwirken. Fu¨r die LJ-Wechsel-
wirkungsparameter wird die Mischungsregel von Lorentz-Berthelot angewendet. Be-
sonders hervorzuheben ist, dass Methylen- und Methylgruppen der Alkylketten jeweils
als einzelne Wechselwirkungszentren beschrieben werden. Hierbei kommen die Para-
meter von Siepmann et al zum Einsatz [67], mit denen sich die Thermodynamik von
Alkanen bis zum kritischen Punkt beschreiben la¨sst. Alle anderen Parameter sind dem
OPLS-Kraftfeld von Jorgensen entnommen [68]. Bei dem verwendeten Kraftfeld han-
delt es also um eine Mischung aus einem All-atom- und United-atom-Ansatz (Tab. 3.4).
Typ Beschreibung σ/A˚ ²k−1B / K M/
g
mol
C Carbonylkohlenstoff (sp2) 3.75 52.88 12.0
C2 Methylengruppe 3.93 47.00 14.01
C3 Methlgruppe 3.93 114.00 15.01
CA Kohlenstoff im Phenylring (sp2) 3.55 35.25 12.0
CAB Bru¨ckenkohlenstoff im Biphenyl 3.55 35.25 12.0
CT sp3-Kohlenstoffatom 3.50 33.24 12.0
HA Wasserstoffatom im Phenylring 2.42 15.11 1.01
HC Alkylwasserstoff 2.50 15.11 1.01
O Carbonylsauerstoff (sp2) 2.96 105.76 15.99
OS sp3-Sauerstoff in Ether/Ester 2.90 70.51 15.99
Tabelle 3.4: Definition der Wechselwirkungstypen
35
3 Methoden
Optimierte Parameter: Partialladungen
Partialladungen auf allen explizit behandelten Atomen sind ein Vehikel, um das elektro-
statische Potenzial (ESP) eines Moleku¨ls zu modellieren. Damit stellt sich zuna¨chst die
Frage, wie man an eine Verteilung der Elektronendichte gelangt, um das ESP berech-
nen zu ko¨nnen, und welche Konformation des Moleku¨ls man betrachtet. Mittlerweile
ermo¨glicht es die heutige Rechnergeneration, routinema¨ßig ein Moleku¨l mit ca. 15 Ato-
men im HF-Limit zu beschreiben. Die Repra¨sentation des ESP in Form von Ladungen
ist jedoch nicht eindeutig; die verwendeten Anpassungsverfahren fu¨hren oftmals zu ar-
tifizell hohen Ladungen auf einzelnen Sites und somit auch zu starken Artefakten in
der intramolekularen Dynamik.4 Alle Nicht-Wasserstoffatome, die zudem noch stark
abgeschirmt sind (z. B. sp3-Kohlenstoff), tragen schlecht bestimmte, meist zu hohe
Ladungen. Eine Minimierung dieser Ladungen ist gerade bei flexiblen Moliku¨len von
besonderer Bedeutung, da es sonst zu einer starken Verschiebungspolarisation kommen
kann. Die Gruppe um Kollman hat versucht, durch Einfu¨hrung von Zwangsbedin-
gungen dem Prozess der Ladungsbestimmung eine besser definierte Richtung zu geben:
Gerade fu¨r schwere Atome wird eine mo¨glichst geringe Partialladung angestrebt, indem
fu¨r den Optimierungsprozess eine Zielladung von Null u¨ber zusa¨tzliche Zwangsbedin-
gungen gl vorgegeben wird (Lagrange-Multiplikatoren λl) [69]:
f(q1, . . . qN) = χ
2
ESP + χ
2
hyp.restr. + λ1g1 + . . . λwgw (3.35)
χ2ESP =
ESP−points∑
i
(Vi −
N∑
j
qj
rij
)2 (3.36)
χ2hyp.restr. = a
N∑
j
[(q2j + b
2)1/2 − b] (3.37)
Bei Vi handelt es sich um das quantenmechanisch bestimmte elektrostatische Potenzial
an den Punkten i (ESP) und qi sind die resultierenden Ladungen (Gl. 3.36). U¨ber eine
hyperbolische Funktion (Gl. 3.37) kann eine bestimmte Ladung mit der Wichtung a
vorgegeben werden, wa¨hrend das Verhalten der Funktion and den Randbereichen relativ
willku¨rlich mit b = 0.1e festgelegt wird. Am Minimum der Funktion f (Gl. 3.35) gilt
δf
δqk
= 0,
δf
δλl
= 0 ∀k, l
Die resultierende Matrizengleichung der Form Aq = B muss fu¨r q iterativ gelo¨st wer-
den, da die Matrix A von q abha¨ngt. Die notwendigen Algorithmen finden sich be-
reits kodiert im Programm RESP (
”
restraint elektrostatic potential“), das u¨ber die
AMBER-Homepage zu beziehen ist [70]. Die auf diese Weise bestimmten Ladungen
tragen wesentlich zur Gu¨te des AMBER-Kraftfelds bei. Folgende Prozedur liegt dieser
Arbeit zu Grunde:
4starke Repulsion in der 1,4-Wechselwirkung
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Verfahren
”
wk/free“ Eine Zielladung von Null wird fu¨r die schweren Atome im Mo-
leku¨l angestrebt (mit einer schwacher Ankopplung von a = 5 · 10−4). Fu¨r die
u¨brigen Sites gibt es keine Nebenbedingungen.
Verfahren
”
st/eq“ Außer fu¨r die Atome in Methyl- und Methylengruppen werden die
erhaltenen Ladungen aus dem ersten Schritt beibehalten (diesmal sta¨rker mit
a = 1 · 10−3). Fu¨r Wasserstoffatome in Methyl- und Methylengruppen wird als
Nebenbedingung die Gleichheit ihrer Ladungen gefordert.
Die so erhaltenen Ladungen, die die quantenmechanisch erhaltenen Multipolmomen-
te bestmo¨glich wiedergeben, haben gu¨nstige Auswirkungen: Man stellt eine geringere
Abha¨ngigkeit von der jeweiligen Moleku¨lkonformation fest und die Torsionsbarrieren
und Hydratisierungsenergien werden realistisch modelliert [70,71,72].
Abb. 3.3a zeigt als Beispiel die Abha¨ngigkeit der Ladungen auf einem Atomquadrupel
des entsprechenden Torsionswinkel. Dazu wurde bei jedem festgehaltenen Diederwinkel
nach der quantenmechanischen Geometrieoptimierung der u¨brigen Moleku¨lfreiheitsgra-
de das elektrostatische Potenzial berechnet und Ladungen mit dem zweistufigen RESP-
Verfahren ermittelt. Am ho¨chsten Minimum des Potenzials erkennt man deutlich, dass
die Ladung stark schwankt. Aus diesem Grund bietet RESP die Mo¨glichkeit, eine Mit-
telung u¨ber mehrere Moleku¨lkonformationen vorzunehmen. Diese Option wurde im
vorliegenden Fall aber nicht angewendet.
Zur Generierung der Punkte, an denen quantenmechanisch das elektrostatische Po-
tenzial in MHPOBC und den Fragmenten fu¨r die Ladungsanpassung ausgerechnet wer-
den soll, dienen Kugelschalen um die einzelnen Atome, deren kleinster Radius vom
Van-der-Waals-Radius des betreffenden Atoms bestimmt wird. Mit dem Programm
DPPOL aus der MOSCITO-Sammlung [58] wurden im vorliegenden Fall vier Kugel-
schalen mit einem gegenseitigen Abstand von 0, 2A˚verwendet. Die ab-initio-Rechnung
erfolgte mit verku¨rzten Alkylketten: Die Hexyl- bzw. Octylkette wurde jeweils durch
eine Ethylgruppe ersetzt.
3.5.2 Intramolekulare Wechselwirkungen
Die bindende Wechselwirkung ist durch die Struktur des Moleku¨ls festgelegt. Zwei
benachbarte, chemisch gebundene Atome unterliegen einem Bindungsla¨ngenpotenzial.
Der gesamte Bindungsbeitrag zur potenziellen Energie von N Moleku¨len mit jeweils G
Bindungen lautet
Ub =
1
2
N∑
n
G∑
g
kbng
(
rng(κλ) − r0ng
)2
(3.38)
Drei chemisch gebundene Atome definieren einen Bindungswinkel, das resultierende
Bindungswinkelpotenzial ist eine Drei-Ko¨rper-Wechselwirkung:
Ua =
1
2
∑
n
∑
g
kang
(
ϕng(κλω) − ϕ0ng
)2
(3.39)
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Abbildung 3.3: (a) Torsionswinkelabha¨ngigkeit der Ladungen (Symbole) auf den Sites des
Quadrupels OS-CT-C2-C2. Es sind nur die ersten drei Sites beru¨cksichtigt. Der Verlauf des
Torsionspotenzials ist ebenfalls eingetragen (gepunktete Linie, ohne Maßstab).
Um Phenylringe oder Carbonylsysteme planar zu halten, ha¨lt man die Quadrupel der
Sites κ,λ,ω und τ mit Hilfe einer starken harmonischen Kraft in einer Ebene (
”
improper
dihedral“):
Uimp =
1
2
∑
n
∑
g
kding(Ψng(κλωτ) −Ψ0ng)2 (3.40)
Diese einfachen, harmonischen Ansa¨tze erweisen sich als praxistauglich. g bedeu-
tet im jeweiligen Fall ein Tupel (κλ), Tripel (κλω) oder Quadrupel (κλωτ) aus Sites
eines Moleku¨ls. Die Gleichgewichtsbindungsla¨ngen und -winkel sowie die Kraftkonstan-
ten sind dem OPLS-Kraftfeld [68] entnommen und finden sich tabelliert im Anhang.
Regula¨re Torsionspotenziale Udied werden im folgenden Abschnitt na¨her beschrieben.
Die gesamte intramolekulare Wechselwirkung besteht aus der Summe der genannten
Beitra¨ge erga¨nzt um eine explizite Behandlung der intramolekularen Coulomb- und
LJ-Wechselwirkung:
Uintra = Ub + Ua + Uimp + Udied
+
1
4pi²0
M∑
n=1
Nn−1∑
κ=1
Nn ′∑
λ=κ+1
qκqλ
rκλ
fnκλ (3.41)
+
N∑
n
∑
κ
′∑
λ
4 ²κλ
{(
σκλ
rκλ
)12
−
(
σκλ
rκλ
)6}
(3.42)
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Mit fnκλ la¨sst sich die intramolekulare Coulomb-Wechselwirkung modifizieren. Auch
die intramolekularen LJ-Parameter sind separat wa¨hlbar5.
Optimierter Parameter: Torsionspotenziale
Torsionspotenziale spielen im Wechselspiel zwischen inter- und intramolekularen Ein-
flu¨ssen eine entscheidende Rolle, besonders auf dem Gebiet der
”
weichen Materie“,
und bestimmen maßgeblich die Gestalt eines Moleku¨ls. Die Schwierigkeit der Modellie-
rung von Torsionspotenzialen ergibt sich daraus, dass lediglich eine Modifizierung der
(nicht bindenden) 1,4-Wechselwirkung den Verlauf nicht zufriedenstellend beschreiben
kann. Somit wird ein korrigierendes Diederwinkelpotenzial Udied notwendig, das die
1,4-Wechselwirkung modifiziert:
Udied =
∑
n
∑
g
kdpng
[
1 + cos
(
mngψng(κλωτ) − ψ0ng
)]
(3.43)
La¨sst man fu¨r jedes Quadrupel κλωτ von Sites mehrere Cosinusterme zu, kann prak-
tisch jeder Verlauf eines Torsionspotenzials u¨ber eine Reihenentwicklung mit mng =
1 . . .∞ beschrieben werden. In Tab. A.3 im Anhang sind fu¨r alle Site-Quadrupel die
Parameter aufgefu¨hrt, die durch Anpassung der im folgenden beschriebenen Torsions-
potenziale gefunden wurden. Diese Anpassung gelingt mit Gl. (3.43) in der Regel sehr
befriedigend [49], so dass in dieser Arbeit darauf verzichtet wird, neben den ab-initio
erhaltenen Potenzialen die entsprechenden Anpassungen darzustellen. Man zerlegt das
Zielmoleku¨l in Quadrupel von Atomtypen A-B-C-D und fu¨hrt an geeigneten Frag-
mentmoleku¨len Ab-initio-Berechnungen von Torsionspotenzialen durch. Auf dem Ni-
veau HF/6-31G* wird der jeweils betrachtete Torsionswinkel fixiert und das gesamte
Fragmentmoleku¨l einer Geometrieoptimierung unterzogen. Diese Fragmentierung wur-
de schon in Abb. 3.2 deutlich.
Etherfragmente
Die Torsion C2-OS-CA-CA in Abb. 3.4a findet sich in Mesogenen ha¨ufig, dennoch
ist sie in diversen Kraftfeldern nur unzureichend parametrisiert, wie ku¨rzlich Glaser
et al. zeigen konnten [73]. Im Minimum liegt eine
”
in plane“-Struktur vor, das zwei-
te lokale Minimum bei 90◦ verschwindet unter sto¨rungstheoretischer Beru¨cksichtigung
der Elektronenkorrelation (Mo¨ller-Plesset-Sto¨rungsrechnung 2.Ordnung, MP2 [73]). Er-
setzt man den Phenylring durch ein Biphenylsystem, ist kaum eine Vera¨nderung zu
erkennen. Die Kristallstruktur besta¨tigt im wesentlichen die Lage des gefundenen ab-
soluten Minimums [42].
Wandert man im Zielmoleku¨l weiter Richtung Alkylkette, ergeben sich noch zwei
weitere Torsionspotenziale, die Ethersauerstoff enthalten (Abb. 3.4b). Man beobachtet
5Die Striche an den Summenzeichen bedeuten, dass 1,2- und 1,3-Wechselwirkung ausgeschaltet und
die 1,4-Wechselwirkungen um den Faktor fnκλ = 0.5 verringert bzw. ganz abgeschaltet sind, wenn
es sich um eine Torsion aus Zentren im United-atom-Ansatz handelt.
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eine Angleichung der Minima und Maxima sowie eine Absenkung der trans-Barriere,
wenn sich der Ethersauerstoff in Stellung 4 befindet.
Esterfragmente
Da es sich bei dem Zielmoleku¨l um einen Doppelester handelt, gibt es eine ganze Reihe
entsprechender Torsionen zu beru¨cksichtigen. Die zentralen Bindungen der betrach-
teten Torsionen sind in Abb. 3.5a mit Ziffern bezeichnet, die Substituenten mit X
und Y abgeku¨rzt. Je nachdem ob man fu¨r Y einen Phenylring oder einen Alkylrest
wa¨hlt, wird die zentrale oder die laterale Estergruppe des Zielmoleku¨ls beschrieben.
Unabha¨ngig von Y erlaubt der Potenzialverlauf um die Bindungen 1 und 2 praktisch
keine freie Drehbarkeit, es liegt wie im Kristall eine Trans-Konformation vor. Die Tor-
sion um Bindung 3 (CA-CA-OS-C) hingegen zeigt viel niedrigere Torsionsbarrieren: In
Abb. 3.5b ist dargestellt, wie sich die Torsionsbarrieren bei steigender Zahl resonanter
Substituenten weiter verkleinern. Fu¨r das Zielmoleku¨l MHPOBC bedeutet dies, dass
die Vorstellung von einem starren Core nur bedingt gerechtfertigt ist, denn es ist eine
interne Rotation im Core des Moleku¨ls mo¨glich.
Alkylfragmente
Wa¨hlt man fu¨r Y eine Propylgruppe (Abb. 3.6), wird damit der U¨bergang in die ande-
re Seitenkette des Zielmoleku¨ls beschrieben. Da dann nicht mehr die gleiche Resonanz
wie im Core mo¨glich ist, zeigt die Torsion C-OS-CT-C2 keine Abha¨ngigkeit mehr von
Substituent X. Ru¨ckt man in der Kette weiter nach rechts, ergeben sich drei weitere cha-
rakteristisch verschiedenen Torsionspotenziale: Das erste (OS-CT-C2-C2) unterscheidet
sich von den folgenden in seinem globale Minimum, das bei bei 60◦ liegt. Zusammen
mit dem Torsionspotenzial aus Abb. 3.5a scheint es fu¨r den starken Knick (Bent) dieser
Seitenkette verantwortlich, der im Kristall besonders ausgepra¨gt ist; im Kristall liegt
das Minimum des Potenzials, das Abb. 3.5a beschreibt, sogar noch bei einem kleineren
Wert, so dass in dieser und folgenden Torsionen der Grund fu¨r den starken Knick dieser
Kette von 90◦ zu sehen ist.
Obwohl in MHPOBC nicht vorhanden, sollen an dieser Stelle noch die Torsionen
der Alkylkette in Gegenwart eines Phenylrings beschrieben werden, die in den Cya-
nobiphenylen auftreten (Abb. 3.7). In MHPOBC verla¨uft dieser U¨bergang wie schon
beschrieben u¨ber einen Ethersauerstoff. Wie aus dem Vergleich mit einer reinen Alkyl-
kette ersichtlich wird, nehmen die Barrieren in der Na¨he des Phenylrings ab; verglichen
mit der Torsion im Etherfragment (Abb. 3.4b), liegt jetzt ein Minimum bei ca. 90◦ vor,
also eine Out-of-plane-Geometrie.
Biphenyl
Die zwei Phenylringe des Biphenylsystems in Abb. 3.8 zeigen eine Verkippung von
45◦. Der Verlauf des Torsionspotenzials a¨ndert sich nicht, wenn man das resonante
pi-System mit einer Hydroxy- und einer Carboxygruppe vergro¨ßert. Die Packung im
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Kristall hingegen fu¨hrt zu einer nahezu planaren Anordnung. Die im flu¨ssigkristallinen
Zustand auftretende Verkippung ist fu¨r die Ramanaktivita¨t der damit verbundenen
Schwingungsmode verantwortlich und wird in Abschn. 6.1.1 diskutiert. In einer Studie
des gesamten Phasendiagramms dient der Winkel zwischen den beiden Phenylringen als
charakteristische Sonde. In der Gasphase findet man dort einen Winkel von 45, 7◦ [74].
3.5.3 Anmerkungen zum verwendeten Kraftfeld
Dem gewa¨hlten Kraftfeldansatz liegen ganz praktische Gesichtspunkte zu Grunde: Die
Verwendung eines Hybrid-Modells, einer Mischung aus United-atom und All-atom bei
der Beschreibung der atomaren Details, bringt eine große Ersparnis in der Rechen-
zeit mit sich. Gleichzeitig hat sich der United-atom-Ansatz bei Alkanen bewa¨hrt. Auf
eine Beru¨cksichtigung der Polarisierbarkeit wird explizit verzichtet, nur in der Ver-
wendung leicht u¨berscha¨tzter Dipolmomente wird versucht, diesen wichtigen Effekt zu
beru¨cksichtigen [72]. Eine explizite Beru¨cksichtigung ha¨tte aufwa¨ndige Iterationen zur
Folge, die das Zeitfenster der vorliegenden Simulationen weiter verkleinert ha¨tten. Die
ermittelten Ladungen gelten nur in der Minimumgeometrie exakt. Von entscheidender
Bedeutung ist aber, dass bei Konformationsa¨nderung das Dipolmoment einen a¨hnlichen
Verlauf nimmt wie in der ab-initio-Rechnung. Dies wird in Abschn. 6.3 noch genauer
untersucht.
Die Beschreibung der intramolekularen Dynamik mit Hilfe eines einfachen Diagonal-
kraftfelds reicht aus, da in den vorliegenden MD-Simulationen keine spektroskopische
Genauigkeit angestrebt wird, sondern eine Modellierung von wesentlichen thermotro-
pen Flu¨ssigkristallphasen, die ganz essentiell auf dem Wechselspiel zwischen den wei-
chen intramolekularen Moden und intermolekularer Wechselwirkung beruhen. Die ver-
gleichsweise geringe Bedeutung der harten intramolekularen Moden kommt darin zum
Ausdruck, dass fu¨r diese auch unspezifische Werte angesetzt werden ko¨nnten, die sich
nur an der Bindungsordnung orientieren, ohne die Aussagekraft molekulardynamischer
Simulationen zu schma¨lern [7, 17].
Die Verwendung mo¨glichst vieler ab-initio berechneter Parameter hat sich im u¨brigen
als nicht optimal herausgestellt. Die Wirkung sa¨mtlicher Kraftfeldparameter muss darin
bestehen, essentielle Gro¨ßen wie Dichte, Verdampfungs- oder Sublimationsenthalpie im
experimentellen Rahmen wiederzugeben. Dafu¨r sind insbesondere die Parameter der
kurzreichweitigen intermolekularen Wechselwirkung verantwortlich. Diese sind daher
in dieser Arbeit dem Jorgensen-Kraftfeld entnommen. Aus einer vergleichenden Stu-
die in [75] geht hervor, dass das MMFF94-Kraftfeld, das seine Parameter vollsta¨ndig
auf Ab-initio-Rechnungen zuru¨ckfu¨hrt, entscheidende Schwa¨chen zeigt. Es kommt ohne
Partialladungen aus, da in ein 14-7-Potenzial die Polarisierbarkeiten der Atome einflie-
ßen.
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3.5.4 Implementierung
Um mit einer MD-Simulation beginnen zu ko¨nnen, mu¨ssen zuna¨chst sa¨mtliche Kraft-
feldparameter in einer Datei vorliegen. Dazu eignet sich das Programm FFPARSE, das
der Moscito-Sammlung beiliegt, in hervorragender Weise. Es erkennt die Topologie
eines Moleku¨ls anhand von kartesischen Koordinaten und versucht, alle notwendigen
Parameter einer zentralen Sammlung zu entnehmen. Eine solche Sammlung existiert
bereits fu¨r verzweigte Alkane und Alkohle sowie fu¨r Fettalkohlethoxylate (
”
Henkel-
Kraftfeld“). Die Ladungen ko¨nnen zusammen mit den kartesischen Koordinaten in einer
Datei mit mol2-Format vorliegen, die mit dem Program Molden [76] generiert wird
und in der die einzelnen Sites zuna¨chst mit Kraftfeldsymbolen des SYBYL-Kraftfelds
versehen sind [77]. Diese ko¨nnen aber leicht u¨ber einen gezielten Suchprozess durch die
gewu¨nschten Symbole ausgetauscht werden. Da Molden quantenchemische Berech-
nungen aufsetzen und darstellen kann, ist es an diesem Punkt der Implementierung
gu¨nstig, die Ladungen zusammen mit den kartesischen Koordinaten in die Mol2-Datei
schreiben zu lassen.6 Die Ladungen sind im Anhang in Tab. A.6 aufgefu¨hrt, die Num-
merierung der Sites zeigt Abb. A.1.
Die im weiteren fu¨r FFPARSE relevanten Informationen entnimmt es einer FF-Datei,
in der alle Wechselwirkungstypen im Sinn von Tab. 3.4 definiert sind sowie alle binden-
den Wechselwirkungen. Diese sind im Anhang in den Tabellen A.1, A.2, A.3, A.4, A.5
aufgefu¨hrt. Zur Beschreibung der Torsionspotenziale taucht ein weiterer Parameter
n auf; kann das gleiche Torsionspotenzial durch mehrere Pfade beschrieben werden
wie z.B. CA-CA-OS-C2, korrigiert dieser Faktor die Kraftkonstanten entsprechend der
Ha¨ufigkeit des Torsionspfads. Die FF-Datei entha¨lt auch Vorschriften zur Skalierung
der 1,4-Wechselwirkung. Es ko¨nnen daru¨berhinaus zwischen beliebigen Sites die Wech-
selwirkungen abgeschaltet werden. Dies geschieht zwischen den United-atom-Zentren
der Alkylketten. Beim Aufruf von FFPARSE wird festgelegt, welche Mischungsregeln
verwendet werden sollen.
Die in dieser Arbeit zusammengestellte Parametersammlung sollte es im Prinzip
ermo¨glichen, mit u¨berschaubarem Aufwand Simulationen weiterer Derivate von Biphe-
nylcarboxylaten aufzusetzen.
6Praktisches Detail: Man ist an dieser Stelle auf die Reihenfolge der Atome festgelegt, wie sie bei der
Berechnung mit GAUSSIAN94 vorliegt. Auch das Programm RESP greift auf diesen Datensatz
zuru¨ck.
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Abbildung 3.4: a) Torsionspotenzial der Drehung um den Diederwinkel des Pfads CA-CA-OS-
C2. (b) Torsionspotenziale der Alkylkette des Propylphenylethers, die das Sauerstoffatom
enthalten. In allen Fa¨llen sind die entsprechenden Winkel aus der Kristallstrukur einge-
zeichnet (senkrechte Linie) [42].
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Abbildung 3.5: Torsionspotenziale von diversen Esterfragmenten, die im Core des Zielmoleku¨s
vorkommen. (a) 1 und 2 zeigen durchweg eine sehr große Verwindungssteifigkeit. (b) Die
Torsion um 3 als zentrale Bindung zeigt starke Abha¨ngigkeit von den Substituenten X und
Y. Der entsprechende Winkel aus der Kristallstruktur ist eingetragen (senkrechte Linie)
[42].
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Abbildung 3.6: (a) Das Torsionspotenzial C-OS-CT-C2 zeigt keine A¨nderung, wenn fu¨r X eine
Methylgruppe statt einer Phenylgruppe verwendet wird. (b) Weitere Torsionspotenziale der
Alkylkette. Das ausglo¨schte zweite Minimum in der Torsion CT-C2-C2-C2 ru¨hrt daher, dass
die Alkylkette des Fragments zu lang ist, um bei einer Geometrieoptimierung immer im
globalen Minimum vorzuliegen. Die im Kristall eingenommenen Winkel sind als senkrechte
Linien fu¨r die ersten beiden Torsionen ebenfalls eingetragen [42].
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Abbildung 3.7: Torsionspotenziale beim U¨bergang vom Phenylring in eine lineare Alkylkette.
Je mehr aromatische C-Atome am Torsionspfad beteiligt sind, desto geringer fallen die
Barrieren aus. Kein Strukturmerkmal von MHPOBC.
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Abbildung 3.8: Verlauf des Torsionspotenzials zwischen zwei Phenylringen. Weitere Substi-
tuenten haben keinen Einfluss auf den Verlauf. Der entsprechende Winkel aus der Kristall-
struktur betra¨gt nahezu 0◦ [42].
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4.1 Experimentelles
Smektische Flu¨ssigkristallphasen bieten die Mo¨glichkeit, sie in frei schwebenden Fil-
men zu untersuchen: Wegen der geringen Dicke der Filme ist man zu Aussagen auf
molekularer Ebene in der Lage. Frei schwebende Filme produziert man normalerweise
in der A-Phase, sie ko¨nnen aber auch direkt in der C-Phase erzeugt werden. Ihre Sta-
bilita¨t reicht von zwei bis zu tausenden von Schichten. Dicke Filme untersucht man,
wenn es um die Temperaturabha¨ngikeit helikaler U¨berstrukturen geht, deren Pitch mit
Hilfe von Bragg-Reflexen bestimmbar ist. Den anderen Extremfall stellen einschichtige
Filme von C-Phasen dar, die nach kurzer Zeit reissen. Die Anzahl N der Schichten
kann genau bestimmt werden, so dass freie Filme von allgemeinem Interesse sind, da
an ihnen die Vera¨nderung physikalischer Eigenschaften beim U¨bergang von quasi zwei
nach drei Dimensionen untersucht werden kann. Die Dicke der Schicht wird u¨ber die
optische Reflektivita¨t bestimmt. Zur Pra¨paration wird die Probe auf einem rechtecki-
gen Ausschnitt eines du¨nnen Glassubstrats verteilt. Ein elektrisches Feld von der Gro¨ße
1V/mm, welches parallel zur Schicht angelegt wird, reicht bei ferroelektrischen Flu¨ssig-
kristallen aus, um den Direktor der Schicht senkrecht zum Feld homogen auszurichten.
Die Feldsta¨rke ist um drei Gro¨ßenordnungen kleiner als diejenige, die zum Schalten ei-
ner SSFLC-Probe notwendig ist, da die Probe keinen Zellwa¨nden anhaftet. Misst man
den Depolarisationsgrad des reflektierten Lichts, kann man daraus die Richtung des
c-Direktors ableiten (Tiltrichtung der einzelnen Schichten).
Abb. 4.1 illustriert, welche Vorstellungen man sich nach ellipsometrischen Untersu-
chungen von den molekularen Prozessen macht, die bei Phasenumwandlungen in smek-
tischen Systemen mit geringer Schichtanzahl auftreten [78, 79]. Diese Untersuchungen
zeigen deutlich das Auftreten antiklinischer Phasen am unteren Ende der Temperaturs-
kala. Außerdem tritt beim Verlassen der SmA-Phase lokal unterschiedlich ein Tilt auf:
Die inneren Schichten (bulka¨hnlich) kippen im Vergleich mit den Randschichten erst
bei niedrigeren Temperaturen. Da die Untersuchungen an Filmen ganz unterschiedli-
cher Dicke N durchgefu¨hrt wurden, la¨ßt sich eine Art Phasendiagramm (Abb. 4.2) kon-
struieren, das in einem N-T-Raum die Stabilita¨t von SmCA-, SmC- und SmA-Phasen
demonstriert. Je weniger Schichten einen Film auszeichnen, desto temperaturstabiler
werden die Phasen.
4.2 Simulation frei schwebender Filme
Fu¨r eine molekulardynamische Untersuchung smektischer Phasen scheint ein sukzessi-
ver Aufbau eines Systems sinnvoll. Inspiriert von den experimentellen Untersuchungen
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(a) (b)
(c)
Abbildung 4.1: Temperaturabha¨ngigkeit des Ellipsometriewinkels ∆ in frei schwebenden Fil-
men von MHPOBC und schematische Darstellung der molekularen Anordnung. Die Filmdi-
cken betragen in a) vier Schichten, in b) drei Schichten und c) zwei Schichten. Die Symbole
¦ und ∗ entsprechen den zwei Polarita¨ten eines externen Felds entlang der Filmschicht; auf
diese Weise kann in den C-Phasen die Richtung des Tilts vorgegeben werden [78,79].
48
4.2 Simulation frei schwebender Filme
 385
 390
 395
 400
 405
 410
 415
 0  5  10  15  20  25  30
T/
K
N
SmCA
SmC
SmA
CACA−>C
C−>A
Abbildung 4.2: Phasenumwandlungstemperaturen smektischer Phasen von MHPOBC in
Abha¨ngigkeit der Anzahl an Schichten N . Das Bulk-Limit (N = ∞) ist beim U¨bergang
SmCA nach SmC erst bei 30 Schichten erreicht [78].
wird der Versuch unternommen, smektische Phasen mit einer Schicht, zwei und vier
Schichten zu simulieren.
Periodische Randbedingungen eignen sich in erster Linie zur Simulation von Quasi-
Bulksystemen. FSF-Systemen fehlt diese Periodizita¨t jedoch in Richtung der Schicht-
normalen: Die a¨ußeren Schichten befinden sich in Kontakt mit einem anderen Medium
(Luft). Um eine Separation dieser Grenzschichten von folgenden Schichten zu errei-
chen, muss in der Simulation ein Kunstgriff verwendet werden: Die Ausdehnung der
Box in Richtung der Schichtnormalen wird wa¨hrend der Simulation auf einen hinrei-
chend großen Wert festgelegt, d.h. die Druckkopplung wird in z-Richtung ausgeschal-
tet. Eine Periodizita¨t liegt nunmehr immer noch vor, allerdings ist der Abstand zwi-
schen den Grenzschichten so groß, dass die Wechselwirkungen zwischen diesen Schichten
weitgehend unterdru¨ckt werden. Aus nummerischen Gru¨nden (Verwendung der PME-
Summation) kann dieser Abstand nicht beliebig groß gewa¨hlt werden.
4.2.1 Charakterisierung
Tabelle 4.1 zeigt wichtige Kenngro¨ßen der Filmsimulationen. Allen Simulationen liegt
eine pseudokristalline Startstruktur zu Grunde: Eine einzelne Schicht besteht aus 36
Moleku¨len zu gleichen Anteilen top-down orientiert, die streng auf einem 6x6-Gitter
abwechselnd top bzw. down angeordnet sind. Es handelt sich jedes Mal um das gleiche,
in seiner Geometrie energieminimierte Enantiomer (R-Konfiguration).
Eine U¨bersicht u¨ber das zeitliche Verhalten der Systeme mit jeweils einer Schicht,
zwei und vier Schichen geben Abb. B.2, B.1 und B.3 im Anhang (375K). Beim Vier-
Schichten-System ist die Anfangsphase wegen Datenverlust nicht darstellbar. Gezeigt
wird der Tiltwinkel und der Ordnungsparameter P2 jeder Schicht, die jedem Moleku¨l
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#Schichten 1 2 4 2 2
Moleku¨le 36 72 144 72 72
T/K 375 375 375 350 400
Box(z)/nm 8 12 18 12 12
Dauer/ns 9 8 4 8 10
1A/nm2 0,237 0,229 0,228
Tabelle 4.1: Parameter zur Simulation der FSF-Systeme. 1A ist die einem Moleku¨l innerhalb
der Schicht zur Verfu¨gung stehende Fla¨che. Die La¨nge der Simulationsla¨ufe beinhaltet auch
die Equilibrierungsphase.
zu Verfu¨gung stehende Fla¨che innnerhalb der Schicht und der Azimuthwinkel jeder
Schicht, gemessen an einer raumfesten Achse. Das Ein-Schicht-System ist u¨ber einen
Zeitraum von 10 ns unter großen Fluktuationen stabil, ebenso die anderen Systeme.
Wie auch in nematischen Phasen stellt der Direktor einer Schicht den Eigenvektor zum
gro¨ßten Eigenwert der Ordnungssmatrix [4] dar:
1
2N
N∑
(3ujαu
j
β − δαβ) mit α, β = x, y, z (4.1)
N ist die Anzahl an Moleku¨len innerhalb einer Schicht. Als Vektor uj im Moleku¨l j dient
ein normierter Richtungsvektor entlang des starren Cores1. Der Tiltwinkel θ zwischen
dem Direktor einer Schicht und der Schichtnormalen ist zwar zu jedem Zeitpunkt von
Null verschieden (Abb. B.2), die Verteilung dermolekularen Tiltwinkel (Abb. 4.3a) zeigt
aber, dass die Moleku¨le bevorzugt parallel zur Schichtnormalen orientiert sind. Beim
1-Schichtsystem machen sich die großen Fluktuationen in einer breiteren Verteilung
bemerkbar. Trotz des kleinen Tiltwinkels, den der Direktor zeigt, ist jedoch dessen
Azimuth u¨ber weite Zeitbereiche wohl definiert und es besteht selbst in diesem Fall
noch eine Korrelation im Tiltverhalten zwischen den einzelnen Schichten; so erkennt
man (am Ende der Simulationen) sowohl im Zwei-Schicht-System als auch zwischen
den beiden mittleren Schichten (2 bzw. 3) des Vier-Schichten-Systems eine antiklinische
Orientierung. Die Randschichten sind azimuthal wesentlich schlechter bestimmbar und
zeigen einen kleineren Tilt (Abb. B.2).
Wie aus Tab. 4.1 hervorgeht, vera¨ndert sich der Platzbedarf pro Moleku¨l kaum, wenn
die Anzahl der Schichten variiert wird. Kommt es kurzfristig zu gro¨ßeren Tiltwinkeln,
vergro¨ßert sich der Platzbedarf (Abb. B.1, B.2,B.3).
4.2.2 Verteilung des Tiltwinkels
Wie aus Tab. 4.1 weiter hervorgeht, wurden auch Simulationen bei 350K und 400K
vorgenommen. Jedes System besteht aus zwei Schichten. Die Simulation bei 375K dient
1Dazu wurden die Sites 4 und 23 verwendet (Abb. A.1)
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Abbildung 4.3: Verteilung des molekularen Tiltwinkels gemittelt u¨ber alle Schichten des
Systems. (a) zeigt die Variation mit der Schichtanzahl, (b) zeigt den Temperatureinfluss
auf das 2-Schicht-System. Der Auswertung liegt die zweite Ha¨lfte der Gesamttrajektorien
zu Grunde (Tab. 4.1).
gleichzeitig dazu, fu¨r die Simulationen bei den anderen Temperaturen teilweise equili-
brierte Startkonfiguration zu liefern. So stellt die Simulation bei 400K eine Fortsetzung
der Simulation bei 375K nach 4 ns dar, wa¨hrend die Simulation bei 350K eine Fortset-
zung der Simulation bei 400K nach 1 ns darstellt. Einen U¨berblick u¨ber die Trajektorien
erha¨lt man aus den Abb. B.5 und B.4 im Anhang. Dieses Vorgehen kommt deutlich
im molekularen Tiltverhalten zum Ausdruck (Abb. 4.3b), da bei 375K offensichtlich
noch keine vollsta¨ndige Equilibrierung stattgefunden hat, wa¨hrend bei 350K und 400K
eine sehr a¨hnliche Verteilung vorliegt. Die weitere Entwicklung bei 400K unterscheidet
sich aber grundlegend von den anderen Systemen: Der Ordnungsparameter der Orien-
tierung P2 nimmt auf 0.85 ab. Wie aus einer Visualisierung hervorgeht, wechselt ein
Moleku¨l in den Schichtzwischenraum (Abb. 4.5). Bei allen anderen Systemen nimmt
P2 einen hohen Wert von gro¨ßer 0, 9 an. Wa¨hrend die Simulation bei 400K also ho-
he Fluktuationen im Azimuthwinkel zeigt (SmA), scheinen niedrigere Temperaturen
eine antiklinische Struktur mit kleinen, aber von Null verschiedenen Tiltwinkeln zu
stabilisieren. Auch bei 350K zeigt sich eine antiklinische Struktur.
4.2.3 Dichteprofile: Schwerpunktsverteilung und Massendichte
Die Verteilungen der Schwerpunkte oder der Massendichte entlang der Schichtnorma-
len zeigen am deutlichsten, dass es sich bei den Simulationen um (stabile) smektische
Phasen mit einem konstanten Schichtabstand handelt. Abb. 4.4a stellt die Struktur
dieser Profile bei Variation der Schichtanzahl dar. Die na¨herungsweise symmetrische
Struktur der einzelnen Schichten ergibt sich aus den asymmetrisch aufgebauten aber
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Abbildung 4.4: (a) Die Massenschwerpunktsverteilungen entlang der Schichtnormalen zeigen
eine Schichtstruktur. (b) Die Profile lassen sich aufteilen in Beitra¨ge von Moleku¨len mit
paralleler und antiparalleler Ausrichtung zur Schichtnormalen (jeweils fu¨r die Systeme mit
ein, zwei und vier Schichten; von oben nach unten).
spiegelbildlich angeordneten Subprofilen, welche man erha¨lt, wenn man nur jeweils Mo-
leku¨le gleicher Orientierung bezu¨glich der Schichtnormalen beru¨cksichtigt (Abb. 4.4b).
Fu¨r alle gezeigten Profile gilt, das sich die Schichten untereinander nur grob a¨hneln.
Dies ist ein Hinweis auf eine nicht ausreichende Mittelwertbildung, bedingt durch zu
kurze Simulationsla¨ufe. Bei dem System mit vier Schichten wurde ein Zeitbereich von
vier Nanosekunden simuliert, aber auch die la¨ngere Simulationsdauer des Systems mit
zwei Schichten ergibt noch keine exakt gleich verlaufenden Profile der Schwerpunkts-
verteilungen.
Eine bessere Statistik erziehlt man, wenn man sich nicht auf einen einzelnen Punkt
des Moleku¨ls, den Schwerpunkt, bezieht, sondern die Dichteverteilung bestimmt, zu
der alle Atome beitragen. Durch getrennte Auftragung unterschiedllicher Regionen im
Moleku¨l ko¨nnen dann auch die U¨berlappungen bestimmter Teile des Moleku¨lgeru¨sts
identifiziert werden. Zuna¨chst ist in Abb. 4.5a jedoch die Entwicklung des Gesamtdich-
teprofils im Laufe der Simulation bei 400K dargestellt. Wie schon aus dem Verlauf des
Ordnungsparameters ersichtlich wurde, bildet dieses System im Gegensatz zu den an-
deren keine stabile smektische Phase aus. In den alle zwei Nanosekunden berechneten
Profilen fu¨llt sich der Schichtzwischenraum mit der Zeit auf.
Die Frage, welche Moleku¨lteile innerhalb der Schichten u¨berlappen, la¨sst sich u¨ber
die auf Moleku¨lgruppen bezogene Dichteverteilunge beantworten: Abb. 4.5b zeigt Dich-
teprofile von unterschiedlichen Moleku¨lsegmenten, wiederum aufgelo¨st in Beitra¨ge von
Moleku¨len mit paralleler und antiparalleler Orientierung zur Schichtnormalen. Wie man
erkennt, sind es die Biphenylringe, die praktisch exakt u¨berlappen. Dies scheint die zen-
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Abbildung 4.5: (a) Das Gesamtdichteprofil bei 400K vera¨ndert sich im Laufe der Simulation
(im Abstand von 2 ns, von unten nach oben). (b) Eine Aufteilung der Gesamtdichte (fett)
in Moleku¨lgruppen bezogene Beitra¨ge getrennt nach der Orientierung der Moleku¨le (ge-
mittelt u¨ber die zweite Ha¨lfte der Simulation): Oben: Biphenylsystem, um 0, 7 nach oben
verschoben. Mitte: achirale Alkylkette (um 0, 4 nach oben verschoben). Unten: chirale Al-
kylkette.
trale strukturierende Wechselwirkung zu sein (vgl. Abb. 5.7). Als geometrische Kon-
sequenz ergibt sich dann, dass sich die Dichteverteilungen der chiralen Alkylketten im
Schichtzwischenraum u¨berschneiden, die nicht chiralen jedoch kaum. Die entsprechen-
den Auftragungen fu¨r die Systeme mit anderer Schichtanzahl finden sich in Abb. C.1
im Anhang und zeigen ein vollkommen a¨quivalentes Verhalten.
4.3 Resumme
Die in diesem Kapitel vorgestellten FSF-Simulationen zeigen Strukturen, die man auch
in Experimenten an frei schwebenden Filmen findet (Abb. 4.1). Die Zwei-Schicht-
Systeme zeigen bei 350K und 375K eine antiklinische Struktur. Der Tiltwinkel ist
verglichen mit einer Bulkphase gering. Leider liegen keine Tiltwinkel aus frei schweben-
den Filmen vor. Erho¨ht man die Temperatur auf 400K treten Fluktuationen im Azi-
muthwinkel der beiden Schichten auf. Dies kann als Hinweis auf das Vorliegen einer or-
thogonalen Phase (SmA) gedeutet werden, da keine einheitliche Tiltrichtung innerhalb
der Schichten mehr vorliegt. Die Kippung in den Schichten eines Vier-Schicht-Systems
ist komplizierter und kann im Experiment unterschiedliche Anordnungen durchlaufen;
allerdings sind es experimentell die inneren zwei Schichten, zwischen denen zuna¨chst
die Korrelation im Azimuthwinkel verloren geht. In der Simulation sind es die a¨ußeren
Schichten, die dieses Verhalten zeigen.
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Abbildung 4.6: Transversal- und Longitudinalkomponenten der Polarisation innerhalb der
Schichten fu¨r verschiedene Fa¨lle: N =∞, N = 4 und N = 3. Der erste Fall entspricht dem
Bulkzustand: In jeder Schicht sind die Moleku¨le gema¨ß der Top-down-A¨quivalenz darge-
stellt. Die einzige nicht verschwindende Komponente der Polarisation Ps in den einzelnen
Schichten ist auf den transversalen Anteil zuru¨ckzufu¨hren. In du¨nnen Filmen hingegen ist
die Situation eine andere: Fu¨r Schichten an der Oberfla¨che stellt n→ −n keine Symmetrie-
operation mehr dar. Die C2-Achse entfa¨llt und es kommt zu einer longitudinalen Kompo-
nente der Gesamtpolarisation entlang dem c-Direktor, welcher in der Tiltebene liegt, wenn
die Anzahl der Schichten geradzahlig ist [80].
Der Aufbau der Startkonfiguration fu¨r die Simulationen erfolgte nach einem einfa-
chen Prinzip: Unabha¨ngig von der Lage der Schicht bezu¨glich der Grenzfla¨che entha¨lt
jede Schicht die gleiche Anzahl an top und down orientierten Moleku¨len; fu¨r die Grenz-
schicht (Normalenvektor s mit Richtung aus dem Medium heraus) ist diese Zusammen-
setzung jedoch nur gerechtfertigt, wenn die Orientierung n · s < 0 die gleiche Energie
wie n ·s > 0 besitzt (n ist der Direktor der Schicht.). Dies ist aber nicht wahrscheinlich.
Abb. 4.6 zeigt schematisiert den Aufbau antiferroelektrischer Du¨nnschichtfilme, wie er
von Lagerwall [80] diskutiert wird: Die Grenzschichten zeigen bevorzugte Orientierung.
Unsere FSF-Simulationen entsprechen daher experimentell nicht pra¨parierbaren ideal
frei schwebenden Filmen. Ein weiteres Pha¨nomen in AFLC-Filmen betrifft die Polari-
sation: Aus Symmetriegru¨nden kommt es zu einer endlichen Polarisation in Richtung
des c-Direktors, wenn die Schichtanzahl geradzahlig ist (Der c-Direktor zeigt in der
Schichtebene in Richtung des Tilts.) [80].
Die Diskussion von Schichtabsta¨nden und Breiten der Schwerpunktsverteilungen er-
folgt im Zusammenhang mit der Simulation von Bulksystemen, die im na¨chsten Kapitel
beschrieben werden. Die FSF-Simulationen dienen dabei teilweise dazu, eine teilequili-
brierte Startstruktur zu Verfu¨gung zu stellen.
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Anders als im Kap. 4 weisen die Simulationen dieses Kapitels eine kontinuierliche pe-
riodische Schichtstruktur auf. Es handelt sich durchweg um zwei Schichten mit je 36
Moleku¨len, die periodischen Randbedinungen unterliegen. Die FSF-Simulationen des
letzten Kapitels haben dabei den Zweck, equilibrierte Starkonfigurationen bereit zu
stellen. Zum Vergleich werden aber auch Simulationen mit einer artifiziellen Start-
konfiguration aufgesetzt. Die Simulationen dieses Kapitels, die im nachfolgenden als
Bulksysteme bezeichnet werden, zeigen alle einen ausgepra¨gten Tilt. Die Diskussion
der in Abb. 5.1 in ihrer Gesamtheit dargestellten Systeme soll wie folgt stattfinden:
Die Simulationen werden durch Vergleich mit der experimentell bestimmten Phasen-
abfolge klassifiziert. Hierzu fließen Strukturinformationen aus XRD-Experimenten wie
auch Informationen zum optischen Tilt aus ellipsometrischen Messungen ein.
SmCA
SmCA
SmCA
SmCA(S)
375K, FSF 375K
400K
synanti
350K
SmC
360K
artifizieller Kristall (R)
equ.
SmX
syn
anti
SmX’
syn
anti
anti
Abbildung 5.1: U¨bersicht u¨ber die Bulksimulationen von MHPOBC mit 72 Moleku¨len und
zwei Schichten. Als Ausgangspunkt dient zum einen die equilibrierte FSF-Simulation,
zum anderen eine artifizielle Kristallstruktur. Allen Simulationen liegt das R-Enantiomer
zu Grunde, lediglich eine Simulation geht auf eine gespiegelte Konfiguration zuru¨ck (S-
Konfiguration). Diese, SmCA(375K,S), und SmCA(360K,R) werden hauptsa¨chlich in Ab-
schn. 7.2.2 behandelt. An den Pfeilen sind die Strukturen angegeben, die sich nach der
Equilibrierung bei der gegebenen Temperatur einstellen.
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(a) Kristall (b) Simulation
Abbildung 5.2: (a) Ausschnitt aus der (metastabilen) Kristallstruktur I von MHPOBC (Ent-
lang der b-Achse betrachtet, a und c schließen einen Winkel von 95,3◦ miteinander ein und
die b-Achse steht senkrecht auf der a,c-Ebene.) [42]. In der monoklinischen Elementarzelle
mit einer Dichte von 1, 123 g
cm3
liegt ein sehr kleiner Schichtabstand von 3.21 nm (θ ≈ 30◦)
und eine starke Abknickung der chiralen Alkylketten vor (”bent“). (b) Snapshot der Simu-
lation SmX
5.1 Synklinische Tieftemperaturphase (SmX)
Als synklinische Tieftemperaturphasen werden die beiden Simulationen bei 375K und
gleichsinnigem Tilt der Schichten bezeichnet. Die Bezeichnung
”
syn“ wird gewa¨hlt,
wenn die Differenz der Azimuthwinkel der beiden Schichten bei Null liegt. Der Azi-
muthwinkel wird gegen eine feste Raumachse gemessen. Der zeitliche Verlauf von Tilt,
Azimuth und Orientierungsordnung in jeder Schicht sowie Dichte dieser Simulationen
finden sich im Anhang D. Die Simulation, an deren Beginn eine equilibrierte, nahezu
orthogonale FSF-Simulation steht (Abb. D.3), entwickelt einen Tilt, dessen Richtung in
beiden Schichten die gleiche ist (SmX). Ein Snapshot dieser Simulation ist in Abb. 5.2
der Kristallstruktur gegenu¨bergestellt. Bei der Simulation, die – ausgehend von einer
artifiziellen Kristallstruktur – zuna¨chst bei 350K equilibriert wurde, ist eine synklini-
sche Geometrie noch nicht erreicht (Abb. D.1). Die Fortfu¨hrung dieser Simulation bei
375K generiert die Struktur SmX’, die schnell eine synklinische Geometrie einnimmt
(Abb.D.2). Der Grund fu¨r die Bezeichnung SmX/SmX’ wird im folgenden erla¨utert.
Der Ordnungsparameter P2 nimmt fu¨r alle Systeme den hohen Wert von 0, 9 an.
5.1.1 Schichtabstand und Tilt
Tilt θ und Schichtabstand d sind sehr eng miteinander verwandte Gro¨ßen. Man kann
θ daher definieren u¨ber:
cos θ =
d
d0
(5.1)
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5.1 Synklinische Tieftemperaturphase (SmX)
d0 ist der Schichtabstand in der SmA-Phase. Außerdem kann der Tilt als derjenige
Winkel bestimmt werden, den der Direktor einer Schicht mit der Schichtnormalen ein-
schließt (s. Kap. 4). Man spricht auch von einem XRD-Tilt und von einem optischen
Tilt: Dem ersteren liegt der mit Hilfe von Ro¨ntgenbeugung ermittelte Schichtabstand
zu Grunde, letzterer ist aus ellipsometrischen Messungen zuga¨nglich. Die beiden Metho-
den unterscheiden sich in ihren Ergebnissen, da die optische Methode die pi-Elektronen
des aromatischen Core des Moleku¨ls detektiert. Fu¨r MHPOBC ist der Verlauf des nach
beiden Methoden experimentell bestimmten Tilts in Abb. 5.3a dargestellt. Bei nied-
rigen Temperaturen ist deutlich zu erkennen, dass das Core sta¨rker geneigt ist als im
Mittel das ganze Moleku¨l. Dieses
”
Zig-Zag-Modell“ wurde bereits 1978 von Bartolino et
al. aufgestellt [27]. In der Simulation kann der XRD-Tilt u¨ber den Schichtabstand nach
Gl. (5.1) berechnet werden, der optische Tilt ist der Winkel zwischen dem Direktor
einer Schicht, berechnet aus dem moleku¨lfesten Vektor definiert in Abschn. 4.2.1, und
der Schichtnormalen. Verwendet man nun als Startkonfiguration einer Bulksimulation
eine (nahezu) orthogonale FSF-Konfiguration, kann die Entstehung eines Tilts verfolgt
werden (Abb. 5.3b). Bei 375K zeigt sich in den ersten 5 ns noch keine erho¨hte Kippung
der Schichten, dann entsteht fu¨r etwa 7 ns ein Plateau mit einem XRD-Tilt von 15◦ ,
der nach 15 ns auf einen Wert von u¨ber 20◦ ansteigt; experimentell taucht dieser Wert
in den flu¨ssigkristallinen Phasen nicht auf. Experiment und Simulation stimmen darin
u¨berein, dass das Core einen etwas ho¨heren Neigungswinkel aufweist. d0 wird in der
Simulation ermittelt, indem man eine Auftragung von momentan auftretenden Werten
von d gegen die zu diesem Zeitpunkt vorliegenden Werte von 1/ cos θ vornimmt und
gegen θ = 0 extrapoliert (Abb. D.4 im Anhang).
5.1.2 Vergleich mit der Kristallstruktur
Zieht man die Ergebnisse aus Beugungsexperimenten am Einkristall zu Rate, ergibt
sich folgendes Bild: Abha¨ngig vom verwendeten Temperaturprofil fu¨hrt der
”
monotro-
pe Polymorphismus“ [42] von MHPOBC zu verschiedenen Phasen, deren Struktur von
den vorausgegangenen thermodynamischen Prozessen abha¨ngt. Die in [42] diskutierte
kristalline Phase mit einer ausgepra¨gten Bent-Struktur (I) wandelt sich bei Tempera-
turerho¨hung u¨ber eine weitere metastabile Form (II) in die stabile kristalline Phase III
um, die schließlich in die erste flu¨ssigkristalline Phase mu¨ndet (SmCA). Dies geschieht
irreversibel, da bei Abku¨hlung die Modifikationen I und II nicht mehr erscheinen. Bei
der Struktur I handelt sich um eine synklinische Schichtstruktur mit einem Schich-
tabstand von 3, 214 nm. Der Kristall wird als hochpolar beschrieben. Den geringen
Schichtabstand bringen die Experimentatoren mit der Bent-Struktur in Zusammen-
hang: Die chirale Alkylkette (all-trans) schließt mit dem Core einen Winkel von ca. 90◦
bzw. mit der Schichtnormalen einen Winkel von ca. 45◦ ein. Der viel ho¨here Schichtab-
stand in Modifikation III (3, 71 nm, Pulverspektrum) la¨ßt die Autoren spekulieren, ob
nicht auch in der SmCA-Phase die chirale Alkylkette in einer gestreckten Konformation
vorliegt. Die Simulation zeigt jedoch, dass die Konformationen der Alkylketten in jeder
untersuchten kondensierten Phasen die gleiche Verteilung einnehmen (Abschn. 5.5).
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Abbildung 5.3: (a) Temperaturabha¨ngigkeit des Tiltwinkels im Experiment. Es wird zwischen
optischen und XRD-Tilt unterschieden. Der optische Tilt stammt aus ellipsometrischen
Messungen [34] (Daten in der SmCA-Phase nicht vollsta¨nig), der XRD-Tilt geht auf den
Schichtabstand zuru¨ck [37](Gl. (5.1)). (b) Entwicklung des optischen und XRD- Tiltwinkels
wa¨hrend der Simulation SmX bei 375K (Mittelung u¨ber beide Schichten).
In diesem Zusammenhang erweist sich die Extrapolation des Schichtabstands in die
orthogonale Phase als gerechtfertigt. Der so berechnete Wert liegt bei 3, 74 nm, der
experimentelle Schichtabstand der SmA-Phase betra¨gt 3, 54 nm (5, 6% Abweichung)1.
In den Simulationen synklinischer Geometrie werden also, vornehmlich u¨ber das Core,
die kristallinen Eigenschaften betont, wie auch der Vergleich eines Snapshots mit der
Kristallstruktur zeigt (Abb. 5.2). Als Bezeichung fu¨r diese Simulationen werden die
Abku¨rzungen SmX bzw. SmX’ gewa¨hlt.
5.1.3 Entstehung eines Tilts
Am Anfang von Simulation SmX steht eine (nahezu) orthogonale Struktur aus der FSF-
Simulation (Abb. 5.1). Der zeitliche Verlauf der Orientierung des Direktors wa¨hrend
der Simulation ist in Abb. 5.4a als Projektion des Einheitsvektors auf die Ebene senk-
recht zur Schichtnormalen dargestellt. Der Direktor jeder Schicht ist durch ein jeweils
anderes Symbol gekennzeichnet und befindet sich am Anfang in Stellung (0,0). Das
einsetzende Kippen verla¨uft in den Schichten unterschiedlich: Zuna¨chst verlaufen die
Kipp-Prozesse senkrecht zueinander und schwenken erst danach in die gleiche Richtung
(synklinische Geometrie). Den Verlauf des Tiltwinkels dieser Simulation zeigt bereits
Abb. 5.3b. Bei einer ho¨heren Temperatur von 400K entsteht eine antiklinische Geome-
trie; der Verlauf dieser Simulation ist in Abb. 5.4b dargestellt und wird im Abschn. 5.2
na¨her diskutiert. Die Kippung in beiden Schichten verla¨uft von Anbeginn in entgegen-
1In der SmA-Phase ist der Einfluss der Temperatur auf den Schichtabstand vernachla¨ssigbar.
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Abbildung 5.4: Zeitliche Entwicklung der Direktororientierung der beiden Schichten in den
Simulationen SmX und SmCA(400K). Gezeigt wird die Projektion der Spitze des Direktors
(Einheitsvektor) auf die Ebene senkrecht zur Schichtnormalen. Zum Zeitnullpunkt befindet
sich das System in der Na¨he des Ursprungs.
gesetzte Richtungen. Zwischendurch tritt eine kollektive Drehung um 90◦ ein, so dass
die antiklinische Geometrie erhalten bleibt.
5.2 SmCA und SmC
Alle Simulationen, bei denen sich eine antiklinische Struktur ausbildet (Abschn. D.2
im Anhang), weisen einen ho¨heren Schichtabstand auf als diejenigen synklinischer Geo-
metrie und werden daher als flu¨ssigkristalline SmCA-Phase bezeichnet. Geht man von
der FSF-Simulation zweier Schichten bei 375K aus, entwickelt sich bei 400K eine an-
tiklinische Geometrie (Abb. 5.1 und Abb. D.5 im Anhang). Eine Fortsetzung dieser
Simulation bei 375K wurde durchgefu¨hrt, um das Auftreten polarer Eigenschaften zu
studieren (s. Abschn. 7.2) und um mit den synklinischen Simulationen (SmX) verglei-
chen zu ko¨nnen. Man erha¨lt Dichten von 1, 04 g / cm3 bei 375K bzw. von 1, 06 g cm−3
bei 400K. Jang et al. finden bei einer Simulation von 100 MHPOBC-Moleku¨len in der
antiklinischen Geometrie eine Dichte von 1, 046 g / cm3 (T = 363K) [18]2. Fu¨r die Si-
2 Die Simulation hat eine La¨nge von 15 ns (NPT-Ensemble). Die elektrostatischen Wechselwirkungen
werden mit der PME-Methode behandelt (multiple time step integrator). Periodische Randbedin-
gungen, die eine monoklinische Simulationsbox beru¨cksichtigen, werden verwendet. Eine Antikli-
nische Struktur wird ku¨nstlich u¨ber ein elektrisches Feld von 1000V/µm erhalten (wa¨hrend der
ersten 5.6 ns).
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Abbildung 5.5: (a) Experimentell bestimmte McMillan-Parameter [81]. Die berechneten
McMillan-Parameter der Simulationen SmCA(360K) (Abschn. 7.2.2), SmCA(375K) und
SmC(400K) sind als schwarze Punkte eingezeichnet. (b) Verteilung der Massenschwerpunk-
te in Richtung der Schichtnormalen fu¨r die Simulationen SmCA(375K) (anti, oben) und
SmX’ (syn, unten), an die zusa¨tzlich Gaußfunktionen angepasst werden.
mulationen SmCA(360K) und SmCA(375K,S), der das S-Enantiomer zu Grunde liegt,
wird auf Abschn. 7.2.2 verwiesen.
Wird die Simulation SmX bei 400K fortgesetzt, sind die strukturellen Vera¨nderungen
so groß, dass fu¨r diese Simulation die Bezeichnung SmC eingefu¨hrt wird. Die Orientie-
rungsordnung (P2) in beiden Schichten fa¨llt und erreicht auch nach 30 ns noch keinen
konstanten Wert (Abb. D.7 im Anhang). Es stellt sich eine Dichte von 1, 02 g cm−3 ein,
die signifikant verschieden von derjenigen bei 400K in antiklinischer Geometrie ist. Die
Kippung der Schichten nimmt ab.
5.2.1 Smektische Ordnungsparameter
McMillan hat in seiner Theorie smektischer Phasen [82] folgende Entwicklung der Mas-
senschwerpunktsverteilung f(z) und die damit zusammenha¨ngenden Ausdru¨cke fu¨r die
Ordnungsparameter τl (McMillan-Parameter) fu¨r die Moleku¨lschwerpunkte entlang der
Schichtnormalen eingefu¨hrt:
f(z) = ρ0
[
1 +
∞∑
l=1
2τl cos
(
2pil
d
z
)]
(5.2)
τl =< cos
2pil
d
z >=
∫ d
0
f(z) cos
(
2pil
d
z
)
dz (5.3)
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Je ho¨her die McMillan-Parameter τl sind, desto idealer ist die eindimensionale Trans-
lationsordnung. Je weniger τl beno¨tigt werden, desto sinusfo¨rmiger ist der Verlauf des
Profils. Aus den integrierten Beugungsreflexen ho¨herer Ordnung erha¨lt man zuna¨chst
nur Quotienten aus McMillan-Parametern τl.
3 In [81] wa¨hlt man zur Bestimmung der
absoluten McMillan-Parameter eine Gaußverteilung zur Beschreibung von f(z). Mit
diesem Kunstgriff ist zugleich eine Aussage u¨ber die Breite < z2 > der Verteilung
mo¨glich, da diese ein expliziter Parameter der Gaußverteilung ist.4 Den Autoren gelingt
auf diese Weise eine anschauliche Beschreibung der smektischen Phasen von MHPOBC:
Die Ordnung in der antiklinischen Geometrie (unterer Temperaturbereich) wird mit ei-
nem τ1 zwischen 0,8 und 0,7 beschrieben (Abb. 5.5a). Beim U¨bergang in die synklinische
Phase erfolgt ein Sprung, und τ1 fa¨llt weiter bis auf 0,6. In der SmA-Phase bei ∼ 390K
erho¨ht sich die Ordnung wieder leicht. Die Parameter τ2 und τ3 zeigen im Trend alle
den gleichen Verlauf. Fu¨r die relative Breite (bezogen auf den Schichtabstand) finden
die Autoren in der SmCA-Phase einen Wert zwischen 0,12 und 0,14. Die relative Breite
erho¨ht sich in der SmC-Phase spontan auf 0,15-0,16.
Die molekulardynamische Simulation erlaubt es, Schwerpunktsverteilungen direkt
auszurechnen. In Abb. 5.5b sind diese Verteilungen bei 375K in anti-und syn-Geometrie
dargestellt (Simulationen SmCA(375K) und SmX’). Eine Gaußsche Glockenkurve stellt
in allen Fa¨llen eine gute Na¨herung dar [83]. Eine gaußverteilte Schwerpunktsverteilung
findet man experimentell nicht bei dem
”
einfachen“ Smektogen 8CB, hier ist τ2 = τ3 =
0. Die Simulation spiegelt also den deutlich anderen Schichtcharakter der smektischen
Phasen von MHPOBC wieder. Die McMillan-Parameter, die relativen Breiten und die
Schichtabsta¨nde, die aus dem Abstand der Schwerpunktsverteilungen ermittelt werden,
finden sich in Tab. 5.1. Im nachfolgenden werden die Strukturparameter hinsichtlich
der experimentellen Ergebnisse erla¨utert.
5.2.2 Vergleich mit experimentellen Ergebnissen
relative Breite
√
< z2 >/d Die synklinische Simulation SmC(400K) zeigt die brei-
teste Verteilung. Bei der gleichen Temperatur zeigt die antiklinische Phase
SmCA(400K) eine weniger breite Verteilung. Dies entspricht den experimentellen
Befunden in der flu¨ssigkristallinen Phase. Gema¨ß ihres pseudokristallinen Cha-
rakters zeigt Simulation SmX’ eine schmale Verteilung (Abb. 5.5b).
McMillan-Parameter τl Die Systeme SmX und SmX’ zeigen Werte, die zu hoch fu¨r
eine flu¨ssigkristalline SmCA-Phase sind. Die Werte fu¨r die antiklinischen Systeme
SmCA(400K) und SmCA(375K) liegen im antiklinischen Bereich. In Abb. 5.5a
sind auch die McMillan-Parameter zweier Simulationen mit aniklinischer Geome-
3Um die einzelnen Parameter τl getrennt ermitteln zu ko¨nnen, ist die Kenntniss des molekularen
Strukturfakors notwendig: Die Berechnung desselben in [81] erfolgt anhand einer Moleku¨lgeome-
trie mit der ”geringsten sterischen Energie“. τl sei außerdem unabha¨ngig von den Details der
Konformation, die Konformation selbst nicht abha¨ngig von der eingenommenen Phase.
4 1√
2<z2>pi
exp
(
− z22<z2>
)
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Abbildung 5.6: Entwicklung des McMillan-Parameters τ1 in den Systemen SmX,
SmCA(360K), SmCA(400K) und SmC(400K).
trie (bei unterschiedlicher Temperatur) aufgefu¨hrt, die den experimentellen un-
gefa¨hr folgen. Das SmC-System bei 400K zeigt eine deutliche Erniedrigung von
τ1, wie man auch experimentell fu¨r die synklinische Phase findet; es stellt aber
keine stabile SmC-Phase dar, sondern zerfa¨llt langsam in die isotrope Phase. In
Abb. 5.6 ist dargestellt, wie sich τ1 wa¨hrend der Simulationen SmX, SmCA(360K),
SmCA(400K) und SmC entwickelt. Die von einer equilibrierten FSF-Struktur aus-
gehenden Simulationen erreichen ein Plateau, das allerdings stark fluktuiert; hier
macht sich die geringe Systemgro¨ße bemerkbar. Die SmC-Simulation verbleibt
15 ns bei einem Ordnungsparameter zwischen 0,70 und 0,75 bevor der Zerfall
beginnt. Auch P2 in Abb. D.7 fa¨llt in diesem System kontinuierlich.
Schichtabstand d Der Schichtabstand im SmX-Systems liegt nicht im flu¨ssigkristalli-
nen Bereich. Der Schichtabstand von 3, 44 nm bei SmCA(400K) passt zu dem ex-
perimentellen Wert von 3, 39 nm, den man bei Eintritt in die SmCA-Phase findet.
Eine Absenkung der Temperatur fu¨hrt allerdings wieder zu einem Anstieg von
Schichtabstand und Tilt. Im SmC-System liegen sehr große Fluktuationen vor5, so
dass der Schichtabstand anfangs weiter fa¨llt; wenn der Zerfall der Schichtstruktur
beginnt, ist allerdings wieder ein Anstieg zu erkennen, da der Tiltwinkel wieder
kleiner wird. Im Anhang (Abb. D.8) findet sich die Schwerpunktsverteilung am
Anfang und am Ende dieser Simulation. Dabei ist eine zunehmende Population
des Schichtzwischenraums zu beobachten.
5Experimentell liegt die SmC-Phase in einem Temperaturintervall von drei Grad.
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√
<z2>
d
< z2 > d τ1 Dauer/ns ρ/
g
cm3
SmX 375K 0,111 0,145 3,43 0,82 22,5 1,06
SmX’ 375K 0,115 0,148 3,35 0,77 50 1,06
SmCA 400K 0,131 0,204 3,44 0,75 12,5 1,04
SmCA 375K 0,132 0,224 3,59 0,75 37,5 1,06
SmCA 360K 0,112 0,130 3,24 0,84 37,5 1,063
SmCA(S) 375K 0,118 0,168 3,47 0,81 22,5 1,06
SmC 400K 0,140 0,190 3,10 0,70 37,5 1,02
FSF 0,13 0,26 3,90
exp. SmA 3,52
SmCA 0,12-0,14 3,39 0,7-0,8
krist. 3,21 1,123
Tabelle 5.1: Charakteristische Gro¨ßen der simulierten smektischen Phasen zusammen mit
experimentellen Werten [81]. Der Schichtabstand d (exp.) der SmCA-Phase bezieht sich
auf die Temperatur am Phasenu¨bergang von kristalliner zur SmCA-Phase. Kristalldaten
aus [42]. La¨ngenangaben in nm. Nicht aufgefu¨hrt ist der Schichtabstand von 3, 74 nm,
der aus der Extrapolation der Simulation SmX nach θ = 0 resultiert. Alle Mittelwerte
stammen aus equilibrierten Abschnitten der Simulationen. Simulationen SmCA(360K) und
SmCA(375K,S) werden in Abschn. 7.2.2 na¨her behandelt.
5.3 Strukturierung der Schichten
In diesem Abschnitt soll die Struktur der Schichten mit radialen Paarverteilungsfunk-
tioen g(r) beschrieben werden. Diese beschreiben die Aufenthaltswahrscheinlichkeit an-
derer Teilchen um ein Zentralteilchen als Abweichungen von einer Gleichverteilung
(g(r) = 1):
g(r) =
V
N2
<
N∑
i=1
N∑
i=1,i6=j
δ(r − |ri − rj|) > (5.4)
In der Computersimulation atomistischer Moleku¨lmodelle ergeben sich damit eine Viel-
zahl von mo¨glichen Paarverteilungsfunktionen. Diskutiert werden sollen an dieser Stelle
ausgewa¨hlte g(r) zwischen einem Bru¨ckenatom des Biphenylsystems wie auch zwischen
den Kohlenstoffatomen der Core-Carbonylgruppen, wobei parallele und antiparalle-
le orientierte Paare unterschieden werden. Desweitern werden g(r) von Paaren aus-
gewa¨hlter Sauerstoffatome ermittelt, welche in der Kristallstruktur einen besonders
engen Kontakt haben.
5.3.1 Parallele und antiparallele Paare
Betrachtet man die Paarverteilungen zwischen den Bru¨ckenatomen des Biphenylsys-
tems (Site 17, Abb. A.1) und unterscheidet man zwischen parallelen und antiparallelen
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Abbildung 5.7: Schematische Darstellung einer Schicht der smektischen Phase von MH-
POBC. Die Zeichnung beru¨cksichtigt die U¨berlappung des Biphenylsystems benachbar-
ter Moleku¨le. Pfeile symbolisieren die Carbonylgruppen der chiralen Kette und im Core,
Punkte die sp3-Sauerstoffatome. Die Paare, zwischen denen ein g(r) berechnet wird, wur-
den durch Linen verbunden.
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Abbildung 5.8: (a) Paarverteilungen zwischen den Bru¨ckenatomen des Biphenylsystems (Site
17, Abb. A.1) (b) Paarverteilungen zwischen den C-Atomen der Core-Carbonylgruppe.
Oben: antiparallele Moleku¨lpaare. Unten: parallele Moleku¨lpaare. Es sind Ergebnisse aus
zwei Simulationen dargestellt.
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Paaren (Linien in Abb. 5.7), kommt man zu a¨hnlichen Ergebnissen (Abb. 5.8a). Der
Peak resultierend aus den antiparallelen Paaren ist jedoch ca. drei Mal ho¨her, d.h.
die Bildung antiparalleler Paare ist deutlich bevorzugt; desweiteren liegen die Maxi-
ma praktisch an gleicher Stelle: Wie schon aus der Analyse der Schichtprofile deutlich
wurde, liegt ausgepra¨gte Affinita¨t zwischen den Biphenylsystemen vor. Es sind die Si-
mulationen SmCA(400K) und SmC(400K) dargestellt, da nur diese sich grundsa¨tzlich
voneinander unterscheiden: Die Signale in der SmC-Simulation (gestrichelt) sind um
die Ha¨lfte verringert und breiter. Eine ganz andere Beobachtung macht man bei den
CO-Gruppen im Core (gestrichelte Linie in Abb. 5.7) In Abb. 5.8b sind die Maxima
jetzt zwischen parallelen und antiparallen Paaren verschoben und die Korrelation zwi-
schen den parallelen Paaren bevorzugt: Zwischen den parallelen Moleku¨lpaaren ist eine
gu¨nstige Anordnung der CO-Gruppen mo¨glich. (Auf die Orientierung der CO-Gruppen
wird in Abschn. 7.3.1 noch na¨her eingegangen.)
In der SmC-Simulation verliert sich die starke Korrelation zwischen den parallelen
Paaren beinahe vollsta¨ndig, wa¨hrend das bei gro¨ßeren Absta¨nden auftretende Maxi-
mum zwischen antiparallelen Paaren erhalten bleibt. Die laterale CO-Gruppe der chi-
ralen Kette ist Gegenstand von Abschn. 7.3.1.
5.3.2 Sauerstoffabsta¨nde
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Abbildung 5.9: Intermolekulare Paarverteilungsfuntionen zwischen Ethersauerstoff (OS) und
den Sauerstoffatomen der zentralen Estergruppe (O,OS). Es handelt sich um die Phasen
SmX und SmC. Oben: OS-OS. Unten: OS-O
An dieser Stelle wird die Lagebeziehung zwischen den Sauerstoffatomen der zentra-
len Estergruppe (des Core) und des Ethersauerstoffs der achiralen Kette untersucht.
Dabei wird der sp3-Ethersauerstoff als auch der sp3-Sauerstoff der Estergruppe mit OS
bezeichnet. Diese Nomenklatur deckt sich mit dem verwendeten Kraftfeld; die chemisch
unterschiedlichen Umgebungen werden durch die Partialladungen beru¨cksichtigt.
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Die Atompaare sind in Abb. 5.7 als gepunktete Linien eingezeichnet. Der sp3-Sauer-
stoff der Estergruppe liegt auf der Moleku¨lla¨ngsachse; die Amplitude seiner Rotati-
onsbewegung ist daher schwa¨cher ausgepra¨gt als fu¨r den Carbonylsauerstoff (O). Die
Paarverteilung zwischen Carbonyl- und Ethersauerstoff (OS-O) in Abb. 5.9 (unten)
zeigt daher das erste Maximum bei kleinerem Abstand (bei 0, 437 nm) und eine breite
Schulter, wa¨hrend das Maximum der Paarverteilung zwischen OS und OS bei 0, 478 nm
liegt und ein zweites Maximum zeigt. In der Kristallstrukur sind die Verha¨ltnisse we-
gen der fehlenden Beweglichkeit umgekehrt: Der Kontakt OS-O betra¨gt 0, 454 nm, der
Kontakt OS-OS wird mit 0, 403 nm bzw. mit 0, 412 nm angegeben.
In der SmC-Simulation ist eine deutliche Abnahme der Maxima und eine Anglei-
chung der Ho¨hen der Maxima zu beobachten. Sa¨mtliche antiklinischen Simulationen
unterscheiden sich nicht von SmX.
5.4 Lokale Ordnung in den Alkylketten
5.4.1 Experimentelle Situation
Um das unterschiedliche Verhalten von chiraler und achiraler Alkylkette zu zeigen,
sind von experimenteller Seite einige Anstrengungen unternommen worden. Qualitati-
ve Aussagen ergeben sich aus 13C -MAS-Spektren [44,84], aus IR-Untersuchungen der
deuterierten Alkylketten [45] und aus 2H-NMR-Experimenten [85]: Sowohl in der isotro-
pen wie auch den smektischen Phasen unterscheiden sich die eingenommenen Konfor-
mationen aber nicht wesentlich. Allerdings wird bei der chiralen Kette eine Bewegung
mit großer Amplitude festgestellt, die sich in den smekischen Phasen charakteristisch
a¨ndert und zur Biaxialita¨t beitragen soll. In [44] wurden Ordnungsparameter der Al-
kylketten qualitativ bestimmt. Die Bestimmung von Bindungsordnungsparametern in
der 13C -NMR setzt die Kenntnis der Anisotropie der chemischen Verschiebung voraus
(CSA). Bei Alkylketten in der All-trans-Konformation zeigt der Hauptwert des diago-
nalisierten CS-Tensors in Richtung der C-C-Bindungsachsen. Diese Annahme liegt der
folgenden Auswertung der Daten aus der Simulation zu Grunde.
5.4.2 C-C-Ordnungsparameter
Die Berechnung des Orientierungsordnungsparameters SCC der einzelnen Bindungen
aus den Simulationsdaten geschieht u¨ber folgenden Ausdruck:
SCC =
1
2
< 3 cos2 α− 1 > (5.5)
Die Ermittlung der Ordnungsparameter aus 13C -Experimenten ist nur in der ortho-
gonalen SmA-Phase mit vertretbarem Aufwand mo¨glich. Direktor und Schichtnormale
fallen hier zusammen. In der Simulation liegen aber auch gekippte Phasen vor, so dass
jede Schicht ihren eigenen Direktor besitzt. In der Simulation wird fu¨r α der Winkel
zwischen der gewa¨hlten C-C-Achse und der Moleku¨lla¨ngsachse gewa¨hlt (vgl. Definition
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Abbildung 5.10: Lokale Ordnung in der achiralen (a) und chiralen (b) Alkylkette von MH-
POBC. Es sind die experimentellen Werte (wo vorhanden [44]) und die Ergebnisse der
Simulationen SmX, SmCA(400K), FSF (orthogonal) und SmC dargestellt. Die Auftragung
entspricht der Reihenfolge la¨ngs der Alkylketten zum jeweiligen Kettenende hin.
des Direktors in Abschn. 4.2.1). Die Referenzachse besteht also aus dem moleklaren
Direktor. Die Verwendung eines molekularen Direktors hat sich als brauchbar heraus-
gestellt, wie etwa die Untersuchung der anisotropen Diffusionsdynamik gezeigt hat [49].
Anisotrope Diffusionskoefizienten, denen einmal der molekulare Direktor und zum an-
deren der (makroskopische) Direktor der nematischen Phase zu Grunde gelegt werden,
unterschieden sich praktisch nicht. In Abb. 5.10 sind die Ordnungparameter der Ver-
bindungsachsen zwischen den C-Atomen la¨ngs der Alkylketten dargestellt. Obwohl im
Experiment nicht zuga¨nglich wurden auch Ordnungsparameter von O-C-Bindungen zu
Beginn der jeweiligen Ketten berechnet. Achirale Kette (a) und chirale Kette (b) un-
terscheiden sich deutlich voneinander. In der achiralen Kette alternieren die Ordnungs-
parameter zwischen 0 und einem von 0,75 nach 0,4 abnehmenden Wert. Die typische
All-trans-Ordnung nimmt also in Richtung Kettenende ab (Es gilt limS→1 α = 0◦)6.
Die Simulationen mit unterschiedlicher Kippung unterscheiden sich untereinander nur
gering. Die experimentellen Werte hingegen sind anscheinend stark gemittelt; eine All-
trans-Anordnung ist kaum noch wahrzunehmen.
In der chiralen Kette liegt eine zufriedenstellendere U¨bereinstimmung mit dem Ex-
periment vor; der All-trans-Charakter am Ende der Kette wird u¨berscha¨tzt. Insgesamt
verlaufen die simulierten Parameter sta¨rker im negativen Bereich und scheinen sich um
Null einzupendeln. Stark negative Werte von SCC lassen auf einen großen Winkel α
schließen (limS→−0.5 α = 90◦). Der kleinste mit der Moleku¨lachse eingenommene Win-
6Unter Verwendung des Ausdrucks α = acos(+
√
(2S + 1)/3) (Gl. (5.5))
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kel betra¨gt 43◦ (entsprechend einem Maximalwert von SCC von 0, 4 fu¨r die Bindung
CT-C3), alle anderen sind gro¨ßer. Auffallend ist die Vera¨nderung in der SmC-Phase bei
400K: Die Alternierung verschwindet zugunsten eines Plateaus um Null. Dies entspricht
dem magischen Winkel von 54, 7◦, den jede Bindung einnimmt. Wahrscheinlicher ist
allerdings ein vollsta¨ndig ungeordneter,
”
flu¨ssiger“ Zustand der chiralen Alkylkette.
5.5 Molekular aufgelo¨ster Tilt
5.5.1 Orientierung einzelner Moleku¨lfragmente
O
O
Projektion
Schichtnormale z
O
O
O
Core
achiral
chiral
Abbildung 5.11: Definition der chiralen und der achiralen Kette sowie des Cores in MHPOBC.
Die Projektion der einzelnen Moleku¨lfragmente auf die Schichtnormale ist schematisch
dargestellt.
Die Unterscheidung zwischen XRD-Tilt und optischem Tilt zeigt, dass verschiede-
ne Moleku¨lfragmente unterschiedlich stark zur mittleren Kippung des Gesamtmoleku¨ls
beitragen. In MHPOBC werden zur genaueren Untersuchung folgende Abstandsvekto-
ren definiert: Der Vektor zwischen Ethersauerstoff und terminalem Methylkohlenstoff
der achirale Alkylkette, der Vektor zwischen sp3-Carbonylsauerstoff und terminalem
Methylkohlenstoff der chiralen Alkylkette und der Vektor zwischen sp3-Carbonylsauer-
stoff und Ethersauerstoff (Core). Fu¨r jedes Fragment werden, wie in Abb. 5.12 gezeigt,
die Verteilung der End-to-end-Absta¨nde lee und die Verteilung deren Projektion l‖ auf
die Schichtnormale. Eine Analyse erlaubt es nun, die Beitra¨ge der Moleku¨lfragmente
zur Gesamtschicht zu ermitteln. Auch ihr individueller Tilt kann auf diese Weise nach
Gl. (5.1) ermittelt werden.
Es u¨berrascht nicht, dass P (lee) fu¨r das starre Core des Moleku¨ls ein scharfes Maxi-
mum bei 1, 675 nm aufweist, einen Wert, den man auch im Einzelmoleku¨l misst. In den
FSF-Simulationen ohne Tilt (Abb. 5.12a) liegt auch das Maximum von P (l‖) an dieser
Stelle, wa¨hrend in Simulation SmCA(375K) (Abb. 5.12b) – stellvertretend fu¨r die u¨bri-
gen Simulationen aus Tab. 5.1 – das Maximum zu einem kleineren Wert verschoben ist.
Letzteres steht in direktem Zusammenhang mit dem optischen Tilt. Fu¨r chirale und
achirale Ketten zeigen sich in P (lee) immer zwei Maxima; die weiter rechts liegenden
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Abbildung 5.12: End-to-end-Absta¨nde lee des Cores und der beiden Alkylketten (jeweils
oben) und deren Projektion l‖ auf die Schichtnormale (jeweils unten) (a) 2-Schicht-FSF-
Simulation ohne Tilt (375K). (b) Simulation SmX stellvertretend fu¨r alle Bulksysteme.
Maxima lassen sich gut mit einer All-trans-Konformation der Ketten in Einklang brin-
gen. Das andere Maximum entspricht einem bestimmten Trans-gauche-Verha¨ltnis, das
im Bulk (b) dominiert, wohingegen in der orthogonalen FSF-Simulation (a) der Anteil
an ungestreckten Konformationen abnimmt. Betrachtet man P (l‖), so besteht die int-
rinsische Eigenschaft der chiralen Kette darin, dass die Verteilung stark assymmetrisch
und zu sehr kleinen Werten ausgedehnt ist. Dies la¨ßt sich durch das Auftreten stark
abgewinkelter Konformationen erkla¨ren. Obwohl sich die Form von P (l‖) der chiralen
Kette von den u¨brigen unterscheidet, verschiebt sich jedoch ihr Maximum verglichen
mit P (lee) kaum. D. h., in der wahrscheinlichsten Konfiguration liegen die chiralen Ket-
ten repra¨sentiert durch den jeweiligen Verbindungsvektor parallel zur Schichtnormalen.
Die deutliche Unterscheidung einer gestreckten und einer gekna¨ulten Konformation,
welche zu getrennten Maxima in den Verteilungen fu¨hren, findet sich auch in ku¨rzlich
vero¨ffentlichten Ergebnissen einer MD-Simulation von MHPOBC in antiklinischer Geo-
metrie [18]. Der starke Knick der chiralen Kette wird ebenfalls besta¨tigt. In Tab. 5.2
finden sich Maxima der Verteilungen P (lee) und P (l‖) ausgewa¨hlter Simulationen. Auch
die Resultate aus [18] sind zum Vergleich aufgefu¨hrt. Man kann feststellen, dass achirale
Kette und Core in allen Fa¨llen den gleichen Tilt θ aufweisen. Die Ergebnisse aus [18] zei-
gen dieses Verhalten ebenfalls. Der Unterschied zwischen optischem und XRD-Tilt liegt
also am Verhalten der chiralen Allkylkette. Die Angabe eines Tilts fu¨r die chirale Kette
ist allerdings wegen der Breite der Verteilung P (l‖) nicht besonders aussagefa¨hig. Au-
ßerdem unterscheiden sich in den durchgefu¨hrten Simulationen die Maxima von P (lee)
und P (l‖) kaum. Die chirale Kette durchla¨uft eher den ganzen Bereich von 0 bis 90◦.
Die in [18] gefundenen Zahlenwerte fu¨r die Kettenla¨ngen und Projektionen sind durch-
weg deutlich gro¨ßer; dort wurden fu¨r die Gleichgewichtswinkel und -absta¨nde Daten
aus den ab-initio-Berechnungen verwendet, wa¨hrend den hier vorgestellten Simulatio-
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System chir nchir Core
SmX’ l‖ 0,745 0,830 1,510
lee 0,780 0,905 1,675
θ/◦ - 23 26
SmCA(375K) l‖ 0,750 0,870 1,605
lee 0,775 0,905 1,675
θ/◦ - 16 17
SmCA(400K) l‖ 0,700 0,835 1,570
lee 0,775 0,905 1,675
θ/◦ - 23 20
[18] l‖ 0,545 0,785 1,685
lee 0,685 0,885 1,815
θ/◦ 37 27 22
Tabelle 5.2: La¨ngen der wahrscheinlichsten gestreckten Konformation der chiralen und achi-
ralen Kette sowie des Cores (lee) und deren Projektionen (l‖) auf die Schichtnormale als
Maß fu¨r den Tilt der einzelnen Fragmente. Alle La¨ngen in nm. Es wurden die Maxima in
Abb. 5.12 und Gl. 5.1 verwendet.
nen die entsprechenden Parameter aus dem Jorgensen-Kraftfeld zu Grunde liegen [68].
Die Autoren finden einen verglichen mit dem Experiment (d = 34, 0 A˚) sehr kleinen
Schichtabstand von 31, 0 A˚ (363K). Sie fu¨hren dies ausschließlich auf die Alkylketten
zuru¨ck, die sie als zu stark abgeknickt beschreiben. Allerdings liegt auch ein hoher
optischer Tilt (Tilt des Core) vor, wie Tab. 5.2 zeigt.
5.5.2 Konformationen der Alkylketten
Wa¨hrend eine Projektion der Alkylketten auf die Schichtnormale den jeweiligen Beitrag
zum Schichtabstand ergibt, erlaubt eine Projektion auf die Moleku¨lla¨ngsachse einen
Vergleich mit einem Moleku¨l in der Gasphase. Diese Projektionen sind in Abb. 5.13a
fu¨r die chirale Kette, in Abb. 5.13b fu¨r die achirale Kette dargestellt. Betrachtet wer-
den ein Einzelmoleku¨l in der Gasphase, eine FSF-Simulation und die Simulation SmCA
bei 375K. Zu einem u¨berwiegenden Teil liegt die Orientierung der chiralen Kette in
der Gasphase senkrecht zur Hauptachse. Diese stark gewinkelten Konformationen sind
auch in den kondensierten Phasen vorhanden, sie sind aber von den gestreckten Konfor-
mationen dominiert. Die Orientierung der achiralen Kette verla¨uft durchweg entlang
der Hauptachse; in der Gasphase findet keine Verschiebung des Maximums statt, es
liegt nur eine sehr breite Verteilung vor. Die Verteilungen der Absolutwerte der End-
to-end-Absta¨nde haben mehrer Maxima. In der Gasphase stellt sich bei der chiralen
Kette sogar ein drittes Maximum ein, das einem besonders niedrigen trans/gauche-
Verha¨ltnis entspricht. Der Anteil an gestreckten Konformationen dominiert nur bei
den FSF-Simulationen ohne Tilt.
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Abbildung 5.13: La¨ngenverteilung von (a) chiraler und (b) achiraler Alkylkette. Betrachtet
werden ein Einzelmoleku¨l in der Gasphase, eine FSF-Simulation und die Simulation SmCA
bei 375K. Jeweils oben: Verteilungen der Projektion der End-to-end-Absta¨nde auf die
Moleku¨lla¨ngsachse. Jeweils unten: Verteilungen der End-to-End-Absta¨nde
5.6 Resumme
Das Kapitel schließt mit Bezugnahme zu den FSF-Simulationen. Die dort berechne-
te Dichte innerhalb der Schichten als Platzbedarf pro Moleku¨l zeigt die Tendenz, mit
wachsendem Tilt abzunehmen. Um einen anschaulichen Eindruck dieser Simulationen
zu erhalten, zeigt Abb. 5.15 eine Momentaufnahme der Simulation FSF(375K). In den
stark gekippten Simulationen dieses Kapitels besta¨tigt sich dieser Trend: Die Simula-
tionen SmX’ bzw SmCA(375K) zeigen einen Platzbedarf pro Moleku¨l von 0, 258 nm
2
bzw. 0, 242 nm2. Diese Gro¨ße spielt allerdings eher bei der Untersuchung von Modell-
Lipidmembranen eine Rolle, nichtsdestoweniger stellen smektische LC-Phasen ebenso
selbstorganisierte Strukturen dar. In DMPC beispielsweise fu¨hrt die volumino¨se Kopf-
gruppe zu einem Platzbedarf von 0, 597 nm2. Dieser Wert wurde auch von einer MD-
Simulation gefunden [2]. Eine Momentaufnahme der Simulationen SmX(375K) und
SmCA(400K) zeigt Abb. 5.16.
Die FSF-Simulationen zeigen von allen Simulationen den ho¨chsten Schichtabstand
von 3, 90 nm. Der am besten damit u¨bereinstimmende Wert wird in einer ansonsten
schlecht charakterisierten Kristallmodifikation gefunden und betra¨gt 3, 71 nm (s. Ab-
schn. 5.1.2). Leider liegen keine Schichtabsta¨nde in frei schwebenden Filmen vor. Aus
den Schwerpunksprofilen in Abb. 5.14 kann man erkennen, dass jede einzelne Schicht
einer FSF-Simulation deutlich mehr Struktur aufweist als eine Bulksimulation. Die Zu-
sammensetzung dieses Profiles wurde schon in Abschn. 4.2.3 untersucht. Die relative
Breite unterscheidet sich nicht von den Bulksimulationen, die absolute Breite ist aber
deutlich gro¨ßer.
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Abbildung 5.14: Profile der Schwerpunktverteilung der FSF-Simulation (unten) und der Si-
mulation SmCA bei jeweils 375K (oben).
Abbildung 5.15: Momentaufnahme der FSF-Simulation bei 375K. Die Schichten stehen ge-
ringfu¨gig antiklinisch zueinander. Die Abbildung entha¨lt auch einige periodische Bilder der
Simulationsbox.
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(a) SmCA
(b) SmX
Abbildung 5.16:Momentaufnahme der Simulationen SmCA(400K) und SmX(375K). Deutlich
erkennt man in (a) eine antiklinische und in (b) eine synklinische Geometrie. Die Abbildung
entha¨lt auch einige periodische Bilder der Simulationsbox.
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6 Dynamik
In der Literatur wurde versucht, das Phasenverhalten von MHPOBC u¨ber Vera¨nderun-
gen im Ramanspektrum zu beschreiben [86]. Am erfolgreichsten gelingt dies im Tempe-
raturbereich zwischen den kristallinen Modifikationen und der ersten flu¨ssigkristallinen
Phase (SmCA). Sa¨mtliche nachfolgende Flu¨ssigkristallphasen zeigen im Ramanspek-
trum keine Unterschiede mehr (Abb. 6.1). Die einzige Zuordnung im Bereich zwischen
200 und 1000 Wellenzahlen, die von den Autoren vorgenommen wird, ist die sogenannte
”
Twistmode“ des Biphenylsystems bei 418 cm−1. Wie aus Vorstudien gezeigt werden
konnte [87], liegt diese Bande nur vor, wenn die Phenylringe nicht planar zueinander,
sondern gegeneinander gedreht sind. Festes Biphenyl zeigt diese Bande nicht. Die Pa-
ckung in kristallinem MHPOBC bewirkt ebenfalls, dass die Phenylringe gegeneinander
keine Verdrehung aufweisen und somit die zugeho¨rige Mode im Ramanspektrum inaktiv
bleibt.
Das experimentelle Ramanspektrum hat nun im Rahmen dieser Arbeit die folgenden
Untersuchungen motiviert:
• Es wurde eine Analyse der Normalschwingungen eines Einzelmoleku¨ls vorgenom-
men; das Programm Gaussian bietet dabei auf Ab-initio-Niveau zusa¨tzlich eine
Unterscheidung in IR- und ramanaktive Banden an.
• Ausgehend von einem equilibrierten System der MD-Simulation wurden Geschwin-
digkeitsautokorrelationsfunktionen und deren Frequenzspektren berechnet.
• Mit Hilfe des Visualisierungsprogramms Molden [76] wurden weitere niederfre-
quente Moden identifiziert und dem Spektrum zugeordnet.
6.1 Normalmoden
6.1.1 Berechnung
Ein System von N Atomen in einem Moleku¨l hat in harmonischer Na¨herung 3N − 6
Normalmoden mit Frequenzen ωk. Befindet sich das Moleku¨l in einem lokalen Minimum
seiner potenziellen Energie U , sind diese Frequenzen alle reell und ergeben sich als
Lo¨sung eines Eigenwertproblems mit I als Einheitsmatrix:
(F − Iλ)Q = 0 mit λk = ω2k (6.1)
Fij =
δ2U
δqiδqj
(6.2)
k, i, j = 1, . . . 3N und qi =
√
mi∆xi
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Abbildung 6.1: Experimentelles Ramanspektrum von MHPOBC [86]. Es sind Spektren zweier
kristalliner Phasen, der SmCA-, der SmC- und der isotropen Phase dargestellt.
Die Matrix Q entha¨lt nach der Diagonalisierung die massegewichteten Auslenkungen
(Amplituden) Qik des Atoms i in der Normalschwingung k, der Vektor λ die 3N Ei-
genwerte.
Die Berechnung wurde mit dem Programm Gaussian an einer verkleinerten Va-
riante von MHPOBC durchgefu¨hrt: Die Hexyl- bzw. Octylkette wurde jeweils durch
eine Ethylgruppe ersetzt. Allerding wird nun der kleinere Basissatz 3-21G benutzt. Bei
der Berechnung von Schwingungsfrequenzen mit der HF-Methode ist es u¨blich, die er-
haltenen Werte basissatzabha¨ngig zu skalieren (hier 0,89), um so die systematischen
Schwa¨chen der Methode empirisch auszugleichen. Da die resultierenden Intensita¨ten
mit Vorsicht zu bewerten sind, geschieht die Zuordnung visuell, und die von Gaussian
vorgenommene Unterscheidung in IR-und ramanaktive Banden wird nicht diskutiert
(s.Abschn. 6.2.2).
6.1.2 Zuordnung
Wie in Tab. 6.1 angedeutet ist, la¨sst sich das Spektrum grob in drei Teile unterglie-
dern. Es handelt sich um den Bereich zwischen 300 und 1000 Wellenzahlen, der ty-
pisch fu¨r die weichen Deformationsmoden ist. Im Bereich der kleinen Wellenzahlen
(< 562cm−1) erkennt man zwei Moden von Geru¨stschwingungen der Kohlenstoffatome
in den Phenylringen: Die asymmetrischen Moden erscheinen vor den symmetrischen;
beide ko¨nnen dem isolierten Phenylring und dem Biphenylsystem zugeordnet werden
(Abb. 6.2). Der folgende Bereich im Spektrum (711-804 Wellenzahlen) ist durch die Be-
teiligung der Carboxylgruppe (COO) gekennzeichnet. Die aromatischen Protonen der
Ringe vollziehen Biegeschwingungen. Nahe beieinander liegen die symmetrischen Mo-
den der Ringsysteme, wa¨hrend die asymmetrischen jedem einzelnen Ring zuzuordnen
sind (Abb. 6.3). Am oberen Ende des dargestellten Spektrums liegen die Biegeschwin-
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Abbildung 6.2: Deformationsmoden im Bereich von 426 bis 562 Wellenzahlen. Die Moden
sind schematisch an einem Phenylring dargestellt, finden sich aber auch im Biphenylsystem.
Unterschieden wird zwischen symmetrischen und asymmetrischen Geru¨stdeformationen.
O O
Abbildung 6.3: Schematische Darstellung der Normalschwingungen, die eine Out-of- plane-
Bewegung der Carboxylgruppen beinhalten. Sowohl im symmetrischen Fall (rechts) als
auch im unsymmetrischen Fall (links) sind Biegeschwingungen der aromatischen Protonen
beteiligt.
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Deformation Wellenzahl/cm−1
Biphenyl, asym. 426-434
Phenyl, asym. 443
Phenyl, sym. 527
Biphenyl, sym. 562
COO/Biphenyl, sym. 711
COO/Phenyl, sym 716
COO/Biphenyl(1), asym. 760
COO/Biphenyl(2), asym. 795
COO/Phenyl, asym. 804
HA-Biphenyl, asym 873
HA-Biphenyl, sym. 883
HA-Phenyl, sym. 935
Tabelle 6.1: Zugeordnete Banden im ab-initio berechneten Schwingungsspektrum.
(Basissatz:3-21G).
Abbildung 6.4: Auftretende Biegeschwingungen der aromatischen Protonen. Die symmetri-
sche Variante (rechts) la¨ßt sich besonders gut am isolierten Phenylring auflo¨sen.
gungen der aromatischen Protonen. Die symmetrische Variante im isolierten Phenylring
setzt sich deutlich zu ho¨heren Wellenzahlen hin ab (Abb. 6.4). Die Diskussion der an
dieser Stelle aufgefu¨hrten Moden wird im Zusammenhang mit dem Spektrum der Ge-
schwindigkeitsautokorrelationsfunktionen fortgefu¨hrt (Abschn. 6.2.2).
6.2 Autokorrelation der Geschwindigkeiten
6.2.1 Berechnung
In der MD-Simulation erscheinen die Geschwindigkeiten vi der Teilchen notwendiger-
weise. Deren (Zeit -) Autokorrelationsfunktion (AKF) ist somit leicht zuga¨nglich. Im
Kurzzeitbereich beschreibt diese Funktion, die Auslenkung eines Teilchens i im gemit-
telten Feld seiner Nachbarn [65]:
< vi(t) · vi(0) >=< v2i > (1−
1
2
ω2Et
2 + . . .) (6.3)
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Im Rahmen des Einstein-Modells von Festko¨rpern ist ωE die Einstein-Frequenz des
Teilchens. Im vorliegenden Fall ist der Kurzzeitbereich aber nicht von Interesse, da
ein Vergleich mit den weichen Moden angestrebt wird. Da im gesamten Zeitbereich
der AKF die Bewegung vollsta¨ndig beschrieben wird – das Integral ist dem Diffusions-
koeffizienten D proportional –, erha¨lt man aus einer fouriertransformierten AKF der
Geschwindigkeiten die Verteilung der Normalmoden fu¨r ein als harmonisch angenom-
menen Festko¨rper. Es gilt:
D =
1
N
N∑
i
∫ ∞
0
1
3
∫ ∞
0
< vi(t) · vi(0) > dt (6.4)
f(ω) =
1
N
N∑
i
∫ ∞
0
< vi(t) · vi(0) > e−iωtdt (6.5)
Sa¨mtliche Frequenzen des Festko¨rpers sind im Spektrum f(ω) nur enthalten, wenn
u¨ber alle N Teilchen gemittelt wird; da in der MD-Simulation die Geschwindigkeiten
aller Atome bekannt sind, kann somit im Umkehrschluss auch zwischen verschiedenen
Moleku¨lteilen und deren Beitrag zum Spektrum unterschieden werden.
6.2.2 Spektrum
Zur Berechnung der AKF wird eine molekulardynamisch equilibrierte Struktur von MH-
POBC verwendet. Es handelt sich um ein System von 72 Moleku¨len. Die Aufzeichnung
der Geschwindigkeiten erfolgt wa¨hrend einer separaten Simulation von 40 ps Dauer.
Die Berechnung der AKF und deren Spektren erfolgt getrennt fu¨r die Kohlenstoffato-
me der Biphenylgruppe sowie fu¨r die Kohlenstoffatome des einzelnen Phenylrings. Vor
der Fourier-Transformation wurden die AKF mit einer Blackman-Fensterfunktion mul-
tipliziert [65]. Abb. 6.5a zeigt die Spektren der drei im Moleku¨l vorkommenden Phenyl-
ringe. Zusa¨tzlich als Linien eingezeichnet sind die in Abschn. 6.1.2 ab-initio gefundenen
Banden. Die charakteristische Bande bei 426 Wellenzahlen ist u¨berall zu beobachten
und entspricht der experimentell gefundenen dominanten
”
Twist-Mode“ der Biphenyl-
gruppe bei 418 Wellenzahlen. Lo¨st man das Spektrum des isolierten Phenylrings in
die einzelnen Beitra¨ge der beteiligten Kohlenstoffatome auf (Abb. 6.5b), erkennt man,
dass die nicht axialen Kohlenstoffatome an der Schwingung bei 426 Wellezahlen betei-
ligt sind. Im Gegensatz dazu sind die axial angeordneten Atome an der symmetrischen
Variante der betrachteten Schwingungsmode bei 527cm−1 beteiligt. Diese ist im Bi-
phenylsystem zu ho¨heren Wellenzahlen verschoben, wie auch die Ab-initio-Rechnung
ergibt (562cm−1).
Zusammenfassend la¨ßt sich sagen, dass eine erstaunliche U¨bereinstimmung zwischen
den Banden der molekulardynamischen Simulation und der Ab-initio-Normalmoden-
analyse besteht; auch die weiteren Bereiche von Banden zeigen eine u¨bereinstimmende
Abfolge symmetrischer und asymmetrischer Banden (Tab. 6.1), auch wenn die abso-
luten Positionen teilweise leicht verschoben sind. Allerdings ist im vorliegenden Fall
das Spektrum bewusst in einen Bereich ausgedehnt worden, in dem streng genommen
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Abbildung 6.5: Spektren der AKF der Geschwindigkeiten ausgewa¨hlter Atome in MHPOBC.
Abb.(a) zeigt die Beitra¨ge der einzelnen Phenylgruppen des Moleku¨ls. Die Phenylgruppen
des Biphenylsystems geben ein sehr a¨hnliches Spektrum. Gestrichelte vertikale Linien: Lage
der ab-initio berechneten Banden. Abb.(b) zeigt die Beitra¨ge zum Spektrum des isolierten
Phenylrings (von unten nach oben): Spektrum des Phenylrings (wie (a)), axiales C, nicht
axiales C(meta), nicht axiales C(ortho), axiales C.
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die klassische Mechanik nicht mehr zula¨ssig ist; aus der Bedingung h¯ω < kBT folgt,
dass eine klassische Beschreibung von inelastischen Moden nur bei Wellenzahlen klei-
ner 200cm−1 Gu¨ltigkeit besitzt. Unproblematisch sind daher in einem Flu¨ssigkristall
die diffusive Translations- und Rotationsdynamik und die Torsionsmoden, wa¨hrend die
gekoppelten Deformations- und Torsionsmoden und vor allem die reinen Deformations-
moden des Moleku¨lgeru¨sts schon nicht mehr in diesen Bereich fallen.
Vergleicht man mit dem experimentellen Spektrum aus Abb. 6.1 erkennt man quali-
tativ die schon in Abschn. 6.1.2 diskutierten drei Bereiche. Außer der Twistmode kann
aber eine genaue Zuordnung nicht durchgefu¨hrt werden.
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6.3 Betrachtungen zum Dipolmoment
Die große Beweglichkeit im Core von MHPOBC, die im Raman-Spektrum und im Ver-
lauf der Torsionspotenziale zum Ausdruck kommt, wirft die Frage auf, in welcher Weise
das molekulare Dipolmoment beeinflusst wird, wenn eine Vielzahl von Konformationen
zu beru¨cksichtigen sind. Insbesondere die Torsion entlang der Atome CA-CA-OS-C
(Abb. 3.5b) gibt Anlass zur der Vermutung, dass einige Konformationen zu einem
transversalen Dipolmoment von nahe Null fu¨hren; hierbei kommt es vor allem auf die
gegenseitige Orientierung der beiden Carbonylgruppen im Moleku¨l an. Zudem gilt es
zu u¨berpru¨fen, ob eine Ladungsverteilung, die sich an der Minimumstruktur orientiert,
auch den Verlauf des Dipolmoments bei einer Konformationsa¨nderung zu beschreiben
in der Lage ist.
6.3.1 Ab-initio Berechnung an einem Modellfragment
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Abbildung 6.6: Vera¨nderungen der Konformation fu¨hren zu einer A¨nderung des moleku-
larmechanisch (MD) und ab-initio (HF) berechneten Dipolmoments: (a) Der Betrag des
Dipolmoments verla¨uf durch ein Maximum. Zur Charakterisierung der Konformationsa¨nde-
rung ist der Verlauf des Torsionspotenzials CA-CA-OS-C eingezeichnet (ohne Skalierung).
(b) Komponenten des Dipolmoments senkrecht zur Haupttra¨gheitsachse (transversales Di-
polmoment). Fu¨r zwei Torsionswinkel liegt kein HF-berechnetes Dipolmoment vor.
Zuna¨chst kommt ein Fragmentmoleku¨l zum Einsatz, das schon zur Bestimmung der
Torsionspotenziale verwendet wurde (Abb. 3.5). Es beschreibt das bewegliche Core
von MHPOBC mit seinen zwei Carboxylgruppen; die randsta¨ndige Carboxylgruppe ist
verku¨rzt und liegt nicht verestert vor (COOH). In Abb. 6.6a ist der Betrag des Dipolmo-
ments als Funktion des Torsionswinkels CA-CA-OS-C dargestellt. Die Ab-initio-Daten
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werden erhalten, indem zu jedem geometrieoptimierten Konformer des Fragments, des-
sen Struktur aus der Bestimmung des Torsionspotentials bekannt ist, eine Single-point-
Rechnung durchgefu¨hrt wird, die das zugeho¨rige Dipolmoment liefert. Berechnet man
die Ladungen gema¨ß Abschn. 3.5.1 und fu¨hrt die Drehung im molekularmechanischen
Kraftfeld aus, ergibt sich eine exakte U¨bereinstimmung nur in derjenigen Konforma-
tion, die dem elektrostatischen Potenzial zu Grunde liegt (Minimumstruktur). Stehen
die beiden Carbonylgruppen parallel (180◦ ), ergibt sich ein um 20% gro¨ßeres Dipol-
moment, stehen sie antiparallel (0◦ ), stellt sich ein zu niedriger Wert mit etwa gleicher
Abweichung ein. An den Stellen der beiden Energieminima sind die Werte praktisch
gleich. Die Fortsetzung des Dipolmoments nach einer Drehung um 360 Grad gelingt
nicht zufriedenstellend. Da bei jedem Winkel eine Geometrieoptimierung des gesamten
Moleku¨ls vorgenommen wird, ist es mo¨glich, dass nach einer Umdrehung die Konfor-
mationen nicht deckungsgleich sind, also ein anderes lokales Minimum eingenommen
wird.
Abb. 6.6b zeigt das transversale Dipolmoment. Dazu werden die Moleku¨lkoordinaten
zuna¨chst in das Hauptachsensystem des Tra¨gheitstensors transformiert. Dargestellt sind
jeweils die Ergebnisse aus der HF-Rechnung und molekularmechanischen Rechnung mit
den Partialladungen der MD-Simulation; die Komponenten des Dipolmoments entlang
der Haupttra¨gheitsachse (La¨ngsachse) sind der U¨bersichtlichkeit wegen nicht gezeigt,
auch weil diese kaum eine Abha¨ngigkeit von der Konformation zeigen. Dagegen zeigt
die Transversalkomponente µT des Dipolmoments eine deutliche Abha¨ngigkeit von der
Konformation. Der Verlauf des HF-berechneten Dipolmoments wird durch die Ladun-
gen des Kraftfelds u¨ber weite Bereiche qualitativ richtig wiedergegeben. Nur an den
konformationellen Minima liegt wegen der dort erfolgten Anpassung quantitative U¨ber-
einstimmung vor. Im Gegensatz zur HF-Rechung fu¨hrt bei antiparalleler Stellung der
Carbonylgruppen die berechnete Ladungsverteilung zu einem Dipolmoment von nahe
Null. Im untersuchten Fragmentmoleku¨le ist also die Abha¨ngigkeit des Dipolmoments
von der Konformation molekularmechanisch vergleichsweise stark ausgepra¨gt, wa¨hrend
ab-initio die randsta¨ndige Carboxylgruppe bei jedem Winkel zu einem deutlich von
Null verschiedenen Dipolmoment fu¨hrt. Der Effekt dieser entfernt liegenden Gruppe
wird anscheinend molekularmechanisch zu wenig beru¨cksichtigt.
6.3.2 Dipolmoment des Gesamtmoleku¨ls
Konformation
Fu¨r das MHPOBC-Moleku¨l kann nur der molekularmechanisch berechnete Verlauf des
Dipolmoments gezeigt werden, da das ab-initio Dipolmoment nur fu¨r die Minimum-
struktur vorliegt. Die Komponenten des im Hauptachsensystem berechneten Dipolmo-
ments zeigt Tab. 6.2. Aus Abb. 6.7 kann man erkennen, dass an den beiden Minima im
Torsionspotenzial die elektrostatischen Verha¨ltnisse nun unterschiedlich sind: Je nach
eingenommenem Minimum ist das transversale Dipolmoment nahe an seinem Minimal-
bzw. Maximalwert: Bei genauerer Betrachtung fa¨llt auf, dass die Extremalwerte des Di-
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Abbildung 6.7: Transversale Komponente des Dipolmoments des vollsta¨ndigen MHPOBC-
Moleku¨ls bezu¨glich der Haupttra¨gheitsachse. Zusa¨tzlich eingetragen ist der Verlauf des
Torsionspotenzials.
polmoments jeweils im Zentrum der beiden breiten Bereiche minimaler Torsionsenergie
eingenommen werden (90◦ bzw. 270◦).
µT µx/D µy/D µz/D µ/D
Fragment, HF 2.8 2.7 0.61 2.1 3.4
MHPOBC, HF 3.3 1.08 3.1 3.1 4.6
Tabelle 6.2: Vergleich des ab-initio berechneten Gesamtdipolmoments µ und seiner Kompo-
nenten µx, µy, µz und µT in der energieminimierten Struktur von Fragment (Abb. 3.5) und
MHPOBC-Moleku¨l (im Hauptachsensystem)
Spontane Polarisation und Dipolmoment
Ferroelektrizita¨t – eine Eigenschaft chiraler Phasen mit niedriger Symmetrie – hat eine
transversale Komponente des Dipolmoments zur Vorraussetzung. Zwar ha¨ngt der Wert
der Polarisation hauptsa¨chlich vom Tiltwinkel (s. Kap. 7) ab, wenn sich aber die Kon-
formerenverteilung des Moleku¨ls mit der Temperatur stark a¨ndert, kann damit auch die
Polarisation beeinflusst werden. Insbesondere bei Substanzen mit kleiner Polarisation
Ps – MHPOBC za¨hlt nicht dazu – findet man, dass das Vorzeichen von Ps wechseln
kann [88]. Diese Beobachtung la¨sst sich nur erkla¨ren, wenn die transversale Komponente
im Moleku¨l ihre Richtung a¨ndert. Aber auch fu¨r MHPOBC kann gezeigt werden, dass
die Gro¨ße des transversalen Dipolmoments von der eingenommenen Phase beeinflusst
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Abbildung 6.8: Verteilung des Betrags des transversalen molekularen Dipolmoments in di-
versen durchgefu¨hrten Simulationen (bezogen auf die Haupttra¨gheitsachse). Die Maxima
verschieben sich entsprechend dem Ordnungsgrad der Phase (fu¨r eine U¨bersicht u¨ber die
Simulationen vgl. Abb. 5.1).
wird. Abb. 6.8 zeigt die Verteilung des transversalen Dipolmoments ohne die Wechsel-
wirkung mit anderen Moleku¨len (Gasphase), in einer Phase ohne Tilt (FSF), in einer
syn- und einer antiklinischen Phase. In der Reihenfolge dieser Aufza¨hlung verschiebt
sich das Maximum der Verteilungen zu ho¨heren Werten. Dieser Effekt kann nur auf die
Umgebung des Moleku¨ls zuru¨ckgefu¨hrt werden, da alle Verteilungen bei der gleichen
Temperatur (375K) aufgezeichnet sind.
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6.4 Diffusion und Rotation
6.4.1 Diffusion
Experimentelle Ergebnisse
Diffusionskoeffizienten von MHPOBC wurden experimentell durch die Anwendung ei-
ner indirekten Methoden ermittelt, die nicht die translatorische Dynamik des LC-
Moleku¨ls verfolgt, sondern diejenige eines als
”
Tracer“ verwendeten Farbstoffmoleku¨ls
[89]. Die Annahme ist, dass sich die Dynamik der aktuellen LC-Phase auf dieses Moleku¨l
(
”
dye“) aufpra¨gt. Im Experiment erfolgt prima¨r die optische Detektion eines intramo-
lekularen Relaxationsprozesses (
”
forced Rayleight scattering method“, FRS), der vom
diffusiven Prozess u¨berlagert wird.
Die so erhaltenen Diffusionskoeffizienten D‖ und D⊥ beschreiben dann die Dynamik
senkrecht und parallel zum Direktor und damit die Anisotropie der translatorischen
Diffusion. Mit der gleichen Methode ermitteln die Autoren auch Diffusionskonstanen
fu¨r die Homologenreihe der Cyanobiphenyle [90]. Sie finden in den smekischen Phasen
fu¨r n > 7, dass das Anisotropieverha¨ltnis beim U¨bergang von der nematischen in
die smektische Phase im wesentlichen bestehen bleibt, die Dynamik also entlang des
Direktors bzw. der Schichtnormalen erho¨ht ist (D⊥ < D‖).
Fu¨r MHPOBC hingegen finden die Autoren eine schwache Anisotropie mit D⊥ > D‖,
die wegen des experimentellen Fehlers nur in der SmCA-Phase als gesichert gelten kann.
Die Mehrheit der in der Literatur untersuchten Smektogene zeigt tatsa¨chlich eine in
den Schichten erho¨hte Dynamik. Es muss betont werden, dass in nicht orthogonalen
smektischen Phasen (SmCA, SmC) die Definition von D⊥ und D‖ ihre Eindeutigkeit
verliert: So legt das Experiment auch weiterhin die Schichtnormale zu Grunde, die
aber nur in der SmA-Phase mit dem Direktor zusammenfa¨llt. Die Diffusion entlang des
Direktors tra¨gt damit sowohl zu D⊥ also auch zu D‖ bei. In der Simulation erfolgt die
Berechnung nach beiden Mo¨glichkeiten. Experimentell kommt man fu¨r MHPOBC zu
folgenden Ergebnissen (Phasen nach steigender Temperatur geordnet):
SmCA In diesem Temperaturbereich wird D‖ < D⊥ gefunden. Die Werte liegen im
Bereich von 4 bis 10 · 10−12 m2
s
.
SmC Nach einer Unstetigkeitsstelle liegen die Werte zwischen 20 und 100 ·10−12m2/ s.
SmA Nach einer besonders stark ausgepra¨gten Unstetigkeitsstelle liegen die Werte zwi-
schen 10 und 50 · 10−12m2/ s. Die Dynamik hat sich also wieder verlangsamt.
Das bemerkenswerte Ergebnisse dieser Studie besteht also darin, dass die Mobilita¨t
der Tracer-Moleku¨le in der SmC-Phase sowohl gegenu¨ber der SmCA-Phase wie auch
gegenu¨ber der SmA-Phase erho¨ht ist. Um dieses Verhalten zu erkla¨ren, kann man also
durchaus eine Segregation der Tracer-Moleku¨le unterstellen: Innerhalb der smektischen
Schichten kann sich das Tracer-Moleku¨l entweder im mehr flu¨ssigen Bereich der Al-
kylketten oder im Bereich des Cores aufhalten. Die in keinem Fall erfu¨llte Bedingung
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(2 ∗D⊥ +D‖)/3 = Diso weist deutlich darauf hin, dass es sich im strengen Sinn nicht
um Selbstdiffusionskoeffizienten handelt.
Anisotrope Diffusion in der Simulation
Die Simulation erlaubt es, die (Selbst-)Diffusionskoeffizienten auch in anisotropen Me-
dien zu berechnen. Die entsprechenden Tensorkomponenten Dαα mit α = x, y, z sind
durch folgenden Ausdruck gegeben:
Dαα = lim
t→∞
1
2t
<
N∑
i
(Ri,α(t)−Ri,α(0))2 > (6.6)
Dieser Ausdruck stellt die Steigung der mittleren quadratischen Verschiebung (MQV)
gemittelt u¨ber alle Teilchen dar. Ri sind die Teilchenschwerpunktskoordinaten. Aus
dem Gro¨ßenverha¨ltnis der Komponenten Dαα kann der Grad der Biaxialita¨t der Phase
abgelesen werden. In der Simulation erfolgt die Berechnung der Komponenten bezu¨glich
folgender zugeho¨riger Hauptachsen, die zur Projektion der mittleren Verschiebung die-
nen:
• in Richtung der Schichtnormalen z (DZ)
• in Richtung der Moleku¨lla¨ngsachse n (Dn)
• in Richtung parallel zur Tiltebenennormalen (DY): Y = n× z
• in Tiltrichtung (DX): X = Y × z
Parallel zur Schichtnormalen bzw. Moleku¨lla¨ngsachse
Zuna¨chst wird die MQV verschiedener Systeme entlang der Moleku¨lla¨ngsachse bei
375K ausgewertet (Abb. E.1 im Anhang). Diese beschreibt fu¨r lange Zeiten eine In-
terschichtdiffusion. Dargestellt sind die SmX’-Simulation (a) und die SmCA-Simulation
(b). Aus der Auswertung in Tab. 6.3 geht hervor, dass die Diffusion in den gekippten
Phasen in Richtung der Moleku¨lla¨ngsachse (Dn) gegenu¨ber der Diffusion in Richtung
der Schichtnormalen begu¨nstigt ist. Bei der Ermittlung von Dn bzw. Dz durch Anpas-
sung an eine Gerade muss beru¨cksichtigt werden, dass ein Plateauwert erreicht wird;
dieser ist in den FSF-Simulationen real, in den u¨brigen durch ein zu kleines Zeitfenster
bedingt, da die Diffusion zwischen den Schichten sehr langsam verla¨uft. Daher wird zur
Auswertung stets der erste lineare Bereich verwendet.
Der Verlauf der MQV ist von Oszillationen u¨berlagert, die in der Simulation bei 360K
(SmCA) Plateaugebiete darstellen. Die besondere Stellung dieser Simulation kommt
bei der Projektion auf die Moleku¨lla¨ngsachse zum Ausdruck, deren MQV im Anhang
in Abb. F.4a dargestellt ist: Diese Simulation weist in der Translationsdynamik noch
teilweise die kristallinen Eigenschaften der artifiziellen Startkonfiguration auf (s. a. Ab-
schn. 7.2.2).
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In Abb. E.2 im Anhang sind die MQV der Simulationen bei 400K dargestellt. Die
orthogonale FSF-Simulation (a) zeigt hier die ho¨chste Dynamik. Bei den gekippten
Phasen tritt in antiklinischer Geometrie (b) eine Verdopplung, in synklinischer (c)
Verdreifachung der Dynamik ein (Tab. 6.3).
Senkrecht zu Schichtnormalen
Die Diffusion innerhalb der Schicht – beschrieben durch Dx und Dy – la¨uft langsamer
ab (≈ 5·10−12 m2
s
bzw. 23·10−12 m2
s
in der FSF-Simulation). Diese Beobachtung macht
man auch bei der Simulation nematischer Phasen, wo man allerdings von einer Dyna-
mik senkrecht zum Direktor sprechen muss [49]. Auch Experimente kommen zu diesem
Ergebnis [90]. Im Gegensatz dazu kommen die Autoren in [91] zu einer Lo¨sung der
eindimensionalen Diffusionsgleichung mit einem periodischen Potenzial vom McMillan-
Typ, die eine ho¨here Dynamik innerhalb der Schichten nahelegt. Die Autoren betonen
allerdings, dass ihre Lo¨sung fu¨r eine Zeit- und Raumskala des Feldgradienten-NMR-
Experiments gilt, wo es einem Moleku¨l innerhalb eines Pulses mo¨glich ist, das Hun-
dertfache seines Durchmessers zu diffundieren.
In der vorliegenden Simulation von MHPOBC ist die Diffusion innerhalb der Schich-
ten ebenfalls herabgesetzt und es zeigt sich eine weitere Anisotropie: In der SmCA-
Phase bei 375K scheint die Diffusion innerhalb der Tiltebene schneller abzulaufen als
senkrecht dazu. Alle u¨brigen Simulationen zeigen diese Eigenschaft, aber weniger aus-
gepra¨gt. Dieses Verhalten kann seine Ursache in der bereits diskutierten Packung des
Biphenylsystems haben (Abschn. 4.2.3). Allgemein verla¨uft die Dynamik in smektischen
Phasen um eine Gro¨ßenordnung langsamer als in nematischen Phasen. Die diffusive Dy-
namik ist in den nicht orthogonalen Phasen besonders verlangsamt; der Grund dafu¨r
kann im hohen Tiltwinkel dieser Simulationen liegen. Die orthogonalen FSF-Simulation
zeigt sowohl die ho¨chste Dynamik wie auch ein Anisotropieverha¨ltnis, das nematischen
Phasen entspricht [49].
SmX’(375K) SmCA(375K) SmCA(400K) SmC(400K) FSF(400K)
DX 5,6 4,5 11 20 23
DY 2,8 0,60 5,7 15 23
DZ 5,8 5,1 18 23 33
Dn 7,6 5,2 21 25 33
Tabelle 6.3: Richtungsabha¨ngige Diffusionskoeffizienten in 10−12 m
2
s in den angegebenen Si-
mulationen.
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6.4.2 Orientierungsdynamik
Spin-Gitter-Relaxation
In der Literatur wird die Orientierungsdynamik um die Moleku¨lla¨ngsachse breit disku-
tiert. Prinzipiell sind NMR-Experimente die richtige Wahl, will man die Dynamik auf
molekularer Zeitskala verfolgen. Das prima¨re Ergebnis einer 13C -NMR-Messung be-
steht aber zuna¨chst einmal aus Spin-Gitter- oder T1-Zeiten, denen die Relaxation eines
(identifizierbaren) Kernspins zuru¨ck ins thermische Gleichgewicht zu Grunde liegt. Die
relaxationsauslo¨senden Prozesse hierfu¨r ko¨nnen vielfa¨ltig sein: translatorische und rota-
torische Diffusion (
”
spinning“,
”
tumbling“) oder alle mo¨glichen Arten intramolekularer
Bewegungen. Fu¨r den Mechanismus wird allgemein eine Dipol-Dipol-Wechselwirkung
angenommen; Damit kommt der Bewegung der C−H Bindungen in einem Moleku¨l eine
besondere Bedeutung zu: In [43] interpretiert man nun die T1-Zeiten (≈ 1 s) derart, dass
sie die Umorientierung der C−H Bindungen auf Grund der Rotation des Moleku¨ls um
seine La¨ngsachse beschreiben. Vergleicht man nun die T1-Zeiten ausgewa¨hlter C-Atome
des Moleku¨ls, stellt man fest, dass sich beim Eintritt in eine gekippte Phase keine si-
gnifikante Verlangsamung der Dynamik einstellt (kein
”
critical slowing down“ [43]).
Dieses Ergebnis ist in Einklang mit 2H -NMR-Experimenten [85], die keine A¨nderung
der Rotation um die Moleku¨lla¨ngsachse aufzeigen, wenn ein Phasenu¨bergang zwischen
orthogonaler und gekippter Phase stattfindet. Die in [43] berechneten Aktivierungsener-
gien zeigen, dass diese sich beim Phasenu¨bergang nur bei drei bestimmten C-Atomen
deutlich vera¨ndern: die C-Atome der beiden Carbonylgruppen und das C-Atome des
Chiralita¨tszentrums. In diesen Fa¨llen tritt eine deutliche Erho¨hung der Aktivierungs-
energie ein.
Zeitkorrelationsfunktionen
Die MD-Simulation bietet die Mo¨glichkeit, die Dynamik der relaxationsauslo¨senden
Prozesse direkt darzustellen. Dazu dienen Zeitkorrelationsfunktionen C(t), deren Zei-
tintegral den T1-Zeiten des NMR-Experimentes proportional sind:
C(t) =
< A(0)A(t) > − < A(0) >2
< A(0)2 > − < A(0) >2 (6.7)
Vor der Berechnung mu¨ssen allerdings noch Festlegungen vorgenommen werden:
• Die Wechselwirkung der an der C−H-Bindung beteiligten Kernspins ist dipolarer
Natur:
A(t) = P2[cos(α(t)]
P2 ist das Legendre-Polynom 2.Ordnung:
P2[x] =
1
2
(3x2 − 1)
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• Der Winkel α wird nicht direkt zwischen zeitlich aufeinanderfolgenen C − H-
Vektoren gemessen, sondern zwischen diesen Vektoren und einer ausgezeichneten
Achse des anisotropen Systems (Schichtnormale z).
• Da die Simulationen im United-atom-Modell durchgefu¨hrt wurden, mu¨ssen die
CH-Einheitsvektoren der Alkylketten aus zwei aufeinander folgenden Einheits-
vektoren von CC-Bindungen ui und ui+1 konstruiert werden:
uCH =
ui × ui+1
|ui × ui+1| +
ui + ui+1
|ui + ui+1| (6.8)
Die einzige explizite CH-Bindung liegt am chiralen Kohlenstoff vor; vergleicht
man die Dynamik mit einer konstruierten Bindung, erha¨lt man eine sehr befrie-
digende U¨bereinstimmung.
Die nicht normierten Korrelationsfunktionen < A(0)A(t) > erreichen also fu¨r große
Zeiten die quadrierten Ordnungsparameter der betrachteten Bindungen, wenn als Be-
zugsachse der Direktor verwendet wird.
Ergebnisse
Die experimentellen Daten ko¨nnen nur schwer zum Vergleich mit der Simulation dienen.
Ein Grund besteht darin, dass in der Simulation keine Temperaturserien einer Phase
vorliegen. In der Simulation lassen sich gut die Korrelationsfunktionen verschiedener
Phasen bei 400K bzw. 375K heranziehen. Es werden dabei die CH-Bindungen betrach-
tet, da sie der im Experiment gefundenen Dynamik zu Grunde liegen. Als Bezugsachse
wird wie im Experiment die Schichtnormale verwendet.
Als allgemeines Charakteristikum fa¨llt auf, dass sich sa¨mtliche Korrelationsfunktio-
nen nur mit einer Summe aus drei Exponentialfunktion beschreiben lassen [49]:
C(t) = a1e
− t
τ1 + a2e
− t
τ2 + a3e
− t
τ3 mit 1 = a1 + a2 + a3 (6.9)
Es wird angenommen, dass die Korrelationszeiten τ1 und τ2 die Librations- und Trans-
gauche-Dynamik (TG-Dynamik) charakterisieren, wa¨hrend in τ3 die Rotation des Mo-
leku¨ls um seine La¨ngsachse eingeht (Langzeitdynamik). Die Diskussion der einzelnen
Dynamiken τi und ihrer zugeho¨rigen Amplituden ai soll im folgenden anhand der Struk-
tur der Phasen erfolgen. Dabei werden unterschiedliche Klinizita¨t (syn/anti) bei jeweils
gleicher Temperatur verglichen. Zur Auswertung der Dynamik finden die Simulationen
SmX’ (synklinisch) und SmCA(375K) bzw. SmC(400K) und FSF(400K) Verwendung.
Besondere Beru¨cksichtigung findet die Vera¨nderung der Dynamik entlang der beiden
Alkylketten im Moleku¨l, die getrennt voneinander diskutiert werden sollen. Die Para-
meter τi und ai nach Gl. (6.9) findet man in den Tabellen E.1 und E.2 im Anhang.
Diese werden im weiteren diskutiert.
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Achirale Kette
Mit der achiralen Alkylkette, die u¨ber einen Ethersauerstoff an das Core geknu¨pft ist,
liegt ein Strukturelement vor, das in Mesogenen ha¨ufig anzutreffen ist. Wie schon qua-
litativ aus Abb. 6.9 hervorgeht, erreicht die ACF der ersten beiden CH-Bindungen nur
sehr langsam Null. Nahe am Core des Moleku¨ls macht sich eine eingeschra¨nkte Be-
weglichkeit bemerkbar, da eine Top-down-Umorientierung nicht mo¨glich ist. An dieser
Stelle geht also noch eine weitere Dynamik ein, die langsamer ist als τ3. Wie Tab. E.1 im
Anhang zeigt, unterscheiden sich die Korrelationszeiten nicht signifikant. Man erkennt
aber einen Struktureinfluss in der Langzeitdynamik τ3: Bei 400K ist diese Mode in der
SmC-Simulation stark gegenu¨ber der FSF-Simulation beschleunigt. Die Librationsdy-
namik τ1 in der Gro¨ßenordnung von wenigen Pikosekunden ist sowohl unabha¨ngig vom
Ort im Moleku¨l wie auch von der Phase; die TG-Dynamik dagegen ha¨ngt stark vom
Ort ab und scheint in der orthogonalen FSF-Simulation schneller abzulaufen.
Von Interesse ist weiterhin der Anteil der einzelnen Dynamiken am Gesamtprozess;
der Anteil der Langzeitdynamik (a3) nimmt in Richtung Kettenende deutlich ab, der
Anteil der Librationsdynamik entsprechend zu (a1). Die einzige Ausnahme bildet die
FSF-Simulation: hier ist es der große Anteil a2 an TG-Dynamik , der abnimmt, wa¨hrend
der Anteil a3 an Langzeitdynamik gleich bleibt.
Chirale Kette
Die zu den chiralen Ketten geho¨rigen Korrelationsfunktionen sind in Abb. 6.10 fu¨r
zwei ausgewa¨hlte Simulationen dargestellt. Das Vorliegen einer Estergruppe und eines
asymmetrischen Kohlenstoffatoms tragen dazu bei, dass die Orientierungsdynamik der
einzelnen CH-Bindungen weiter als im Fall der achiralen Kette auffa¨chert. Außerdem
fa¨llt – verglichen mit der achiralen Kette – eine große Amplitude a2 der TG-Dynamik
ins Auge (Tab. E.2).
Die Simulation SmX’ zeigt die langsamste Langzeitdynamik τ3; die schnellste Lang-
zeitdynamik zeigt die SmC-Simulation. Es fa¨llt auf, dass die TG-Dynamik (τ2) diesen
Trend nicht zeigt: Die TG-Dynamik der SmC-Simulation ist eher verlangsamt und
scheint durch ein Maximum zu laufen. Dieses Maximum zeigen die anderen Simula-
tionen nicht. In der orthogonalen Phase verdoppelt sich Langzeitdynamik der CH-
Bindungen der chiralen Alkylkette.
Bei den Amplituden fa¨llt im Vergleich zur achiralen Kette auf, dass der Anteil a1 an
Libration zu Beginn der Kette niedrig ausfa¨llt und besonders in der SmC-Simulation
dann sprunghaft ansteigt. Hier zeigt sich, dass die Dynamik der achiralen Kette zu
Beginn der Kette durch die langsameren TG-Prozesse dominiert ist.
6.4.3 Resumme
Bei der Ermittlung der Translationsdynamik erschwert die Plateaubildung in der mitt-
leren quadratischen Verschiebung die Auswertung. Bei einem Vergleich der notwendi-
gerweise lokalen Dynamik stellt sich heraus, dass die Diffusion innerhalb der Schichten
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(a) SmX’, achirale Kette
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0  2  4  6  8  10
C(
t)
t/ns
1
2
3
4
5
6
(b) SmCA, achirale Kette
Abbildung 6.9: Zeitkorrelationsfunktionen der CH-Bindungen in der achiralen Kette -C8H15
in den Simulationen (a) SmX’ und (b) SmCA(375K). Dargestellt sind jeweils die Korrelati-
onsfunktionen der C-H-Bindungen der ersten sechs C-Atome in der Kette (in aufsteigender
Nummerierung vom Core in Richtung Kettenende).
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(a) SmX’, chirale Kette
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(b) SmCA, chirale Kette
Abbildung 6.10: Zeitkorrelationsfunktionen der CH-Bindungen in der chiralen Kette -C6H13
in den Simulationen (a) SmX’ und (b) SmCA(375K). Dargestellt sind jeweils die Korrelati-
onsfunktionen der C-H-Bindungen der ersten sechs C-Atome in der Kette (in aufsteigender
Nummerierung vom Core in Richtung Kettenende).
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langsamer abla¨uft als zwischen den Schichten. Die erhaltenen Werte fu¨r die Diffusi-
onskoeffizienten liegen um eine Gro¨ßenordnung niedriger als in nematischen Phasen
(∼ 5 · 10−12 m2
s
). Auch in allen in der Literatur beschriebenen MD-Simulationen zeigt
sich eine Beschleunigung der Dynamik parallel zum Direktor (Eine U¨bersicht findet sich
in [92]). Eine orthogonale Phase (ohne Tilt) zeigt eine deutliche Erho¨hung der Trans-
lationsdynamik. Bei den nicht orthogonalen Phasen kommt es innerhalb der Schichten
zu einer weiteren Anisotropie, die in einer Erho¨hung der Dynmik in Tiltrichtung zum
Ausdruck kommt. Der gefundene U¨berlapp des Biphenylsystems der Moleku¨le unter-
einander steht damit in unmittelbarem Zusammenhang.
Die Orientierungsdynamik der CH-Bindungen la¨ßt sich klar mit Hilfe von drei Rela-
xationszeiten beschreiben, d. h. die Korrelationsfunktion kann in eine Summe aus drei
Exponentialtermen zerlegt werden. Allen Simulationen gemeinsam ist, dass der Anteil
an Librationsdynamik zum Kettenende hin stark zunimmt und am Ende zu 80% domi-
niert. Die Librationsdynamik bleibt allerdings immer in der gleichen Gro¨ßenordnung,
wa¨hrend die anderen Dynamiken zum Kettenende hin zunehmen.
Die Phase, d. h. der Ordnungsgrad, hat Einfluss auf die Langzeitrelaxation der chi-
ralen Alkylkette: In der weniger geordneten, orthogonalen Phasen ist diese deutlich
beschleunigt. In den ho¨her geordneten Phasen kommt es bei der chiralen Kette hinge-
gen zu einer Verlangsamung der TG-Dynamik und ihr Anteil, die Amplitude, an der
Gesamtdynamik nimmt zu.
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7.1 Grundlagen
7.1.1 Makroskopische Polarisation
z
n
z
n
σxz
P
achiral chiral
C2
s
Spiegelebene
Abbildung 7.1: Lokale Symmetrieerniedrigung beim U¨bergang von SmA nach SmC. In der
SmC-Phase bleibt nur die C2-Achse erhalten, wa¨hrend die Spiegelebene σxz verschwindet.
In den meisten flu¨ssigkristallinen Phasen, nematisch, chiral nematisch (cholesterisch),
SmA, oder SmC, die mit fallender Temperatur aus der isotropen Phase hervorgehen,
liegt eine zu hohe Symmetrie vor, so dass die Existenz eine C2-Achse und die Top-
down-Symmetrie das Auftreten von Ferroelektrizita¨t verhindern(Abb. 7.1). In chiralen
smektischen Phasen ist die Symmetrie jedoch soweit erniedrigt, dass eine chiralita¨tsin-
duzierte, unechte1 Ferroelektrizita¨t ermo¨glicht wird, die nicht prima¨r aus einer Aus-
richtung von Dipolen resultiert. Die Moleku¨le jeder smektischen Schicht ko¨nnen jede
Orientierung annehmen, der Winkel dieser Orientierung tritt aber nicht mehr gleich-
verteilt auf. Das Verschwinden der Spiegelebene in einer chiralen gekippten Phase fu¨hrt
zu einer von Null verschiedenen Vektorsumme transversaler Dipolmomente entlang der
1Mit ”Improper ferroelectrics“ dru¨ckt man aus, dass als prima¨rer Ordnungsparameter nicht die Po-
larisation dienen kann, da ein identisches Phasenverhalten auch in racemischen Mischungen zu
beobachten ist, die keine polaren Eigenschaften zeigen.
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C2-Achse. Damit kommt es innerhalb einer smektischen Schicht zu einer spontanen
Polarisation senkrecht zur Tiltebene:
Ps = P0
z× n
|z× n| (7.1)
z ist ein Vektor parallel zur Schichtnormalen und n ist der Direktor einer Schicht. Der
Vektor z wird so gewa¨hlt, dass er bei einem Tiltwinkel von 0◦ mit n zusammenfa¨llt.
Die Umkehrung der Tiltrichtung ergibt einen Richtungswechsel der Polarisation. Ex-
perimentelle Untersuchungen and S-MHPOBC ergeben ein P0 von +195
nC
cm2
. Die ma-
ximal zu messende Polarisation wird zu +70 nC
cm2
bei θ = 21◦ angegeben [93]. Ps der
Simulationen wird in Abschn. 7.2 diskutiert. Zuna¨chst aber soll eine Einfu¨hrung in die
nanoskopischen Details von Ps erfolgen.
7.1.2 Nanoskopische Details
In einer Schicht einer SmC- oder einer SmCA-Phase liegen zwei ausgezeichnete Achsen
vor: Die Y-Achse, Einheitsvektor yˆ, liegt senkrecht zur Tiltebene und die X-Achse,
Einheitsvektor xˆ, innerhalb der Tiltebene. Fu¨r die Entstehung einer Polarisation ist
die mittlere Orientierung eines transversalen Dipolmoments µT entscheidend, die als
Winkel ϕ bzgl. Y gemessen wird:
Ps =
1NµT < cosϕ >=
1NµT < yˆ · µˆ >= 1NµTP1 mit yˆ = n× zˆ (7.2)
P1 stellt also einen Ordnungsparameter dar, der die polare Ordnung beschreibt. µˆ
ist der Dipolmoment-Einheitsvektor des projizierten Dipolmoments und 1N die Teil-
chenzahldichte. Abb. 7.2a zeigt schematisch den Zusammenhang zwischen Schichtnor-
maler zˆ, Tiltebene und yˆ. Die Projektion des molekularen Dipolmoments erfolgt in
eine Ebene, deren Normalenvektor der Direktor n ist, und die von X- und Y-Achse
aufgespannt wird. Eine Winkelverteilung kann sowohl fu¨r das Dipolmoment selbst als
auch fu¨r einzelne funktionelle Gruppen des Moleku¨ls, die es bedingen, ermittelt wer-
den. Um die Gro¨ße des transversalen molekularen Dipolmoments zu verstehen, kann
die Winkelverteilung sowohl der beiden CO-Gruppen als auch des molekularen Dipol-
moments getrennt untersucht werden. Fu¨r eine Berechnung von Ps bzw. der zu Grunde
liegenden Verteilungsfunktionen hat man zuna¨chst die Wahl zwischen Schichtdirektor
und molekularem Direktor als Normalenvektor der Projektionsebene. In Abschn. 7.2
werden beide Verteilungen verglichen. Der fu¨r jede Schicht separat berechenbare Mit-
telwert < cosϕ > ist jedoch der spontanen Polarisation nur direkt proportional, wenn
der Schichtdirektor zur Definition des gekippten Koordinatensystems zu Grunde ge-
legt wird. Hierin kommt der makroskopische Charakter von Ps zum Ausdruck. Unter
Abwandlung von Gl. (7.2) kann man also schreiben:
Ps =
ρNAµT
M
< cosϕ > (7.3)
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Abbildung 7.2: Koordinatensystem zur Ermittlung der Orientierungsverteilung bestimmter
Moleku¨lvektoren. (a) Die Ebene senkrecht zum Direktor, deren Normalenvektor, wird durch
die Achsen X und Y aufgespannt, wobei letzter senkrecht zur Tiltebene steht. Ein in diese
Ebene projiziertes molekulares Dipolmoment µT wird zur Berechnung aller folgenden Ver-
teilungsfunktionen verwendet. (b) Blick auf die Normalfla¨che mit eingezeichneter spontaner
Polarisation Ps. Die Richtung des zugeho¨rigen, nun mittleren molekularen Dipolmoments
< µT > ist eingezeichnet und ist proportional zu < cos(ϕ) >.
oder 2
Ps ≈ 360µ? < cosϕ > nC
cm2
µ? : Zahlenwert des transv. Dipolmoments in Debye
(7.4)
Es muss also auch ein Dipolmoment bekannt sein bzw. kann umgekehrt aus Ps berech-
net werden. In diesem Zusammenhang muss die Arbeit von Terzis et al erwa¨hnt werden,
die Ps auf der Grundlage der Einzelmoleku¨ldipolmomente mit Hilfe eines Mean-field-
Modells erstaunlich gut vorhersagen kann [94].3 Dazu wird die mittlere Konformati-
on des Moleku¨ls an experimentell bestimmten Bindungsordnungparametern kallibriert.
Das Besondere an dieser Vorgehensweis liegt darin, dass keine chirale Phase betrachtet
wird, sondern ein aus zwei Anteilen bestehendes Potenzial auf das Moleku¨l einwirkt.
2Die Molmasse M von MHPOBC betra¨gt 558 gmol und 1D = 1, 336 · 10−30 Cm. Die Dichte ρ hat in
guter Na¨herung den Wert 1, 0 g cm−3.
3 Es handelt sich um Derivate eines Biphenylethanoats, die experimentell ausgezeichnet charak-
terisiert sind: H2n+1CnOPhPhOC(O)CHClX mit X=-C(CH3)2, -CH2CH(CH3)2, -CH(CH3)-CH2CH2 .
Je nach La¨nge der achiralen Etherkette findet man bei maximalem Tiltwinkel ein Ps von 95 bis
250 nCcm2 [94].
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Diese Anteile beziehen sich einerseits auf die z-Achse und andererseits auf den Schicht-
direktor. Es findet also eine U¨berlagerung zweier
”
nematischer“ Anisotropien mit unter-
schiedlicher Vorzugsrichtung statt. Zur Berechnung von Ps mu¨ssen Annahmen u¨ber die
Dipolmomente der Bindungen zwischen Chlor und Kohlenstoff und der COO-Gruppen
gemacht werden. Die MD-Simulation erlaubt hier eine direkte Betrachtung: Aus der be-
rechneten Polarisation in den Schichten kann auf das effektiv wirksame Dipolmoment
der beitragenden funktionellen Gruppen geschlossen werden.
Mit Hilfe der statistischen Mechanik la¨ßt sich < cosϕ > mit einem Rotationspoten-
zial U(ϕ) verknu¨pfen:
< cosϕ > =
∫
cosϕ e−βU(ϕ)dϕ∫
e−βU(ϕ)dϕ
(7.5)
U(ϕ) = −a1θ cos(ϕ)− a2θ2 cos(2ϕ) (7.6)
Im Rahmen dieses mikroskopischen Modells gelingt es, die experimentell gefundene
Temperaturabha¨ngigkeit von Ps/θ herzuleiten [28]. Fu¨r ein chirales Molku¨l existiert im
Bereich von 0 bis 2pi nur ein Minimum von U(ϕ), aber ein achirales Moleku¨l zeigt zwei
energetisch gleiche Minima, die um pi verschoben sind [38, 80]. Im Mittel ergibt sich
in diesem Fall also nur eine Polarisation in der Tiltebene, die sich aber auf Grund der
top-down-Symmetrie der Moleku¨le innerhalb einer smektischen Schicht zu Null mittelt.
Die Besonderheit eines chiralen Mediums kommt darin zum Ausdruck, das ein polarer
Anteil im Rotationspotenzial erscheint, wa¨hrend hingegen a1 in Gl. (7.6) in achiralen
Medien Null ist, d.h. kein polarer Anteil vorliegt. Die molekulardynamische Simulation
erlaubt es nun, eine Verteilung von ϕ direkt zu berechnen; auch experimentell sind dazu
Versuche unternommen worden, indem die relative Orientierung der CO-Gruppen u¨ber
ihre IR-Aktivita¨t bestimmt wird [41]. Die Autoren gelangen zu der Aussage, dass in
der SmCA-Phase die Orientierung der CO-Gruppen bevorzugt in der Tiltebene liegt,
in der SmC-Phase die Orientierung aber im Mittel außerhalb dieser Ebene. Mit diesem
Ergebnis tragen sie theoretischen U¨berlegungen von Cladis und Brand Rechnung [40],
die aus Symmetriegru¨nden fu¨r antiklinische Geometrie eine Polarisation in X-Richtung
postulieren, die zwischen den Schichten auftritt (PX-Modell). In Abschn. 7.3.2 soll die
Rotation der CO-Gruppen um die Moleku¨lla¨ngsachse und in Abschn. 7.3.3 das z-Profil
der Projektion auf die Y- bzw. X-Achse diskutiert werden.
Der genaue Verlauf der Verteilungsfunktionen, die dem mikroskopischen Modell chi-
raler smektischer Phasen zu Grunde liegen, sind in der theoretischen Herleitung [28]
nie explizit bekannt, sondern mu¨ssen postuliert werden. Stegemeyer et al. haben dieses
Modell noch erweitert, indem sie im Ausdruck fu¨r das Rotationspotenzial, Gl. (7.6), in
den polaren Anteil noch eine Phasenverschiebung aufgenommen haben, um einen tem-
peraturabha¨ngigen Vorzeichenwechsel von Ps zu erkla¨ren [88]: Die Phasenverschiebung
stellt einen weiteren Freiheitsgrad dar, der die Richtung des Dipolmoments innerhalb
des Moleku¨ls beschreibt. Insbesondere bei kleinen Werten von Ps kann damit ein Vor-
zeichenwechsel von Ps erkla¨rt werden. Wie schon in Abschn. 6.3.2 hervorgeht, ha¨ngt
der Absolutwert des molekularen Dipolmoments tatsa¨chlich von der Temperatur und
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der thermodynamischen Phase ab und damit von einer mittleren (vera¨nderlichen) Kon-
formation des Moleku¨ls.
Es muss betont werden, dass sa¨mtliche dieser Modelle nicht fu¨r antiferroelektrische
Strukturen gedacht sind, sie dennoch dieser Arbeit als Ausgangssituation zugrunde
liegen.
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7.2 Makroskopische Polarisation
7.2.1 Betrag und Richtung der Polarisation
Der Zusammenhang zwischen Tiltwinkel und Betrag bzw. Richtung der Polarisation soll
nun in den durchgefu¨hrten Simulationen untersucht werden. Dabei werden die Schichten
stets einzeln untersucht und die einzelnen Systeme nur in orthogonal bzw. gekippt
unterschieden. Der Polarisation wird also als lokale physikalische Eigenschaft Rechnung
getragen. Die Berechnung von Ps erfolgt in der Simulation u¨ber eine Summierung der
molekularen Dipolmomente und anschließende Projektion auf die Y-Richtung, die durch
die Tiltrichtung festgelegt ist:
Ps =
N∑
i
µi ; Ps = yˆ ·Ps mit yˆ = z× n (7.7)
Pˆs =
N∑
i
µi/|
N∑
i
µi| (7.8)
n ist der Direktor einer Schicht. Als ein Kriterium fu¨r den Realita¨tsgrad der Simulati-
on SmX’ zeigt Abb. 7.3b das Skalarprodukt zwischen Pˆs und der y-Achse yˆ, die mit
der C2-Achse zusammenfa¨llt. Es zeigt sich, dass Ps als die Summe aller Moleku¨ldipole
tatsa¨chlich mit der C2-Achse zusammenfa¨llt, also der Symmetrie chiraler Phasen ge-
horcht. In der einen Schicht zeigt Pˆs allerdings zuna¨chst in die gleiche Richtung wie yˆ,
wa¨hrend in der anderen Schicht der Wert des Skalarprodukts besta¨ndig nahe bei −1
liegt. Im Verlauf der Simulation nehmen dann beide Schichten ein negatives Vorzeichen
ein; da beide Schichten aus den gleichen Enantiomeren bestehen (R-MHPOBC), ist die-
ses Verhalten auch zu erwarten. Die vorausgehende Equilibrierung der Simulation bei
350K war also zumindest bezu¨glich der Ausbildung der Polarisation nicht ausreichend.
Abb. 7.3a zeigt den Verlauf der Polarisation Ps in beiden Schichten. Konsistent mit
dem starken Tilt dieser Simulation stellt sich eine große Polarisation ein. Obwohl sich
der Tilt beider Schichten kaum a¨ndert, stellt sich Ps nur sehr verzo¨gert ein: Wa¨hrend
in der einen Schicht sogar noch ein Vorzeichenwechsel geschieht, erreicht die andere
Schicht bereits einen konstanten Wert von ca. −200 nC
cm2
. Besonders drastisch fa¨llt die
Diskrepanz zwischen Tilt und P ins Auge, wenn in der Simulation ein U¨bergang von
einer orthogonalen in eine gekippte Phase erfolgt. Obwohl die Simulation SmCA bei
400K rasch eine antiklinische Geometrie einnimmt (Abb. D.5 im Anh.), pendelt sich
Ps in beiden Schichten um Null ein. Nur anfa¨nglich (Abb. 7.4a) wird kurzzeitig ein Ps
von signifikant ungleich Null eingenommen, das sich im weiteren um Null einschwingt.
Setzt man die Simulation bei 375K fort (SmCA(375K)), bleibt der Tilt beider Schich-
ten praktisch unvera¨ndert, es stellt sich aber langsam ein Ps von ungleich Null mit
negativem Vorzeichen ein (Abb. 7.4b).
Erfolgt der U¨bergang aus der FSF-Simulation bei 375K (Simulation SmX), stellt
sich ein stark fluktuierendes Ps ein, wie Abb. F.3 im Anhang zeigt. Bei den in den
Abb. 7.3 und 7.4 dargestellten Punkten handelt es sich um Mittelwerte von Trajekto-
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Abbildung 7.3: (a) Die SmX’ Simulation zeigt zu Beginn ein stark unterschiedliches Ps in
beiden Schichten. Wa¨hrend in der einen Schicht ein Vorzeichenwechsel geschieht, fa¨llt in der
anderen Schicht Ps weiter auf einen konstant negativen Wert. In (b) ist das Skalarprodukt
zwischen Pˆ und yˆ, der C2-Achse, aufgetragen. Am Ende des Simulationslaufs zeigt Pˆ in
beiden Schichten in Richtung −yˆ.
rienabschnitten, die jeweils etwa 100 Konfigurationen beeinhalten.
7.2.2 Enantiomereneffekt: SmCA(360K,R) und SmCA(375K, S)
Um einen Zusammenhang zwischen Tilt und Polarisation aufzuzeigen, erweisen sich
die bisher diskutierten Simulationen von R-MHPOBC als unzureichend. Der Tiltpro-
zess war vom Aufbau der Polarisation weitgehend entkoppelt. An dieser Stelle sollen
zwei weitere Simulationen diskutiert werden, die bereits in der U¨bersicht in Abb. 5.1
enthalten sind und deren polare Eigenschaften im weiteren besonders im Mittelpunkt
stehen. Abb. 7.5 zeigt die Auswertung einer Simulation bei einer ho¨heren Temperatur
von 360K, um einerseits die Gleichgewichtseinstellung zu beschleunigen, aber gleich-
zeitig die polaren Effekte zu erhalten. Es wird von der gleichen artifiziellen Startkon-
figuration wie bei der Simulation SmX’ ausgegangen. Der Verlauf von Ps ist daher
auch prinzipiell a¨hnlich, findet aber auf einer verku¨rzten Zeitskala statt: Die anfa¨ng-
lich auftretende positive Polarisation Ps der einen Schicht ha¨lt sich weniger als 5 ns
und erreicht schon nach 20 ns einen mit der anderen Schicht vergleichbaren Wert von
−200 nC
cm2
. Weitere Kenngro¨ßen wie Tilt, Dichte, Azimuth und Ordnungsparameter die-
ser Simulation finden sich in Abb. F.1 im Anhang. Es handelt sich um eine antiklinische
Geometrie, da die Differenz der Schichtazimuthwinkel sich pi anna¨hert. Es ist nicht klar,
ob die translatorische Dynamik bei 360K schon ein ausgepra¨gtes Flu¨ssigkeitsverhalten
aufweist (Abb. F.4a im Anhang).
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Abbildung 7.4: (a) Verlauf von Ps in beiden Schichten in der SmCA-Simulation bei 400K.
Ausgehend von einem Ps von Null baut sich fu¨r etwa eine Nanosekunde ein Ps mit unter-
schiedlichem Vorzeichen auf, das sich aber im weiteren Verlauf um Null einpendelt. (b) Die
Fortfu¨hrung der Simulation unter (a) bei 375K (SmCA(375K)). Hier wurde zur Mittelung
ein kleineres Intervall verwendet. In beiden Schichten stellt sich ein negatives Ps ein.
Da das Auftreten einer Polarisation eine chirale Phase zur Voraussetzung hat, soll-
te eine Simulation ausgehend von einer gespiegelten Konfiguration andere polare Ei-
genschaften vorweisen. Dazu muss das Kraftfeld im Bereich der Torsionspotenziale
vera¨ndert werden (Tab. A.4). Abb. 7.6a zeigt den Verlauf der Polarisation in einer Si-
mulation von S-MHPOBC, der die bezu¨glich der R-MHPOBC-Simulation gespiegelte
artifizielle Startkonfiguration zu Grunde liegt. Ihre Kenngro¨ßen sind in Abb. F.2 im
Anhang zusammen mit der MQV (Abb. F.4b) aufgefu¨hrt. Das System erreicht erneut
nach relativ kurzer Zeit eine antiklinische Geometrie, der optische Tiltwinkel ist mit
ca. 20◦ aber kleiner als bei 360K. Wiederum zeigt nur die eine Schicht den Aufbau
einer Polarisation mit dem “richtigen“, nun positiven Vorzeichen, wa¨hrend sich in der
anderen Schicht zuna¨chst eine negative Polarisation aufbaut. Der Verlauf in beiden
Schichten verha¨lt sich spiegelbildlich zur Simulation von R-MHPOBC bei 360K, wenn-
gleich auf Grund des Temperaturunterschieds die U¨bereinstimmung nicht quantitativ
ausfa¨llt. Erst nach 20 ns ist in beiden Schichten ein Ps von +100
nC
cm2
erreicht. Quan-
titativ wird Ps aller Systeme in Abschn. 7.3.2 analysiert. Zusammenfassend la¨sst sich
sagen, dass nach einer gewissen Einstellungszeit das R-Enantiomer eine negative, das
S-Enantiomer eine positive Polarisation zeigt.
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Abbildung 7.5: (a) Verlauf von Ps in beiden Schichten in der SmCA-Simulation bei 360K
(R-MHPOBC). (b) Verlauf des Skalarprodukts aus Pˆ und yˆ.
−100
−50
 0
 50
 100
 150
 200
 0  5  10  15  20  25
P s
/(n
C/
cm
2 )
t/ns
layer 1
layer 2
(a)
−1.5
−1
−0.5
 0
 0.5
 1
 1.5
 0  5  10  15  20  25
<
P 
·
 
Y>
t/ns
layer 1
layer 2
(b)
Abbildung 7.6: (a) Verlauf von Ps beider Schichten in einer Simulation von S-MHPOBC bei
375K. (b) Verlauf des Skalarprodukts aus Pˆ und yˆ. Die Auftragungen sind mit Abb. 7.5
zu vergleichen.
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7.2.3 Tilt und Polarisation
Die aus dem Vektorprodukt in Gl. (7.1) resultierende skalare Beziehung Ps = P0 sin θ
hat zuna¨chst nicht die korrekte Symmetrie [80]: Wendet man die C2-Symmetrieoperation
an, ergibt sich aus der Transformation θ→θ+pi ein Vorzeichenwechsel, der nicht auf Ps
zutrifft, da es sich immer noch um den gleichen Zustand handelt. Lagerwall [80] schla¨gt
daher
Ps =
1
2
P0 sin(2θ) (7.9)
vor, da nun gewa¨hrleistet ist, dass Ps unter einer C2-Symmetrieoperation invariant
bleibt. Bei den u¨blicherweise auftretenden kleinen Tiltwinkeln kann allerdings mit guter
Na¨herung ein linearer Zusammenhang zwischen Ps und θ verwendet werden, so dass
die diskutierte Symmetrieverletzung in erster Na¨herung keine Rolle spielt.
Eine strenge Linearita¨t zwischen θ und Ps kann es nur geben, wenn der Tempe-
ratureinfluss auf beide Gro¨ßen gleich ist. Mit dem einfachsten pha¨nomenologischen
Landau-Ansatz, in der die Freie Energie in Abha¨ngigkeit von θ in einer Potenzreihe
entwickelt wird, gilt
θ ≈ (Tc − T )1/2 (7.10)
In diesen Ausdruck fließen weder eine Kopplung zwischen θ und Ps ein, noch wird
die helikale U¨berstruktur beru¨cksichtigt (flexoelektrischer Effekt) [38, 80]. Tc ist die
Umwandlungstemperatur zwischen orthogonaler und gekippter Phase. Eine Landau-
Entwicklung ist jedoch prinzipiell nur fu¨r θ als prima¨ren Ordnungsparameter mo¨glich,
aber nicht fu¨r Ps. Ps ist die Folge des Rotationspotenzials, das selbst temperatu-
rabha¨ngig ist (Abschn. 7.1.2). Erst im Rahmen dieser mikroskopischen Theorie bzw.
mit einer erweiterten Landau-Theorie wird es mo¨glich, die Temperaturabha¨ngigkeit von
Ps/θ bei kleinen Tiltwinkeln zu beschreiben.
Eine Kopplung zwischen Ps und θ kann auch in den Simulationen beobachtet wer-
den, hier allerdings zeitlich: Der Tilt als phasencharakteristisch stellt sich vergleichbar
schnell ein, wa¨hrend sich Ps nur langsam seinem Gleichgewichtswert na¨hert . Dieses Ver-
halten zeigt besonders die Simulation SmCA(375K), der ein Phasenu¨bergang SmA→
SmCAvorausgeht (Abb. 7.4b). Anders liegen die Verha¨ltnisse bei den Simulationen von
R-und S-MHPOBC bei 360K bzw. 375K, deren Moleku¨le sich spiegelbildlich zueinan-
der verhalten: Hier entwickelt sich in wenigen hundert Pikosekunden eine Polarisation,
wa¨hrend zur gleichen Zeit ein Tiltprozess einsetzt. Tra¨gt man den Momentanwert von
Ps dieser Simulationen gegen den im gleichem Moment herrschenden Tiltwinkel θ auf,
ergibt sich die in Abb. 7.7 dargestellte Auftragung.4 Aus einer lineare Anpassung der
Daten berechnet sich ein mittleres |P0| von 320 nCcm2 . Der große Unterschied in den
Geradensteigungen liegt zum gro¨ßten Teil in den Fluktuationen der Simulationen, P0
selbst sollte keine merkliche Temperaturabha¨ngigkeit zeigen. Fu¨hrt man eine Auftra-
gung nach Gl. (7.9) durch, nimmt das mittlere |P0| auf 170 nCcm2 ab und liegt damit
4Diese Vorgehensweise gleicht formal der Ermittlung des Schichtabstands in der nicht gekippten
Bulkphase u¨ber Extrapolation (Abschn. 5.1.1 und Abb. D.4).
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na¨her am experimentellen Wert von +195 nC
cm2
[93].
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Abbildung 7.7: Auftragung der momentanen Polarisation gegen den Tiltwinkel θ des Schicht-
direktors. R: Die ersten 500 ps der Simulation SmCA(360) (R-Enantiomer) mit einer Mit-
telung u¨ber 25 Konfigurationen (5 ps). S: Die ersten 7, 75 ns der Simulation SmCA(375K,S)
(S-Enantiomer) mit einer Mittelung u¨ber 125 ps (25 Konfigurationen). Damit erkla¨rt sich
die ho¨here Punkdichte bei kleinen Winkeln im R-Datensatz. Die durch lineare Regressi-
on erhaltenen Geraden sind eigezeichnet. Die Steigungen betragen jeweils −400 nC
cm2
bzw.
+240 nC
cm2
.
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7.3 Ursachen der Polarisation
7.3.1 Orientierungskorrelation
In diesem Abschnitt sollen die Beitra¨ge der beiden Carbonylgruppen zur resultierenden
Polarisation in den einzelnen Schichten untersucht werden. Zuna¨chst soll ihre relative
Orientierung beschrieben werden. Den schon in Abschn. 5.3.1 eingefu¨hrten Paarver-
teilungsfunktionen werden Korrelationsfunktionen der Orientierung zur Seite gestellt;
diese geben die Abstandsabha¨ngigkeit der mittleren Orientierung eines normierten Bin-
dungsvektors ui zu einem weiteren Vektor uj in der Entfernung r an:
Puu(r) =< ui · uj > (r) =< cosαij > (r) (7.11)
Im betrachteten Fall handelt es sich dabei um identische CO-Bindungen auf unter-
schiedlichen Moleku¨len. Die Mittelung kann auf bestimmte Moleku¨le beschra¨nkt wer-
den: So werden die Moleku¨le innerhalb einer smektischen Schicht gesondert betrachtet,
sowie auch die Paare, die jeweils aus verschiedenen Schichten stammen. Es ist zu kla¨ren,
inwieweit diese mikroskopische Organisation mit der makroskopischen Polarisation der
Schichten zusammenha¨ngt und welche Orientierung die CO-Gruppen zueinander ein-
nehmen.
A¨ußere CO-Gruppe
In Abb. 7.8 sind abstandsabha¨ngige Orientierungskorrelationen zwischen den lateralen
CO-Gruppen gezeigt (außerhalb des Phenylringsystems). Innerhalb einer Schicht fin-
det man durchweg positive Werte, d.h. eine parallele Anordnung der CO-Gruppen. Im
System SmCA(400K) (Abb. 7.8a) erkennt man zudem regelma¨ßige Oszillationen. Die
Korrelationen zwischen zwei Schichten sind dagegen wesentlich geringer ausgepra¨gt,
unterscheiden sich aber dennoch in syn- bzw. antiklinischer Geometrie deutlich von-
einander: Im System SmCA(400K) liegt zuna¨chst negative Korrelation vor und steigt
nach einem Minimum in positive Bereiche an. Der Nulldurchgang erfolgt in der Na¨he
des (sehr breiten) Maximums der zugeho¨rigen Paarverteilungsfunktion. Das System
SmC(400K) erreicht dagegen eine konstante negative Korrelation (Abb. 7.8b). Dies
entspricht einer antiparallelen Orientierung der lateralen CO-Gruppen zwischen den
Schichten. Die antiparallele Anordnung steht in Einklang mit der synklinischen Geome-
trie, wie die schematische Zeichnung in Abb. 7.9 verdeutlicht. Die anderen synklinischen
Geometrien SmX zeigen ebenfalls negative Korrelationen, allerdings sta¨rker ausgepra¨gt
(Abb. F.5 im Anhang). Der periodische Verlauf innerhalb einer Schicht scheint mit der
Vorgeschichte der Simulation zusammenzuha¨ngen: Die synklinische Simulation SmX
zeigt dieses Verhalten ebenfalls (Fortsetzung einer FSF-Simulation). Die Orientierungs-
korrelationen der Systeme SmCA(375K) und SmCA(360K) sind in Abb. F.6 im Anhang
aufgefu¨hrt. Insbesondere Simulation SmCA(375K) zeigt fu¨r große Absta¨nde eine fu¨r die
antiklinische Phase charakteristische parallele Anordnung der lateralen CO-Gruppen.
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Abbildung 7.8: Orientierungskorrelationsfunktionen der a¨ußeren CO-Gruppe in den Syste-
men SmCA und SmC bei 400K. Es wird zwischen Korrelationen innerhalb einer Schicht
(intra) und zwischen den Schichten (inter) unterschieden. Außerdem ist das g(r) von Paa-
ren aus unterschiedlichen Schichten eingezeichnet. (a) In antiklinischer Phase zeigen sich
regelma¨ßige Oszillationen von Puu innerhalb der Schicht (Puu, intra). In den Orientierungs-
korrelationen Puu(inter) tritt mit zunehmendem Abstand ein Vorzeichenwechsel auf. (b) In
synklinischer Phase sind in Puu(intra) deutlich geringere Oszillationen zu erkennen. Zwi-
schen den Schichten besteht eine sich mit zunehmendem Abstand versta¨rkende negative
Korrelation (Puu, inter).
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Abbildung 7.9: Schematische Darstellung syn- und antiklinischer Geometrie. (a) Stehen
die Moleku¨le benachbarter Schichten antiklinisch zueinander, nehmen die lateralen CO-
Gruppen im Mittel eine parallele Anordnung zueinander ein. (a) In synklinischer Geometrie
liegt eine antiparallele Anordnung vor.
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Abbildung 7.10: Orientierungskorrelationsfunktionen der CO-Gruppe im Core bei 400Kund
und unterschiedlicher Klinizita¨t. Es werden Korrelationen zwischen parallel und antiparallel
zueinander stehenden Moleku¨lpaaren unterschieden.
Innere CO-Gruppe
Der Orientierung der inneren CO-Gruppe kommt nur innerhalb einer Schicht Bedeu-
tung zu, da der Abstand zu den entsprechenden CO-Gruppen in der anderen Schicht
zu groß ist. Auf Grund der Top-down-Symmetrie innerhalb einer Schicht liegt es nahe,
Korrelationen zwischen Moleku¨lpaaren gleicher Orientierung (parallel) und entgegen-
gesetzter Orientierung (antiparallel) zu berechnen. Wie schon die Paarverteilungsfunk-
tionen aus Abschn. 5.3.1 gezeigt haben, sind Korrelationen zwischen parallelen Mo-
leku¨lpaaren begu¨nstigt. Abb. 7.10 zeigt den Grund: Nur zwischen zueinander parallel
stehenden Paaren ist eine parallele Ausrichtung (positive Korrelation) der CO-Gruppen
mo¨glich. Die CO-Gruppen antiparalleler Paare zeigen eine negative Orientierungskor-
relation. Daraus kann man ableiten, dass die Reihung der CO-Gruppen von top- bzw.
down-orientierten Moleku¨len in jeweils unterschiedlicher (entgegengesetzter) Richtung
erfolgt.
7.3.2 Winkelverteilungen
Zuna¨chst soll nun die Winkelverteilung der beiden CO-Gruppen im gekippten Koor-
dinatensystem der Abb. 7.2 na¨her beschrieben werden, bevor quantitativ ihr Beitrag
zur spontanen Polarisation Ps diskutiert wird. Wegen ihrer IR-Akivita¨t liegen auch
von experimenteller Seite einige Ergebnisse vor (FT-IR [41, 95]). Zur Beschreibung
der Orientierung muss eine Bezugsachse festgelegt werden: Diese ist – wie auch bei den
experimentellen Untersuchungen – die Achse der spontanten Polarisation. Ps liegt senk-
recht zur Tiltebene (ϕ = ±pi/2), wa¨hrend die Tiltebene selbst mit ϕ = 0, ±pi gekenn-
zeichnet ist. Die Simulationen werden nun im folgenden in der Reihe kristalla¨hnlicher
SmX-Systeme, antiklinischer SmCA-Systeme und synklinischer Hochtemperatursyste-
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Abbildung 7.11: Orientierungsverteilung der CO-Gruppen im Core (innere) und am Anfang
der chiralen Kette (a¨ußere) berechnet im Koordinatensystem, das durch den molekularen
Direktor definiert ist (Abb. 7.2). (a) und (b) zeigen die synklinischen SmX-Simulationen
bei 375K, (c) und (d) die antiklinischen Phasen bei zwei Temperaturen und (e) und (f)
zeigen die Verteilungen in der orthogonalen FSF-Simulation bzw. in der SmC-Phase.
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me bzw. FSF-Systeme ohne Tilt besprochen. Zur Beschreibung der Verteilungsfunk-
tionen wird u¨ber beide Schichten der untersuchten Systeme gemittelt. Normalenvektor
der Projektionsebene, in der die Winkelverteilung gemessen wird, ist der jeweilige mo-
lekulare Direktor (Abb. 7.2). Die folgende Beschreibung der Verteilungen bezieht sich
auf Abb. 7.11 (a-f).
syn, 375K Die synklinischen Tieftemperaturphasen zeichnen sich alle durch eine zu
ϕ = 0 symmetrische Verteilung der Core-CO-Gruppen aus und man erkennt
eine deutliche Bevorzugung der Richtung senkrecht zur Tiltebene (ϕ = 0). Die
lateralen CO-Gruppen zeigen ein Doppelmaximum bei −0, 75pi bzw. bei −0, 25pi.
In der Tiltebene liegt ein lokales Minimum vor.
SmCA Die CO-Gruppen des Core zeigen Maxima senkrecht zur Tiltebene (ϕ = 0, ±pi),
wobei diejenigen bei 375K weniger stark ausgepra¨gt sind. Die laterale CO-Gruppe
liegt deutlich in der Tiltebene (ϕ = ±pi/2) und weist dort kein lokales Minimum
mehr auf.
FSF/SmC Die Orientierungsverteilung der inneren und a¨ußeren CO-Gruppen verla¨uft
anna¨hernd deckungsgleich im System SmC(400K). Die Maxima liegen nahezu
senkrecht zur Tiltebene. Verglichen mit den anderen Simulationen sind die Ma-
xima in der orthogonalen FSF-Simulation weniger ausgepra¨gt. Die a¨ußer CO-
Gruppe betreffend erinnert ihre Lage erinnert an die SmCA-Phase. Es fa¨llt auf,
dass die Maxima der Verteilung der inneren CO-Gruppe dazu um 180◦ verschoben
sind. Die beiden CO-Gruppen des Moleku¨ls zeigen also im Mittel in unterschied-
liche Richtung und liegen dabei in der Tiltebene.
Interessanterweise finden die Autoren der IR-Studie [41], dass die Winkelabha¨ngigkeit
der Absorptionsbande eine ganz a¨hnliche gehinderte Rotation der lateralen CO-Gruppe
zeigt: Ihr Absorptionsmuster verha¨lt sich nicht in Phase mit dem des Phenylrings und
der CO-Gruppe im Core, wenn man eine orientierte und ausgerichtete Probe mit polari-
siertem Infrarotlicht bestrahlt. Nach einer detailierten Analyse der Absorptionsbanden
kommen die Autoren zu dem Schluss, dass in der SmCA-Phase die chirale CO-Gruppe
mehr innerhalb der Tiltebene liegt, wa¨hrend sie in der SmC-Phase eher senkrecht dazu
steht. Dies entspricht genau den obigen Befunden. Diese Vorstellung passt zum Px-
Modell u¨ber die Stabilita¨t antiklinischer Phasen (s. Abschn. 7.3.3).
Die bisher diskutierten Orientierungsverteilungsfunktionen beziehen sich auf die Ori-
entierung relativ zur Y-Achse in der durch den molekularen Direktor definierten Ebene
(Abb. 7.2). Jetzt soll die durch den Schichtdirektor definierte Normalenebene verwendet
werden, um die in Abb. F.14 dargestellten Verteilungsfunktionen f(ϕ) zu bestimmen.
Diese Funktionen f(ϕ) liegen den hier diskutierten polaren Ordnungsparametern zu
Grunde. Aus Gru¨nden der U¨bersichtlichkeit zeigen Abb. F.14 die aus beiden Schichten
gemittelten Verteilungen. Die Ordnungsparameter werden allerdings fu¨r jede Schicht
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Schicht 1 Schicht 2
System Ps/
nC
cm2
P µ1 µT/D Ps/
nC
cm2
P µ1 µT/D
SmCA(375K,S) 163± 3 0,278 1,6 90± 3 0,158 1,6
SmCA(360K,R) −153± 7 −0,224 1,9 −205± 3 −0,274 2,1
SmX’(375K,R) −85± 3 −0,133 1,8 −167± 2 −0,243 1,9
SmCA(375K,R) −90± 10 −0,128 2,0 −56± 10 −0,128 1,2
SmCA(400K,R) ≈ 0 −0,001 − ≈ 0 −0,087 −
SmCA(360K, 244) −24± 2 −0,058 1,1 ≈ 0 −0,007 −
Tabelle 7.1: Polarisation, polarer Ordnungsparameter P1 des molekularen Dipolmoment-
Einheitsvektors und Betrag des transversalen Dipolmoments in jeder Schicht. Die letzte
Zeile entha¨lt Daten einer Simulation mit der vierfachen Anzahl an Moleku¨len pro Schicht
(R-Konfiguration). Zu Grunde liegen die Verteilungsfunktionen aus Abb. F.14.
Schicht 1 Schicht 2
System PCO11 P
CO2
1 µ/D P
CO1
1 P
CO2
1 µ/D
SmCA(375K,S) 0,239 0,062 1,5 0,054 0,042 2,6
SmCA(360K,R) −0,196 −0,065 1,6 −0,253 −0,205 1,3
SmX’(375K,R) −0,089 −0,171 0,9 −0,207 −0,012 2,1
SmCA(375K,R) −0,139 −0,026 1,5 −0,105 −0,029 1,2
SmCA(400K,R) 0,109 −0,095 0,053 −0,135
Tabelle 7.2: Polare Ordnungsparameter der CO-Gruppen nach Gl. (7.12) getrennt nach
Schichten. Zu Grunde liegen die Verteilungsfunktionen aus Abb. F.14. CO1 ist die CO-
Gruppe im Core, CO2 die laterale CO-Gruppe. Das nach Gl. (7.3) berechnete Dipolmoment
ist ebenfalls eingetragen.
getrennt berechnet (Tab. 7.1 und 7.2):
P1 =
∫ 2pi
0
dϕf(ϕ) cos(ϕ) (7.12)
Da Ps in jeder Schicht bekannt ist, stellt sich die Frage, ob sich Ps als Summe von
Beitra¨gen einzelner funktioneller Gruppen COi und dem entsprechendem Ordnungspa-
rameter PCOi1 darstellen la¨sst:
Ps =
1NµTP
µ
1 ≈
2∑
i=1
µCOiP
COi
1 (7.13)
111
7 Polare Eigenschaften und Struktur
Alternativ ist das zu Ps beitragende transversale Dipolmoment µT bestimmbar. Tab.
7.1 zeigt die Werte von Ps, deren zeitlicher Verlauf schon in Abschn. 7.2.1 beschrieben
wurde. Die Mittelung erfolgte jeweils mindestens u¨ber die letzten 2, 5 ns einer Simula-
tion.
Die ersten drei Systeme zeigen in jeder Schicht ein hohes Ps sowie hohe polare
Ordnungen P µ1 , da diese Simulationen pseudokristallinen Charakter haben. Das S-
Enantiomer zeigt erwartungsgema¨ß eine positive polare Ordnung. Es fa¨llt auf, dass
sich die polare Ordnung innerhalb der beiden Schichten einiger Systeme unterscheidet.
Dies kommt auch in der Ho¨he von Ps zum Ausdruck. Berechnet man allerdings das mo-
lekulare Dipolmoment nach Gl. (7.13), tritt kein Unterschied zwischen den Schichten
mehr auf. Somit liegen alle Moleku¨le in einer a¨hnlichen mittleren Konformation vor.
Ein anderes Bild liefern diejenigen Systeme, denen eine FSF-Simulation vorausgeht.
Die Simulation SmCAbei 400K zeigt u¨berhaupt keine polare Ordnung P
µ
1 . Die synkli-
nische Simulation SmX mit ihrem geringen Schichtabstand, der bisher viel A¨hnlichkeit
mit der Kristallstruktur nachgewiesen wurde, zeigt ein stark fluktuierendes Ps und wird
nicht weiter ausgewertet (Abb. F.3 im Anhang). Wie sich schon in Abb. 7.4b fu¨r das
System SmCAbei 375K angedeutet hat, fu¨hrt eine Absenkung der Temperatur zur Ent-
stehung einer spontanen Polarisation. Vergleicht man mit dem experimentellen Wert
von +70 nC
cm2
bei θ = 21◦, liegt Ps im flu¨ssigkristallinen Bereich, die beiden Schichten
sind aber sehr uneinheitlich. Dies trifft nicht fu¨r den Ordnungsparameter P µ1 zu, der
in beiden Schichten einen Wert von −0, 128 annimmt. Folglich unterscheiden sich auch
die molekularen Dipolmomente jeder Schicht und damit die mittleren Konfigurationen.
Die polaren Ordnungsparameter P1 der CO-Bindungen ergeben ein weniger einheitli-
ches Bild (Tab. 7.2). Ihr Vorzeichen stimmt mit der Konfiguration des Moleku¨ls u¨berein:
Nur im S-Enantiomer liegt ein positives Vorzeichen vor. Bei den Absolutwerten wer-
den deutliche Unterschiede zwischen den Schichten sichtbar. Es stellt sich heraus, dass
ein großer Teil von Ps auf die Core-Carbonyl-Gruppe zuru¨ckzufu¨hren ist. Es existie-
ren sogar Systeme, die auf Grund der Ordnungsparameter der CO-Gruppen u¨berhaupt
keinen polaren Effekt zeigen sollten, aber dennoch ein deutlich von Null verschiedenes
Ps aufweisen. Auch der umgekehrte Fall wird beobachtet: Simulation SmCAbei 400K
zeigt Ordnungsparameter deutlich verschieden von Null, aber kein entsprechendes Ps.
Die nach Gl. (7.3) berechneten Dipolmomente der CO-Gruppen in Tab. 7.2 unterschei-
den sich von Schicht zu Schicht. Dieses Ergebnis stellt die vorgenommene Zerlegung
von Ps nach Gl. (7.13) in Frage.
7.3.3 Polarisationsprofile
Um das Zustandekommen der Gesamtpolarisation o¨rtlich aufzulo¨sen, bedarf es zuna¨chst
einer physikalisch sinnvollen Annahme relevanter Beitra¨ge zu dieser makroskopischen
Gro¨ße. Wenn man Ps im wesentlichen auf die oben diskutierten zwei CO-Gruppen
zuru¨ckfu¨hren kann, ist es mo¨glich, in jedem Schicht-Segment in Richtung der Schicht-
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Abbildung 7.12: Profil < Y ·uco > (z) der auf die Y-Achse projizierten CO-Bindungsvektoren
in der synklinischen Simulation SmX’. (a) Innere CO-Gruppe liefert deutlichen Beitrag zu
Ps in der rechten Schicht. Die Verteilung der Moleku¨lschwerpunkte ist ebenfalls eingetra-
gen, die sich praktisch mit der Verteilung der inneren CO-Gruppen deckt. (b) Beitrag der
lateralen CO-Gruppe zusammen mit ihrer Verteilung entlang der z-Achse.
normalen (z-Achse) den Ausdruck
Py(z) =< Y · uco > (z) (7.14)
zu berechnen, der die Verteilung der polaren Ordnung angibt. uco ist der Einheitsvektor
dieser CO-Bindungen. Fu¨r eine absolute Bestimmmung von Ps muss fu¨r die CO-Gruppe
ein lokales Dipolmoment µT festgelegt werden, so dass sich ergibt:
Ps =
1NµT
∑
i
∫ Z
0
dz < Y · uco >i (z) (7.15)
Das Interesse gilt der Verteilung der Polarisation entlang der Schichtnormalen, weil
diese gerade bei der Unterscheidung ferro- und antiferroelektrischer Strukturen von
zentraler Bedeutung ist [96]. Die Berechnung von
Px =< X · uco > (z) (7.16)
bringt einen weiteren Einblick: Px stellt eine Projektion in die Tiltebene dar und ist
von Bedeutung fu¨r die Beschreibung der Wechselwirkung zwischen CO-Gruppen zweier
Schichten. Fu¨r das Profil Px(z) wird das durch den molekularen Direktor definierte
Bezugssystem verwendet, fu¨r das Profil Py(z) das des Schichtdirektors.
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Projektion auf die Y-Achse
Unter der Voraussetzung, dass beide CO-Gruppen das gleiche Dipolmoment besitzen,
ergibt die mittlere Projektion dieser Bindungsvektoren deren relativen Beitrag zur Po-
larisation in einer Schicht. In Abb. 7.12a ist das Profil der Projektion der inneren CO-
Gruppe dargestellt. Es handelt sich um das System SmX’. Der Beitrag zu Polarisation
fa¨llt unterschiedlich aus: In der rechten Schicht erkennt man einen sta¨rkeren Beitrag
zu einer negativen Polarisation als links. Die laterale CO-Gruppe in Abb. 7.12b fu¨hrt
in beiden Schichten zu einer Polarisation, die aber nun in der anderen Schicht sta¨rker
ausgepra¨gt ist. Wie aus der Zeitentwicklung von Ps in Abschn. 7.2.1 und Tab. 7.1
hervorgeht, besitzt das System SmX’ in beiden Schichten eine unterschiedlich hohe Po-
larisation. Die Verteilung der lateralen CO-Gruppen fa¨llt zwischen den Schichten auf
Null und wird in Abschn. 7.3.3 na¨her diskutiert. Wegen ihrer Position innerhalb des
Moleku¨ls erreichen die inneren CO-Gruppen in Abb. 7.12 niemals den Raum zwischen
den Schichten.
Fu¨r das System SmCAbei 400K, welches keine spontane Polarisation zeigt, sind die
Projektionen in Abb. F.7 im Anhang aufgefu¨hrt. Hier kommt es durch die beiden
CO-Gruppen zu geringen Beitra¨gen, die in ihrer Summe aber zu keiner wesentlichen
Polaristion fu¨hren. Senkt man die Temperatur ab (System SmCAbei 375K, Abb. F.8
im Anhang) entwickeln die CO-Gruppen im Core eine negative polare Ordnung, die
lateralen CO-Gruppen verhalten sich hingegen uneinheitlich. In der Simulation des S-
Enantiomers (Abb. F.9 im Anhang) ist die polare Ordnung der CO-Gruppen im Core
stark ausgepra¨gt, sie tra¨gt in den beiden Schichten aber ein unterschiedliches Vorzei-
chen. Die polare Ordnung der lateralen CO-Gruppen ist hingegen in beiden Schichten
stark positiv.
Beitra¨ge anderer Bindungen – polarer Bindungsordnungsparameter der
Alkylketten
Bis jetzt stand die polare Ordnung zweier ausgewa¨hlter Bindungsvektoren in MHPOBC
im Mittelpunkt: Es wurden Orientierungsverteilungen sowie z-Profile von Projektionen
im gekippten Koordinatensystem diskutiert. Im Folgenden werden keine Verteilungen
mehr diskutiert, sondern Mittelwerte < Y · ui > einzelner Bindungsvektoren ui in den
Alkylketten; unter der Voraussetzung, dass ein Dipolmoment jeder Bindung zuzuordnen
ist, geben die polaren Ordnungsparameter der Alkylketten einen Hinweis darauf, wie
stark die einzelnen Bereiche des Moleku¨ls zur spontanen Polarisation beitragen. Im
betrachteten Fall tragen die C-C-Bindungen kein Dipolmoment; die erhaltenen polaren
Ordnungsparameter ko¨nnen aber Aufschluss daru¨ber geben, an welcher Stelle eines
Moleku¨l es lohnt, elektronegative Substituenten wie z. B. Fluor einzufu¨hren.
Alle chiralen Alkylketten zeigen bei jeder Temperatur einen ausgepra¨gten Odd-even-
Effekt, der bei den letzten beiden Bindungen dieser Kette allerdings stark nachla¨ßt.
Bei der achiralen Kette hingegen kommt es bei Erho¨hung der Temperatur zu einen
Schmelzprozess: Abb. 7.13 zeigt, wie in Simulation SmCAbei 400K die polare Ordnung
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Abbildung 7.13: Polare Ordnung der Alkylketten im System SmCA(400K). Es sind die Er-
gebnisse beider Schichten dargestellt.
−0.4
−0.3
−0.2
−0.1
 0
 0.1
OS−C2 C2−C2 C2−C2 C2−C2 C2−C2 C2−C2 C2−C2 C2−C2
layer 1
layer 2
(a) achiral
−0.2
−0.1
 0
 0.1
 0.2
 0.3
 0.4
C−OS OS−CT CT−C2 C2−C2 C2−C2 C2−C2 C2−C2 C2−C2
layer 1
layer 2
(b) chiral
Abbildung 7.14: Polare Ordnung der Alkylketten im S-Enantiomer SmCA(375K,S). Es sind
die Ergebnisse beider Schichten dargestellt.
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Abbildung 7.15: Spontane Polarisation entlang der zweiza¨hligen Symmetrieachsen in
SmCAund SmC. Ebenfalls eingezeichnet ist eine angenommene Orientierung der latera-
len CO-Gruppen. Im synklinischen Zustand (SmC) gibt es nur Symmetrieachsen senkrecht
zur Papierebene (Abb. nach [97]).
in der achiralen Kette nicht mehr vorhanden ist, in der chiralen Kette aber schon. Auch
nach einer Systemvergro¨ßerung, diesmal bei 360K, wird dieses Verhalten beobachtet
(Abb. F.12 im Anhang). Bei Abku¨hlung auf 375K dieser Simulation, SmCA(375K),
erscheint in der achiralen Kette eine polare Ordnung (Abb. F.11 im Anhang).
Zur polaren Ordnung tragen die beiden Alkylketten jeweils mit unterschiedlichem
Vorzeichen bei; gleiche Dipolsta¨rke der einzelnen Bindungen in beiden Ketten voraus-
gesetzt fu¨hrt dies zu einer Erniedrigung bzw. Auslo¨schung der spontanen Polarisation.
Die achirale Kette der Systeme SmX und SmX’ (Abb. F.10 im Anhang) zeigt in den
beiden Schichten eine unterschiedlich stark ausgepra¨gte Ordnung; der Grund ko¨nnte in
einer geringen Dynamik liegen, so dass noch keine vollsta¨ndige Equilibrierung vorliegt.
Eine interessante Vera¨nderung zeigt sich bei der Simulation des S-Enantiomers (Abb.
7.14): Die Vorzeichen der polaren Ordnung der einzelnen Bindungen beider Schichten
wechseln, wie auch das Vorzeichen der spontanen Polarisation (s. Abschn. 7.2.2).
Polarisation innerhalb der Tiltebene (Px(z))
Dieser Abschnitt bescha¨ftigt sich mit der lokal auftretenden Polarisation bzw. der
polaren Ordnung Px. Wa¨hrend die Korrelationsfunktionen der Orientierung aus Ab-
schn. 7.3.1 eine relative Orientierung zwischen den CO-Gruppen beschreiben, erfolgt
die Beschreibung der z-abha¨ngigen Orientierung dieser Gruppen im Laborkoordina-
tensystem. Das Auftreten einer solchen Polarisation in antiklinischen Strukturen wur-
de urspru¨nglich (aus Symmetriegru¨nden) in [98] postuliert. Die Schwierigkeit bestand
darin, dass eine Paarung von lateralen Dipolen zwischen zwei Schichten das Auftreten
einer antiklinischen Struktur nur schlu¨ssig zu beschreiben vermag, wenn kein Racemat
vorliegt; in solchen Mischungen werden aber experimentell antiklinische Strukturen be-
obachtet. Zur Erkla¨rung muss eine Mikrosegregation gleicher Enantiomere angenom-
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Abbildung 7.16: Profil < X · uco > (z) der CO-Bindungsvektoren der chiralen Alkylkette in
Simulationen unterschiedlicher Klinizita¨t. (a) Die fette durchgezogenen Linie gibt die Ori-
entierung der CO-Bindungen zur lokalen, durch die Tiltebene definierte X-Achse wieder
(Deren Richtung alterniert von Schicht zu Schicht). Die schwarz ausgefu¨llten Peaks spie-
geln den Verlauf im Laborkoordinatensystem wieder. In antiklinischer Struktur SmCA bei
375K stehen die CO-Gruppen in den beiden Schichten parallel zueinander; genau zwischen
den Schichten treten vereinzelt Spezies auf, die antiparallel zu den anderen stehen. (b) In
synklinischer Geometrie stehen die CO-Gruppen antiparallel zueinander. Ihre Verteilung
zeigt zwischen den Schichten einen Nulldurchgang.
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men werden [39]. Da man diese antiklinischen Strukturen aber nur bei Substanzen
mit hohem Dipolmoment beobachtet, sollte zumindest eine Stabilisierung auf Grund
einer dipolaren Wechselwirkung zwischen den Schichten anzunehmen sein, die auf Px
zuru¨ckgeht.
Abb. 7.15 zeigt die mo¨glichen zweiza¨hligen Achsen in einer antiklinischen Struk-
tur. Von Interesse sind an dieser Stelle die Achsen innerhalb der Tiltebene, die die
Richtung der Polarisation Px vorgeben: Da ihre Richtung an den beiden Ra¨ndern der
Schichten alterniert, tra¨gt Px nicht zu Ps bei, wohl aber zu einer Stabilisierung der
Struktur. Zu Ps tra¨gt nur Py bei (s. Abschn. 7.3.3). Abb. 7.16a zeigt Px, wie es sich
aus einer Projektion der lateralen CO-Gruppen in die Tiltebene ergibt. Es handelt
sich um das System SmCAbei 375K. Die Schichtzwischenra¨ume dieses Zwei-Schicht-
Systems liegen bei 3, 5 nm und bei 0 bzw. 7 nm. Sie liegen zwischen den Maxima der
ebenfalls eingezeichneten Teilchendichte der CO-Gruppen, die gering u¨berlappen. Im
Laborkoordinatensystem ergibt sich in der Summe deutlich ein von Null verschiedenes
Px. Genau in der Schichtmitte ist allerdings ein Wechsel im Vorzeichen zu bemerken.
Diese Befunde stimmen mit dem Verlauf der Korrelationsfunktionen der Orientierung
in Abschn. 7.3.1 u¨berein. Auch die SmCA-Phase bei 400K zeigt deutlich ein Px im Be-
reich der Schichtgrenzen (Abb. F.13a im Anhang), wa¨hrend eine spontane Polarisation
nicht vorhanden ist (Tab. 7.1).
Zur Untersuchung von Px in synklinischer Geometrie kommen die Simulationen SmX
bzw. SmX’ in Betracht. Diesen liegt die Annahme zu Grunde, dass ihr kristalliner
Charakter (Abschn. 5.1.2) durch das Core dominiert ist und nicht durch die lateralen
CO-Gruppen. Diese Vorgehensweise stellt allerdings nur einen Notbehelf dar, da die
Teilchendichte der lateralen CO-Gruppe in Abb. 7.16b deutlich strukturierter ausfa¨llt.
Sowohl in Simulation SmX’ wie auch in SmX (Abb. F.13b im Anhang) findet ein
Nulldurchgang statt. Auch betreffend Px geben SmX’ und SmX ein a¨hnliches Bild: Aus
den Beitra¨gen der CO-Gruppen benachbarter Schichten stellt sich im Zwischenraum
ein Px von Null ein. Entlang der Schichtnormalen findet genau in der Mitte ein zweiter
Vorzeichenwechsel statt. In den synklinischen Systemen der Simulation kommt es also
zu einem unterschiedlichen Vorzeichen von Px in den Ra¨ndern benachbarter Schichten.
Die Simulationen gehorchen also sowohl den Symmetriebetrachtungen wie auch der
Stellung der skizzierten lateralen Dipole aus Abb. 7.15.
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Die experimentell gefundenen antiferroelektrischen Phasen (
”
herringbone structure“)
der flu¨ssigkristallinen Substanz MHPOBC (4-(Methylheptyloxycarbonyl)-phenyl-4’--
octyloxybiphenyl-4-carboxylat) fu¨hren zu der Erkenntnis, dass es unbekannte Stabi-
lita¨tskriterien geben muss, die eine synklinische Struktur, also eine gleichsinnige Kip-
pung der Schichten, unterdru¨cken. Tatsa¨chlich liegt es wohl an Packungseffekten, dass
viel mehr SmC als SmCA-Phasen bekannt sind. MHPOBC zeigt nun sowohl gleichsinnig
(ferroelektrische) wie auch abwechselnd gekippte (antiferroelektrische) Strukturen und
bietet zusammen mit der orthogonalen SmA-Phase die Mo¨glichkeit, sa¨mtliche Phasen
und deren U¨berga¨nge inneinander an einer einzigen Substanz zu studieren. Das Studium
der Phasenu¨berga¨nge bleibt dabei Hauptaufgabe des Experimentators, wa¨hrend sich
die Simulation auf Struktur und Dynamik der einzelnen Phasen konzentrieren muss.
Die vorliegende Arbeit nutzt die Mo¨glichkeiten der molekulardynamischen Simulati-
on, um die smektischen Phasen von MHPOBC ausfu¨hrlich zu charakterisieren. Dabei
wird immer wieder versucht, die Ergebnisse in den experimentellen Kontext zu stellen.
Es werden Simulationen bei 375K und 400K durchgefu¨hrt, die sich in ihren Startstruk-
turen unterscheiden.
Am Anfang der Arbeit steht die Beschreibung der inter- und intramolekularen Wech-
selwirkung; mit ab-initio Rechnungen auf dem HF-Niveau wurden Torsionspotenziale
und elektrostatisches Potenzial charakterisiert. Die Berechnung der Torsionspotenzia-
le geschieht mit Hilfe von Fragmentmoleku¨len. Diese werden in ihrer Gro¨ße variiert,
um einen Eindruck von der Gu¨te einer solchen Na¨herung zu erhalten. Die erhaltenen
Minima in den Torsionspotenzialen werden in den meisten Fa¨llen auch in der Kristall-
struktur eingenommen. MHPOBC zeigt eine geringe Rotationsbarriere zwischen den
esterverbru¨ckten Phenylringen. Dieser Umstand hat Auswirkungen auf das molekulare
Dipolmoment, das nun stark von der molekularen Konformation beeinflusst und so-
mit temperaturabha¨ngig wird. Obwohl bei MHPOBC experimentell nicht beobachtet,
ko¨nnte damit prinzipiell erkla¨rt werden, warum Vorzeichenwechsel in der spontanen
Polarisation oder eine Umkehrung im Drehsinn cholesterischer Phasen auftreten.
Das molekulardynamisch simulierte System besteht – in Anlehnung an experimentell
gut charakterisierbare Filme – zuna¨chst aus einer wohl definierten Anzahl von Schich-
ten. Bei zwei Schichten stellt sich ein geringer Tilt ein und es kommt wie im Experiment
zu einer antiklinischen Struktur. Stabil und im wesentlichen antiklinisch verhalten sich
auch Simulationen mit einer Schicht und vier Schichten. Bei einer Temperaturerho¨hung
auf 400K kommt es (wie im Phasendiagramm) zu einer orthogonalen SmA-Phase; da-
bei wandern Moleku¨le in den Schichtzwischenraum. Der Struktur der Schichten liegt
eine hohe Affinita¨t der Biphenylsysteme zu Grunde; ihr fast vollsta¨ndiger U¨berlapp
bestimmt im wesentlichen das Ausmaß der Interdigitation innerhalb der Schichten.
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Simulationen eines vollsta¨ndig periodischen Systems aus zwei Schichten ermo¨glichen
die Untersuchung syn- und antiklinischer Geometrien. Der Schichtabstand wird maß-
geblich vom Tiltwinkel des Core gepra¨gt, wa¨hrend sich die Alkylketten relativ flu¨ssig
verhalten (Zig-Zag-Modell). Die Kippung der Alkylketten ist aber nur geringfu¨gig klei-
ner. Eine Extrapolation zu einem Tiltwinkel von Null ergibt einen Schichtabstand, der
mit dem experimentellen Wert gut u¨bereinstimmt. Der Beitrag einzelner Moleku¨lseg-
mente zum Schichtabstand wird ausfu¨hrlich untersucht. Die synklinischen Simulationen
bei 375K weisen A¨hnlichkeit zur Kristallstruktur auf, die antiklinischen sind in guter
U¨bereinstimmung mit der flu¨ssigkristallinen SmCA-Phase. Eine Temperaturerho¨hung
bei den kristalla¨hnlichen Simulationen fu¨hrt nicht zu einer stabilen SmC-Phase. Der
Ordnungsparameter der Orientierung P2 erweist sich in allen Simulationen als sehr
hoch; der die Schichtstruktur charakterisierende McMillan-Parameter stimmt erstaun-
lich gut mit dem experimentellen Wert u¨berein.
Untersuchungen zur molekularen Dynamik werden durch eine charakteristische Ban-
de im Ramanspektrum motiviert. Die dort auftretende Twistmode findet sich sowohl
bei Ab-initio-Rechnungen wie auch bei der Frequenzanalyse u¨ber Geschwindigkeitsau-
tokorrelationsfunktionen. Andere ab-initio gefundene Moden zwischen 200 und 1000
Wellenzahlen werden Geru¨stschwingungen zugeordnet. Die U¨bereinstimmung mit den
gefundenen Banden im Spektrum der Geschwindigkeitsautokorrelationsfunktionen ist
erstaunlich. Schließlich werden Selbstdiffusionskoeffizienten sowie Umorientierungszei-
ten der CH-Bindungen in den Alkylketten berechnet und wenn mo¨glich in den Kontext
experimenteller Werte gestellt. Die Diffusion in Richtung der Schichtnormalen verla¨uft
wesentlich schneller als innerhalb der Schichten. Die gekippten Phasen zeigen innerhalb
der Schicht eine zusa¨tzliche Anisotropie, die in einer erho¨hten Dynamik in Tiltrichtung
zum Ausdruck kommt. Verglichen mit nematischen Phasen sind die diffusiven Prozes-
se um etwa eine Gro¨ßenordnung verlangsamt. Die Reorientierung der CH-Bindungen
kann in drei zu Grunde liegende Prozesse aufgeteilt werden: Librationen, Trans-gauche-
Prozesse und Rotation des Moleku¨ls. Hauptsa¨chlich im Anteil der einzelnen Prozesse
ergeben sich feine Unterschiede in den beiden Alkylketten des Moleku¨ls.
In den einzelnen Schichten sowohl der synklinischen wie auch antiklinischen Simula-
tionen kommt es zu einer nicht verschwindenden spontanen Polarisation (375K). Diese
Polarisation (und deren Vorzeichen) stimmt grob mit dem Experiment u¨berein. Eine
Simulation des anderen Enantiomers liefert eine Polarisation mit dem umgekehrten
Vorzeichen. Die Polarisation bildet sich in jedem Fall exakt senkrecht zur Tiltebene.
Das in der Theorie u¨ber die spontane Polarisation verwendete Rotationspotenzial wird
explizit u¨ber die zugrunde liegende Verteilungsfunktion bestimmt. Es werden phasen-
charakteristische Unterschiede festgestellt und polare Ordnungsparameter bestimmt.
Der Beitrag der unterschiedlichen chemischen Bindungen zur Polarisation wird disku-
tiert.
Mit Hilfe der dipoltragenden Bindungen im Moleku¨l werden Profile der Polarisa-
tion entlang der Schichtnormalen berechnet. Die aus Symmetrieu¨berlegungen heraus
postulierte Polarisation Px in Tiltrichtung an Schichtra¨ndern wird in den Simulatio-
nen antiklinischer Geometrie besta¨tigt. Auf ein molekulares Bild u¨bertragen, liegen hier
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also die lateralen Dipole im Schichtzwischenraum im Mittel parallel ausgerichtet in Rei-
he. Bei Temperaturerho¨hung wa¨chst der Abstand zwischen den Schichten, die Dipole
nehmen eine antiparalle Stellung ein, indem sich die Moleku¨le benachbarter Schichten
synklinisch adjustieren (Experimentell erscheint hier die SmC-Phase.). Die simulierten
synklinischen Phasen zeigen tatsa¨chlich ein Px von Null, wie auch aus Symmetriebe-
trachtungen hervorgeht.
Die Phasenabfolge in Smektogenen unterliegt also anscheinend mehreren Einflu¨ssen:
Eine gleichsinnige Kippung der Schichten gebietet zuna¨chst einmal das Prinzip der
kleinstmo¨glichen Packung. Je nach Abstand der Schichten zueinander – hier spielt
der Zustand der Alkylketten eine entscheidende Rolle – kann als Triebkraft aber auch
die Ausbildung einer lokalen Polarisation Px strukturbestimmend wirken. Fu¨r die Zu-
kunft sind weitere Simulationen anderer experimentell gut charakterisierter Smektoge-
ne denkbar. Hier sollten auch Substanzen beru¨cksichtigt werden, die nur SmC-Phasen
zeigen. Die experimentelle Datenbasis ist mittlerweile gut entwickelt.
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A Potenzialparameter
WW-Paar κλ kbκλ/ kJmol
−1A˚−2 r0κλ/ nm
C2-C2 2595.32 1.530
C2-C3 2595.32 1.530
C-CA 3349.60 1.490
C-CT 2654.56 1.522
C-O 4773.18 1.229
C-O2 5493.34 1.250
C-OS 1792.04 1.327
C2-OS 2679.68 1.425
CA-CA 3927.41 1.400
CAB-CAB 3927.41 1.400
CAB-CA 3927.41 1.400
CAA-CA 3927.41 1.400
CA-CB 3927.41 1.404
CA-HA 3073.25 1.080
CA-OS 3768.30 1.364
CT-C2 2177.24 1.526
CT-C3 2177.24 1.526
CT-HC 2847.16 1.090
CT-OS 2679.68 1.410
Tabelle A.1: Parameter zur Beschreibung der Bindungsla¨ngenpotenziale nach Gl. (3.38)
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A Potenzialparameter
WW-Tripel κλω kaκλω/ kJmol
−1 rad−2 Ψ0κλω/
◦
OS-CT-C3 668.0 109.5
OS-CT-C2 668.0 109.5
C3-CT-HC 695.0 109.5
CT-C2-C2 695.0 109.5
C2-C2-C2 519.6 112.0
C3-C2-C2 519.6 112.0
C-C-O 669.9 121.4
C-C2-C2 527.6 112.4
C-C2-CH 527.6 112.4
C-CA-CA 711.8 120.0
C-OS-CA 695.0 116.9
C-OS-CT 695.0 116.9
C2-C2-OS 669.9 109.5
C2-CT-C3 335.0 109.5
C3-C2-CT 527.6 112.4
C3-CT-C3 335.0 109.5
CA-C-O 669.9 120.4
CA-CA-CA 527.6 120.0
CA-CAB-CA 527.6 120.0
CAB-CA-CA 527.6 120.0
CAB-CAB-CA 527.6 120.0
CAA-CA-CA 527.6 120.0
CA-CA-CB 527.6 120.0
CA-CA-CC 711.8 120.0
CA-CA-HA 293.1 120.0
CAB-CA-HA 293.1 120.0
CAA-CA-HA 293.1 120.0
CA-CA-OS 586.2 120.0
CA-OS-C2 837.4 111.8
HC-CT-C2 293.1 109.5
HC-CT-OS 293.1 109.5
O-C-OS 695.0 123.4
OS-C-CA 678.3 111.4
OS-C-CT 678.3 111.4
Tabelle A.2: Parameter zur Beschreibung der Bindungswinkelpotenziale zwischen allen vor-
kommenden Site-Tripeln nach Gl. (3.39)
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WW-Quadrupel κλωτ n kaκλωτ/ kJmol
−1 rad−2 mκλωτ Ψ0κλωτ/
◦
C-OS-CT-C2 1 3.217 1 0
C-OS-CT-C2 1 0.073 2 0
C-OS-CT-C2 1 −2.696 3 0
C-OS-CT-C2 1 −0.727 4 0
C-OS-CT-C2 1 4.775 1 90
C-OS-CT-C2 1 −6.453 2 90
C-OS-CT-C2 1 −1.559 3 90
C-OS-CT-C2 1 1.390 4 90
OS-CT-C2-C2 1 −4.016 1 0
OS-CT-C2-C2 1 −1.585 2 0
OS-CT-C2-C2 1 7.662 3 0
OS-CT-C2-C2 1 −0.196 4 0
OS-CT-C2-C2 1 −1.709 1 90
OS-CT-C2-C2 1 0.291 2 90
OS-CT-C2-C2 1 −0.545 3 90
OS-CT-C2-C2 1 −0.152 4 90
CT-C2-C2-C2 1 7.617 1 0
CT-C2-C2-C2 1 4.259 2 0
CT-C2-C2-C2 1 8.113 3 0
CT-C2-C2-C2 1 0.374 4 0
CT-C2-C2-C2 1 −0.731 1 90
CT-C2-C2-C2 1 −0.868 2 90
CT-C2-C2-C2 1 −2.265 3 90
CT-C2-C2-C2 1 −0.252 4 90
C2-C2-C2-C2 1 7.617 1 0
C2-C2-C2-C2 1 4.259 2 0
C2-C2-C2-C2 1 8.113 3 0
C2-C2-C2-C2 1 0.374 4 0
C2-C2-C2-C2 1 −0.731 1 90
C2-C2-C2-C2 1 −0.868 2 90
C2-C2-C2-C2 1 −2.265 3 90
C2-C2-C2-C2 1 −0.252 4 90
C2-C2-C2-C3 1 7.617 1 0
C2-C2-C2-C3 1 4.259 2 0
C2-C2-C2-C3 1 8.113 3 0
C2-C2-C2-C3 1 0.374 4 0
C2-C2-C2-C3 1 −0.731 1 90
C2-C2-C2-C3 1 −0.868 2 90
C2-C2-C2-C3 1 −2.265 3 90
Fortsetzung auf der na¨chsten Seite
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A Potenzialparameter
Diederwinkelpotenziale – Fortsetzung
C2-C2-C2-C3 1 −0.252 4 90
CA-CA-OS-C2 2 0.130 1 0
CA-CA-OS-C2 2 −15.748 2 0
CA-CA-OS-C2 2 0.285 3 0
CA-CA-OS-C2 2 −2.102 4 0
C2-C2-OS-CA 1 −2.772 1 0
C2-C2-OS-CA 1 −3.828 2 0
C2-C2-OS-CA 1 2.653 3 0
C2-C2-OS-CA 1 0.920 4 0
C2-C2-OS-CA 1 −2.647 1 90
C2-C2-OS-CA 1 −3.960 2 90
C2-C2-OS-CA 1 0.798 3 90
C2-C2-OS-CA 1 −0.651 4 90
C3-C2-OS-CA 1 −8.535 1 0
C3-C2-OS-CA 1 −4.648 2 0
C3-C2-OS-CA 1 3.254 3 0
C3-C2-OS-CA 1 0.955 4 0
C3-C2-OS-CA 1 −3.427 1 90
C3-C2-OS-CA 1 −3.815 2 90
C3-C2-OS-CA 1 0.588 3 90
C3-C2-OS-CA 1 −0.525 4 90
C3-C2-C2-OS 1 2.231 1 0
C3-C2-C2-OS 1 1.955 2 0
C3-C2-C2-OS 1 9.105 3 0
C3-C2-C2-OS 1 0.118 4 0
C2-C2-C2-OS 1 2.231 1 0
C2-C2-C2-OS 1 1.955 2 0
C2-C2-C2-OS 1 9.105 3 0
C2-C2-C2-OS 1 0.118 4 0
CA-CA-C-O 2 −0.232 1 0
CA-CA-C-O 2 −15.964 2 0
CA-CA-C-O 2 0.209 3 0
CA-CA-C-O 2 1.090 4 0
CA-CA-C-O 2 0.016 1 90
CA-CA-C-O 2 0.362 2 90
CA-CA-C-O 2 −0.009 3 90
CA-CA-C-O 2 0.106 4 90
C-OS-CA-CA 2 0.400 1 0
C-OS-CA-CA 2 −7.841 2 0
C-OS-CA-CA 2 0.522 3 0
Fortsetzung auf der na¨chsten Seite
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Diederwinkelpotenziale – Fortsetzung
C-OS-CA-CA 2 −0.740 4 0
C-OS-CA-CA 2 0.037 1 0
C-OS-CA-CA 2 0.040 2 0
C-OS-CA-CA 2 0.130 3 0
C-OS-CA-CA 2 0.166 4 0
CA-CAB-CAB-CA 4 −0.844 1 0
CA-CAB-CAB-CA 4 −28.546 2 0
CA-CAB-CAB-CA 4 −0.363 3 0
CA-CAB-CAB-CA 4 −5.097 4 0
CA-CAB-CAB-CA 4 0.449 1 0
CA-CAB-CAB-CA 4 0.958 2 0
CA-CAB-CAB-CA 4 1.619 3 0
CA-CAB-CAB-CA 4 2.440 4 0
X-CA-CA-X 1 0.000 1 0
X-CA-CA-X 1 15.178 2 180
X-CA-CA-X 1 0.000 3 0
X-CA-CAB-X 1 0.000 1 0
X-CA-CAB-X 1 15.178 2 180
X-CA-CAB-X 1 0.000 3 0
X-CA-CAA-X 1 15.178 2 180
CA-C-OS-CT 1 7.400 2 180
O-C-OS-CT 1 −25.600 1 0
O-C-OS-CT 1 7.400 2 180
Tabelle A.3: Parameter zur Beschreibung der Diederwinkelpotenziale von R-MHPOBC
nach Gl. (3.43). Gema¨ß der 1,4-Wechselwirkung werden alle mo¨glichen Site-Quadrupel
unterschieden. Dargestellte Parameter ko¨nnen direkt vom Programm FFPARSE in eine
SYSTEM-Datei der Simulation u¨bersetzt werden.
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A Potenzialparameter
WW-Quadrupel κλωτ n kaκλωτ/ kJmol
−1 rad−2 mκλωτ Ψ0κλωτ/
◦
OS-CT-C2-C2 1 −4.015 1 0
OS-CT-C2-C2 1 −1.584 2 0
OS-CT-C2-C2 1 7.662 3 0
OS-CT-C2-C2 1 −0.196 4 0
OS-CT-C2-C2 1 −1.708 1 90
OS-CT-C2-C2 1 0.290 2 90
OS-CT-C2-C2 1 −0.545 3 90
OS-CT-C2-C2 1 −0.151 4 90
C-OS-CT-C2 1 3.217 1 0
C-OS-CT-C2 1 0.072 2 0
C-OS-CT-C2 1 −2.695 3 0
C-OS-CT-C2 1 −0.726 4 0
C-OS-CT-C2 1 4.775 1 90
C-OS-CT-C2 1 −6.452 2 90
C-OS-CT-C2 1 −1.558 3 90
C-OS-CT-C2 1 1.389 4 90
Tabelle A.4: Die von R-MHPOBC abweichenden Parameter der Diederwinkelpotenziale in
S-MHPOBC
WW-Quadrupel κλωτ kaκλωτ/ kJmol
−1 rad−2 mκλωτ Ψ0κλωτ/
◦
X-X-C-O 43.964 2 180
X-X-CA-OS 4.606 2 180
X-X-CAB-CAB 4.606 2 180
X-X-CA-HA 4.606 2 180
X-X-CA-HA 4.606 2 180
Tabelle A.5: Parameter zur Beschreibung von planaren Strukturen u¨ber ”improper dihedrals“
nach Gl. (3.40)
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Nr. Sym. Ladung
1 CA .0967
2 CA −.0398
3 CA −.2174
4 CA −.0646
5 CA −.1899
6 CA −.0902
7 C .8054
8 OS −.4905
9 CT .2823
10 C2 .0550
11 OS −.3557
12 C .7815
13 O −.5467
14 CA −.0793
15 CA −.2076
16 CA −.0743
17 CAB .0119
18 CA −.0681
19 CA −.1958
20 CAB −.0299
21 CA −.1071
22 CA −.2280
23 CA .2427
24 CA −.1371
25 CA −.1949
26 OS −.3585
27 C2 .3111
Nr. Sym. Ladung
28 O −.5818
29 HA .1416
30 HA .1522
31 HA .1043
32 HA .1607
33 HA .1232
34 HA .1242
35 HA .1582
36 HA .1591
37 C2 −.0393
38 HA .1307
39 HA .1661
40 HA .1546
41 HA .1525
42 HC .0233
43 C3 −.0085
44 C2 −.0330
45 C2 .0000
46 C2 .0000
47 C2 .0000
48 C2 .0000
49 C2 .0000
50 C3 .0000
51 C2 .0000
52 C2 .0000
53 C2 .0000
54 C3 .0000
Tabelle A.6: In der Simulation verwendete Ladungen der einzelnen Kraftfeldzentren (s.a.
Abb. A.1)
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A Potenzialparameter
33
36
18
19
13
30
29
22
21
41
26
23
20
12
17
53
14
40
37
54
27
46
24
51
25
6
45
52
48
5
43
31
32
10
47
50
44
49
16
15
11
8
1
9
4
34
35
7
2
42
3
38
28
39
Abbildung A.1: Die fu¨r die Ladungszuordnung verwendete Nummerierung der Atome in MH-
POBC. Die Alkylketten liegen in der United-atom-Darstellung vor (Visualisierung: [99]).
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B FSF-Simulationen
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Abbildung B.1: Simulation eines FSF-System mit zwei Schichten bei 375K. Abb.(a) zeigt
den Tiltwinkel in den einzelnen Schichten und die Fla¨che pro Moleku¨l. Abb.(b) zeigt die
Richtung des Tilts der einzelnen Schichten (Azimuth, Symbole, s. Legende in (a)) und den
Ordnungsparameter P2 jeder Schicht (Linien). Als Startkonfiguration dient eine artifizielle
Kristallstruktur mit geringer Dichte, daher fa¨llt der Platzbedarf pro Moleku¨l am Anfang
der Simulation stark ab. Der Verlauf der Azimuthwinkel zeigt eine antiklinische Struktur.
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Abbildung B.2: Simulation eines FSF-Systems mit vier Schichten bei 375K. Als Startkonfi-
guration dient eine artifizielle Kristallstruktur, die Equilibrierung ist nicht dargestellt. Es
sind sinngema¨ß die gleichen Gro¨ßen wie in Abb. B.1 dargestellt. Am Ende der Simulation
stehen die inneren beiden Schichten antiklinisch zueinander, wa¨hrend die a¨ußeren Schichten
unter hohen Fluktuationen synklinisch zueinander stehen.
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Abbildung B.3: Simulation eines FSF-Systems mit einer Schicht bei 375K. Es sind sinngema¨ß
die gleichen Gro¨ßen wie in Abb. B.1 dargestellt.
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Abbildung B.4: FSF-System mit zwei Schichten bei 400K. Die Simulation beginnt bei der
Konfiguration der Simulation bei 375K nach 4 ns (Abb. B.1, siehe auch Legende dort).
Wegen des geringen Tiltwinkels ist der Azimuthwinkel schlecht definiert und weist daher
sehr hohe Fluktuationen auf. Struktur:SmA
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Abbildung B.5: FSF-System mit zwei Schichten bei 350K. Die Simulation verwendet die
Konfiguration der Simulation bei 400K nach 2 ns als Startkonfiguration (Abb. B.4). Die
kurzzeitige Dichtea¨nderung bei 0, 75 ns ist durch eine kurze Aufheiz- und Abku¨hlphase
bedingt. Hier deuten die Azimuthwinkel wieder auf eine SmCA-Struktur hin. Legende wie
in Abb. B.1
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C Profile
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Abbildung C.1: Beitra¨ge verschiedener Moleku¨lfragmente zum Gesamtdichteprofil in den
FSF-Simlationen (fett). Oben: Dichteverteilung der Biphenylfragmente. Mitte: achirale Al-
kylketten. Unten: chirale Alkylketten. Es wird in Beitra¨ge aus top- und down-orientierten
Moleku¨len unterschieden; der U¨berlapp des Biphenylsystems ist praktisch vollsta¨ndig.
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D Systeme mit periodischer Schichtstruktur (Bulk)
D.1 Synklinische Tieftemperaturphasen
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Abbildung D.1: Simulation eines periodischen 2-Schichtsystems bei 350K. Abb.(a) zeigt den
mittleren Gesamttilt der Moleku¨le (XRD-Tilt) und den Tilt des Cores (opt.Tilt) gemittelt
u¨ber beide Schichten sowie die Massendichte. Abb.(b) zeigt die Richtung des Tilts der
einzelnen Schichten (Azimuth, Symbole) und den Ordnungsparameter P2 jeder Schicht
(Linien). Als Startkonfiguration dient eine artifizielle Kristallstruktur mit geringer Dichte,
daher steigt die Dichte zu Anfang.
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Abbildung D.2: Simulation SmX’ als Fortsetzung der Simulation in Abb. D.1 bei 375K.
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Abbildung D.3: Simulation SmX bei 375K ausgehend von einer equilibrierten FSF-
Simulation bei 375K (Abb. B.1). Die kurzzeitige Dichtea¨nderung geht auf eine gezielt
herbeigefu¨hrte Temperaturerho¨hung zuru¨ck.
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D.1 Synklinische Tieftemperaturphasen
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Abbildung D.4: Schichtabstand und Tiltwinkel der Simulation SmX ergeben passend gegen-
einander aufgetragen und extrapoliert gegen cos(θ) = 1 den Schichtabstand der ortho-
gonalen Phase (Kreuze). Der Verlauf ausgehend vom experimentellen Schichtabstand von
3.52 nm ist ebenfalls eingetragen [42].
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D Systeme mit periodischer Schichtstruktur (Bulk)
D.2 SmCA und SmC
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Abbildung D.5: Simulation SmCA(400K). Enwicklung einer antiklinischen Phase bei 400K
ausgehend von einer equilibrierten FSF-Simulation bei 375K.
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Abbildung D.6: Simulation SmCA(375K). Fortsetzung der Simulation SmCA(400K)
(Abb. D.5) bei 375K.
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Abbildung D.7: Simulation SmC(400K). Fortsetzung der Simulation SmX bei 400K. In dieser
Simulation dominiert der XRD-Tilt u¨ber den optischen Tilt. Die Simulation zeigt kein
Anzeichen einer Equilibrierung, die Schichtstruktur zerfa¨llt.
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Abbildung D.8: Verteilung der Schwerpunktskoordinaten der Simulation SmC(400K). Den
Verteilungen liegen jeweils 2 ns zu Beginn und am Ende Simulationslaufs zu Grunde. Am
Ende (oben) erkennt man eine Population des Schichtzwischenraums.
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E Dynamik
E.1 Diffusion
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Abbildung E.1: Anisotropie der mittleren quadratischen Verschiebung bei 375K in synklini-
scher (SmX’) und antiklinischer Geometrie (SmCA). X: Tiltrichtung, Y: senkrecht zu X, Z:
Richtung der Schichtnormalen
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Abbildung E.2: Anisotropie der mittleren quadratischen Verschiebung bei 400K in synklini-
scher (SmC), antiklinischer (SmCA) und orthogonaler Geometrie (FSF). X: Tiltrichtung,
Y: senkrecht zu X, Z: Richtung der Schichtnormalen
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E.2 Reorientierung
E.2 Reorientierung
Simulation C2-H(1) C2-H(2) C2-H(3) C2-H(4) C2-H(5) C2-H(6)
τ1/ns
SmCA(375K) 0.004 0.004 0.005 0.004 0.004 0.004
SmX’(375K) 0.006 0.005 0.006 0.006 0.005
SmC(400K) 0.002 0.003 0.003 0.003 0.002 0.002
FSF(400K) 0.002 0.002 0.004 0.003 0.003 0.002
τ2/ns
SmCA(375K) 0.12 0.11 0.09 0.08 0.09 0.09
SmX’(375K) 0.22 0.21 0.14 0.17 0.14
SmC(400K) 0.22 0.24 0.12 0.13 0.09 0.09
FSF(400K) 0.08 0.05 0.06 0.04 0.05 0.04
τ3/ns
SmCA(375K) 6.4 6.4 7.9 7.3 5.4 6.1
SmX’(375K) 8.6 11 5.9 5.6 4.8
SmC(400K) 3.0 4.0 2.3 2.2 1.8 1.8
FSF(400K) 8.4 8.2 8.5 6.5 6.6 5.6
a1
SmCA(375K) 0.54 0.64 0.74 0.74 0.76 0.81
SmX’(375K) 0.60 0.68 0.81 0.84 0.84 0.84
SmC(400K) 0.70 0.71 0.74 0.76 0.75 0.82
FSF(400K) 0.53 0.45 0.57 0.55 0.61 0.64
a2
SmCA(375K) 0.17 0.17 0.16 0.16 0.15 0.12
SmX’(375K) 0.13 0.11 0.10 0.09 0.10 .10
SmC(400K) 0.14 0.11 0.08 0.07 0.07 0.05
FSF(400K) 0.24 0.25 0.19 0.16 0.15 0.12
a3
SmCA(375K) 0.29 0.19 0.10 0.10 0.09 0.07
SmX’(375K) 0.27 0.21 0.09 0.07 0.06 0.09
SmC(400K) 0.16 0.18 0.18 0.17 0.16 0.13
FSF(400K) 0.23 0.30 0.24 0.29 0.24 0.24
Tabelle E.1: Fitparameter der Umorientierungskorrelationsfunktionen (Abb. 6.9) der CH-
Bindungen in der achiralen Alkylkette nach Gl. (6.9). Dargestellt ist die Auswertung von
vier Simulationen.
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Simulation CT-HC(1) C2-H(2) C2-H(3) C2-H(4) C2-H(5) C2-H(6)
τ1/ns
SmCA(375K) 0.003 0.005 0.005 0.005 0.003 0.003
SmX’(375K) 0.009 0.007 0.006 0.006 0.005 0.004
SmC(400K) 0.003 0.002 0.003 0.004 0.003 0.002
FSF(400K) 0.002 0.007 0.006 0.004 0.003 0.001
τ2/ns
SmCA(375K) 0.25 0.22 0.21 0.17 0.11 0.09
SmX’(375K) 1.5 0.35 0.35 0.22 0.21 0.23
SmC(400K) 0.28 0.25 0.38 0.22 0.10 0.05
FSF(400K) 0.17 0.19 0.18 0.11 0.05 0.02
τ3/ns
SmCA(375K) 6.6 6.4 6.4 6.8 5.9 6.7
SmX’(375K) 11 6.2 6.4 6.5 7.6 7.8
SmC(400K) 3.6 2.0 4.0 3.6 3.5 3.2
FSF(400K) 4.1 6.6 6.6 6.0 5.7 4.8
a1
SmCA(375K) 0.49 0.61 0.62 0.65 0.78 0.87
SmX’(375K) 0.41 0.64 0.66 0.70 0.83 0.90
SmC(400K) 0.32 0.26 0.34 0.61 0.79 0.81
FSF(400K) 0.58 0.63 0.65 0.69 0.74 0.67
a2
SmCA(375K) 0.16 0.17 0.16 0.16 0.11 0.08
SmX’(375K) 0.20 0.16 0.15 0.14 0.08 0.04
SmC(400K) 0.31 0.48 0.32 0.16 0.07 0.04
FSF(400K) 0.20 0.20 0.19 0.14 0.09 0.04
a3
SmCA(375K) 0.35 0.22 0.22 0.19 0.11 0.05
SmX’(375K) 0.39 0.20 0.19 0.16 0.09 0.04
SmC(400K) 0.37 0.28 0.34 0.23 0.14 0.15
FSF(400K) 0.22 0.17 0.16 0.17 0.17 0.29
Tabelle E.2: Fitparameter der Umorientierungskorrelationsfunktionen (Abb. 6.10) der CH-
Bindungen in der chiralen Alkylkette nach Gl. (6.9). Mit CT ist das chirale C-Atom be-
zeichnet. Dargestellt ist die Auswertung von vier Simulationen.
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F Polare Eigenschaften und Struktur
F.1 Charakterisierung der beiden Enantiomere
 0
 5
 10
 15
 20
 25
 30
 35
 0  5  10  15  20  25  30  35  40
 0.96
 0.98
 1
 1.02
 1.04
 1.06
 1.08
 1.1
Ti
lt/
de
g
ρ/
(g/
cm
3 )
t/ns
opt. Tilt
XRD−Tilt
ρ
−180
−90
 0
 90
 180
 0  5  10  15  20  25  30  35  40
 0.8
 0.9
 1
Az
im
ut
h/
de
g
P 2
t/ns
Abbildung F.1: Simulation von R-MHPOBC bei 360K. Abb.(a) zeigt den mittleren Gesamt-
tilt der Moleku¨le (XRD-Tilt) und den Tilt des Cores (opt.Tilt) gemittelt u¨ber beide Schich-
ten sowie die Massendichte. Abb.(b) zeigt die Richtung des Tilts der einzelnen Schichten
(Azimuth, Symbole) und den Ordnungsparameter P2 jeder Schicht (Linien). Als Startkonfi-
guration dient eine artifizielle Kristallstruktur. Die ersten 0, 75 ns der Simulation sind nicht
dargestellt.
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Abbildung F.2: Simulation von S-MHPOBC bei 375K.
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Abbildung F.3: Verlauf von Ps in beiden Schichten in der synklinischen Simulation SmX bei
375K.
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Abbildung F.4: Charakterisierung der translatorischen Dynamik der Simulationen bei (a)
360K (R-MHPOBC) und (b) 375K (S-MHPOBC) in Form der mittleren quadratischen
Verschiebung. Fu¨r DX , DY und DZ findet man bei (a) 3.9, 3.7 und 1.8 · 10−12 m2s und
bei (b) 1.0, 3.1 und 2.6 · 10−12 m2s . X: Tiltrichtung, Y: senkrecht zu X, Z: Richtung der
Schichtnormalen
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F.2 Orientierungskorrelation
F.2 Orientierungskorrelation
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Abbildung F.5: Orientierungskorrelationsfunktionen der lateralen CO-Gruppe der synklini-
schen Tieftemperaturphasen. Es werden Paare innerhalb einer Schicht (intra) und aus
unterschiedlichen Schichten (inter) unterschieden. Außerdem ist das g(r) von CO-Gruppen
unterschiedlicher Schichten dargestellt.
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(a) SmCA(375K)
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Abbildung F.6: Orientierungskorrelationsfunktionen der lateralen CO-Gruppe der antiklini-
schen Phasen (vgl. Abb. F.5)
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F.3 Profile der Polarisation
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Abbildung F.7: Projektionen < Y · uco > (z) der Core-Carbonylgruppen und lateralen Car-
bonylgruppen der Simulation SmCA bei 400K. (a) Beitrag der CO-Gruppen im Core. Nur
die linke Schicht zeigt netto einen schwachen polaren Effekt. Zusa¨tzlich dargestellt ist die
normierte Verteilung der Schwerpunkte. (b) Beitrag der lateralen CO-Gruppen zusammen
mit ihrer Verteilung. In der linken Schicht wird ihr Beitrag von inneren CO-Gruppe unter
(a) aufgehoben.
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Abbildung F.8: Projektionen < Y · uco > (z) der Core-Carbonylgruppen und lateralen Car-
bonylgruppen der Simulation SmCA(375K) (a) Beide Schichten zeigen einen in etwa glei-
chen schwachen, negativen polaren Effekt. (b) Die lateralen CO-Gruppen zeigen kein ein-
heitliches Bild.
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Abbildung F.9: Projektionen < Y · uco > (z) der Core-Carbonylgruppen und lateralen Car-
bonylgruppen der Simulation SmCA (375K,S). (a) Beide Schichten zeigen einen starken
polaren Effekt, allerdings mit unterschiedlichem Vorzeichen. (b) In beiden Schichten liegt
ein starker polarer Effekt mit positivem Vorzeichen vor.
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F.4 Polare Bindungsordnung
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Abbildung F.10: Polare Ordnung der Bindungen der chiralen und achiralen Alkylkette im
System SmX (a,b) und System SmX’ (c,d). Es wird zwischen den beiden Schichten unter-
schieden. (a,c) Die achirale Kette zeigt bis zu ihrem Ende einen starken Odd-even-Effekt.
Die polare Bindung OS-C2 zeigt deutlich eine postive polare Ordnung. (b,d) Die endsta¨ndi-
gen Bindungen der chiralen Kette zeigen keine Ordnung mehr. Die u¨brigen Bindungen
zeigen wechselweise keine bzw. eine negative polare Ordnung.
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Abbildung F.11: Polare Ordnung der Alkylketten im System SmCA(375K)
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Abbildung F.12: Polare Ordnung der Alkylketten in einem vergro¨ßerten System bei 360K
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F.5 Polarisation in der Tiltebene
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(a) SmCA(400K)
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(b) SmX(375K)
Abbildung F.13: Profil < X · uco > (z) der CO-Bindungsvektoren der chiralen Alkylkette in
Simulationen unterschiedlicher Klinizita¨t (vgl.Abb. 7.16). (a) Im System SmCA bei 400K
stehen die CO-Gruppen in den beiden Schichten parallel zueinander; genau zwischen den
Schichten treten vereinzelt Spezies auf, die antiparallel zu den anderen stehen. (b) In der
Simulation SmX bei 375K (synklinisch) stehen die CO-Gruppen antiparallel zueinander.
Ihre Verteilung zeigt zwischen den Schichten einen Nulldurchgang.
154
F.6 Orientierungsverteilung im Koordinatensystem des Schichtdirektors
F.6 Orientierungsverteilung im Koordinatensystem des
Schichtdirektors
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Abbildung F.14: Orientierungsverteilungen im Koordinatensystem definiert durch den jeweili-
gen Schichtdirektor. Diese dienen zur Ermittlung der Beitra¨ge der einzelnen CO-Bindungen
zu Ps. Auch die so ermittelte Verteilung des molekularen Dipolmoments ist eingetragen.
Die Verteilungen sind normiert.
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