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A FINITE-VOLUME SCHEME FOR A SPINORIAL
MATRIX DRIFT-DIFFUSION MODEL FOR SEMICONDUCTORS
CLAIRE CHAINAIS-HILLAIRET, ANSGAR JÜNGEL, AND POLINA SHPARTKO
Abstract. An implicit Euler finite-volume scheme for a spinorial matrix drift-diffusion
model for semiconductors is analyzed. The model consists of strongly coupled parabolic
equations for the electron density matrix or, alternatively, of weakly coupled equations
for the charge and spin-vector densities, coupled to the Poisson equation for the elec-
tric potential. The equations are solved in a bounded domain with mixed Dirichlet-
Neumann boundary conditions. The charge and spin-vector fluxes are approximated by
a Scharfetter-Gummel discretization. The main features of the numerical scheme are the
preservation of nonnegativity and L∞ bounds of the densities and the dissipation of the
discrete free energy. The existence of a bounded discrete solution and the monotonicity of
the discrete free energy are proved. For undoped semiconductor materials, the numerical
scheme is unconditionally stable. The fundamental ideas are reformulations using spin-up
and spin-down densities and certain projections of the spin-vector density, free energy
estimates, and a discrete Moser iteration. Furthermore, numerical simulations of a simple
ferromagnetic-layer field-effect transistor in two space dimensions are presented.
1. Introduction
The exploitation of the electron spin in semiconductor devices is one of the promising
trends for future electronics. Since the electron current can be controlled without changing
the carrier concentration, this may allow for (almost) energy-conserving and fast-switching
devices and, more generally, for electronic devices based on new operating principles. In
the literature, several models have been proposed to describe the spin-polarized transport
in semiconductor structures [8, 24]. Drift-diffusion approximations are widely employed
[18, 23], since they do not require large computational resources but still describe the main
transport phenomena. In this paper, we aim to analyze a finite-volume scheme for a spin
drift-diffusion system. Before we explain the model equations, we sketch the state of the
art in spinorial drift-diffusion modeling.
The existing drift-diffusion models can be classified into two main groups. The first
group is given by two-component drift-diffusion equations for the spin-up and spin-down
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densities. One version of this model was rigorously derived from the spinor Boltzmann
equation in the diffusion limit with strong spin-orbit coupling (compared to the mean-free
path) [6]. A mathematical analysis of the limit model was performed in [11], proving the
global-in-time existence of weak solutions and their equilibration properties in two space
dimensions. In three space dimensions, the well-posedness of the stationary system was
shown in [10]. A quantum correction of Bohm potential type was derived in [3].
The second group consists of spin-vector drift-diffusion models in which the spin variable
is a vector quantity. Combining the charge density with the spin-vector density, we can
define the electron density matrix which solves a spinorial matrix drift-diffusion system.
These models can be derived from the spinor Boltzmann equation by assuming a moderate
spin-orbit coupling [6]. Projecting the spin-vector density in the direction of the precession
vector, we recover the two-component drift-diffusion system as a special case. In [6], the
scattering rates are supposed to be scalar quantities. Assuming that the scattering rates
are positive definite Hermitian matrices, a more general matrix drift-diffusion model was
derived in [19]. The global existence of weak solutions to this model was shown in [16].
The aim of this paper is to analyze an implicit Euler finite-volume approximation of the
spinorial matrix drift-diffusion model of [19] and to present some numerical simulations in
two space dimensions. A numerical analysis of a finite-volume scheme of the stationary
two-component drift-diffusion equations was performed in [10]. A finite-element scheme
for a spin-vector equation with given electron current density (but coupled to the Landau-
Lifshitz-Gilbert equation) was analyzed in [1] and simulated in [2]. However, no numerical
analysis seems to be available so far for general spin-vector drift-diffusion models.
1.1. The model equations. The spin-vector model of [19], which is analyzed in this
paper, consists of the scaled drift-diffusion equation for the (Hermitian) electron density
matrix N ∈ C2×2 and the current density matrix J ∈ C2×2,









J = −D0P−1/2(∇N +N∇V )P−1/2 in Ω, t > 0,(2)
where [A,B] = AB − BA is the commutator of two matrices A and B and Ω ⊂ R2 is a
bounded domain. The scaled physical parameters are the strength of the effective magnetic
field, γ > 0, the (normalized) direction of the precession vector ~m = (m1,m2,m3) ∈ R3,
the spin-flip relaxation time τ > 0, and the diffusion coefficient D0 > 0. The precession
vector plays the role of the local direction of the magnetization in the ferromagnet. In the
analytic part of this paper, we assume for technical reasons that the precession vector ~m
























where i is the imaginary unit. Furthermore, tr(N) denotes the trace of the matrix N and
P = σ0 + p~m · ~σ, where p ∈ [0, 1) represents the spin polarization of the scattering rates.
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The product ~m ·~σ equals m1σ1+m2σ2+m3σ3. The electric potential V is self-consistently
given by the Poisson equation
(3) −λ2D∆V = tr(N)− C(x) in Ω,
where λD > 0 is the scaled Debye length and C(x) ≥ 0 denotes the doping profile in the
n-doped semiconductor [15]. The boundary and initial conditions are specified below. In
the semiconductor literature (e.g. [15, 21]), the sign of the electric potential is opposite.
We have chosen the above sign convention in order to be close to the notation of [19]. It
does not affect the analytical results.
Remark 1. Equations (1)-(2) are scaled using the time scale τs and the length scale L,
where L > 0 a typical length (e.g. the device size). In the numerical part, we choose τs
to be equal to the physical spin-relaxation time τ ∗ such that τ = τ ∗/τs = 1. The density
matrix and the doping profile are scaled by supΩ C, and D0 = D
∗τs/L
2, γ = γ∗τs/~, where
D∗ > 0 is the physical diffusion coefficient, γ∗ > 0 the physical strength of the effective
magnetic field, and ~ the reduced Planck constant. The density matrix is scaled by supΩ C
and the electric potential by the thermal voltage UT = 0.026V (at room temperature). 
In this paper, we investigate a scalar form of equations (1)-(2). For this, we develop N
and J in the Pauli basis via N = 1
2
n0σ0+~n ·~σ and J = 12j0σ0+~j ·~σ, where n0 is the electron
charge density and ~n the spin-vector density. Setting ~n = (n1, n2, n3) and ~j = (j1, j2, j3)
and defining η =
√
1− p2, system (1)-(2) can be written equivalently (see [19, Remark 1])
as
∂tn0 + div j0 = 0,(4)
∂tnℓ + div jℓ − 2γ(~n× ~m)ℓ = −
nℓ
τ













, ℓ = 1, 2, 3,(6)
J0 = −∇n0 − n0∇V, ~J = (J1, J2, J3) = −∇~n− ~n∇V in Ω, t > 0.(7)
Moreover, the Poisson equation (3) rewrites
(8) −λ2D∆V = n0 − C(x) in Ω.
System (4)-(8) is strongly coupled due to the cross-diffusion terms in (6) and nonlinear due
to the Poisson coupling. Note that any solution (n0, ~n) to (4)-(7) defines a solution N to
(1)-(2) and vice versa.
The boundary ∂Ω = ΓD ∪ ΓN is assumed to consist of the union of contacts ΓD and the
isolating boundary part ΓN . Then the boundary and initial data are given by
n0 = n
D, ~n = 0, V = V D on ΓD, t > 0,(9)
∇n0 · ν = ∇nℓ · ν = ∇V · ν = 0 on ΓN , t > 0, ℓ = 1, 2, 3,(10)
n0(0) = n
0
0, ~n(0) = ~n
0 in Ω,(11)
where ν is the exterior unit normal vector to ∂Ω.
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1.2. Mathematical background. We aim to design a numerical scheme which preserves
some qualitative properties of the continuous model, in particular preservation of the posi-
tivity of the charge density, boundedness of the density matrix, and dissipation of the free
energy. The main difficulty of the analysis is the strong coupling of the equations (the dif-
fusion matrix is not diagonal), since maximum principle or regularity arguments generally
do not apply. The key idea is to introduce two transformations of variables which make
the diffusion matrix diagonal and thus reduce the level of coupling.




~n · ~m. Then system (4)-(7) becomes
∂tn+ + div
(
















on ΓD and ∇n± · ν = 0 on ΓN , t > 0.
We observe that (4)-(7) implies (12)-(13) but not vice versa. Physically this is clear
since the spin-up and spin-down densities contain less information than the full density
matrix N . By the Stampacchia truncation method, the nonnegativity and boundedness of
n± was shown in [16], thus giving the nonnegativity and boundedness of the charge density
n0 = n++n−. Using the notation
∑
± a± = a++a−, the (relative) free energy of the above



















|∇(V − V D)|2dx.
Some formal computations show that it is nonnegative and nonincreasing for t > 0.
The second transformation is given by the decomposition of ~n in the parallel and per-
pendicular components with respect to ~m: ~n‖ = (~n · ~m)~m and ~n⊥ = ~n− ~n‖. The equation
for ~n⊥ reads as




(−∇~n⊥ − ~n⊥∇V )
)








(n+ − n−)~m is bounded as well (see above), this implies an L∞ bound for ~n and
consequently for the density matrix N = 1
2
n0σ0 + ~n · ~σ.
The task is to “translate” these ideas to a finite-volume setting. We approximate the
diffusive and convective part of the fluxes simultaneously by using a Scharfetter-Gummel
discretization. These fluxes were introduced by Il’in [14] and Scharfetter and Gummel
[20] for the classical drift-diffusion model (without spin coupling). The discretizations are
second-order accurate in space and preserve the steady states. The dissipativity with an
implicit Euler discretization was shown in [9]. The discrete steady states were proved to
be bounded [10]. Discrete entropy (free energy) estimates and/or the exponential decay
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of the free energy along trajectories towards the global equilibrium were investigated in
[5, 12] but still without any spin coupling.
Our main results, detailed in Section 2, are the existence of a bounded discrete solution
to a fully discrete finite-volume scheme for (4)-(11) and the monotonicity of the discrete free
energy for the spin-up and spin-down densities. The mathematical challenge is the proof of
lower and upper bounds for the discrete densities. The “translation” of the Stampacchia
truncation argument from the continuous to the discret case in, e.g., (16) faces some
difficulties due to the drift term. The main difficulty lies in the fact that the monotonicity
of the drift term (with respect to the density variable) cannot be exploited. Therefore, a
Moser-type iteration method was employed in [16]. The idea is to derive a uniform estimate
for ~n⊥ in the L
q norm of the form
d
dt
‖~n⊥‖qq ≤ cq‖~n⊥‖qq, t > 0,
where ‖ · ‖q denotes the Lq(Ω) norm and c > 0 does not depend on q ∈ (1,∞). By
Gronwall’s lemma, this implies that
‖~n(t)‖q ≤ ect‖~n⊥(0)‖q,
and the limit q → ∞ shows the claim. The discrete equivalent of the estimate is
‖~nk⊥‖qq − ‖~nk−1⊥ ‖qq ≤ cq△t‖~nk⊥‖qq,
where ~nk⊥ is an approximation of ~n⊥ at time t
k and △t is the (uniform) time step size. In
order to solve this recursion, we require 1 − cq△t > 0, thus imposing a condition on the
time step size for fixed q. This motivates additional conditions on the model parameters,
which are described and discussed in Section 2.3.
The paper is organized as follows. In Section 2, we detail the numerical scheme and
present the main results, in particular the existence of discrete solutions (Theorem 1) and
the dissipativity of the discrete free energy (Theorem 2). The proofs are given in Sections
3 and 4. Some numerical tests are presented in Section 5.
2. Numerical method and main results
In this section, we specify the numerical discretization of the spin drift-diffusion system
(4)-(11) and state the main results of the paper.
2.1. Notations. Before we state the numerical scheme, we need to define the mesh of the
domain Ω and to introduce some notation. We consider the two-dimensional case only but
the scheme can be generalized in a straightforward way to higher dimensions.
Let Ω ⊂ R2 be an open bounded polygonal set. The mesh M = (T , E ,P) is given by
a family T of open polygonal control volumes or cells, a family E of edges, and a family
P = (xK)K∈T of points. We assume that the mesh is admissible in the sense of Definition
9.1 in [7]. This definition implies that the straight line between two neighboring centers
of cell (xK , xL) is orthogonal to the edge σ = K|L between two control volumes K and L
and therefore collinear to the unit normal vector νK,σ to σ outward to K. For instance,
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triangular meshes satisfy the admissibility condition if all angles of the triangles are smaller
than π/2 [7, Example 9.1]. Voronoi meshes are also admissible meshes [7, Example 9.2].
Each edge σ ∈ E is either an internal edge, σ = K|L, or an exterior edge, σ ⊂ ∂Ω,
and we set E = Eint ∪ Eext. We assume that each exterior edge is an element of either the
Dirichlet or Neumann boundary such that we can set Eext = EDext∪ENext. For a given control
volume K ∈ T , we define the set EK of the edges of K, which can be written as the union
of EK,int, EDK,ext, and ENK,ext. For every σ ∈ E , there exists at least one cell K ∈ T satisfying
σ ∈ EK , and we denote this cell by Kσ. When σ is an interior edge with σ = K|L, we have
Kσ = K or Kσ = L.
For K ∈ T and σ ∈ EK , we denote by dK,σ the distance dK,σ = d(xK , σ). Then, for
σ ∈ Eint, σ = K|L, we define dσ = dK,σ +dL,σ = d(xK , xL) and for σ ∈ Eext with σ ∈ EK ,
dσ = dK,σ. Furthermore, the measure of σ ∈ E or a set ω ⊂ Ω is denoted by m(σ) or m(ω),
respectively. In the numerical scheme, we need the so-called transmissibility coefficient
τσ = m(σ)/ dσ for σ ∈ E . We assume that the mesh satisfies the regularity constraint
(17) ∃ξ > 0 : ∀K ∈ T : ∀σ ∈ EK : d(xK , σ) ≥ ξdiam(K).
The finite-volume scheme for a conservation law with unknown u provides a vector
uT = (uK)K∈T of approximate values and the associated piecewise constant function, still
denoted by uT , uT =
∑
K∈T uK1K , which approximates the unknown u. Here, 1K denotes
the characteristic function of the cell K. The approximate values of the Dirichlet boundary
provide a vector uED = (uσ)σ∈ED
ext
. The vector containing the approximate values in the
control volumes and at the Dirichlet boundary edges is denoted by uM = (uT , uED).
The numerical scheme can be formulated in a compact form by introducing the following







uL if σ = K|L,
uσ if σ = EDK,ext,
uK if σ = ENK,ext,
and we set DuK,σ = uK,σ − uK . We remark that the definition of uK,σ ensures that
DuK,σ = 0 on the Neumann boundary edges. Then the discrete H
















for 1 ≤ p < ∞ and ‖uT ‖∞ = max
K∈T
|uK |.
When formulating a finite-volume scheme, we have to define some numerical fluxes JK,σ




We impose the conservation of the numerical fluxes JK,σ+JL,σ for σ = K|L, requiring that
A FINITE-VOLUME SCHEME FOR A SPINORIAL DRIFT-DIFFUSION MODEL 7















2.2. Numerical scheme. At each time step k ≥ 0, we define the approximate solution
ukT = (u
k





(which in fact does not depend on k since the boundary data is time-
independent). We first define the initial and boundary conditions corresponding to (11)



















(nD,~0, V D)ds for all σ ∈ EDext.
Note that ~nDσ = 0 for σ ∈ EDext. We may define similarly the quantities ~mK , CK , D0,K , pK
for a given K ∈ T .
We consider a temporal implicit Euler and spatial finite-volume discretization. The












































The numerical fluxes Jk0,K,σ and J
k







Jℓ · νK,σds at time k△t, and we set ~JkK,σ = (Jkℓ,K,σ)ℓ=1,2,3. We recall that J0 and ~J
are defined by (7). We use a Scharfetter-Gummel approximation for the definition of the
numerical fluxes. For given K ∈ T and σ ∈ EK , we set






, ℓ = 0, 1, 2, 3,
where B is the Bernoulli function defined by
B(x) =
x
exp(x)− 1 for x 6= 0 and B(0) = 1.
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It remains to define the quantities Dσ, ~mσ, pσ and ησ appearing in (23) and (24). We




dK,σ D0,L + dL,σ D0,K





D0(s)ds for σ ∈ EDext,
and similar definitions for ~mσ and pσ. Furthermore, we set ησ =
√
1− p2σ.









σ for σ ∈ EDext,(26)
Dnkℓ,K,σ = DV
k
K,σ = 0 for σ ∈ ENK,ext, ℓ = 0, 1, 2, 3, k ≥ 0.(27)
We remark that they imply Jkl,K,σ = 0 for σ ∈ ENK,ext, ℓ = 0, 1, 2, 3, and k ≥ 0.
For later use, we note that, using the elementary property B(x) − B(−x) = −x for
x ∈ R, the numerical fluxes can be reformulated in two different manners:
Jkℓ,K,σ = τσ
(





−DV kK,σnkℓ,K,σ − B(DV kK,σ)Dnkℓ,K,σ
)
, ℓ = 0, 1, 2, 3,(29)
and adding these expressions leads to a third formulation:























2.3. Main results. We impose the following assumptions on the domain and the data:
Ω ⊂ R2 bounded domain, ∂Ω = ΓD ∪ ΓN , ΓD ∩ ΓN = ∅, m(ΓD) > 0, ΓN open,(32)
D0, p, λD, ~m are constant and |~m| = 1, C ∈ L∞(Ω), C(x) ≥ 0,(33)
n00, ~n
0, nD ∈ L∞(Ω), 1
2
n00 ± ~n0 ·m ≥ 0, nD ≥ 0, nD, V D ∈ H1(Ω),(34)
M = (T , E ,P) is an admissible mesh satisfying (17).(35)




T ) is a solution to scheme (20)-(27) for a given k ≥ 1
((n00,T , ~n
0





nk0,T ±~nkT · ~m, ~nk⊥,T = ~nkT − (~nkT · ~m)~m. Moreover, as nD and V D are defined on the whole
domain Ω, we can define nDT and V
D
T by taking the mean value of n
D and V D on each
control volume K ∈ T .
Then the following existence result holds.
Theorem 1 (Existence of a solution to the numerical scheme and L∞ bounds). Let as-
sumptions (32)-(35) hold. We impose the following constraints:
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Then for k ≥ 1, there exists a solution (nk0,T , ~nkT , V kT ) to scheme (20)-(27) satisyfing
0 ≤ nk0,T ≤ 2M0, 0 ≤ nk±,T ≤ M0, |~nkT | ≤ 2Mk in Ω,












n00 + |~n0 · ~m|
)





In the continuous case, similar L∞ bounds for the spin-up and spin-down densities, and
therefore for the electron charge density, were shown in [16]. These bounds do not depend
on time. The mixing of the spin-vector components prevents the use of the monotonicity
argument for ~n⊥, solving (16). Therefore, both in the continuous and discrete situations,
the L∞ bound for the spin-vector density depends on time.
The constraint on △t is needed in the definition of Mk. Furthermore, the condition on
τ is necessary to prove the L∞ bound for ~nk⊥,T . The numerical results presented in Section
5 indicate that the latter restriction is technical. We stress the fact that our scheme is
unconditionally stable if the semiconductor is undoped, i.e. C = 0. In this situation, △t
and τ can be chosen arbitrarily.
Let us discuss the conditions under which the constraint on τ in (36) is satisfied. Choos-
ing τs = τ








where εr is the relative permittivity of the material, ε0 the permittivity of vacuum, and qe







For silicon at room temperature and with the choice D∗ = 10−3m2s−1 (see Section 5),
we obtain τ ∗ supΩ C ≤ 107ηm3s. With the relaxation time τ ∗ = 10−12 s, a small spin
polarization (such that η ≈ 1), the above bound is satisfied for lowly doped semiconductors,
supΩ C . 10
19 m−3.
We note that Stampacchia’s method applied to the discrete Poisson equation (22) gives
an L∞ bound for the electric potential V kT . This bound depends on M
0 and is uniform
in time. The proof follows the lines of the proof for the continuous equation; see e.g. [22,
Section 2.3].























k − V D)K,σ)2.(37)
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Theorem 2 (Dissipation of the discrete free energy). Let assumptions (32)-(35) hold and




T )k≥0 be a solution to scheme (20)-(27) satisyfing 0 ≤ nk±,T ≤ M0. We
further assume that nD ≥ n∗ > 0 and that log(nD/2) + V D is constant in Ω. Then the










τσ min{nk±,K , nk±,K,σ}
(
D(log nk± + V
k)K,σ
)2 ≤ Ek−1, k ≥ 1.
The above dissipation inequality for the free energy is the discrete counterpart of the










D0(1± p)n±|∇(log n± + V )|2dxds ≤ E(t1), 0 ≤ t1 ≤ t2.
The energy dissipation vanishes if log n± + V = const.. This equation coincides with the
definition of the thermodynamic equilibrium (together with ~n = 0 and V solving (22)).
Consequently, the assumption log(nD/2) + V D = const. in Theorem 2, imposed on the
Dirichlet boundary, means that we require that the Dirichlet boundary data is compatible
with the thermodynamic equilibrium.
Since our estimates are local in time, we may also use nonconstant time step sizes △tk
as long as condition (36) is satisfied.
One may ask if the discrete solution converges to the continuous one when the approx-
imation parameters tend to zero. However, it seems to be difficult to extract a discrete
gradient estimate for nk±,T from the discrete free energy estimate in Theorem 2 since we
do not have a suitable discrete version of the chain rule n±|∇ log n±|2 = 4|∇√n±|2.
3. Proof of Theorem 1
The proof of Theorem 1 will be presented in two subsections. We first establish the




T ) at each time step k ≥ 1 by an induction argument.
The proof is based on the fixed-point theorem of Brouwer. In this subsection, we also show
L∞ bounds on nk0,T and n
k
±,T which depend on k. Then, in the second subsection, we prove
that these bounds are in fact uniform with respect to k.
3.1. Existence of a solution to the scheme. We first note that the initial condition
(n00,T , ~n
0
T ) is well-defined by (19). Moreover, the definition of M
0 ensures that |n0⊥,T | ≤ M0,
0 ≤ n0±,T ≤ M0 and therefore 0 ≤ n00,T ≤ 2M0 and |~n0±,T | ≤ 2M0.
The proof is done by induction. Let k ≥ 1. Assuming that (nk−10,T , ~nk−1T , V k−1T ) is given
and verifies |nk−1⊥,T | ≤ Mk−1, 0 ≤ nk−1±,T ≤ Mk−1, we will prove the existence of (nk0,T , ~nkT , V kT ),
solution to (20)-(27), satisfying these bounds with k instead of k−1. Scheme (20)-(27) is a
nonlinear system of equations. We prove the existence of a solution by using a fixed-point
theorem. Let us denote by θ the cardinality of the mesh T (the number of control volumes)
and let µ > 0. We define an application F kµ : R
4θ → R4θ such that F kµ (ρT ) = nT , where
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ρT = (ρ0,T , ~ρT ) and nT = (n0,T , ~nT ). It is based on a linearization of the scheme and
defined in two steps:




τσDVK,σ = m(K)(ρ0,K − CK) for K ∈ T ,(39)
Vσ = V
D
σ for σ ∈ EDext, DVK,σ = 0 for σ ∈ ENK,ext.
• Second, we construct nT = (n0,T , ~nT ) ∈ R4θ as the solution to
m(K)
△t (n0,K − n
k−1
0,K ) + µ
m(K)
△t (n0,K − ρ0,K) +
∑
σ∈EK
j0,K,σ = 0 for K ∈ T ,(40)
m(K)
△t (nℓ,K − n
k−1
ℓ,K ) + µ
m(K)




− 2γm(K)(~nK × ~m)ℓ = −
m(K)
τ
nℓ,K for K ∈ T , ℓ = 1, 2, 3,
where j0,K,σ and jℓ,K,σ are defined in (23) and (24), with Jℓ,K,σ defined in (25), but
without the superindex k. The boundary conditions read as
n0,σ = n
D
σ , nℓ,σ = 0 for σ ∈ EDext, ℓ = 1, 2, 3,(42)
Dnℓ,K,σ = 0 for σ ∈ ENK,ext, K ∈ T , ℓ = 0, 1, 2, 3.(43)
The parameter µ > 0 allows us to prove unconditional stability for the linearized prob-
lem; see e.g. [4]. The corresponding term vanishes for fixed points ρT = nT , so that a fixed
point for F kµ is a solution to scheme (20)-(27). We choose











The existence and uniqueness of VT , solution to (39), are obvious since the corresponding
matrix is positive definite. As this matrix does not depend on ρT and the right-hand side
is continuous with respect to ρT , the first mapping ρT 7→ VT is continuous from R4θ to
R
θ. This property is not so obvious for the second mapping, based on the linear system
of equations (40)-(43). We will prove this property below (Step 1), in order to guarantee
that the mapping F kµ is well-defined and continuous.




nT = (n0,T , ~nT ) ∈ R4θ : 0 ≤ n±,T ≤ Mk, |~n⊥,T | ≤ Mk
}
.
It is a bounded set because each element nT ∈ Sk verifies 0 ≤ n0,T ≤ 2Mk and |~nT | ≤ 2Mk.
This part of the proof is the most challenging one. Given ρT ∈ Sk and nT = F kµ (ρT ), we
will first establish the nonnegativity of n±,T (Step 2), then the upper bounds for n±,T (Step
3), and finally the L∞ bound for ~n⊥,T (Step 4).
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Step 1: Existence and uniqueness of solutions to (40)-(43). The linear system of equa-
tions (40)-(43) is a square system of size 4θ. The existence of a solution is equivalent to the
uniqueness of a solution and to the invertibility of the corresponding matrix. Therefore,
we just have to prove that if the right-hand side to the system is zero then the solution is
zero. Thus, we may work with the original linear system assuming homogeneous Dirichlet
boundary conditions and setting nk−10,K = ρ0,K = 0 and ~n
k−1
K = ~ρK = 0, in order to set the
right-hand side to zero.
We multiply the corresponding equation (40) by 1
4
n0,K and (41) by nℓ,K , sum these four
equations, and sum over all control volumes K ∈ T :
























~jK,σ · ~nK − 2γ
∑
K∈T






= T1 + · · ·+ T6.
Note that T5 = 0 and T1, T2, and T6 are nonnegative. Thus, it remains to estimate the
terms T3 and T4. By discrete integration by parts (note that the problem is homogeneous)


















·D~nK,σ =: T41 + T42 + T43.
With formulation (30), definition (31) of Bs, and the discrete chain rule (nℓ,K + nℓ,K,σ)

















































2Bs(DVK,σ)Dn0,K,σ + (n0,K + n0,K,σ)DVK,σ
)
D~nK,σ · ~m.
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2 + η|D~nK,σ|2 + (1− η)(D~nK,σ · ~m)2







































(5− 2η2)2 − 8η2 ≥ 1
4
> 0.
Then, using the inequalities Bs(z) ≥ 1 for all z ∈ R and |D~nK,σ|2 ≥ |D~nK,σ · ~m|2 (since



















Next, we collect in I2 the remaining terms from T3 + T4 involving the discrete gradient
DVK,σ. Taking into account that
(~nK + ~nK,σ) · ~mDn0,K,σ + (n0,K + n0,K,σ)D~nK,σ · ~m = 2D((~n · ~m)n0)K,σ,










D(n20)K,σ + ηD(|~n|2)K,σ + (1− η)D((~n · ~m)2)K,σ











n20,K + η|~nK |2 + (1− η)(~nK · ~m)2
− p(~nK · ~m)n0,K
)
.
The sum of the terms in the brackets is nonnegative since
1
4





n0,K − p~nK · ~m
)2
+ η2(~nK · ~m)2 + η
(
|~nK |2 − (~nK · ~m)2
)
≥ 0.
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‖n0,T ‖22 + ‖~nT ‖22
)
.
This shows finally that






‖n0,T ‖22 + ‖~nT ‖22
)
,









‖n0,T ‖22 + ‖~nT ‖22
)
≤ 0.
Hence, choosing µ as in (44), the first bracket is positive, showing that n0,T = 0 and ~nT = 0,
which proves the invertibility of the linear system of equations (40)-(43). The second step
involved in the definition of F kµ , (VT , ρT ) → nT , is a well-defined mapping. Moreover,
the matrix and the right-hand side of the linear system of equations are continuous with
respect to (VT , ρT ) so that the mapping is continuous.
Step 2: Nonnegativity of n±,T . We will prove that n±,K ≥ 0 for all K ∈ T . Multiplying
(41) by ~m and adding or subtracting it from (40), multiplied by 1
2
, we find that
m(K)














ρ0,K ± ~ρK · ~mK and J±,K,σ = 12J0,K,σ ± ~JK,σ · ~m, i.e.





Then, multiplying (46) by n−±,K = min{0, n±,K}, summing over all control volumes K ∈ T ,



































(n+,K − n−,K)(n−+,K − n−−,K)(48)
=: T7 + T8 + T9 + T10,



























The monotonicity of the mapping z 7→ z− shows that T10 is nonnegative. By the discrete




































To prove (49), we distinguish the cases DVK,σ ≥ 0 and DVK,σ ≤ 0. If DVK,σ ≥ 0, we






Then, using the nonnegativity of the function B, the monotonicity of the mapping z 7→ z−,
and the inequality z(z−−y−) ≥ 1
2
((z−)2− (y−)2), we obtain (49). If DVK,σ ≤ 0, we employ






and similar arguments lead to (49).
Applying discrete integration by parts to the right-hand side of (50) (the boundary
term vanishes since the boundary data is nonnegative) and employing the discrete Poisson































2 + (1− p)(n−−,K)2
)
.
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which implies that n−±,K = 0 and hence n±,K ≥ 0 for all K ∈ T .
Step 3: Upper bounds for n±,T . The goal is to show that n±,K ≤ Mk for allK ∈ T , where
Mk is defined in Theorem 1. We multiply (46) by (n±,K −Mk)+ = max{0, n±,K −Mk},

















































(n+,K −Mk)− (n−,K −Mk)
)
(±(n±,K −Mk)+)
=: T11 + T12 + T13 + T14 + T15.
Using the inequality (z − y)z+ ≥ 1
2


































and the last term T15 is nonnegative.
It remains to estimate T14. By discrete integration by parts (the boundary term vanishes
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Indeed, let first DVK,σ ≥ 0. Using the inequalities D(n± −Mk)K,σD((n± −Mk)+)K,σ ≥ 0











D(((n± −Mk)+)2)K,σ +MkD((n± −Mk)+)K,σ
)
.
The proof for DVK,σ ≤ 0 is similar, employing formulation (28). Then, integrating by parts


























((n±,K −Mk)+)2 +Mk(n±,K −Mk)+
)
.



























m(K)(n±,K −Mk)+ ≤ 0.
Then, choosing µ as in (44) and taking into account the definition of α, we infer that
n±,K ≤ Mk for K ∈ T .
Step 4: L∞ bound for ~nk⊥,T . We prove a uniform L
2q bound for ~n⊥,K = ~nK − (~nK · ~m)~m.
For this, we multiply the vector version of (41) (omitting the superindex k) by ~m twice,
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Then, multiplying (52) by |~n⊥,K |2(q−1)~n⊥,K (where q ∈ N) and summing over K ∈ T , we


























































~n⊥,K,σ|~n⊥,K,σ|2(q−1) − ~n⊥,K |~n⊥,K |2(q−1)
)
.
Again, we distinguish the cases DVK,σ ≥ 0 and DVK,σ < 0 for given K ∈ T and σ ∈ EK .
First, let DVK,σ ≥ 0 and use formulation (54) of the numerical flux. This gives
− ~J⊥,K,σ ·
(




~n⊥,K,σ|~n⊥,K,σ|2(q−1) − ~n⊥,K |~n⊥,K |2(q−1)
)
+ τσB(DVK,σ)(~n⊥,K,σ − ~n⊥,K) ·
(

















(|~a|2q − |~b|2q) for all ~a,~b ∈ R3,













|~n⊥,K,σ|2q − |~n⊥,K |2q
)
.
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Summarizing the above estimates, we obtain
(

















Condition (36) on τ , the induction hypothesis ‖~nk−1⊥,T ‖∞ ≤ Mk−1 ≤ Mk, and the fact that
ρ ∈ Sk (see (45) for the definition of Sk), such that ‖~ρ⊥,T ‖∞ ≤ Mk, imply that
‖~n⊥,T ‖2q ≤ meas(Ω)1/(2q)Mk for q ≥ 1.
Passing to the limit q → +∞, we deduce that ‖n⊥,T ‖∞ ≤ Mk.
Conclusion. In Step 1, we have proved that the mapping F kµ is well-defined and con-
tinuous. In Steps 2-4, we have proved that F kµ preserves the bounded set Sk. Thus, the
fixed-point theorem of Brouwer shows the existence of a fixed point to F kµ , belonging to
Sk. Let us denote this fixed point by nkT = (nk0,T , ~nkT ). It is a solution to scheme (20)–(27)
at step k and satisfies
0 ≤ nk±,K ≤ Mk and |~nk⊥,K | ≤ Mk, for K ∈ T .
3.2. Uniform bounds for the spin-up and spin-down densities. In order to conclude
the proof of Theorem 1, it remains to prove that the upper bounds on the spin-up and
spin-down densities in fact do not depend on k. The negativity of these densities is already
proved above.
We assume as induction hypothesis that nk−1±,K ≤ M0 for all K ∈ T (this property is












As in Step 3 above, we multiply (55) by (nk±,K −M0)+, sum over all K ∈ T and add both









(nk±,K −M0)− (nk−1±,K −M0)
)
(nk±,K −M0)+,



















(nk+,K −M0)+ − (nk−,K −M0)+
)
.


























((nk±,K −M0)+)2 +M0(nk±,K −M0)+
)
.








−,K and the definition of M
0
ensure that nk0,K − CK ≥ nk+,K − M0 and nk0,K − CK ≥ nk−,K − M0, leading to S2 ≥ 0.









which yields the expected result.
4. Proof of Theorem 2
Let (nk±,T , V
k
T )k≥0 be a solution to (22), (55) with the corresponding Dirichlet-Neumann
boundary conditions. Since we have to deal with the logarithm of the densities nk±,K , which
may vanish, we introduce a regularization of the discrete free energy. For δ > 0, we set
nk,δ±,K = n
k



























k − V D)K,σ)2.










±,K − 1)− nk−1,δ±,K (log nk−1,δ±,K − 1)














(D(V k − V D)K,σ)2 − (D(V k−1 − V D)K,σ)2
)
.
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The convexity of x 7→ x(log x− 1) shows that x(log x− 1)− y(log y− 1) ≤ (x− y) log x for















Using the elementary inequality 1
2
(x2 − y2) ≤ (x − y)x for all x, y ∈ R, integrating by






















(V kK − V DK ).


































The first term on the right-hand side is clearly nonpositive. We apply the discrete integra-
tion-by-parts formula (18) to the second term. Then, with the hypothesis on the boundary
data (i.e. log(nD/2)+V D is constant in Ω such that DV DK,σ = −D(log nD)K,σ for all K ∈ T































±,K − B(−DV kK,σ)nk,δ±,K,σ
)



























D − log(nD + 2δ))K,σ,



































∣ ≤ τσ max(nk,δ±,K , nk,δ±,K,σ)
∣


































































since min(nk,δ±,K , n
k,δ
±,K,σ) ≥ δ for all K ∈ T and σ ∈ EK . Applying Young’s inequality again,







































































































2 does not depend on δ and is bounded (this
can be seen by using scheme (22) and the L∞ bound on nk±,T ). On the other hand, we
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rewrite
∣








































Employing the inequality | log y− log x| ≤ |y−x|/min(x, y) for x, y > 0, and the fact that
nD ≥ n∗ > 0, we obtain
∣









Thanks to hypothesis (33), nD ∈ H1(Ω), and Lemma 9.4 in [7], we conclude that |nDM|1,M ≤
K‖nD‖H1(Ω) with K depending only on the regularity of the mesh M. Therefore, the right-
hand side in (57) tends to zero when δ → 0. Passing to the limit δ → 0 in (57) then leads
to (38). This concludes the proof of Theorem 2.
5. Numerical simulations
As an illustration of the numerical scheme, analyzed in the previous sections, we present
two-dimensional simulations of a simple double-gate ferromagnetic MESFET (metal semi-
conductor field-effect transistor). This device is composed of a semiconductor region which
is sandwiched between two ferromagnetic contact regions (see Figure 1). The idea of
such devices is that the source region plays the role of a spin polarizer. The non-zero
spin-orbit interaction causes the electrons to precess during the propagation through the
middle channel region. At the drain contact, only those electrons with spin aligned to the
drain magnetization can leave the channel and contribute to the current flow. Here, we
focus on the feasibility of our numerical scheme and the verification of the properties of
the numerical solution and less on the physical properties. Therefore, the physical setting
considered here is strongly simplified. In particular, we just modify the standard MESFET
setup by allowing for ferromagnetic regions. For a more detailed modeling, we refer e.g. to
[17].
In the following, we describe the geometry of the device in the (x, y) plane (see Figure
1). The total length is L = 0.6µm and the height equals H = 0.2µm. The source and
drain regions are highly doped with doping C+ = 3 · 1023m−3. The doping in the channel
region is C0 = 10
23m−3. The length of the source and drain regions are ℓ = 0.1µm. The
gate contacts are attached at the middle of the device with a length of LG = 0.2µm.
The values of the physical parameters are given in Table 5. They are similar to those
used in [13] (there is a small difference in the relaxation time value). The (squared) scaled
Debye length becomes λ2D = ε0εrUT/(qeC+L
2) ≈ 1.6 · 10−4. Note that condition (36) on
τ is not satisfied with these physical values but it turns out that the numerical solution
is still bounded (even uniformly in time). This may indicate that condition (36) on τ is
technical only.
















Figure 1. Geometry of a MESFET with ferromagnetic (F) source and drain
regions and nonmagnetic (N) channel region.
Name Description Value
D∗ Diffusion coefficient 10−3 m2s−1
εr Relative permittivity of silicon 11.7
ε0 Permittivity of the vacuum 8.9 · 10−12 Fm−1
qe Elementary charge 1.6 · 10−10C
τ ∗ Spin-flip relaxation time 10−12 s
UT Thermal voltage at room temperature 0.0026V
The gate contact is considered as a Schottky contact. Usually, Robin-type boundary
conditions are prescribed at a Schottky contact but also Dirichlet conditions involving the
Schottky barrier height have been used to simplify the modeling [21, Section 5.1]. This
simplification is possible for Schottky contacts on n-doped materials as it is the case here.
We choose the barrier potential VS = 0.8V. The total voltage between source and gate
is VG + VS, where VG is the voltage applied at the gate. The density boundary value at
the gate contact is calclulated according to [21, Formula (5.1-19)], and the potential of the
closed state is taken from [13]. This gives
• at the source: n0 = C+, ~n = 0, potential: 0V,
• at the drain: n0 = C+, ~n = 0, potential: VD,
• at the gate:
open state: n0 = 3.9 · 1011 m−3, ~n = 0, potential: VS,
closed state: n0 = 3.2 · 109 m−3, ~n = 0, potential: VS + 1.2V,
• for the other segments: homogeneous Neumann boundary conditions.
The magnetic field is caused by the local orientation of the electron spin in the crystal and
is predetermined by the ferromagnetic properties of the material. We consider a constant
magnetic field, oriented along the z-axis (perpendicular to the device). The electron spin
may be also changed under the influence of the spin current, but we do not consider this
effect here. In our model, ~m corresponds to the direction of the local magnetic field, and
the parameter γ describes the intensity of the spin precession around this field. We choose
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~m = 0 in the channel region and
~m =
{
(0, 0, 1) for x < L/3 or x ≥ 2L/3,
(0, 0, 0) for L/3 ≤ x < 2L/3.
The value for γ is taken from [19], i.e. γ = ~/τ , with ~ being the reduced Planck constant.
The spin polarization is nonzero only in the highly doped source and drain regions, and
we take p = 0.9.
For the numerical discretization, we have chosen an admissible triangular mesh. Equa-
tions (4)-(8) are approximated by scheme (20)-(25), with the corresponding boundary
conditions. The nonlinear system is solved at each time step by Newton’s method. The
time step size is △t = 0.05. The computations are continued until a steady state is reached
or, more precisely, until the difference of the solutions at two consecutive time steps in the
ℓ2 norm falls below a threshold (typically, 10−5).
Simulations for a one-dimensional multilayer structure were presented in [16]. Here, we
consider also a multi-layer structure but for a simple MESFET model. Furthermore, the
authors of [16] employed a standard finite-volume discretization together with a Gummel
iteration method, while we employed here a Scharfetter-Gummel discretization, which is
better adapted to large electric fields than a standard technique, and a full Newton method.
Figure 2 illustrates the scaled steady-state charge density n0 and the spin density n3 (note
that n1 = n2 = 0) in the open state. The densities are scaled by the doping concentration
C+, the spatial variable by the device length L. Compared to the closed state in Figure
3, the charge density is rather large in the channel region, which can be also observed in
standard MESFET devices. The charge current density in the closed state is by the factor
105 . . . 106 smaller than in the open state. The spin density is (almost) zero in the closed
state. Furthermore, the electrostatic potential for the open- and closed-state MESFET
from Figures 2 and 3 is presented in Figure 4.
Current-voltage characteristics for MESFETs with and without ferromagnetic regions
are shown in Figure 5. We observe that in the open state (nonpositive gate potentials), the
current densities in the ferromagnetic MESFET are slightly larger than in the standard
device, which allows for an improved device performance. When the transistor is closed
(VG = 1.2V), the current densities are (almost) zero for both transistor types.
In the left panel of Figure 6, we present the transient behavior of the charge density when
switching from the open to the closed state (VD = −2V; dotted line). The current values
stabilize after about 1 ps. This justifies to define the numerical solution after 12 ps as the
“steady-state solution”. We compare these values with those computed from a standard
MESFET (solid line). The stabilization in the ferromagnetic case is slightly faster which
allows for faster devices.
Finally, we illustrate the free energy decay in Figure 6 (right) for various relaxation
times τ . In this experiment, we have set VD = 0 (source-drain voltage) and VG = 0
(source-gate voltage). It turns out that the free energy decays with an exponential rate.
For times larger than about 18 ps, the steady state is almost attained, and the numerical
oscillations are caused by the finite machine precision. We observe that the decay is faster
for smaller relaxation times which is expected. The decay rates are approximately 0.2/ps
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Figure 2. Scaled stationary charge density (left) and spin density n3 (right)
in an open-state MESFET with VD = −2V and VG = 0V.
Figure 3. Scaled stationary charge density in a closed-state MESFET with
VD = −2V and VG = 1.2V.
for τs = 100 ps, 0.4/ps for τs = 10ps, and 1.7/ps for τs = 1ps. The nonlinear dependence
of the decay rates on τs may be caused by the influence of the energy dissipation.
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Figure 4. Electrostatic potential in a MESFET with VG = 0V (open state;
left) and VG = 1.2V (closed state; right).












VG = -0.3V (FM)
VG = -0.3V (NM)
VG = 0V (FM)
VG = 0V (NM)
VG = 1.2V (FM,NM)












VG = -0.6V (FM)
VG = -0.6V (NM)
VG = -0.5V (FM)
VG = -0.5V (NM)
VG = -0.4V (FM)
VG = -0.4V (NM)
Figure 5. Current-voltage characteristics for the ferromagnetic (FM) and
standard (NM) MESFET for various gate voltages VG. For convenience, the
source-drain voltages are given by their absolute values.
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