We study the fractional integral on mixed-norm Lebesgue spaces. We give a necessary and a sufficient condition for the fractional integral to be bounded from L p to L q , where p = (p 1 , . . . , p m ) and q = (q 1 , . . . , q m ). For the case of m = 2, we give a complete characterization of indices p and q for which the fractional integral is bounded from L p to L q .
Introduction and The Main Results
Given a number 0 < λ < n, the fractional integral of a measurable function f on R n is defined by
The boundedness of the fractional integral can be found in many textbooks, e.g., see [18, Theorem 6.1.3] , [34, Proposition 7.8] 
Moreover, it maps L p (R n ) continuously to L q,∞ if and only if the above homogeneous condition holds and 1 ≤ p < q < ∞.
In this paper, we study the fractional integral I λ for mixed-norm Lebesgue spaces. Given a multi-index p = (p 1 , . . . , p m ) with 0 < p i ≤ ∞, the mixed-norm Lebesgue space L p (R n 1 × . . . × R nm ) consists of all measurable functions f (x 1 , . . . , x m ) defined on R n 1 × . . . × R nm for which f L p := f L p 1 For convenience, we also write the L p norm as · L pm xm (...(L p 1 x 1 )) or · L (p 1 ,...,pm) (x 1 ,...,xm)
. The mixed-norm Lebesgue spaces were introduced by Benedek and Panzone [5] . Since then, many works have been done on these function spaces. It was shown that mixednorm Lebesgue spaces share similar properties with the ordinary Lebesgue spaces. Many classical operators are bounded on these spaces. We refer the readers to [4, 16, 19, 21, 29, 35, 37, 39] for details. Other generalizations on mixed-norm spaces, which include Hardy spaces, Trieble-Lizorkin spaces, Besov spaces, Sobolev spaces can be found in [3, 7, 8, [10] [11] [12] [13] 17, 20, 22, 23, 27, 28, 30, 31, 36, 40] . See also a survey paper [24] on aspects of mixed-norm spaces.
Given 0 < λ < N m and f ∈ L p , where
the fractional integral of f is defined by
A sufficient condition for the boundedness of I λ was proved by Bededek and Panzone [5] . They showed that for p = (p 1 , . . . , p m ) and q = (q 1 , . . . , q m ) satisfying 1 < p i < q i < ∞,
We show that for I λ to be bounded, more indices are possible. Moreover, for the case of m = 2, we give a complete characterization of indices p and q such that I λ is bounded from L p to L q .
Before stating the result, we introduce some notations. Define Γ λ,m recursively as follows. Γ λ,1 consists of all vectors (p, q) for which 1 < p < q < ∞ and 1/p = 1/q + (n 1 − λ)/n 1 .
For m ≥ 2, Γ λ,m consists of all vectors ( p, q) which satisfy the homogeneity condition
and one of the following conditions,
Our main result is the following. Theorem 1.2 Suppose that 0 < λ < N m , p = (p 1 , . . . , p m ) and q = (q 1 , . . . , q m ) with
Conversely, if p and q meet (1.1), p i ≤ q i for 1 ≤ i ≤ m, and one of (T1), (T2), (T3) and (T5) is true, then I λ is bounded from L p to L q .
For the case of m = 2, we have the following results.
Or equivalently, p and q satisfy the homogeneity condition (1.1) and one of the following conditions,
In the rest of this paper, we give proofs for the main results.
Preliminary Results
In this section, we collect some preliminary results which are used in the proof. There are two parts. One is the theory of interpolation spaces. And the other one is the boundedness of the Hardy-Littlewood maximal function on mixed-norm Lebesgue spaces.
Interpolation Spaces
The theory of interpolation spaces is a powerful tool in the study of the boundedness of operators. Here we introduce some fundamental results on interpolation spaces. And we refer to [6, 14, 25, 26, 32, 33] for more details on this topic.
Let X 0 and X 1 be two Banach spaces, both of which are continuously embedded in a Hausdorff topological vector space. We call (X 0 , X 1 ) a pair of interpolation couples. For t > 0 and x ∈ X 0 + X 1 , we define the K-functional K(t, x; X 0 , x 1 ) by
For 0 < θ < 1 and 1 ≤ p ≤ ∞, the interpolation space (X 0 , X 1 ) θ,p is defined by
The following result shows that interpolation spaces are very useful in the study of the boundedness of operators.
Then for all 0 < θ < 1 and 1 ≤ p ≤ ∞, the operator T maps (X 0 ,
To apply the above proposition, we have to characterize the interpolation spaces (X 0 , X 1 ) θ,p and (Y 0 , Y 1 ) θ,p .
Let X be a Banach space. For 1 ≤ p ≤ ∞, we denote by L p (X) the L p space of vector-valued functions which take values in X.
and the reverse inclusion holds if q ≤ p. For the interpolation of Lorentz spaces, we have the following result, which was stated for ordinary functions, but also valid for functions with values in a Banach space.
Proposition 2.4 ( [6, Theorem 5.3.1]) Let A be a Banach space, 0 < p 0 , p 1 , q 0 , q 1 , q ≤ ∞, 0 < θ < 1 and 1/p = (1 − θ)/p 0 + θ/p 1 . Then for p 0 = p 1 , we have
with equivalent norms
where c 1 and c 2 are constants depending only on p 0 , p 1 , q 0 , q 1 , θ, q.
And the formula is also true for
More results on interpolation spaces can be found in [6, 25] and references therein.
The Maximal Function
Given a locally integral function f , the Hardy-Littlewood maximal function M f is defined by
where the supremum is taken over all cubes in R n whose sides parallel to the axes.
It is well known that M is bounded on L p when 1 < p ≤ ∞. Fefferman and Stein proved a vector-valued version [15] . Specifically, for 1 < p ≤ ∞ and 1 < q < ∞,
Bagby [2] extended this inequality to a more general case.
where C p,q is a constant which is continuous with respect to p and q.
Note that the above result was stated for the case of 1 < p i < ∞ in [2] . But the proof is valid for all 1 < p i ≤ ∞, 1 ≤ i ≤ m. See also [16] for other generalizations of the Fefferman-Stein inequality.
Applying the continuous version of the Fefferman-Stein inequality
where M y means the maximal function with respect to the variable y, i.e.,
and the weighted norm inequality
, similar arguments as in [2] show that for 1 < p i ≤ ∞, 1 ≤ i ≤ m and 1 < q < ∞,
.
Applying the above inequality many times, we get
where C p, q is a constant which is continuous with respect to p and q, 1 < p i ≤ ∞ and 1 < q i < ∞.
Proof of The Main Results
It is well known that for f ∈ L p , lim |y|→∞ f + f (· − y) p = 2 1/p f p . For Lebesgue spaces with mixed norms, we show that the limit is path dependent. 
The following lemma gives a testing condition for the boundedness of I λ when p m = 1.
where p = (p 1 , . . . , p i 1 ) and
Proof. First, we assume that I λ is bounded. Let
We have
By letting δ → 0, we see from Fatou's lemma that (3.1) is true. Next we assume that (3.1) is true. Then for any g ∈ L q ′ ,
which is equivalent to
It follows that for any (
Since p ′ i = ∞ for i 1 + 1 ≤ i ≤ m, we can rewrite the above inequality as
This completes the proof.
Next we consider the case of p i = q i for some 1 ≤ i ≤ m.
Proof. Denote p = (p 1 , . . . ,
. , x m ), y = (y 1 , . . . , y i 0 −1 , y i 0 +1 , . . . , y m ).
Fix some f 1 ∈ L p . For any a > 0 and
On the other hand,
We see from (3.2) and (3.3) that for any
Hence sup
By letting a → ∞, we see from the monotone convergence theorem that
We are now ready to prove Theorem 1.2.
Proof of Theorem 1.2. First, we prove the necessity part. Suppose that I λ is bounded from L p to L q . We prove the conclusion in several steps.
(S1) We prove that p, q and λ meet (1.1). Take some f ∈ L p . Let a > 0 and f a = f (·/a). It is easy to check that
Since I λ f a L q f a L p , we have a Nm−λ a n 1 /q 1 +...+nm/q k I λ f L q a n 1 /p 1 +...+n 1 /pm f L p .
Since a is arbitrary, we get (1.1). (S2) We prove that q i ≥ p i , 1 ≤ i ≤ m. First, we assume that p 1 < ∞. Take some f ∈ L p and z ∈ R n 1 . Set f z (y 1 , . . . , y m ) = f (y 1 − z, y 2 , . . . , y m ). Then we have
On the other hand, we see from the definition of I λ that
Using Lemma 3.1 again, we get
Therefore, q 1 ≥ p 1 .
Next we assume that p 1 = ∞. We conclude that q 1 = ∞ in this case.
On the other hand, we see from the duality that I λ is bounded from L q ′ to L p ′ . Therefore, p ′ 1 ≥ q ′ 1 , which is a contradiction. If q 1 = 1, then q ′ 1 = ∞. For any f (y 1 , . . . , y m ) = f 1 (y 2 , . . . , y m ) ∈ L p and g(x 1 , . . . ,
But the integration with respect to x 1 and y 1 is the infinity whenever f, g > 0, which is a contradiction.
Similarly we can prove that q i ≥ p i , 2 ≤ i ≤ m.
(S3) We prove that there exist some i and j such that 1 < p i < q i and p j < q j < ∞. If p i = q i for all 1 ≤ i ≤ m, then we have λ = mn, which is impossible since I λ is unbounded in this case.
If p = 1, then we have λ = n 1 /q 1 + . . . + n m /q m . Set f = χ {|y i |<1: 1≤i≤m} . It is easy to
which is a contradiction. By the duality, we also have q = ∞. Denote {1, . . . , m} \ {i :
. . , y ir )dy 1 . . . dy r ( r l=1 |x i l − y i l |) λ is bounded from L (p i 1 ,...,p ir ) to L (q i 1 ,...,q ir ) . Now we see from the above arguments that there is some i and j such that 1 < p i < q i and p j < q j < ∞.
(S4) We prove by induction on m that p, q meets one of (T1)-(T5). For m = 1, we get the conclusion by Proposition 1.1. Assume that the conclusion is true when m is replaced by m − 1 for some m ≥ 2. There are five cases.
(A1) 1 = p m and q m < ∞. We see from (S3) that there is some i 1 such that 1 < p i 1 < q i 1 and p i = 1 or
Set p = (p 1 , . . . , p m−1 ). For any f ∈ L p , we see from Lemma 3.2 that 
where ε > 0 is a constant. It is easy to check that f ∈ L p . On the other hand, when
Hence
If p m−1 = 1, using Lemma 3.2 again, we get Observe that (3.5) is very similar to (3.4) . So we also have q m ≥ p m−2 when p m−2 < ∞. Moreover, if 1 < p m−1 = q m−1 < ∞, the arguments in Case (A1) show that q m ≥ p m−1 . Using Lemma 3.3 and Lemma 3.2 many times, we finally get that p i 1 ≤ q m and for
Next we show that the case p i = q i = ∞ for some i with i 1 < i < m does not exist. Assume on the contrary that p i 0 = q i 0 = ∞ for some i 0 with i 1 < i 0 < m. Using Lemma 3.3 many times, we may assume that p i = 1 for i 0 + 1 ≤ i ≤ m. By Lemma 3.2, we have R n 1 +...+n i 0 f (y 1 , . . . , y i 0 )dy 1 . . . dy i 0
It follows from the duality that
where ε > 0 is a constant. Then we have g ∈ L q ′ . For y := (y 1 , . . . ,
By induction, we have
Since
which contradicts with (3.6) . Hence ( p, q) meets (T1). (A2) 1 < p m and q m = ∞.
Since I λ is bounded from L p to L q if and only if it is bounded from L q ′ to L p ′ , we see from Case (A1) that ( p, q) meets (T2).
(A3) p m = 1 and q m = ∞.
As in Case (A1), set p = (p 1 , . . . , p m−1 ). It follows from Lemma 3.2 that for any f ∈ L p ,
By duality, we have
Now we see from Fatou's lemma that
If p m = 1, then we see from (A1) that q m > 1, which contradicts with the assumption. If q m = ∞, then we see from (A2) that p m < ∞, which also contradicts with the assumption. Hence 1 < p m = q m < ∞. Now we see from Lemma 3.3 that (p 1 , . . . , p m−1 , q 1 , . . . , q m−1 ) ∈ Γ λ−n,m−1 .
(A5) 1 < p m < q m < ∞.
In this case, nothing is to be proved. Next we prove the sufficiency part. Assume that ( p, q) ∈ Γ λ,m . There are four cases.
(B1) p m = 1 and q m < ∞. In this case, ( p, q) meets (T1). Consequently, there is some 1 ≤ i 1 ≤ m − 1 such that 1 < p i 1 < q i 1 , p i 1 ≤ q m and p i = 1 or p i = q i ≤ q m for i 1 + 1 ≤ i ≤ m − 1.
Denote p = (p 1 , . . . , p m−1 ). By Lemma 3.2, it suffices to show that for any f ∈ L p ,
For any f ∈ L p , since p 1 ≤ q 1 , we deduce from Minkowski's and Young's inequality that
By induction, it is easy to see that
Define the operator S by
By (3.7), we get
Hence it suffices to show that S is bounded from L (p i 1 ,...,p m−1 ) to L (q i 1 ,...,qm) . For s > 1, define t(s) = n m /(n i 1 /p ′ i 1 − n i 1 /s ′ + n m /q m ). Since t(p i 1 ) = q m > 1, there exist two numbers s 1 and s 2 such that 1 < s 1 < p i 1 < s 2 < q i 1 and t(s l ) ≥ 1 for l = 1, 2.
Let u s = (s, p i 1 +1 , . . . , p m−1 ), v = (q i 1 , . . . , q m−1 ). Applying Young's inequality many times, we get Hence S is bounded from L us l to L t(s l ),∞ (L v ), l = 1, 2. Since s 1 < p i 1 < s 2 , there is some 0 < θ < 1 such that 1/p i 1 = (1 − θ)/s 1 + θ/s 2 . On the other hand, it is easy to check that 1/q m = (1 − θ)/t(s 1 ) + θ/t(s 2 ). By the interpolation theorem (Proposition 2.1), S is bounded from (L us 1 , L us 2 ) θ,qm to (L t(s 1 ),∞ (L v ), L t(s 2 ),∞ (L v )) θ,qm .
Note that p i ≤ q m for i 1 ≤ i ≤ m − 1. Applying Proposition 2.2 many times, we get (L us 1 , L us 2 ) θ,qm ⊃ L p m−1 (. . . L p i 1 +1 ((L s 1 , L s 2 ) θ,qm )).
By Proposition 2.4, (L s 1 , L s 2 ) θ,qm = L p i 1 ,qm ⊃ L p i 1 .
Hence (L us 1 , L us 2 ) θ,qm ⊃ L (p i 1 ,...,p m−1 ) .
On the other hand, we see from Proposition 2.4 that (L t(s 1 ),∞ (L v ), L t(s 2 ),∞ (L v )) θ,qm = L qm (L v ).
Hence S is bounded from L (p i 1 ,...,p m−1 ) to L qm (L v ). By (3.9), we get I λ f L q f L p .
(B2). p m > 1 and q m = ∞. In this case, ( p, q) meets (T2), which is equivalent to ( p ′ , q ′ ) meeting (T1). Now the conclusion follows from the duality.
(B3) p m = 1 and q m = ∞.
In this case, we have ( p, q) ∈ Γ λ,m−1 , where p = (p 1 , . . . , p m−1 ) and q = (q 1 , . . . , q m−1 ). For any f ∈ L p , we have 
