L'argumentation plausible en mathématiques by Doual, Nasser
   
L'argumentation plausible en mathématiques 
 
Nasser DOUAL 
Département de Mathématiques,  
Faculté des Sciences, UMMTO 
 
1. Introduction 
 
e qui caractérise les mathématiques des autres sciences est l'usage systématique du raisonnement 
déductif en tant que moyen de preuve.  
La déduction est la méthode de raisonnement par laquelle on infère à partir d'un principe ou d'une 
hypothèse toutes les conséquences qui en découlent. Dans une déduction, la conclusion est 
strictement une conséquence des prémisses, à l'inverse de l'induction où la conclusion n'est pas contenue 
dans les prémisses. Descartes précisera que la déduction prend appui sur une certitude pour accéder à une 
autre, alors que dans l'intuition, par exemple, une évidence est immédiatement présente à l'esprit. 
 
Les grecs possédaient dans leur mythologie deux déesses dédiées à « l'intelligence » ([11]). La 
première s'appelait Métis et représentait la ruse, l'intelligence pratique et elle était consacrée par exemple 
aux navigateurs dont l'expérience et l'intuition leur permettaient de se tirer d'affaires dans les situations 
difficiles. Elle représentait généralement des capacités difficiles à saisir d'une pensée susceptible de 
s'adapter à des problèmes peu formalisables, à des décisions instinctives plutôt qu'à des déductions 
véritablement rigoureuses. La seconde déesse Athéna personnifie une intelligence plus ''technique''. Elle 
correspond de son côté à une forme de pensée moins intuitive et plus formelle que celle rattachée 
classiquement à Métis. 
 
En logique traditionnelle, la déduction conclut nécessairement du vrai au vrai, alors que 
l'argumentation plausible (induction, intuition, analogie, simulation, ...) ne conclut que du vrai au 
probable ou au vraisemblable. Ce dernier type de raisonnement ne peut donc être utilisé en tant que 
moyen de justification dans une démonstration mathématique. Cependant, à l'université, les étudiants 
utilisent souvent l'induction, l'analogie,... pour valider une proposition mathématique. Ce constat nous a 
fait sentir la nécessité d'expliciter le rôle de ces types de raisonnement dans l'activité mathématique et 
d'expliquer dans quel cadre ils peuvent être présentés dans l'enseignement des mathématiques. 
 
2. La conjecture dans l'activité mathématique 
 
L'activité mathématique consiste essentiellement à résoudre des problèmes de mathématiques, 
c'est-à-dire, la recherche de réponses à des questions ouvertes. 
En général, face à un problème ouvert, le mathématicien se livre parfois à des calculs, des tâtonnements, 
des expériences, puis à partir des données accumulées, il émet une ou plusieurs conjectures qui semblent 
raisonnables. Arrivé-là, il tente d'apporter la preuve de la véracité de cette conjecture. S'il n'y arrive pas, il 
tente d'améliorer sa connaissance du problème pour émettre une nouvelle conjecture plus précise qu'il 
espère ''démontrable''. 
   
A chaque stade, la démarche est dialectique: calculs-observations; observations-conjectures; 
conjectures-preuve; preuve-contre-exemple; contre-exemple-nouvelle conjecture,.... On retrouve les trois 
dialectiques que G. Brousseau appelle: dialectique de l'action, dialectique de la formulation, dialectique 
de la validation ([3]). 
 
Une nouvelle découverte est presque toujours, du moins au début, une affaire de pure conviction; 
par la suite, bien entendu, quand on a constaté la réalité de ce qu'on ''sentait'', il faut trouver une 
justification logique qui puisse satisfaire les critiques les plus difficiles : la démonstration.  
 
En bref, on peut donc distinguer deux phases distinctes dans la stratégie de résolution, la première 
consiste à ''pronostiquer'' la conclusion et la seconde, à essayer de démontrer la supposition émise. R. 
Blanché ([2]) les résume à l'aide des deux verbes « trouver-prouver »: l'un n'est pas moins indispensable 
que l'autre à la science, qui requiert l'esprit d'aventure autant que l'esprit de rigueur. Polya ([13]) de son 
côté, écrit : « Les mathématiques achevées, présentées sous une forme définitive, paraissent purement 
déductives et ne comportant que des preuves. Mais les mathématiques en gestation ressemblent à toute 
autre connaissance humaine au même stade de développement. Vous devez deviner un théorème avant de 
le démontrer; vous devez deviner le principe général de la démonstration avant d'entrer dans les 
détails... » 
 
Dans l'évaluation, ainsi d'ailleurs que dans l'enseignement des mathématiques, le verbe 
''conjecturer'' est quasiment tabou alors que dans la recherche mathématique , c'est presque la règle que de 
'' conjecturer d'abord et de démontrer ensuite''. 
 
Eclairons ce qui précède d'un exemple emprunté à l'histoire des mathématiques ([5]).  
 
Beaucoup des premiers travaux du mathématicien allemand Gauss (1777-1855) sont dus à son 
habitude de faire des calculs et d'observer les résultats comme c'est le cas de dans sa recherche de loi de 
distribution des nombres premiers. 
 
Lorsqu'on examine une liste de nombres premiers, on remarque que leur distribution est très 
irrégulière. Il n'existe par exemple aucun nombre premier entre 114 et 126, alors qu'il y en a cinq entre 97 
et 109. Aucun ordre ne semble les régir. Est-ce vraiment le cas, ou bien existe-t-il un ordre subtil qu'une 
étude approfondie pourrait révéler ? C'est l'une des principales questions que les mathématiciens se sont 
posées à propos des nombres premiers, et à laquelle les réponses ne sont à ce jour que partielles. 
 
La raréfaction des nombres premiers est une propriété assez bien comprise aujourd'hui. On 
désigne par π(x) le nombre de nombres premiers ne dépassant pas x.  A défaut de trouver la valeur exacte 
de π(x) pour un x donné, le problème demeure toujours ouvert , les mathématiciens essayent de comparer 
cette fonction à d'autres qu'ils connaissaient déjà. 
 
   
Dès 1798, en examinant des tables étendues de valeurs de π(x), obtenues par lui-même et et par 
d'autres, le mathématicien allemand Gauss affirmait avoir observé que les valeurs de la fonction π(x) 
étaient approximativement celles de la fonction x/log x, particulièrement pour x assez grand.  
 
D'où la conjecture de Gauss:  
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Le tableau 1 met en évidence qu'en passant d'une puissance de 10 à la suivante, la quantité x/π(x) 
augmente approximativement de 2.3 (≅log 10), or ceci n'apparaît clairement que pour x supérieur à 10000 
et laisse entrevoir la quantité énorme de calculs auxquels Gauss dut se livrer et son ingéniosité pour 
conjecturer un tel résultat. 
 
 
x π(x) x/π(x) log x 
10 4 2.5 2.3 
100 25 4.0 4.6 
1000 168 6.0 6.9 
10000 1229 8.1 9.2 
100000 9592 10.4 11.5 
1000000 78498 12.7 13.8 
10000000 664579 15.0 16.1 
Tableau 1. 
 
La conjecture de Gauss est appelée aujourd'hui: le théorème des nombres premiers.  Le théorème des 
nombres premiers a pour conséquence la loi de raréfaction des nombres premiers:  0
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n
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La densité des nombres premiers tend vers zéro ''à l'infini''. En quelque sorte lorsque l'on avance vers les 
entiers de plus en plus grands, les nombres premiers se font de plus en plus rares bien qu'il y en ait 
toujours une infinité. 
 
n π(n) π(n)/n 
10 4 0.40 
100 25 0.40 
1000000 78498 0.079 
1000000000 50847534 0.051 
Tableau 2 
Le tableau 2 montre que sur les cent premiers nombres entiers, 40% sont premiers et ce taux 
diminue à 5% pour les nombres compris entre un et un milliard. 
On peut remarquer en particulier l'importance que joue l'observation dans la formulation de 
conjectures. L'observation est selon, C. Hermite (1822-1901), la source féconde de l'invention. 
   
De plus, les expériences successives que l'on tente permettent d'un point de vue logique tout au 
plus de montrer qu'une conjecture est fausse. En effet, bien que l'accumulation des résultats 
expérimentaux contribue à renforcer la conviction du mathématicien, néanmoins, ce dernier ne peut se 
contenter de vérifications expérimentales aussi convaincantes et nombreuses soient-elles. L'exemple 
suivant est à cet égard explicite: on considère la formule  
1²1141 += λα        (1) 
On se pose alors la question suivante: existe-t-il un nombre entier λ tel que le nombre α soit lui-même un 
entier? 
L'expérimentation montre que pour toute valeur de λ inférieure à un milliard,   α ne peut être un 
nombre entier. Peut-on alors se permettre d'affirmer avec certitude que le problème posé ne possède 
aucune solution ? 
Evidemment non, d'ailleurs la théorie de l'équation de Pell-Fermat appliquée à  
α²-1141λ²=1 nous apprend que (1) admet des solutions et que la ''taille'' de la plus petite solution dépend 
de la longueur de la période du développement en fraction continue de 1141 qui possède justement une 
période fort longue. En fait, la plus petite solution de l'équation (1) s'écrit : 
b=30693385322765657197397208 
soit un nombre de 26 chiffres. 
 
2.1.  « Pédagogie » de la conjecture 
 
On appelle conclusion d'un problème la propriété à démontrer. Dans un problème donné, la 
conclusion est soit connue, soit inconnue. 
 
Le fait de connaître la conclusion explicitement ne peut en général que simplifier le problème, 
parfois même au point de le rendre trop facile. Par exemple dans le cas du calcul de la somme de la série 
1²+2²+2²+...+n², si la conclusion est connue alors le problème sera posé comme suit : 
Montrer que 
6
)12)(1(²......²2²1 ++=+++ nnnn  
et alors il est clair que le problème devient plus simple (il suffit par exemple de raisonner par récurrence). 
 
Dans le cas où la conclusion est connue, on dispose de méthodes de démonstration qu'on ne peut 
pas utiliser si la conclusion est inconnue (Modus tollens, raisonnement par récurrence, démarrer de la 
conclusion,...) 
La ''pédagogie'' de la conjecture postule que la situation de l'apprenant cherchant un problème dont il ne 
connaît pas la solution peut être analogue à celle d'un mathématicien face à un problème ouvert. Ainsi, 
lorsque la conclusion d'un problème est inconnue, la première étape consistera à essayer de ramener ce 
dernier à un problème à conclusion connue. 
 
Un des rôles du raisonnement plausible est de permettre de ''pronostiquer'' la conclusion éventuelle 
d'un problème dont la conclusion n'est pas donnée explicitement.  
   
Dans ce qui suit, on présentera quelque exemples de raisonnement plausible. 
 
3.  Pseudo-syllogisme de Polya 
 
Polya ([13]) définit le pseudo-syllogisme suivant : 
 
De « si p, alors  q » , et « q » , on déduit que « p est plus vraisemblable » 
Il est clair que l'énoncé « q et si p, alors q » n'est pas associée à une tautologie du calcul des propositions; 
autrement dit, il se peut que l'on ait l'énoncé conditionnel vrai, le conséquent vrai et l'antécédent vrai, 
mais il se peut aussi que l'on ait l'énoncé conditionnel vrai, le conséquent vrai et l'antécédent faux. 
 
Ainsi, étant donné un énoncé « p » pour lequel on a comme seule information le fait que les 
énoncés « si p, alors q  » et « q » sont vrais, l'énoncé « p » est contingent. 
Supposons donc que nous avons conjecturé que « p » est vrai. Connaissant un théorème conditionnel dont 
« p » est l'antécédent, nous pouvons examiner la valeur de vérité du conséquent. Si ce dernier est faux 
alors la proposition « p » est fausse. Si le conséquent est vrai, on conserve notre conjecture qui a gagné en 
vraisemblance. 
 
Exemple : « preuve par 9 » : preuve improprement nommée 
 
Soit a, b, c trois nombres écrits en base 10 tels c=a.b; On note ra , rb et rc les restes de la division 
par 9 de la somme de leurs chiffres. En raison des propriétés de congruences modulo 9, rc=rab  où rab 
représente le reste de la division par 9 du produit  ra.rb. On dispose les résultats dans une croix, on écrit 
dans l'ordre ra  puis rb  (sous ra ), rc  à droite de ra  et de rb  et enfin rab  à gauche de ra  et de rb . 
 
On a alors le théorème suivant : « Si la multiplication du produit c=a.b est juste alors la preuve par 
9 est juste  i.e. (rc =rab ) ». 
 
Les enfants apprennent à « faire la preuve par 9 » en sixième année élémentaire, et contrôlent ainsi 
leurs résultats. On a constaté que lorsque la « preuve est fausse», la plupart des élèves testés savent qu'ils 
doivent refaire leurs calculs pour chercher l'erreur. Cependant, lorsqu'elle est juste, ils pensent tous que 
leur opération est juste et pourtant il est seulement plus « vraisemblable » qu'elle soit juste. Dans le 
manuel de sixième année, aucune situation de contre-exemple n'est apparue  (produit faux et preuve par 
neuf juste). Dans certains cas, notre enseignement « pousse » les apprenants à inventer des théorèmes en  
acte : « théorèmes» qui permettent d'apporter une réponse exacte dans un certain nombre de situations. 
 
4. Induction 
 
L'induction est l'opération qui consiste à fonder des généralisations à partir de faits observés, de 
cas individuels que l'on appelle propositions inductrices. Le raisonnement inductif est basé sur le principe 
suivant: « si l'on observe de nombreux A dans des conditions variées, et si l'on constate que tous ceux qui 
ont été observés sans exception possèdent la propriété B, alors tous les A doivent posséder la propriété 
   
B » ([4]). La caractéristique principale d'un raisonnement par induction réside dans le fait que 
l'information contenue dans la conclusion va au-delà de celle contenue dans les propositions de départ. 
Aristote le définit comme le « passage du particulier au général ». L'induction est la dernière étape de la 
démarche expérimentale bien connue dans les sciences expérimentales, mais néanmoins présente en 
mathématiques. Elle y est d'ailleurs de plus en plus importante avec l'avènement de l'ordinateur. 
 
En mathématiques, l'induction se traduit par l'énoncé d'une conjecture susceptible d'être confirmée 
ou infirmée par un raisonnement déductif; dans le premier cas cette conjecture devient un théorème, 
définitivement vrai. Dans le cas des sciences de la nature, l'induction débouche sur l'énoncé d'une 
hypothèse, susceptible d'être confirmée ou infirmée par de nouvelles expériences; dans le premier cas 
cette hypothèse devient une loi, provisoirement vraie. 
 
4.1. Exemple 1: nombres premiers 
 
Considérer les nombres premiers strictement supérieurs à 3. Ecrire ces nombres en fonction de 6. 
Quelle conjecture pouvez-vous formuler ? 
 
Pour répondre à la question posée, nous pouvons commencer naturellement à expérimenter. On a 
les restes des congruences modulo 6 
 
5≡ 5, 7≡1, 11≡5, 13≡1, 17≡5, 19≡1, 23≡5, 29≡5, 31≡1 
 
Observation.   
A ce niveau, on cherche une régularité. Dans l'exemple présent, elle est apparente, en effet le reste de la 
division par 6 des dix nombres premiers considérés est soit 1, soit 5. 
 
Hypothèse : 
On peut alors supposer que tout nombre premier p s'écrit sous la forme 6k+1 ou 6k+5. 
 
Conjecture : 
 
Avant de proposer éventuellement l'hypothèse émise comme conjecture, on peut la tester sur 
d'autres nombres premiers afin de la confirmer (au sens d'augmentation de la plausibilité) dans le cas où 
elle est vérifiée sur tous les autres exemples choisis ou de l'infirmer au moyen d'un contre-exemple. 
Prenons par exemple, 43, 101, 65537. 
Comme le reste vaut soit 1 soit 5, on peut alors conjecturer: 
 { }*,16,5 NkkEppremierp ∈±=∈≥∀  
 
 
 
 
   
4.2. Exemple 2: nombre de diagonales d'un polygone 
 
Conjecturer le nombre de diagonales d'un polygone convexe à n côtés. 
 
On désigne par D(n) le nombre de diagonales d'un polygone convexe à n côtés. on a  
 
n 3 4 5 6 7 
D(n) 0 2 5 9 14 
Tableau 3 
 
On n'a pas, du moins à priori, de régularité apparente mais avec un peu plus d'attention, on 
pourrait observer que pour n=4, 5, 6,  7,  
D(n)=D(n-1)+(n-2) 
du fait que 5=3+2,  9=4+5, 14=5+9. 
De plus, on\ constate que pour n=8, n=9 et n=10, l'hypothèse émise reste vraie. Ceci conduirait à énoncer 
la conjecture suivante 
D(n)=2+3+...+(n-2)=n(n-3)/2 
 
Autre possibilité 
On peut par exemple calculer le polynôme d'interpolation qui passe par les cinq points (3,0), (4,2), 
(5,5), (6,9),  (7,14) du tableau 3 et supposer que D(n) suit cette loi, pour tout n. On obtient D(n)=n(n-3)/2. 
ce qui conduirait à énoncer la même conjecture que précédemment. 
 
4.3. Remarque. 
 
Dans les questions à conclusion connue, il arrive que des étudiants vérifient la proposition pour 
quelques cas particuliers et affirment l'avoir démontrée. A ce niveau, il y a lieu de signaler la non 
reconnaissance de la différence de traitement des contre-exemples en mathématiques par rapport aux 
usages du quotidien. En effet, dans la vie quotidienne on ne va certainement pas décréter faux quelque 
chose qui est une ''infinité'' de fois vraie et une seule fois fausse. Cette confusion est, à mon sens, 
amplifiée par la place réduite qu'on accorde à la recherche de contre-exemples dans l'évaluation. Or, chez 
beaucoup d'étudiants, il y a absence d'une solide épistémologie scientifique, remplacée à défaut par une 
épistémologie purement scolaire: « c'est important parce que ça figure aux examens ». 
 
5. Analogie 
 
Dans son acception ancienne, l'analogie était une identité de rapports. Si a/b=c/d,  on peut dire que 
a est à b,  ce que c est à d. Ainsi, deux objets dont certaines dimensions homologues sont dans le même 
rapport peuvent être dits, analogues. L'idée d'homologie impose que l'on ne mette pas en correspondance, 
par leurs dimensions, que des parties qui jouent, dans les objets auxquels elles appartiennent, des 
fonctions équivalentes. Par exemple, un rectangle et un cercle ou un triangle ne peuvent pas être dits 
analogues, même si le rapport de certaines de leurs dimensions prises deux à deux est identique. Par 
   
contre, deux rectangles dont le rapport (longueur)/(largeur) est le même sont analogues dans le cadre de 
cette première définition de l'analogie. On dit dans ce cas que les figures sont semblables. 
 
Limitée d'abord à cette définition, la signification du concept d'analogie a évolué au cours du 
temps pour aboutir essentiellement à l'idée de ressemblance, qui implique elle-même l'existence à la fois 
de points communs et de différences. Ainsi donc, l'analogie exprime une équivalence partielle. Établir 
une analogie, c'est donc, en premier lieu, mettre en correspondance des entités qui demeurent distinctes, 
mais que l'on considère comme étant équivalentes d'un certain point de vue. 
 
Résoudre un problème par analogie, c'est chercher sa solution à l'aide de celle d'un problème 
similaire. 
 
Dans la vie sociale, l'analogie intervient lorsqu'il s'agit d'argumenter et de créer des images destinées à 
frapper le public et à aider à faire passer le message. Comme exemple, on peut citer le virus informatique: 
un désordre qui résulte d'éléments perturbateurs introduits dans les programmes, leurs effets et leur 
propagation sont analogues à ceux des virus sur les organismes vivants. 
  
Le raisonnement par analogie a un statut ambigu. Il ne bénéficie pas, comme la déduction et 
l'induction, des références des sciences solidement constituées, comme les mathématiques (déduction) et 
les sciences expérimentales (induction). 
 
Les doctrines pseudo-scientifiques on toujours fait un grand usage de l'analogie. Le 16e siècle fut 
l'âge d'or de  l'astrologie, du moins en Europe. Cardan, Crolluis,...et beaucoup d'autres savants spéculèrent 
sur les astres. Ils pensaient que l'être humain est inextricablement en relation avec l'univers par de 
nombreuses correspondances et qu'il existe nécessairement une analogie entre microsome (être humain) et 
macrosome (ensemble des astres). ([12]). 
  
L'analogie a été mentionnée comme un des ressorts du raisonnement juridique. Souvent le 
jugement est prononcé sur la base de cas antérieurs ou cas prévus par la loi qui sont déclarés semblables 
ou analogues à celui qui est en délibération. 
Dans les tests dits d'intelligence (par exemple quotient intellectuel Q.I.), on fait souvent appel au 
raisonnement par analogie ([1]) : 
1) Renard est à tanière ce que oiseau est à 
a) arbre   b) voler    c) nid 
 
2) Roue est à charette ce que patte est à 
a) galop   b) course c) cheval 
 
3) Syllabe est à mot ce que chiffre est à 
a) numéro b) mathématiques c) nombre 
 
 
   
Dans les trois questions, la réponse est c) : le renard a sa tanière et l'oiseau son nid, la patte du 
cheval remplit une fonction analogue à celle de la roue d'une charrette.  
 
Bien qu'il soit difficile de supprimer les analogies plus ou moins pertinentes lors de 
l'apprentissage, il est important de savoir que beaucoup d'obstacles didactiques sont crées par l'usage 
''abusif'' des analogies dans l'enseignement. 
Ainsi, le courant électrique considéré comme analogue au débit de l'eau dans une canalisation est une 
analogie suffisante à un certain niveau, mais devient un obstacle lorsqu'on veut passer au niveau de la 
connaissance scientifique ([9]). 
 
5.1. Exemple 1: sphère/tétraèdre 
 
Circonscrire une sphère à un tétraèdre donné. (2) 
Le problème consiste à chercher le centre de la sphère. On peut considérer le problème analogue de la 
géométrie plane: circonscrire un cercle à un triangle donné. (3) 
Dans le problème ''réduit'' on a:  
 - l'inconnue est un point M 
 - les données sont trois points A,B,C. 
 - la condition du problème consiste en l'égalité MA=MB=MC. 
 
Divisons la condition en deux parties : MA=MB et MA=MC. A chaque partie de la condition 
correspond un lieu géométrique. Le premier est la médiatrice du segment AB, le deuxième lieu est la 
médiatrice du segment AC. Le point cherché M est l'intersection de ces deux droites. On a alors démontré 
que le point cherché est le point d'intersection des médiatrices. 
 
Par analogie, on peut conjecturer que le centre de la sphère est l'intersection des plans médiateurs. 
Nous avons ici un exemple simple de l'analogie générale qui existe entre la géométrie plane et la 
géométrie dans l'espace. Les problèmes (2) et (3) ne sont pas équivalents, néanmoins il peut arriver que 
l'analogie entre (2) et (3) nous suggère quelque remarque utile pour paver le chemin qui nous mènera à la 
solution de (2). 
 
Bien entendu, ceci ne représente pas une démonstration au sens mathématique du terme, 
cependant dans le cas présent, la conjecture émise est vraie. Pour la démontrer, il suffit d'appliquer la 
démonstration précédente au cas du tétraèdre, la condition du problème exprime l'égalité entre quatre 
segments: MA=MB=MC=MD. 
 
5.2. Exemple 2: Entiers algébriques 
 
On appelle entiers algébriques les nombres qui sont racines d'un polynôme à coefficients entiers et 
dont le coefficient du terme du plus haut degré est 1. L'introduction de ces nombres en théorie des 
nombres se justifie par les informations qu'ils apportent sur les équations diophantiennes. 
 
   
On veut trouver l'ensemble E des couples d'entiers (x,y) vérifiant l'équation diophantienne  
y²+2=x3 
On a ( )( ) 33 222² xyyxy =−−−+⇔=+  
 
Les deux termes 2−+y  et 2−−y  n'ont pas de facteur commun. Si nous supposons que pour 
qu'un produit de deux nombres premiers entre eux soit un cube, il faudra que chacun d’eux soit un cube, 
par analogie aux propriétés des entiers relatifs, on obtient x=3 et y=±5. On vérifie qu'effectivement les 
points (3,5), 
(3,-5)  sont solutions de l'équation diophantienne donnée, d'où la conjecture 
E = {(3,5) ,(3,-5)} 
Bien entendu, on n'a pas démontré que E est effectivement égal à l'ensemble  
{(3,5),(3,-5)} car nous n'avons pas prouvé que le théorème de décomposition d'un cube en produit de 
deux cubes est valable pour les nombres de la forme  2−+ ba  . 
 
Même les meilleurs mathématiciens succombent parfois à la tentation de la ''démonstration'' par 
analogie. C'est une erreur de même type que l'on retrouve dans la démonstration d'Euler concernant le 
grand théorème de Fermat pour n=3. En effet, Euler a introduit les nombres de la forme  
ZbZaiba ∈∈+ ,,3  
Par analogie avec les propriétés des nombres entiers, il a utilisé, sans démonstration, que le produit de 
deux nombres de la forme 3iba +  premiers entre eux n'est un cube que si chacun d'eux est un cube. 
 
6. Intuition 
 
L'intuition n'est pas simple à définir et les définitions sont nombreuses. 
Intuition: saisie immédiate de la vérité sans l'aide du raisonnement, faculté de prévoir, de deviner, 
pressentiment. En un sens philosophique général, l'intuition est un mode de connaissance par lequel 
l'esprit a un contact direct, sans médiation, avec son objet sensible ou intellectuel.  Pour Descartes (1596-
1650), elle est la connaissance qui découvre les évidences, les idées claires. L'intuition est ''anticipatrice'' 
et ''pénétrante''; elle nous donne le sens d'une situation avant que les éléments de celle-ci ne soient 
entièrement explorés. D'après Fischbein ([7]), l'intuition fournit au sujet une sorte de théorie première 
basée sur un lot d'évidences mais simultanément, elle peut être aussi une formidable source d'erreurs car 
elle peut installer une cohérence artificielle entre des données pratiques ou théoriques. 
 
L’intuition, bien entendu,  n’est pas stable, elle peut évoluer avec le sujet grâce à un ensemble de 
connaissances a posteriori. René Thom cité dans ([10]) illustre la nécessaire relation entre intuition et 
déduction : «  la déduction est à l’aveugle ce que l’intuition est au paralytique, l’une avance mais ne se 
voit pas, l’autre voit mais n’avance pas ». 
 
Dans notre cas, on ne s'intéresse pas à l'intuitionnisme : école mathématique fondée par le 
mathématicien et logicien Hollandais L. Brouwer (1881-1966). Les intuitionnistes considèrent que le 
   
principe du tiers exclu n'est pas un principe universellement valide. Ils contestent la validité de cet énoncé 
lorsqu'on quantifie sur des ensembles infinis et qu'on n'a pas de preuve constructive du résultat annoncé. 
 
6.1. Exemple 1: calcul approché de π  
 
Soit c un cercle de rayon R. On considère pn un polygone régulier à n côtés et inscrit dans c. On 
remarque, en considérant une représentation graphique, que plus le nombre de côtés augmente, plus la 
différence entre le périmètre du cercle et celui du polygone diminue. Intuitivement, on peut conjecturer 
qu'à la limite le périmètre du « polygone » sera égal à celui du cercle, et par suite on peut ainsi obtenir la 
valeur de π.  
 
C'est de cette manière que le mathématicien grec Archimède (287 av. J.C.-212 av.J.C.) a essayé de 
trouver π (initial du mot périmètre en grec). L'idée consiste à considérer deux polygones réguliers à n 
côtés, l'un est inscrit dans le cercle et l'autre circonscrit, puis à encadrer le périmètre du cercle entre ceux 
des deux polygones en question. 
 
Plus n augmente, plus la précision de calcul de π est meilleure. Pour n=96, Archimède a obtenu :  
143,3
7
22
70
103141,3
71
103 ≅=+<<≅+ π  
 
On démontre que par passage à la limite, le périmètre du polygone inscrit est égal à celui du 
polygone circonscrit. Ce qui confirme la validité de la conjecture émise. 
 
6.2. Exemple 2: Hypoténuse versus côtés d'un triangle rectangle 
 
Point n'est besoin d'être mathématicien pour comprendre que la droite représente le parcours le 
plus bref entre deux points. Du même coup, il est facile de voir que la somme de la longueur des deux 
côtés d'un triangle est strictement supérieure à la longueur de l'hypoténuse. Dans ce qui suit, on va 
« prouver » qu'il n'en est rien!!! 
On considère un triangle ABC rectangle en A. On veut comparer les longueurs a et b+c où a=BC, b=AC 
et c=AB. Pour cela, on dessine un escalier ayant pour base l'hypoténuse BC du triangle rectangle 
considéré; la longueur totale des segments de droite qui constituent notre escalier est égale à la somme 
des deux autres côtés du triangle. En augmentant le nombre de marches, et donc de contremarches, de 
l'escalier, on remarque visuellement que l'ensemble de ces segments se distingue de moins en moins de 
l'hypoténuse. Intuitivement, on serait tenter d'affirmer, qu'en continuant ce partage à l'infini, l'escalier 
finira par se confondre avec l'hypoténuse, et donc, l'hypoténuse serait égale à la somme des deux côtés. 
D'ailleurs, dans un test destiné aux étudiants de troisième et quatrième année de mathématiques pendant 
plusieurs années de suite, tous ont affirmé qu'à la limite l'escalier se confondra avec l'hypoténuse. Voilà 
comment, on peut se fier à notre ''intuition'' quand on la projette sur l'infini. En fait, la ''vision'' finie 
appliquée à des processus infinis peut aboutir dans beaucoup de situations à de telles absurdités.   
 
 
   
Ne peut-on pas se poser à juste titre la question suivante : 
 
« L'uniformité des réponses n'est-elle pas, du moins en partie, un effet de l'enseignement ? »  
 
 
 
 
 
La même démarche ''intuitive'' a été utilisée dans les exemples 1 et 2, cependant, dans le premier 
cas la conjecture émise est vraie et dans le second exemple, elle est fausse. Ceci doit inciter l'apprenant à 
une plus grande vigilance dans son utilisation dans le raisonnement démonstratif. 
 
7. Conclusion 
 
A travers ces quelques exemples, on a voulu montrer l'importance du raisonnement plausible en 
mathématiques. La confusion plausibilité/déduction est très répandue, y compris chez les étudiants de fin 
de cycle en mathématiques. Les difficultés des étudiants proviennent, en partie, de l'absence de 
discussions sur le « méta » au niveau des différents paliers de l'enseignement. Schoenfeld ([14]) soutient 
que de très mauvaises performances habituelles des étudiants en résolution de problèmes ne sont pas dues 
à de mauvaises connaissances mathématiques mais à de mauvaises façons de les mettre en oeuvre : les 
étudiants vont « à la chasse aux canards' », alors que le mathématicien, lui, change de stratégie dès qu'il se 
sent sur une mauvaise voie. 
 
   
L'enseignement n'accorde qu'une place réduite voire inexistante pour la formulation de conjectures :  
Combien d'énoncés d'exercices comportent-ils le verbe conjecturer ? 
 
L'enseignement des mathématiques devrait informer le plus possible les étudiants des différents 
aspects de l'activité mathématique. On devrait leur inculquer en même temps qu'une somme 
d'information, un certain degré de savoir-faire: c'est pourquoi, il est utile de souligner la méthodologie 
dans la résolution de problèmes. En conséquence,  il est important d'entraîner les élèves à conjecturer et 
dans le cadre de cette activité l'enseignant ne peut donc plus exiger d'emblée la « bonne solution ». A ce 
sujet, on citera cette remarque de Polya ([13]): « le professeur de mathématiques a d'excellentes 
occasions de montrer le rôle de la conjecture dans la découverte ». On peut espérer développer chez 
l'apprenant des capacités favorables telles que : 
 
-    Le sens de l'observation 
 
-  La lecture critique de tout résultat formulé (vérification de sa vraisemblance) : il est surprenant 
que, bien souvent, on n'habitue pas les élèves à examiner d'un oeil critique ce qu'ils obtiennent comme 
résultats. Dans les examens, combien de fois ne trouvent-on pas des résultats qui ont « mauvaise forme » 
et qui, de toute évidence, réclament une correction bien simple. L'appropriation d'une telle démarche 
permettrait en particulier de détecter les erreurs dites « d'inattention ». Il n'est pas rare au niveau 
universitaire que des étudiants encadrent des résultats où ils obtiennent des probabilités strictement 
supérieures à 1; la lecture critique permettrait à l'étudiant de se rendre compte que le résultat obtenu est 
erroné. Il peut alors chercher la source. Cette dernière peut provenir des calculs effectués, de la méthode 
utilisée, des données du problème,... 
 
- Maîtrise des règles de validation du raisonnement mathématique : l'induction, l'analogie, 
l'intuition, la simulation ou tout autre raisonnement plausible apparaîtront alors comme des moyens qui 
peuvent suggérer des directions de recherche mais qui ne sauraient avoir valeur de démonstration. 
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