The well-posedness of generalized Navier-Stokes equations with initial data in some critical homogeneous Besov spaces and in some critical Q spaces was known. In this paper, we establish a wavelet characterization of Besov type Morrey spaces under the action of semigroup. As an application, we obtain the wellposedness of smooth solution for the generalized Navier-Stokes equations with initial data in some critical homogeneous Besov , with divergence free. These critical homogeneous Besov type Morrey spaces are larger than corresponding classical Besov spaces and cover Q spaces.
Introduction
This paper considers the well-posedness of the generalized Navier-Stokes equations on the halfspaces R For the classical Navier-Stokes equations, this approach was pioneered by Kato and Fujita [14] . The existence of mild solutions and the regularity have been established locally in time and global for small initial data in various functional spaces; for example, see [4] [5] [6] 10, 11, 13, 15] and the references therein. Lemarié-Rieusset [16] presented systematically many wavelet skills and developments for Navier-Stokes equations. For the general Navier-Stokes equations (1.1), J.L. Lions [18] proved the global existence of the classical solutions when β 5 4 in dimension 3. Similar result holds for general dimension n, if β 1 2 + n 4 (see Wu [27] ). For the case β < , Wu [28, 29] 1 2 < β and p = 2 or 1 2 < β 1 and 2 < p < ∞ and inḂ r, ∞ 2 with r > max{1, 1 + n p − 2β}. For the corresponding regularity criteria, we refer readers to Wu [30] . In [32] , Xiao introduced Q spaces Q −1 α = ∇ · (Q α (R n )) n , 0 α < 1, to replace BMO −1 which was introduced by Koch and Tataru [15] and generalized the global existence result for the classical Navier-Stokes equations (i.e. β = 1). Later, Li and Zhai [17] extended to
n , max{α, 1 2 } < β < 1. As to the regularity of solution for Navier-Stokes equations, we refer readers to [12, 21] . p,q , which are the generalization of Besov spaces and Morrey spaces. The above Q spaces in [17] and [32] are special Besov type Morrey spacesḂ γ 1 ,γ 2 2,2 , 0 γ 1 < 1, 0 γ 2 n 2 . In this paper, on the one hand, we develop the wavelet skill to consider the semigroup characterization of Besov type Morrey spaces, which makes us to understand better the relation among time t, frequency ξ and position x.
On the other hand, we apply such a characterization to get the well-posedness of smooth solution for the generalized Navier-Stokes equations in critical Besov type Morrey spaces. By the inclusion relation given in Section 2.4, we will know that Besov type Morrey spaces are larger than corresponding Besov spaces, generalize Q spaces, and also contain a lot of new spaces for Navier-Stokes equations (1.1).
Through the paper, we use C > 0 to denote a constant independent of the main variables, which may be different from line to line.
Preliminaries on wavelets and general Besov type Morrey spaces

Meyer wavelets
First of all, we present preliminaries for Meyer wavelets Φ (cf. [19, 26, 33] ). Throughout the paper, we always use Φ to express the Meyer wavelets. Let 
]) be an even func-
For any = ( 1 , . . . , n ) ∈ {0, 1} n , define the function Φ by its Fourier transformation as follows:
In this paper, we write E n := {0, 1} n \{0} and 
Then these functions {ϕ v : v ∈ Z} satisfy
By the above Littlewood-Paley decomposition, we define Besov spaces as follows.
Definition 2.1. For α ∈ R and 0 < p, q ∞, we say that f belongs to the homogeneous Besov spacė
When q = ∞, the above q -norm is modified to be the supremum norm as usual.
In [23] , J. Peetre proved that the above definition ofḂ 
For any two functions u and v, the following decomposition can be found in [34, 36, 37] .
Besov type Morrey spaces and their wavelet characterizations
Morrey spaces were first introduced by Morrey [22] in 1938. Besov spaces were systematically studied in [23] . Besov type Morrey spaces were given in [33] by using wavelets, and the generalized Morrey spaces were studied in [25] .
Denote by Q (x 0 , r) the cube parallel to coordinate axes centered at x 0 with side length r. To simplify the notation, sometimes, we denote Q = Q (x 0 , r) and let ϕ Q (x) = ϕ(
be a sufficient big positive number. For arbitrary function f , let P Q f be the corresponding m is defined to be the set of f satisfying (1) the support of f i is contained in a cube Q i ; 
By applying (iii) of the above Lemma 2.3 and the wavelet characterization of classical Besov spaces, we have
Critical spaces for Navier-Stokes equations
Note that, let u(t, x) be the solution of (1.1) with initial data a(x). If we replace u(t, x), p(t, x) and
is also the solution of (1.1) with initial data a λ (x). Now, we present the definition of critical spaces for Navier-Stokes equations. 
Critical spaces occupy a significant place for Navier-Stokes equations. For α > 0, 1 < p < ∞ and the classical Navier-Stokes equations,L
and (− ) , α > 0 and 1 
General λ > 0 is considered in Lemma 2.3, and hence we have
are critical spaces for NavierStokes equations (1.1).
Inclusion relation
In this section, we demonstrate the relationship among Q spaces, Besov spaces, fractional BMO spaces, and Besov type Morrey spaces.
Q spaces were introduced in [3] from complex analysis and were extended to real variable spaces in [8] . In [24, 31, 33] authors proved independently in different ways that Q spaces are also Morrey spaces if the difference of a differential operator is ignored.
We first give embedding relations between Besov type Morrey spaces.
Lemma 2.6. Given γ 1 , γ 2 ∈ R, we have:
Proof. (i) is evident, and we prove
and the proof is finished. 2
Using the definitions and Hölder's inequality, we deduce the following relationship among fractional BMO spaces, Q spaces, Besov spaces and Besov type Morrey spaces.
Lemma 2.7.
(i) If γ 1 ∈ R and γ 2 0, thenḂ 
,
For critical spaces used in studying Navier-Stokes equations (1.1), we compare with the Besov type Morrey spaces used in the current paper and the classical Besov spaces used in [28] [29] [30] . 
Inversion formula and semigroup characterization of Morrey spaces
Advantage for considering K β t f by wavelets
One of the interesting problems for Navier-Stokes equations is how to understand well the re- 
They also applied Hausdorff capacity used in [1, 7] to establish the equivalence of Q All the works listed in the introduction obtained the mild solution for small initial data by using Picard's contraction principle and the equivalence between norm of f and norm of K β t f ; they did not consider more the relationship among time, frequency and position.
In Section 3, we will introduce t-Besov-Morrey spaces and t-Bloch spaces that establish a clear relationship among time t, frequency ξ and position x by wavelet methods. We would like to remind readers that, for wavelets {Φ j,k : ( , j, k) ∈ Λ n }, 2 j represents the range of frequency ξ and 2 − j k represents the range of position x in some sense.
Preliminaries relative to semigroup
Through the paper, we denote N > 0 a sufficiently large fixed real number. For fixed β > 0, we
, and consequently
We first consider to express a j,k (t) by using
Simply applying integration by party, we could control a j,k (t) by {a j ,k } as follows. 
Furthermore, if f is obtained by (3.1), then we could express a j,k by {a j ,k (t)} as follows:
Similarly, we apply integration by party to obtain the following estimation.
Semigroup characterization for Besov type Morrey spaces by wavelets
We will use t-Besov-Morrey spaces and t-Bloch spaces to characterize Besov type Morrey spaces.
Here we consider the case p = q only. First we use wavelet to define t-Besov-Morrey spaces. For any a(t, x) defined on R 1+n + , by wavelet theory there exists a family {a j,
2 jβ m ,
We define the t-Besov-Morrey spaces to be 
For the conveniences of proofs, we introduce another space B
It is easy to obtain
We now define t-Bloch spaces and t-L ∞ spaces. For γ 1 ∈ R and τ > 0, we say that a(t, ·) belongs
The relation between the above two spaces is
Proof. By wavelet property,
1, a direct computation shows the result. For t2 
(ii) the operator π φ is a bounded and surjective operator from B 
τ ,∞ , we will prove
p,p . For dyadic cube Q r with side length r and j − log 2 r,
Then we have
This finishes the proof of Theorem 3.6. 2
Well-posedness of generalized Navier-Stokes equations
As an application of the above semigroup characterization of Besov type Morrey spaces, we consider the well-posedness of generalized Navier-Stokes equations (1.1). To consider the well-posedness, we introduce B For any a(t, x) defined on R 1+n + , by wavelet theory there exists a family {a j,k (t)} ( , j,k)∈Λ n such that 
We also define another space B
It is easy to see that
We also define the local versions of t-Bloch spaces and t-L ∞ spaces. For γ 1 
We have: 
III(u, v)(t, ·) is easier to deal with than II(u, v)(t, ·). By the similarity of I(u, v)(t, ·) and V (u, v)(t, ·), and the similarity of II(u, v)(t, ·) and I V (u, v)(t, ·), we only prove that both
and
To finish the proof of Theorem 4.3, we only need to show the following three lemmas.
(ii) sup
Proof of Lemma 4.4
Letc indicate the constant given in Lemma 3. 
Then, we use repeatedly Hölder's inequality to obtain the estimates we need. Through the section, we use Q r to present the dyadic cube with side length r. Case 1.
The above inequality yields
2 jβ
Since p > 2m β,
Changing the order of integration for variables s and t, we get
and p > 2m β, we get I
Case 2.
Since m > p and 2β > 1, we get p < 2mβ and hence 
The above estimation shows
By Hölder's inequality, 
Case 5.
,k 
,k
Choose 0 < δ < 2p + pγ 2 − n − 2pβ. For variable j , we apply Hölder's inequality to yield
Apply Hölder's inequality again for variable k to get
Thus,
Integration with respect to variable t implies
Proof of Lemma 4.5
Letc denote the constant given in Lemma 3.1 again. Same as in the proof of Lemma 4.4, we es-
Then we compute directly the inequalities which we need. 
Proof of Lemma 4.6
Letc denote the constant given in Lemma 3.1. For ( , j, k) ∈ Λ n , we still use the Fourier transform of Meyer wavelets and integration by parts to estimate |b ,i j,k (t)| (i = 4, 5) in terms of {|u j ,k (s)|: ( , j , k ) ∈ Λ n } and {|v j ,k (s)|: ( , j , k ) ∈ Λ n }. We use Hölder's inequality over and over again to obtain the estimates we need. Through the section, for all j ∈ Z and w, k ∈ Z n , we
