Abstract. In this paper we show that the iterated integrals on products of one variable polylogarithms from 0 to 1 are actually multiple zeta values if they are convergent. In the divergent case, we define regularized iterated integrals from 0 to 1. By the same method, we show that the regularized iterated integrals are also multiple zeta values. As an application, we give new series representations for multiple zeta values and calculate some interesting examples of iterated integrals.
Introduction
One variable polylogarithms are iterated integrals of the differentials dt t and dt 1−t from 0 to z (assume that 0 < z < 1). For k 1 , k 2 , · · · , k r ≥ 1, it is defined by Li k 1 ,k 2 ,··· ,kr (z) = · · · Denote by P log Q the Q-algebra which is generated by 1, Li k 1 ,k 2 ,··· ,kr (z), Li k 1 ,k 2 ,··· ,kr (1 − z)
for all k 1 , k 2 , · · · , k r ≥ 1, r ≥ 1. Clearly all the functions in P log Q are convergent on 0 < z < 1. From the iterated integral representation of multiple zeta values, it is obvious that Theorem 1.1 is true if f i = 1 for all i. It is quite interesting that
is still in the algebra of multiple zeta values in general cases.
If the iterated integral I(f 1 , · · · , f N ; ω 1 , · · · , ω N ) is convergent, it will also have a series expression. We will give explicit calculation in some cases. But the strategy to prove Theorem 1.1 is not by calculating the series expression of iterated integral.
Yamamoto [9] defined generalized multiple zeta values on finite partial ordered set, while classical multiple zeta values can be viewed as generalized multiple zeta values on total ordered set. Furthermore, he proved that generalized multiple zeta values on finite partial ordered set are actually classical multiple zeta values in [9] .
We will prove Theorem 1.1 by trying to understand the geometry behind the iterated integral. By combining the iterated integral expressions of one variable polylogarithms, we will find that I(f 1 , · · · , f N ; ω 1 , · · · , ω N ), f 1 , · · · , f N ∈ P log Q can be viewed as generalized multiple zeta value which is defined on finite partial ordered set. Since every partial order on finite set admits refinements by some total orders, we have Theorem 1.1.
When the iterated integral I(f 1 , · · · , f N ; ω 1 , · · · , ω N ) is divergent, we use the same technique in the theory of regularization of multiple zeta values to define regularized iterated integral from 0 to 1.
}, we can define the regularized iterated integral
which also satisfies the shuffle product of iterated integrals. If the iterated integral
always belongs to the algebra of multiple zeta values.
In the last section, we calculate the series expressions of some special iterated integrals on products of one variable polylogarithms. Although they are still multiple zeta values, their series representations are quite different. As an application, we have
,
are convergent and the values are in the algebra of multiple zeta values.
The idea to prove Theorem 1.4 is by calculation of some special iterated integrals on products of one variable polylogarithms. In the proof we also need some basic properties about Beta function B(α, β) which is defined by
In fact we show that every multiple zeta value has series representation like (i) and (ii) in the last section. More precisely, we have 
Seki and Yamamoto [8] defined the connected sums to study the duality for multiple zeta values, the above new series representations for multiple zeta values are essentially the connected sums defined by Seki and Yamamoto. Thus Theorem 1.4 (i) and Theorem 1.5 was already known to Seki and Yamamoto. But the approach here is different from [8] . All the connected sums can be viewed as iterated integrals on products of one variable polylogarithms naturally.
For calculation of iterated integrals on products of one variable polylogarithms in general cases, we define multiple Beta function and study its basic properties. We show that we can use multiple Beta function to calculate the iterated integrals in general cases by induction.
Generalized multiple zeta values on finite partial ordered set
In this section we firstly give the definition of partial order on finite set. Secondly we will introduce the definition of generalized multiple zeta values on finite partial ordered set, which was firstly defined by Yamamoto in [9] . At last we will show that all generalized multiple zeta values on finite partial ordered set are multiple zeta values.
Definition 2.1. Denote by V a finite set, a partial order R on V is a subset of
For a partial order R on V , we usually write t 1 ≺ t 2 if (t 1 , t 2 ) ∈ R. For any two elements t 0 , t 1 of V , if there are elements x 1 , · · · , x n ∈ V which satisfy t 0 ≺ x 1 or x 1 ≺ t 0 , x i ≺ x i+1 or x i+1 ≺ x i , i = 1, · · · , n − 1, x n ≺ t 1 or t 1 ≺ x n , then we call t 0 , t 1 are connected. If all the elements in V are connected to each other, then we call the partial order R is a connected partial order. If for any two elements t 1 , t 2 , either t 1 ≺ t 2 or t 2 ≺ t 1 , then we call R a total order on V . The following lemma is obvious. Lemma 2.2. For any partial order R on V , V can be written as a disjoint union
Recall that multiple zeta values ζ(k 1 , k 2 , · · · , k r ), k r ≥ 2 can be defined by
It is clear that
actually defines a total order on the finite subset V = {t 1 , t 2 , · · · , t N }. It corresponds naturally to the complex
in the cube [0, 1] N . Inspired by this simple observation, Yamamoto [9] defined the generalized multiple zeta values on finite partial ordered set.
is convergent, then we call
The generalized multiple zeta values on total ordered set are surely multiple zeta values by definition. Now we calculate some simple examples in general cases to give a rough impression about the above definition.
.
As a result,
Since ζ(2, 1) = ζ(3), we also have
we have
The procedure to calculate the generalized multiple zeta values on finite partial ordered set is very clear. Firstly we calculate the iterated integrals on some total ordered subsets. Then we patch all the data together and we reduce the generalized multiple zeta values to iterated integrals about power series in t or 1 − t which are convergent if 0 < t < 1.
In Example 2.4 the generalized multiple zeta value is still in the algebra of multiple zeta values. But in Example 2.5 it is not clear whether it is multiple zeta value or not at first sight. The interesting thing is that it is still multiple zeta value. The following theorem was already proven by Yamamoto in [9] , we give a different proof here .
Theorem 2.6. For any finite set V and any partial order R on V , the generalized multiple zeta values on partial ordered set V are multiple zeta values.
Without loss of generality we assume that R is a connected partial order.
Recall
Since R is a total ordered (infinite) set with the natural order <, the complex ∆ R can be written as
which σ i belongs to the permutation group of V and dim L R < N.
As a result of the above decomposition about the complex ∆ R , we have
is convergent if and only if the iterated integrals
}, from the theory of multiple zeta values, we know that
is convergent if and only if
. Furthermore, when it is convergent, it is multiple zeta value by direct calculation of the iterated integral.
In conclusion, all the generalized multiple zeta values on finite partial ordered set are multiple zeta values.
From Theorem 2.6, the definition of generalized multiple zeta values on finite partial ordered set does not produce any new objects other than classical multiple zeta values. But From Example 2.4 and Example 2.5 we know that it does give new integral representations and new series representations about multiple zeta values.
We hope that generalized multiple zeta values on finite partial ordered set will be useful to investigate the relations among multiple zeta values and understand the irrationality of multiple zeta values. Now we are ready to prove Theorem 1.1 in the introduction. Proof of Theorem 1.1: For one variable polylogarithm
in this paper we only consider the real case (z is a real number), it can be written as
}, in order to prove that the iterated (convergent) integral
is actually multiple zeta value, we can assume that
without loss of generality.
Assume that
define a partial order R on set
From (1) and (2), it is clear that
which ω 1 , ω 2 , · · · , ω T are the differentials in the variables
}. Thus Theorem 1.1 follows from Theorem 2.6.
From the above proof we know that Corollary 2.1. Every iterated integral on products of one variable polylogarithms can be realized as a generalized multiple zeta value on finite partial ordered set in a natural way.
Regularized iterated integral
In this section we firstly review the theory of shuffle regularization of multiple zeta values ( [3] , [5] , see [6] ). By essentially the same method, we define regularized generalized multiple zeta values on finite partial ordered set. As iterated integrals on products of one variable polylogarithms can be viewed as generalized multiple zeta values on finite partial ordered set in a natural way. Thus we define the regularized iterated integral.
Denote by h = (Q e 0 , e 1 , ∃ ), which Q e 0 , e 1 means the non-commutative plolynomial ring in variables e 0 , e 1 and ∃ is the shuffle product defined by
. It is easy to check that the limit lim
exists if and only if u 1 = e 1 , u k = e 0 . What is more, the above limit is in the algebra of multiple zeta values if u 1 = e 1 , u k = e 0 . In general cases, we have
for some constants A and B (which depend on the word u 1 u 2 · · · u k ), which P u 1 ,u 2 ,··· ,u k is a two variables of polynomial with all coefficients in the algebra of multiple zeta values. See the Appendix in [6] for a nice proof of formula (3). We can also prove formula (3) by direct calculation and induction.
From the shuffle product on iterated integrals [2] , we know that I reg is a Q-algebra homomorphism. What is more, all the images of elements in h belong to the algebra of multiple zeta values.
For a finite set V = t 1 , t 2 , · · · , t N and a partial order R on V , if the generalized multiple zeta values
by essentially the same reason in the proof of Theorem 2.6, we have
for some w ∈ h. Thus we have
which P u 1 ,u 2 ,··· ,u k is a two variables of polynomial with all coefficients in the algebra of multiple zeta values.
Now we are ready to prove Theorem 1.3. Proof of Theorem 1.3: From the proof of Theorem 1.1, every iterated integral on products of one variable polylogarithms (convergent or not)
(assume that f 1 , f 2 , · · · , f N are all monic polynomials in one variable polylogarithms) can be viewed as a generalized multiple zeta values on finite partial ordered set in a natural way. So we can use Definition 3.2 to define
The shuffle product property of
follows from definition. From Theorem 2.6 and formula (3) we know that
is still a multiple zeta value.
Remark 3.3. In this paper we only discuss the shuffle product on multiple zeta values, for another product which comes from the series representations of multiple zeta values, see [4] , [5] .
Explicit calculation on iterated integrals
Although iterated integrals on products of one variable polylogarithms do not provide us anything which are different from classical multiple zeta values. It is still interesting to calculate their series expressions. We will calculate some interesting examples in this section.
Firstly we review the definitions and properties of Gamma function and Beta function, the reference is [7] .
Gamma function Γ(x) is defined by
It satisfies Γ(1) = 1. From the formula of integration by parts we have
Thus by induction we have Γ(n + 1) = n!, ∀n ≥ 1. Beta function B(α, β) is defined by
Beta function satisfies the following properties:
, α, β > 0. We give a short proof of (i) here. For α > 0, β > 0, I(α, β)
Thus we have (i).
Since B(n 1 , n 2 + 1) =
, we have
On the other hand, let
As an application, we prove that
Formula (4) should be already known to many experts. It is quite interesting that formula (4) can be viewed as two different realizations of one simple generalized multiple zeta value on finite partial ordered set. Similarly, for k ≥ 2,
Thus for k ≥ 2,
For r = 1,
Proof of Theorem 1.5: In fact, for multiple zeta value ζ(
for some Li l 1 ,l 2 ,··· ,ls (z), Li j 1 ,j 2 ,··· ,j s ′ (1 − z) and l s + j s ′ + 1 = N, 1 < i < N. Thus every multiple zeta value has series representation like (5) and (6).
Remark 4.1. To study the duality of multiple zeta values, Seki and Yamamoto [8] defined the connected sum
thus the new series representations of every multiple zeta value in Theorem 1.5 are actually connected sums defined by Seki and Yamamoto in [8] . But the approach to Theorem 1.5 here is very different from [8] .
As a result of Theoren 2.6, we have
is convergent and the value is in the algebra of multiple zeta values.
, similarly we have
is convergent and the value is in the algebra of multiple zeta values; To calculate the iterated integrals on products of one variable polylogarithms in general cases, we define multiple Beta function.
Classical multiple zeta values can be viewed as evaluations of multiple Beta function at special (limit) points. In fact, from the iterated integral representations of multiple zeta values we have
I(α 1 , β 1 ; · · · ; α i−1 , β i−1 ; α i + α i+1 , β i + β i+1 ; α i+2 , β i+2 ; · · · ; α r , β t ) − I(α 1 , β 1 ; · · · ; α i−2 , β i−2 ; α i−1 + α i , β i−1 + β i ; α i+1 , β i+1 ; · · · ; α r , β r ) , (1 − t 1 )
Let t (iii) actually follows from the following simple formulas
(iv) follows from I(α 1 , 1; α 2 , 1; · · · ; α N , 1) The numbers I(m 1 , n 1 ; m 2 , n 2 ; · · · ; m r , n r ) can be calculated inductively by Theorem 4.4. From Theorem 1.1, the above integral is multiple zeta value if convergent. Unfortunately we don't know a nice formula for the numbers I(m 1 , n 1 ; m 2 , n 2 ; · · · ; m r , n r ) so far.
