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In this work a general numerical procedure for the eﬃcient computation of three-
dimensional corner singularities in elasticity is presented. Such singularities ap-
pear in the linear-elastic solution if non-smooth domains or multi-material struc-
tures are considered. For obtaining the order and mode of singularity, a neigh-
borhood of the singular point is considered with only local boundary conditions.
The weak formulation of the problem is approximated by a Galerkin-Petrov ﬁnite
element method and a quadratic eigenvalue problem (P + λQ + λ2R)u = 0 is
obtained. For the solution of this quadratic eigenvalue problem a iterative tech-
nique based on the Arnoldi method is submitted. For not too large systems this
technique needs only one direct factorization of the banded matrix P for ﬁnding
all eigenvalues in the interval Re(λ) ∈ (−0.5, 1.0) as well as the corresponding
eigenvectors. For large systems a variant of the algorithm with an incomplete
factorization of P is implemented to avoid the appearance of too much ﬁll-in.
For illustrating the eﬀectiveness and applicability of the present method several
numerical examples of problems with corners, edges and cracks in R3 are pre-
sented. In general they show the dependence of the singular exponent on dif-
ferent geometrical parameters and the material properties. Considered are not
only isotropic, but also general orthotropic materials. As an application of cor-
ner singularities in the fracture mechanics the surface-breaking crack problem is
investigated. First, the singular exponents and corresponding singular modes are
calculated for arbitrarily-inclined crack geometries in order to obtain the asym-
ptotics for the energy release rate near the free surface from a theoretical point of
view, according to the concept of weak and strong singularity. Furthermore, de-
tailed three-dimensional numerical results for the energy release rate distribution
along the crack front of a single edge notched specimen under a diﬀerent kind of
loading are presented in a number of case studies. And ﬁnally, related fracture
experiments are discussed under the special consideration of some 3D-eﬀects ne-
ar the free surface. It is shown that all 3D-eﬀects predicted by the asymptotical
theory are in good agreement with the numerical and experimental ﬁndings.
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Kapitel 1
Einleitung und U¨bersicht
Die vorliegende Arbeit bescha¨ftigt sich mit Singularita¨ten in der Lo¨sung von drei-
dimensionalen Randwertproblemen der Elastizita¨tstheorie. Solche Singularita¨ten
entstehen ha¨uﬁg falls nicht ausreichend glatte Gebiete mit Ecken, Kanten oder
Rissen betrachtet werden [50, 26, 40, 62, 51]. Sie ko¨nnen jedoch auch bei Ver-
bundstrukturen auftreten, bei denen sich die Materialeigenschaften am Interface
zwischen verschiedenen Teilgebieten sprunghaft a¨ndern [83, 57, 66]. Im Zuge der
rasanten Entwicklung von faserversta¨rkten Werkstoﬀen gewinnen solche Proble-
me immer mehr an Bedeutung.
In allen genannten Fa¨llen hat das Auftreten von Singularita¨ten weitreichende
Konsequenzen. Aus bruchmechanischer Sicht treten hohe Spannungskonzentratio-
nen auf, die die Festigkeit des Ko¨rpers wesentlich beeintra¨chtigen und die Lebens-
dauer verku¨rzen. So sind beispielsweise qualitative und quantitative Aussagen
u¨ber das zuku¨nftige Verhalten von Bauteilen mit Rissen nur dann mo¨glich, wenn
die Singularita¨t bekannt ist. Einzelheiten zu diesem klassischen Anwendungsge-
biet der Bruchmechanik sind in vielen Standardwerken zu ﬁnden [17, 46, 2, 41].
Singularita¨tenbasierte Bruchkonzepte werden in letzter Zeit jedoch auch erfolg-
reich zur Behandlung von solchen Problemen angewendet, bei denen die Span-
nungskonzentration zuna¨chst nicht auf einen Riss zuru¨ckzufu¨hren ist [45, 48, 49].
Diese Ansa¨tze verdeutlichen noch einmal, dass der gemeinsame Ursprung von
Spannungskonzentrationsproblemen sicherlich in den singula¨ren Eigenschaften
der Lo¨sung zu suchen ist.
Andererseits werden viele numerische Berechnungsverfahren wie die Methode der
Finiten Elemente (FEM) ebenfalls entschieden von der Regularita¨t der Lo¨sung
beeinﬂusst. Diese Tatsache ha¨ngt damit zusammen, dass nach Ce´a’s Lemma die
1
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Konvergenzeigenschaften eines solchen Verfahrens davon abha¨ngen, ob und inwie-
weit die Ansatz- und Testfunktionen die genaue Lo¨sung approximieren [23]. Bei
den standardma¨ßig verwendeten Polynomansa¨tzen, die oﬀensichtlich nicht geeig-
net sind, Singularita¨ten zu erfassen, ko¨nnen somit Konvergenzprobleme auftre-
ten [6]. Solche Schwierigkeiten ko¨nnen im allgemeinen vermieden werden, indem
beispielsweise geeignete Netztopologien [5], bzw. Funktionen vom Typ der Sin-
gularita¨t als Erweiterung fu¨r die polynomialen Ansatz- und Testra¨ume benutzt
werden [35, 16]. Die genauen Eigenschaften singula¨rer Lo¨sungen sind somit von
zentraler Bedeutung fu¨r viele Anwendungen.
Singularita¨ten treten in der Ebene nahe an isolierten Punkten auf, die allgemein
als Ecken bezeichnet werden. Ein Beispiel fu¨r eine solche Ecke ist der ebene Win-
kelsektor. Im Raum ko¨nnen Singularita¨ten entweder an isolierten Punkten, die
wieder traditionell als Ecken bezeichnet werden, oder aber in der Umgebung von
kontinuierlichen Punkt-Sequenzen in Form von Kanten auftreten. Ein Beispiel fu¨r
eine “reine” Ecke im R3 ist der Kegel mit kreisfo¨rmigem Querschnitt. Ein reines
Kanten-Problem ergibt sich beispielsweise bei der Extrusion eines ebenen Win-
kelsektors senkrecht zu seiner Ebene, bei der ein ra¨umlicher Keil-Ko¨rper entsteht.
Kombinationen aus Ecken und Kanten sind im R3 ebenfalls mo¨glich, ein Beispiel
hierfu¨r ist die Polyeder-Ecke.
Um die auftretenden Singularita¨ten im folgenden na¨her beschreiben zu ko¨nnen,
wollen wir an dieser Stelle annehmen, dass die Verschiebungen in der Umge-
bung eines singula¨ren Punktes in einer asymptotischen Reihe entwickelt werden
ko¨nnen. Der theoretische Hintergrund hierfu¨r wird im Kapitel 2 mit der erforder-
lichen Ausfu¨hrlichkeit behandelt. Die Ordnung der Singularita¨t la¨sst sich somit
durch die Ordnung des dominanten Gliedes dieser Reihe eindeutig charakterisie-
ren. Eine zentrale Aussage der allgemeinen Theorie besteht nun darin, den Typ
der Entwicklung anzugeben. Es la¨sst sich zeigen, dass bei vielen (jedoch nicht bei





logn |x| Un(x/|x|), (1.1)
beschrieben werden ko¨nnen, wobei x den Ortsvektor vom singula¨ren Punkt zu
einem beliebigen Punkt im Raum bezeichnet. Dies gilt insbesondere fu¨r ebene
Probleme, die lokal mit einem Winkelsektor zusammenfallen, sowie fu¨r ra¨umliche
Probleme, die durch einen Kegel mit beliebigem Querschnitt beschrieben werden
ko¨nnen. In dieser Kategorie fallen also alle praktisch relevanten Probleme, wie
polygonale Gebiete in R2, sowie konische und polyedrische Gebiete in R3. Risse
werden als Grenzfall einspringender Ecken und Kanten ebenfalls miterfasst.
3Im folgenden werden nur solche Probleme behandelt, die die obige Potenz-logarith-
mische Form der Singularita¨t aufweisen. Wir verstehen somit unter “Singularita¨t”
asymptotische Lo¨sungen vom Typ (1.1), bei denen λ kleiner als 1.0 ist und damit
unendlich grosse Verschiebungsgradienten auftreten.
Oﬀensichtlich werden alle Glieder in einer asymptotischen Reihe vom Typ (1.1)
eindeutig durch den Singula¨rexponenten λ und den Winkelfunktionen Un(x/|x|)
beschrieben — wa¨hrend der im allgemeinen komplexe Singula¨rexponent das Ver-
halten der Lo¨sung in radialer Richtung angibt, spiegeln die Winkelfunktionen
ihre Richtungsabha¨ngigkeit wieder. Die Aufgabe, eine solche Reihe zu konstru-
ieren, bedeutet somit zuna¨chst die Berechnung von λ und Un fu¨r jedes einzelne
Glied. Da jedoch nur singula¨re Lo¨sungen von Interesse sind, kann angenommen
werden, dass nur wenige Glieder mit Re(λ) < 1.0 in der Umgebung des sin-
gula¨ren Punktes dominieren werden, so dass nur fu¨r diese λ und Un berechnet
werden mu¨ssen. Eine untere Schranke fu¨r λ ergibt sich aus der Forderung, dass
die Lo¨sung eine begrenzte Verzerrungsenergie haben muss. Wie im Kapitel 2
spa¨ter noch gezeigt wird, folgt daraus folgender Interessenbereich fu¨r den Ex-
ponenten: −0.5 < Re(λ) < 1.0. Nachdem die ersten dominanten Terme in der
asymptotischen Reihe berechnet wurden, ist eine geeignete Linearkombination
aus diesen Gliedern zu bilden, die auch die Randbedingungen eines konkreten
Randwertproblems erfu¨llt. Die Koeﬃzienten in dieser Linearkombination heissen
Spannungsintensita¨tsfaktoren und spielen bei vielen Anwendungen eine wichtige
Rolle.
Die Bestimmung von Singula¨rexponenten und Winkelfunktionen kann nur in Spe-
zialfa¨llen analytisch durchgefu¨hrt werden [85, 86, 12, 13, 53]. Dies ist vor allem
fu¨r ebene Probleme mo¨glich, bei denen die Ermittlung der Singula¨rexponenten
auf die Lo¨sung einer transzendenten Gleichung reduziert werden kann. So konn-
te in den fru¨hen 60-ern Jahren gezeigt werden, dass das Spannungsfeld um eine
Kerbe singula¨r ist [85, 86]. Fu¨r den Grenzfall eines Risses wurde ausserdem die be-
kannte 1/
√
r-Abha¨ngigkeit der Spannungen nachgewiesen [85], die aus fru¨heren
Arbeiten bereits bekannt war [84]. Daru¨ber hinaus wurde fu¨r eine ganze Rei-
he von 3D-Problemen, darunter der halb-unendliche Riss mit gerader Rissfront,
der sogenannte Penny-fo¨rmige Riss und der elliptische Innenriss gezeigt, dass die
hier auftretende Form der Singularita¨t exakt mit der erwa¨hnten 1/
√
r-Verteilung
u¨bereinstimmt, siehe dazu [47, 43]. Diese Feststellung wurde schliesslich auch
fu¨r beliebige Risse mit glatter, kurvenfo¨rmiger Rissfront verallgemeinert [43], bei
denen keine Ecken auftreten, so dass sie als reine Kantenprobleme eingeordnet
werden ko¨nnen.
Ausser den erwa¨hnten klassischen Ansa¨tzen existieren mittlerweile auch sehr ef-
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ﬁziente numerische Methoden fu¨r die Behandlung ebener Probleme [90, 80] bzw.
ra¨umlicher Kanten-Probleme [67, 25]. Beide Problemklassen, die im gewissen Sin-
ne auch a¨quivalent sind, scheinen somit aus heutiger Sicht ausreichend erforscht
und werden hier nicht weiter behandelt. Wir konzentrieren uns im folgenden auf
reine 3D-Ecken mit eventuell zusa¨tzlich auftretenden Kanten.
Fu¨r komplexe ra¨umliche Probleme ist die explizite Bestimmung der Singula¨rex-
ponenten und der Winkelfunktionen eine schwerwiegende Aufgabe, fu¨r die im
allgemeinen numerische Algorithmen beno¨tigt werden, da eine analytische Be-
stimmung nicht mehr mo¨glich ist. Die numerischen Ansa¨tze hierfu¨r ko¨nnen in
drei Gruppen unterteilt werden:
Die erste und naheliegendste Vorgehensweise besteht darin, ein konkretes Rand-
wertproblem zu betrachten und die Ordnung der Singularita¨t anhand verschiede-
ner Techniken zu “extrahieren” [10, 14, 75]. Dies ist jedoch mit einer Reihe von
Nachteilen verbunden. So mu¨ssen meist sehr feine Diskretisierungen in der Na¨he
des singula¨ren Punktes vorgenommen werden, damit die Lo¨sung genau erfasst
werden kann, so dass der numerische Aufwand entsprechend hoch ist [14]. Ein ge-
nerelles Problem ist auch die Tatsache, dass immer nur die dominante Singularita¨t
berechnet werden kann. Weitere, gleichzeitig auftretende singula¨re Glieder in der
Asymptotik ko¨nnen nicht erfasst werden. Somit ist die Aufspaltung der Lo¨sung
in Moden (wie in der Bruchmechanik allgemein u¨blich) sowie die Berechnung der
Winkelfunktionen nicht mo¨glich.
Eine weitere Methode besteht darin, durch anwenden der Mellin - Transfor-
mation auf eine Integralgleichung im R3 das Problem auf eine eindimensionale
Randintegralgleichung zuru¨ckzufu¨hren [74, 37]. Die Singula¨rexponenten, sowie die
Winkelfunktionen ko¨nnen na¨herungsweise aus einem Spektralproblem berechnet
werden. Obwohl das resultierende algebraische Problem hier klein ist und damit
eﬀektiv gelo¨st werden kann, ist die Anwendbarkeit dieser Methode begrenzt, da
sie sehr komplizierte analytische Berechnungen erfordert. Die Behandlung von
Problemen mit anisotropen Materialeigenschaften ist ebenfalls schwierig, da Fun-
damentallo¨sungen gebraucht werden, die im allgemeinen fu¨r anisotrope Probleme
nicht existieren.
Die dritte Gruppe von Methoden benutzt die bekannte Technik der Variablentren-
nung um das urspru¨ngliche drei-dimensionale Problem auf ein zwei-dimensionales
zu reduzieren und letzteres mit Finiten Elementen numerisch zu lo¨sen [11, 78, 36,
55, 89]. Die Singula¨rexponenten, sowie die Winkelfunktionen werden hier als Ei-
genpaare aus einem nicht-linearen Eigenwertproblem berechnet. Diese Methode
ist allgemein anwendbar und erfordert die Betrachtung nur eines reduzierten,
zwei-dimensionalen Problems. Ein weiterer wichtiger Vorteil besteht darin, dass
5dieses reduzierte Problem die singula¨re Ecke nicht mehr entha¨lt, so dass eine
aufwendige Netzverfeinerung nicht erforderlich ist. Die Hauptschwierigkeit dieser
Methode besteht darin, das resultierende nicht-lineare Eigenwertproblem eﬀektiv
zu lo¨sen.
Die im Kapitel 3 vorgestellte Methode fu¨r die Berechnung von Singularita¨ten
in der Lo¨sung linear-elastischer Aufgaben (vgl. auch Dimitrov et al. [29] und
Dimitrov & Schnack [33]) basiert ebenfalls auf Trennung der Variablen mit
anschliessender Galerkin-Petrov FE-Approximation, sie ist daher der drit-
ten Gruppe von Methoden zuzurechnen. Diese Vorgehensweise fu¨hrt zu einem
quadratischen Eigenwertproblem
(P+ λQ + λ2R) d = 0, (1.2)
bei dem eine explizite analytische Darstellung der Matrizen P,Q,R erreicht wird.
Ausserdem haben diese nun eine optimale Struktur, bei der P,R symmetrisch und
Q schief-symmetrisch ist. Diese Formulierung wird somit entscheidende Vorteile
bei der spa¨teren Implementierung und der Wahl eines Auﬂo¨sungsalgorithmus mit
sich bringen.
Quadratische Eigenwertprobleme vom Typ (1.2) rufen in letzter Zeit ein reges In-
teresse in der Numerischen Forschungsgemeinde hervor, da sie oﬀensichtlich mit
vielen praktisch-wichtigen Anwendungen verbunden sind, siehe [81] fu¨r eine ganz
aktuelle U¨bersicht. Auf dem Gebiet der Singularita¨ten wurden hingegen aufgrund
allgemeiner numerischer Schwierigkeiten nur wenige Methoden zur Lo¨sung von
(1.2) vorgeschlagen. Der am weitesten verbreitete Ansatz verwendet einen Bisek-
tionsalgorithmus, um jene Exponenten λ zu ﬁnden, bei denen die Determinante
der Matrix P + λQ + λ2R verschwindet [11, 78, 57, 55]. Dabei muss bei jedem
Bisektionsschritt das Vorzeichen der Determinante zum Beispiel durch eine LU-
Faktorisierung der Matrix berechnet werden. Ein weiterer Nachteil besteht darin,
dass immer nur ein Exponent gleichzeitig berechnet werden kann. Exponenten
ko¨nnen auch “verloren” werden, falls ungu¨nstige Anfangsna¨herungen fu¨r λ be-
nutzt werden. Diese Methode resultiert daher in sehr aufwendigen Berechnungen.
Es sollte ebenfalls erwa¨hnt werden, dass die meisten direkten Faktorisierungs-
techniken wie LU in der Na¨he der Lo¨sung zunehmend instabiler werden, da eine
nahezu singula¨re Matrix faktorisiert werden muss. Eine stabile Faktorisierung wie
SVD erfordert hingegen einen noch gro¨sseren numerischen Aufwand.
Ein weiterer Lo¨sungsansatz besteht darin, das quadratische Problem zuerst zu
linearisieren und das resultierende lineare Eigenwertproblem, welches jedoch die
doppelte Dimension besitzt, anschliessend direkt durch Standardalgorithmen wie
QR zu lo¨sen [36, 42, 88, 89]. Diese Vorgehensweise eignet sich allerdings nur fu¨r
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sehr kleine Systeme, da die urspru¨nglich du¨nnbesetzten FE-Matrizen P,Q,R so
in voll-besetzte Matrizen der doppelten Dimension umgewandelt werden [88, 89].
Ausserdem sind die meisten der berechneten Eigenwerte nicht von Bedeutung, da
nur jene wenige mit einem Realteil kleiner 1.0 gesucht werden. Aus numerischer
Sicht ist diese Methode somit nicht akzeptabel.
Der im Kapitel 3.3 vorgeschlagene Lo¨sungsalgorithmus (vgl. auch Dimitrov et
al. [29, 33]) versucht die beschriebenen Schwierigkeiten zu u¨berwinden. Eine Li-
nearisierungstechnik mit anschliessender Spektraltransformation fu¨hrt zu einem
verallgemeinerten Eigenwertproblem
Au = θBu, (1.3)
welches iterativ nach der Arnoldi-Methode gelo¨st wird. Mit Hilfe dieser Me-
thode werden nur jene wenige Eigenwerte Re(λ) ∈ (−0.5,+1.0) berechnet, die
auch tatsa¨chlich von Interesse sind. Alle Eigenpaare werden ausserdem simul-
tan berechnet, so dass kein Eigenwert verloren werden kann. Hauptvorteil die-
ser Methode ist jedoch die Tatsache, dass die Matrix B−1A fu¨r die Lo¨sung des
Eigenwertproblems nicht explizit gebraucht wird, so dass die Inverse B−1 (die
voll-besetzt ist, auch wenn B eine du¨nn-besetze Bandmatrix ist) nicht berechnet
werden muss und damit die du¨nn-besetze Struktur des urspru¨nglichen Problems
beibehalten werden kann. Die Methode verwendet nur eine direkte Faktorisierung
von P sowie wenige Matrix-Vektor Produkte mit Q,R, um alle Eigenwerte aus
dem Intervall Re(λ) ∈ (−0.5,+1.0), sowie die zugeho¨rigen Eigenvektoren gleich-
zeitig zu berechnen. Ein a¨hnlicher Ansatz wird auch in [3] verfolgt, jedoch wird
dort eine besondere Lo¨sungstechnik angewendet, bei der die Hamilton-Struktur
des Problems erhalten wird.
Ein wichtiger Gesichtspunkt bei der numerischen Berechnung von Singularita¨ten
spielt die Tatsache, dass die Winkelfunktionen Un bei Ecken-Problemen mit
zusa¨tzlichen Kanten nicht glatt sind. Dies kann leicht nachvollzogen werden wenn
man bedenkt, dass die Lo¨sung in der Na¨he der Kante das typische, singula¨re
Ecken-Verhalten eines entsprechenden Problems im R2 in einer Ebene senkrecht
zur Kante aufweisen muss. Deshalb kann eine ausreichende Genauigkeit bei den
Berechnungen von den Winkelfunktionen und den Singula¨rexponenten nur durch
die Anwendung geeigneter Netzverfeinerungsstrategien auf der Basis einer Feh-
lersteuerung erreicht werden. Im Kapitel 3.4 stellen wir einen solchen a-posteriori
Fehlerscha¨tzer sowie den zugeho¨rigen adaptiven Algorithmus fu¨r Netzverfeine-
rung vor (vgl. auch Dimitrov & Schnack [33]). Dieser Ansatz fu¨hrt anschlies-
send zur Implementierung einer h-Methode, deren Eﬃzienz anhand von Bench-
mark-Tests im Kapitel 3.5 eingehend belegt wird.
Im Kapitel 4 werden eine Reihe von praktisch relevanten numerischen Beispie-
7len behandelt, die die Anwendbarkeit der vorgestellten Methode bei Problemen
mit Ecken, Kanten und Rissen illustrieren. Einen besonderen Augenmerk rich-
ten wir dabei auf inhomogene Probleme, bei denen in verschiedenen Teilgebieten
der Struktur unterschiedliche Materialeigenschaften deﬁniert werden (sogenann-
te Komposite). Beru¨cksichtigt werden dabei sowohl isotrope, als auch allgemeine
orthotrope Materialmodelle. Weitere Beispiele ko¨nnen in [29, 33, 30, 31, 32, 34]
gefunden werden.
Kapitel 4 beinhaltet daru¨ber hinaus eine ausfu¨hrliche Untersuchung des Ober-
ﬂa¨chenrissproblems, welches von besonderer Bedeutung ist, da Risse in der Praxis
sehr oft an der Oberﬂa¨che eines Bauteils entstehen. Eine prinzipielle Schwierigkeit
bei der Modellierung solcher Risse stellen bekannte 3D- bzw. Mode-Kopplungs-
eﬀekte dar [21, 19, 28], die an der Rissfront lokal in der Na¨he der Oberﬂa¨che
auftreten und im Rahmen einer ebenen Betrachtung vo¨llig ausser Acht gelassen
werden. Eine daraus resultierende negative Folge ist, dass der in der Bruchmecha-
nik u¨bliche konservative Ansatz fu¨r ra¨umliche Rissprobleme oft nicht aufrechter-
halten werden kann. Der Ursprung dieser Pha¨nomene ist insbesondere unter ge-
mischter (mixed-Mode) Beanspruchung, weitgehend ungekla¨rt [28], unter reiner
Mode-I-Belastung liegen vereinzelt Untersuchungsergebnisse vor [11]. Eine inter-
essante Anwendung von Singularita¨ten in der Bruchmechanik stellt nun die im
Kapitel 5 vorgeschlagene Erkla¨rung dieser Eﬀekte aus Sicht der asymptotischen
Theorie.
Wir beginnen im Kapitel 5.1 mit der Zusammenfassung einiger neuerer Erkennt-
nissen bezu¨glich der Asymptotik von Bruchparametern in der Umgebung einer
Ecke [58, 59]. Auf dieser Basis wird anschliessend das Konzept der starken und
schwachen Singularita¨ten vorgestellt [58], welches in Abha¨ngigkeit des auftreten-
den Ecken-Singula¨rexponenten λ sehr anschaulich das Zusammenspiel von Ecke
und Kante bei einem Oberﬂa¨chenrissproblem (und nicht nur dort) beschreibt. Die
im Rahmen dieses Konzeptes gewonnenen theoretischen Vorstellungen u¨ber das
Verhalten eines Oberﬂa¨chenrisses werden anschliessend im Kapitel 5.2 anhand
von zahlreichen Fallstudien einerseits mit den Ergebnissen numerischer Simula-
tionen und andererseits mit verschiedenen experimentellen Untersuchungen ver-
glichen. Mittels einer solchen detaillierten Gegenu¨berstellung kann nun eine gute
U¨bereinstimmung zwischen den theoretischen Erwartungen und den numerischen
und experimentellen Beobachtungen festgestellt werden. Weitere Einzelheiten zu
diesem Thema ﬁnden sich in Dimitrov et al. [31, 32].
Das letzte Kapitel 6 beinhaltet eine Zusammenfassung der Ergebnisse dieser Ar-
beit. Im Anhang werden schliesslich einige der im Text benutzten Begriﬀe und
Bezeichnungen systematisch eingefu¨hrt und deﬁniert.
Kapitel 2
Problemstellung
Wir geben in diesem Kapitel einige theoretische Hintergru¨nde hinsichtlich dem
Auftreten von Singularita¨ten in der Lo¨sung elastischer Randwertprobleme. Wir
fangen zuna¨chst mit allgemeinen Aussagen u¨ber die Regularita¨t der Lo¨sung an
und verdeutlichen den Zusammenhang zwischen Singularita¨ten und einem asso-
ziierten Spektralproblem anhand des Laplace Operators im R2. Anschliessend
widmen wir uns dem Elastizita¨tsproblem im R3.
2.1 Regularita¨t der Lo¨sung
Es ist aus klassischen Arbeiten u¨ber regula¨re elliptische Randwertprobleme be-
kannt [61], dass die Lo¨sung dem Sobolev‘schen Funktionenraum Hn+2 angeho¨rt,
wenn der Rand des Gebietes und die Koeﬃzienten der Diﬀerentialgleichung ge-
nug glatt (zum Beispiel unendlich oft diﬀerenzierbar) sind und die rechte Seite
aus Hn ist1. Anschaulich gesprochen ha¨ngt also die Regularita¨t der Lo¨sung im
Falle glatter Ra¨nder und Koeﬃzienten nur von der rechten Seite der Diﬀerential-
gleichung ab. Eine wichtige Folgerung ist, dass, falls die rechte Seite ausreichend
glatt ist, der Gradient der Lo¨sung beschra¨nkt bleibt.
Die Ergebnisse dieser Theorie ko¨nnen versta¨ndlicherweise im Falle von irregula¨ren
Gebieten mit nicht ausreichend glatten Ra¨ndern nicht angewendet werden. Die
elliptischen Randwertprobleme in nicht-glatten Gebieten wurden seit der Pio-
nierarbeit von Kondratiev [50] in einer Vielzahl von theoretischen Arbeiten
1Die Definitionen der hier systematisch benutzten Funktionenra¨ume befinden sich im An-
hang.
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behandelt, eine kurze Liste [57, 26, 40, 62, 51, 52], sei hier zum Zwecke der U¨ber-
sicht erwa¨hnt. Dabei bietet das Buch von Leguillon & Sanchez-Palencia
[57], welches wir an dieser Stelle besonders erwa¨hnen mo¨chten, zugleich eine her-
vorragende Einfu¨hrung in die Thematik.
Die Theorie bietet aus heutiger Sicht viele Sa¨tze u¨ber Existenz und Regularita¨t
der Lo¨sung bei verschiedenen Klassen von Problemen. Die Kernfrage lautet dabei
immer, wie sich die Regularita¨t im Falle nicht-glatter Gebiete a¨ndert. Fu¨r die
schwache Lo¨sung eines Problems aus der linearen Elastizita¨tstheorie in einem
polyedrischen Gebiet im R3 gilt nach Grisvard [40] allgemein, dass
u ∈ [HS(Ω)]3 ⊂ [H1(Ω)]3, (2.1)
wobei eine wichtige theoretische Aufgabe darin besteht, fu¨r eine bestimmte Pro-
blemklasse den gro¨sst-mo¨glichen Exponenten S zu ﬁnden, so dass (2.1) gera-
de noch gilt. Die schwache Lo¨sung wird dabei aus energetischen und anderen
Gru¨nden immer a-priori aus H1 angenommen, was jedoch sehr schwache An-
forderungen an ihrer Regularita¨t stellt — im schlimmsten Fall kann diese im R3
sogar unbeschra¨nkt sein, wie leicht aus dem Sobolev’schen Einbettungssatz (sie-
he Anhang) entnommen werden kann. Es sind zwar keine Beispiele von solchen
Singularita¨ten bekannt [33], und fu¨r die meisten praktisch relevanten Probleme
kann
u ∈ [HS(Ω)]3, ∀S < S0, S0 ∈ (3/2, 2] (2.2)
angenommen werden (Satz 4.4.2 und 4.5.1 in [40]), so dass die Lo¨sung in C0 liegt.
Theoretisch kann dies jedoch aufgrund technischer Schwierigkeiten bei gewissen
Problemen mit nicht-Lipschitz-Ra¨ndern nicht nachgewiesen werden [52]. Ob-
wohl eine numerische Untersuchung solcher Probleme sicherlich nicht zum Beweis
irgendwelcher fundamentaler Aussagen beitragen kann, ko¨nnten die hier gewon-
nenen Einsichten erste Ansa¨tze fu¨r weitergehende theoretische Untersuchungen
liefern. Weitere Einzelheiten zu diesem Thema sind in [33] aufgefu¨hrt.
Auch wenn fu¨r die meisten Probleme (2.2) angenommen werden kann, heisst dies
lediglich, dass die Lo¨sung in C0, nicht jedoch in C1 liegt, so dass unendlich grosse
Gradienten auftreten ko¨nnen. Dies ist sogar sehr oft der Fall, insbesondere bei
polygonalen oder polyedrischen Gebieten im R2 und R3, so dass das Abscha¨tzen
von S auch eine wichtige praktische Rolle spielen kann. Insbesondere wa¨ren Kri-
terien fu¨r das Auftreten unbegrenzter Gradienten von grossem Interesse, solche
ko¨nnen jedoch nur in Einzelfa¨llen aufgestellt werden [57].
Die Ergebnisse der allgemeinen Theorie bleiben im gewissen Sinne jedoch unbe-
friedigend, da der Exponent S nur unter besonderen a-priori Annahmen bezu¨glich
den Spektraleigenschaften assoziierter Operatorbu¨ndeln abgescha¨tzt werden kann.
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Diese assoziierten Spektralprobleme ko¨nnen nur in Einzelfa¨llen ohne Schwierig-
keiten gelo¨st werden und stellen insbesondere im R3 ein Problem an fu¨r sich
dar. Im folgenden Kapitel wird anhand des Laplace Operators im R2 der Zu-
sammenhang zwischen Singularita¨ten, Operatorbu¨ndeln und Eigenwertproblemen
verdeutlicht.
2.2 Der Laplace Operator im R2
Es sei Ω = {(r, ϕ) ∈ R2 : r > 0, 0 < ϕ < α} ein ebener Winkelsektor, r, ϕ die
polaren Koordinaten und 0 < α < 2π ein fester Parameter. Wir interessieren uns
fu¨r die Lo¨sung des Randwertproblems
∆u = 0 auf Ω,
u = 0 auf ∂Ω.
(2.3)
Wir wollen fu¨r die Lo¨sung dieses Problems die Methode von Fourier verwenden
und stu¨tzen uns dabei im wesentlichen auf die Arbeiten [57, 52]. Wir suchen die




un(r) sin(λnϕ), λn = nπ/α, (2.4)
welche die Randbedingungen in (2.3) oﬀensichtlich erfu¨llt. Wir wenden ausserdem
einen Separationsansatz an, bei dem die Fourier-Koeﬃzienten un(r) Funktionen
von r sind. Fu¨r die weiteren Berechnungen brauchen wir auch die Darstellung des























un(r)− λ2n un(r) = 0, (2.6)
welche durch die Variablensubstitution
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in eine Diﬀerentialgleichung mit konstanten Koeﬃzienten umgewandelt werden
kann. Deren Lo¨sung ergibt sofort die Fourier-Koeﬃzienten




Damit wa¨re das Problem im Prinzip gelo¨st. Wir sind jedoch nur an solche Lo¨sun-
gen interessiert, deren Energie in einer beliebigen Umgebung
ΩR = {(r, ϕ) ∈ R2 : 0 < r ≤ R, 0 < ϕ < α} (2.9)
des Koordinatenursprungs endlich ist. Wir fordern mit anderen Worten, dass u





u2(r, ϕ) dϕ < +∞ (2.10)
















dϕ < +∞ (2.11)
fu¨r deren Gradient gelten soll — beide mu¨ssen quadratisch integrierbar sein.
Daraus folgen weitere Bedingungen fu¨r die Koeﬃzienten:∫ R
0












r dr < +∞. (2.13)
Aus der sta¨rkeren Forderung (2.13) folgt an = 0, n ≥ 0 und wir haben damit
folgenden Satz bewiesen:






λn sin(λnϕ), λn = nπ/α. (2.14)
Die freien Koeﬃzienten bn mu¨ssen ebenfalls die Bedingung (2.13) erfu¨llen. Sie
werden Spannungsintensita¨tsfaktoren genannt und spielen bei vielen Anwendun-
gen eine wichtige Rolle.
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Der Zusammenhang zwischen Singularita¨ten und einem assoziierten Spektralpro-
blem kann ebenfalls anhand dieses simplen harmonischen Modellproblems stu-












n Un(ϕ) = 0, (2.16)
aus dem entnommen werden kann, dass λn und Un(ϕ) aus (2.15) entsprechend





das zu (2.16) geho¨rende Operatorbu¨ndel, welches polynomial von dem Spektral-
parameter λ abha¨ngt2. Damit ko¨nnen wir folgende Aussage formulieren:
Theorem 2: Die Funktion u(r, ϕ), welche in einer asymptotischen Reihe (2.15)
entwickelt werden kann ist dann und nur dann eine Lo¨sung von (2.3), falls λn
und Un(ϕ) zugeho¨rige Eigenpaare des in (2.17) deﬁnierten Operatorbu¨ndels A(λ)
sind.
Der Beweis kann z.B. in [52], Seite 37, gefunden werden. Mit diesem Satz ist
ebenfalls klar, warum wir in (2.4) gerade Funktionen sin(λϕ) fu¨r die Fourier-
Reihe gewa¨hlt haben — diese sind Eigenfunktionen von A(λ), wie leicht durch
Einsetzen in (2.16) gezeigt werden kann.
Anhand dieses einleitenden Beispiels haben wir verdeutlicht, dass die Untersu-
chung von Singularita¨ten in der Lo¨sung eines Randwertproblems eng mit den
Spektraleigenschaften eines Operatorbu¨ndels A(λ) verbunden ist — die Gro¨ssen
λn, Un(ϕ), welche die asymptotische Reihe der Lo¨sung deﬁnieren, ko¨nnen als Ei-
genpaare eines assoziierten Eigenwertproblems berechnet werden. Leider ist die
Behandlung und insbesondere die Lo¨sung des entsprechenden Spektralproblems
fu¨r den Lame´ Operator im R3 bei weitem nicht so trivial, wie das hier behandel-
te Beispiel. Deshalb ist im allgemeinen eine Formulierung anzustreben, die eine
spa¨tere numerische Approximation des Problems erlauben wu¨rde. Eine solche
Formulierung wird nun im folgenden Kapitel vorgestellt.
2Einige Definitionen zum Thema Operatorbu¨ndeln finden sich im Anhang.
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2.3 Das Elastizita¨tsproblem im R3
Wir kommen nun zu dem eigentlichen Thema dieser Arbeit — dem Elastizita¨ts-
problemen im R3. Wir beginnen unsere Betrachtungen mit einigen Deﬁnitio-
nen, die die einheitliche Behandlung von verschiedenen Problemen mit singula¨rer
Lo¨sung ermo¨glichen sollen.
Sei Ω ⊂ R3 ein beschra¨nktes Gebiet, welches mit dem Kegel
K := {x ∈ R3 : 0 < |x| <∞,x/|x| ∈ S} (2.18)
in eine -Umgebung U O := {x ∈ R3 : 0 < |x| < } des Koordinatenursprungs O
zusammenfa¨llt, so dass
ΩO := K ∩ U O = Ω ∩ U O, (2.19)
siehe Bild 2.1. Wir bezeichnen mit x den Ortsvektor von O zu einem beliebigen
Punkt im Raum und mit S den Schnitt von K mit der Einheitsspha¨re. Den
Rand von S bezeichnen wir mit ∂S, dieser kann entweder glatt sein, oder aber
stu¨ckweise glatt mit N Ecken δi. Im letzteren Fall wird der Kegel K zusa¨tzliche
Kanten
−→
Oδi aufweisen. Es sei an dieser Stelle ausdru¨cklich darauf hingewiesen,
dass keine weiteren Vorgaben fu¨r K gemacht werden, so dass ganz unterschiedliche
Probleme durch geeignete Wahl von S beschrieben werden ko¨nnen, darunter alle
konischen oder polyedrischen Gebiete mit oder ohne zusa¨tzliche Kanten, sowie
diverse Probleme mit Rissen. Die einzige wesentliche Voraussetzung ist, dass das
Gebiet Ω lokal konisch ist, d.h. dass die Geometrie sowie die Materialeigenschaften
innerhalb von U O nur von x/|x| und nicht von |x| abha¨ngen.
Wir betrachten zuna¨chst ein allgemeines, gemischtes Randwertproblem der linea-
ren Elastizita¨t auf Ω:
Lu := DTCD u = f auf Ω,
u = u¯ auf ∂Ω0,
Tu := t(u) = t¯ auf ∂Ω1,
(2.20)
wobei D(∂x, ∂y, ∂z) den symmetrischen Gradientoperator in Matrix-Form
3, C die
Matrix der elastischen Moduli und t die Randspannungen bezeichnen. Wir deﬁ-
nieren mit ∂Ω0 und ∂Ω1 entsprechend den Dirichlet- bzw. Neumann-Teil des
Randes von Ω und nehmen an, dass innerhalb von |x| <  nur homogene Rand-
bedingungen vorgegeben sind, so dass dort u¯ = 0 und t¯ = 0 gilt. Wir bezeichnen
desweiteren mit L den Lame´ Operator und mit T den Randspannungsoperator.
3Matrizen, die im Text aus Gru¨nden der besseren Lesbarkeit nicht explizit definiert werden,
sind im Anhang aufgefu¨hrt.

















Abbildung 2.1: Ko¨rper mit singula¨rem, konischen Punkt O (a).
Kartesische und spha¨rische Koordinaten in O (b).
Da wir eigentlich nur an den lokalen Eigenschaften der Lo¨sung nahe O interessiert
sind, betrachten wir im folgenden ein a¨quivalentes gemischtes Randwertproblem
auf ΩO, bei dem auf dem Transmissionsrand |x| =  solche Dirichlet Randbe-
dingungen uˆ vorgeschrieben werden, die sich aus der Lo¨sung von (2.20) ergeben
wu¨rden, so dass die Lo¨sung dieses Problems lokal mit der Lo¨sung von (2.20)
zusammenfa¨llt und sich daraus keine weiteren Einschra¨nkungen ergeben. Wir de-
ﬁnieren somit
Problem 1: Gesucht ist ein Verschiebungsfeld u = u ex + v ey + w ez, welches
das Lame´-Diﬀerentialgleichungssystem sowie folgende Randbedingungen erfu¨llt:
Lu = f auf ΩO,
u = uˆ auf ΓT ,
u = 0 auf Γ0,
Tu = 0 auf Γ1.
(2.21)
Falls ΩO nicht homogen ist, dann wird C als unabha¨ngig von |x| betrachtet.
Die Dirichlet-, Neumann- und Transmission-Teile des Randes ∂ΩO werden
deﬁniert mit
Γ0 := {x : 0 < |x| < , x/|x| ∈ γ0},





wobei γ0 ∪ γ1 = ∂S, γ0 ∩ γ1 = ∅ entsprechende Teile des Randes ∂S bezeichnen.
Es ist bekannt, dass die lokalen Eigenschaften der Lo¨sung in ΩO durch Betrach-
tung eines Modellproblems auf K untersucht werden ko¨nnen, in welchem nur der
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Hauptteil des Lame´ Diﬀerentialoperators beru¨cksichtigt wird. Dies kann folgen-
dermassen verdeutlicht werden: Da in der Umgebung des Punktes O der Rand
des betrachteten Gebietes irregula¨r ist, erwarten wir dort das Auftreten einer
Randschicht in der Lo¨sung des Randwertproblems, die sich stark von der Lo¨sung
im Inneren des Gebietes Ω unterscheidet. Zur Behandlung dieser Randschicht ist
die Anwendung einer bekannten Technik aus der Sto¨rungstheorie angebracht [22],
bei der durch Einfu¨hrung neuer skalierter Koordinaten y = x/ und nach einem
Grenzu¨bergang → 0 das Gebiet ΩO auf das unbeschra¨nkte Gebiet K “gestreckt”
wird. Anschaulich gesprochen betrachten wir die na¨here Umgebung von O wie mit
einem “Mikroskop” um nur die lokalen Eigenschaften der Lo¨sung zu ermitteln.
Bei dem U¨bergang werden die Diﬀerentialoperatoren ebenfalls transformiert:
Dx, D
2
x, . . . → Dy = Dx, D2y = 2D2x, . . . (2.23)
wobei unter Dx und D
2
x folgende Vektoren zu verstehen sind:
Dx := [∂x1 , . . . , ∂x3] (2.24)
D2x := [∂
2




x1x2, . . . , ∂
2
x2x3 ], (2.25)
und entsprechendes auch fu¨r Dy und D
2




x)u = f auf Ω

O (2.26)





2 f auf ΩO. (2.27)
Nach einem Grenzu¨bergang → 0,ΩO → K ergibt sich oﬀensichtlich ein Modell-
problem
F(D2y)u = 0 auf K, (2.28)
bei dem nur der Hauptteil des Operators F zu beru¨cksichtigen ist und ausserdem
die rechte Seite f verschwindet.
Da der Lame´ Operator L mit seinem Hauptteil u¨bereinstimmt (es treten keine
Ableitungen erster Ordnung auf, so dass Dx = 0) kann das Modellproblem der
linearen Elastizita¨tstheorie wie folgt formuliert werden:
Problem 2: Gesucht wird ein Verschiebungsfeld u = u ex+ v ey +w ez, welches
das Lame´-System und folgende Randbedingungen erfu¨llt:
Lu = 0 auf K,
u = 0 auf ∂K0,
Tu = 0 auf ∂K1,
(2.29)
wobei ∂K0 := {x ∈ ∂K : x/|x| ∈ γ0}, ∂K1 := {x ∈ ∂K : x/|x| ∈ γ1} den
Dirichlet- und Neumann-Teil des Randes ∂K bezeichnen.
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Wie bereits erla¨utert, kann die Lo¨sung von (2.29) in Form einer asymptotischen
Reihe aus einem assoziierten Spektralproblem erhalten werden. Dieses Spektral-
problem ergibt sich durch das Einsetzen eines Verschiebungsansatzes
u(r, θ, ϕ) = rλU(θ, ϕ), (2.30)
in (2.29), wobei die Komponenten des Verschiebungsfeldes immer noch in Rich-
tung von (x, y, z) verstanden werden, so dass der Lame´ Operator nicht in spha¨ri-
sche Koordinaten aufgestellt werden muss. Die Verschiebungskomponenten stel-







im Sinne von zusammengesetzten Funktionen zu verstehen sind, wobei Jˆ
−1
die
Inverse Jakobi-Matrix des U¨bergangs (x, y, z)→ (r, θ, ϕ) bezeichnet.
Durch anwenden des Lame´ Operators L sowie des Randoperators T auf (2.30)
erhalten wir somit
L(∂x, ∂y, ∂z) r
λU(θ, ϕ) = rλ−2Lˆ(∂θ, ∂ϕ;λ)U(θ, ϕ),
T(∂x, ∂y, ∂z) r
λU(θ, ϕ) = rλ−1Tˆ(∂θ, ∂ϕ;λ)U(θ, ϕ),
(2.32)
wobei Lˆ(∂θ, ∂ϕ;λ) und Tˆ(∂θ, ∂ϕ;λ) zwei neue Operatoren bezeichnen, die auf S
bzw. ∂S deﬁniert werden. Damit kommen wir zu
Problem 3: Gesucht ist ein Verschiebungsfeld
U = U(θ, ϕ)ex + V (θ, ϕ)ey +W (θ, ϕ)ez, (2.33)
welches folgende Gleichungen erfu¨llt
Lˆ(λ)U = 0 auf S,
U = 0 auf γ0,
Tˆ(λ)U = 0 auf γ1,
(2.34)
wobei mit γ0 und γ1 der Dirichlet- bzw. Neumann-Teil des Randes ∂S be-
zeichnet wurde.
Der mit (2.34) assoziierte Operator ha¨ngt polynomial vom komplexen Parameter
λ ∈ C ab und wird wie auch im Falle des Laplace Operators Operatorbu¨ndel
genannt. Wir bezeichnen ihn im folgenden mit A(λ). A¨hnliche Ausdru¨cke fu¨r das
Bu¨ndel ko¨nnen durch Anwendung der Mellin Transformation erhalten werden,
siehe dazu [52].
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Die Spektraleigenschaften des Operatorbu¨ndels sind von gro¨sster Bedeutung fu¨r
die spa¨tere numerische Approximation, wir fassen sie deshalb im folgenden Satz
zusammen:
Theorem 3: (Satz 4.1.1 in [52]) Sei A(λ) das zu (2.34) geho¨rende Operatorbu¨n-
del. Dann gelten folgende Aussagen:
1. A(λ) ist ein Fredholm-Operator fu¨r alle λ ∈ C.
2. Das Spektrum von A(λ) besteht aus isolierten Eigenwerten mit endlicher
algebraischer Multiplizita¨t.
3. Falls λ0 ein Eigenwert von A(λ) ist, dann sind dies auch λ¯0,−1−λ0,−1−λ¯0,
wobei die geometrische und algebraische Multiplizita¨t von λ0 und −1− λ¯0
u¨bereinstimmt.
Der Beweis dieses Satzes kann in [52] eingesehen werden.
Wie bereits angedeutet, ist ein zentrales Thema der allgemeinen Theorie von
Randwertproblemen in nicht-glatten Gebieten die Frage nach dem asymptoti-
schen Verhalten der Lo¨sung in der Umgebung eines konischen Punktes. Dies-
bezu¨glich gilt folgender Satz:
Theorem 4: (Satz von Kondratiev, siehe auch Lemma 1.4.4 in [52].) Es sei








λi lnk(r) Uik(θ, ϕ), (2.35)
wobei λi Eigenwerte des Bu¨ndels A(λ) sind und Singula¨rexponenten genannt
werden, Uik die entsprechenden (generalisierten) Eigenvektoren sind und Win-
kelfunktionen genannt werden und Kik Amplituden darstellen und Spannungsin-
tensita¨tsfaktoren genannt werden.
Der Beweis kann z.B. in [52] gefunden werden.
Abschliessend, soll noch die Frage des Interessenbereichs fu¨r die Exponenten λ
diskutiert werden. Wie bereits erwa¨hnt, wird die schwache Lo¨sung u immer a-
priori aus dem Sobolev-Raum [H1(ΩO)]
3 angenommen, da nur jene Lo¨sungen
physikalisch sinnvoll sind, die eine begrenzte elastische Verzerrungsenergie er-
geben. Daraus ergeben sich weitere Beschra¨nkungen fu¨r die Exponenten λ. Die





|u(r, θ, ϕ)|2 sin θ dθ dϕ < +∞, (2.36)










∣∣∣∣ 1r sin θ ∂u∂ϕ
∣∣∣∣2 sin θ dθ dϕ < +∞, (2.37)
wobei wir unter | · | die Euklid’sche Norm eines Vektors verstehen. Unter Be-
achtung der speziellen Form der Lo¨sung u(r, θ, ϕ) = rλU(θ, ϕ) fu¨hrt die sta¨rkere
Forderung (2.37) zu∫ 
0






< +∞ ⇒ 2λ+ 1 > 0. (2.38)
Ausserdem sind wir prinzipiell nur an dem singula¨ren Teil der Lo¨sung interessiert,
bei dem der Gradient unbeschra¨nkt ist. Dies ist oﬀensichtlich gegeben beiRe(λ) <
1, so dass unter Beru¨cksichtigung von (2.38) folgender Bereich fu¨r die Exponenten
λ ∈ C fu¨r die weiteren Berechnungen von Interesse ist:
−0.5 < Re(λ) < 1 (2.39)
An dieser Stelle sollte nochmals unterstrichen werden, dass alle Eigenpaare aus
diesem Intervall eine wichtige Rolle spielen und nicht nur jenes mit der dominan-
ten Singularita¨t. In der linear-elastischen Bruchmechanik zum Beispiel mu¨ssen
im Falle einer mixed-Mode-Belastung alle singula¨ren Moden in einem Bruch-
kriterium beru¨cksichtigt werden [21]. Aus numerischer Sicht kann eine optimale
Konvergenzordnung ebenfalls nur dann erreicht werden, wenn nicht nur die domi-
nante Singularita¨t, sondern alle singula¨re Terme auf geeignete Weise approximiert
werden.
Damit ist der Zusammenhang zwischen den Spektraleigenschaften des Opera-
torbu¨ndels und der Asymptotik der Lo¨sung hinreichend gekla¨rt — die Singula¨rex-
ponenten λi und die Winkelfunktionen Uik ko¨nnen als Eigenpaare von A(λ) be-
rechnet werden. Eine denkbare Vorgehensweise wu¨rde darin bestehen, A(λ) un-
ter Zuhilfenahme der Finite-Diﬀerenzen-Methode zu approximieren und das so
erhaltene diskrete Eigenwertproblem mit geeigneten Mitteln zu lo¨sen [79]. Da
wir jedoch aus Gru¨nden der Flexibilita¨t generell an einer Na¨herung mit Finiten
Elementen interessiert sind, stellen wir im na¨chsten Kapitel eine schwache Formu-





In diesem Kapitel stellen wir zuna¨chst eine schwache Form des urspru¨nglichen
Problems (2.29) vor, die anschliessend als Ausgangspunkt fu¨r eine Approximati-
on nach der Methode der Finiten Elemente benutzt werden kann. Die zugeho¨rige
Galerkin-PetrovMethode ist im Kapitel 3.2 aufgefu¨hrt. Diese Vorgehensweise
liefert ein quadratisches Eigenwertproblem, welches im Kapitel 3.3 mit Hilfe der
Arnoldi-Methode iterativ gelo¨st wird. Die hier verwendete Darstellung des Pro-
blems beruht auf den Arbeiten Dimitrov et al. [29] und Dimitrov & Schnack
[33], Alternativen ﬁndet man in [11, 36, 55, 89]. Ein a¨hnlicher Ansatz zur Lo¨sung
des Eigenwertproblems wird in [3] behandelt.
Im Kapitel 3.4 wird daru¨ber hinaus eine geeignete a-posteriori Fehlersteuerung
mit integrierter adaptiver Netzverfeinerungsstrategie vorgeschlagen (vgl. auchDi-
mitrov & Schnack [33]). Die Eﬃzienz der sich daraus ergebenden h-Methode
wird anschliessend im Kapitel 3.5 anhand von Benchmark-Tests eingehend belegt.
3.1 Schwache Formulierung
Unser Ziel ist nun, das Randwertproblem (2.29) in eine schwache Form zu brin-





3 := {v ∈ [H1(ΩO)]3 : v = 0 auf Γ0 ∪ ΓT}. (3.1)
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ein. Mit den Testfunktionen v ∈ [H10 (ΩO)]3 kann nun wie u¨blich das folgende
Problem deﬁniert werden:
Problem 4: Gesucht ist eine Lo¨sung u ∈ [H1(ΩO)]3, so dass
B(u,v) = 0, ∀v ∈ [H10 (ΩO)]3, (3.2)




σT (u) ε(v) dΩ (3.3)
deﬁniert ist. Die rechte Seite in (3.2) verschwindet, da nur homogene Randbedin-
gungen zu beru¨cksichtigen sind. Der Spannungs- bzw. Verzerrungsvektor
σT := [σx, σy, σz, τxy, τxz, τyz], (3.4)
εT := [εx, εy, εz, 2εxy, 2εxz, 2εyz], (3.5)
entha¨lt alle unabha¨ngigen Komponenten des Spannungs- bzw Verzerrungstensors.
Das mit der obigen Formulierung assoziierte Operatorbu¨ndel la¨sst sich durch die
Einfu¨hrung spezieller Ansatz- und Testfunktionen
u = rλU(θ, ϕ) ∈ [H1(ΩO)]3, (3.6)
v = Φ(r)V(θ, ϕ) ∈ [H10 (ΩO)]3, (3.7)
ableiten [55], wobei Φ(r) eine skalare Funktion mit kompaktem Tra¨ger bezeichnet.
Dies fu¨hrt sofort zum
Problem 5: Gesucht ist eine Funktion U ∈ [H1(S)]3, so dass
Bˆ(U,V;λ) = 0, ∀V ∈ [H10 (S)]3, (3.8)
wobei Bˆ(U,V;λ) polynomial von dem Parameter λ abha¨ngt.
Die Bilinearform Bˆ(U,V;λ) repra¨sentiert somit die schwache Form des Opera-
torbu¨ndels A(λ) — es kann gezeigt werden, dass (λi,Uik) dann und nur dann
Eigenpaare von A(λ) sind, wenn sie auch zugleich schwache Lo¨sungen von (3.8)
darstellen [52].
Eine diskrete Approximation von (3.8) kann leicht durch Finite Elemente erhal-
ten werden, jedoch sollte dafu¨r Bˆ(·, ·) explizit berechnet werden [55]. Wir schla-
gen vor, diesen Schritt zu u¨berspringen und die Diskretisierung unmittelbar auf
die urspru¨ngliche Form (3.2) anzuwenden. Eine Trennung der Variablen kann im
Nachhinein durch das Anwenden speziﬁscher semi-diskreter Basen fu¨r die Ansatz-
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und Testra¨ume erreicht werden, wie wir spa¨ter zeigen werden. Ein wesentlicher
Vorteil dieser Vorgehensweise besteht darin, dass eine explizite analytische Dar-
stellung des diskreten Problems ermo¨glicht wird, was die nachfolgende Implemen-
tierung sehr vereinfacht und die Anwendung eines eﬃzienten Lo¨sungsalgorithmus
gestattet.
3.2 Approximation mit Finiten Elementen
Wir kommen nun zur Finiten-Elemente-Approximation von (3.2). Diese kann
zuna¨chst ganz abstrakt beschrieben werden durch
Problem 6: Gesucht ist eine Lo¨sung uh ∈ Uh ⊂ [H1(ΩO)]3, so dass
B(uh,vh) = 0, ∀vh ∈ Vh ⊂ [H10 (ΩO)]3, (3.9)
wobei Uh = Vh den endlich-dimensionalen Ansatz- bzw. Testraum der Approxi-
mation bezeichnet.
Diese Vorgehensweise, bei der verschiedene Ansatz- und Testra¨ume benutzt wer-
den ist auch als Galerkin-Petrov Methode bekannt.
Wir konstruieren zuna¨chst den Raum Uh und setzen dafu¨r die Diskretisierung von
S in N Dreiecks-Elemente ∆i voraus (Zur Erinnerung: S war die Schnittmenge
von dem Kegel K mit der Einheitskugeloberﬂa¨che). Die Basis wi eines endlich-
dimensionalen Unterraums
H1h(S) := span{ wi(θ, ϕ); i = 1, . . . ,M}, H1h(S) ⊂ [H1(S)]3 (3.10)
kann wie u¨blich so eingefu¨hrt werden, dass wi nur im Knoten (θi, ϕi) gleich 1
ist, ansonsten u¨berall verschwindet und sich wie ein Polynom gegebenen Grades
zwischen den Knoten verha¨lt. Wir bezeichnen dabei mit M die Anzahl der Kno-
ten. In Anlehnung an Satz 4 und unter der Annahme, dass keine logarithmischen
Therme in der Lo¨sung vorkommen, deﬁnieren wir den Raum Uh mit der folgenden
speziﬁschen semi-diskreten Basis
Uh := span{ rλwi(θ, ϕ); i = 1, . . . ,M}. (3.11)




3 enthalten sein muss und somit alle Funktionen v ∈ Vh auf dem
Dirichlet-Teil Γ0 ∪ ΓT des Randes verschwinden mu¨ssen (was von (3.11) nicht
erfu¨llt wird), deﬁnieren wir den Raum Vh mit
Vh := span{ Φ(r)wi(θ, ϕ); i = 1, . . . ,M}, (3.12)
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K Ordnung Ni, i = 1, . . . , K
3 linear N1 = L1, N2 = L2, N3 = L3
6 quadratisch Ni = (2Li − 1)Li, i = 1, . . . , 3
N4 = 4L1L2, N5 = 4L2L3, N6 = 4L1L3
Tabelle 3.1: Formfunktionen fu¨r Dreieckselemente bei unter-
schiedlicher Approximationsordnung.
wobei Φ(r) eine implizit deﬁnierte, skalare Funktion mit kompaktem Tra¨ger
supp(Φ) ⊂ [0, ) (3.13)
bezeichnet. Darin liegt auch die Begru¨ndung der Galerkin-Petrov Methode:
es ist nicht mo¨glich, die Testfunktionen aus dem gleichen Raum wie die An-
satzfunktionen zu wa¨hlen, da diese nicht zu den Dirichlet-Randbedingungen
kompatibel sind.
Wir kommen nun zur expliziten Darstellung der FE-Approximation unseres Pro-
blems. Fu¨r die Verschiebungen lokal in einem Sektor (r, θ, ϕ) ∈ [0, ]×∆i werden
folgende FE-Ansa¨tze gemacht
uhi (r, θ, ϕ) = r
λ N(θ, ϕ)T−1d di,




mit der block-diagonalen Matrix
















welcher alle Verschiebungskomponenten der K Knoten des i-ten Dreieckselements
∆i entha¨lt. r, θ, ϕ bezeichnet dabei ein spha¨risches Koordinatensystem mit Ur-
sprung im singula¨ren Punkt O, und λ den zu ermittelnden Singula¨rexponenten.
Der Vektor
Nˆ = [N1, N2, · · · , NK ] (3.17)
entha¨ltK Formfunktionen, die bezu¨glich der Dreieckskoordinaten L1,2,3(θ, ϕ) (sie-
he [91], Seite 129), wie in Tabelle 3.1 dargestellt, deﬁniert werden ko¨nnen. Die













T = Td [u
i
1, · · · , uiK, vi1, · · · , viK , wi1, · · · , viK ]T . (3.18)
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Es sei nochmals darauf hingewiesen, dass die Verschiebungen immer noch in Rich-
tung der entsprechenden kartesischen Koordinaten (x, y, z) verstanden werden, so
dass fu¨r Spannungen und Verzerrungen spa¨ter keine Tensortransformation vor-
zunehmen ist.
Der Vektor des Verschiebungsgradienten
ghi = [∂xu, ∂yu, ∂zu, . . . , ∂xw, ∂yw, ∂zw]
T , (3.19)
welcher alle Orts-Ableitungen von Verschiebungskomponenten im i-ten Element
entha¨lt, kann aus (3.14) durch Diﬀerentiation berechnet werden:
ghi = r
λ−1 J−1 B T−1d di, (3.20)
wobei die block-diagonalen Matrizen
J−1 = Jˆ−1, Jˆ−1, Jˆ−1, (3.21)













 sin θ cosϕ r−1 cos θ cosϕ −r−1 sinϕ/ sin θsin θ sinϕ r−1 cos θ sinϕ r−1 cosϕ/ sin θ
cos θ −r−1 sin θ 0

 (3.24)
deﬁniert werden ko¨nnen. Fu¨r die partiellen Ableitungen ∂θNˆ und ∂ϕNˆ wurde
dabei die verku¨rzte Notation Nˆθ, Nˆϕ benutzt. Die Matrix Jˆ
−1
bezeichnet die
Inverse der Jakobi-Funktionalmatrix des U¨bergangs
x = r sin θ cosϕ,
y = r sin θ sinϕ,
z = r cos θ,
(3.25)
von kartesischen (x, y, z) in spha¨rische (r, θ, ϕ) Koordinaten, bei dem die Diﬀe-
rentialoperatoren durch
[∂r, ∂θ, ∂ϕ]
T = Jˆ [∂x, ∂y, ∂z]
T (3.26)
transformiert werden. Die Abha¨ngigkeit zwischen den Elementarvolumen in bei-
den Koordinatensystemen ist gegeben durch:
dx dy dz = r2 sin θ dr dθ dϕ. (3.27)
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Die Matrix Jˆ
−1


















 cos θ cosϕ Nˆθcos θ sinϕ Nˆθ














Der Gradientenvektor kann also ausgedru¨ckt werden als
ghi = r
λ−1[F0 + λ F1] T−1d di, (3.31)
wobei
F0 = Fˆ0, Fˆ0, Fˆ0, (3.32)
F1 = Fˆ1, Fˆ1, Fˆ1. (3.33)
Die Verzerrungsvektoren ε(uhi ), ε(v
h
i ) ko¨nnen aus g
h
i durch Umsortierung erhalten
werden:
ε(uhi ) = r
λ−1Tε [F0(θ, ϕ) + λF1(θ, ϕ)]T−1d di, (3.34)








Mit der konstitutiven Gleichung
σ(uhi ) = C ε(u
h
i ) (3.36)
wird die lineare Beziehung zwischen Spannungen und Verzerrungen eingefu¨hrt1.
Die Spannungen σ(uhi ) ergeben sich also zu
σ(uhi ) = r
λ−1CTε [F0(θ, ϕ) + λF1(θ, ϕ)]T−1d di. (3.37)






i bj = 0, ∀bj, j = 1, . . . ,M, (3.38)
1Die Definition der Matrix C fu¨r verschiedene Materialmodelle befindet sich im Anhang.
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T di = 0, (3.39)



























TZF0 sin θ dr dθ dϕ, (3.41)
Z := TTε CTε. (3.42)
Wir erhalten somit das u¨bliche FE-Gleichungssystem, allerdings nun mit ver-
schwindender rechter Seite. Die Summation in (3.39) wird u¨ber N Sektoren Ωi
ausgefu¨hrt. Ausserdem ist das Transponierten-Zeichen wichtig, da Kei nicht sym-
metrisch ist.
Damit wieder eine Trennung der Variablen r und θ, ϕ durchgefu¨hrt werden kann,
ist eine partielle Integration des ersten Terms in (3.41) notwendig:∫ 
0
rλ+1Φ′(r) dr I = [rλ+1Φ(r)]0 I −
∫ 
0






T ZF1 sin θ dθ dϕ. (3.44)
Da Φ(r) einen kompakten Tra¨ger in [0, ) hat, ist der integral-freie Term in (3.43)








[−(λ+ 1)(FT0 + λFT1 )ZF1 +
+ (FT0 + λF
T
1 )ZF0] sin θ dθ dϕ. (3.45)
Das Integral u¨ber r liefert fu¨r alle Sektoren Ωi eine Konstante C. Durch umgrup-







(Ki −Di) + λ(DTi −Di −Mi)− λ2(Mi)
]
, (3.46)























FT0 ZF0 sin θ dθ dϕT
−1
d .
Die Konstante C kann nun geku¨rzt werden und wir erhalten
[












Gleichung (3.48) deﬁniert ein diskretes quadratisches (in Bezug auf λ) Eigenwert-
problem (EWP). Wie spa¨ter noch verdeutlicht werden soll, ist das zugeho¨rige,
lineare EWP nicht symmetrisch, so dass erwartungsgema¨ss komplexe Eigenwerte
λ mo¨glich sind. Es sei in diesem Zusammenhang daran erinnert, dass komplexe
Lo¨sungen fu¨r λ in Spezialfa¨llen bekannt sind [86], im Umkehrschluss verdeutlicht
dies, dass das lineare Eigenwertproblem nicht symmetrisch sein kann.
Der Grund, dass ein nicht-symmetrisches Problem vorliegt, ist darin zu ﬁnden,
dass die diskrete Bilinearform (3.9), von der dieses abgeleitet wurde, weder sym-
metrisch (in Bezug auf uh und vh), noch positiv-deﬁnit ist. Dies mag auf den
ersten Blick recht erstaunlich fu¨r ein Elastizita¨tsproblem sein, ist jedoch die Kon-
sequenz aus der nicht-Eindeutigkeit des gelo¨sten Problems (nur die lokalen Rand-
bedingungen werden erfu¨llt). Ausserdem benutzen wir fu¨r die Approximation eine
Galerkin-Petrov Methode, bei der die Ansatz- und Testra¨ume nicht u¨berein-
stimmen, so dass die Voraussetzungen des Lax-Milgram Satzes nicht erfu¨llt
sind [23]. Die Existenz der Lo¨sung in diesem nicht-symmetrischen Fall wird je-
doch von der Arbeit von Babuska & Aziz [8] sichergestellt.
Bezu¨glich der gesuchten Singula¨rexponenten ist ganz allgemein auch eine Situa-
tion denkbar, bei der die algebraische und die geometrische Multiplizita¨t eines
Eigenwertes nicht u¨bereinstimmt, so dass generalisierte Eigenvektoren auftreten.
In diesem Fall ko¨nnen logarithmische Terme in der Lo¨sung eine Rolle spielen [57],
die bei dem hier vorgestellten Ansatz nicht erfasst werden, so dass die tatsa¨chliche
Lo¨sung “etwas sta¨rker” singula¨r sein wird, als die numerische Approximation.
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3.3 Die Lo¨sung des Eigenwertproblems
Das Ergebnis der bisherigen Betrachtungen war ein diskretes quadratisches Eigen-
wertproblem (3.48). Wir beschreiben nun einen geeigneten Lo¨sungsalgorithmus,
welcher im wesentlichen auf den Arbeiten Dimitrov et al. [29] und Dimitrov
& Schnack [33] beruht. Ein a¨hnlicher Ansatz wird auch in [3] verfolgt, die dort
angewendete spezielle Lo¨sungstechnik beru¨cksichtigt jedoch noch zusa¨tzlich die
Hamilton-Struktur des Problems.
Aus Gleichung (3.48) kann als erstes festgestellt werden, dass die Formulierung
keine besonderen Symmetrien aufweist. Wir streben nun eine Umformung an, die
mo¨glichst viel “Struktur” in das Problem bringen soll, d.h. eine Formulierung,
bei der die darin vorkommenden Matrizen mo¨glichst symmetrisch sind. Fu¨r diese
Umformung kann die Substitution λ = λ¯−1/2 benutzt werden, so dass aus (3.48)
das neue Eigenwertproblem [
P+ λ¯Q+ λ¯2R
]










DT −D]T , (3.51)
R = −M,
erhalten wird. Die Matrizen P,R sind jetzt symmetrisch und die Matrix Q ist
schief-symmetrisch, was zur Reduktion des Rechenaufwands ausgenutzt werden
kann.
Fu¨r die Lo¨sung dieses Eigenwertproblems schlagen wir folgenden Algorithmus
vor. Wir transformieren zuna¨chst (3.50) in ein generalisiertes Eigenwertproblem
mit Hilfe folgender Linearisierung: Wir fu¨hren den neuen Vektor x ein, so dass















wobei I die Einheitsmatrix darstellt.
Fu¨r die Lo¨sung von (3.52) wird ein iteratives Schema auf der Basis der Arnoldi
Methode [73, 60] angewendet. Diese ist fu¨r grosse, strukturierte Matrizen be-
sonders geeignet, da die Komplexita¨t (Anzahl der Rechenoperationen) in diesem
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Fall lediglich bei O(n) und nicht wie u¨blich bei O(n2) liegt. Ausserdem ist der
Speicherplatzbedarf fu¨r die Berechnungen proportional zu 2n · O(k) +O(k2) und
damit relativ gering (k  n bezeichnet die Dimension des Krylov-Unterraums,
n die Dimension von P,Q,R). Eine konkrete Implementierung liegt mit der
FORTRAN-Bibliothek ARPACK vor [60].
Da wir generell nur an den kleinsten Eigenwerten in der Na¨he der imagina¨ren
Achse interessiert sind (oder exakt im Intervall 0 < Re(λ¯) < 1.5), eine schnelle
Konvergenz der Arnoldi-Methode jedoch nur fu¨r die gro¨ssten Eigenwerte zu
erwarten ist (eine generelle Eigenschaft aller Krylov Unterraum Projektionsal-
gorithmen), wird zum Zwecke der Konvergenzbeschleunigung eine Spektraltrans-
formation λ¯ = 1/θ durchgefu¨hrt. Wir multiplizieren Gleichung (3.52) mit λ¯−1 = θ





















In diesem Eigenwertproblem sind nun die Eigenwerte θ mit dem gro¨ssten Real-
teil von Interesse, welche exakt diejenigen sind, die auch eﬀektiv berechnet wer-
den ko¨nnen. Nach Ende der Berechnungen muss natu¨rlich eine Ru¨cksubstitution
durchgefu¨hrt werden, die Eigenvektoren sind hingegen von der Transformation
nicht betroﬀen.
Gleichung (3.53) kann nun in ein Standard-Eigenwertproblem u¨berfu¨hrt werden:
Xdˆ− θdˆ = 0, (3.54)
mit den Bezeichnungen X = B−1A und dˆ = [d,x]T .
Die grundlegende Idee des Arnoldi-Verfahrens besteht darin, in k Schritten aus
einem beliebigen Startvektor y = 0 den sogenannten Krylov-Unterraum
Kk(X,y) := span{y,X1y,X2y, . . . ,Xk−1y}, (3.55)
zu erzeugen und die best-mo¨gliche Na¨herung der Eigenvektoren von X in diesem
Unterraum zu suchen. Wir wenden zuna¨chst die Ritz-Galerkin Methode an
und fordern, dass das Residuum von (3.54) orthogonal zu Kk sein soll:
(Xdˆ− θdˆ)Tw = 0, ∀w ∈ Kk. (3.56)
Dieses Residuum verschwindet somit fu¨r k → ∞, so dass eine Lo¨sung (θ, dˆ)
von (3.56) bei ausreichend grossem k eine Na¨herung fu¨r die Eigenpaare von X
darstellt. Es ist u¨blich, θ als Ritz-Wert und dˆ als Ritz-Vektor zu bezeichnen.
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Aus Stabilita¨tsgru¨nden wollen wir nun annehmen, dass eine ortho-normierte Basis
von Kk vorliegt. Dies kann immer durch einen Gram-Schmidt Orthogonalisie-
rungsalgorithmus erreicht werden und stellt keine prinzipielle Schwierigkeit dar:
Wir nehmen an, dass w1, . . . ,wj bereits ortho-normale Vektoren sind. Die Or-
thogonalisierung von wj+1 la¨sst sich dadurch erreichen, dass zuerst wj+1 = Xwj
berechnet wird und anschliessend folgende Iterationen durchgefu¨hrt werden
wj+1 ← wj+1 − (wTi ,wj+1)wi, ∀i = 1, . . . , j, (3.57)
wobei mit (·, ·) das Skalarprodukt zweier Vektoren bezeichnet wird. Als letztes
kann nun die Normierung vorgenommen werden:
wj+1 ← 1‖wj+1 ‖2
wj+1. (3.58)
Die ortho-normale Basis von Kk sei nun spaltenweise in W abgelegt, so dass
dˆ ∈ Kk als eine Linearkombination
dˆ =Ws (3.59)
berechnet werden kann. Einsetzen von (3.59) in (3.56) liefert
Hks− θs = 0, (3.60)
wobei Hk =W
TXW, eine obere HessenbergMatrix der Ordnung k ist, dessen
Spektrum einen Teil des Spektrums von X approximiert:
σ(Hk) ⊂ σ(X), (3.61)
so dass (3.60) als eine Projektion des urspru¨nglichen Eigenwertproblems ange-
sehen werden kann. Nachdem Hk berechnet wurde, kann ein gewo¨hnlicher QR-
Iterationsalgorithmus
Hk ← QˆHHkQˆ (3.62)
mit einer unita¨ren Matrix Qˆ angewendet werden, bis alle sub-diagonalen Ele-
mente von Hk verschwinden. Die Eigenwerte von Hk beﬁnden sich nun auf der
Hauptdiagonalen.
Diese Methode liefert normalerweise auch bei moderaten Werten von k  n sehr
gute Na¨herungen fu¨r die gro¨ssten Eigenwerte von X. Ein Vorteil ist ebenso, dass
die Eigenvektoren praktisch mitgeliefert werden — sie ko¨nnen ohne nennenswer-
ten Aufwand aus (3.59) berechnet werden. Fu¨r weitere Einzelheiten, insbesondere
was die Implementierung angeht, verweisen wir auf [73, 60].
Fu¨r das Aufstellen des Krylov-Unterraums Kk in (3.55) muss das Produkt z =
B−1Ay mit einer gegebenen rechten Seite y mehrmals berechnet werden. Diese
Aufgabe kann in drei Schritten ohne explizite Berechnung der 2n × 2n Matrix
B−1A durchgefu¨hrt werden:
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2. Lo¨se das Lineare System
Pz1 = w1 (3.64)
bezu¨glich z1.












Damit muss die Inverse B−1 (die im allgemeinen dicht-besetzt ist, auch wenn B
eine Bandmatrix ist) nicht explizit berechnet werden, so dass die du¨nn-besetzte
Struktur des urspru¨nglichen Problems erhalten werden kann. Dies stellt einen
grossen Vorteil im Vergleich zu anderen mo¨glichen Algorithmen dar, insbesondere
was den Speicherplatzbedarf und die Komplexita¨t angeht.
Die hier vorgeschlagene Vorgehensweise besteht also darin, zuna¨chst die drei Ma-
trizen P,Q,R zu berechnen und abzuspeichern und anschliessend den oben be-
schriebenen Arnoldi Algorithmus fu¨r die Berechnung der Eigenwerte anzuwen-
den. Fu¨r nicht allzugrosse Probleme, fu¨r die das ﬁll-in in P bei einer Faktorisie-
rung akzeptabel scheint, wird die gu¨nstigste Alternative sein, einmal vorab eine
LU-Zerlegung von P durchzufu¨hren und anschliessend mehrmals lediglich eine
Ru¨ckeinsetzung bei der Lo¨sung von (3.64) durchzufu¨hren, wenn der Arnoldi Pro-
zess die Berechnung eines Produktes B−1Ay anfordert. Allerdings ist es auch
vorstellbar, dass fu¨r Probleme u¨ber eine gewisse Dimension die mehrmalige kom-
plette Auﬂo¨sung mittels einem iterativen Verfahren die bessere Variante ist. Als
eine Alternative wird deshalb ein vorkonditioniertes Verfahren der konjugierten
Gradienten (PCG) mit einer inkompletten LU-Zerlegung (ILU) als Vorkonditio-
nierer vorgeschlagen, mit dessen Hilfe Gl. (3.64) und damit die Produkte B−1Ay
berechnet werden ko¨nnen [29]. Als konkrete Implementierung von PCG und ILU
wurde die Softwarebibliothek PETSc benutzt [9]. Welche Technik geeigneter ist,
muss in jedem Einzelfall anhand von nummerischen Experimenten entschieden
werden.
Die vorgeschlagene Lo¨sungsmethode braucht somit nur eine direkte bzw. eine
inkomplette Faktorisierung von P, sowie einige wenige Matrix-Vektor-Produkte
mitQ,R, um alle gesuchten Eigenwerte Re(λ) ∈ (−0.5, 1.0) sowie die zugeho¨rigen
Eigenvektoren zu ermitteln.
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3.4 Fehlerscha¨tzung und Adaptivita¨t
Wie bereits erwa¨hnt, sind die Winkelfunktionen Uik in Gl. (2.35) bei Problemen
mit zusa¨tzlichen Kanten nicht glatt. Dass kann leicht nachvollzogen werden, wenn
man bedenkt, dass in diesem Fall das Gebiet S auf der Einheitskugel, welches zur
Berechnung von Uik diskretisiert werden muss, zusa¨tzliche Ecken δi entha¨lt, so
dass es ganz natu¨rlich erscheint, wenn die Lo¨sung in der Na¨he dieser Ecken das
typische, singula¨re Kanten-Verhalten aufweist, welches von der Analyse des ent-
sprechenden 2D-Problems bekannt ist. Deshalb kann eine ausreichende Genauig-
keit bei den Berechnungen der Winkelfunktionen (und der Singula¨rexponenten)
nur durch die Anwendung geeigneter Netzverfeinerungsstrategien auf der Basis
einer Fehlersteuerung erreicht werden.
In diesem Kapitel stellen wir nun einen a-posteriori Fehlerscha¨tzer sowie den zu-
geho¨rigen adaptiven Algorithmus fu¨r Netzverfeinerung vor, welcher anschliessend
in einer h-Methode realisiert wurde. Die folgenden Ausfu¨hrungen basieren auf der
Arbeit Dimitrov & Schnack [33], weitere Vero¨ﬀentlichungen zur Berechnung
von 3D-Eckensingularita¨ten mittels Fehlerscha¨tzung und adaptiver Netzverfeine-
rung sind dem Autor nicht bekannt.
3.4.1 Der A-posteriori Fehlerscha¨tzer
Ein Fehlerscha¨tzer fu¨r die hier behandelten Probleme muss oﬀensichtlich speziell
auf die benutzte semi-diskrete Formulierung zugeschnitten sein, da nur ein Teil
der Lo¨sung (na¨mlich dieser, der ihre Winkelabha¨ngigkeit beschreibt) durch einen
diskreten Ansatz berechnet wird und somit auch einen Beitrag fu¨r den Diskretisie-
rungsfehler leisten kann. In radialer Richtung hingegen wird ein kontinuierlicher
Ansatz vom Typ rλ benutzt, deshalb ﬁndet hier auch keine Diskretisierung statt.
Ein allgemeiner Fehlerscha¨tzer wie der popula¨re ZZ, welcher von Zienkiewicz &
Zhu [92, 93] vorgeschlagen wurde, kann somit nicht direkt angewendet werden.
Wir benutzen hier jedoch die Idee des ZZ — die Mittelwertbildung als Basis fu¨r
Superkonvergenz und formulieren auf dieser Grundlage eine speziﬁsche, fu¨r unse-
re Zwecke geeignete Gro¨sse als Fehlerscha¨tzer. Die Eﬃzienz und Zuverla¨ssigkeit
dieser Technik wurde in vielen Studien besta¨tigt, siehe z.B. [1, 7].
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Sei e = u− uh der Fehler, dessen Energie-Norm wie folgt deﬁniert wird:
‖ e ‖2 :=
∫
Ω




(σ − σh)TC−1(σ − σh) dΩ, (3.66)
wobei wir mit u die genaue Lo¨sung und mit uh deren FE-Approximation bezeich-
nen.
Die zentrale Idee aller auf Superkonvergenz basierenden Fehlerscha¨tzer ist, die
tatsa¨chlichen Spannungen σ in (3.66) durch eine andere Gro¨sse σ∗ zu ersetzen,
welche eine bessere Na¨herung als die FE-Approximation σh darstellt, so dass
σ − σh ≈ σ∗ − σh. (3.67)
Der Fehler kann somit in der Energie-Norm wie folgt berechnet werden:
‖ e ‖2 ≈
∫
Ω
(σ∗ − σh)TC−1(σ∗ − σh) dΩ. (3.68)
Die “gegla¨tteten” Spannungen σ∗ ko¨nnen bezu¨glich θ, ϕ als C0-stetige Funktionen
(sie wa¨ren damit um eine Ordnung bessere Na¨herungen als σh) durch Projizieren
von σh in die Basis (3.10) erhalten werden, in die selbe Basis also, die auch fu¨r
die Approximation der Lo¨sung uh selbst benutzt wurde. Wir fordern somit, dass






Nσ(θ, ϕ) = Nˆ, Nˆ, Nˆ, Nˆ, Nˆ, Nˆ (3.70)
und Nˆ bereits in (3.17) eingefu¨hrt wurde. Der Vektor σ¯∗i beinhaltet K Knoten-
werte der Spannungen in dem i-ten Dreieckselement und somit 6K Komponenten,
die Boole’sche Matrix Tσ hat die Aufgabe, diese in einer geeigneten Form um-
zusortieren.
Es sei nochmals darauf hingewiesen, dass laut Gleichung (3.69) nur ein Teil der
Lo¨sung einen Fehlerbeitrag leistet, dieser na¨mlich, der die Winkelabha¨ngigkeit be-
schreibt, da in radialer Richtung keine Diskretisierung vorgenommen wird, obwohl
in dem kontinuierlichen Ansatz rλ eigentlich nur eine Na¨herung λh des tatsa¨chli-
chen Singula¨rexponenten λ beru¨cksichtigt werden kann. Dieser Ansatz ist, wie
wir im folgenden zeigen werden, die einzige Mo¨glichkeit, erneut eine Trennung
der Variablen durchzusetzen, er wird ebenfalls durch verschiedene numerische
Benchmark-Tests (siehe Kapitel 3.5) besta¨tigt.
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Die Knotenspannungen σ¯∗ ko¨nnen mittels einerRitz-Galerkin Technik anhand
der Forderung, dass das Residuum (σ∗−σh) verschwinden soll wie folgt berechnet
werden: ∫
ΩO
(σ∗ − σh)Tw dΩ = 0, ∀w ∈Wh, (3.71)
wobei der endlich-dimensionale Raum Wh mit
Wh := span{rλ−1 wi(θ, ϕ); i = 1, . . . ,M}, (3.72)
deﬁniert werden kann. Die Gro¨sse wi ist die selbe, wie bereits bei der Approxi-
mation der Verschiebungen in (3.10) deﬁniert.

















−CT [F0 + λF1]T−1d di
]
sin θ dθ dϕ = 0, (3.73)
oder nach Ku¨rzen der Konstante, die sich aus dem r-Integral ergibt























Es ist oﬀensichtlich, dass die separable Form obiger Gleichung (und damit die
Reduzierung der Dimension) nur durch die Annahme (3.69), d.h. durch den selben
Ansatz von σ∗ und σh bezu¨glich r sichergestellt wird.
Das lineare System (3.74) kann durch einen iterativen Algorithmus wie das Ver-
fahren der konjugierten Gradienten (PCG) eﬀektiv gelo¨st werden. Nachdem σ¯∗
berechnet wurde, kann der lokale Elementfehler ‖ e ‖i durch
‖ e ‖2i ≈
∫
Ωi
(σ∗i − σhi )TC−1(σ∗i − σhi ) dΩ, (3.77)
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erhalten und zu dem globalen Fehlerscha¨tzer
‖ e ‖2 =
N∑
i=1
‖ e ‖2i (3.78)
aufsummiert werden.
Schliesslich sei noch vermerkt, dass auch, wenn die numerische Methode zur Be-
rechnung von Singularita¨ten, so wie sie in den Kapiteln 3.2-3.3 beschrieben wur-
de, die Behandlung von allgemeinen Problemen mit inhomogenen Materialeigen-
schaften erlaubt, ist der hier deﬁnierte Fehlerscha¨tzer (3.77) zuna¨chst nur auf
homogene Probleme beschra¨nkt. Die Mittelungstechnik, die die zentrale Idee die-
ses Fehlerscha¨tzers beinhaltet, macht fu¨r ein inhomogenes Problem, bei dem die
Tangentialspannungen am Materialinterface diskontinuierlich sind, keinen Sinn.
Ausserdem ist die Energie-Norm, die fu¨r die Fehlerscha¨tzung eingefu¨hrt wurde, fu¨r
Probleme mit sich stark unterscheidenden Materialkonstanten nicht angebracht,
da das “feste” Untergebiet (dieses mit den gro¨sseren Werten fu¨r die Material-
konstanten) von dem Fehlerscha¨tzer nicht erfasst werden kann. Dies sind jedoch
keine prinzipiellen Schwierigkeiten, so dass fu¨r die Zukunft die Entwicklung ei-
nes Fehlerscha¨tzers angestrebt wird, der die angedeuteten Probleme angemessen
beru¨cksichtigt.
3.4.2 Adaptive Netzverfeinerung
Der im vorhergehenden Kapitel vorgestellte Fehlerscha¨tzer erlaubt die Anwen-
dung eines iterativen Schemas fu¨r adaptive Netzverfeinerung, das im folgenden
skizziert werden soll.




‖uh ‖2 + ‖ e ‖2
, η2 ≈ ‖ e ‖
2
‖uh ‖2 + ‖ e ‖2
. (3.79)
approximiert werden kann. Bei einem optimalen Netz, welches wir anstreben,
wird erwartet, dass der Element-Fehler ‖ e ‖i gleichma¨ssig verteilt und gleich dem
mittleren Fehler ‖ e¯ ‖ ist. Daraus folgt
‖ e ‖2 =
N∑
i=1
‖ e ‖2i = N‖ e¯ ‖2. (3.80)
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Wir nehmen nun an, dass das optimale Netz einen gegebenen relativen Gesamt-
fehler η¯ aufweist, so dass






Unter der Annahme, dass der Fehler proportional zu O(hq) bzw. O(Aq/2) ist, wo-
bei mit h der u¨bliche Netzparameter und mit A die Fla¨che eines Dreieckselements
bezeichnet wurde, kann folgende Beziehung zwischen der momentanen Fla¨che Ai
und der optimalen Fla¨che Aopt,i eines jeden Dreieckselementen aufgestellt werden
‖ e ‖i

















N ‖ e ‖2i
]1/q
Ai, (3.83)
die jedes Dreieckselement nicht u¨berschreiten darf, damit eine quasi-optimale
Netzverfeinerung durchgefu¨hrt werden kann. In dieser Gleichung bezeichnet ‖ e ‖i
den momentanen Elementfehler, η¯ den angestrebten relativen Gesamtfehler, der
bei der na¨chsten Diskretisierung unterschritten werden soll, sowie q die bei die-
ser adaptiven Netzverfeinerung zu erwartende Konvergenzordnung, die a-priori
abgescha¨tzt werden muss.
Daraus ergibt sich ein Schema fu¨r adaptive Netzverfeinerung, welches wie folgt
zusammengefasst werden kann:
1. Gegeben sei der angestrebte relative Gesamtfehler η¯0, sowie eine obere
Schranke fu¨r die Fla¨che der Dreieckselemente A0. Fu¨hre eine uniforme An-
fangstriangulierung des Gebietes durch, so dass keine Elementﬂa¨che gro¨sser
als A0 ist. Scha¨tze die erwartete Konvergenzordnungsrate q.
2. Lo¨se das Problem mit FEM und berechne den Elementfehler ‖ e ‖i nach
(3.77), den Gesamtfehler nach (3.78), sowie den Relativfehler η nach (3.79).
3. Falls der relative Gesamtfehler η gro¨sser ist als η¯0:
(a) Berechne eine obere Schranke Aopt,i fu¨r die neue Fla¨che eines jeden
Elementen nach (3.83). Benutze dazu η¯ = η¯0, falls ein Problem ohne
Kanten vorliegt oder η¯ = 1/2η, falls ein Kantenproblem vorliegt.
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(b) Fu¨hre eine neue Triangulierung durch: Teile jene Elemente, fu¨r die
Ai > Aopt,i gilt in Sub-Elemente, deren Fla¨che na¨herungsweise Aopt,i
ist.
(c) Gehe zu Punkt 2.
Das externe Modul TRIANGLE [76], welches hier fu¨r die Netzgenerierung be-
nutzt wird, erlaubt die Vorgabe einer oberen Schranke fu¨r die Fla¨chen der Sub-
Elemente bei Netzverfeinerung, so dass das obige Schema leicht implementiert
werden kann. Die Sub-Elemente haben garantiert kleinere Fla¨che als die Schran-
ke, ihre tatsa¨chlichen Abmessungen liegen jedoch mo¨glichst nahe daran, so dass
ein quasi-optimales Netz erwartet wird. Mit einem relativ groben homogenen
Ausgangsnetz reicht normalerweise ein Verfeinerungsschritt, um den angestreb-
ten relativen Fehler η¯0 bei Problemen ohne Kanten zu erreichen. Fu¨r Fa¨lle mit
Kanten sind hingegen einige wenige Schritte erforderlich, da bei jedem Verfeine-
rungsschritt nur eine gleichma¨ssige Unterteilung eines Elementen in Sub-Dreiecke
mo¨glich ist. In diesem Fall ist die beste Strategie, die Ha¨lfte des tatsa¨chlichen
Fehlers aus dem vorhergehenden Schritt fu¨r η¯ des folgenden Schritts vorzugeben,
bis η¯0 unterschritten wird. Wie im folgenden Kapitel gezeigt wird, reichen damit
wenige Schritte, um einen Exponenten λ auf sechs und mehr Stellen genau zu
berechnen, auch bei Problemen mit Kanten.
Schliesslich sei darauf hingewiesen, dass aufgrund des Integrationsbereiches alle
absoluten Fehlernormen von der radialen Abmessung  des konischen Gebiets ΩO
abha¨ngig sind. Damit ist nicht sinnvoll, solche absolute Fehlergro¨ssen zu disku-
tieren, bevor nicht ein festes  betrachtet wird. Diese -Wahl beeinﬂusst jedoch
nicht die adaptive Netzverfeinerung: Gl. (3.83) sowie der globale Relativfehler η¯0,
welcher als Abbruch-Kriterium fu¨r den Algorithmus benutzt wird, ha¨ngen nicht
von  ab. In den obigen Ausdru¨cken kann erneut eine Trennung der Variablen vor-
genommen und die Integrale u¨ber r geku¨rzt werden, da das zu diskretisierende
Gebiet S immer auf der Einheitskugel liegt.
3.5 Benchmark-Tests, Konvergenzrate
In diesem Kapitel soll die Implementierung der so vorgestellten Methode auf
Genauigkeit und Eﬃzient untersucht werden. Dazu vergleichen wir die numerische
Lo¨sung mit solchen Problemen, die eine bekannte analytische Lo¨sung besitzen.
Im Falle einer R3-Ecke triﬀt dies nur auf den Kreiskegel zu. Wir untersuchen
deshalb auch zu Testzwecken das Kanten-Problem eines halb-unendlichen Risses

















Abbildung 3.2: Gebiet S, welches fu¨r den Kreiskegel mit
Dirichlet-Randdaten und ξ = 2/3π, ν = 0.3 diskretisiert werden
muss (oben), sowie fu¨r die Berechnungen in Tabelle 3.2 benutzte
Anfangs- und Endtriangulierung dieses Gebietes (unten).
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Abbildung 3.3: Konvergenzrate |λ− λref | ∼ hp fu¨r den Kreiskegel
mit ξ = 2/3π, ν = 0.3 und Dirichlet-Randdaten.







exakt 0.5419604548 ∼ h2.20
Tabelle 3.2: Kleinster Singula¨rexponent λ, sowie zugeho¨riger
Relativfehler fu¨r den Kreiskegel mit ξ = 2/3π, ν = 0.3 und
Dirichlet-Randdaten. Quadratische Approximation mit adapti-
ver Netzverfeinerung. Die im ersten bzw. letzten Schritt benutzte
Diskretisierung ist im Bild 3.2 aufgefu¨hrt.
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im elastischen Raum. Es wird immer eine Diskretisierung mit quadratischen, sub-
parametrischen Dreieckselemente verwendet, sowie eine anschliessende adaptive
Netzverfeinerung, die als h-Methode implementiert wurde. Die Ergebnisse werden
gegebenenfalls mit den Daten einer linearen Approximation mit gleichma¨ssiger
Netzverfeinerung verglichen.
Wir fangen zuerst mit dem Problem einer konischen Nut mit Kreisquerschnitt
(θ, ϕ) ∈ (0, ξ) × (−π,+π) mit homogenen Dirichlet-Daten am Rand θ = ξ
an, Bild 3.1. Es ist bekannt, dass das zugeho¨rige Operatorbu¨ndel im Intervall
Re(λ) ∈ (−0.5, 1.0) exakt drei reelle Eigenwerte besitzt, welche durch das Lo¨sen
einer transzendenten Gleichung berechnet werden ko¨nnen, siehe [13, 53] bzw.
[52], Seite 97ﬀ. Wir nehmen hier als Referenz die sehr genaue, quasi-analytische
Lo¨sung, die von Dr. T. Apel, Universita¨t Chemnitz auf der Basis der in [13]
vorgestellten Methode berechnet wurde.
Aufgrund der vorhandenen Symmetrie muss nur ein-Viertel des Gebietes dis-
kretisiert werden: (θ, ϕ) ∈ (0, ξ) × (0, π/2), Bild 3.2 oben. Die drei Eigenwer-
te werden in unterschiedlichen Rechenschritten mit entsprechenden Symmetrie-
bzw. Antisymmetrie-Randbedingungen in der x-z und der y-z Ebene berech-
net, d.h. die entsprechenden Verschiebungskomponenten an den Ra¨ndern ϕ =
0, ϕ = +π/2 und θ = 0 werden gleich Null gesetzt. Die Randbedingungen am
ku¨nstlichen Rand θ = 0 in den restlichen Richtungen sind im Falle eines homoge-
nen Problems wie hier irrelevant, es ko¨nnen z.B. homogene Neumann Randda-
ten vorgegeben werden, es ko¨nnen jedoch auch Starrko¨rper-Koppelbedingungen
u1 = u2 = · · · = um fu¨r die m Knoten am Pol vorgegeben werden [29].
Zur Abscha¨tzung der Genauigkeit der Methode wurde fu¨r ξ = 120◦, ν = 0.3
die h-Methode mit einer Reihe von adaptiven Verfeinerungsschritten angewen-
det, die Werte des berechneten kleinsten Exponenten λ sind in Tabelle 3.2 auf-
gefu¨hrt. Diese entsprechen einer Lo¨sung, die symmetrisch in der x-z Ebene und
anti-symmetrisch in der y-z Ebene ist. Im Bild 3.2 unten ist die benutzte Diskreti-
sierung im ersten bzw. letzten Schritt des adaptiven Prozesses aufgefu¨hrt. Wie im
Fall eines Problems ohne Kanten zu erwarten, ergab sich eine quasi-gleichma¨ssige
Netzverfeinerung.
Aus Tabelle 3.2 kann entnommen werden, dass λ mit sehr hoher Genauigkeit
berechnet wurde — bei der anfa¨nglichen groben Diskretisierung mit wenigen Ele-
menten wurden zwei, bei der feinsten Diskretisierung acht Stellen des Exponenten
exakt ermittelt. Diese Genauigkeit wurde auch mit einer sehr hohen Konvergenz-
rate von 4.60 erreicht, wie aus Bild 3.3 zu entnehmen ist, d.h. der absolute Fehler
|λ− λref | war proportional zu h4.60. Im Vergleich mit einer linearen Approximati-
on scheint dies eine wesentliche Verbesserung zu sein. Der Wert fu¨r die Konver-
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genzordnung eines linearen Approximationsansatzes h2.12 (Bild 3.3) ist in guter
U¨bereinstimmung mit der theoretischen Abscha¨tzung h2 [4]. Die Verdoppelung
bei quadratischer Approximation scheint plausibel, jedoch existieren hierzu keine
weitergehenden theoretischen Untersuchungen.
Um einen U¨berblick u¨ber die Eﬃzienz der Methode zu bekommen, wurde eine
Serie von Berechnungen am selben Problem mit uniformer Netzverfeinerung und
linearer Approximation durchgefu¨hrt. Der Netzparameter h wurde dabei in jedem
Schritt halbiert. Die fu¨r die Berechnungen des kleinsten Exponenten gebrauchten
Computer-Ressourcen sind in Tabelle 3.3 aufgefu¨hrt.
Wie zu erwarten war, vervierfachte sich die Anzahl der Freiheitsgrade (DOF)
in jedem Schritt na¨herungsweise. Da alle diskreten Probleme in dem Arbeits-
speicher passten, wurde zuna¨chst die Variante getestet, bei der Gleichung (3.64)
durch eine einmalige direkte LU-Faktorisierung mit anschliessender mehrmaliger
Ru¨ckeinsetzung gelo¨st wurde. Wie aus der Tabelle zu entnehmen ist, war diese
Vorgehensweise sehr eﬀektiv — das gro¨sste Problem mit ca. eine Viertelmillion
Freiheitsgraden wurde in knapp 7 Minuten berechnet2, allerdings wurden dafu¨r
auch ca. 770 MB vom Arbeitsspeicher fu¨r die LU-Faktorisierung benutzt. Alle an-
deren Probleme brauchten zwischen 1 Sekunde und knapp 1 Minute, dabei wurde
der gro¨sste Teil der Rechenzeit fu¨r die LU-Faktorisierung benutzt.
Die Tabelle zeigt ausserdem, dass die Variante mit der kompletten PCG-Lo¨sung
von Gleichung (3.64) bei jedem Arnoldi Schritt zwar den erforderlichen Spei-
cherplatzbedarf erheblich verringert (kein ﬁll-in, da keine LU-Faktorisierung), dies
jedoch nur auf Kosten der Rechenzeit — es wurden bis zu 2 Stunden fu¨r die
Berechnungen des gro¨ssten Problems gebraucht. Fu¨r Probleme dieser Gro¨ssen-
ordnung, die in dem Arbeitsspeicher passen, ist demnach die Variante mit der
LU-Zerlegung von P zu bevorzugen. Falls nicht ausreichend Arbeitsspeicher zur
Verfu¨gung steht, kann eine interessante Alternative darin bestehen, zwar die PCG
Variante zu benutzen, bei der ILU-Vorkonditionierung jedoch einen ﬁll-in gege-
benem Grades zuzulassen und zwar so, dass das Problem gerade noch in dem
Arbeitsspeicher passt. In Tabelle 3.3 ist diese Variante mit ILU(0,4,8)+CG be-
zeichnet, damit ist gemeint, dass das Auﬀu¨llen von Matrixeintra¨gen in der nullten,
vierten bzw. achten Generation zugelassen wird. Damit ist ein kontinuierlicher
U¨bergang zwischen der LU und der PCG Variante mo¨glich, so dass eine an die
Problemgro¨sse angepasste Lo¨sungsstrategie gewa¨hlt werden kann.
Die aufwendige PCG-Alternative hat sicherlich damit zu tun (was in den Tests
2Die angegebenen CPU-Zeiten beziehen sich auf einer IBM RS-6000 mit 77 MHz Power-2
Prozessor und 2 GB RAM.




















Abbildung 3.5: Gebiet S, welches fu¨r den halb-unendlichen, ebe-
nen Riss mit Dirichlet-Randdaten und α = π, ν = 0.3 diskreti-
siert werden muss (oben), sowie fu¨r die Berechnungen in Tabel-
le 3.4 benutzte Anfangs- und Endtriangulierung dieses Gebietes
(mitte,unten).
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auch besta¨tigt wurde), dass die unvollsta¨ndige LU-Zerlegung als Vorkonditionie-
rer nicht geeignet ist. Eine interessante Aufgabe fu¨r die Zukunft wu¨rde darin
bestehen, einen an das konkrete Problem angepassten Vorkonditionierer zu ent-
wickeln, welcher die Eﬃzienz der Lo¨sung weiter steigern wu¨rde.
Wir betrachten als na¨chstes den halb-unendlichen ebenen Riss im R3, Bild 3.4.
Obwohl dies ein reines Kantenproblem darstellt (die Kante ist die Rissfront), ist
es als Benchmark fu¨r den Fall nicht-glatter Winkelfunktionen geeignet, da eine
analytische Lo¨sung existiert [85]. Die drei Singula¨rexponenten λ1,2,3 = 0.5 sind die
einzigen nicht-trivialen Lo¨sungen im Intervall Re(λ) ∈ (−0.5, 1.0), diese ha¨ngen
ausserdem nicht von den elastischen Eigenschaften des Problems ab [85].
Aufgrund der Symmetrie kann erneut nur ein Viertel des Problems betrachtet
werden, und das zu diskretisierende Gebiet ist (θ, ϕ) ∈ (0, π/2)× (0, π) mit ent-
sprechenden symmetrischen bzw. anti-symmetrischen Randdaten, Bild 3.4. Der
Riss beﬁndet sich bei (θ, ϕ) ∈ {π/2} × (0, π/2) und wird als ﬁxiert (Dirichlet-
Riss) betrachtet.
Fu¨r die Abscha¨tzung des Fehlers wird erneut eine h-Methode mit adaptiv ver-
feinerten Netzen verwendet, siehe Bild 3.5. Wie im Falle eines Problems mit
Kanten zu erwarten ist, fu¨hrte die adaptive Netzverfeinerung innerhalb weniger
Schritte zu einer starken Konzentration des Netzes in der Umgebung der Kan-
te (die Rissfront). Die Ergebnisse fu¨r den Exponenten λ in Tabelle 3.4 zeigen,
dass diese Konzentration erneut die hohe Genauigkeit der Berechnungen sicher-
stellt — die Exponenten wurden mit bis zu 6 exakte Stellen bei dem feinsten
Netz erhalten. Die Konvergenzrate von h5.8 in Bezug auf |λ− λref | (Bild 3.6) ist
ebenfalls beeindruckend, besonders fu¨r ein Problem mit zusa¨tzlichen Kanten. Im
Bild 3.6 sind ausserdem zum Vergleich Ergebnisse einer linearen Approximati-
on mit gleichma¨ssiger bzw. lokaler a-priori Verfeinerung aufgefu¨hrt, wie sie ohne
Fehlerscha¨tzung und Adaptivita¨t typischerweise erzielt werden. Diese stimmen
gut mit den theoretisch erwarteten Werten fu¨r die Konvergenzrate bei linearer
Approximation u¨berein [4].
Zusammenfassend kann festgestellt werden, dass durch die vorgestellte h-Methode
sehr eﬀektiv Singularita¨ten in der Lo¨sung linear-elastischer Aufgaben berechnet
werden ko¨nnen — Probleme mit bis zu einer Viertelmillion Freiheitsgraden wur-
den in wenigen Minuten gelo¨st, wobei die berechneten Singula¨rexponenten auf
6 und mehr Stellen genau bestimmt werden konnten. Dies gilt dabei sowohl fu¨r
Probleme ohne Kanten, bei denen die Winkelfunktionen glatt sind, als auch fu¨r
Probleme mit zusa¨tzlichen Kanten, bei denen die Winkelfunktionen ebenfalls Sin-
gularita¨ten enthalten.




























Abbildung 3.6: Konvergenzrate |λ − λref | ∼ hp fu¨r den halb-
unendlichen, ebenen Riss mit α = π, ν = 0.3 und Dirichlet-
Randdaten.








exakt 0.5000000000 ∼ h2.87
Tabelle 3.4: Kleinster Singula¨rexponent λ, sowie zugeho¨riger Re-
lativfehler fu¨r den halb-unendlichen, ebenen Riss mit α = π, ν = 0.3
und Dirichlet-Randdaten. Quadratische Approximation mit ad-
aptiver Netzverfeinerung. Die im ersten bzw. letzten Schritt benutz-
te Diskretisierung ist im Bild 3.5 aufgefu¨hrt.
Kapitel 4
Numerische Beispiele
In diesem Kapitel werden einige praktisch-relevante Beispiele von Problemen
mit Singularita¨ten in der Lo¨sung behandelt, darunter auch solche mit inhomo-
genen und anisotropen Materialeigenschaften. Die Singula¨rexponenten und die
Winkelfunktionen werden in Abha¨ngigkeit dieser Materialdaten und geeigneten
geometrischen Parametern berechnet. Diese sowie weitere Beispiele ko¨nnen in
[29, 30, 33, 31, 32, 34] gefunden werden.
Fu¨r die Berechnungen wird typischerweise eine Serie von verfeinerten Netzen
verwendet, bei der der relative Fehler des feinsten Netzes in der Energie-Norm
weniger als 1% betra¨gt. Dies fu¨hrt zu Netzen mit ca. 7000 Freiheitsgraden, die
sehr eﬀektiv mit der LU-Variante des Verfahrens aufgelo¨st werden ko¨nnen. Mit
einem Abbruchkriterium von 10−4 fu¨r den Arnoldi-Prozess (welches kleiner ist
als die erwartete Genauigkeit fu¨r λ und deshalb zur Reduzierung des Rechen-
aufwands verwendet werden kann), sowie 40 fu¨r die Dimension des Krylov-
Unterraums ko¨nnen die ersten 9 Eigenwerte eines Problems normalerweise in nur
einem Arnoldi-Schritt berechnet werden. Diese haben typischerweise 3 exakte
Stellen.
4.1 Der keilfo¨rmige Riss
Wir betrachten zuna¨chst einen ﬂachen Riss mit V-fo¨rmiger Rissfront in R3. Die
Singula¨rexponenten werden als Funktion des O¨ﬀnungswinkels der Rissfront so-
wie der Materialdaten bestimmt. Der Riss beﬁndet sich bei (θ, ϕ) ∈ {π/2} ×
(−α/2,+α/2) und ist spannungsfrei. Aus Gru¨nden der Symmetrie wird nur die
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Abbildung 4.1: Der keilfo¨rmige Riss bei homogenem (oben) und
inhomogenem Material (unten). Die Referenzlo¨sung ﬁndet man in
[37].
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Ha¨lfte des Bereiches (θ, ϕ) ∈ (0, π)× (0, π) diskretisiert (obwohl ein Viertel aus-
reichend wa¨re), damit die selben Netze auch fu¨r den inhomogenen Fall benutzt
werden ko¨nnen, bei dem verschiedene Materialien in den Gebieten θ ∈ (0, π/2)
und θ ∈ (π/2, π) auftreten. Wir benutzen entsprechende Randbedingungen an
den Symmetrieﬂa¨chen.
Im homogenen Fall ha¨ngen die Exponenten nur von der Querkontraktionszahl ν
ab. Im Intervall Re(λ) ∈ (−0.5, 1.0) treten insgesamt drei nicht-triviale λ-Werte
auf (Bild 4.1), die mit den Rissmoden I, II und III assoziiert werden ko¨nnen.
Die Exponenten sind im gesamten α-Bereich und fu¨r alle ν reell und positiv.
Fu¨r kleine Winkel α < π dominieren die Mode-II-Exponenten, fu¨r grosse Winkel
α > π die Mode-III-Exponenten. Fu¨r ν = 0 fallen die Exponentenkurven aller drei
Moden in eine Kurve zusammen, die identisch ist mit der Kurve fu¨r die Mode-I-
Exponenten fu¨r beliebige ν-Werte. Diese Ergebnisse stimmen mit den Daten aus
[37] und [55] gut u¨berein. Sie besta¨tigen ebenfalls die Asymptotik
lim
α→0
λ(α) = 1, lim
α→2π
λ(α) = 0, (4.1)
mit jeweils horizontaler bzw. vertikaler Tangente der Kurven, welche aufgrund
theoretischer U¨berlegungen in [63] abgeleitet wurde.
Im Bild 4.1 sind ebenfalls Ergebnisse fu¨r den inhomogenen Fall aufgefu¨hrt. Wir
betrachten den obigen Riss im (perfekten) Interface zweier Materialien mit ν =
0.3 und E1/E2 = 2 bzw. 10. Da nun keine entsprechende Symmetrie mehr exi-
stiert, ko¨nnen die Moden nicht mit I/II/III bezeichnet werden, sondern lediglich
mit “symmetrisch” bzw. “anti-symmetrisch” in Bezug auf eine Ebene senkrecht
zur Rissebene. Bei einem gewissen Wert fu¨r denWinkel α, der von E1/E2 abha¨ngt,
treﬀen sich die Exponentenkurven der beiden symmetrischen Moden. Ab hier
treten nun zwei konjugiert-komplexe Exponenten mit gleichem Realteil und be-
tragsma¨ssig gleichem Imagina¨rteil auf. Der Realteil ist unabha¨ngig von E1/E2,
der imagina¨re Teil wird mit wachsendem Verha¨ltnis E1/E2 betragsma¨ssig gro¨sser.
Die anti-symmetrische Lo¨sung bleibt anscheinend unberu¨hrt, deren Exponenten
sind dieselben, wie beim homogenen Fall.
4.2 Der Oberﬂa¨chenriss
Wir untersuchen als na¨chstes einen Riss, dessen Front eine freie Oberﬂa¨che des
Ko¨rpers durchsto¨sst. Die dominanten Eigenwerte werden als Funktion des Aus-
trittswinkels und der Materialdaten bestimmt. Dies ist ein besonders wichtiges
praktisches Problem, insbesondere aus Sicht der Bruchmechanik, da viele Risse
















































Abbildung 4.2: Der Oberﬂa¨chenriss, symmetrische (oben) und
anti-symmetrische Lo¨sung (unten). Die Referenz-Lo¨sung ﬁndet man
in [15].
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an der Oberﬂa¨che eines Bauteils beginnen. Die bruchmechanischen Aspekte dieses
Problems werden noch ausfu¨hrlich in Kapitel 5 diskutiert.
Wir betrachten das Gebiet (θ, ϕ) ∈ (0, π) × (0, π), mit einem spannungsfreien
Riss (θ, ϕ) ∈ {π/2} × (0,+α). Die Ebene x − z bildet die freie Oberﬂa¨che. Da
eine Symmetrie in Bezug auf die Rissebene nur im homogenen Fall existiert wird
das ganze Gebiet diskretisiert. Die Ergebnisse fu¨r verschiedene Materialien und
Winkel α sind im Bild 4.2 aufgefu¨hrt.
Bezu¨glich der Rissebene erhalten wir im homogenen Fall eine symmetrische und
zwei anti-symmetrische Lo¨sungen (Moden). Die Exponenten der symmetrischen
Lo¨sung sind fu¨r alle α und ν reell. Die Exponenten der anti-symmetrischen Lo¨sung
sind anfangs ebenfalls reell, ab einem bestimmten Winkel α0(ν) treﬀen sich die
Exponentenkurven beider anti-symmetrischen Lo¨sung jedoch, so dass ab hier zwei
komplex-konjugierte Exponenten mit gleichem Realteil und betragsma¨ssig glei-
chem Imagina¨rteil auftreten. Der reelle Teil ist unabha¨ngig von den Materialei-
genschaften, der Imagina¨rteil wa¨chst betragsma¨ssig fu¨r sinkende ν-Werte und ist
am gro¨ssten fu¨r ν = 0.0.
Die Ergebnisse weisen die Asymptotik
lim
α→0
λ(α) = 1, lim
α→π
λ(α) = 0, (4.2)
fu¨r alle drei Moden auf und stimmen gut mit den Daten aus [59, 15, 11, 78, 36]
fu¨r Teilwerte von α u¨berein. Eine Diskussion hinsichtlich einiger Unterschiede zu
den Ergebnissen in [37] ﬁndet man in [29].
Wir betrachten als na¨chstes einen Oberﬂa¨chenriss mit geneigter Rissebene (Win-
kel zwischen Rissebene und Oberﬂa¨che β) und zusa¨tzlich geneigter Rissfront
(Winkel in der Rissebene zwischen Rissfront und Oberﬂa¨che α), Bild 4.3.
Das Gebiet, welches im θ, ϕ Raum diskretisiert werden muss, ist
(θ, ϕ) ∈ {(0, π/2)× (0, π)} \ {(0, α)× β}. (4.3)
Die Rissﬂanken (θ, ϕ) ∈ (0, α) × β wurden als spannungsfrei betrachtet. Die
Berechnungen wurden mit der adaptiven h-Methode durchgefu¨hrt, so dass fu¨r
den relativen Fehler η¯0 < 1.0% gilt. Konvergenzuntersuchungen haben gezeigt
[31], dass die Singula¨rexponenten damit auf 3 Stellen genau berechnet werden
ko¨nnen. Die Berechnungen fu¨r (α, β) ∈ (π/40, 38π/40)× (π/40, 20π/40) und ν =
0.3 wurden mit einer Sampling-rate von π/40 = 4.5◦ durchgefu¨hrt, ausgewa¨hlte
Ergebnisse sind im Bild 4.3 aufgefu¨hrt.
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Abbildung 4.3: Singula¨rexponenten λ fu¨r den Oberﬂa¨chenriss mit
geneigter Rissebene bzw. Rissfront. Ausgewa¨hlte Ergebnisse fu¨r
40β/π = 1, 5, 10, 15, 20 und α ∈ (π/40, 38π/40). Querkontrakti-
onszahl ν = 0.3.














Abbildung 4.4: Kritische Winkelkombination α, β fu¨r ν = 0.3,
bei der der Singula¨rexponent λ = 0.5. Die Referenzwerte (kleine
Rechtecke) beziehen sich auf [11].
Wie aus den Ergebnissen ersichtlich, treten bis zu vier unterschiedliche Moden
auf, die wir mit Mode I∗ − IV ∗ bezeichnen, so dass Mode I∗ dem kleinsten Sin-
gula¨rexponenten Re(λ) entspricht usw. Die Exponenten fu¨r Mode I∗, II∗ sind fast
im gesamten untersuchten α, β-Bereich reell. Die Ausnahme bilden die grossen
Werte des Winkels α, bei denen komplex-konjugierte Exponenten mit gleichem
Realteil auftreten. Der Betrag des zugeho¨rigen imagina¨ren Teils ist unten rechts
im Bild 4.3 oben aufgefu¨hrt.
Die Moden III∗, IV ∗ treten nur fu¨r α > α0(β) auf. Die Singula¨rexponenten
sind fu¨r kleine Winkel β zwei komplex-konjugierte Werte mit gleichem reellen
Teil, der Imagina¨rteil ist unten rechts im Bild 4.3 unten aufgefu¨hrt. Die Kurve
der Realteile dieser komplexen Exponenten verzweigt sich im weiteren Verlauf bei
einem bestimmten Winkel α1(β), so dass nun zwei verschiedene reelle Exponenten
auftreten. Dies ﬁndet fu¨r grosse β-Werte ausserhalb des Bereiches −0.5 <  (λ) <
1.0 statt, daher ist in diesem Fall im Bild 4.3 unten nur ein reeller Wert aufgefu¨hrt.
Die Kombination (α, β), bei der der Singula¨rexponent gleich 0.5 ist, hat eine be-
sondere Bedeutung fu¨r die Bruchmechanik als Wendepunkt zwischen schwacher
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Abbildung 4.5: Vergleich zwischen den ra¨umlichen Moden eines
Oberﬂa¨chenrissproblems (α = π/2, β = π/2, ν = 0.3) mit den be-
kannten ebenen EVZ-Moden I,II,III. Dargestellt sind die normali-
sierten Verschiebungen von Punkten in der x-y-Ebene (hier die freie
Oberﬂa¨che) die als Ux, Uy, Uz bezeichnet wurden. Die Normalisie-
rung wurde mit dem maximalen Verschiebungswert durchgefu¨hrt,
das Verha¨ltnis zwischen den Normalisierungsfaktoren von Mode II
und III betra¨gt 0.5. ϕ bezeichnet den Winkel zu der positiven x-
Achse.
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und starker Singularita¨t (siehe dazu Kapitel 5). Falls wir α als eine Funktion
von dem Winkel zwischen der Rissebene und der freien Oberﬂa¨che β betrachten,
ha¨ngt der kritische α-Wert von der Querkontraktionszahl ν und natu¨rlich von β
ab. Dieser kritische Winkel αc bei dem Re(λ(αc)) = 0.5 wurde fu¨r ν = 0.3 und
alle Winkel β durch lineare Interpolation aus den Ausgangsdaten berechnet, die
Ergebnisse sind im Bild 4.4 aufgefu¨hrt. Da die Kurven im Bild 4.3 keine aus-
gepra¨gte Kru¨mmung im Bereich Re(λ) ≈ 0.5 aufweisen, wird eine hinreichende
Genauigkeit bei der Interpolation erwartet. Ein Vergleich mit den Ergebnissen
in [11] (dies sind die einzigen anderen, dem Autor bekannten Ergebnissen zu
diesem Problem) besta¨tigt dies — eine gute U¨bereinstimmung kann festgestellt
werden, siehe die markierten Punkte im Bild 4.4. Die Kurven u¨berschneiden sich
bemerkenswerterweise nicht, dies hat zur Folge, dass die Rissausbreitung an der
Oberﬂa¨che immer nur durch die dominante Singularita¨t kontrolliert wird, (vgl.
Kapitel 5).
Da die Moden I∗ − IV ∗ einen ra¨umlichen Zustand repra¨sentieren, ist im allge-
meinen keine U¨bereinstimmung zwischen ihnen und den bekannten Moden I,II,III
des ebenen Verzerrungs- bzw. Spannungszustandes mo¨glich. Obwohl dies plausi-
bel erscheint, wird der Zustand an der Oberﬂa¨che in der Literatur oft als ebener
Spannungszustand (ESZ) bezeichnet. Der ESZ ist jedoch kein Grenzfall eines drei-
dimensionalen Zustands (mit oder ohne Riss), im Unterschied zum ebenen Ver-
zerrungszustand, da er die Kompatibilita¨tsbedingungen nicht erfu¨llt [77]. Ausser-
dem fu¨hrt der ebene Spannungszustand zu unendlichen grossen Verschiebungen
normal zur Oberﬂa¨che, was physikalisch gesehen keinen Sinn ergibt [77].
In vielen Arbeiten wird der Zustand an der Oberﬂa¨che auch als eine Kombinati-
on aus den Moden I/II/III des ebenen Verzerrungszustandes (EVZ) angesehen.
Dies kann im allgemeinen ebenfalls nicht zutreﬀen, da fu¨r einen beliebigen α, β-
Wert keine entsprechende Symmetrie vorhanden wa¨re, die den Vergleich von den
Moden I∗ − IV ∗ mit den ebenen Moden I-III erlauben wu¨rde. Wir erinnern in
diesem Zusammenhang daran, dass die ebenen Moden spezielle Symmetrien hin-
sichtlich der Rissebene und einer Ebene normal zur Rissfront aufweisen: Mode I
ist symmetrisch hinsichtlich beider Ebenen, Mode II ist symmetrisch bezu¨glich
der Ebene normal zur Rissfront aber anti-symmetrisch bezu¨glich der Rissebene
und Mode III ist schliesslich anti-symmetrisch in Bezug auf beide Ebenen. Eine
analoge Symmetrie existiert nur fu¨r den Fall α = π/2, β = π/2. Bild 4.5 zeigt
jedoch, dass auch hier Mode II∗ nichtmit Mode I u¨bereinstimmt (beide sind sym-
metrisch in diesem Fall): Der Verschiebungssprung u¨ber die Rissﬂanken bezu¨glich
Uy suggeriert zwar ein Mode-I-Verhalten, aufgrund der Querkontraktion ist im
ra¨umlichen Fall jedoch auch eine Verschiebung Uz pra¨sent, die im ebenen Fall
fehlt, Bild 4.5. Beide Moden stimmen nur fu¨r ν = 0.0, α = π/2, β = π/2 u¨berein,
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Abbildung 4.6: Vergleich zwischen den ra¨umlichen Moden eines
Oberﬂa¨chenrissproblems (α = π/2, β = π/2, ν = 0.0) mit den be-
kannten ebenen EVZ-Moden I,II,III. Dargestellt sind die normali-
sierten Verschiebungen von Punkten in der x-y-Ebene (hier die freie
Oberﬂa¨che) die als Ux, Uy, Uz bezeichnet wurden. Die Normalisie-
rung wurde mit dem maximalen Verschiebungswert durchgefu¨hrt.
ϕ bezeichnet den Winkel zu der positiven x-Achse.
4.2 Der Oberﬂa¨chenriss 55
Abbildung 4.7: Mode III∗ mit Singula¨rexponent λ = 0.731 ei-
nes Oberﬂa¨chenrissproblems (α = π/2, β = π/2). Querkontrakti-
onszahl ν = 0.0. Die Winkelfunktionen (der Winkelanteil an den




Abbildung 4.8: Die Winkelfunktionen der ersten zwei Moden ei-
nes Oberﬂa¨chenrissproblems mit geneigter Rissebene (α = π/2, β =
π/4, ν = 0.3). Die Winkelfunktionen (der Winkelanteil an den Ver-
schiebungen der Einheitskugeloberﬂa¨che) sind aus verschiedenen
Blickpunkten gezeigt.
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was unsere U¨berlegungen besta¨tigt, Bild 4.6
Eine andere weitverbreitete Meinung beschreibt Mode I∗ als Kombination aus
den EVZ-Moden II und III — der sogenannte “Kopplungseﬀekt” der Moden an
der Oberﬂa¨che. Dies ko¨nnte jedoch ebenfalls nur im Spezialfall α = π/2, β = π/2
richtig sein, da fu¨r andere Winkelkombinationen keine entsprechende Symmetrie
pra¨sent ist. Bild 4.5 zeigt jedoch, dass auch hier dies nicht zutriﬀt: Mode I∗ weist
einen ra¨umlichen Uy-Verschiebungsverlauf auf, welcher an der Oberﬂa¨che nicht
verschwindet, ganz im Gegensatz zu Mode II, auch wenn der Verschiebungssprung
in Uz und Ux eine Kombination aus Mode II und III suggeriert. Dieser Eﬀekt
ist erneut eine Folge der Querkontraktion und verschwindet fu¨r ν = 0.0, siehe
Bild 4.6, so dass nur in diesem Fall die Moden I∗ und II u¨bereinstimmen. Die
Situation fu¨r Mode III∗ ist etwas anders — der Unterschied zu Mode III ist auch
im Falle ν = 0.0 vorhanden, siehe Bild 4.7.
Und schliesslich ist fu¨r den allgemeinen Fall α = π/2, β = π/2 keine entsprechende
Symmetrie pra¨sent, u¨ber die ra¨umlichen Moden mit den ebenen verglichen werden
ko¨nnen. Im Bild 4.8 ist als Beispiel der Fall α = π/2, β = π/4 aufgefu¨hrt: es sind
gleichzeitig Spru¨nge in allen drei Verschiebungskomponenten Ux, Uy, Uz zu sehen,
was wie eine “Kombination” aus allen drei EVZ-Moden I/II/III aussieht.
Im Hinblick auf die obigen Bemerkungen scheint es inkorrekt, die ra¨umlichen
Moden und damit auch den Zustand an der Oberﬂa¨che als eben (EVZ oder ESZ
oder eine Kombination aus EVZ) zu bezeichnen. Die Moden I∗−IV ∗ beschreiben
einen ra¨umlichen Zustand, der von EVZ und ESZ unabha¨ngig ist.
4.3 Inhomogene, anisotrope Probleme
Wir behandeln in diesem Abschnitt einen Keilko¨rper aus zwei Materialien, siehe
Bild 4.9. Den O¨ﬀnungswinkel des Keils bezeichnen wir mit α, das materielle
Interface liegt in der x − y Ebene. Der Keil ist so orientiert, dass er den Raum-
Abschnitt zwischen −α/2 und +α/2 bezu¨glich der positiven x-Achse einnimmt.
Wir benutzen fu¨r die nachfolgenden Berechnungen ein orthotropes Material-
modell mit folgenden Eigenschaften
E1 = 13.8 ∗ 104 MPa, E2 = E3 = 1.45 ∗ 104 MPa,
G12 = G13 = G23 = 0.586 ∗ 104 MPa, (4.4)
ν12 = ν13 = ν23 = 0.21,










Abbildung 4.9: Keil aus zwei Materialien mit dem O¨ﬀnungswinkel
α. Der Winkel ζ deﬁniert die Orientierung der Fasern bezu¨glich der
x-Achse.
welches typisch ist fu¨r einige Graphitfaser-versta¨rkte Komposite. Die Material-
konstanten sind im Materialkoordinatensystem (1, 2, 3) deﬁniert (siehe Anhang).
Wir untersuchen den Eﬀekt unterschiedlicher Faser-Orientierungen und fu¨hren
deshalb den Winkel ζ von der positiven x-Achse zur Faserrichtung 1 ein, wel-
cher eine Drehung um die z-Achse deﬁniert. Folgende Fa¨lle fu¨r [ζ1/ζ2] werden
betrachtet:
• Winkelschicht Laminate fu¨r [±30◦], [±45◦], [±60◦] und alle Winkel α ∈
(0, 2π).
• Kreuzschicht Laminate fu¨r [0◦/90◦], [−30◦/ + 60◦] und alle Winkel α ∈
(0, 2π).
• Ein Vergleich zwischen den Fa¨llen α = π/2 und α = π fu¨r alle Faser-
Orientierungen [±ζ ], ζ ∈ (0, π/2).
4.3.1 Winkelschicht Laminate
Wir betrachten zuna¨chst verschiedene Faser-Orientierungen [±ζ ] in beiden Schich-
ten, ein solches Material wird u¨blicherweise als Winkelschicht Laminat bezeichnet.
Das Gebiet, welches diskretisiert werden muss ist
(θ, ϕ) ∈ (0, π)× (−α/2,+α/2). (4.5)
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Beide Sub-Gebiete mit den unterschiedlichen Faserorientierungen liegen im Win-
kelbereich θ ∈ (0, π/2) und θ ∈ (π/2, π). Es werden homogene Neumann -
Randbedingungen deﬁniert, d.h. der Keil ist spannungsfrei.
Die Exponenten λ fu¨r verschiedene Winkel α und ζ sind im Bild 4.10 oben auf-
gefu¨hrt. Sie sind im gesamten Bereich reell und positiv.
Im Bereich α ∈ (0, π) tritt nur ein Exponent λ < 1 auf, der sehr nahe an 1.0 liegt,
so dass die Singularita¨t relativ schwach ist. Wir bezeichnen die entsprechende
Lo¨sung mit Mode IV ∗. Im Bereich α ∈ (π, 2π) treten jedoch weitere Eigenwerte
auf, zwei davon unmittelbar nach α = π. Die entsprechenden Moden wurden mit
I∗, II∗, III∗ bezeichnet, damit sie nicht mit den bekannten ebenen Moden I,II,III
verwechselt werden, wobei Mode I∗ zu dem kleinsten Singula¨rexponenten geho¨rt
usw. Die Singula¨rexponenten von den Moden I∗, II∗, III∗ sind viel kleiner (und
damit sta¨rker) als die von Mode IV ∗. Deren Wert erreicht ausserdem sehr schnell
0.5, was der Singularita¨t eines Risses entspricht. Diesbezu¨glich ist die scharfe
konkave Kante einer Laminat-Platte genauso gefa¨hrlich wie ein Riss, da sie a¨hnli-
che Spannungsgradienten aufweist, was sicherlich eine hohe Delaminationsgefahr
bedeutet.
Wie aus Bild 4.10 oben ersichtlich, spielt die Faser-Orientierung auch eine wichtige
Rolle — je gro¨sser die Diﬀerenz zwischen den Faserwinkeln in beiden Schichten
ist, desto sta¨rker wird die Singularita¨t. Dies gilt jedoch nicht fu¨r Mode II∗, deren
Exponent ist von der Faserorientierung unabha¨ngig.
Die Winkelfunktionen der Moden I∗ − III∗ fu¨r α = 1.5π, ζ = ±45◦ sind im
Bild 4.11 aufgefu¨hrt. Gezeigt wird die deformierte Einheitskugel (jedem Punkt
der Einheitskugeloberﬂa¨che wurde die berechnete Verschiebung zugeordnet). Die
Verschiebungen wurden ausserdem mit einem Faktor > 1.0 skaliert, damit die
Deformation besser sichtbar wird.
Mode I∗ scheint vor allem eine Verschiebung der Keilﬂa¨chen in entgegengesetz-
ter y-Richtung aufzuweisen, a¨hnlich wie bei einem Mode-I-Riss. Aufgrund der
Anisotropie ist diese Deformation jedoch mit einer gleichzeitigen Verschiebung in
z-Richtung verbunden. Analog a¨hnelt das Verschiebungsfeld von Mode III∗ dem
eines Mode-II-Risses (anti-symmetrische in-plane Verschiebung der Keilﬂa¨chen).
Mode II∗ zeigt eine ausschliessliche z-Verschiebung der Keilﬂa¨chen in entgegen-
gesetzte Richtung und wu¨rde somit einem Mode-III-Riss entsprechen. Dies kann
eine Erkla¨rung fu¨r die Unabha¨ngigkeit des entsprechenden Mode-II∗-Singula¨rex-
ponenten von ζ bedeuten — eine in-plane Variation von ζ kann die reine out-of-
plane Lo¨sung nicht beeinﬂussen.
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Abbildung 4.10: Eigenwerte λ in Abha¨ngigkeit des Keilwinkels α
fu¨r verschiedene Winkelschicht Laminate [±ζ ] (oben) und Kreuz-
schicht Laminate [−ζ1/+ ζ2], ζ1 + ζ2 = π/2 (unten).
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Abbildung 4.11: Winkelfunktionen fu¨r α = 1.5π, ζ = ±45◦. Die
Moden I*/II*/III* entsprechen λ1 = 0.548, λ2 = 0.673 und λ3 =
0.887.
4.3.2 Kreuzschicht Laminate
Analoge Berechnungen wie im vorhergehenden Kapitel wurden auch fu¨r den Fall
sogenannter Kreuzschicht Laminate [0◦/90◦] und [−30◦/+ 60◦] durchgefu¨hrt. Es
wurden ausserdem die selben Netze und Randbedingungen wie auch bei den Win-
kelschicht Laminaten benutzt.
Die berechneten Eigenwerte λ fu¨r verschiedene Winkel α sind im Bild 4.10 unten
aufgefu¨hrt, die Ergebnisse fu¨r [±45◦] sind ebenfalls zum Vergleich angegeben. Die
Exponenten sind erneut reell und positiv im gesamten untersuchten Bereich.
Wie im vorigen Fall existiert fu¨r α ∈ (0, π) nur ein Eigenwert λ < 1. Die Singula-
rita¨t ist relativ schwach. Im Bereich α ∈ (π, 2π) treten drei zusa¨tzliche Eigenwerte
auf, wobei der mittlere mit dem Exponenten des Winkelschicht Problems u¨ber-
einstimmt. Fu¨r α ≈ π ist der kleinste Eigenwert sta¨rker als im Winkelschicht Fall.
Das bedeutet, dass nicht nur die Diﬀerenz in den Faser-Winkeln eine Rolle fu¨r die
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α = π
α = π/2








Abbildung 4.12: Vergleich zwischen den Eigenwerten λ fu¨r das
Kantenproblem (α = π) und dem Eckenproblem (α = π/2) fu¨r
verschiedene Faserorientierungen [±ζ ], Siehe Referenzlo¨sung in [88].
Singularita¨t spielt, sondern auch die relative Faser-Orientierung zur Oberﬂa¨che
des Ko¨rpers.
4.3.3 Vergleich zwischen Ecken- und Kantensingularita¨t
Um die aus praktischer Sicht wichtigen Fa¨lle α = 0.5π bzw. α = π zu stu-
dieren, wurden entsprechende Berechnungen fu¨r ζ ∈ (0, π/2) durchgefu¨hrt. Die
Ergebnisse sind im Bild 4.12 aufgefu¨hrt. Der Fall α = π ist ein typisches zwei-
dimensionales Kantenproblem, mit bekannten numerischen [88] und analytischen
Lo¨sungen [83]. Aus Bild 4.12 kann entnommen werden, dass die Eckensingularita¨t
sta¨rker als die Kantensingularita¨t ist und zwar im gesamten Bereich ζ , auch wenn
beide Singularita¨ten relativ schwach sind (Exponenten nahe an 1.0). Dieses wich-
tige Ergebnis wird durch andere numerische und experimentelle Untersuchungen
besta¨tigt [39, 38], in denen gezeigt worden ist, dass Platten aus Verbundwerk-
stoﬀen eine Tendenz zur Delamination an den Ecken aufweisen ko¨nnen. Dieser
Eﬀekt ist rein drei-dimensional und kann nicht mit den Mitteln der u¨blichen
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ebenen Analyse beru¨cksichtigt werden, die in diesem Fall die Spannungsgradi-
enten unterscha¨tzt. Diese Tatsache zeigt deutlich, dass drei-dimensionale Eﬀekte




Innerhalb der linearen Bruchmechanik (LBM) existiert ein wohldeﬁniertes System
von Konzepten und Methoden zur Behandlung von Bruchvorga¨ngen in rissbehaf-
teten Strukturen. Im Unterschied zu den Ansa¨tzen in der Festigkeitslehre werden
nicht die maximalen Spannungen sondern andere — bruchmechanische — Para-
meter wie der Irwin’sche Spannungsintensita¨tsfaktor (SIF) k, bzw. die Grif-
fith’sche Energiefreisetzungsrate (EFR) G mit einem kritischen Materialkenn-
wert kIc bzw. Gc genannt Bruchza¨higkeit verglichen. Den Hintergrund dazu liefert















und somit nicht die maximalen Spannungen, sondern die “Amplitude” der Sin-
gularita¨t k als Bruchparameter benutzt werden kann. ρ, ϕ bezeichnen hier ein
polares Koordinatensystem mit Ursprung in der Rissspitze und fij die sogenann-
tenWinkelfunktionen, welche die Richtungsabha¨ngigkeit der Spannungsverteilung
beschreiben. Es wird im allgemeinen postuliert, dass Risswachstum einsetzt, falls
f(kI , kII , kIII) > kIc oder
III∑
i=I
Gi > Gc. (5.2)
Aus historischer Sicht wurde dieses Konzept fu¨r ebene Probleme eingefu¨hrt, da
die Behandlung drei-dimensionaler Spannungszusta¨nde zuna¨chst zu komplex er-
schien. Der SIF kI eines Mode-I-Risses, beansprucht durch ein ein-dimensionales
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wobei a die Rissla¨nge deﬁniert. Die dimensionslose Formfunktion Y beschreibt,
wie der Name schon sagt, die Form des Risses (Innenriss, Aussenriss etc.), so
dass eine Reihe von Problemen einfach durch Bestimmung von Y gelo¨st werden
ko¨nnen. Zahlreiche Beispiele hierzu ko¨nnen in Handbu¨chern u¨ber SIFen gefunden
werden [64].
Da sich diese Vorgehensweise als sehr nu¨tzlich herausstellte, war auch deren Er-
weiterung auf drei-dimensionale Probleme nichts unnatu¨rliches. Dazu wurde in
einer Reihe von Arbeiten gezeigt (siehe [47] und die dortige Literaturliste fu¨r ei-
ne U¨bersicht), dass viele ra¨umliche Probleme, einschliesslich der halb-unendliche
Innenriss, der Kreisriss und der Ellipsen-fo¨rmige Riss auf der Basis der ebenen
Theorie behandelt werden ko¨nnen, dass jedoch hier der SIF eine Funktion der














Tatsa¨chlich entspricht dieses Konzept der Ru¨ckfu¨hrung eines ra¨umlichen Pro-
blems auf eine Reihe von 2D-Problemen in Ebenen normal zur Rissfront. Dadurch
konnte auch eine Reihe von ra¨umlichen Risspha¨nomenen anhand einer analytisch
berechneten SIF-Verteilung entlang der Rissfront erfolgreich behandelt werden
[47].
Mit zunehmender Verbreitung von numerischen Berechnungsverfahren wie die
Methode der Finiten Elemente wurde diese Vorgehensweise schliesslich auch auf
Problemen angewendet, die bis dahin nicht analytisch gelo¨st werden konnten,
wie zum Beispiel auf den Oberﬂa¨chenriss. Numerische Studien zur Verteilung
eines Bruchparameters entlang der drei-dimensionalen Rissfront sind heute sehr
verbreitet, wie aus der unu¨berschaubaren Menge von Vero¨ﬀentlichungen dazu
ersichtlich wird [68].
Leider kann die Rissausbreitung in ra¨umlichen Strukturen nicht allgemein auf ebe-
ne Probleme zuru¨ckgefu¨hrt werden, wie bereits anhand der allgemeinen Theorie
elliptischer Randwertprobleme in nicht-glatten Gebieten gezeigt wurde [50, 57, 26,
62, 40, 51]. Dies ist damit zu erkla¨ren, dass bei ra¨umlichen Problemen sogenannte
Ecken auftreten ko¨nnen, in deren Umgebung auch ein ra¨umlicher Spannungszu-
stand herrscht. Ein wichtiges Beispiel dazu ist der Punkt, in dem ein Riss an der
Oberﬂa¨che eines Ko¨rpers endet.
Einerseits herrscht in der Umgebung dieses Punktes ein ra¨umlicher Zustand, an-
dererseits kann die Singularita¨t von der bekannten ebenen Verteilung 1/
√
ρ ab-
weichen [11, 36, 55, 29]. Dies hat zur Konsequenz, dass der SIF hier nicht mehr
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wohldeﬁniert erscheint (es sei daran erinnert, dass der SIF als die Amplitude
einer ganz bestimmten 1/
√
ρ Singularita¨t deﬁniert wurde). Die oben erwa¨hnte
Behandlung von ra¨umlichen Problemen innerhalb der ebenen Theorie war nur
deshalb mo¨glich, weil in sich geschlossene, weit von der Oberﬂa¨che entfernte,
glatte Rissfronten betrachtet wurden, bei denen Ecken nicht auftreten.
Diese Anmerkungen werfen nun oﬀensichtlich die Frage auf, ob die bekannte ein-
parametrige Beschreibung von Bruchvorga¨ngen auch auf Probleme mit Ecken
angewendet werden kann, bei denen eine ganz andere Singularita¨t als 1/
√
ρ vor-
liegt. Wir haben in den vorangegangenen Kapiteln gezeigt, dass der ra¨umliche
Zustand an einer Ecke, a¨hnlich wie der ebene Zustand an einer Kante, mit einer
asymptotischen Reihe beschrieben werden kann, deren Amplituden nun Ecken-
Spannungsintensita¨tsfaktoren (ESIFen) genannt werden. Es wa¨re also denkbar,
diese ESIFen analog zu den SIFen des ebenen Zustandes als Bruchparameter an
Ecken zu benutzen. Eine solche Vorgehensweise wu¨rde jedoch viel zusa¨tzlichen
Aufwand mit sich bringen, da Experimente zur Ermittlung der Bruchza¨higkeit
an Ecken durchgefu¨hrt werden mu¨ssten, und zwar an sehr vielen unterschied-
lichen Ecken-Geometrien, da oﬀensichtlich die ESIFen nicht mit kIc verglichen
werden ko¨nnen (diese ha¨tten sogar eine andere Dimension, da eine andere Span-
nungsverteilung rλ−1 vorliegt).
Die einzig sinnvolle Strategie erscheint somit die bekannten SIFen auch bei Proble-
men mit Ecken zu benutzten und diese in der Umgebung einer Ecke im asymp-
totischen Sinne zu verstehen. Mit anderen Worten: es wird erwartet, dass die
SIF-Asymptotik an einer Ecke das Bruchverhalten dieser Ecke bestimmt. Die-
se Annahme ist keineswegs trivial und sollte durch entsprechende Experimente
veriﬁziert werden.
Anhand des Oberﬂa¨chenriss-Beispiels wird nun in den folgenden Abschnitten ge-
zeigt, wie die Singula¨rexponenten zur Beschreibung des Bruchverhaltens an einer
Ecke benutzt werden ko¨nnen. Darauf aufbauend wird ausserdem belegt, dass die
von der asymptotischen Theorie erwarteten Eﬀekte in sehr guter U¨bereinstim-
mung mit den numerischen und experimentellen Befunden sind.
5.1 Die Asymptotik von Bruchparametern an
einer Ecke
Anhand des Konzeptes von schwachen und starken Singularita¨ten soll in den
nachfolgenden Kapiteln die Frage der Asymptotik des SIFs und der EFR in der
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Umgebung einer Ecke im R3 gekla¨rt werden. Wir beginnen zuna¨chst mit einem
kurzen U¨berblick u¨ber wichtige Ergebnisse der asymptotischen Entwicklung um
Ecken und Kanten und insbesondere u¨ber deren Wechselwirkung bei polyedri-
schen Gebieten.
5.1.1 Asymptotik des Spannungsintensita¨tsfaktors
Wir betrachten einen Riss mit glatter Rissfront in einem homogenen Ko¨rper,
Bild 5.1. Der Riss endet im Punkt O an einer freien Oberﬂa¨che des Ko¨rpers. Wir
interessieren uns fu¨r die Verschiebungsverteilung in der Umgebung der Rissfront
und insbesondere in der Na¨he des Punktes O.
Es ist bekannt [27, 24], dass die Verschiebung in einem beliebigen Punkt P aus
der Umgebung der Rissfront in einer asymptotischen Reihe
u(ρ, ϕ, z) = k(z) ρ1/2 uˆ(ϕ) + urem, (5.5)
bezu¨glich eines zylindrischen Koordinatensystems ρ, ϕ, z entwickelt werden kann.
Das Restglied urem ist von der Ordnung O(ρξ), ξ > 1/2 und bezeichnet die
Summe aller Terme, die schwa¨cher-singula¨r sind als ρ1/2 bezu¨glich ρ fu¨r ein fe-
stes z. Wir weisen darauf hin, dass (5.5) in diesem Fall eine einfachere Struktur
aufweist, als man anhand der generellen Theorie erwarten wu¨rde, so dass keine os-
zillierenden oder logarithmischen Singularita¨ten auftreten [24]. Diese Asymptotik
entspricht fu¨r ein festes z in der Tat der ebenen Theorie und ρ1/2 ist die bekannte
radiale Verteilung der Verschiebungen in einer Ebene normal zur Rissfront im
Punkt O∗. Die Winkelabha¨ngigkeit der Verschiebungen wird durch die Winkel-
funktionen uˆ(ϕ) beschrieben. Der SIF k(z) ist eine Funktion von z und ha¨ngt von
der Position O∗ auf der Rissfront ab. Im allgemeinen ist nichts u¨ber das Verhal-
ten von k(z) und urem(z) bezu¨glich z bekannt, diese Gro¨ssen ko¨nnten somit fu¨r
z → 0, d.h. in der Umgebung des Punktes O unendlich gross werden.
Die Verschiebungen im Punkt P ko¨nnen analog zu (5.5) auch bezu¨glich eines
spha¨rischen Koordinatensystems r, θ, ϕ mit Ursprung in O in eine asymptotische
Reihe entwickelt werden [50, 26]1:
u(r, θ, ϕ) = K rλ U(θ, ϕ) +Urem. (5.6)
Der Punkt O wird hier traditionell als Ecke und die Rissfront als Kante be-
zeichnet. Das Gebiet in der Umgebung von O wird als Kegel betrachtet (alle
1Wir nehmen hier an, dass keine logarithmischen Terme auftreten.










Abbildung 5.1: Geometrische Beziehungen in der Um-
gebung jener Stelle an der Rissfront, an der der Riss eine
freie Oberﬂa¨che des Ko¨rpers durchsto¨sst.
Eigenschaften ha¨ngen nicht von r, sondern nur von θ, ϕ ab) der eine zusa¨tzli-
che Kante (die Rissfront) und einen speziellen Querschnitt besitzt. Wie u¨blich,
bezeichnen wir mit K den ESIF und mit λ den Ecken-Singula¨rexponenten, wel-
cher eine im allgemeinen unbekannte komplexe Zahl ist. Sowohl λ als auch die
Ecken-Winkelfunktionen U ha¨ngen nur von der lokalen Geometrie (dem Winkel,
unter welchem die Rissfront zum Beispiel an der Oberﬂa¨che endet) und nicht von
der Belastung ab. Mit Urem bezeichnen wir erneut ein Restglied der Ordnung
O(rµ), µ > λ, welches schwa¨cher-singula¨r ist als rλ bezu¨glich r. Allerdings ist
wieder nichts u¨ber das Verhalten von U und Urem bezu¨glich θ bekannt, so dass
beide Gro¨ssen fu¨r θ → 0, d.h. in der Umgebung der Rissfront unendlich ansteigen
ko¨nnen.
Da (5.5) und (5.6) zwei asymptotische Entwicklungen derselben physikalischen
Gro¨sse darstellen, kann aus deren Gleichstellung eine Asymptotik fu¨r k(z) ge-




, ρ = z tan(θ) (5.7)
liefert
k(z) z1/2 tan1/2(θ) uˆ(ϕ) + urem = K z
λ cos−λ(θ) U(θ, ϕ) +Urem, (5.8)
so dass das dominante Glied in einer asymptotischen Entwicklung von k(z) wie
folgt angegeben werden kann:
k(z) ∼ K zλ−1/2. (5.9)
Wie aus Gleichung (5.9) ersichtlich, markiert 1/2 einenWendepunkt fu¨r die Asym-
ptotik von k(z) fu¨r z → 0, d.h. in der Umgebung von O: Falls der reelle Teil der
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Ecken-Singularita¨t Re(λ) kleiner als 1/2 ist, wird k(z) fu¨r z → 0 unendlich gross
werden. Dieser Fall wird als stark-singula¨r bezeichnet [58]. Falls Re(λ) > 1/2,
dann wird k(z) fu¨r z → 0 unendlich klein werden; dieser Fall wird als schwach-
singula¨r [58] bezeichnet. Bemerkenswerterweise ha¨ngt dieses Verhalten nur von
der Ecken- und Kantensingularita¨t und somit von der Geometrie und den Mate-
rialeigenschaften, jedoch nicht von der Belastung ab2.
Eine strenge Ableitung der k(z)-Asymptotik (5.9) kann in [26, 27] gefunden
werden. In diesen Arbeiten wird der allgemeinere Fall einer beliebigen Kanten-
Singularita¨t behandelt, da ρ1/2 nur ein Spezialfall fu¨r das Rissproblem im homoge-
nen Ko¨rper darstellt. Wir weisen ausserdem darauf hin, dass die in (5.5) und (5.6)
benutzte Asymptotik im gewissen Sinne unbefriedigend ist, da wie bereits ange-
deutet, weder das Kanten-Restglied urem noch das Ecken-Restglied Urem wirklich
glatt sind. Damit ko¨nnen beide fu¨r z → 0 bzw. θ → 0 stark ansteigen, so dass
die asymptotische Ordnung in (5.5) und (5.6) damit zersto¨rt worden wa¨re. Diese
U¨berlegung bildet den Ausgangspunkt fu¨r weitere, “verbesserte” (aber zugleich
auch weitaus komplexere) Entwicklungen mit glatten Restgliedern [82, 27]. Da
die hier benutzten simplen Zusammenha¨nge jedoch die Wechselwirkung von Ecke
und Kante ausreichend genau illustrieren, verzichten wir an dieser Stelle auf eine
vollsta¨ndige Behandlung dieses Problems und verweisen auf [26, 82, 27].
5.1.2 Asymptotik der Energiefreisetzungsrate
A¨hnlich wie fu¨r den SIF im vorigen Kapitel, la¨sst sich auch eine Asymptotik fu¨r
die Griffith’sche EFR ableiten, indem ein sich ausbreitender Riss als kleine
Sto¨rung eines bereits rissbehafteten Ko¨rpers betrachtet wird und verschiedene
Hilfsmittel aus der Sto¨rungstheorie benutzt werden [57, 58, 54, 59].
Wir betrachten erneut den spannungsfreien Riss mit glatter Rissfront, der im
Punkt O an der freien Oberﬂa¨che eines Ko¨rpers endet, Bild 5.1. Wir bezeichnen
diese Konﬁguration im folgenden als ungesto¨rt. Nachdem der Riss sich in der
Umgebung von O in einer Entfernung  ausgebreitet hat, erhalten wir die gesto¨rte
Konﬁguration.
Nach Leguillon [59] ko¨nnen zwei verschiedene asymptotische Entwicklungen
fu¨r die gesto¨rte Konﬁguration benutzt werden, damit eine Asymptotik fu¨r die
2Eine implizite Abha¨ngigkeit ist dennoch aufgrund spezieller Symmetrien in der Belastung
gegeben, die selektiv Moden mit unterschiedlichen Singularita¨ten anregen kann. Dieser Punkt
wird spa¨ter ausfu¨hrlicher diskutiert.
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EFR G erhalten werden kann: Die erste (a¨ussere) Entwicklung
uε(x) = U0(x) + f1(ε)U
1(x) + . . . ; lim
ε→0
f1(ε) = 0 (5.10)
beschreibt den Zustand im Ko¨rper ausserhalb einer gewissen Umgebung von O.
Die zweite (innere) Entwicklung
uε(y) = F0(ε)V
0(y) + F1(ε)V





ist auf einem Gebiet deﬁniert, welches der Umgebung von O nach einem U¨bergang
zu neuen Koordinaten y = x/ε mit ε→ 0 entspricht. Dieses Gebiet ist oﬀensicht-
lich unendlich gross und beinhaltet eine Risssto¨rung der La¨nge 1.0, mit anderen
Worten wurde die na¨here Umgebung des Punktes O wie mit einem “Mikroskop”
mit 1/ε skaliert, damit das Verhalten einer dort auftretenden Grenzschicht un-
tersucht werden kann. Diese innere Entwicklung ist somit nur in der Umgebung
von O gu¨ltig.
Ausser dem Term
U0(x) = K rλU(θ, ϕ) + . . . , (5.12)
welcher die klassische Lo¨sung eines ungesto¨rten Rissproblems darstellt, mu¨ssen
alle anderen Terme aus den Gleichungen (5.10) und (5.11) anhand von Anpas-
sungsbedingungen (matching conditions) identiﬁziert werden. Diese ko¨nnen aus
der U¨berlegung gewonnen werden, dass beide Entwicklungen in einer Zwischen-
region u¨bereinstimmen mu¨ssen. Nachdem alle Terme in der inneren und a¨usseren
Entwicklung aufgestellt wurden, kann die Griffith’sche EFR fu¨r quasi-statische
Rissausbreitung aus der Diﬀerenz der potentiellen Energien der ungesto¨rten und








K2 K˜ 2λ−1, (5.13)
wobei K den ESIF bezeichnet, K˜ weitere Koeﬃzienten darstellen, die nur von
der Sto¨rung (der Form der Rissverla¨ngerung) abha¨ngen, λ den Ecken-Singula¨rex-
ponenten und  die dimensionslose Rissverla¨ngerung um O bezeichnen.
Wie leicht festgestellt werden kann, markiert 1/2 erneut einen Wendepunkt in
dem Verhalten von G in der Umgebung von O: Re(λ) > 1/2 fu¨hrt zu einer
schwachen Singularita¨t, bei der G → 0, dagegen fu¨hrt Re(λ) < 1/2 zu einer
starken Singularita¨t mit G→∞ [58].






Abbildung 5.2: Rissausbreitung in der Na¨he einer frei-
en Oberﬂa¨che fu¨r starke (a) und schwache (b) Ecken-
Singularita¨t.
5.1.3 Starke und schwache Singularita¨ten
Es ist oﬀensichtlich, dass die Asymptotik, die wir in den vorangegangenen Ab-
schnitten fu¨r den SIF und die EFR in der Umgebung einer Ecke abgeleitet haben,
eine zentrale Rolle fu¨r das Bruchverhalten eines rissbehafteten Ko¨rpers spielen
wird und zwar unabha¨ngig davon, ob der Irwin’sche oder der Griffith’sche
Ansatz benutzt wird. In beiden Fa¨llen markiert 1/2 einen Wendepunkt fu¨r eine
schwache (Re(λ) > 1/2, G → 0, k → 0) bzw. eine starke (Re(λ) < 1/2, G →
∞, k →∞) Singularita¨t [58].
Wir diskutieren nun, welches Verhalten ein Oberﬂa¨chenriss mit einer starken bzw.
schwachen Eckensingularita¨t aufweisen muss.
Nehmen wir an, dass die Risskonﬁguration in der Umgebung von O durchRe(λ) <
1/2 charakterisiert werden kann, dann wird die EFR (bzw. der SIF) fu¨r z → 0
stark ansteigen3. Nahe an O werden beide Bruchparameter einen viel gro¨sseren
Wert als im Ko¨rperinneren annehmen. Eine kleine Last wird daher ausreichend
sein, um lokal einen Rissfortschritt nahe O zu bewirken, Bild 5.2a. Konsequen-
terweise wird sich ein Punkt an der Rissfront in der Na¨he der Oberﬂa¨che fru¨her
ausbreiten als ein Punkt, der sich weiter im Ko¨rperinneren beﬁndet, was zur
A¨nderung der lokalen Rissgeometrie am Punkt O fu¨hren wird. Wie im Kapitel 4
gezeigt wurde (vgl. Bild 4.3), ist ein Anstieg des Singula¨rexponenten Re(λ) die
Folge. Dieser Prozess wird sich solange fortsetzen, bis eine Konﬁguration erreicht
3Falls ein Bruchparameter gegen Unendlich geht, mu¨sste Rissausbreitung fu¨r jede Bela-
stung stattfinden, was nicht beobachtet wird. Eine mo¨gliche Lo¨sung dieses Problems kann in
der Finiten Bruchmechanik gefunden werden, indem angenommen wird, dass das Inkrement
bei Rissausbreitung nicht unendlich klein, sondern endlich ist [58]. In diesem Fall verla¨uft
die Rissausbreitung nicht glatt, sondern geht in kleinen Spru¨ngen vonstatten. Bruchparame-
ter ko¨nnen entsprechend sehr klein bzw. gross werden, mu¨ssen jedoch endlich bleiben [58].
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ist, bei der Re(λ) = 1/2 gilt. Von diesem Moment an besitzt jeder Punkt an der
Rissfront dasselbe Singula¨rverhalten, so dass ein weiterer Rissfortschritt unter
Teilnahme aller Punkte auf der Rissfront selbst-a¨hnlich stattﬁnden kann.
Falls die Risskonﬁguration in der Umgebung von O eine solche ist, bei derRe(λ) >
1/2 gilt, wird die EFR (oder der SIF) fu¨r z → 0 gegen Null streben. In der Um-
gebung von O werden beide Bruchparameter einen viel kleineren Wert aufweisen
als weiter im Inneren des Ko¨rpers. Bei einer ansteigenden Belastung wird solan-
ge keine Rissausbreitung stattﬁnden, bis ein kritischer Zustand im Inneren des
Ko¨rpers erreicht wird, bei dem G > Gc (oder k > kIc) und dort lokales Risswachs-
tum einsetzt. Dies wird erneut die lokale Rissgeometrie nahe O a¨ndern, jedoch
wird sich jetzt ein Punkt der Rissfront im Inneren vor einem solchen an der Ober-
ﬂa¨che ausbreiten, Bild 5.2b. Die so bewirkte A¨nderung des Austrittswinkels der
Rissfront zur Oberﬂa¨che fu¨hrt solange zu sinkenden Re(λ)-Werten (vgl. Bild 4.3),
bis eine Konﬁguration erreicht wird, bei der Re(λ) = 1/2. Von diesem Moment
an nimmt jeder Punkt auf der Rissfront an der Rissausbreitung teil.
Wir wollen noch kurz diskutieren, welches Verhalten von einem Oberﬂa¨chenriss
zu erwarten ist, der fu¨r eine gegebene Risskonﬁguration mehrere Ecken-Moden
besitzt, und zwar sowohl stark- als auch schwach-singula¨re. Wie im Kapitel 4
gezeigt wurde, tritt dieser Fall bei einer allgemeinen Belastung ein, Bild 4.3. Nun
werden fu¨r z → 0 die zu den schwach-singula¨ren Moden geho¨renden Terme in der
asymptotischen Entwicklung von SIF und EFR gegen Null streben, wa¨hrend die
zu den stark-singula¨ren Moden geho¨renden Terme stark ansteigen werden: Die
Rissausbreitung wird fu¨r kleine Lasten zuerst an der Oberﬂa¨che einsetzen, bis
eine kritische Konﬁguration erreicht wird, wie bereits fu¨r den Fall einer einzigen
starken Singularita¨t beschrieben. Falls bei dieser kritischen Konﬁguration nur ei-
ne starke Singularita¨t vorliegt (wie fu¨r den Oberﬂa¨chenriss immer der Fall, siehe
Bild 4.4), wird die weitere Rissausbreitung nahe an O nur von ihr bestimmt. Dies
muss jedoch nicht zwingend fu¨r alle Probleme gelten, da sich die Risskonﬁguration
und somit auch die Singula¨rexponenten gea¨ndert haben: Falls nun mehrere stark-
singula¨re Moden vorliegen, wird zwar der dominante im asymptotischen Sinne
das Verhalten bestimmen, jedoch ko¨nnten die anderen bei einem endlichen, rea-
len Ko¨rper ebenfalls einen Einﬂuss auf die Stabilita¨t der Rissausbreitung haben
(Terme ho¨herer Ordnung).
Eine Konsequenz aus dem beschriebenen Sachverhalt ist, dass eine gleichzeitige
Rissausbreitung aller Punkte auf der Rissfront nicht fu¨r beliebige, sondern nur
fu¨r speziﬁsche, lokale Rissgeometrien mo¨glich ist, na¨mlich solche, bei denen die
Ecken-Singularita¨t exakt 1/2 ist. Diese Annahme wurde zum ersten Mal in ei-
ner fundamentalen Arbeit von Bazant & Estenssoro [11] gea¨ussert, wenn
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auch nicht anhand einer streng abgeleiteten Asymptotik fu¨r die Bruchparame-
ter, sondern aufgrund allgemeiner, energetischer U¨berlegungen. In der erwa¨hn-
ten Arbeit wurde ebenfalls gezeigt, dass der experimentell beobachtete Winkel
zwischen Rissfront und Oberﬂa¨che eines sich ausbreitenden Risses unter Mode-
I-Belastung gut mit den theoretischen Erwartungen u¨bereinstimmt. Im na¨chsten
Abschnitt wollen wir a¨hnliche Ergebnisse auch fu¨r Oberﬂa¨chenrisse unter mixed-
Mode-Belastung zeigen, deren Rissfront bzw. Rissebene nicht senkrecht zur Ober-
ﬂa¨che steht.
5.2 Fallstudien fu¨r den Oberﬂa¨chenriss
In diesem Kapitel stellen wir detaillierte numerische und experimentelle Unter-
suchungen an SEN (single edge notched) Proben mit normaler bzw. geneigter
Kerbebene vor, welche von Dr. F.-G. Buchholz, Fachgruppe Angewandte Me-
chanik (FAM) der Universita¨t Paderborn zur Verfu¨gung gestellt wurden. Die
Ergebnisse werden unter Beru¨cksichtigung von auftretenden 3D- bzw. Mode-
Kopplungseﬀekten in der Na¨he der freien Oberﬂa¨che mit den theoretischen Erwar-
tungen seitens der asymptotischen Theorie verglichen. Die folgenden Ausfu¨hrun-
gen beruhen auf den Arbeiten Dimitrov et al. [31] und Dimitrov et al. [32], in
denen auch weitere Einzelheiten zu diesem Thema gefunden werden ko¨nnen.
Die untersuchten SEN-Proben haben die geometrischen Abmessungen La¨nge l =
260mm, 2le = 240mm, Sta¨rke t = 10mm, Ho¨he w = 60mm und normalisierte
Rissla¨nge4 a/w = 1/3 und wurden unter drei-Punkte-Biegung (3PB) oder vier-
Punkte-Schub (4PS) mit einer Streckenlast von F = 2 kN/mm belastet, siehe
Bild 5.3. Es wurden sowohl normale (β = 90◦) als auch geneigte (β = 45◦, 30◦)
Kerbebenen betrachtet.
Die Verteilung der EFR entlang der Rissfront wurde zuna¨chst anhand einer drei-
dimensionalen numerischen Analyse nach der MVCCI (modiﬁed virtual crack
closure integral) Methode berechnet [72, 20], wobei die tiefe Kerbe in der SEN-
Probe als Riss modelliert wurde. Fu¨r die FE-Diskretisierung mit ca. 30.000 Frei-
heitsgraden wurden nicht-singula¨re Volumen-Elemente mit 6 oder 8 Knoten und
linearem Approximationsansatz benutzt. Das Netz wurde a-priori an der Rissfront
und zur Oberﬂa¨che hin verfeinert. Die zugeho¨rigen Experimente wurden an SEN-
Proben aus durchsichtigem PMMA-Material (Querkontraktionszahl ν ≈ 0.3)
durchgefu¨hrt, so dass die Rissfront bei verschiedenen Etappen der Rissausbrei-
4Die Rissla¨nge stimmt in diesem Fall mit der La¨nge der tiefen Kerbe in der SEN-Probe
u¨berein, da keine Schwingungsanrisse erzeugt wurden.




















Abbildung 5.3: SEN-Probe mit geneigter Rissebene unter drei-
Punkte Biegung (oben), bzw. vier-Punkte Schub (unten).
tung visuell beobachtet werden kann.
5.2.1 Drei-Punkte-Biegung, normale Rissebene
Wir betrachten zuna¨chst eine SEN-Probe mit α = β = 90◦ unter drei-Punkte-
Biegebelastung, Bild 5.3 oben.
Falls an den zur x-y Ebene parallelen Seitenﬂa¨chen der Probe Symmetrie-Rand-
bedingungen deﬁniert werden, herrscht im Probeninneren der ebene Verzerrungs-
zustand (EVZ) und wir erwarten einen konstanten EFR-Wert u¨ber die Rissfront,
welcher mit der zwei-dimensionalen EVZ-Analyse [64] u¨bereinstimmen sollte. Die
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Abbildung 5.4: Deformiertes FE-Modell einer SEN-Probe mit
β = 90◦ unter drei-Punkte-Biegebelastung aus verschiedenen Blick-
winkeln.
Ergebnisse im Bild 5.5 besta¨tigen dies im Rahmen einer numerischen Genauigkeit
von 2%, was ausreichend fu¨r die weiteren Untersuchungen ist.
Als na¨chstes betrachten wir spannungsfreie Randbedingungen an den Seiten-
ﬂa¨chen der Probe, die entsprechende EFR-Verteilung ist ebenfalls im Bild 5.5
dargestellt. Im Probeninneren ist GI na¨herungsweise konstant, weist jedoch einen
Wert auf, der wesentlich ho¨her liegt als der EVZ-Wert. Dies hat zur Konsequenz,
dass die ebene EVZ-Analyse nicht mehr konservativ ist. Ausserdem kann in der
Na¨he der Oberﬂa¨che ein ausgepra¨gter 3D-Eﬀekt beobachtet werden, mit stark
abfallenden GI-Werten fu¨r z/t→ 0.5.
Dieser Eﬀekt ha¨ngt sicherlich mit der Querkontraktion und der fehlenden Verzer-
rungsbehinderung in z-Richtung an der freien Oberﬂa¨che der Probe zusammen
[21, 19]. Diese Auﬀassung wurde anhand einer ganzen Reihe von Untersuchungen
besta¨tigt. So fu¨hrt zum Beispiel die fehlende Verzerrungsbehinderung zu einer
Verwo¨lbung der Oberﬂa¨che nahe zur Rissfront, die im Detail des deformierten
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Abbildung 5.5: EFR-Verteilung u¨ber die Rissfront einer SEN-
Probe mit β = 90◦ unter drei-Punkte-Biegebelastung.
Abbildung 5.6: Gerissene SEN-Probe mit β = 90◦ unter drei-
Punkte-Biegebelastung.
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FE-Netzes im Bild 5.4 oben deutlich sichtbar ist. Ausserdem zeigen Berechnun-
gen fu¨r ν = 0.0 einen konstanten GI-Wert u¨ber die gesamte Rissfront ohne jegliche
Verwo¨lbung der Oberﬂa¨che.
Wir wollen nun diskutieren, wie die beschriebenen Pha¨nomene aus Sicht der asym-
ptotischen Theorie erkla¨rt werden ko¨nnen. Im Falle von Rissebene und Rissfront
normal zur Oberﬂa¨che (α = β = 90◦) ko¨nnen drei verschiedene Ecken-Moden
auftreten, mit entsprechenden Singula¨rexponenten λI∗ = 0.393, λII∗ = 0.548
und λIII∗ = 0.978, siehe Bild 4.3. Mode III
∗ ist sehr schwach-singula¨r und wird
im folgenden nicht weiter beru¨cksichtigt. Aufgrund der symmetrischen Belastung
wird somit nur Mode II∗ (in diesem Fall symmetrisch) angeregt, damit ist das
dominante Glied in der asymptotischen Entwicklung der Verschiebungen von der
Ordnung λII∗ = 0.548. Mode II
∗ weist einen Verschiebungssprung nur bezu¨glich
der Uy-Komponente auf, Bild 4.5, daraus folgt, dass nur die GI-Komponente
der EFR bei den MVCCI-Berechnungen von Null verschieden sein kann [31] (die
Rissschliessungsarbeit ist nur dann ungleich Null, falls eine relative Verschiebung
der Rissﬂanken in einer bestimmten Richtung auftritt). Obwohl die Bezeichnung
Gx,y,z uns fu¨r die EFR-Verteilung um eine Ecke angebrachter erscheint, behal-
ten wir die traditionelle Notation GI,II,III aus Gru¨nden der Kompatibilita¨t bei.
Entsprechend dem Konzept der starken und schwachen Singularita¨t ist also fu¨r
z/t→ 0.5 eine verschwindende GI-Komponente der EFR zu erwarten (schwache
Singularita¨t fu¨r λII∗ = 0.548). Der tatsa¨chliche Wert an der Oberﬂa¨che kann
im Rahmen einer numerischen Analyse natu¨rlich nicht erreicht werden: Weitere
Untersuchungen mit zusa¨tzlicher Netzverfeinerung in z-Richtung haben jedoch
gezeigt, dass der GI-Wert fu¨r z/t = 0.5 weiter abfa¨llt, so dass im Grenzfall, exakt
wie erwartet, ein verschwindender Wert vermutet werden kann.
Die Spur der Winkelfunktion von Mode II∗ an der Oberﬂa¨che (siehe Bild 4.5)
zeigt ausserdem, dass der oben erwa¨hnte Verwo¨lbungseﬀekt ebenfalls erkla¨rt wer-
den kann — beim ra¨umlichen Mode II∗ verschwinden die Verschiebungen in z-
Richtung na¨mlich nicht, im Unterschied zum ebenen Mode I. Nur fu¨r ν = 0.0
stellt sich ein solcher Zustand ein, der einer Mode-I-Risso¨ﬀnung entspricht, siehe
Bild 4.6 oben. Darum wurden bei den numerischen Untersuchungen fu¨r ν = 0.0
auch konstante GI-Werte u¨ber die Rissfront und keine Verwo¨lbung festgestellt.
In einem entsprechenden Experiment konnte die Entwicklung einer charakteri-
stisch gekru¨mmten Rissfront beobachtet werden, bei der die Punkte der Rissfront
nahe zur Oberﬂa¨che hinter denen im Inneren blieben, Bild 5.6. Dieses Verhalten
entspricht somit exakt der berechneten GT Verteilung und der Deutung seitens
der asymptotischen Analyse. Der beobachtete stumpfe Winkel zwischen Rissfront
und Oberﬂa¨che stimmt dabei mit dem erwarteten kritischen Wert von α ≈ 101◦
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fu¨r β = 90◦ (Bild 4.4) gut u¨berein. A¨hnliche Ergebnisse wurden auch in [11]
dokumentiert.
5.2.2 Drei-Punkte-Biegung, geneigte Rissebene
Als na¨chstes soll die SEN-Probe mit geneigter Rissebene (β = 45◦) unter drei-
Punkte-Biegung untersucht werden, Bild 5.3 oben. In diesem Fall sind nicht nur
Mode I, sondern auch Mode III Deformationen aufgrund der Neigung der Ris-
sebene zu erwarten. Als eine erste Abscha¨tzung kann das Problem eines geneigten
halb-unendlichen Risses im elastischen Raum unter einachsiger Zug-Belastung σ0
verwendet werden, die entsprechenden SIF-Werte ko¨nnen mit kI = σ0
√
πa sin2 β
und kIII = σ0
√
πa sin β cosβ angegeben werden [69].
Die Ergebnisse fu¨r die EFR-Verteilung beﬁnden sich im Bild 5.7. Im Inneren der
Probe sind GI , GIII anna¨hernd konstant, jedoch ist das Verha¨ltnis GIII/GI ≈ 0.5.
Fu¨r z/t > 0.25 sinkt GI kontinuierlich, wa¨hrend GIII ansteigt. Die MVCCI-
Analyse zeigt ausserdem auch einen lokalen Mode-II-Zustand, der sich in ent-
sprechenden GII-Werten niederschla¨gt. Diese GII-Werte steigen bemerkenswer-
terweise fu¨r z/t→ 0.5 stark an.
Man ko¨nnte nun geneigt sein, den Eﬀekt sinkender GI-Werte damit zu erkla¨ren,
dass das Biegemoment, welches hauptsa¨chlich zur Belastung beitra¨gt, in der Mit-
te der Probe (y = 0) maximal ist und nach Aussen hin (|y| > 0) abfa¨llt, so
dass sinkende GI-Werte zur Oberﬂa¨che hin zu erwarten wa¨ren. Man ko¨nnte auch
meinen, die an der Oberﬂa¨che auftretenden GII-Werte ko¨nnten etwas mit dem
vorhandenen Querschub zu tun haben. Weitere Untersuchungen an SEN-Proben
unter vier-Punkte-Biegung (gleiche Anordnung, jedoch nicht eine, sondern zwei,
symmetrisch zur x-z-Ebene angeordnete Belastungskra¨fte), bei denen das Biege-
moment konstant und der Querschub Null ist, haben jedoch gezeigt, dass dort
dieselben Pha¨nomene zu beobachten sind und somit globale Belastungseﬀekte
keine Erkla¨rung fu¨r die geschilderte EFR-Verteilung sein ko¨nnen.
Aus asymptotischer Sicht kommen fu¨r diesen Fall zwei Moden mit Singula¨rex-
ponenten λI∗ = 0.388 bzw. λII∗ = 0.676 in Frage, Bild 4.3. Da keine spezielle
Symmetrie vorhanden ist, werden beide Moden angeregt, so dass die dominante
Ordnung der Verschiebungen an der freien Oberﬂa¨che λI∗ = 0.388 ist und damit
eine starke Singularita¨t vorliegt. Mode I∗ weist Spru¨nge sowohl in Ux als auch
in Uz auf, was GII , GIII = 0 zur Folge hat und den Eindruck einer “Kombinati-
on” der Moden II und III an der Oberﬂa¨che vermittelt. Die starke Singularita¨t
von Mode I∗ fu¨hrt ausserdem zu stark ansteigenden Werten von GII , GIII fu¨r
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Abbildung 5.7: EFR-Verteilung u¨ber die Rissfront einer SEN-
Probe mit β = 45◦ unter drei-Punkte-Biegebelastung.
z/t→ 0.5 bei gleichzeitig sinkenden GI-Werten aufgrund der schwachen Singula-
rita¨t von Mode II∗.
Im Bild 5.8 kann die Auswirkung der diskutierten EFR-Verteilung auf die Ent-
wicklung der Rissfront im entsprechenden Experiment verfolgt werden. Auf Ma-
kroebene ﬁndet eine A¨nderung der urspru¨nglichen Ausbreitungsrichtung (Absche-
rung) aufgrund der GII-Verteilung statt. Auf Mesoebene la¨uft dieser Vorgang je-
doch nicht glatt vonstatten: Besonders in den fru¨hen Stadien der Rissausbreitung
bilden sich unregelma¨ssige Facetten, welche einen Winkel φ mit der urspru¨ngli-
chen Ausbreitungsebene bilden. Diese Facetten treten scheinbar aufgrund der
lokalen GIII-Verteilung auf und wurden ebenfalls von Pook [70] beobachtet und
diskutiert. Der Facetten-Winkel φ kann nach [70] na¨herungsweise mit
tan 2φ =
2kIII
kI(1− 2ν) , (5.14)
angegeben werden.
Die Facetten sind in den fru¨hen Stadien der Rissausbreitung mit unregelma¨ssigen
Bruchklippen verbunden und wachsen spa¨ter zu einem einheitlichen Riss zusam-
men, Bild 5.8. Dies ist jedoch nicht zwingend, wie aufgrund der Ergebnisse eines
analogen Experiments mit β = 30◦ ersichtlich ist, Bild 5.9. Die getrennten Risse
an beiden Oberﬂa¨chen der Probe scheinen hier nicht zusammenzuwachsen. Die
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Abbildung 5.8: Gerissene SEN-Probe mit β = 45◦ unter drei-
Punkte-Biegebelastung bei unterschiedlichen Stadien der Rissaus-
breitung.
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Abbildung 5.9: Gerissene SEN-Probe mit β = 30◦ unter drei-
Punkte-Biegebelastung bei unterschiedlichen Stadien der Rissaus-
breitung.
Rissausbreitung beginnt jedoch in beiden Fa¨llen wie erwartet an der Oberﬂa¨che5,
Bild 5.8 und 5.9.
Der an der Oberﬂa¨che zu erwartende Facetten-Winkel φ kann aus (5.14) mit der
Annahme kIII/kI =∞ berechnet werden. Dies fu¨hrt zu φ = 45◦, so dass die neue
Rissebene dort senkrecht zur Oberﬂa¨che liegen mu¨sste (urspru¨nglicher Winkel
β = 45◦). Gleichzeitig ist, wie erwa¨hnt, auch eine A¨nderung der Ausbreitungs-
richtung aufgrund der lokalen Mode-II-Belastung zu erwarten. Eine Abscha¨tzung
des Abscherwinkels an der Oberﬂa¨che kann aufgrund des Kriteriums der Maxima-
len EFR [44, 41] mit der Annahme kI/kII = 0 berechnet werden und ergibt einen
Winkel ≈ 75◦. Dies fu¨hrt wiederum zu einem Winkel µ = δ = 90◦ − 75◦ = 15◦,
welcher das Abknicken der sichtbaren Rissspur an der Oberﬂa¨che beschreibt. Die
diskutierten geometrischen Beziehungen sind im Bild 5.10 illustrativ aufgefu¨hrt,
eine gute U¨bereinstimmung mit den experimentellen Befunden im Bild 5.8 ist zu
verzeichnen.
5Auch wenn dies zuna¨chst ein Problem der Rissinitiierung und nicht des Risswachstums er-
scheint, kann anhand neuerer Arbeiten [56] gezeigt werden, dass das Pha¨nomen der Rissbildung
an einer scharfen Kerbe auf eine sehr a¨hnliche Art und Weise behandelt werden kann, wie die
Rissausbreitung, einfach indem die entsprechenden SIFen durch sogenannte Kerbkonzentrati-
onsfaktoren ersetzt werden. Das Konzept der starken und schwachen Singularita¨t bleibt davon
unberu¨hrt.






Abbildung 5.10: Geometrische Beziehungen nahe der Oberﬂa¨che
einer gerissenen SEN-Probe mit geneigter Rissebene (a), sowie er-
wartete Form des neu initiierten Risses (b).
5.2.3 Vier-Punkte-Schub
Zuletzt soll die SEN-Probe mit normaler Rissebene unter vier-Punkte-Schub be-
trachtet werden, Bild 5.3 unten. In diesem Fall sind die auftretenden GII Werte
im Inneren der Probe na¨herungsweise konstant, steigen jedoch nahe der Ober-
ﬂa¨che stark an (vgl. Bild 5.11), was die Ergebnisse der entsprechenden 2D-
Analyse als nicht konservativ entwertet. Ausserdem zeigt die 3D-Analyse mit
der MVCCI-Methode, dass an der Oberﬂa¨che zusa¨tzlich eine GIII-Komponente
auftritt, die fu¨r z/t → 0.5 stark ansteigt, obwohl die globale Belastung keine
Mode-III-Komponente erwarten la¨sst. Das Auftreten von GIII wird u¨blicherweise
als schwacher Kopplungseﬀekt zwischen Mode II und III interpretiert [21, 19, 28],
obwohl keine strenge Begru¨ndung fu¨r ein solches Verhalten zu existieren scheint.
Aus asymptotischer Sicht kann die anti-symmetrische Scherbelastung in der x-y
Ebene Mode II∗ nicht anregen (Mode II∗ ist symmetrisch), deswegen ist nur
Mode I∗, mit dem entsprechenden Singula¨rexponenten λI∗ = 0.393 an der Ober-
ﬂa¨che pra¨sent. Wie bereits erwa¨hnt, weist Mode I∗ sowohl Verschiebungsspru¨nge
in x als auch in z-Richtung auf, was nach aussen hin wie eine “Kopplung” der
Moden II und III erscheint. Das resultierende, stark-singula¨re Verhalten fu¨hrt
zu einem starken Anwachsen von GII , GIII zur Oberﬂa¨che hin, die numerischen
Berechnungen liefern allerdings einen endlichen Wert.
Das Versta¨ndnis dieses 3D-Eﬀektes scheint auch durch weitere Untersuchungen
mit ν = 0.0 besta¨tigt zu werden [18]. Exakt wie zu erwarten, ist in diesem Fall GII
u¨ber die gesamte Rissfront konstant, die GIII Komponente verschwand hingegen
komplett. Mode I∗ ist somit fu¨r ν = 0.0 a¨quivalent zum EVZ-Mode II, wie auch
seitens der asymptotischen Betrachtung vorhergesagt, vgl. Bild 4.6 unten.
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Abbildung 5.11: EFR-Verteilung u¨ber die Rissfront einer SEN-
Probe mit β = 90◦ unter vier-Punkte-Schub.
Abbildung 5.12: Gerissene CTS-Probe mit β = 90◦ und einem
Mode-I-Anriss unter vier-Punkte-Schub.
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In einem entsprechenden Experiment wurde eine CTS (compact tension shear)
Probe mit einem Mode-I-Anriss unter reiner in-plane Scherbelastung untersucht,
die Ergebnisse sind im Bild 5.12 aufgefu¨hrt. Aufgrund der Mode-II-Belastung
verla¨sst der Riss seine urspru¨ngliche Ausbreitungsrichtung. Der Abscherwinkel
kann an der Oberﬂa¨che anhand des Kriteriums der Maximalen EFR [44, 41] unter
der Annahme kI/kII = 0 berechnet werden und ergibt ca. 75
◦. Der Einﬂuss von
GIII an der Oberﬂa¨che scheint dagegen schwach zu sein, da hier keine Facetten
beobachtet werden konnten. Die weitere Rissausbreitung bleibt von Mode III
weitgehend unberu¨hrt.
Da der Auslaufwinkel der Rissfront an der Oberﬂa¨che fu¨r den Mode-I-Anriss 101◦
betra¨gt (vgl. Bild 4.4), kann der neue Neigungswinkel β = 87◦ zwischen Rissebene
und freier Oberﬂa¨che nach der einfachen geometrischen Beziehung
cosβ = cos γ sin δ, (5.15)
mit γ = 180◦− 101◦ = 79◦, δ = 90◦− 75◦ = 15◦ berechnet werden, vgl. Bild 5.10.
Das stark-singula¨re Verhalten von Mode I∗ a¨ussert sich wie erwartet in einer
bevorzugten Rissausbreitung an der Oberﬂa¨che. Der beobachtete spitze Auslauf-
winkel im Bild 5.12 entspricht gut dem theoretisch erwarteten kritischen Winkel
von α ≈ 68◦ fu¨r β = 87◦, Bild 4.4.
Kapitel 6
Zusammenfassung
In der vorliegenden Arbeit wurde eine Methode zur Bestimmung von Singula-
rita¨ten in der Lo¨sung drei-dimensionaler Randwertprobleme der Elastizita¨tstheo-
rie vorgestellt. Solche Singularita¨ten treten am Rand nicht ausreichend glatter
Gebiete oder am Interface von Gebieten mit unterschiedlichen Materialeigenschaf-
ten auf. Sie spielen bei vielen Anwendungen, insbesondere in der Bruchmechanik
und bei der numerischen Simulation eine wichtige Rolle.
Die Ordnung der Singularita¨t wird im allgemeinen durch den dominanten Sin-
gula¨rexponenten bestimmt, dem auch ein Mode in Form einer sogenannten Win-
kelfunktion zugeordnet werden kann. Fu¨r die Bestimmung von Singula¨rexponen-
ten und Winkelfunktionen wurde in dieser Arbeit die Technik der Variablentren-
nung mit anschließender Galerkin-Petrov FE-Approximation benutzt. Fu¨r
die Lo¨sung des sich daraus ergebenden quadratischen Eigenwertproblems vom
Typ (P+λQ+λ2R)d = 0 wurde die iterative Arnoldi-Methode vorgeschlagen.
Diese Methode erlaubt nach einer LU-Faktorisierung der BandmatrixP die simul-
tane Berechnung von allen Eigenwerten und den entsprechenden Eigenvektoren,
die fu¨r die Charakterisierung der Singularita¨t von Interesse sind: Die Eigenpaare
stellen diskrete Na¨herungen fu¨r Singula¨rexponenten und Winkelfunktionen dar.
Ein wichtiger Gesichtspunkt bei der numerischen Bestimmung von Singularita¨ten
spielt die Tatsache, dass die Winkelfunktionen bei Ecken-Problemen mit zusa¨tz-
lichen Kanten nicht glatt sind. Damit eine ausreichende Genauigkeit bei den
Berechnungen auch in diesem Fall gewa¨hrleistet werden kann, wurde die An-
wendung eines adaptiven Algorithmus fu¨r Netzverfeinerung auf der Basis eines
a-posteriori Fehlerscha¨tzers vorgeschlagen und als h-Methode implementiert. Die




Daru¨ber hinaus wurden viele praktisch-relevante Beispielen behandelt, die die
Anwendbarkeit der vorgestellten Methode bei Problemen mit Ecken, Kanten und
Rissen illustrieren. Besonders beru¨cksichtigt wurden dabei inhomogene Probleme
mit isotropen bzw. orthotropen Materialeigenschaften.
Als eine interessante Anwendung von 3D-Singularita¨ten in der Bruchmechanik
wurde das Problem eines Oberﬂa¨chenrisses behandelt. Hier treten bekannterweise
3D- bzw. Mode-Kopplungseﬀekte auf, deren Ursprung insbesondere bei mixed-
Mode Belastung weitgehend ungekla¨rt ist. Anhand des Konzeptes der starken und
schwachen Singularita¨ten wurde nun eine Erkla¨rung dieser Pha¨nomene aus Sicht
der asymptotischen Theorie vorgeschlagen. Anhand detaillierter numerischer bzw.
experimenteller Untersuchungen der SEN-Probe mit gerader bzw. geneigter Ris-
sebene wurde im Rahmen einiger Fallstudien eine gute U¨bereinstimmung zwi-
schen theoretisch erwartetem und numerisch bzw. experimentell beobachtetem
Bruchverhalten eines Oberﬂa¨chenrisses festgestellt.
Die Ergebnisse dieser Arbeit wurden in einer Reihe von Artikeln vero¨ﬀentlicht




Die im Text systematisch verwendeten Funktionenra¨ume werden an dieser Stelle
kurz deﬁniert. Fu¨r weitere Einzelheiten verweisen wir z.B. auf [87, 40]
Sei Ω ⊂ Rm, m = 2, 3 ein oﬀenes, zusammenha¨ngendes Gebiet, α ein sog. Multi-
Index, α = (α1, . . . , αm), αi ∈ N0 und n ∈ N0 eine ganze, nicht-negative Zahl.




∂xα11 . . . ∂x
αm
m
, |α| = α1 + · · ·+ αm, αi = N0. (A.1)
Wir bezeichnen mit Cn(Ω) die Menge aller Funktionen u(x), x ∈ Ω, die stetige
und beschra¨nkte Ableitungen Dαu(x), |α| ≤ n (d.h. bis zur Ordnung n) besitzen.
Die entsprechende Norm ‖ u(x) ‖Cn deﬁnieren wir mit




Mit Lp(Ω) bezeichnen wir die Menge aller Funktionen u(x), x ∈ Ω, deren p-te
Potenz Lebesgue-integrierbar ist, d.h. fu¨r die gilt∫
Ω
|u(x)|p dx <∞, (A.3)
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fu¨r die entsprechende Norm gilt






Wir fu¨hren ausserdem mit
Hn(Ω) := {u ∈ L2(Ω) : Dαu ∈ L2(Ω), 0 ≤ |α| ≤ n} (A.5)
den u¨blichen Sobolev-Raum aller Funktionen, die zusammen mit ihren im Sinne
von Distributionen zu verstehenden Ableitungen bis einschliesslich der Ordnung
n quadratisch-integrierbar sind. Im Falle nicht-ganzzahliger Exponenten S be-
zeichnen wir mit n den ganzzahligen Wert und mit σ den Bruchrest, so dass
S = n + σ, 0 ≤ σ < 1. Den Sobolev-Raum HS(Ω) deﬁnieren wir mit




|x− y|m+2σ dx dy <∞, |α| ≤ n}.
(A.6)
Die entsprechenden Normen sind im Fall ganzzahliger Exponenten mit









und im Fall nicht-ganzzahliger Exponenten mit
‖ u(x) ‖HS =






|x− y|m+2σ dx dy

1/2 (A.8)
deﬁniert. Obige Deﬁnitionen gelten auch fu¨r vektorwertige Funktionen. In diesem
Fall ist das Quadrat der Norm einer Vektor-Funktion die Summe der Quadrate
der Normen aller Komponenten.
Der Zusammenhang zwischen den Ra¨umen HS(Ω) und Ck(Ω) wird durch den
folgenden Satz beschrieben:
Theorem 5: (Satz von Sobolev, s.a. Satz 1.2.14 in [40]) Es gilt die folgende
Einbettung
HS(Rm) ⊂ Ck(Rm), ∀k < S −m/2, k ganzzahlig. (A.9)
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A.2 Operatorbu¨ndel
Wir geben hier einige Deﬁnitionen und Erla¨uterungen hinsichtlich der Eigen-
schaften von Operatorbu¨ndeln. Fu¨r weitere Einzelheiten, insbesondere was den
Zusammenhang mit Singularita¨ten betriﬀt, verweisen wir auf [52].
Seien X und Y zwei Hilbert-Ra¨ume mit entsprechendem Skalarprodukt und





λk Ak, λ ∈ C, Ak ∈ L(X, Y ) (A.10)
wird im folgenden Operatorbu¨ndel genannt. In dieser Arbeit werden nur quadra-
tische Polynome solcher Art betrachtet.
Die Zahl λ0 wird als Eigenwert des Bu¨ndels bezeichnet, falls die Gleichung
A(λ0)u0 = 0 (A.11)
eine nicht-triviale Lo¨sung u0 ∈ X\0 besitzt, u0 wird Eigenvektor genannt. Die
Menge aller Eigenwerte
σ(A) ⊂ C (A.12)
bezeichnen wir als Spektrum des Operators. Der Raum
U(A, λ0) := {u : A(λ0)u = 0} ∪ {0} (A.13)
aller zu einem bestimmten Eigenwert λ0 geho¨renden Eigenvektoren wird Eigen-
raum bezu¨glich λ0 genannt. Die Dimension dieses Eigenraums
I(A, λ0) := dimU(A, λ0) (A.14)
bezeichnen wir als geometrische Multiplizita¨t des Eigenwertes λ0.
Sei nun λ0 ein Eigenwert und u0 ein entsprechender Eigenvektor. Falls die Funk-





A(k)(λ0)uj−k = 0, j = 1, . . . , s− 1 (A.15)
erfu¨llen, wobei unter A(k) = dkA/ dλk die k-te Ableitung nach λ zu verstehen
ist, dann nennen wir u0, . . . , us−1 eine Jordan-Kette von A bezu¨glich λ0. Die
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Funktionen u1, . . . , us−1 werden zu u0 geho¨rende verallgemeinerte Eigenvektoren
genannt. Sei nun m(u0) die maximale La¨nge der Jordan-Ketten von u0 und I
die geometrische Multiplizita¨t von λ0. Die Menge der Jordan-Ketten
{uj,0, uj,1, . . . , uj,kj−1}, j = 1, . . . , I (A.16)
stellt ein kanonisches System von (generalisierten) Eigenvektoren dar, falls die
Menge
u1,0, . . . , uI,0 (A.17)
eine Basis in ker A(λ0) bildet und
m(uj,0) = max
u∈ker A(λ0)\Mj
m(u), j = 1, . . . , I, (A.18)
wobei Mj = span{u1,0, . . . , uj−1,0}. Die Zahlen kj = m(uj,0) werden partielle Mul-
tiplizita¨t des Eigenwertes λ0 genannt. Die Summe k = k1+, . . . ,+kI bezeichnen
wir als algebraische Multiplizita¨t des Eigenwertes λ0.
Falls die algebraische und geometrische Multiplizita¨t eines Eigenwertes nicht u¨ber-
einstimmen, wird dieser defektiert, andernfalls nicht-defektiert oder regula¨r ge-
nannt.
A.3 Matrizen
Wir geben hier einige Matrizendeﬁnitionen, die bei der Formulierung im Text aus
Platzgru¨nden ausgelassen wurden.
Der symmetrische Gradientenoperator in Matrix-Form D deﬁniert den (kinema-
tischen) Zusammenhang zwischen dem Verschiebungsvektor uT = [u, v, w] und
dem Verzerrungsvektor εT = [εx, εy, εz, 2εxy, 2εxz, 2εyz], mit ε = Du und kann












Die Boole’sche Matrix des Verschiebungsvektors Td soll die Eintra¨ge im Kno-












T = Td [u
i
1, · · · , uiK , vi1, · · · , viK , wi1, · · · , viK ]T . (A.20)
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1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0




Der Zusammenhang fu¨r ho¨here Approximationsordnungen ist analog.
Der Verzerrungsvektor εhi = Tε g
h
i kann aus dem Vektor
ghi = [∂xu, ∂yu, ∂zu, . . . , ∂xw, ∂yw, ∂zw]
T
des Verschiebungsgradienten mittels der Boole’schen Matrix Tε berechnet wer-




1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1
0 1 0 1 0 0 0 0 0
0 0 1 0 0 0 1 0 0





Die konstitutiven Gleichungen geben den (linearen) Zusammenhang zwischen
Spannungen und Verzerrungen vor und ko¨nnen u¨ber das verallgemeinerte Hoo-
ke’sche Gesetz im Hauptmaterialkoordinatensystem wie folgt angegeben werden:
σˆ(uhi ) = Cˆ εˆ(u
h
i ). (B.1)
Die symmetrische 6×6 Matrix Cˆ ha¨ngt allgemein von 21 Materialkonstanten ab.












so dass 9 unabha¨ngige Materialkonstanten vorliegen [71]. Die Koeﬃzienten Cij





, C12 = E1
ν21 + ν31ν23
∆







, C23 = E2
ν32 + ν12ν31
∆




C44 = G12, C55 = G13, C66 = G23,
(B.3)
∆ = 1− ν12ν21 − ν23ν32 − ν31ν13 − 2ν21ν32ν13,
wobei
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Abbildung B.1: Zusammenhang zwischen dem Materialkoordina-
tensystem (1, 2, 3) und dem globalen Koordinatensystem (x, y, z).
– E1, E2, E3 sind die elastischen Moduli in den Richtungen 1,2,3,
– νij sind die Querkontraktionszahl-Koeﬃzienten,
– Gij sind die Schub-Moduli in den Ebenen i− j.




1− ν ν ν
ν 1− ν ν









( 1 + ν ) ( 1− 2 ν )
und es sind nur zwei Konstanten — z.B. der Elastizita¨tsmodul E und die Querkon-
traktionszahl ν fu¨r die Beschreibung eines solchen Materialverhaltens notwendig.
Falls das globale Koordinatensystem nicht mit dem Materialkoordinatensystem
u¨bereinstimmt, wie im allgemeinen bei inhomogenen Problemen der Fall, dann
mu¨ssen Transformationen durchgefu¨hrt werden.
Es sei (x, y, z) das globale Koordinatensystem mit der Basis (ex, ey, ez) und
(1, 2, 3) das Materialkoordinatensystem mit der Basis (eˆ1, eˆ2, eˆ3), in dem die linea-
ren konstitutiven Gleichungen deﬁniert wurden. Wir betrachten eine allgemeine
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Transformation zwischen beiden Koordinatensystemen, bei der die Einheitsvek-
toren durch
eˆi = aikek. (B.5)
abgebildet werden. Ein Tensor 2. Stufe hat in beiden Koordinatensystemen fol-
gende Darstellung:
Φx,y,z = φˆmneˆmeˆn (B.6)
Φˆ1,2,3 = φijeiej . (B.7)
Einsetzen von (B.5) in (B.7) liefert
Φx,y,z = φijamianjeˆmeˆn. (B.8)
Der Vergleich von (B.8) und (B.6) fu¨hrt zur folgenden Beziehung:
φˆmn = amianjφij , (B.9)
oder in Matrix-Notation
[φˆ] = A [φ]AT , A = [aij ], [φ] = [φij], [φˆ] = [φˆij]. (B.10)
Wir weisen darauf hin, dass [φ] hier eine Matrix ist und kein Vektor. Fu¨r eine
FE-Formulierung ist es jedoch erforderlich, die Tensoren 2. Stufe (Spannungen
und Verzerrungen) als Vektoren und die Tensoren 4. Stufe (Elastizita¨tstensor)
als Matrizen darzustellen. Wir bringen daher Gleichung (B.10) in die Form
φˆ = Tφφ, (B.11)
wobei die Matrix Tφ durch Umgruppieren der Eintra¨ge von A [φ]A
T berechnet
werden kann und φ, φˆ zwei Vektoren sind, die alle unabha¨ngige Eintra¨ge der
Tensoren φˆmn, φij enthalten (im Falle symmetrischer Tensoren in R
3 sind dies 6
Eintra¨ge).
Wir betrachten nun konkret folgende Transformation zwischen beiden Koordina-
tensystemen: Zuerst eine Rotation um z um den Winkel ζ und anschließend eine
Rotation um y um den Winkel η, siehe Bild B.1. Die Transformationsmatrix A
hat damit folgende Darstellung
A :=






sζ = sin(ζ) cζ = cos(ζ) sη = sin(η) cη = cos(η)
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. Der Spannungsvektor
σTx,y,z := [σx, σy, σz, τxy, τxz, τyz], (B.13)
kann somit aus
σT1,2,3 := [σ1, σ2, σ3, τ12, τ13, τ23], (B.14)
durch die Transformation (siehe (B.11))
σx,y,z = T
T
σ (η, ζ)σ1,2,3 (B.15)
mit
























η 0 −2 sηcη 0
c2ηsζcζ −sζcζ s2ηsζcζ cη(2c2ζ − 1) 2 sηcηsζcζ sη(2c2ζ − 1)
−cζsηcη 0 cζsηcη sηsζ cζ(2c2η − 1) −cηsζ




berechnet werden. Der Verzerrungsvektor
εTx,y,z = [εx, εy, εz, 2εxy, 2εxz, 2εyz], (B.17)
kann analog aus




ε (η, ζ) ε1,2,3 (B.19)
berechnet werden, wobei








wegen des Koeﬃzienten 2 vor εxy, εxz, εyz bzw. ε12, ε13, ε23 in den Verzerrungsvek-
toren εx,y,z, ε1,2,3.
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Wir suchen nun eine Matrix C, die im globalen (x, y, z) Koordinatensystem die
konstitutive Gleichung
σx,y,z = C εx,y,z (B.22)
deﬁnieren soll. Einsetzen von (B.15) und (B.19) in (B.22) liefert unter Beru¨ck-
sichtigung von (B.1)
TTσ Cˆ εˆ = CT
T
ε εˆ. (B.23)
Die Matrix der elastischen Konstanten C in globalen Koordinaten kann somit
wie folgt angegeben werden:
C = TTσ (η, ζ) Cˆ Tε(η, ζ). (B.24)
Die konstitutiven Gleichungen im globalen Koordinatensystem (x, y, z) lauten
daher
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