The paper provides a methodology for approaching sentiment analysis in the business domain. It involves the different phases that compose the sentiment analysis processing (sentiment extraction, sentiment changes detection and sentiment prediction). Each phase involves different steps and some examples of approaches/methods/models to perform them. An example of an application scenario for the methodology is defined in the paper.
Introduction
With the widespread diffusion of Social Media applications such as Social Networks, forums, micro-blogging etc., a lot of comments, opinions, and feedbacks generated by consumers are available. With the explosion of consumer's generated contents, comes the need by companies to analyse them in order to evaluate and improve the efficiency of their business strategies. In this context, the sentiment analysis plays an important role. Sentiment analysis "has arisen in a context that is said to be characterized by an overabundance of corporate, marketing messages, a decline of trust in advertisements, and a growth of trust in peer recommendations" (Kennedy, 2012) . In D' Andrea et al. (2012) the authors explain that sentiment analysis aims "to identify how sentiments are expressed in texts and whether the expressions indicate positive (favorable) or negative (unfavorable) opinions toward the subject". In the business domain, the sentiment analysis is used for analysing customers' feelings towards a particular product/service to understand how consumers respond and improve the business strategies. Companies often use sentiment analysis for discovering unique strategies for their advertising campaigns, whether it's for online banner ads or direct mail postcards. The overall purpose is to build loyalty with consumers, who help companies to grow and expand. Due to the widespread diffusion of sentiment analysis, different studies have been provided in the literature with the aim to develop approaches for sentiment analysis processing in business domain (Fan et al., 2011; Wang et al., 2013) . However the existing literature in this field appears fragmented: in some studies only a description of the sentiment extraction phase is provided (Rastogi et al., 2014; Duwairi et al., 2014; Khan et al., 2014; Bagwan et al., 2013; De Clercq et al., 2014) while other studies only consider sentiment changes detection (Bifet at al., 2011; Daas & Puts, 2014; Nguyen et al., 2012) and/or sentiment prediction (Park, 2004; Madrigal, 2001; Zhang et al., 2011a; Bollen et al., 2011; Gilbert & Karahalios, 2010) . In order to overcome this fragmentation, in this paper an integrated methodology for approaching sentiment analysis in business domain is provided. The methodology is composed of the different phases that characterize the sentiment analysis process (sentiment extraction, sentiment changes detection and sentiment prediction). Each phase involves different steps and some examples of approaches/methods/models to perform them. An example of the use of the methodology for extracting user's sentiment on financial services is provided in the paper. The paper is structured as follow. Section 2 provides a literature review on different phases provided in the literature for analysing users' sentiments on Social Media. In Section 3 the metho dology is provided. In Section 4 an example of an application scenario for the methodology is described. In Section 5 a discussion on the contribution of the methodology is provided. Finally, Section 6 concludes the paper.
creating, delivering and exchanging products/services with value both for companies and consumers (D'Andrea et al., 2015a) . Today an important role within the business domain is assigned to Social Media. Social Media allow companies collecting consumers' comments about products/services and performing better products/services development efforts as they can take into account consumers' needs (D'Andrea et al., 2011) . Different studies have been focused on extracting consumer's sentiment on Social Media. An example is provided by Rastogi et al. (2014) . The authors provided an approach for the extraction of consumer's sentiment of Facebook comments. The approach consists of the following steps: (i) data collection (ii) noise removal: (iii) classification: different domains such as: movies, technology products, economy, industry are used to classifies data (iv) name product/service recognition: a list of named entities is created that allow identifying important elements such as verb phrases, noun phrases, regular expressions (v) subjectivity classification: sentences are classified as objective/subjective (vi) features selection: the positive/negative sentiments are identified and combined (vii) sentiment extraction: different approaches are used such as supervised learning, unsupervised learning, and lexicon-based. Another example is given by Duwairi et al. (2014) with their approach for analysing Twitter comments. The approach is composed of the following phases: (i) collection dataset (ii) training dataset labeling by using crowd-sourcing (iii) analysis of the dataset to define the better methodology to use for normalizing the data (iv) normalization of the data in the preprocessing phase (v) creation of the feature vector for each entry in the dataset (vi) input of the feature vectors into the classifier for building the classification model (vii) use of the model to verify results. Another study is given by Khan et al. (2014) that provided an approach for performing the analysis and classification of Twitter comments. The approach involves two steps (i) processing that includes: removal of hash-tags URLs, username, and special characters etc. (ii) the hybrid scheme of classification algorithms for emoticon analysis and SentiWordNet analysis that improve the polarity classifier using a list of positive/negative words. A novel approach for the classification of online product reviews using sentiment analysis is provided by Bagwan et al. (2013) . The approach uses appraisal words lexicon and product feature extraction for categorization of users reviews on the Amozon we b site. The approach involves three main steps (i) dataset generation: the web crawling, a program for collecting the information from it is used (ii) feature extraction: it is done through the sentence segmentation, the tagging of speech part and the extraction of frequent features (iii) review categorization: each review is considered as a document for sentiments extraction. Finally, in De Clercq et al. (2014) an approach which finds disputed topics in news media is provided. The approach is entirely unsupervised, requiring neither an upfront definition of possible topics nor annotated training data. It comprises four steps (i) data collection (ii) sentiment analysis to determine the document's semantic orientation (iii) topic extraction to identify the topics of the news articles (iv) disputed categories extraction to identify disputed categories and hence topics. The analysis of these studies allows observing that only the sentiments extraction has been performed without considering the analysis of sentiment changes and the influence that these changes can have on the business strategy. User's opinions about a product/service may change from time to time, so the detection of these changes is important to reduce their impact to an acceptable level. In this context, the study provided by Bifet et al. (2011) provides an approach for analyzing, in real time, sentiments expressed in tweets. For the analysis, a system that uses an adaptive frequent item miner for data streams is provided. Another example is provided in the study conducted by Daas & Puts (2014) that reveals changes in the sentiment of Dutch social media messages (Facebook and Twitter) and consumer confidence. Two different steps of the sentiment changes detection have been considered for the analysis: sentiment determination and data selection/analysis. Also in the study provided by Nguyen et al. (2012) a strategy to predict collective sentiment dynamics is provided. The collective sentiment changes are modeled by using a machine learning model without an analysis of individual tweets and their corresponding network structures. The following steps are considered for the analysis: (i) data collection (ii) feature extraction: tweets are analysed with respect to their complex level network structures (iii) sentiment analysis: the machine-learning-based and the Dynamic Language Model and lexicon-based Constrained Symmetric Nonnegative Matrix Factorization are used for the analysis (iv) sentiments' changes prediction: a simple approach to predicting the change of sentiment ratio using heuristics has been used. (v) identification of significant features: that contributes to the change of sentiment (vi) multi-class classification for predicting business strategy direction and ratio quantity. As for the studies that only consider the sentiment extraction, in these studies only the sentiment changes detection is discussed without both a detailed description of sentiment extraction and sentiment prediction phases. The sentiment prediction represents another important level of the sentiment analysis process even if, according to Sharma & Lal (2012) "it is quite complex...many variables are involved and their tendency to interact with & influence each other.…..". For this reason, the provided studies do not illustrate the steps to follow but only the use of different predictive models for the analysis of social/economic contexts that directly affect consumer attitudes and behaviours (Park, 2004; Madrigal, 2001; ) .
Examples of prediction analysis are given in (Zhang et al., 2001a; Bollen et al., 2011; Gilbert & Karahalios, 2010) focused on the economic domain. In particular, they underlined how consumer's mood, measured through social media, is related to stock market movements: demonstrating that anxiety and fear predate downward movements in the markets. In the following Table 1 (2014) Nguyen et al. (2012) Madrigal (2001) Park (2004) Madrigal (2001) Zhang et al. (2011a) SENTIMENT PREDICTION Bollen et al. (2011) Gilbert & Karahalios (2010) The analysis of the literature allows individuating the different phases to consider for the creation of the methodology. Each phase involves the different steps and some examples of approaches/methods/models to perform them. In the following section, the methodology is described in detail.
An Integrated Methodology for Sentiment Analysis in Business Domain
This section describes the methodology (shown in Figure 1 ), which allows representing the entire process of sentiment analysis from sentiment extraction, through change detection to sentiment influence on the business strategy. The sentiment extraction phase allows analysing the user' opinion about a product/service in a past time period; it answers the following question: what happened? While the changes detection phase allows discovering the current user' opinion about product/services; it answers the following question: what is happening now? Finally, the sentiment prediction phase allows predicting how user' opinion influences the business strategy of the company; it answers the following question: what is going to happen in the future?
In the following sub-sections, these levels of the analysis are described in detail.
First Phase: Sentiment Extraction
The first phase allows detecting the user' sentiments on a particular product/service. It involves the: (i) Social Media monitoring (ii) features extraction (iii) data preparation (iv) sentiment classification. In the following sub-sections, these steps are described in detail.
Social Media Monitoring
Social Media monitoring allows extracting user' comments associated with specific product/service. There are many ways companies can approach Social media monitoring. The first approach is the simple observation. In many cases users are the best critics, so if a company has rolled out a new product/service and it wants to see what users think of it, their observation within the Social media environment can provide a big picture at a glance that allows knowing whether the general mood towards the product/service is positive or negative. Other companies that have more resources to dedicate to Social media monitoring can use a more proactive approach by engaging people who mention their brand in the social space. An example is FedEx that engaged users who mention them on Twitter. 
Features Extraction
The second step consists in extracting the features that the company wants to consider for the sentiment analysis implementation. For the features extraction different methods can be used: natural language processing, clustering based, statistical and hybrid (Asghar et al., 2014) . Natural language processing based methods mainly operate on: (i) noun-phrases, noun, adverbs, adjectives that usually express product features (Kobayashi et al., 2007; Archak et al., 2007) , (ii) terms occurring near subjective expressions that can act as features (Kim & Hovy, 2006) . These methods have got high accuracy, but low recall with dependency on the accuracy of part of speech of tagging. Clustering based feature extraction methods (Zangh et al., 2011; Hadano et al., 2011; Zhang et al., 2012; Zhai et al., 2011) require few parameters to tune (Ganesan & Zhai, 2012) . The key weakness of these methods is that only major features can be extracted (Zhang et al., 2011b) . While statistical methods are divided into three categories: univariate, multivariate and hybrid (Abbasi et al., 2011; Koncz & Paralic, 2001 ). Examples of univariate methods include information gain occurrence frequency, log likely-hoodand minimum frequency thresholds. While decision tree models, recursive feature elimination and genetic algorithms represent examples of multivariate methods. As compared to univariate, multivariate methods are expensive in terms of computational efficiency, as they evaluate attribute interactions. A middle ground is represented by hybrid methods that combine univariate multivariate and other methods for achieving accuracy and efficiency (Balakrishnan et al., 2004; Liu & Yu, 2005) . Finally, the use of a hybrid method is provided in Hu & Liu (2004) in which POS Tagging is combined with WordNet dictionary, while in Somprasertsri & Lalitrojwong (2008) lexical and syntactic features are combined with a maximum entropy model.
Data Preparation
The data preparation step involves all the preparatory activities (pre-processing) for the analysis of user' comments such as removing non-textual contents and/or the markup tags and information that is not required for sentiment analysis.
Sentiment Classification
Sentiment classification is a task of classifying a target unit in a document to positive or negative class (D'Andrea et al., 2015b) . According to the way in which they are expressed in text, it can be also classified in explicit and implicit opinions. On considering the explicit opinions they are subjective statements that give regular/comparative opinions; while the implicit are objective statements that imply a regular or comparative opinion. Liu (2007) also gives a classification of opinions in: (i) direct opinions: directly expressed on a product/service or a product/service aspect (ii) indirect opinions: indirectly expressed on a product/service or a product/service aspect based on their effects. While Jindal & Liu (2006) introduced comparative opinions that express a relation of similarities/differences between entities based on some aspects. The sentiment classification can be performed by using different approaches such as: (i) machine learning, (ii) lexicon-based and (iii) hybrid (Maynard & Funk, 2011) . Machine learning approach consists of two sets of documents: a training set and a test set. The training set is used for learning the differentiating characteristics of a document, while the test is used for checking how well the classifier performs. The main advantage of the machine learning approach is the ability to adapt and create trained models for specific purposes and contexts, while the limitation regards the general knowledge that may not be acquired from training data. The lexicon based approach uses sentiment dictionary with opinion words and matches them with the data for determining polarity. It has the advantage that general knowledge sentiment lexicons have wider term coverage, but it also presents two main limitations. Firstly, the number of words in the lexicons is finite, which may constitute a problem when extracting sentiment from very dynamic environments. Secondly, sentiment lexicons tend to assign a fixed sentiment orientation and score to words, irrespective of how these words are used in a text. Finally, in the hybrid approach, the combination of both the machine learning and lexicon based approaches has the potential to improve the sentiment classification performance. The main advantages of hybrid approaches are the lexicon/learning symbiosis, the detection and measurement of sentiment at the concept level and the lesser sensitivity to changes in the topic domain. While the main limitation is that reviews are with a lot of noise that assigns a neutral score because the method fails to detect any sentiment.
Second Phase: Sentiments Changes Detection
Once user' sentiments have been extracted, another important step to consider is the sentiment changes detection. For detecting sentiments changes it is important to: (i) discover topic distribution over time and (ii) identify sentiment changes. A useful way to analyse topic distribution over time is the time series that indicates the set of data points occurring at regular intervals. Whilst there are many complex mathematical time series techniques, it is also possible to focus on simple analyses of data extracted from Social media. These typically aggregate data into days to produce daily time series. According to Gruhl et al. (2004) , three common patterns for topics can be extracted for the time series analysis:
 a single spike of interest that indicates a short period of time in which the product/service is discussed;
 fairly continuous discussion on the product/service without spikes;
 fairly continuous discussion on the product/service with occasional spikes triggered by relevant events.
As far as we know, there is no directly related work about sentiment change cause discovery so far. Some studies on topic's evolving trends over time provided methods such as the Latent Dirichlet Allocation (LDA)-style topic model provided by Wang & McCallum (2006) that integrate the time factor into a probabilistic topic model and learn topic's distribution over time based on the topic model. Another example is the Topic -Sentiment Mixture model (Mei et al., 2007) that count the number of word occurrences of each topic to estimate it's dynamic over time. In Jiang et al. (2011) a hybrid solution to sentiment change detection is provided consisting of a combination of two different methods: probabilistic topic and language grammar that allows detecting steady topic sentiment changes in consecutive time periods. Once the topic distribution over time has been properly analysed; it is also important to identify the possible sentiment changes. Users can really modify their opinions about products and/or services according to the Social Influence process (Grifoni et al., 2013) . The user opinion evolves as a result of interaction with other users that, in turn, evolve their opinion as a result of interaction with the complex network of social influences. This level of the analysis it is very important to adjust the business strategy in alignment with the user' opinion.
Third Phase: Sentiment Prediction
In order to have a global vision of the analysed product/service, it is important to perform the user' sentiment prediction. The goals of the sentiment prediction are (i) predicting the change of sentiment of a given topic over time (ii) identifying key features that contribute to the change. The majority of currently used methods for sentiment prediction are based on supervised learning techniques with the features derived from pre -existing sentiment lexical (Rosenthal et al., 2014; Rosenthal et al., 2015) . Previous sentiment lexicons methods were developed as general-purpose resources (Liu & Yu, 2005 , Strapparava & Valitutti, 2004 Wilson et al., 2005) . Recently, an increasing amount of work specific lexicons methods has been developed (Mohammad, 2012) . However, general and specific lexical methods still suffer from ambiguities at a contextual level. In order to overcome this limitation, Flekova et al. (2015) introduced a method for identifying frequent bigrams to assess the suitability of generic sentiment lexicons for a given domain. The provided method allows enhancing the assessment of lexicon based sentiment detection algorithms. The analysis of sentiment prediction is preliminary to understand how user' opinion can influence the business strategy. There are three types of models to perform behavior prediction: (i) predictive (ii) descriptive and (iii) prescriptive. The predictive model turns data into actionable, valuable, information. It uses data for determining probable future business outcomes. While the descriptive model looks at past business performance analyzing historical data to look for the reasons behind past success or failure. Finally, the prescriptive model automatically synthesizes big data, business rules for making predictions and suggesting decision options to take advantage of the predictions.
Scenario: Analyse the User' Sentiment about WFG Financial Services
The financial market analysis aims to analyse the general financial market for revealing discrepancies of financial services. Financial services reflect all available information, making it impossible to predict their changes based on past data (Bodie et al., 2011) . Among this information, an important role is assumed by the user's sentiments that represent an important activity for determining financial products/services to offer (Zhu & Niu, 2016) . Starting from these considerations we illustrated how the methodology can be used for extracting user's sentiment on financial services. The analysis has been carried on Facebook where there are a lot of pages and/or group that allows members discussing financial issues. Among them, some examples are illustrated in Figure 2 .
Figure 2. Examples of financial groups on Facebook
The methodology has been applied to extract users' opinion about financial services provided by the World Financial Group (WFG) company (Figure 3) . Figure 3 . The methodology applied to the analysis of the WBF services/products
In the following sub-sections, the different steps of the analysis are described in detail.
First Phase: Sentiment Extraction
WFG is one of the few companies dedicated to serving the financial needs of individuals and families from all walks of life. It provides different kinds of services (as shown in Table 2 ): 
Social Media Monitoring
The analysis has been carried out in two different steps. The first step refers to the first six months of the year 2016 (January 2016-June 2016) while the second step regards the last six month (July 2016 -December 2016 . For the analysis, two corpus data (for each period of the analysis) have been sampled and manually examined. The analysis has been restricted to the English language in order to remove the complication of multiple languages.
Features Extraction
The features extraction of the collected corpus data has been carried out at the sentence level. This level of the analysis consisted in extracting the different users' comments to each post published on the homepage of the group that we defined as "homepage posts". During the first period of the analysis 101 homepage posts have been published during the entire period of the analysis as shown in Figure 4 . As shown in the graphs the month that received the higher number of homepage posts was June followed by February and May. For each homepage posts the number of "like" and "sharing" is considered. In the following graphs ( Figure 5 ) a representation of the number of "like" and "sharing" received by the homepage posts during the first six mounts of the analysis is given. The graph shown that no homepage posts have got at the same time the higher number of "likes" and "sharing". In fact the homepage posts that received the higher number of "likes" has been published in February while the homepage posts that received the higher number of "sharing" was published in June (even if it is important to highlight that the homepage posts published in September received the second higher number of "likes"). The different contents of the homepage posts have been analysed in order to classify them according to the different services provided by the WFG (summarised in Table 1 ). This classification shown that different financial services are discussed during the first six months of the analysis (Figure 6 ). The most WFG services discussed in January was the "Investment advisory board" followed by the "Financial needs analysis" while the services most discussed in February was the "Financial needs analysis" followed by the "Investment advisory board". During March and April, discussion topics have been focused on "Financial need analysis" service while in May the most discussed service was the "College/Post secondary Education Funding". Finally, in June the most discussed service was the "Life Insurance".
For the analysis of user's sentiment on the different WFG services, the different comments, posted by people to the different homepage posts, have been considered (for the number of comments received by the homepage posts the first six months of the analysis see Table 3 ). The analysis allowed determining whether each comment expresses a positive, negative, or neutral opinion. For the features extraction, the natural language processing based method has been used. A random subset of 734 comments for the first six months of the analysis has been manually annotated. For the manual annotation of the users' comments three different elements have been considered:
 emoticons: facial expressions pictorially represented using letters and punctuation that express the user's mood. For the analysis, an emoticon dictionary by labeling 170 emoticons listed on Wikipedia with their emotional state can be used. For example, ":)" was labeled as positive whereas wile ":(" was labeled as negative. We assigned each emoticon a label from the following set of labels: Extremely-positive, Extremely-negative, Positive, Negative, and Neutral.
 acronym: an acronym dictionary from an on-line resource extract from http://www.dictionary.com/ has been used.
Data Preparation
The collected comments were very noisy with a large number of irregular words; in order to reduce the noise the following pre-processing steps have been implemented:
 reduction of letters that are repeated more than twice in all words. For example, the word "insuranceeeeeeeee" becomes "insurance" after reduction.
 replace of all Facebook usernames, with the term "USER".
 replace of all URL links in the corpus with the term "URL".
Sentiment Classification
To perform the sentiment classification two discriminatory word lexicons, one containing words indicating positive sentiment and another one containing words indicating negative sentiment were built. If a comment had an equal number of positive and negative keywords, it was a tie while if it contained neither negative nor positive keywords, it was neutral. The analysis showed that the corpus data got mostly positive comments. It is important to note here that annotating comments was not easy. Many times, it was difficult to determine the sentiment. Some comments appeared both negative and positive; this is because neutral comments had both negative and positive sentiments.
Second Phase: Sentiments Changes Detection
During the second period of the analysis (July 2016-December 2016) 134 homepage posts have been published distributed as shown in Figure 7 . As shown in Figure 8 the month that received the higher number of homepage posts is September followed by December.
For each homepage posts the number of "like" and "sharing" is considered. In the following graph (Figure 8 ) a representation of the number of "like" and "sharing" obtained by homepage posts during the second period of the analysis is given. The graph shown that the homepage published in September received at the same time the higher number of "likes" and "sharing". As for the first period of the analysis, the contents of the different homepage posts have been classified according to the different WFG services (Figure 9 ). Note that the "others" class refers to homepage posts that it was not possible to classify in the different WFG services (an example is represented by the announcement of the WFG annual convention that received a higher number of "like" and "sharing" emphasizing the positive vision of users about the WCG services). The WFG services most discussed in July were the "Life Insurance" and the "College/Post Secondary Education Founding". The "Life insurance" service continued to be discussed also in August together with the "College/Post-Secondary Education and in September while in October the "Long-Term Care" service was the most discussed. The Long-Term Care" service continued to be discussed also in November together with the "Business solutions" service. Finally, in December the most discussed service was the "Business solution". Also in this second step for the analysis of users sentiment on the different WFG services the different comments, posted by people to the different homepage posts, have been considered (for the number of comments received by the homepage posts the second six months of the analysis see Table 4 ). A random subset of 342 comments for the second six months of the analysis has been manually annotated. After all opinions have been properly extracted, it was important to analyse how to obtain the properly aggregated sentiment distribution over time. The top comment from the selected days have been identified using the time series scanning method (Thelwall et al., 2006; Thelwall & Prabowo, 2007) that separately calculates for each word in the entire corpus its hourly relative frequency (proportion of comments per hour containing the word) and then the largest increase in relative frequency during the time period. This method thus created a list of services with the biggest spikes of interest. The top 20 comments identified through the above method were not all chosen as the main service because in some cases multiple words referred to the same service. The next stage was to classify the sentiment strength of each comment. Whilst many algorithms detect text subjectivity or sentiment polarity, a few detect sentiment strength (Wilson et al., 2006; Strapparava & Mihalces , 2008) . Nevertheless, the accurate detection of sentiment is domain-dependant. The SentiStrength (http://sentistrength.wlv.ac.uk/ a) seemed to be more appropriate than the most similar published algorithm (Neviarousskaya et al., 2007) because the latter had fewer features and has been less extensively tested for accuracy. SentiStrength classified for positive and negative sentiment on a scale of 1 (no sentiment) to 5 (very strong positive/negative sentiment). All comments have been classified for positive and negative sentiment strength and then hourly average positive and negative sentiment strength scores were calculated for each service. The analysis showed that also in this second period of the analysis the corpus data got mostly positive comments.
Third Phase: Sentiment Prediction
Based on our observation on the two testing corpuses, we found if the user opinion about the financial services offered by the WFG changed. We repeated this monitoring step during a long period of time after the end of t he analysis to have a concrete vision of the effective sentiment change. The analysis of the sentiment change (in a positive or negative way) also considers the number of "likes" and "sharing" obtained by the different homepages posts. This analysis highlighted that not significant changes occurred; all services have been evaluated in a positive way by the users also during the second phase of the analysis. However, it is possible to highlight some differences. On considering the first period of the analysis all services are considered by users in a positive way with some differences. The service estimated in a more positive way was the "Life insurance" and this has been also confirmed by the obtained number of "sharing" of this service during the entire pe riod of the analysis. The second service in the users' ranking was the "College/Post secondary Education Funding" service, followed by "Investment Advisory board" and "Financial need analysis" services. Also in the second phase of the analysis, all services are considered by users in a positive way with some differences. The service estimated in a more positive way was the "Long term Care" and this has been also confirmed by the number of "like s" and "sharing" obtained by this service during the entire period of the analysis. In the second position there was the "Life insurance" and also in this case this result has been confirmed by the number of "likes" obtained by this service during the entire period of the analysis. The service that, during the entire period of the analysis, obtained the higher number of positive comments (summed to the number of "like" and "sharing") was "Life insurance" followed by the "Long term Care" and the "College/Post secondary Education Funding). These results underlined the important role of insurance services for users. Insurance services support users in keeping his/her financial situation stable; they decrease the level of unnecessary (individual) precautionary savings and enable capital to be allocated to higher-return projects. Thus, insurance stimulates investment and consumption by reducing the amount of capital bound in relatively unproductive areas. This aspect can represent an important element for the WFB companies for understanding and supporting decision-making for financial services as well as for creating more appropriate business strategies which may help users make improved decisions.
Discussion
Focusing on the importance of sentiment analysis processing within the business strategies this paper provided the methodology. The choice to develop methodology was made to achieve two different aims:
 to provide guidelines to companies that want to develop sentiment analysis within their business strategies;
 to overcome the fragmentation of the existing literature in this field.
Containing a description of the different phases and steps that compose the sentiment analysis process and providing examples of the different approaches to use in each of them, the methodology allows companies simplifying the implementation of sentiment analysis process and investing their resources (time, budget and staff) -previously dedicated to the individuation of the different components of the sentiment analysis processto other business objectives. For the development of the methodology we start from the assumption that to develop an efficient sentiment analysis in business domain it is important not only to consider the extraction of sentiments on identified products/services but also the sentiments changes over time, underlining the possible causes of these changes, and the sentiment prediction for the implementation of future business strategies. The existing literature is very fragmented in this context; in fact, in some studies, only a description of the sentiment extraction phase is provided while other studies only consider sentiment changes and/or sentiment prediction phases. The provided methodology allows overcoming this fragmentation; the advantages of are double:
 it allows implementing the entire process of sentiment analysis simultaneously  it allows focusing on the different phases of the sentiment analysis process in different periods of time in an integrated manner without missing data collected during the different phases.
Conclusion and Future Works
The paper provided a methodology for approaching sentiment analysis in business domain composed of different phases that compose the sentiment analysis processing. An example of an application scenario has been defined illustrating how the methodology can be used for extracting user' sentiment about financial services of the WFG company. The case study represented a first application of the methodology for exploiting the potential. Future works will dress the external and internal validation of the provided methodology. The external validation will consist on the implementation of different case studies on other Social Media such as Twitter with different level of complexity. While the internal validation will consist on reflections that will aim to assess the characteris tics of the methodology based on the set of future steps that able to improve it.
