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EIGRP: protocolo de enrutamiento de puerta de enlace interior mejorado (Enhanced 
Interior Gateway Routing Protocol), Se describe como un tipo de protocolo “Routing 
vector distancia” la cual, obtiene información de red entrelazándose con vecinos 
directamente. Es una mejora que contiene características únicas del tipo routing 
vector distancia como el RIP, al utilizar protocolos dependientes posee la capacidad 
de entrelazar protocolos de capa 3, tales como IPv4 y IPv6.   
 
ENRUTAMIENTO: es la capacidad de mover paquetes a través de redes 
entrelazadas en una topología de gran conectividad en dónde se pueda establecer 
una “métrica” para poder medirla y en dónde se pueda elegir las mejores rutas para 
el proceso.   
 
ETHERCHANNEL: Es una tecnología de Cisco construida de acuerdo con los 
estándares 802.3 full-duplex Fast Ethernet. Permite la agrupación lógica de varios 
enlaces físicos Ethernet, esta agrupación es tratada como un único enlace y permite 
sumar la velocidad nominal de cada puerto físico Ethernet usado y así obtener un 
enlace troncal de alta velocidad. Los puertos usados deben tener las mismas 
características y configuración. 
 
IP: dirección de Protocolo de internet (internet protocol address), es la dirección 
inequívoca de un dispositivo al momento de conectarse en una red interna o 
externa, siendo la base principal del funcionamiento del internet, también se puede 
relacionar a un conjunto de dispositivos interconectado, tales como el 
“Broadcasting” o el “Multicasting”.  
 
OSPF (Open Shortest Path First): es un protocolo de red de tipo enlace-estado, 
desarrollado para las redes IP y basado en el algoritmo de primera vía más corta, 
es decir, calcula la ruta más corta entre dos nodos. 
 
TRONCALES: es un tipo de enlace de capa dos de tipo OSI que se puede configurar 
entre dos switches permitiendo el tráfico de datos de las distintas vlans ya 
configuradas, su interconexión es posibles entre switches o también entre switches 
y routers, incluyendo a servidores capaces de soportar el estándar 802.1Q.  
 
VLAN: (Red de área local virtual), Son redes virtuales o lógicas de un área local, e 
independientes dentro de una red física, cuyos objetivos es la de crear muchos 
dominios de transmisión, teniendo como parámetro principal una dirección física o 
de red, es decir, que las distintas redes creadas en un switch pueden tener una 






RESUMEN   
 
 
En el siguiente trabajo se realizó el desarrollo de dos escenarios propuestos como 
trabajo final del curso, en donde se requiere dar solución a lo solicitado en cada uno 
de ellos: en el primer escenario debe realizarse las configuraciones pertinentes para 
lograr la interconexión y enrutamiento de los routers, y en el segundo se busca 
solución a un requerimiento solicitado por una empresa y su topología de red. Todo 
lo anterior es explicado paso a paso, a partir de la aplicación de los conceptos y 
prácticas obtenidas durante el curso tales como Configuración VLANs, EIGRP, DSL 
y la utilización de los softwares GNS3 y Packet Tracer para desarrollo de las 
prácticas. 
 









In the following work, the development of two scenarios proposed as final work of 
the course was carried out, where it is required to give what is requested in each of 
them: in the first scenario, you must perform the relevant configurations to achieve 
the interconnection and routing of the routers, and in the second, a solution is sought 
to a requirement requested by a company and its network topology. All of the above 
is explained step by step, from the application of the concepts and practices obtained 
during the course such as VLANs Configuration, EIGRP, DSL and the use of GNS3 
and Packet Tracer software to develop the practices. 
 






INTRODUCCIÓN   
 
 
Las telecomunicaciones actualmente representan gran parte de la columna 
vertebral de toda la tecnología mundial, su implementación ha representado la 
generación de sistemas, tecnologías y, por supuesto, academias de estudio en 
dónde se enseñan y estudian sus sistemas tales como: CISCO CCNP. En ellas 
podemos encontrar una infinidad de información sobre la instalación, configuración 
y operación en la interconexión de cualquier tipo de redes en áreas locales y 
amplias. Así mismo encontramos el desarrollo de competencias y prácticas para el 
diseño y desarrollo de cualquier tipo de red escalable, diseño de redes locales y 
extranet internacionales.   
 
En el siguiente trabajo se expondrá dos escenarios diferentes en el cual en cada 
escenario se procederá a realizar las diferentes configuraciones que se requieran 
en el momento y se procederá a darle solución a un requerimiento especifico 
solicitado por una empresa. De esta manera, en el primer escenario, se procedió a 
configurar la interconexión de los diferentes routers con el objetivo de establecer los 
protocolos de comunicación y creación de las diferentes interfaces loopback con sus 
respectivas direcciones IP y comprobación las comunicaciones; de igual manera se 
configura e implementa el protocolo EIGRP mostrando su funcionamiento.  
 
Para el segundo escenario, bajo los requerimientos y características solicitadas por 
la empresa, la cual su desarrollo se basa en la construcción, configuración y 
comprobación de las conexiones de las diferentes VLANS, se utilizó las diferentes 
prácticas aprendidas en el curso, puesto que se utilizan varios comandos 
específicos para la comprobación de las conexiones entre switches, tales como: 
Cannel-group o no switchport. A su vez, se evidencia la complejidad en las 







PRIMER ESCENARIO  
 
 
Ilustración 1, topología a configurar primer escenario. 
1. Aplique las configuraciones iniciales y los protocolos de enrutamiento 
para los routers R1, R2, R3, R4 y R5 según el diagrama. No asigne 
passwords en los routers. Configurar las interfaces con las direcciones 
que se muestran en la topología de red. 
 
Se procede a realizar las configuraciones de las interfaces para cada router, 
asignándoles los nombres requeridos por la topología utilizando el comando 
Hostname, luego se procede a la configuración de cada uno de ellos utilizando 
el comando Interface serial en dónde se le asigna una dirección IP a cada puerto 
serial para la interconexión de los routers, de igual forma la configuración de los 
protocolos de ruteos están dadas por los comandos router ospf y router eigrp los 
cuales al configurarse, arman las tablas de ruteo para la direccionamiento de los 
grupos en dónde trabajarán los routers. 
 
Para el área OSPF 150, están agrupados los routers R1, R2, R3, procedemos 












R1(config-if)#ip address 150.20.15.1 255.255.255.0 
R1(config-if)#no shutdown 
R1(config-if)#exit 
R1(config)#router ospf 1 
R1(config-router)#network 150.20.15.0 0.0.0.255 area 150 
R1(config-router)#end 
 











R2(config-if)#ip address 150.20.20.1 255.255.255.0 
R2(config-if)#no shutdown 
R2(config-if)#exit 
R2(config)#router ospf 1 
R2(config-router)#network 150.20.15.0 0.0.0.255 area 150 
R2(config-router)# 
R2(config-router)#network 150.20.20.0 0.0.0.255 area 150 
R2(config-router)#end 
 







R3(config-if)#ip address 150.20.20.2 255.255.255.0 
R3(config-if)#no shutdown 
R3(config-if)#int s0/1/0 






R3(config)#router ospf 1 
R3(config-router)#network 150.20.20.0 0.0.0.255 area 150 
R3(config-router)# 
R3(config-router)#exit 
R3(config)#router eigrp 51 
R3(config-router)#network 80.50.42.1 0.0.0.255  
R3(config-router)#end 
 
Para el área EIGRP AS 51, están agrupados los routers R4, R5, procedemos 
con la configuración. 
 










R4(config-if)#ip address 80.50.30.1 255.255.255.0 
R4(config-if)#no shutdown 
R4(config-if)#exit 
R4(config)#router eigrp 51 
R4(config-router)#network 80.50.42.0 0.0.0.255 
R4(config-router)# 










R5(config-if)#ip address 80.50.30.2 255.255.255.0 
R5(config-if)#no shutdown 
R5(config)#router eigrp 51 







Los 5 Routers quedan configurados con sus IP respectivas mencionadas en la 
topología a cada puerto serial, a su vez, con sus respectivos protocolos de ruteo, 
cumpliendo a cabalidad las condiciones necesarias para correcta conexión y 
funcionamiento de los routers.  
 
2. Cree cuatro nuevas interfaces de Loopback en R1 utilizando la 
asignación de direcciones 20.1.0.0/22 y configure esas interfaces para 
participar en el área 150 de OSPF. 
 
La interfaz Loopback es un interfaz lógica e interna de un router, a la cual no se 
le puede conectar a ningún router físico, se le denomina una interfaz de software 
que se pone en estado up al encenderse el router, sirve para prueba y 
administración de un router asegurando que siempre se encuentre disponible 
una interfaz en caso del puerto físico dejase de funcionar, creamos las 4 nuevas 





R1(config-if)#ip address 20.1.0.1 255.255.255.0 
R1(config-if)#int loopback1 
R1(config-if)#ip address 20.1.1.1 255.255.255.0 
R1(config-if)#int loopback2 
R1(config-if)#ip address 20.1.2.1 255.255.255.0 
R1(config-if)#int loopback3 
R1(config-if)#ip address 20.1.3.1 255.255.255.0 
R1(config-if)#exit 
R1(config)#router ospf 1 
R1(config-router)#network 20.1.0.0 0.0.0.255 area 150 
R1(config-router)#network 20.1.1.0 0.0.0.255 area 150 
R1(config-router)#network 20.1.2.0 0.0.0.255 area 150 




Se crean, configuran y se asignan de forma correcta las diferentes direcciones 
IP requeridas para las interfaces Loopback solicitadas, de igual forma se 
configura la red del área a dónde pertenece. 
 
3. Cree cuatro nuevas interfaces de Loopback en R5 utilizando la 
asignación de direcciones 180.5.0.0/22 y configure esas interfaces para 





Teniendo en cuenta lo anterior el punto anterior en dónde definimos la función 




R5(config-if)#ip address 180.5.0.1 255.255.255.0 
R5(config-if)#int loopback1 
R5(config-if)#ip address 180.5.1.1 255.255.255.0 
R5(config-if)#int loopback2 
R5(config-if)#ip address 180.5.2.1 255.255.255.0 
R5(config-if)#int loopback3 
R5(config-if)#ip address 180.5.3.1 255.255.255.0 
R5(config-if)#exit 
R5(config)#router eigrp 51 
R5(config-router)#network 180.5.0.0 0.0.0.255 
R5(config-router)#network 180.5.1.0 0.0.0.255 
R5(config-router)#network 180.5.2.0 0.0.0.255 





4. Analice la tabla de enrutamiento de R3 y verifique que R3 está 
aprendiendo las nuevas interfaces de Loopback mediante el comando 
show ip route. 
 
Al escribir el comando show ip route, evidenciamos la correcta configuración de 
los Loopback en dónde se valida que el router R3 aprende de las nuevas 






Ilustración 2, Tabla de enrutamiento de R3 
5. Configure R3 para redistribuir las rutas EIGRP en OSPF usando el costo 
de 80000 y luego redistribuya las rutas OSPF en EIGRP usando un 
ancho de banda T1 y 20,000 microsegundos de retardo. 
 
Para que los dispositivos puedan intercambiar información de enrutamiento, es 
necesario en principio, que tengan o utilicen los mismos protocolos, pero cuando 
se utiliza un protocolo de enrutamiento para la publicación de rutas que son 
aprendidas a través de otros medios se le denomina “Redistribución” de rutas.  
 
Teniendo en cuenta que para el costo de interfaz de OSPF de 80000 ancho de 
banda es de 12500 Kilobyte por segundo, utilizamos le siguiente código para 
distribuir las rutas: 
 
R3(config)#router ospf 1 
R3(config-router)#redistribute eigrp 51 metric 80000 subnets 
R3(config-router)#exit 
R3(config)#router eigrp 51 





6. Verifique en R1 y R5 que las rutas del sistema autónomo opuesto 
existen en su tabla de enrutamiento mediante el comando show ip route. 
 
 
Ilustración 3, Tabla de enrutamiento R1 
El comando Show ip route sirve para mostrar el contenido de una tabla de 
enrutamiento IP, esta tabla contiene información de todas las redes conocidas y 
cómo están interconectadas, así como un código que indica cómo obtuvo la 
información, en este caso se utiliza para verificar que las rutas existen y que han 
sido recibidas, dichas rutas de OSPF están marcada con la letra y número “E2” y 





Ilustración 4,Tabla de enrutamiento R5 
Igual que en R1, en R5 se muestra las convergencias de las rutas marcadas con las 
letras EX correspondiente al protocolo EIGRP, se evidencia la correcta 





SEGUNDO ESCENARIO   
 
Una empresa de comunicaciones presenta una estructura Core acorde a la 
topología de red, en dicha estructura el estudiante será el administrador de la red, 
en el cual deberá configurar e interconectar entre sí cada uno de los dispositivos 
que forman parte del escenario, acorde con los lineamientos establecidos para el 




Ilustración 5, Topología a configurar segundo escenario. 
Parte 1: Configurar la red de acuerdo con las especificaciones.. 
 
A. Apagar todas las interfaces en cada switch 
 
Para proceder en este punto se procede con el comando interface range, para todos 
los switch, con el objetivo de poder seleccionar más de una interfaz al mismo tiempo 








Configuramos el switch DLS1, código aplicado: 
 
DLS1#conf t 
DLS1(config)#int range FastEthernet 0/1-16 
DLS1(config-if-range)#shutdown 
 
Configuramos el switch DLS2, código aplicado: 
 
DLS2#conf t 
DLS2 (config)#hostname DLS2 
DLS2(config)#int range FastEthernet 0/1-16 
DLS2(config-if-range)#shutdown 
 




ALS1(config)#int range FastEthernet 0/1-16 
ALS1(config-if-range)#shutdown 
 
Configuramos el switch ALS2, código aplicado: 
 
ALS2#conf t 
ALS2 (config)#hostname ALS2 







B. Asignar un nombre a cada switch acorde con el escenario establecido 
 
Se procede a realizar el cambio de nombre para cada switch utilizando el comando 
Hostname. 
 































C. Configurar los puertos troncales y Port-channels tal como se muestra en 
el diagrama 
 
1. La conexión entre DLS1 y DLS2 será un EtherChannel capa-3 utilizando 
LACP. Para DLS1 se utilizará la dirección IP 10.20.20.1/30 y para DLS2 
utilizará 10.20.20.2/30. 
 
La tecnología EtherChannel permite agrupar en paralelo varias interfaces de 
ethernet de forma lógica, logrando obtener una mejoría en sus características y 
mejor rendimiento en la transmisión de datos, para el proceso de configuración del 
EtherChannel se utiliza la instrucción Link Aggregation control protocol (LACP) en 
estado ON para la activación de los demás puertos con configuración del 
EtherChannel en etapa 3, para tal fin se utiliza el comando channel-group number 








DLS1(config)#interface port-channel 12 
DLS1(config-if)#no switchport 
DLS1(config-if)#ip addres 10.20.20.1 255.255.255.252 
DLS1(config-if)#exit 
DLS1(config)#interface range fastEthernet 0/11-12 
DLS1(config-if-range)#no switchport 












DLS2(config) #interface port-channel 12 
DLS2(config-if) #no switchport 
DLS2(config-if) #ip address 10.20.20.2 255.255.255.252 
DLS2(config-if) #exit 
DLS2(config) #interface range fastEthernet 0/11-12 
DLS2(config-if-range) #no switchport 
DLS2(config-if-range) #channel-group 12 mode active 




Una de características importantes del EtherChannel es hacer posible la 
combinación de gran cantidad de enlaces físicos entre los switches para aumentar 
la velocidad general de la comunicación switch a switch. 
 
2. Los Port-channels en las interfaces Fa0/7 y Fa0/8 utilizarán LACP. 
 
Para esta configuración se utilizará el comando Switchport mode trunk 
encapsulation dot1q, el cual es un tipo de enlace que configura uno o varios puertos 
de un switch para que éste pueda permitir el paso de las VLANS ya configuradas 
con anterioridad, este enlace mantiene su soporte en el estándar IEEE 802.1Q. 
 
Entre los switch DLS1 y DLS2 la comprobación debe hacerse por medio de un 
comando que pueda soportar 802.1Q, en cambio para los switches ALS1 t ALS2 no 









DLS1(config)#interface range fastEthernet 0/7-8 
DLS1(config-if-range) #switchport trunk encapsulation dot1q 
DLS1(config-if-range) #switch mode trunk 
DLS1(config-if-range) #channel-group 1 mode active 









DLS2(config)#interface range fastEthernet 0/7-8 
DLS2(config-if-range) #switchport trunk encapsulation dot1q 
DLS2(config-if-range) #switchport mode trunk 
DLS2(config-if-range) #channel-group 2 mode active 














Enter configuration commands, one per line.  End with CNTL/Z. 
ALS1(config)#interface range fastEthernet 0/7-8 
ALS1(config-if-range)#switchport mode trunk  






Configuramos el switch ALS2, código aplicado: 
ALS2>enable 
ALS2#conf t 
ALS2(config)#interface range fastEthernet 0/7-8  
ALS2(config-if-range)#switchport mode trunk 




3. Los Port-channels en las interfaces F0/9 y fa0/10 utilizará PAgP. 
 
El protocolo PAGP tiene una importante función al facilitar la generación rápida y 
automática de Etherchannel intercambiando paquetes de PAGP entre puertos de 
tipo Ethernet, de igual forma los switches también logran el intercambio de paquetes 
PAGP a través de sus puertos con capacidad de Etherchannel. Los puertos con el 
mismo ID de dispositivo vecino y capacidad de grupo de puertos se agrupan en un 









DLS1(config)#interface range fastEthernet 0/9-10 
DLS1(config-if-range)#switchport trunk encapsulation dot1q 
DLS1(config-if-range)#switchport mode trunk 










DLS2(config)#interface range fastEthernet 0/9-10 
DLS2(config-if-range)#switchport trunk encapsulation dot1q 
DLS2(config-if-range)#switchport mode trunk 















ALS1(config)#interface range fastEthernet 0/9-10 
ALS1(config-if-range)#switchport mode trunk  










ALS2(config)#interface range fastEthernet 0/9-10 
ALS2(config-if-range)#switchport mode trunk 
ALS2(config-if-range)#channel-group 4 mode desirable 
ALS2(config-if-range)# 











4. Todos los puertos troncales serán asignados a la VLAN 500 como la VLAN 
nativa. 
 
Para este punto se utilizará la trama 802.1Q la cual, al ser un medio compartido, 
permite conectar más de dos dispositivos permitiendo la interconexión de más VLAN 
en una sola topología. 
 
Para la asignación de VLAN nativas, se utiliza el comando ChannelGroup para la 
interfaz EtherChannel. 
  





DLS1(config-if)#switchport trunk native vlan 500 
DLS1(config-if)# 
DLS1(config)#interface Po4 









DLS2(config-if)#switchport trunk native vlan 500 
DLS2(config-if)#exit 
DLS2(config)#interface Po3 












ALS1(config-if)#switchport trunk native vlan 500 
ALS1(config-if)#exit 
ALS1(config)#interface Po3 










ALS2(config-if)#switchport trunk native vlan 500 
ALS2(config-if)#exit 
ALS2(config)#interface Po4 








D.  Configurar DLS1, ALS1, y ALS2 para utilizar VTP versión 3 
 
1. Utilizar el nombre de dominio CISCO con la contraseña ccnp321. 
2. Configurar DLS1 como servidor principal para las VLAN. 
3. Configurar ALS1 y ALS2 como clientes VTP. 
 
Se debió utilizar la versión 2 a causa de que admite un rango (ID de VLAN 1 a 1005); 
se configura el switch para que pueda funcionar en modo servidor, no pudiendo 
crear ni modificar ni eliminar VLAN de un cliente tipo VTP. 
 
Se debió utilizar el VTP versión 2 debido a que al utilizarse el comando show vtp 
status, resulta que no es compatible con la versión 3. 
 
Configuramos el switch DLS1 configurando la versión 2, código aplicado: 
 
DLS1#conf t 
DLS1(config)#vtp domain CISCO 
DLS1(config)#vtp password ccnp321 
DLS1(config)#vtp version 2 
DLS1(config)#vtp mode server 
DLS1(config)#exit 
 




ALS1(config)#vtp domain CISCO 
ALS1(config)#vtp password ccnp321 
ALS1(config)#vtp version 2 










ALS2(config)#vtp domain CISCO 
ALS2(config)#vtp password ccnp321 
ALS2(config)#vtp version 2 
ALS2(config)#vtp mode client 
ALS2(config)#exit 
 
E.  Configurar en el servidor principal las siguientes VLAN: 
 
Tabla 1, Nombre y número de las VLAN 
Número de VLAN Nombre de VLAN Número de VLAN Nombre de VLAN 
600 NATIVA 420 PROVEEDORES  
15 ADMON 100 SEGUROS 
240 CLIENTES  105 VENTAS 
111 MULTIMEDIA 355 PERSONAL 
 
En esta práctica se ha utilizado los switches CISCO Catalyst 3560 con versión 12.2, 
siendo este configurado para la versión 2 de VTP, los cuales no soporta rangos 
mayores a 1005 de VLANS, por lo cual, se procederá a eliminar el último digito de 
la VLANS. 
 




























F. En DLS1, suspender la VLAN 420. 
 
Para suspender la VLAN 420, se utiliza el comando state suspend, pero no se 
puede realizar porque Packet Tracer no lo soporta. 
 
DLS1#conf t 
Enter configuration commands, one per line.  End with CNTL/Z. 
DLS1(config)#vlan 420 
DLS1(config-vlan)#state suspend 
                  ^ 





G. Configurar DLS2 en modo VTP transparente VTP utilizando VTP versión 2, 





Para este paso se utiliza el comando vtp mode trasnparent, en el modo 
configuración general. 
 




DLS2(config)#vtp mode transparent 




















H. Suspender VLAN 420 en DLS2. 
 
Para suspender la VLAN 420, se utiliza el comando state suspend, pero no se 





                  ^ 








i. En DLS2, crear VLAN 567 con el nombre de PRODUCCION. La VLAN de 
PRODUCCION no podrá estar disponible en cualquier otro Switch de la red. 
 
Para este paso se utilizará el comando switch allowed vlan exept en dónde 
se agregarán las VLAN de las listas a excepción de la 567. 
 






DLS2(config)#interface port-channel 2 
DLS2(config-if)#switchport trunk allowed vlan except 567 
DLS2(config-if)#exit 
DLS2(config)#interface port-channel 3 




j. Configurar DLS1 como Spanning tree root para las VLANs 1, 12, 420, 600, 
1050, 1112 y 3550 y como raíz secundaria para las VLAN 100 y 240. 
 
Para este paso se utiliza el comando spanning-tree vlan id-vlan root primary en 
modo configuración global y para las VLAN 100 y 240 se utiliza el comando 
spanning-tree vlan id-vlan root secondary, configurada en global estableciendo 
prioridad secundaria. 
 




DLS1(config)#spanning-tree vlan 1,12,420,600,105,111,355 root primary  




k. Configurar DLS2 como “Spanning tree root” para las VLAN 100 y 240 y 
como una raíz secundaria para las VLAN 15, 420, 600, 1050, 11112 y 3550. 
 
La configuración spanning tree root tiene como objetivo evitar o prevenir bucles 




que no es un switch raíz considerando el costo administrativo entre su puerto y el 
switch raíz. El costo se llama, el costo raíz de ese switch.  
 
STP/RSTP pone su puerto que es parte de la ruta de menor costo raíz, llamado 
puerto raíz (en inglés, Root Port o RP) en estado de reenvío. 
 
Configuramos el switch DLS2, código aplicado: 
 
DLS2#conf t 
DLS2(config)#spanning-tree vlan 100,240 root primary 




l. Configurar todos los puertos como troncales de tal forma que solamente 
las VLAN que se han creado se les permitirá circular a través de estos 
puertos. Para este punto se hace anotación de que las VLAN permitidas 
para el SWITCH DLS2 van de 1 a 566. 
 
Configuramos el switch DLS1, código aplicado: 
 
DLS1#conf t 
DLS1(config)#interface port-channel 1 
DLS1(config-if)#switchport trunk native vlan 600 
DLS1(config-if)#switchport trunk encapsulation dot1q 
DLS1(config-if)#switchport mode trunk  
DLS1(config-if)#exit 
DLS1(config)#interface port-channel 4 
DLS1(config-if)#switchport trunk native vlan 600 
DLS1(config-if)#switchport trunk encapsulation dot1q 
DLS1(config-if)#switchport mode trunk  
DLS1(config-if)#exit 
DLS1(config)#interface port-channel 2 
DLS1(config-if)#no switchport 
DLS1(config-if)#ip address 10.20.20.1 255.255.255.252 
DLS1(config-if)#exit 
DLS1(config)#interface range fastEthernet 0/7-10  
DLS1(config-if-range)#switchport trunk native vlan 600 
DLS1(config-if-range)#switchport trunk encapsulation dot1q 
DLS1(config-if-range)#switchport mode trunk  












DLS2(config)#interface range fastEthernet 0/7-10 
DLS2(config-if-range)#switchport trunk native vlan 600 
DLS2(config-if-range)#switchport trunk allowed vlan 1-566-100 
DLS2(config-if-range)#switchport trunk encapsulation dot1q 
DLS2(config-if-range)#switchport mode trunk  









Enter configuration commands, one per line.  End with CNTL/Z. 
ALS1(config)#interface range fastEthernet 0/7-10 
ALS1(config-if-range)#switchport trunk native vlan 600 










ALS2(config)#interface port-channel 2 
ALS2(config-if)#switchport trunk native vlan 600 
ALS2(config-if)#switchport mode trunk 
ALS2(config-if)#exit 
ALS2(config)#interface port-channel 4 
ALS2(config-if)#switchport trunk native vlan 600 





ALS2(config)#interface range fastEthernet 0/7-8 
ALS2(config-if-range)#switchport trunk native vlan 600 
ALS2(config-if-range)#switchport mode trunk 
ALS2(config-if-range)#channel-group 2 mode active 
ALS2(config-if-range)#no shutdown 
ALS2(config-if-range)#exit 
ALS2(config)#interface range fastEthernet 0/9-10 
ALS2(config-if-range)#switchport trunk native vlan 600 
ALS2(config-if-range)#switchport mode trunk 





m. Configurar las siguientes interfaces como puertos de acceso, asignados a 
las VLAN de la siguiente manera: 
 
Tabla 2, Interfaces asignadas a las VLAN 
Interfaz DLS1 DLS2 ALS1 ALS2 
Interfaz Fa 0/6 355 15 100 240 
Interfaz Fa 0/15 111 111 111 111 
Interfaces F0/16-18  567   
 
Se utilizará el comando switch Access VLAN para la configuración de interfaces 
como puertos de acceso, después utilizando el comando spanning-tree portfast 
permitirá a los PC tener acceso a la red capa 2, razón por la cual se utilizará el 
comando portfast, ya que se podría generar fallas por la utilización del protocolo 
STP. 
 




DLS1(config)#interface fastEthernet 0/6 
DLS1(config-if)#switchport mode access 
DLS1(config-if)#switchport access vlan 355 
DLS1(config-if)#spanning-tree portfast 
DLS1(config-if)#no shutdown 




DLS1(config-if)#switchport mode access 









DLS2(config)#interface fastEthernet 0/6 
DLS2(config-if)#switchport mode access 
DLS2(config-if)#switchport access vlan 15 




DLS2(config)#interface fastEthernet 0/15 
DLS2(config-if)#switchport mode access 
DLS2(config-if)#switchport access vlan 111 
DLS2(config-if)#spanning-tree portfast 
DLS2(config-if)#exit 
DLS2(config)#interface range fastEthernet 0/16-18 
DLS2(config-if-range)#switchport mode access 












ALS1(config)#interface fastEthernet 0/6 
ALS1(config-if)#switchport mode access 
ALS1(config-if)#switchport access vlan 100 




ALS1(config)#interface fastEthernet 0/15 
ALS1(config-if)#switchport mode access 
ALS1(config-if)#switchport access vlan 111 









ALS2(config)#interface fastEthernet 0/6 
ALS2(config-if)#switchport mode access 







ALS2(config)#interface fastEthernet 0/15 
ALS2(config-if)#switchport mode access 
ALS2(config-if)#switchport access vlan 111 





Parte 2: conectividad de red de prueba y las opciones configuradas. 
 
a. Verificar la existencia de las VLAN correctas en todos los switches y la 



































Ilustración 11, Revisión de las interfaces trunk ALS1 
 
 



















Ilustración 15, Revisión de la vlan segunda parte ALS2 
 
 








Ilustración 17, Verificación del EtherChannel DLS1 
 
 








Ilustración 19, Verificación de la configuración de spanning-tree del DLS1 
 





Ilustración 21, Verificación de la configuración de spanning-tree del DLS1 
 





Ilustración 23, Verificación de la configuración de spanning-tree del DLS1 
 
 













 Se logró configurar adecuadamente los routers establecidos en la topología 
del escenario 1, asignándoles las IP determinadas en los puertos 
establecidos.   
 
 Se establecen las 4 nuevas interfaces en R1 y R5 correctamente utilizando 
los comandos necesarios para configurar la conexión y las IP necesarias. 
 
 Se logró configurar adecuadamente los switches establecidos y solicitados 
en la topología del escenario 2. 
 
 Se logró implementar a cabalidad las configuraciones necesarias exigidas 
por los escenarios tales como: configuraciones de troncales y Port-channels 
de LACP, Port Aggregation Protocol (PAgP), spanning-tree, así como las 
configuraciones y establecimiento de VLANS. 
 
 Se evidencia la correcta conexión, configuración y funcionamiento 
verificando mediante el comando show vlan, show interfaces trunk y show 
spanning-tree en los diferentes switches. 
 
 Se explicó detalladamente el funcionamiento de cada comando, así como del 
funcionamiento de éste en cada paso. 
 
 Se logró cumplir con cabalidad las actividades solicitando, aplicando 
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