Abstract. We consider a hyperbolic two component system of partial differential equations in one space dimension with ODE boundary conditions describing the flow of an incompressible fluid in an elastic tube that is connected to a tank at each end. Using the local-existence theory together with entropy methods, the existence and uniqueness of a global-in-time smooth solution is established for smooth initial data sufficiently close to the equilibrium state. Energy estimates are derived using the relative entropy method for zero order estimates while constructing entropy-entropy flux pairs for the corresponding diagonal system of the shifted Riemann invariants to deal with higher order estimates. Finally, using the linear theory and interpolation estimates, we show that the solution converges exponentially to the equilibrium state.
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GILBERT PERALTA AND GEORG PROPST modeled by a hyperbolic PDE on (t, A prime denotes a derivative with respect to time t. Physically, the coefficients in (1.1) are given by
where r 0 represents the inner rest radius of the circular tube, A 0 is the corresponding rest cross-section, E and s are Young's modulus and the thickness of the tube material, ρ and μ are the constant density and viscosity of the fluid, p f 0 and p f are constant pressures above the fluid in the left and right tank respectively, and g is the gravitational constant. All parameters appearing in the model are positive except for the viscosity μ, which is only nonnegative. However, for global existence the assumption μ > 0, or equivalently β > 0, will be reinforced. For the derivation of this model we refer to [15, 19] . The first two equations in (1.1) have the same form as isentropic flow in Eulerian coordinates of a thermoelastic polytropic fluid in a duct, e.g., [5, p. 198] . Models similar to (1.1) have been considered in the literature both for bounded and unbounded intervals, for instance, [2, 3, 7, 15, 20] . In a recent work [18] , the linearized model has been analyzed with respect to stability and controllability. We will use the stability result to prove the exponential convergence of the state to the equilibrium for the nonlinear system (1.1).
The goal of the present paper is to use the local-existence theory together with entropy and energy methods to prove a global existence result and describe the asymptotic behavior of the solution, at least for sufficiently smooth data close to the equilibrium state, for the nonlinear system (1.1).
It is well-known that in general, solutions of first order quasilinear hyperbolic partial differential equations even with smooth initial data may not exist globally in time and singularities may develop in finite time, such as shocks, mass explosion, etc. However, it is observed that the presence of a linear damping term can prevent shock formation at least for small and smooth initial data. A simple example illustrating these phenomena is given by Burgers' equation; see for instance [5, Section 4.2] . Necessary and sufficient conditions for the existence of global solutions both for general and physical systems have GILBERT For a given fixed volume and with the assumption that the pressures p f 0 or p f are given (not too large), the equilibrium is uniquely determined. Indeed, if V 0 denotes the fixed volume, then we have V 0 = A e + A T h 0e + A T h e . The latter equality together with (2.2) provides explicit expressions for A e , h 0e and h e in terms of V 0 . In [17] , the mth order compatibility condition of the initial data is defined and the following local-in-time existence result and blow-up criterion are shown. 
If the maximal time is finite, the first scenario is typical for ODEs, while the second one is called shock formation. For the first one, the state approaches the boundary of U, and as a result the flux matrix will become singular. In the region U, there is one negative eigenvalue and one positive eigenvalue for the flux matrix, and the flow in this case is subsonic. On the other hand, the shock formation is a typical behavior for first order quasilinear PDEs where waves are compressed within finite time, and therefore wave profiles can have arbitrarily large slope. However, for data close enough to an equilibrium state and with dissipative terms these will not happen. This assertion with regard to (1.1) is the main result of this paper. 
for some C > 0.
3. Entropy-entropy flux pairs. Entropies of the system (1.1) can be obtained by solving a wave equation as shown in the following. For a more general result of a similar model and in the case of β = 0 we refer to the paper of Lions, Perthame and Tadmor [12] .
Then any smooth functions A and u satisfying the first two equations in (1.1) also satisfy the entropy dissipation identity
Proof. The regularity of q stated above follows immediately from the regularity of η. Since u and A satisfy the first two equations in (1.1), the PDE (3.2) is equivalent to
The first term vanishes due to the construction of q since q u = uη u + Aη A . We show that the second term also vanishes. Differentiating the latter equality with respect to A and using (3.1) we have
Integrating (3.5) twice, first with respect to u and then with respect to A, we have
for some function F . Taking u = 0 in (3.3) and (3.6) shows that F ≡ 0. Thus, differentiating (3.6) with respect to A shows that the second term in (3.4) is identically zero. Hence (3.4) is satisfied and so is (3.2) . The function η is called an entropy and q is the corresponding entropy flux. The entropy dissipation identity (3.2) is commonly called a companion law to the first two equations in (1.1). Let η p = a 1 u + a 2 A + a 3 uA + a 4 where the a i 's are constants. Notice that the wave equation is invariant under perturbations of the form η p ; i.e., if η satisfies (3.1), then so does η + η p .
A common entropy of the above system is
called the mechanical energy, and it is strictly convex in the variables (A, Au) ∈ (0, ∞) × R. This particular entropy satisfies the boundary conditions η(0, u) = 0 and η A (0, u) = 1 2 u 2 . Such entropies are called weak entropies [12] . However, for our purpose we will modify this entropy. We want an entropy η 0 such that η 0 (A e , 0) = 0 and Dη 0 (A e , 0) = (0, 0). This can be done by choosing
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In the literature, η 0 is referred to as the relative entropy with respect to the state (A e , 0). Notice that the difference of the mechanical energy η and its modified version η 0 is a function of the form η p stated above. By invariance, η 0 also satisfies the wave equation (3.1), and therefore if (A, u) satisfies the first two equations in (1.1), η 0 also satisfies the entropy dissipation identity (3.2) with the corresponding entropy flux
e )uA (3.8) obtained from (3.3) . Moreover, η 0 is also strictly convex in the variables (A, uA). This entropy-entropy flux pair will be used in the next section to obtain zero order estimates. By a second order Taylor expansion we can see that there exist constants c K , C K > 0 such that
for every (A, u) ∈ K where K ⊂ (0, ∞) × R is a compact set containing (A e , 0). Thus the relative entropy serves as a distance between the smooth solutions of the system and the constant equilibrium state. The next step is to develop entropy-entropy flux pairs to deal with first order and second order estimates as done by Ruan et al. [20] . This will be done using an appropriate diagonal form of the system. The eigenvalues of the associated flux matrix of (1.1) arẽ λ = u − κA 
. If (A, u) is close to the equilibrium state (A e , 0), then (w, z) is close to (4κA 1 4 e , 4κA 1 4 e ). With this in mind, we shall consider the shifted Riemann invariants w =w − 4κA 1 4 e and z =z − 4κA Therefore the state variables (A, u) and the shifted Riemann invariants (w, z) are related according to
This is a free offprint provided to the author by the publisher. Copyright restrictions may apply.
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Using the Riemann invariants, the system (1.1) can be written in diagonal form: 12) where the coefficient functions are given by e , (3.13)
14)
Differentiating the first two equations in (3.12) with respect to x once and twice we have
for k = 1, 2 where
Using the equation (3.17) we have, for a smooth solution (w, z) of the system (3.12),
GILBERT PERALTA AND GEORG PROPST for k = 1, 2. Similarly, using (3.18) we get
for k = 1, 2. Subtracting (3.23) from (3.24) we obtain the partial differential equation
where 
where
The point is that solutions (w, z) of (3.12) that are sufficiently smooth satisfy (3.27) for k = 1, 2. Equation (3.27) will be of great importance in deriving the energy estimates. This is done by choosing appropriate functions ψ k and φ k such that the term M k will be, in some sense, dominated by the velocity u or its derivatives.
Energy estimates.
For T > 0 define the solution space
By using classical embedding results we can see that X T is continuously embedded in
All throughout this section (A, u, h 0 , h ) will be a smooth solution to the system on the time interval [0, T ], provided that such solution exists on such interval. Define the energy functionals
In the following estimates, C δ and C iδ will denote generic positive constants that depend on the system parameters and may depend on δ > 0, and C δ and C iδ remain bounded as long as δ stays on a bounded set in (0, ∞).
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Before we proceed we state the following equivalence of norms of the state variables u, A and the Riemann invariants
for k = 0, 1, 2 and for t ∈ [0, T ]. This follows immediately from the identity 2w 2 + 2z 2 = (z − w) 2 + (z + w) 2 in R and the transformations given in (3.11) . This norm equivalence will be used in converting an estimate involving the Riemann invariants into an estimate involving the state variables and vice versa. Furthermore, if 0 < δ < A e , then |A−A e | ≤ δ implies that 
Proof. Recall that η 0 and q 0 given in (3.7) and (3.8), respectively, satisfy the entropy dissipation identity (3.2). Integrating (3.2) over [0, t] × [0, ] and using Fubini's Theorem yield
Let us estimate the left hand side of (4.5) from below and its right hand side from above. According to (3.9) and (4.3) it holds that, choosing δ > 0 sufficiently small,
Using (2.2) and the last four equations of (1.1) in (3.8) we have
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Moreover, the Sobolev embedding theorem again implies that
Now it can be seen that (4.4) follows from (4.5)-(4.8) and the fact that the L 2 -norm of (uA)(t) and u(t) are equivalent for each t provided that δ > 0 is small enough.
The next step is to derive estimates involving the spatial derivatives of the state components u and A 
where we used Young's inequality in the last step. A similar process can be done for the case The proposition is useful when dealing with higher order estimates. For example, in obtaining estimates for z x and w x , we will put a small factor, if necessary, to these terms, but the drawback is the occurrence of a large factor to lower order terms. However, this will not cause problems when we have already derived estimates for the lower order terms, specifically, the one given in Lemma 4.1. 
Proof. To prove the lemma we will utilize the system satisfied by the (shifted) Riemann invariants (3.12). Let us consider the entropy η 1 = ψ 1 − φ 1 where
We will estimate each integral in (3.27) with these particular functions.
We shall use these properties throughout without mentioning them anymore.
We estimate each of the integrals on the left hand side of (3.27) from below and estimate the integral on the right hand side from above. For ease of reading, we divide the process into three steps. To make the terms more compact we also introduce the variable V = (w, z).
Step 1. Estimate from below. The preceding remarks about θ, λ and μ show that
Next, we deal with boundary terms. Let us note the identity
obtained from the first two equations in (3.12) . Each term of the above equality is evaluated at either (t, 0) or (t, ). Consider the case where it is evaluated at (t, 0). Differentiating the fifth equation in (3.12) and using the third equation we arrive at
Using the estimate in Propostion 4.2, the Sobolev embedding theorem and the equality 2u = z − w we have
Differentiating the third equation in (3.12) gives
Multiplying the left hand side of (4.13) by the right hand side of (4.17), rearranging the terms and then using (4.14) we obtain
. Let us integrate (4.18) from 0 to t. The first term of the integral can be estimated as
For the remaining term we integrate by parts, use the the third equation in (1.1), and apply the Sobolev embedding and Proposition 4.2 to obtain
Therefore, (4.15) and the inequalities (4.16), (4.19) and (4.20) give us the estimate
In an analogous manner we can obtain the same form of estimate from below for the integral t 0 q 1 (τ, ) dτ . Combining the estimates that we have obtained so far, we have This is a free offprint provided to the author by the publisher. Copyright restrictions may apply.
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Step 2. Estimate from above. First we will express the derivative of the eigenvalues λ and μ with respect to t in terms of the Riemann invariants w and z. A straightforward calculation and application of the two PDEs in (3.12) give us
Therefore, each term of μ t and λ t contains at least one factor among z − w, w x , z x . Consequently, the same is true for w t and z t according to the PDE and in turn for
This observation is important because we want to avoid the
e L 2 dτ , which is not present in the energy functional N 2 . Now the first three pairs appearing in (3.26) for k = 1 are given by
From the previous remarks we notice that the factors of z 
The last term in M 1 is more delicate since it contains second order terms. Indeed, we have
where θ c > 0 is the constant term of θ. Here R 3 are terms of degree at least 3 that contain either z
> 0, if β > 0, independent of δ. Adding (4.22) and (4.24) we arrive at
Step 3. Let us combine the estimates obtained from Step 1 and Step 2. Choosing ϑ > 0 small enough so thatC − C δ ϑ > 0 we have
We can use Lemma 4.1 to bound the first and third terms on the right hand side of (4.26) from above. Consequently, (4.10) follows from (4.26), (4.4) and (4.2).
To complete the estimate for the energy functional N 1 we need the following additional estimate. 
Proof. The proof of the lemma is basically the same as the proof of Lemma 4.3; the main difference is the particular choice of the entropy appearing in (3.27 ). In the current situation, we consider the entropyη 1 =ψ 1 −φ 1 with corresponding entropy flux q 1 = μψ 1 − λφ 1 wherẽ
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for some ∈ (0, 1) small enough. Similarly, 
The remaining task is to obtain estimates from above. As in the previous lemma, we need to look carefully at each pair appearing inM 1 since some of them contain terms of degree only 2. For the rest of the proof R i will denote terms that are degree at least 3 and contain at least two factors among z − w, w x , z x . Note that using (3.12) we have
whereR 0 = c 1 ww x + c 2 zw x + c 3 wz x + c 4 zz x for some constants c i . Thus we havẽ
By Young's inequality and the Sobolev embedding theorem we havẽ
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For the second pair we can see that
The third pair can be computed as in the first pair and we get
Finally, for the last pair we use (3.19) and (3.20) to obtaiñ
whereR 1 ,R 2 are of degree 2 and have the same form asR 0 . Taking the sum of (4.31)-(4.34), choosing > 0 small enough so thatC 1 = θ c C e β 4 − C δ > 0, using the Sobolev embedding theorem and the transformations (3.11) we obtain
Now it can be seen that (4.27) follows from (4.28), (4.29), (4.35), Lemma 4.1, and from the equivalence of norms in (4.2).
Remark 4.5. It is worth pointing out that by an appropriate modification of the entropy-entropy flux pair we saw in the proof of Lemma 4.4 that the term u 2 x , or equivalently (z x − w x )
2 , which appears on the right hand side of (3.27) cancels when adding (4.33) and (4.34). Moreover it was replaced by a term involving (A x is precisely what we want in order to prove Lemma 4.4. This observation will also be used in the following two lemmas.
Before we proceed in obtaining estimates for the second spatial derivatives of the state variables, we will derive some identities from the two PDEs in the diagonal system (3.12).
In the following, we concentrate on the linear terms and state only the properties of the higher degree terms. Differentiating the first equation in (3.12) with respect to t we get
However, we note from (3.17) for k = 1 that
Thus, according to (4.36), (4.37) and (3.19) we have
In a similar way we have the following equation for z tt :
Taking the derivative of both sides of (4.30) with respect to x, we have
for some constants c jk . Subtracting (4.38) from (4.39) and using (4.30) we have
whereR 4 are terms of degree at least 2 and contain at least one factor among z − w, w x , z x , z xx , w xx . However, each term has at most one factor among w xx , z xx .
Lemma 4.6 (Second order estimate). There exist δ > 0 and C δ > 0 such that for any
Proof. Again we will proceed in the same manner, now with the entropy η 2 = ψ 2 − φ 2 where
We estimate (3.27) with these particular functions and as before we divide the procedure into three steps, namely, the derivation of estimates of the left hand side of (3.27) from below, estimates of the right hand side of (3.27) from above and finally combining the two.
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Step 1. Estimate from below. For brevity let us set
Using Young's inequality we have, for δ > 0 small enough,
for every > 0. We removed the arguments (t, x) on the right hand sides for simplicity. Using the definition ofÑ 2 and replacing the term z t − w t by the right hand side of (4.30), we can see thatÑ
This follows immediately from the fact thatÑ consists of terms that are at least degree 1 in w, z, w x , z x , and soÑ 2 will have at least degree 2 terms in these variables. Then we retain two factors and take the supremum of the rest, employing the Sobolev embedding theorem to estimate the supremum and finally use the assumption that N 2 2 (T ) ≤ δ, for δ > 0 small enough. Now, choosing > 0 sufficiently small we have
. Similarly, we have the upper bound
. Doing the same process with φ 2 and recalling that λ is negative for small enough δ > 0 we have
According to (4.38) and (4.39) we can see that
Let us use the boundary conditions to rewrite the integrand in terms of w, z and their first derivatives with respect to x. For convenience, the functions in the following discussions are to be evaluated at (t, 0) or t, or with other variables representing time, where they make sense. First, we notice from (4.13) that
and from (4.30) we have z t − w t = p 1 (w, z, w x , z x ). Using (4.50) in (4.17) yields
Taking the derivative of both sides of (4.13) gives us
Thus, (4.52) implies that
We also take the derivative of (4.17) and apply (4.50) and (4.54) to obtain
where θ 2 (w, z) =
12
A T (w + z + 2C e ) 2 and
Note that p 1 , p 2 and p 3 contain terms that are degree at least 1 and have at least one factor among z − w, w x , z x , while p 4 has terms with degree at least 2 that contain at least two factors among z − w, w x , z x . Moreover, we note that each S i is bounded as long as its arguments stay on a bounded subset of (0, ∞), which is the case due to the assumption that |h 0 (t) − h 0e | 2 ≤ δ for small enough δ > 0. From (4.53), (4.54) and (4.55) we can now rewrite (4.49) as
Integrating by parts and using (4.52) we get
Applying Proposition 4.2 to the terms having either z x (τ, 0) or w x (τ, 0) appearing in the first term of the above last expression and using the Sobolev embedding theorem for the rest, we obtain the inequality
In the above computations it is important to note the properties of p 2 .
In a similar way we can integrate by parts and use the same techniques to obtain
Furthermore, invoking the properties of p 3 and p 4 we have
Adding the lower bounds for J 1 , J 2 and J 3 gives us a lower bound of − t 0 q 2 (τ, 0) dτ , which has essentially the form of the lower bound for J 1 . We can repeat the same process for t 0 q 2 (τ, ) dτ and obtain a lower bound having the same form as stated above. With these, we finally obtain
(4.57)
Inequalities (4.48) and (4.57) give us the desired estimate from below.
Step 2. Estimate from above. In this step R i will denote terms of degree at least 3 containing at least two factors among z − w, w x , z x , z xx , w xx and containing at most two among z xx , w xx . First, we have
Consider each I i . According to (4.41) and Young's inequality we have
Also, from (4.30) and (4.41)
From (4.40) we see that
and 
It can be checked that
Similarly for the third pair we have
From (4.30), (4.40) and Young's inequality we have
2 ) (4.69)
The last equation is due to the fact that the terms in μ 2 − λ 2 are of degree at least 1. Therefore from (4.66)-(4.70) we have
Finally for the last pair in M 2 we use (3.21) and (3.22) to obtain 
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− C δ > 0, where the first term is independent of δ and , using the Sobolev embedding for the terms R i and finally invoking (3.11) yield
Step 3. The estimate (4.42) immediately follows from (4.48), (4.57), (4.73), Lemmas 4.1-4.4, (4.2) and by choosing ϑ > 0 in Proposition 4.2 small enough.
As in the case of first order estimates, we shall also need the following estimate in order to complete an estimate for the full energy functional N 2 . GILBERT PERALTA AND GEORG PROPST Lemma 4.7. There exist δ > 0 and C δ > 0 such that for any solution (A, u, 
Proof. We modify the entropy of the previous lemma. We consider the entropyη 2 = ψ 2 −φ 2 with corresponding entropy fluxq 2 = μψ 2 − λφ 2 wherẽ
Doing the same process as in the first step of Lemma 4.6 we can show that
Using (4.39) and (4.38), a simple computation gives us
where q 2 is the entropy flux in the previous lemma and p 1 and p 3 are defined by (4.51) and (4.54), respectively. A straightforward calculation gives
whereR 3 andR 4 are terms of degree at least 3 and contain at least two factors among z − w, w x , z x . By the estimate Proposition 4.2 and (4.2) we have
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Integrating (4.76) from 0 to t and using (4.57) and (4.77) we have
Observe that the deviation of ψ 2 and φ 2 fromψ 2 andφ 2 , respectively, is that the former terms contain β 2 (z t − w t ) while the latter terms do not. This means thatM 2 will consist of the same terms as M 2 but without those that stem from β 2 (z t − w t ). Thus, crossing out the terms that appear due to the said extra term, a careful analysis in the second step of the proof of Lemma 4.6 shows that
where R 18 is again terms of degree at least 3 containing at least two factors among z − w, w x , z x , z xx , w xx and containing at most two among z xx , w xx . Therefore we have, according to Young's inequality,
for someC 3 > 0. With the same explanations as above we have
From (4.75), (4.78), (4.79), choosing ϑ > 0 in Proposition 4.2 small enough and using Lemmas 4.1-4.6, the estimate (4.74) follows.
Proof of the global existence and stability in H
An immediate consequence of the results in the previous section is the following estimate for the energy N 2 . 
In any case, by continuity there exists 0 < T 1 
for all t ∈ (T 1 , T 1 + ) where > 0 and 
Now we are ready to prove the following asymptotic behaviour of the solutions. 
Using a Gagliardo-Nirenberg-Moser interpolation (see [22] ) we have
Theorem 2.2 implies that A(t)
− A e L 2 (0, ) is uniformly bounded in t ∈ [0, ∞), and thus from (5.2) we get A(t) − A e L ∞ (0, ) → 0 as t → ∞. In particular, this implies that
→ A e and A(t, ) → A e as t → ∞. The latter two further imply that h 0 (t) → h 0e and h (t) → h e as t → ∞. Combining these with (5.2) we obtain (5.1).
The decay rate at which the state converges to the equilibrium can be shown to be exponential, however, if one uses the norm in L 2 (0, ) 2 × R 2 . This is the goal of the next section.
Exponential convergence to the equilibrium in
The exponential stability result for (1.1) is based on linear stability and treating the higher order terms as perturbation of the linearized system. The basic ingredients are the exponential stability derived from semigroup theory, the variation of parameters formula and interpolation estimates. However, care should be taken since the linearization yields a nontrivial kernel, and therefore stability for the linearized problem is only possible in a factor space. The smallness of the data and the order of nonlinearity play an important role in the proof, specifically the applicability of a Gronwall-type estimate. In this way the decay rate for the nonlinear system is the same as the decay rate for the linearized system.
First, we revisit the stability result in [18] . Define the following constants:
Let X = L 2 (0, ) 2 × R 2 be equipped with the weighted norm
Consider the linear operator A :
This operator is obtained by linearizing the system (1.1) including its boundary conditions about the equilibrium state (A e , 0, h 0e , h e ). The operator A has a nontrivial kernel
with the kernel of the volume functional V : X → R,
In the following theorem σ(A) will denote the spectrum of A, which consists of eigenvalues since the operator is discrete. For the proof and explicit values of σ and k we refer to [18] .
Theorem 6.1. The operator A is a discrete spectral operator that generates a strongly continuous group T (t), t ∈ R, on X . If β > 0, then there exists M ≥ 1 such that
where σ = − sup λ∈σ(A) λ > 0 and k is either 0 or 1.
To use this result for the nonlinear system (1.1), we need further tools. The first one is the following Gronwall-type lemma, whose proof can be found in [6] .
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for some σ > 0, > 1 and nonnegative integer k. Then there exist > 0 and C > 0 such that if u(0) < , then
The next tool is a simple interpolation estimate derived from the well-known GagliardoNirenberg inequality; see [22] for example. 
As a consequence, we have the following estimate.
Corollary 6.4. There exists C > 0 such that for all u ∈ H 2 (0, ) it holds that
Proof. Using the Gagliardo-Nirenberg-Moser estimate in [22] , Hölder's inequality and Theorem 6.3 with m = 2 and j = 1 we have, for generic constants C > 0,
This clearly implies the estimate given in the corollary. Now we are in position to prove the following stability result.
Theorem 6.5 (Exponential stability). Consider the framework of Theorem 2.2. There exists δ 0 > 0 such that if E 0 ≤ δ 0 , then the solution of (1.1) satisfies
for all t ≥ 0 and for some constant C = C(E 0 ) > 0. The constants k and σ are those of Theorem 6.1.
Proof. Let z = (B, v, η 0 , η ) = (A−A e , u, h 0 −h 0e , h −h e ) denote the deviation of the state from the equilibrium. The system (1.1) can be rewritten in terms of the deviations This is a free offprint provided to the author by the publisher. Copyright restrictions may apply.
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In order to use the results for abstract homogeneous linear time-invariant systems via semigroup theory, we consider a new state variable w := z − (φ, 0, 0, 0) where
This is introduced in order to compensate for the nonlinearity in the boundary conditions. It is easy to see that w(t) ∈ D(A) for all t ≥ 0 and it satisfies the systeṁ w(t) = Aw(t) + F (t), t>0, The next task is to estimate each term of (6.3) in terms of the norm z(t) X of the deviation z(t). Since I − Π L(X ) ≤ 1 it holds that for all t ≥ 0,
for some C > 0 independent of E 0 . Similarly, for all t ≥ 0,
From Corollary 6.4 we obtain
The other terms in the first and second rows of F 1 can be estimated similarly. Now we estimate the third and fourth rows of for y = 0, . Expanding the term [(A(t)−A e )u(t)] x = A x (t)u(t)+(A(t)−A e )u x (t), it can be seen that each term can be estimated in the same manner as we estimated u(t)u x (t) above. For the first term, we apply the Gagliardo-Nirenberg-Moser interpolation once more to get
X .
Combining all of our estimates yields
The next step is to estimate (1 − Π)(F 2 ) t (t) X . Using the differential boundary conditions, the derivative of φ with respect to t is given by φ t (t, x) = − 2A T b 2 −1 ( − x)(h 0 (t) − h 0e )A(t, 0)u(t, 0)
This is a free offprint provided to the author by the publisher. Copyright restrictions may apply. 
for all s, t ≥ 0. The same estimate can be obtained for u and h 0 , h using the momentum equation and the ODE boundary conditions, respectively. Therefore z(·) X ∈ Lip([0, ∞), R + ). The result now easily follows from (6.8) and the Gronwall-type estimate Lemma 6.2.
