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Abstract
A set A ⊆ ω is called computably enumerable (c.e., for short), if there is an algorithm to enumerate the elements of it. For sets
A, B ⊆ ω, we say that A is bounded Turing reducible to (or alternatively, weakly truth table (wtt, for short) reducible to) B if there
is a Turing functional, Φ say, with a computable bound of oracle query bits such that A is computed by Φ equipped with an oracle
B, written A≤bT B. Let CbT be the structure of the c.e. bT-degrees, the c.e. degrees under the bounded Turing reductions. In this
paper we study the continuity properties in CbT. We show that for any c.e. bT-degree b 6= 0, 0′, there is a c.e. bT-degree a > b such
that for any c.e. bT-degree x, b ∧ x = 0 if and only if a ∧ x = 0. We prove that the analog of the Seetapun local noncappability
theorem from the c.e. Turing degrees also holds in CbT. This theorem demonstrates that every b 6= 0, 0′ is noncappable with any
nontrivial degree below some a > b (i.e. if x < a and x ∧ b = 0 then x = 0).
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1. Introduction
Given sets A, B ⊆ ω, we say that A is Turing reducible to B, if there is an oracle Turing machine Φ say, such that
A = ΦB (denoted by A ≤T B), and furthermore, if the bits of oracle queries are bounded by a computable function,
we say that A is bounded Turing reducible to B (or weak truth table reducible to), written A ≤bT B (or A ≤wtt B). A
set A ⊆ ω is called computably enumerable (c.e., for short), if there is an algorithm to enumerate the elements of it. A
Turing and a bounded Turing (or bT, for short) degree is the equivalence class of a set under the Turing reductions and
the bounded Turing reductions respectively. A degree is called computably enumerable (c.e.), if it contains a c.e. set.
Let C and CbT be the structures of the c.e. degrees under the Turing reductions and the bounded Turing reductions
respectively. During the past decades, the studies of both structures focused on that of the algebraic properties, leading
to major achievements such as the decidability results of the Σ1-theory of C, and the Σ2-theory of CbT (Ambos-Spies,
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Fejer, Lempp and Lerman [1]), and the undecidability results of the Σ3-theory of C (Lempp, Nies, and Slaman [8]),
and of the Σ4-theory of CbT (Lempp and Nies [7]). This progress brings the decidability problems of the Σ2-theory of
C, and the Σ3-theory of CbT into sharper focus, for which new ingredients are welcome.
In the recent years, the study of the computably enumerable degrees has focused on Turing definability in the
structure C. For instance, Slaman asked in 1985 if there are any c.e. degrees that are incomplete and nonzero which
are definable in the c.e. degrees C. This question of Slaman is still open. A natural approach to this problem is to find
some definable substructures of C that have nontrivial minimal/maximal and/or least/greatest members. This resumes
interests in topics such as the continuity of the c.e. degrees, started by Lachlan early in 1967.
Harrington and Soare [6] proved the first interesting result on this topic that for any nontrivial minimal pair (a,b)
of c.e. Turing degrees a,b, there exists a c.e. Turing degree c > a such that (c,b) is still a minimal pair. Furthermore,
Seetapun [10] showed that for any c.e. Turing degree b 6= 0, 0′, there exists a c.e. Turing degree a > b such that for
any c.e. Turing degree x, if x ≤ a, then a ∧ x = 0 if and only if b ∧ x = 0.
Ambos-Spies, Lachlan, and Soare [2] proved the dual case of the Harrington and Soare’s result: For any nontrivial
splitting x, y of 0′, there exists a c.e. degree a < x such that a ∨ y = 0′. Finally Cooper and Li [4] showed that for any
c.e. Turing degree b 6= 0, 0′, there exists a c.e. Turing degree a < b such that for any c.e. Turing degree x, x ∨ a = 0′
if and only if b ∨ x = 0′ , answering Lachlan’s major subdegree problem.
However there are fewer results in the topic of definability in the c.e. bT-degrees, CbT. For instance, we know
nothing about the Slaman problem described as above, and the characterization of definable ideals in CbT, and as a
matter of fact, we do not know much of the continuity properties of the c.e. bT-degrees. An interesting partial result
was given by Stob [13]: in both C and CbT, there are c.e. degrees a0, a1 > 0, with a0 being the unique complement
of a1 in the interval [0, a0 ∨ a1], such that if b < a0 ∨ a1 is cappable with any x < a0 (i.e. b ∧ x = 0), then x < a.
This can be interpreted as a continuity or discontinuity result in both C and CbT. In the present paper, we will show the
following:
Theorem 1.1. For any c.e. bT-degree b 6= 0, 0′, there is a c.e. bT-degree a > b such that for any c.e. bT-degree x,
b ∧ x = 0↔ a ∧ x = 0.
For this, it suffices to prove the following theorem, an analog of the local noncappability theorem for the c.e.
Turing degrees (Seetapun [10]). See the literature by Giorgi [5] or Brodhead [3] for further discussion about local
noncappability.
Theorem 1.2. For any c.e. bT-degree b, if b 6= 0, 0′, then there is a c.e. bT-degree a > b such that if x ≤ a is
noncomputable, then x ∧ b 6= 0.
Proof of Theorem 1.1. Assuming Theorem 1.2, we can see Theorem 1.1. Given b, let a be the degree in Theorem 1.2.
For a fixed x ∈ CbT, by Theorem 1.2, we consider only the case where x 6≤ a. Clearly if x ∧ a = 0, then x ∧ b = 0.
Assume that a ∧ x 6= 0. We can choose a c.e. bT-degree y such that y 6= 0 and y ≤ a, x. Therefore 0 < y ≤ a and by
Theorem 1.2, we have y ∧ b 6= 0, so that x ∧ b 6= 0. Theorem 1.1 follows. 
An interesting consequence of Theorem 1.1 is that there are no maximal non-bounding degrees in the c.e. bT-
degrees. Let b 6= 0 be a degree which bT-bounds no minimal pairs in CbT, and let a > b be the degree in Theorem 1.1.
We claim that there are no bT-minimal pairs below a. Suppose to the contrary that x, y is a minimal pair below a.
Since a ∧ x = x 6= 0 and a ∧ y = y 6= 0, we can choose nonzero x1 to be below both x and b, and nonzero y1 below
both y and b. Then (x1, y1) is a minimal pair below b. A contradiction.
The approach to the proof of Theorem 1.2 is similar to that of Seetapun’s result for the c.e. Turing degrees, but it is
non-obvious due to the computable bounds of oracle query bits in both the conditions and conclusions of requirements.
That is, bT-reductions are stronger than Turing reductions. So when we require the reductions being built to be bT-
reductions, we must satisfy stronger conditions and, in this sense, the problem becomes harder to solve. In fact, the
dual of Theorem 1.1 is completely different from the major subdegree theorem of Cooper and Li [4], since Li, Li,
Pan, and Tang [9] have shown that there exist c.e. bT-degrees a, b such that 0 < a < 0′, and for any c.e. bT-degree x,
b ∨ x = 0′ if and only if x ≥ a.
The rest of this paper is devoted to proving Theorem 1.2, our main result. In Section 2, we formulate the conditions
of the theorem by requirements; in Section 3, we arrange all strategies to satisfy the requirements on the nodes of a tree,
or more precisely, the priority tree T . In Section 4, we use the priority tree to describe a stage-by-stage construction of
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the objects we need. Finally, in Section 5 we verify that the construction in Section 4 satisfies all of the requirements,
finishing the proof of the theorem.
Our notation and terminology are standard and generally follow Soare [12]. During the course of a construction,
notations such as A,Φ are used to denote the current approximations to these objects, and if we want to specify the
values immediately at the end of stage s, then we denote them by As , Φ[s] etc. For a partial computable (p.c., or
for simplicity, also a Turing) functional, Φ say, the use function is denoted by the corresponding lower case letter
φ. The value of the use function of a converging computation is the greatest number which is actually used in the
computation. For a Turing functional, if a computation is not defined, then we define its use function = −1. During
the course of a construction, whenever we define a parameter, p say, as fresh, we mean that p is defined to be the
least natural number which is greater than any number mentioned so far. In particular, if p is defined afresh at stage
s, then p > s. The notion of bounded Turing reducibility is taken from Soare’s new book: Computability Theory and
Applications [11].
2. Requirements and strategies: Theorem 1.2
2.1. The requirements
Given a c.e. set B, we will build a c.e. set A to satisfy the following requirements:
Pe : A 6= Ψe(B) ∨ K ≤bT B
Re : Xe = Φe(A, B) −→ (∃ c.e. De)[De ≤bT Xe, B & (∀i)Se,i ]
Se,i : De 6= λi ∨ Xe ≤T ∅ ∨ B ≤T ∅
where e, i ∈ ω, {(Φe,Ψe, Xe) : e ∈ ω} is an effective enumeration of all triples (Φ,Ψ , X) of all bounded Turing (bT,
for short) reductions Φ,Ψ , and of all c.e. sets X ; {λi | i ∈ ω} is an effective enumeration of all partial computation
functions λ; and K is a fixed creative set. De for all e, are c.e. sets built by us.
Let a,b, x,d be the bT-degrees of A ⊕ B, B, X , D, respectively. By the P-requirements, a > b (unless b was
already the degree of 0′), and by the R-requirements, if x ≤ a there is a d below both x and b such that d 6= 0 unless
either x = 0 or b = 0. Therefore the requirements are sufficient to prove the theorem.
Before describing the strategies, we introduce some conventions of the bounded Turing reductions. We will assume
that for any given bounded Turing reduction Φ or Ψ , the use functions φ and ψ will be increasing in arguments.
2.2. A P-strategy
A P-strategy will try to satisfy a P-requirement, P say (we drop the index in the following discussion). We use
a node on a tree, γ say, to denote a P-strategy. It aims to ensure that if A = Ψ(B), then there is a bounded Turing
reduction ∆ such that ∆(B) = K . Therefore the P-strategy γ will try to build a bounded Turing reduction ∆. ∆ will
be built by an ω-sequence of cycles k. Each cycle k of γ will be responsible for defining ∆(B; k) as follows: first
γ chooses a fresh witness a(k) and waits for a stage, v say, at which we have Ψ(B; a(k)) ↓= 0 = A(a(k)). When
this occurs, we define ∆(B; k) to be K (k) with use function δ(k) = ψ(a(k)). Since ψ is partial computable, so is the
use function δ of ∆. We will always assume that whenever B changes below the δ-use, δ(k) say, the corresponding
computation∆(B; k) becomes undefined simultaneously. Suppose that at a later stage s > v, k is enumerated into K ,
and B has not changed since ∆(B; k) was last created, then ∆(B; k) 6= K (k). In this case, we enumerate a(k) into
A so that an inequality Ψ(B; a(k)) 6= A(a(k)) is created. The key point is that, if ∆(B; k) 6= K (k) is a permanent
inequality, so is Ψ(B; a(k)) = 0 6= 1 = A(a(k)).
The P-strategy γ will start cycles k in increasing order of k. Cycle k acts only if the following conditions occur:
1. For all k′ < k, ∆(B; k′) ↓= K (k′).
2. Either a(k) ↑, or ∆(B; k) ↑ and Ψ(B; a(k)) = A(a(k)), or ∆(B; k) ↓= 0 6= 1 = K (k).
As we have seen in the above analysis, if there is a permanent inequality between ∆(B) and K , there is a
corresponding permanent inequality between Ψ(B) and A. Since ∆ is a bounded Turing reduction (with use bound
δ), we have that if∆ is built infinitely many times, then∆(B) is total, and∆(B) = K . Hence K is bT-reducible to B.
Suppose this never occurs, then the P-strategy γ acts only finitely many times, which will be denoted by 1. Therefore
a P-strategy γ has only one possible outcome 1, unless K ≤bT B.
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2.3. AnR-strategy
Before describing the R-strategy, we introduce a convention of the bounded Turing reduction Φ. We assume that
for any x and any s, if x enters X at stage s, then Φ(A, B; x)[s] ↓= 1.
Given anR-requirement,R say, we define the length function of agreement as usual. That is to say: At stage s, the
length function of agreement ` between Φ(A, B) and X is defined as the largest x such that Φ(A, B) and X agree on
all values y < x :
` = `(X,Φ(A, B))[s] = max{x : (∀y < x)[Φ(A, B; y)[s]] ↓= X (y)[s]}.
Stage s is said to beR-expansionary if the length function of agreement increases; that is, if for all v < s, `[s] > `[v].
At R-expansionary stages, an R-strategy builds bounded Turing reductions Θ(X),Ξ (B) (with use functions θ , ξ ,
respectively) so that for the least undefined x < `:
Θ(X, x) ↓= D(x) with θ(x) = x and Ξ (B, x) ↓= D(x) with ξ(x) = φ(x) (1)
where φ is the use ofΦ(A, B), and D is a c.e. set, whose elements are enumerated into it by lower priority S-strategies
associated withR, to satisfy theR-requirement.
Suppose that α is an R-strategy. As above, the use functions θ and ξ of the bounded Turing reductions Θ and Ξ
built by α are the identity function and φ respectively, so that both Θ and Ξ are bounded Turing reductions. (Notice
that Φ(A, B) is a bounded Turing reduction, so that the use φ is a partial computable function.)
To satisfy Θ(X) = D and Ξ (B) = D, the R-strategy α will impose the following constraints on all S-strategies
with the same global index as theR-strategy α:
For any s, and any d , d is allowed to be enumerated into Dα at stage s only if both Θα(X; d) and Ξα(B; d) are
undefined during stage s.
We assume that for the bounded Turing reductionsΘ andΞ , any computation will automatically become undefined,
whenever the oracle changes below the corresponding use.
By the building of Θα and Ξα , and by the constraints of α, we have that if Θα and Ξα are built infinitely many
times, then both Θα(X) and Ξα(B) are total, and both equal Dα . HenceR is satisfied.
Therefore the key point towards the satisfaction of R is that if there are infinitely many R-expansionary stages,
then both Θα and Ξα are built infinitely many times.
We thus define the possible outcomes of theR-strategy α by
0 <L 1
to denote infinite and finite expansionary stages respectively.
2.4. An S-strategy
Suppose that we want to satisfy an S-requirement, Se,i say. For simplicity, we use R and S to denote Re and Se,i
respectively. Suppose that α and β are theR- and S-strategies respectively. Let αˆ〈0〉 ⊆ β.
β attempts to find some d such that λ(d) ↓= 0 with an expectation of enumerating d into D to create an inequality
λ(d) = 0 6= 1 = D(d).
However β can enumerate a number d into Dα at a stage, s say, only if both Θα(X; d) and Ξα(B; d) are undefined
during stage s as required by theR-strategy α.
Therefore, β will prepare a sequence of possible candidates c’s such that
• λ(c) ↓= 0 = D(c),
• Θα(X; c) ↓, and
• Ξα(B; c) ↓.
For the largest c, we build a partial computable fβ as follows:
– for every y ≤ ξα(c), if fβ(y) is undefined, then define fβ(y) = B(y).
– define d(β) = c, and set c to be undefined, which allows us to define a larger c.
Suppose that there is an error between fβ and B, in the sense that there is a y such that fβ(y) ↓= 0 6= 1 = B(y)
occurs at a stage, v say. Then we open an A-gap:
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– build a partial computable function gβ to simulate Xα as follows: for every x ≤ d(β), if gβ(x) is undefined,
define gβ(x) ↓= Xα(x),
– set fβ to be totally undefined (the fβ proves wrong, so it is cancelled),
– drop the A-restraint by defining r A(β) = −1, and
– create a link (α, β).
[Notice that at stage v, Ξα(B; d(β)) is undefined due to the B-change in the domain of fβ . We regard this as a
B-permission for the enumeration of d(β) into Dα . This B-permission will be kept until the current link (α, β) is
either travelled or cancelled so that, in either case, the link is removed.]
Suppose that β creates a link (α, β) at stage v. Then the link (α, β) will be travelled at the next α-expansionary
stage s > v. Now we consider two cases:
Case 1. There is an error between gβ and Xα .
In this case, there is an x ≤ d(β) which has entered Xα since stage v. Therefore Θα(Xα; d(β)) is currently
undefined. Together with the condition that Ξα(B; d(β)) ↑, found at the stage we created the current link (α, β), β is
qualified to enumerate d(β) into Dα . S is satisfied by λ(d(β)) = 0 6= 1 = Dα(d(β)).
Case 2. Otherwise, we know that gβ is correct during the gap. Therefore we preserve gβ on its domain until β
opens another A-gap. For this, we implement:
– for every y ≤ φ(d(β)), if fβ(y) is undefined, then define fβ(y) = B(y), and
– define the A-restraint r A(β) of β to be φ(d(β)).
[Notice that although we have A-restraint at this stage, Xα may change due to a B-change below φ(d(β)). The
definition of fβ at this stage allows us to immediately open an A-gap once such a B-change occurs, in which case, we
do not increase the domain of gβ but resume with the old candidate d(β).]
Therefore the S-strategy β is a gap/cogap strategy. It will build partial computable functions fβ and gβ and will
proceed as follows:
1. Define a possible candidate c(β) as fresh.
2. (Building fβ .) Wait for a stage v at which
(2a) λ(c(β)) ↓= 0 = Dα(c(β)),
(2b) Θα(Xα; c(β)) ↓= 0 = Dα(c(β)), and
(2c) Ξα(B; c(β)) ↓= 0 = Dα(c(β)).
Then for c = c(β),
– for every y ≤ ξα(c), if fβ(y) ↑, then define fβ(y) = B(y),
– define d(β) = c,
– set c(β) to be undefined, and go back to step 1.
3. (Creating a link (α, β).) Let s be the current stage. Suppose that there is a b in the domain of fβ that enters B
at stage s. Notice that the domain of fβ is precisely everything ≤ ξα(d(β)) = φα(d(β)), so that Ξα(B; d(β))
becomes undefined at stage s. Then:
– for every x ≤ d(β) = θα(d(β)), if gβ(x) is undefined, define it to be Xα(x),
– define the A-restraint of β by r A(β) = −1,
– set fβ to be totally undefined, and
– create a link (α, β).
4. (Travelling the link (α, β).) We travel the link (α, β) at the next α-expansionary stage t > s. There are two cases:
Case 4a. (Successful closure.) There is an x such that gβ(x) ↓= 0 6= 1 = Xα(x). (This x must enter Xα since
the current link (α, β) was created.) Then:
– enumerate d(β) into Dα , and stop.
Case 4b (Unsuccessful Closure.) Otherwise, then
– for every y ≤ φ(d(β)), if fβ(y) is undefined, then define fβ(y) = B(y),
– define an A-restraint of β by r A(β) = φα(d(β)).
The Possible Outcomes
We consider the following cases.
Case 1. Case 4a occurs at some stage t .
In this case, lims d(β)[s] ↓= d(β) < ω, and λ(d(β)) = 0 6= 1 = Dα(d(β)) is created. S is satisfied.
Case 2. Otherwise, and case 4b occurs infinitely many times.
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Notice that gβ is never set to be totally undefined, and that for a fixed number d, φ(d) is a fixed number, so
that B changes below φ(d) only finitely many times, and so that step 3 occurs with the same d only finitely many
times. Since case 4b occurs infinitely many times, we have that d(β)[s] will be unbounded over the course of the
construction, and that whenever step 3 occurs, we build gβ on the initial segment of the current d(β). Therefore, gβ is
built as a computable function.
For an arbitrarily given x , we prove gβ(x) ↓= Xα(x). Let s be the stage at which gβ(x) is created. Suppose that
si are all stages s′ ≥ s at which step 3 of β occurs, and that for each si , ti ∈ (si , si+1) is the stage at which the link
(α, β) created at stage si is travelled through case 4b.
By the choice of si , s0 = s. Since case 4b occurs at stage t0, and t0 is α-expansionary, we have that
(i) gβ(x) = Xα[s0](x) (α will never be visited at stage s0).
(ii) For any s ∈ [s0, t0], gβ(x) = Xα[s](x).
(iii) gβ(x) = Φα(A, B; x)[t0] = Xα[t0](x).
By the A-restraint r A(β)[t0], and the convention of Φ, we have that for any t ∈ [t0, s1),
(iv) gβ(x) = Φα(A, B; x)[t] = Xα[t](x).
Suppose by induction that for n, we have that
(A) For any s ∈ [sn, tn], gβ(x) = Xα[s](x).
(B) gβ(x) = Xα(x)[tn] = Φα(A, B; x)[tn],
(C) For any t ∈ [tn, sn+1), gβ(x) = Φα(A, B; x)[t] = Xα[t](x), and
(D) gβ(x) = Xα[sn+1](x).
By (C), (D) for n, and by the choice of tn+1, (A) holds for (n + 1). By (A) for (n + 1), and the choice of tn+1, we
have (B) for (n + 1). By (B) for (n + 1), by the A-restraint at stage tn+1, and by the convention of Φ, (C) holds for
(n + 1). (D) for (n + 1) follows from (C) for (n + 1) and the assumption that α is not visited at stage sn+1.
[Remark. We will arrange the construction so that an A-gap can be opened only at odd stages, and that no R-
strategies can be visited at these stages. This means that no Xα for any R-strategy α can receive elements at odd
stages, since we assume that Xα is enumerated only at stages at which α is visited.]
Therefore for any s ≥ s0, either gβ(x) = Xα(x)[s] or gβ(x) = Φα(x)[s]. Since Φα(A, B; x) equals Xα(x), we
have that gβ(x) = Xα(x).
This is a global win for the requirement R, so that we do not consider any other S-requirements with the same
global index with the requirementR.
Case 3. Otherwise, and step 2 occurs infinitely many times.
Since step 3 occurs only finitely many times, fβ is set to be totally undefined only finitely many times. Let f be the
final version of fβ . By the assumption that step 2 occurs infinitely many times, f is built as a computable function.
By the choice of f , for any x , once f (x) is created, we have that f (x) = B(x). B is computable, contradicting the
assumption of the theorem. So we assume that this case will never occur.
Case 4. Otherwise, then by the strategy, we have that lims c(β)[s] ↓= c(β) < ω exists, c(β) 6∈ Dα , and
λ(c(β)) = 0 never occurs. Therefore λ(c(β)) 6= 0 = Dα(c(β)). S is satisfied again.
We use d , g, and w to denote the possible outcomes of β corresponding to case 1, case 2, and case 4 respectively.
To guarantee that the true outcome will be the one on the leftmost visited path, we define the priority ordering of the
possible outcomes as follows:
d <L g <L w.
With this ordering, we notice that case 3, in case it happens, will be an outcome between g and w.
3. The priority tree
In this section, we will build a priority tree of strategies T ⊂ Λ<ω, with Λ = {0, 1, d, g, w}. Note that there are
infinitely many copies of a fixed computable function λi in {λi : i ∈ ω}. Therefore, to satisfy a fixedRe-requirement,
it suffices to satisfy all Se,i with i ≥ e. Let P < R denote that the priority ranking of P is higher than that ofR. Also
let <L be a left-to-right ordering of the nodes on the priority tree, as given below.
Definition 3.1. (i) Define a priority ranking of the requirements so that, ∀e ∈ ω: Pe < Re < S0,e < S1,e < · · · <
Se,e < Pe+1.
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(ii) The possible outcome of a P-strategy is only 1.
(iii) The possible outcomes of anR-strategy are 0 <L 1.
(iv) The possible outcomes of an S-strategy are d <L g <L w.
Definition 3.2. Given a node ξ , we say that:
(i) Pe is satisfied at ξ if there is a Pe-strategy γ ⊂ ξ .
(ii) Re is satisfied at ξ if either
• there is someRe-strategy α such that αˆ〈1〉 ⊆ ξ , or
• there is some Se,i -strategy β (for some i) such that βˆ〈g〉 ⊆ ξ .
(iii) Re is active at ξ if Re is not satisfied at ξ and there is an Re-strategy α with αˆ〈0〉 ⊆ ξ , such that there is no
Se′,i ′ -strategy β ′ with αˆ〈0〉 ⊆ β ′ ⊂ β ′ˆ〈g〉 ⊆ ξ for any e′ < e.
In this case, α is unique, and we say thatRe is active at ξ via α.
(iv) Se,i is satisfied at ξ if Re is satisfied at ξ or Re is active at ξ via α, say, and there is an Se,i -strategy β such that
αˆ〈0〉 ⊆ β ⊂ ξ .
We now define the priority tree T inductively as follows.
Definition 3.3 (Priority Tree). (i) Define the root node ∅ to be a P0-strategy.
(ii) The immediate successors of a node are the possible outcomes of the corresponding strategy.
(iii) A node ξ , say, will work on the highest priority ranking requirement which is not satisfied and not active at ξ .
Definition 3.4. The index I (ξ) of a node ξ is the index of the requirement on which the node acts. For example, if ξ is
anRe- or Pe-strategy, we define I (ξ) = e, and if ξ is an Se,i -strategy, we define I (ξ) = (e, i).
As usual, the priority tree T will have the following properties.
Proposition 3.5. Let f be an infinite path through T . Then for any requirement X , there is a node ξ0 ⊂ f such that
either (i) or (i i) below holds,
(i) X is satisfied at ξ for any ξ with ξ0 ⊆ ξ ⊂ f .
(ii) X is active at ξ for any ξ with ξ0 ⊆ ξ ⊂ f .
Proof. Let {Xi : i ∈ ω} be the priority ranking of the requirements so that Xi < Xi+1 for all i . We prove this by
induction. Assume that the proposition holds for all Xi with i ≤ n. Let X = Xn+1. Fix ξ ′ ⊂ f so that the proposition
holds for all Xi with i ≤ n. Let ξ0 be an X -strategy such that ξ ′ ⊂ ξ0 ⊂ f . Note that ξ0 must exist by the priority
ranking of the requirements unless X already satisfies Proposition 3.5 with the given ξ ′. There are three cases.
Case 1. ξ0 is a P-strategy.
The only outcome of a P-strategy is 1. Therefore, necessarily ξ0ˆ〈1〉 ⊂ f ∈ [T ]. So the proposition holds with
ξ ′0 = ξ0ˆ〈1〉.
Case 2. ξ0 is aRe-strategy for some e.
If ξ0ˆ〈1〉 ⊂ f , then the proposition holds with ξ ′0 = ξ0ˆ〈1〉. Otherwise ξ ′0 = ξ0ˆ〈0〉 ⊂ f . Now if Ri (i < e)
is satisfied at all ξ with ξ0 ⊂ ξ ⊂ f , then by the priority ranking of the requirements, there is no Si,e-strategy
β ⊃ ξ0ˆ〈0〉. Otherwise, by assumption Ri is active at all ξ with ξ0 ⊂ ξ ⊂ f . So the outcome of Si,e for each such
Ri must necessarily be d or w. Hence ξ1 = ξ0ˆ〈0〉ˆΛ ⊂ f where Λ is the concatenated outcomes of all Si,e-strategies
(i < e) such thatRi is active at all ξ with ξ0 ⊂ ξ ⊂ f .
Now ξ1ˆ〈k〉 ⊂ f for some k ∈ {d, w, g}. If k = g then the proposition holds with ξ ′0 = ξ1ˆ〈g〉. If ξi = ξ1ˆ〈i〉 ⊂ f
(i ∈ {d, w}) then by the same reasoning above concerning theR j ( j < e),Re is active at ξ as long as ξi ⊂ ξ ⊂ f .
Case 3. ξ0 is an Se,i -strategy.
By the priority ranking of the requirements and by the assumption on the Xi (i ≤ n), it follows the Re is active
at all ξ with ξ0 ⊂ ξ ⊂ f . Therefore either ξw = ξ0ˆ〈w〉 ⊂ f or ξd = ξ0ˆ〈d〉 ⊂ f . By the assumption on Re, the
proposition holds with ξ ′0 = ξk with appropriate choice of k so that ξk ⊂ f . 
Definition 3.6. If β is an Se,i -strategy for some e, i , then define top(β) to be the longest Re-strategy α such that
αˆ〈0〉 ⊆ β.
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4. The construction
Our construction will perform different actions at even and odd stages. At even stages, strategies on the tree will
act to satisfy the requirements.
Suppose that B is enumerated at odd stages only, and that at every odd stage, there is exactly one element that
enters B. Given a B-permission in the construction, we want to open A-gaps for as many S-strategies as possible.
This allows us to specify a P-strategy so that we enumerate its witness into A. So we will ensure that A-restraints
drop at odd stages, and also that A is only enumerated at odd stages.
During the course of the construction, we may initialize a node, ξ say, which means that all the actions taken by ξ
previously, are cancelled, or set to be totally undefined. Precisely, if an R-strategy α is initialized, then both Θα and
Ξα are set to be totally undefined, Dα is set to be the empty set ∅, and all links associated with α are cancelled. If
an S-strategy β is initialized, then both gβ and fβ are set to be totally undefined, parameters d(β) and c(β) are both
set to be undefined, and any link associated with β is cancelled. If a P-strategy γ is initialized, then ∆γ is set to be
totally undefined, and all witnesses of γ are cancelled.
Notice that an S-strategy β opens its A-gap, exactly at stages at which an error between fβ and B occurs, which
gives a B-permission for its current candidate d(β). Our problem is to make sure that there are infinitely many stages
at which all the S-strategies on the true path (or the current approximation of the true path) drop their A-restraints
simultaneously.
Given a node ξ , suppose that β1 ⊂ β2 ⊂ · · · ⊂ βn are all S-strategies β with βˆ〈g〉 ⊆ ξ . To guarantee that if ξ is a
P-strategy, then there are infinitely many stages at which for all i = 1, 2, . . . , n, the A-restraints r A(βi ) of βi drop to
−1 infinitely often, proceed as follows. Let fi be fβi for all i = 1, 2, . . . , n.
We will arrange the building of various fβi such that: for any s,
1. for any i , if fi [s] is empty, then the current A-restraint r A(βi ) is −1, and
2. for any i < j , if both fi [s] and f j [s] are not empty, then dom( fi [s]) ⊇ dom( f j [s]), where dom( f ) is the domain
of f .
Our construction will ensure that for any s, at the end of stage s, the two properties above hold for all nodes ξ .
Using these properties, we know that whenever we find an error between fn and B, the same error occurs for fi
for all i < n, allowing us to open A-gaps for the S-strategies βi simultaneously, except for those βi ’s which are
already in their A-gaps. Therefore, if βn opens an A-gap at stage s, then the current stage s is in the A-gap of βi for
all i ∈ {1, 2, . . . , n}.
We are ready to describe the stage-by-stage construction.
Definition 4.1 (The Construction). The construction will be defined as follows.
Stage s = 0. Initialize every node ξ , and set A = ∅.
Stage s = 2n + 1. Let b be the number that enters B at stage s.
Run the following procedure:
1. Let β be the <-minimal and ⊂-maximal S-strategy, if it exists, such that fβ(b) ↓.
Suppose that β1 ⊂ β2 ⊂ · · · ⊂ βn−1 are all nodes β ′ such that β ′ˆ〈g〉 ⊆ β. Let β = βn .
2. Initialize all nodes ξ with βnˆ〈g〉 <L ξ .
3. In increasing order of i , for βi , and αi = top(βi ), if fβi 6= ∅, then:• for every x ≤ d(βi ), if gβi (x) is undefined, then define gβi (x) = Xαi (x),
• create a link (αi , βi ),
• set r A(βi ) = −1, and
• set fβi to be totally undefined.
We say that a P-strategy δ requires attention at stage s if:
(i) There is some x such that ∆δ(B; x) ↓6= K (x) and aδ(x) 6∈ A;
(ii) For all β with βˆ〈g〉 ⊂ δ, r A(β) = −1 hold during stage s.
4. If there is a P-strategy which requires attention at stage s, then:
– let γ be the <-least such P-strategy,
– let k be the least x such that ∆γ (B; x) ↓6= K (x) and aγ (x) 6∈ A,
– enumerate aγ (k) into A, and
– initialize all nodes ξ with ξ > γ , and go to stage s + 1.
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5. Otherwise, then go to stage s + 1.
Stage s = 2n+2. We first specify the root node to be eligible to act at substage t = 0. At each substage t , we allow
the strategy which is eligible to act at this substage to take action, and then either close the current stage or specify a
new node to be eligible to act at the next substage of stage s.
Substage t . Let ξ be the node which is eligible to act at substage t of stage s. If ξ has length s, then initialize
all nodes ξ ′ 6≤ ξ , and close the current stage. Otherwise, there are three cases corresponding to different types of
strategies ξ .
Case 1. ξ = γ is a P-strategy. Then run the following:
Program γ : γ will build a bounded Turing reduction ∆γ , and define witnesses aγ (k). For simplicity, we drop the
subscription γ in the description of the program.
1. If there is an n such that a(n) is defined, and l(Ψγ (B), A) 6> a(n), then let γ ˆ〈1〉 be eligible to act next (i.e. at
substage t + 1 of stage s).
2. Otherwise, let k be the least x such that ∆(B; x) is undefined. Then:
• if a(k) ↓, then define ∆(B; k) = K (k) with δ(k) = ψ(a(k)),
• otherwise, then define a(k) to be fresh, and
• initialize all nodes ξ > γ , and go to stage s + 1.
Case 2. ξ = α is anRe-strategy for some e. Run the following
Program α:
1. If s is not α-expansionary, let αˆ〈1〉 be eligible to act next.
2. Otherwise, and there is a link (α, β) which was created and has never been cancelled or travelled. Let β0 be the
<-least such β, and let β0 be eligible to act at the next substage.
3. Otherwise, then,
– let x be the least y such that either Θα(Xα; y) or Ξα(B; y) is undefined,
– if Θα(Xα; x) ↑, define Θα(Xα; x) = Dα(x) with θ(x) = x ,
– if Ξα(B; x) ↑, then define Ξα(B; x)[s] := Dα(x)[s] with use ξ(x) := φ(x), where φ is the use of Φ(A, B),
and
– let αˆ〈0〉 be eligible to act next.
Case 3. ξ = β is an Se,i -strategy for some e, i . Let α = top(β). We perform the following,
Program β:
1. If β has already been satisfied, as defined in 2a below, then βˆ〈d〉 is eligible to act.
2. (Travel a link (α, β).) If a link (α, β) was created and it has never been cancelled or travelled since it was created,
then travel the link (α, β) by cases.
Case 2a. (Successful closure.) (∃x) gβ(x) ↓6= Xα(x). (Notice that gβ was correct at the stage we created the
current link (α, β), so this error must occur during the A-gap of the S-strategy β.) Then:
– enumerate d(β), the largest confirmed candidate of β, into Dα ,
– we say that β is satisfied at stage s,
– initialize all nodes > β, and go to stage s + 1.
Case 2b. (Unsuccessful closure.) Otherwise. Then:
– define u =max{φ(y) : g(y) ↓} = φ(d(β)),
– set fβ  (φ(d(β))+ 1) = B  (φ(d(β))+ 1),
– set r A(β) = u + 1, and
– initialize all nodes to the right of βˆ〈g〉, and go to stage s + 1.
In either case, the link (α, β) is removed.
[Remark. We have that if step 2 of program β occurs at stage s, then α is visited at stage s.]
3. (Building fβ ) If c(β) ↓= c, λβ(c) ↓= Dα(c) = 0, Θα(Xα; c) ↓, and Ξα(B; c) ↓ then:
Case 3a. (∃β ′) β ′ˆ〈g〉 ⊂ β and dom( fβ ′) ⊆ [0, ξα(c)]. Then:
– initialize all nodes > βˆ〈w〉, and go to stage s + 1.
Case 3b. Otherwise, then:
– for any x ≤ ξα(c), if fβ(x) ↑, then define fβ(x) ↓= B(x),
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– set d(β) = c(β); d is said to be confirmed,
– cancel c(β), so that c(β) ↑, and
– let βˆ〈g〉 be eligible to act next.
4. If c(β) ↑, then define c(β) as fresh, initialize nodes ≥ βˆ〈w〉, and go to stage s + 1.
5. Otherwise, let βˆ〈w〉 be eligible to act at the next substage.
This completes the description of the construction.
5. The verification
In this section, we verify the satisfaction of the requirements. First we investigate some global properties that hold
at the end of an arbitrary stage. These properties ensure that the construction is implemented properly.
Proposition 5.1. Let s be a stage.
(i) There is at most one link that is travelled during stage s.
(ii) If a link (α, β) is travelled at stage s, then before we travel the link, α is visited and step 2 of program α occurs
at stage s.
(iii) There are no α1, α2, β1, and β2 such that α1 ⊂ α2 ⊂ β1 ⊂ β2 and both links (α1, β1) and (α2, β2) exist at the
end of stage s.
Proof. It is easy to see that both (i) and (ii) hold by observing the construction.
For (iii). Suppose to the contrary that s is the least stage such that there are α1, α2, β1, and β2 with α1 ⊂ α2 ⊂
β1 ⊂ β2, and such that both links (α1, β1) and (α2, β2) exist at the end of stage s. By the minimality of s, exactly one
of the two links (α1, β1), and (α2, β2) is created during stage s. We consider two cases.
Case 1. The link (α1, β1) is created at stage s.
By the construction, s = 2n + 1 for some n, and fβ1 is set to be totally undefined at stage s. We analyze the
location of β2. If β1ˆ〈w〉 ⊆ β2, then by the construction at stage s, β2 is initialized during stage s, so the link (α2, β2)
is removed during stage s, contradicting the choice of β2. If β1ˆ〈g〉 ⊆ β2, then by the definition of the priority tree
T , top(β2) 6= α2, so that there is no link (α2, β2) which can be created in the construction. If β1ˆ〈d〉 ⊆ β2, then the
current d(β2) must be defined after β1 created its inequality at argument d(β1), after which no link (α1, β1) can be
created, since β1 has satisfied its requirement through λβ1(d(β1)) = 0 6= 1 = D(d(β1)). So case 1 does not happen.
Case 2. The link (α2, β2) is created at stage s.
Let s1 < s be the stage at which the current link (α1, β1) was created. By the proof in case 1, we only need to
consider the case of β1ˆ〈w〉 ⊆ β2. By the construction at stage s1, β2 was initialized during stage s1. So fβ2 is totally
undefined at the end of stage s1. And in fact, all nodes ≥ β1ˆ〈w〉 were initialized at stage s1. Therefore β2 cannot be
visited at any stage > s1 unless the link (α1, β1)[s1] has been removed. This contradicts the choice of s.
(iii) holds.
The Proposition follows. 
Proposition 5.2. (i) Let β be an S-strategy. Then for any s, t , if fβ is totally undefined at substage t of stage s, then
r A(β) = −1 holds at the end of substage t of stage s.
(ii) Let β be an S-strategy, and s be a stage. Let s− be the greatest stage t < s such that β was initialized. Then for
any s− < s1 < s2 < s, if both fβ [s1] and fβ [s2] are not empty, then
dom( fβ [s1]) ⊆ dom( fβ [s2]).
(iii) Let β, β ′ be S-strategies with β ′ˆ〈g〉 ⊂ β. For any s, if both fβ and fβ ′ are non-empty at the end of stage s, then
dom( fβ [s]) ⊆ dom( fβ ′ [s]).
Proof. Both (i) and (ii) are easy facts by observing the construction.
For (iii). We prove the proposition by induction on the stages. Suppose that (iii) holds for all s′ < s. Consider a
stage s at which fβ is built. By program β in the construction, there are two cases.
Case 1. A link (α, β) for α = top(β) is travelled unsuccessfully at stage s. Let s1 be the stage at which the current
link (α, β) was created. Then dom( fβ [s]) = dom( fβ [s1 − 1)]. Let b = dom( fβ [s]), and let s0 be the first stage at
which fβ was defined on [0, b]. By program β, case 3b of program β occurred at stage s0. By the construction, there
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was no link that was travelled by the substage at which β was visited during stage s0. Therefore, β ′ was visited at
stage s0, and case 3b of program β ′ occurred at stage s0. By the assumption in case 3b of program β, we have that
both fβ ′ and fβ are non-empty at the end of stage s0, and dom( fβ ′ [s0]) ⊇ dom( fβ [s0]). By the choice of s, β ′ has not
been initialized during stages [s0, s], by (ii) if fβ ′ [s] is not empty, then dom( fβ ′ [s]) ⊇ dom( fβ ′ [s0]), (iii) follows in
case 1.
Case 2. Case 3b of program β occurs at stage s. As the same as that in case 1, by observing the construction, we
have that for any ξ ⊂ β, ξ is visited at stage s, so that β ′ is visited at stage s, and furthermore, case 3b of program β ′
occurs at stage s. By the assumption of case 3b of program β, the domain of fβ ′ is larger than that of fβ at the end of
stage s. (iii) follows in case 2.
The Proposition follows. 
Definition 5.3. Suppose that K 6≤bT B and B 6≤T ∅.
(i) Let δs be the last node which is eligible to act at stage s.
(ii) Define the true path TP ∈ [T ] of the construction by TP = liminfsδs .
Hereafter whenever we consider a node ξ on the true path, we will use the notation ξ ∈ TP rather than ξ ⊂ TP.
Proposition 5.4 (Existence of the True Path). Suppose ξ ∈ TP. Then there is some a such that ξˆ〈a〉 is visited
infinitely often and initialized only finitely many times. Hence ξˆ〈a〉 ∈ TP.
Proof. We prove by induction on the length of ξ . Suppose by induction that the proposition holds for all ξ ′ ⊂ ξ
and ξ ∈ TP. Let s0 be minimal after which ξ will never be initialized. By the inductive hypothesis, ξ will be visited
infinitely often.
We prove the proposition for ξ by cases.
Case 1. ξ = δ is a Pe-strategy for some e.
By program δ, there are two subcases to consider.
Subcase 1a. There are infinitely many δ-expansionary stages.
By the construction, step 2 of program δ occurs infinitely many times, so that ∆δ is built infinitely many times,
and that ∆δ(B) is built as a total function. Since K 6≤bT B, there is some m such that ∆δ(B;m) ↓6= K (m)
holds permanently. Let n be the least such m, and let ∆δ(B; n) be created at stage v > s0. By the choice of n,
Ψδ(B; aδ(n))[v] = 0 and it will hold permanently. Let u > v be the stage at which n enters K .
Suppose that β1 ⊂ β2 ⊂ · · · ⊂ βl are all S-strategies β with βˆ〈g〉 ⊆ δ.
By the choice of s0, fβ j will never be set to be totally undefined after stage s0 by initialization for any j . Therefore,
for every j ∈ {1, 2, . . . , l}, fβ j is set to be totally undefined after stage s0 only if an error occurs between fβ j and B.
By inductive hypothesis, case 3b of program β j occurs infinitely many times, so that fβ j will be built infinitely
many times for all j ∈ {1, 2, . . . , l}.
In particular, fβl will be built infinitely many times. By the assumption of B 6≤T ∅, we can choose a stage s1 > u
at which there is a number b such that fβl (b) ↓= 0 6= 1 = B(b) occurs.
By Proposition 5.2(iii), for any j ∈ {1, 2, . . . , l}, if fβ j is not empty at the beginning of stage s1, then there is an
error between fβ j and B that occurs exactly at stage s1. We have that for every j ∈ {1, 2, . . . , l}, if fβ j 6= ∅ at the
beginning of stage s1, then β j opens its A-gap during stage s1.
By Proposition 5.2(i), for any j ∈ {1, 2, . . . , l}, if fβ j is empty at the beginning of stage s1, r A(β j ) = −1 holds at
both the beginning and the end of stage s1.
By program δ, we have that δ requires attention at stage s1, and we let δ receive attention by enumerating its witness
aδ(n) into A.
By the choice of n, for any s ≥ s1, we have that Ψδ(B; aδ(n)) = 0 6= 1 = A(aδ(n)) holds during stage s, contrary
to there being infinitely many S-expansionary stages. This case is impossible.
Subcase 1b. Otherwise.
In this case ∆δ is built only finitely many times. Let s1 > s0 be minimal after which ∆δ will never be built.
By the choice of s1, δˆ〈1〉 will never be initialized after stage s1, and by program δ, for any s > s1, if δ is visited at
stage s, so is δˆ〈1〉.
The proposition follows in case 1.
Case 2. ξ = α is anR-strategy.
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Observing program α, we consider two subcases.
Subcase 2a. Step 3 of program α occurs infinitely many times.
Then αˆ〈0〉 ∈ TP. By choice of s0, αˆ〈0〉 will never be initialized after stage s0. Furthermore αˆ〈0〉 is visited
infinitely often. Therefore αˆ〈0〉 ∈ TP and the proposition holds in this case.
Subcase 2b. Otherwise.
Suppose that Step 3 of program α occurs at most finitely many times so that αˆ〈0〉 is visited at most a finite number
of times. We will show that αˆ〈1〉 ∈ TP. To show that αˆ〈1〉 is initialized finitely often, first note that by the choice of
s0, only nodes ξ ⊃ αˆ〈0〉 can initialize αˆ〈1〉.
Let s1 > s0 be minimal after which step 3 of program α will never occur. Then for any s > s1, if a node β ′ ⊇ αˆ〈0〉
is visited at stage s, then there is anR-strategy α′ ⊆ α, and a link (α′, β ′) which is travelled at stage s.
Suppose that α1 ⊂ α2 ⊂ · · · ⊂ αn−1 are allR-strategies α′ with α′ˆ〈0〉 ⊆ α. Let αn = α.
We prove by induction that for each i ≤ n, there is a stage vi after which there will be no links (α j , β j ) that can be
either created or travelled for all j ≥ i and for all β j ⊇ αˆ〈0〉.
For i = n. Define
bn = max{ξαn (x)[t] | t ≤ s1,Ξαn (x)[t] ↓}.
For every s > s1, define
pn[s] = max{y | fβ(y)[s] ↓, top(β) = αn}.
By the construction, we have that for every s > s1,
– if a link (αi , β ′) is travelled for some i < n and some β ′ ⊇ αnˆ〈0〉, then there is no β such that fβ is built during
stage s for any β with top(β) = αn . In this case, we have pn[s] ≤ pn[s − 1], and
– if a link (αn, βn) is travelled at stage s, then pn[s] ≤ bn .
Therefore in any case we have that for all s > s1, pn[s] ≤ bn . By the construction at odd stages, a link (αn, βn)
can be created at a stage s > s1 only if there is an element b ≤ bn that enters B at stage s. Since bn is a fixed number,
B changes below bn only finitely many times. Therefore there are only finitely many stages at which we create links
(αn, βn). Since once a link is travelled, it is removed immediately, there are only finitely many stages at which a link
(αn, β) is either created or travelled.
Let vn > s1 be minimal after which there will be no link (αn, βn) that can be either created or travelled.
Suppose by induction that vi+1 is a minimal stage after which there will be no link (α j , β j ) which is either created
or travelled for all j ∈ {i + 1, i + 2, . . . , n}, and all β j ⊇ αˆ〈0〉.
Define
bi = max{ξαi (x)[t] | Ξαi (x) ↓, t ≤ vi+1}.
For any s > vi+1, define
pi [s] = max{y | fβ(y)[s] ↓, β ⊇ αˆ〈0〉, top(β) = αi }.
By the construction, it is easy to see from an inductive argument that for all s > vi+1,
(i) if a link (α j , β j ) is travelled for some j < i , and some β j ⊇ αˆ〈0〉, then pi [s] ≤ pi [s − 1]; and
(ii) if a link (αi , βi ) for some βi ⊇ αˆ〈0〉 is travelled at stage s, then pi [s] ≤ bi .
This shows that for all s > vi+1, pi [s] ≤ bi . By the construction, if a link (αi , βi ) for some βi ⊇ αˆ〈0〉 is created
at a stage s > vi+1, then there is a number b ≤ bi which enters B at stage s. Since bi is a fixed number, the creation of
links (αi , βi ) for βi ⊇ αˆ〈0〉 occurs only finitely many times, so that there is a stage vi > vi+1 say, after which there
will be no link of the form (αi , βi ) for any βi ⊇ αˆ〈0〉 which can be either created or travelled.
Therefore there is a stage v1 say after which no link (αi , β) can be created or travelled for any i ≤ n and any
β ⊇ αˆ〈0〉. So there are only finitely many stages at which some node ξ ⊇ αˆ〈0〉 is visited.
Thus αˆ〈1〉 is initialized only finitely many times.
By the proof above, there are only finitely many stages at which either step 2 or step 3 of program α occurs. αˆ〈1〉
is visited at almost every stage at which α is visited.
Therefore in subcase 2b, we have that αˆ〈1〉 is initialized only finitely many times and visited infinitely often.
Case 3. ξ = β is an S-strategy.
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Let α = top(β).
Subcase 3a. A link (α, β) is travelled once and successfully closed.
Then βˆ〈d〉 is visited infinitely often and only initialized finitely many times. So βˆ〈d〉 ∈ TP.
Subcase 3b. (α, β) is travelled infinitely often and unsuccessfully closed β’s A-gap.
As in Subcase 3a, βˆ〈g〉 ∈ TP.
Subcase 3c. Otherwise.
By the assumption of this case, fβ is built only finitely many times, since if this is not true, then fβ is built as a
computable function, and fβ = B, contradicting the hypothesis B 6≤T ∅.
By program β, lims c(β)[s] ↓= c(β) < ω. By the choice of c(β), c(β) 6∈ Dα . Let s1 be the stage after which
neither of the step 1, 2, 3, or 4 of program β occurs, therefore, for any s > s1, if β is visited at stage s, so is βˆ〈w〉.
Therefore βˆ〈w〉 is initialized only finitely many times, and visited infinitely often, βˆ〈w〉 ∈ TP.
The proposition follows in case 3. 
Since the true path exists only if both K 6≤bT B, and B 6≤T ∅ hold as proved in Proposition 5.4, we always assume
the two conditions from now on.
Proposition 5.5 (Possible outcomes along TP proposition). Given ξ ∈ TP:
(i) If ξ = δ is a Pe-strategy for some e, then δˆ〈1〉 ∈ TP and A 6= Ψe(B).
(ii) If ξ = α is anR-strategy, then
(a) if αˆ〈0〉 ∈ TP, then Dα = Θα(X) = Ξα(B);
(b) if αˆ〈1〉 ∈ TP, then Φα is partial or Φα(A, B) 6= Xα .
(iii) If ξ = β is an S-strategy, then for α =top(β), we have:
(a) if βˆ〈d〉 ∈ TP, then limsd(β)[s] ↓= d(β) < ω and λβ(d(β)) = 0 6= 1 = Dα(d(β)).
(b) if βˆ〈g〉 ∈ TP, then gβ is a computable function and gβ = Xα .
(c) if βˆ〈w〉 ∈ TP, then limsc(β)[s] ↓= c(β) < ω and λβ(c(β)) 6= 0 = Dα(c(β)).
Proof. By Proposition 5.4, we can choose s0 minimal after which ξ ∈ TP will never be initialized.
For (i). By Proposition 5.4, δˆ〈1〉 ∈ TP. Suppose to the contrary that A = Ψe(B). By program δ, step 2 of program
δ occurs infinitely many times. Therefore, ∆δ(B) is total. Since K 6≤bT B, we can choose the least n such that a
permanent inequality∆δ(B; n) = 0 6= 1 = K (n) appears. Let v > s0 be the stage at which the computation∆δ(B; n)
was created. Notice that Ψe(B; aδ(n))[v] = 0 and B will never change below ψe(aδ(n)) after stage v.
By the proof in case 1 of Proposition 5.4, there is a stage s1 at which we can enumerate aδ(n) into A.
By the choice of n and s1, Ψe(B; aδ(n)) = 0 6= 1 = A(aδ(n)) will be preserved forever. A contradiction.
Therefore we have that A 6= Ψe(B).
For (ii). Let αˆ〈0〉 ∈ TP.
By Definition 5.3, both Θα and Ξα are built infinitely many times.
By step 3 of program α, it suffices to prove that the following constraints of α are satisfied during the course of the
construction:
For any d , and any s > s0, if d is enumerated into Dα at stage s, then both Θα(X; d) and Ξα(B; d) are undefined
during stage s.
By Proposition 5.1 (i), there is at most one link which is travelled during stage s.
Let d be enumerated into Dα at stage s. Then there is an S-strategy β such that top(β) = α and case 2a of program
β occurs at stage s, and d = d(β)[s].
By Proposition 5.1(ii), α is visited at stage s, and there is a link (α, β) which was created at a stage s−(> s0) < s
and travelled at stage s successfully. By the construction at stage s−, there was an error between fβ and B which
occurred at stage s−, since d = d(β)[s] = d(β)[s−] = dom( fβ [s−]), we have that Ξα(B; d(β)) becomes undefined
during stage s−. By the link (α, β)[s−], step 3 of program α has never occurred during stages [s−, s]. Therefore,
Ξα(B; d) is undefined during and after stage s.
By the assumption of case 2a of program β at stage s, there has been an error between gβ and Xα during stages
[s−, s], therefore, Θα(Xα; d) has become undefined during stage s.
Therefore, for any number d chosen after stage s0, the enumeration of d into Dα does always respect the constraints
imposed by α. Both Θα(Xα) = Dα and Ξα(B) = Dα are satisfied.
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Let αˆ〈1〉 ∈ TP. We prove that Xe 6= Φe(A, B). Suppose to the contrary that Xe = Φe(A, B). By the assumption
of this case, step 3 of program α occurs only finitely many times, and that there are infinitely many α-expansionary
stages. Therefore, there is a stage s1 > s0 after which step 3 of program α will never occur. However there are
infinitely many stages at which we travel a link (α, β) for some β.
By the choice of s1, Ξα is a finite set, let s2 be the stage > s1 after which B will never change below
max{ξα(x)[s1] | Ξα(B; x)[s1] ↓}.
By the S-strategies, for any β with top(β) = α, if fβ is created after stage s2, then there will be no link (α, β)
which can be created by using the difference between B and fβ .
Therefore we can choose a stage s3 > s2 after which there is no link (α, β) which can be created for any β. By the
construction, once we travel a link (α, β), it is removed. There is a stage s4 > s3 after which there is no link from α
to any S-strategy β which can be either created or travelled. This contradicts the assumption that step 2 of program α
occurs infinitely many times.
We have that Xe 6= Φe(A, B).
For (iii)(a). If βˆ〈d〉 ∈ TP then there is some stage s where Case 2a of program β enumerates d(β) = lims d(β)[s]
into Dα . Then at all stages t ≥ s, program β enacts Case 1. Furthermore since d(β) is only defined when λ(d(β)) = 0,
we have that λβ(d(β)) = 0 6= 1 = Dα(d(β)).
For (iii)(b). By the choice of s0, and by the assumption of this case, βˆ〈g〉 is never initialized after stage s0.
By program β, case 3b of program β occurs infinitely many times. By the choice of s0, fβ becomes totally
undefined at any stage s > s0 only if a link (α, β) is created at stage s, and this link will certainly be travelled
unsuccessfully, instead of being initialized.
For a fixed number d , φα(d) is a fined number, so that B changes below φα(d) only finitely many times. Therefore
d(β)[s] will be unbounded in the construction. By the construction at odd stages, if a link (α, β) is created at stage s,
then d(β)[s] is defined, and gβ is built on the initial segment d(β)[s]. Therefore gβ is built as a computable function.
Notice that gβ will never be set totally undefined after stage s0.
We prove that for any x , if gβ(x) is created at a stage v > s0, then for any s ≥ v, gβ(x) = Xα[s](x).
Given an x , let v > s0 be the stage at which gβ(x) is created and defined as 0 (if it is 1, then gβ(x) = Xα(x) takes
already the permanent value).
Suppose that v0 < v1 < v2 < · · · are all stages ≥ v at which a link (α, β) is created, and let ti be the stage at
which the link (α, β)[vi ] is travelled. Then v0 = v.
By the choice of t0, the link (α, β)[v0] is unsuccessfully travelled at stage t0, this means that for any t ∈ [v0, t0],
gβ(x) = Xα[t](x). Since t0 is α-expansionary, we have gβ(x) = Xα[t0](x) = Φα(A, B; x)[t0]. By the A-
restraint r A(β)[t0], the definition of fβ [t0], and by the convention of Φα , we have that for any s ∈ [t0, v1),
gβ(x) = Φα(A, B; x)[s] = Xα[s](x) is preserved.
Suppose by inductive hypothesis we have:
1. for any s ∈ [vn, tn], gβ(x) = Xα[s](x).
2. gβ(x) = Xα[tn](x) = Φα(A, B; x)[tn].
3. for any s ∈ [tn, vn+1), gβ(x) = Φα(A, B; x)[s] = Xα[s](x).
4. gβ(y) = Xα[vn+1].
Since the link (α, β)[vn+1] is unsuccessfully travelled at stage tn+1, (1) holds for n + 1, and since tn+1 is α-
expansionary, (2) for (n + 1) holds, and furthermore, by the A-restraint at stage tn+1, (3) for (n + 1) holds, (4) holds
since α will never be visited at odd stages, so there are no elements which enter Xα at odd stages.
This proves that gβ(x) = Xα(x).
Since x is arbitrarily given, we have that for almost every x , gβ(x) = Xα(x), Xα is computable.
(iii)(b) follows.
For (iii)(c). By the assumption in this case, gβ is built only finitely many times. If fβ is built infinitely many
times, then the final version of fβ , denoted by f , is built as a computable function, and f = B. A contradiction.
Therefore fβ is built only finitely many times. Let s1 > s0 be such that fβ will never be built at any stage s > s1.
Furthermore, we can choose a stage s2 > s1 after which none of the steps 1, 2, 3, or 4 of program β will occur.
Therefore lims c(β)[s] = c(β) must be chosen before stage s2. Clearly c(β) 6∈ Dα . Since β is visited infinitely many
times, the only reason that case 3b will never occur after stage s2 is that λβ(c(β)) 6= 0. (iii)(c) follows. 
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Proposition 5.6 (P-satisfaction Proposition). For each e, Pe is satisfied.
Proof. Given e, let δ be the Pe-strategy ξ ∈ TP. By Proposition 5.5(i), necessarily A 6= Ψe(B) so that Pe is satisfied.
The proposition follows. 
Proposition 5.7. For each e ∈ ω, if Xe = Φe(A, B) and Xe and B are not computable, then they do not form a
minimal pair.
Proof. By Proposition 3.5, let α be the longest Re-strategy on the true path TP. By Proposition 5.5(ii), αˆ〈0〉 ∈ TP
and Dα = Θα(Xα) = Ξα(B). By Proposition 5.5(iii), for any S-strategy β, if top(β) = α and β ∈ TP then either
βˆ〈w〉 ∈ TP or βˆ〈d〉 ∈ TP. In either case λβ 6= Dα so that Xα and B do not form a minimal pair. The proposition
follows. 
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