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Dominacijske množice na grafih
Povzetek
V diplomski nalogi obravnavam dominacijske množice na grafih. Raziskala sem
različne algoritme za iskanje najmanǰse dominacijske množice in njenih približkov.
Algoritme sem preizkusila na različnih modelih grafov.
Raziskala sem natančnost približnih metod za različne modele grafov in časovne
zahtevnosti algoritmov za vsak model grafov posebej.
S simulacijami sem potrdila oceno za natančnost požrešne metode, ki sem jo
predhodno teoretično dokazala. Ocena je zelo dobra za model Erdős–Rényijevih
grafov. Velja tudi za Barabási–Albertov model, čeprev bi se za slednji model dalo
dobiti tudi nižjo zgornjo mejo.
Dominating sets in graphs
Abstract
In my dissertation, I focus on the dominating set in graphs. I have researched
different algorithms to find the minimum dominating sets and their approximations.
I have tested the algorithms on different graph models.
I have investigated the accuracy of various methods on various models of graphs
and their time complexities.
With the simulations, I have confirmed the estimate for the accuracy of the greedy
method, which I had previously proved theoretically. The estimate is very good
for the Erdős–Rényi graph model. It also applies to the Barabási–Albert model,
although a lower upper bound could be obtained for this kind of graphs.
Math. Subj. Class. (2010): 05C69
Ključne besede: Dominacijska množica, najmanǰsa dominacijska množica, modeli
grafov
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1. Uvod
V diplomski nalogi sem obravnavala problem dominacijske množice na grafih.
Posvetila sem se grafom, ki jih lahko generiramo z določenimi modeli. Problem do-
minacijske množice je zelo znan problem v matematiki in računalnǐstvu. Imamo graf
G, ki je sestavljen iz množice vozlǐsč V (G) in množice povezav med vozlǐsči E(G).
Pogosto želimo v grafu G dobiti določeno podmnožico vozlǐsč, ki je bolj “pomembna”
od drugih podmnožic, torej tako množico, ki vsebuje bolj “pomembna” vozlǐsča –
recimo, da ta vozlǐsča podajo več informacij o grafu G, ali pa da po grafu G hitreje
prenesejo informacije. S takimi problemi se najpogosteje srečamo v računalnǐstvu.
En primer tega so brezžična omrežja, kjer imamo določene naprave, ki lahko ko-
municirajo med seboj, ostale naprave pa lahko komunicirajo samo preko njih. V
tem primeru so naprave vozlǐsča v grafu, povezave pa so med tistimi napravami,
ki lahko komunicirajo med seboj. Problem dominacijske množice se uporablja tudi
pri sestavljanju varnostnih sistemov pri električnem omrežju, povzemanju dalǰsih
dokumentov itd.
Problem dominacijske množice se je prvič pojavil leta 1948, ko je nemški šahist
Max Bezzel definiral problem osmih kraljic. Pri problemu osmih kraljic imamo
šahovsko desko velikosti 8 × 8. Zanima nas, koliko kraljic lahko postavimo na-
njo, da se ne napadajo med seboj. Od takrat naprej se je pojavilo več podobnih
problemov, ki jih je potem leta 1962 norveški matematik Øystein Ore poimenoval
in strnil v enega samega, to je problem dominacijske množice. Vrh raziskovanja
in napredka v reševanju te tematike je bil dosežen med letoma 1970 in 1980, saj
je ta problem postal ena izmed standardnih tematik raziskovanja v računalnǐstvu.
Leta 1972 je amerǐski računalničar Richard Manning Karp dokazal, da je problem
pokritja v grafu NP-težek problem. To je imelo velik vpliv pri obravnavi problema
dominacijske množice, saj se da slednjega enostavno prevesti na problem pokritja,
pri povezanih grafih je to celo enako. S tem je bilo dokazano, da je problem domi-
nacijske množice tudi NP-težek problem.
Diplomska naloga se deli na pet poglavij. Prvo poglavje je namenjeno ponovitvi
osnovnih definicij, predvsem iz teorije grafov, ki so ključne za razumevanje nadaljne
snovi. V drugem poglavju so predstavljeni trije različni modeli za generiranje grafov
in skupne lastnosti grafov, ki so generirani po teh modelih. V tretjem poglavju je
predstavljen in obravnavan problem dominacijske množice. V četrtem poglavju pa so
predstavljeni različni algoritmi za iskanje najmanǰse dominacijske množice in njenih
približkov. Zadnje poglavje je namenjeno rezultatom testiranja teh algoritmnov na
grafih, ki so generirani z modeli, predstavljenimi v drugem poglavju.
2. Osnovne definicije
V tem poglavju bom definirala osnovne pojme, ki so potrebni za nadaljnje raz-
umevanje diplomske naloge. V prvem podpoglavju bom predstavila osnove iz teorije
grafov. Definirala bom graf in navedla nekaj pomembnih definicij, ki so povzete
po [1], [2] in [3]. V drugem podpoglavju pa bom pojasnila časovno zahtevnost
algoritmov in povedala v katere razrede lahko razdelimo algoritme glede na njihovo
časovno zahtevnost. To sem povzela po [4] in [5].
2.1. Teorija grafov.
Definicija 2.1. Graf je sestavljen iz množice vozlǐsč in množice povezav med temi
vozlǐsči. Označimo ga z G = (V,E), kjer je V (G) množica vozlǐsč in E(G) množica
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povezav grafa G. Vsaka povezava e ∈ E povezuje vozlǐsči u, v ∈ V , ki ju imenujemo
krajǐsči povezave e.
Primer 2.2. Slika 1 prikazuje primer grafaG = (V,E), kjer je V (G) = {v1, v2, v3,v4}
in E(G) = {{v1, v3}, {v1, v4}, {v2, v3}} = {e1,3, e1,4, e2,3}
v1 v2
v3 v4
Slika 1. Primer splošnega grafa
♦
Definicija 2.3. Graf je enostaven, če nima niti zank (povezava, katere krajǐsči sta
enaki) niti vzporednih povezav (dve povezavi, ki imata skupni obe krajǐsči).
V nadaljevanju se bom omejila na enostavne grafe.
Definicija 2.4. Naj bo e = uv povezava grafa G. Pravimo, da sta u in v sosednji
vozlǐsči. Množica sosedov vozlǐsča u je N(u) = {v ∈ V (G) | uv ∈ E(G)}.
Množici N(u) pravimo odprta soseščina vozlǐsča u. Zaprto soseščino vozlǐsča u
definiramo z N [u] = N(u) ∪ {u}.
Naj bo A ⊆ V (G). Odprto soseščino množice A definiramo z N(A) =
⋃
u∈AN(u).
Podobno je zaprta soseščina množice A enaka N [A] = N(A) ∪ A.
Definicija 2.5. Naj bo G graf in u ∈ V (G) vozlǐsče grafa G. Številu sosednjih vozlǐsč
vozlǐsča u pravimo stopnja vozlǐsča u in jo označimo z deg(u), t.j. deg(u) =| N(u) |.
Vozlǐsčem s stopnjo 0 pravimo izolirana vozlǐsča, vozlǐsčem s stopnjo 1 pa listi.
Najmanǰsa stopnja v grafu G je δ(G) = min{deg(u) | u ∈ V }, največja pa
∆(G) = max{deg(u) | u ∈ V }.
Primer 2.6. Slika 2 prikazuje primer stopnje vozlǐsč na zgornjem grafu. Vidimo,
da je vozlǐsče v1 povezano z dvema vozlǐsčema, in sicer v3 in v4, torej je deg(v1) = 2.
Na enak način ugotovimo stopnje vozlǐsč v2, v3, v4, torej deg(v2) = 1, deg(v3) = 2,
deg(v4) = 1.
♦
Definicija 2.7. Sprehod v grafu G = (E, V ) je zaporedje vozlǐsč v0v1...vk, kjer je
vivi+1 ∈ E(G) (0 ≤ i ≤ k − 1).
Sprehod s paroma različnimi povezavami, v katerem so vsa vozlǐsča različna, ime-
nujemo pot.
Najkraǰsa pot med vozlǐsčema u, v ∈ V (G) je pot, ki vsebuje najmanj povezav.
Primer 2.8. Na grafu, predstavljenem na sliki 3, si poglejmo primer najkraǰse
poti med vozlǐsčema v1 in v6. Vidimo, da imamo med njima tri možne poti: p1 =
v1v2v3v6, kjer je število povezav enako 3, p2 = v1v6, kjer je število povezav enako 1,
p3 = v1v4v5v2v3v6, kjer je število povezav enako 5. p2 ima najmaǰse število povezav




Slika 2. Primer stopnje vozlǐsč
v1 v2 v3
v4 v5 v6
Slika 3. Primer najkraǰse poti med v1 in v6
♦
Definicija 2.9. Naj bo G(V,E) graf in u, v ∈ V (G). Razdaljo med vozlǐsčema u in
v označimo z d(u, v) in predstavlja število povezav v najkraǰsi poti med u in v.
Primer 2.10. Za zgornji graf torej velja d(v1, v6) = 1. ♦
Definicija 2.11. Naj bo G(V,E) graf in u, v ∈ V (G). Premer d grafa G je definiran
kot d = max{d(u, v) | u, v ∈ V (G)}.
Primer 2.12. Na grafu iz slike 3 ugotovimo, da je d = 3. Kot primer dveh vozlǐsč,
med katerima je razdalja enaka 3, lahko vzamemo vozlǐsči v3 in v4. Če preverimo še
ostale razdalje med vozlǐsči v grafu, ugotovimo, da so vse kraǰse ali enake 3. ♦
Definicija 2.13. Vpeto drevo T grafa G je graf, ki povezuje vsa vozlǐsča grafa G in
tako množico povezav grafa G, da poveže vsa vozlǐsča, vendar zraven ne tvori ciklov.
Primer 2.14. Slika 4 prikazuje primer vpetega drevesa T za graf iz slike 3.
v1 v2 v3
v4 v5 v6
Slika 4. Vpeto drevo T za graf iz slike 3
♦
6
2.2. Časovna zahtevnost algoritmov.
Definicija 2.15. Časovna zahtevnost algoritma je čas, ki ga potrebuje algoritem za
rešitev problema pri dani velikosti problema.
Opomba 2.16. Čas je funkcija velikosti problema. Za enoto časa vzamemo osnovno
računsko operacijo, tj. seštevanje, odštevanje, množenje, deljenje.
Definicija 2.17. Za funkciji f, g : R → R velja g ∈ O(f), če obstajata konstanti
C > 0 in n0 ∈ R, da za vsak n > n0 velja g(n) ≤ Cf(n). Tedaj pǐsemo tudi
g(n) = O(f(n)).
Najpogosteǰse časovne zahevnosti algoritmov so:
• konstantna O(1),
• logaritemska O(log n),
• linearna O(n),
• vmesna O(n log n),
• kvadratna O(n2),
• polinomska O(nc), c > 1,
• eksponentna O(cn).
Računske probleme lahko razvrstimo v razrede glede na časovno zahtevnost naj-
hitreǰsega algoritma za reševanje oziroma preverjanje rešitve določenega problema.
Uvedli bomo razrede P, NP, NP-polnih in NP-težkih problemov.
Definicija 2.18. Problem je v razredu P, če obstaja algoritem s polinomsko časovno
zahtevnostjo, ki vrne rešitev problema.
Problem je v razredu NP, če obstaja algoritem s polinomsko časovno zahtevno-
stjo, ki preveri dano rešitev problema. Ni pa nujno, da lahko rešitev poǐsčemo v
polinomskem času.
Problem je NP-težek, če za vsak problem iz razreda NP obstaja polinomska pre-
vedba na ta problem.
Problem je NP-poln, če je hkrati v razredu NP in je NP-težek.
Opomba 2.19. Velja:
• P ⊆ NP.
• NP-poln = NP ∪ NP-težek
Vprašanje, ali velja P 6= NP , je odprt problem.
3. Modeli generiranja grafov
Model za generiranje grafov določa postopek, po katerem generiramo grafe G =
(V,E) – pove nam torej, na kakšen način določimo množico vozlǐsč V (G) in množico
povezav E(G) med vozlǐsči.
Grafom, generiranim s posameznim modelom, lahko pripǐsemo lastnosti glede na
izbrani model. Kot primer take lastnosti lahko podamo npr. porazdelitev stopnje
vozlǐsč. Prav zaradi teh skupnih lastnosti so modeli generiranja grafov pomembni. Z
modeli v bistvu definiramo celo množico grafov, za katere veljajo določene lastnosti.
Za primer si lahko vzamemo socialna omrežja, recimo Facebook. Naj vozlǐsče u
predstavlja določenega uporabnika na Facebooku, množica njegovih prijateljev pa je
predstavljena kot množica sosedov vozlǐsča u, torejN(u). Socialno omrežje Facebook
lahko modeliramo z nekim verjetnostnim modelom. Vsakič, ko dodamo novega
uporabnika, se z že obstoječimi uporabniki poveže z določeno verjetnostjo. Če nam
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uspe definirati dovolj dober model, ki opǐse ta sistem, lahko iz tega dobimo veliko
koristnih informacij. Prav zaradi dobljenih lastnosti, ki ugotovimo, da veljajo za
ta model. Na ta način lahko na primer prikazujemo točno določene oglase, novice,
itd. za točno določeno skupino ljudi.
Obravnavala bom 3 modele generiranja grafov:
• Erdős–Rényijev model,
• Barabási–Albertov model, in
• dvostopenjski model.
3.1. Erdős–Rényijev model. Erdős–Rényijev model predstavlja dva zelo podobna
modela za generiranje grafov. Model sta leta 1959 prva predstavila madžarska ma-
tematika Paul Erdős in Alfréd Rényi, po katerih je tudi dobil ime. Neodvisno od
njiju je istočasno zelo podoben model predstavil amerǐski matematik Edgar Gilbert.
Pri modelu, ki sta ga predstavila Paul Erdős in Alfréd Rényi, imamo podano
število vozlǐsč in število povezav, ki povežejo vozlǐsča. V modelu, ki ga je predstavil
Edgar Gilbert, imamo podano število vozlǐsč in verjetnost, da se med poljubnim
parom vozlǐsč vzpostavi povezava.
Definicija 3.1. Graf, generiran z Erdős–Rényijevim modelom, kot sta ga definirala
Paul Erdős in Alfréd Rényi, označimo z ER(n,m), kjer število n ∈ N0 predstavlja
število vozlǐsč, število m ∈ N (0 ≤ m ≤ (n−1)(n−2)
2
) pa predstavlja število povezav
v grafu. Vsaki povezavi enakomerno naključno dodelimo krajǐsči u in v, kjer je
u, v ∈ V (ER).
Algoritem 1: Erdős–Rényijev model po Erdősu in Rényiju
Podatki: Število vozlǐsč n in število povezav m
Rezultat: Erdős–Rényijev graf
generiramo množico n vozlǐsč V = {v1, v2, . . . , vn};
generiramo prazno množico povezav E;
i = 0;
while i < m do
izžrebamo vozlǐsče v1 ∈ V ;
izžrebamo vozlǐsče v2 ∈ V \ {v1};
if v1v2 /∈ E then
dodamo povezavo v1v2 v množico E;
i += 1.
Definicija 3.2. [6] Graf generiran z Erdős–Rényijevim modelom, kot ga je definiral
Edgar Gilbert, označimo z G(n, p), kjer n ∈ N0 predstavlja število vseh vozlǐsč v
grafu in p ∈ [0, 1] predstavlja verjetnost, da obstaja povezava med vozlǐsčema u in
v (u, v ∈ V (G)).
8
Algoritem 2: Erdős–Rényijev model po Gilbertu
Podatki: Število vozlǐsč n in verjetnost za nastanek povezave p ∈ [0, 1]
Rezultat: Erdős–Rényijev graf
generiramo množico n vozlǐsč V = {v1, v2, . . . , vn};
for i = 1, . . . , n do
for j = i+ 1, . . . , n do
enakomreno naključno izberemo r ∈ [0, 1];
if r ≤ p then
dodamo povezavo vivj v množico E.










Primer 3.4. Slike 5, 6, 7 in 8 prikazujejo primere Erdős–Rényijevih grafov G(n, p)
z različnimi parametri n in p.
Na sliki 5 sem izbrala vrednosti parametrov n = 10 in p = 0. Graf ima 10
vozlǐsč. Verjetnost za obstoj povezave med poljubnima vozlǐsčema u in v je p = 0
za ∀u, v ∈ V (G). Vsa vozlǐsča so posledično izolirana.
Na sliki 6 je prikazan graf z 10 vozlǐsči, pri čemer je verjetnost, da obstaja povezava
med poljubnima vozlǐsčema u in v, enaka p = 0.25.
Na sliki 7 je število vozlǐsč še vedno enako 10, verjetnost za povezavo eu,v, ∀u, v ∈
V (G) pa je p = 0.75. Opazimo, da je zaradi povečane verjetnosti za povezavo na
grafu večje število povezav.
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Slika 8 prikazuje primer G(50, 0.5), torej graf s 50 vozlǐsči in verjetnostjo za po-
vezavo p = 0.5. ♦
Opomba 3.5. Pri zadnjem grafu, ki je prikazan v primeru 3.4 na sliki 8, je verjetnost
za vsako povezavo eu,v (u, v ∈ V (G)) enaka p = 0.5. To si lahko predstavljamo tako,
da za vsako povezavo vržemo kovanec. Če pade cifra, imamo povezavo, če pade grb,
pa nimamo povezave. Za vsako izbiro parametrov tako dobimo množico možnih
grafov. V primeru 3.4 je narisan samo en primer iz množice možnih grafov za
izbrane parametre. Pri izbrani vrednosti n ∈ N ima ta množica enako moč pri vseh
izbirah p ∈ (0, 1). Izjemi sta le primera p ∈ {0, 1}, pri katerih lahko dobimo en sam
graf. Pri p = 0 ima graf sama izolirana vozlǐsča, pri p = 1 pa je vsako vozlǐsče v
grafu povezano z vsemi ostalimi vozlǐsči.
Trditev 3.6. Lastnosti G(n, p):






(2) porazdelitev stopnje vozlǐsča je binomska, torej velja






(3) pri konstantni vrednosti λ = np velja
lim
n→∞




torej se porazdelitev stopnje vozlǐsč v grafu G(n, p) pri velikih n priblǐzuje
Poissonovi porazdelitvi.





, verjetnost za vsako povezavo pa
je p. Iz tega sledi, da je povprečno število povezav v grafu (n2 )p.





načinov. Verjetnost, da se k-krat poveže, je pk, verjetnost, da se n−1−k-krat
ne poveže, pa je (1− p)k. Iz tega dobimo zgornjo enačbo.







pkn(1− pn)n−k = e−λ
λk
k!
kjer je pn ∈ [0, 1] tako zaporedje realnih števil, da npn konvergira k λ.

Opomba 3.7. Ponavadi nas zanima obnašanje grafa, ko pošljemo n proti∞. Takrat
je lahko p konstanta, lahko pa je tudi funkcija n-ja.
3.2. Barabási–Albertov model [7]. Drug model za generiranje grafov je Ba-
rabási–Albertov model. Graf konstruiramo tako, da dodajamo vozlǐsče za vozlǐsčem.
Vsakemu novemu vozlǐsču dodelimo sosede, pri čemer je verjetnost za nastanek po-
vezave odvisna od števila že obstoječih povezav. Verjetnost za nastanek povezave
je večja pri vozlǐsčih, ki imajo večje število že obstoječih povezav.
Tovrstne grafe pogosto srečamo pri opazovanju narave in družbe. So dober pri-
bližek za socialna omrežja, kot so Twitter, Youtube ali Facebook. Vozlǐsča pred-
stavljajo posamezne uporabnike, povezave pa relacije med njimi, kot so na primer
sledenje in prijateljstvo. Model dobro opǐse tudi svetovni splet, kjer so vozlǐsča
posamezne naprave, priključene na internet, ki komunicirajo med sabo.
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Graf, greneriran z Barabási–Albertovim modelom, imenujemo Barabási–Albertov
graf. Označimo ga z BA(m,n), kjer n ∈ N0 predstavlja število vseh vozlǐsč, m ∈ N0
(m ≤ n) pa predstavlja število začetnih vozlǐsč in število povezav pri novem vozlǐsču.
Poglejmo si postopek za generiranje grafa BA(m,n). Začnemo z m izoliranimi
vozlǐsči. Nato dodajamo po eno vozlǐsče, dokler ni v grafu n vozlǐsč. Vsako novo
vozlǐsče, ki ga dodamo, se zaporedoma poveže z m že obstoječimi vozlǐsči. Novo




j 6∈N [v] deg(vj)
.
Algoritem 3: Barabási–Albertov model
Podatki: Število vozlǐsč n in število začetnih povezav m
Rezultat: Barabasi-Albertov graf
V = {v1, v2, . . . , vm};
E = ∅;
s = m;
for k = m+ 1, . . . , n do
dodamo vozlǐsče vk v množico V ;
while deg(vk) < m do
izžrebamo x ∈ [1, s];
i = 1;
while x > 0 do
x = x− deg(vi);
i = i+ 1;
if vkvi /∈ E then
dodamo povezavo vkvi v množico E
s = s+m
Primer 3.8. Na sliki 9 in sliki 10 sta predstavljena dva tipična grafa, generirana z
Barabási-Albertovim modelom.
Na sliki 9 je graf, generiran s parametri m = 1 in n = 11. Vidimo, da se je vsako
novo vozlǐsče povezalo z natanko enim že obstoječim vozlǐsčem na grafu. Ker pa se
z vsakim vozlǐsčem ni povezalo z enako verjetnostjo in ker se je z večjo verjetnostjo
povezalo z vozlǐsči, ki že imajo večjo stopnjo, opazimo neenakomerno porazdelitev
stopnje vozlǐsč. Eno vozlǐsče ima stopnjo kar 7, ostala pa 2 ali manj.
Na sliki 10 je graf, generiran s parametri m = 5 in n = 15. Vidimo, da se ta graf
precej razlikuje od grafa s slike 9. Število povezav je na grafu s slike 10 večje, zato
so na splošno večje tudi stopnje vozlǐsč. Vseeno se opazi, da imajo nekatera vozlǐsča
precej večjo stopnjo od ostalih.
♦
Primer 3.9. Na sliki 11 je prikazano postopno generiranje grafa z Barabási–Alber-
tovim modelom s parametroma m = 2 in n = 8.
Število vozlǐsč se začne pri n = 3 in se poveča za 1 pri vsaki naslednji sliki. Prva
slika zgoraj prikazuje začetni vozlǐsči in novo vozlǐsče, ki je povezano z ostalima
vozlǐsčema. Predvidevali bi, da se bo novo vozlǐsče na drugi sliki povezalo z vozlǐsčem
11
Slika 9. Primer grafa BA(1, 11).
Slika 10. Primer grafa BA(5, 15).
s stopnjo 2 (p = 1
2
) in nato še enim (verjetnost za vsakega od njiju bi bila takrat
p = 1
2
), vendar se najprej poveže z vozlǐsčem s stopnjo 1 (p = 1
4
) in nato še z enim
vozlǐsčem stopnje 1 (p = 1
3
). Tako na drugi sliki nastane graf, kjer imajo vsa vozlǐsča
stopnjo 2. Novo vozlǐsče se bo tako z enako verjetnostjo povezalo na katerikoli dve
vozlǐsči v grafu. Pri nadaljnjem dodajanju vozlǐsč opazimo, da najvǐsja stopnja v
grafu hitro narašča. Na zadnjem grafu je najvǐsja stopnja 5. ♦
3.3. Dvostopenjski model. Dvostopenjski model se od Barabási–Albertovega mo-
dela razlikuje predvsem v tem, da privlačnost vozlǐsča ni odvisna samo od njegove
stopnje, ampak tudi od stopnje sosednjih vozlǐsč. Graf, generiran z dvostopenjskim
modelom, imenujemo dvostopenjski graf. Označimo ga z DS(m,n). Generiramo ga
tako, da začnemo z m izoliranimi vozlǐsči. Nato dodajamo po eno vozlǐsče, dokler ni
v grafu n vozlǐsč. Vsako novo vozlǐsče, ki ga dodamo, se zaporedoma poveže z m že
obstoječimi vozlǐsči. Novo vozlǐsče v se z i-tim že obstoječim vozlǐsčem, do katerega
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Slika 11. Primer postopnega generiranja grafa z Barabási–Alberto-
vim modelom. Začetna parametra sta m = 2 in n = 8.









kjer je C poljubna konstatnta med 0 in 1, ki jo določimo glede na to, koliko želimo
pri izbiri vozlǐsča upoštevati tudi stopnje njegovih sosedov.
3.4. Skupne lastnosti Barabási–Albertovih grafov in dvostopenjskih gra-
fov. Zaradi podobnosti dvostopenjskega modela z Barabási–Albertovim modelom
13
Algoritem 4: Dvostopenjski model
Podatki: Število vozlǐsč n, število začetnih povezav m in parameter
C ∈ [0, 1]
Rezultat: Dvostopenjski graf
V = {v1, v2, ...vm, vm+1};









for k = m+ 2, . . . , n do
dodamo vozlǐsče vk v množico V ;




while |N(vk)| < m do
izžrebamo x ∈ [1, s];
i = 1;
while x > 0 do
x = x−Mi;
i = i+ 1;
if {vk, vi} /∈ E then
dodamo povezavo {vk, vi} v množico E
imajo dvostopenjski grafi in Barabási–Albertovi grafi nekaj skupnih lastnosti. Očit-
no je, da je vsem skupno veliko število vozlǐsč z nizko stopnjo in majhno število
vozlǐsč z visoko stopnjo. Imajo tudi druge skupne lastnosti [8]:
(1) Porazdelitev stopnje vozlǐsč ustreza enačbi P (k) = k−γ, kjer je k stopnja
vozlǐsča in γ ∈ [2, 3] konstanta.
(2) Graf ni občutljiv na naključno odstranjevanje vozlǐsč. Če naključno odstra-
nimo nekaj vozlǐsč v grafu, bo z visoko verjetnostjo ostal povezan.
(3) Graf je občutljiv na nenaključno odstranjevanje vozlǐsč. Če odstranimo nekaj
vozlǐsč z najvǐsjo stopnjo v grafu, bo z nizko verjetnostjo ostal povezan.
4. Dominacijska množica
V tem poglavju bom definirala dominacijsko množico, najmanǰso dominacijsko
množico, minimalno dominacijsko množico in dominacijsko število ter navedla nekaj
njihovih lastnosti. Vse skupaj bom nato predstavila na primeru. Povzemala sem iz
[9], [10] in [11].
Definicija 4.1. Naj bo G = (V,E) graf in D ⊂ V (G). D je dominacijska množica,
če za vsako vozlǐsče v ∈ V (G) velja, da je element množice D ali sosed elementa
množice D.
Definicijo dominacijske množice lahko zapǐsemo tudi drugače.
Definicija 4.2. Podmnožica vozlǐsč D grafa G je dominacijska množica natanko
tedaj, ko zanjo velja ena izmed sledečih ekvivalentnih lastnosti:
(1) ∀v ∈ V (G) \D ∃u ∈ D : d(v, u) = 1,
(2) N [D] = V (G),
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(3) ∀v ∈ V (G) : |N [v] ∩D| ≥ 1,
(4) ∀v ∈ V (G) \D : |N(v) ∩D| ≥ 1.
Izrek 4.3. Naj bo G povezan graf reda n ≥ 2. Potem za vsako dominacijsko množico
D grafa G velja, da je njen komplement D′ = V (G) \D tudi dominacijska množica.
Dokaz. Naj bo T poljubno vpeto drevo grafa G in v ∈ V (G). Vozlǐsča vpetega
drevesa T lahko razvrstimo v dve disjunktni množici D in D′ tako, da za ∀u ∈ D
velja, da je d(u, v) v drevesu T sodo število, in D′ = V \ D. Iz tega sledi, da sta
množici D in D′ dominacijski množici. 
Primer 4.4. Na sliki 12 je graf G na levi, zraven pa vpeto drevo T na desni. Vozlǐsča
v vpetem drevesu razdelimo na dve disjunktni množici, ki sta prikazani z rdečo in
modro barvo. Vozlǐsča razdelimo v množici tako, da si izberemo poljubno vozlǐsče (v
našem primeru je to vozlǐsče v2). V množico D sodijo vsa vozlǐsča, ki so od vozlǐsča
v2 oddaljena za sodo razdaljo, torej D = {v2, v4, v6}. V množico D′ sodijo vsa ostala






Slika 12. Na desni je vpeto drevo T za graf G na levi. Vozlǐsča so
razdeljena v dve disjunktni množici.
Definicija 4.5. Naj bo D dominacijska množica grafa G. D je najmanǰsa domina-
cijska množica, če ima izmed vseh dominacijskih množic grafa G najmanǰso moč.
Moč najmanǰse dominacijske množice grafa G imenujemo dominacijsko število in
ga označimo z γ(G).
Trditev 4.6. Za dominacijsko število veljajo sledeče zgornje in spodnje meje.
(1) Dominacijsko število zadošča pogoju
n
1 + ∆(G)
≤ γ(G) ≤ n−∆(G),
kjer je n = |V (G)|,




Dokaz. (1) Spodnjo mejo dobimo tako, da ocenimo, največ koliko vozlǐsč lahko
dominira vsako vozlǐsče iz dominacijske množice. Naj bo D dominacijska
množica. Vsako vozlǐsče iz D lahko dominira sebe in vsa sosednja vozlǐsča,
torej največ 1 + ∆(G) vozlǐsč. Tako dobimo spodnjo mejo n
1+∆
. Za zgornjo
mejo upoštevamo, da obstaja vozlǐsče v ∈ G s stopnjo ∆(G), ter da je V (G)\
N(v) dominacijska množica. Tako je n−∆(G) zgornja meja za dominacijsko
število.
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(2) Pomagali si bomo z izrekom 4.3, ki pravi da za poljubno dominacijsko mno-
žico D grafa G velja, da je tudi njen komplement D′ = V \D dominacijska




Definicija 4.7. Naj bo M dominacijska množica grafa G. M je minimalna domi-
nacijska množica grafa G, če za ∀M ′ ⊂ M velja, da M ′ ni dominacijska množica
grafa G.
Opomba 4.8. Minimalna dominacijska množica grafa G ni enaka najmanǰsi domi-
nacijski množici grafa G. Najmanǰsa dominacijska množica je vedno tudi minimalna,
obratno pa ne velja vedno. Če minimalni dominacijski množici odstranimo poljubno
vozlǐsče, dobljena množica ni več dominacijska množica.
Primer 4.9. Na grafu s slike 13 si poglejmo, kako poǐsčemo dominacijske množice,
primer najmanǰse dominacijske množice, kako je omejeno dominacijsko število γ(G),




Slika 13. Primer dominacijskih množic.
Najprej poǐsčimo vse dominacijske množice grafa G. Poglejmo vse neprazne pod-
množice množice vozlǐsč V (G):
• D1 = {v1, v2, v3},
• D2 = {v1, v2},
• D3 = {v1, v3},
• D4 = {v2, v3},
• D5 = {v1},
• D6 = {v2},
• D7 = {v3}.
Za vsako množico posebej preverimo, ali je dominacijska, torej če skupaj s sosedi
vseh vozlǐsč v množici tvori celotno množico vozlǐsč V (G). Ugotovimo, da to velja
za vse zgoraj naštete množice, razen za množici D5 in D7, saj skupaj s sosedi ne
tvorita celotne množice vozlǐsč V (G). Vse ostale množice so torej dominacijske
množice. Zanima nas najmanǰsa dominacijska množica. Vidimo, da je taka množica
D6, saj ima izmed vseh dominacijskih množic najmanǰso moč. Ker je moč najmanǰse
dominacijske množice enaka 1, za dominacijsko število velja γ(G) = 1. Preverimo,
ali držijo meje za dominacijsko število, dobljene po trditvi 4.6:
(1) n
1+∆(G)
≤ γ ≤ n−∆(G): 1 ≤ 1 ≤ 1,
(2) γ(G) ≤ n
2




Ugotovimo, da meje držijo. Še več, meje nam v tem primeru omejijo dominacijsko
število na samo eno možnost, zato bi lahko v tem primeru izračunali dominacijsko
število neposredno iz mej:
1 ≤ γ(G) ≤ 1⇒ γ(G) = 1.
Poglejmo si še, katere izmed dominacijskih množic so minimalne dominacijske mno-
žice – torej za katere velja, da če odstranimo poljubno vozlǐsče iz množice, sledi,
da dobljena množica ni več dominacijska množica. Vemo že, da je D6 najmanǰsa
dominacijska množica, torej je tudi minimalna. Ugotovimo, da je minimalna domi-
nacijska množica še D3. ♦
5. Algoritmi za iskanje najmanjše dominacijske množice in njenih
približkov
V tem poglavju bom opisala algoritme za iskanje najmanǰse dominacijske množice.
Iskanje najmanǰse dominacijske množice je NP-težek problem. To pomeni, da naj-
manǰse dominacijske množice v splošnem ne znamo poiskati v polinomskem času,
torej je to časovno zelo zahteven problem. Zato se, sploh pri večjih grafih, ne splača
uporabiti algoritma, ki poǐsče eksaktno najmanǰso dominacijsko množico. Namesto
tega uporabimo algoritme, ki poǐsčejo dovolj dober približek in so časovno manj
zahtevni.
5.1. Celoštevilsko linearno programiranje (ILP). Predstavila bom celoštevil-
ski linearni program, katerega optimalna rešitev je eksaktna rešitev problema naj-
manǰso dominacijsko množico.
Ideja celoštevilskega linearnega programa:
• za vsako vozlǐsče i definiramo spremenljivko xi, za katero bo veljalo xi = 1,
če je vozlǐsče i v dominacijski množici, sicer pa xi = 0;
• ǐsčemo min
∑




i∈N [v] xi ≥ 1 za vsak v ∈ V (G).
Ta pristop ni primeren za večje grafe, saj je časovno zahteven.
5.2. Požrešna metoda. Predstavila bom dva algoritma, ki poǐsčeta približek za
najmanǰso dominacijsko množico. Vsebino sem povzela predvsem iz skripte [12].
Ta dva algoritma sta pomembna, saj nista časovno zahtevna – približek poǐsčeta v
polinomskem času. Kako dober približek dobimo z določenim algoritmom, ocenimo




kjer D predstavlja približek za najmanǰso dominacijsko množico in D∗ predstavlja
najmanǰso dominacijsko množico.
V obeh algoritmih, predstavljenih v tem poglavju, začnemo s prazno množico
D = ∅, nato pa v množico D dodajamo vozlǐsča, dokler ni D dominacijska množica.
Vrstni red vozlǐsč, ki jih dodajamo v množico, je odvisen od samega algoritma. V
obeh primerih na vrstni red vplivajo predvsem stopnje vozlǐsč.
Za lažjo razlago bomo vozlǐsča v grafu obarvali. S črno barvo označimo vozlǐsča,
ki so v množici D. Vozlǐsča, ki so sosedi črnih vozlǐsč in niso v množici D, obarvamo
sivo. Ostala vozlǐsča obarvamo z belo barvo. ZW (v) označimo množico belih vozlǐsč,
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ki so sosedi vozlǐsča v, vključno z vozlǐsčem v. Moč množice W (v) označimo z w(v),
torej je w(v) = |W (v)|.
5.2.1. Zaporedna požrešna metoda. Če hočemo dobiti čim manǰso dominacijsko mno-
žico D, morajo vozlǐsča iz množice D imeti čim več sosedov izven množice. Očitna
ideja je, da v množico D po vrsti dodajamo vozlǐsča z največ sosedi. Ravno to
delamo pri zaporedni požrešni metodi.
Algoritem 5: Zaporedna požrešna metoda
Podatki: Graf G(V,E)
Rezultat: Približek za najmanǰso dominacijsko množico D
D = ∅;
while D ni dominacijska množica do
poǐsčemo vozlǐsče vi z največjo stopnjo v grafu G(V,E);
dodamo vi v množico D;
odstranimo vi iz množice V ;
odstranimo povezave s krajǐsčem vi iz množice E;
Trditev 5.1. Zaporedna požrešna metoda izračuna priblǐzek najmanǰse dominacijske
množice D grafa G, ki se od eksaktne najmanǰse dominacijske množice D∗ razlikuje
največ za faktor ln(∆(G)) + 2. Velja torej
|D|
|D∗|
≤ ln(∆(G)) + 2
Dokaz. Denimo, da imamo minimalno dominacijsko množico D, ki smo jo zgradili
tako, da smo vanjo zaporedoma dodajali vozlǐsča u1, u2, . . . , ut. Vsakemu vozlǐsču
v grafa G določimo ceno cv, pri čemer ob dodajanju vozlǐsča ui vsakemu vozlǐsču iz
W (ui) dodelimo ceno 1/w(ui). Opazimo, da je skupna dodeljena cena ob dodajanju
vozlǐsča v množico D enaka 1 (ker je D minimalna dominacijska množica, vsakič
velja w(ui) ≥ 1). Če je bilo vozlǐsče ui ob dodajanju belo, potem se mu tedaj določi
cena, če pa je bilo sivo, je bila cena že predhodno določena. Ker na koncu ni več
belih vozlǐsč, ima tako vsako vozlǐsče določeno svojo ceno.
Zdaj predpostavimo, da poznamo najmanǰso dominacijsko množico D∗. Izberimo
si poljuben vrstni red vozlǐsč iz D∗ in sledimo zgornjemu postopku dodeljevanja cen
c∗v vsakemu vozlǐsču v ∈ V (G). Poleg tega zgradimo še pomožen graf G′ z množico
vozlǐsč V (G) in povezavami od vsakega vozlǐsča u ∈ D∗ do vseh vozlǐsč izven D∗, ki
so bila bela ob dodajanju u v D∗. Graf G′ je torej unija zvezd s sredǐsči v vozlǐsčih
iz D∗. Očitno je, da vsota cen c∗v vozlǐsč v vsake zvezde v povprečju enaka 1. Za
dokaz trditve je dovolj pokazati, da je pri grajenju množice D z zaporedno požrešno
metodo vsota cen cv vozlǐsč v vsake zvezde največ ln(∆(G)) + 2.
Vzemimo eno od zvezd grafa G′ s sredǐsčem v vozlǐsču v∗ ∈ D∗. Če neko vozlǐsče
v v zvezdi s sredǐsčem v v∗ postane sivo ali črno ob dodajanju vozlǐsča u v množico
D, bo njegova cena enaka 1/w(u). Po zaporedni požrešni metodi je u vozlǐsče z
maksimalnim w(u), torej velja w(u) ≥ w(v∗) in zato tudi cv ≤ 1/w(v∗). Ker je
vrednost w(v∗) na začetku enaka d(v∗) + 1 in se ob dodajanju posameznega vozlǐsča
v D zmanǰsa za število vozlǐsč v zvezdi, ki so ob tem postala siva ali črna, velja, da
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je cena i-tega takega vozlǐsča največ 1/(d(v∗)− i + 2). Tako je vsota cen vozlǐsč iz












= H(d(v∗) + 1) ≤ H(∆(G) + 1) < ln(∆(G)) + 2,
kjer je H(n) =
∑n
i=1 1/i. 
Opomba 5.2. [12] Da se dokazati, da, razen če velja P ≈ NP , ne obstaja algo-
ritem, ki bi v polinomskem času rešil problem najmanǰse dominacijske množice za
aproksimacijski faktor, bolǰsi od (1−O(1)) ln(∆(G)). Drugače povedano, razen, če
velja P ≈ NP , je aproksimacijski faktor zaporedne požrešne metode optimalen (za
splošne grafe, brez določenih posebnih lastnosti).
5.2.2. Vzporedna požrešna metoda. Pri vzporedni požrešni metodi vozlǐsče v dodamo
v množico D, če ima največjo stopnjo med vsemi vozlǐsči, ki so od v oddaljeni za
največ 2. Ta algoritem lahko vzporedno izvajamo na vsakem vozlǐsču, zato lahko
hitreje pridemo do rešitve.
Algoritem 6: Vzporedna požrešna metoda
Podatki: Graf G(V,E)
Rezultat: Približek za najmanǰso dominacijsko množico D
D = ∅;
vsa vozlǐsča označimo z belo barvo;
definiramo množico belih sosedov vozlǐsča v kot W (v);
for v ∈ V (G) do in parallel
while v ima bele sosede do
izračunamo w(v);
pošljemo rezultat w(v) do vozlǐsč na razdalji največ 2;
if w(v) = max{w(u) | d(v, u) ≤ 2} then
dodamo v v množico D;
pobarvamo bele elemente množice N(v) sivo;
6. Ugotovitve in rezultati
V zadnjem poglavju bom predstavila svoje ugotovitve glede računanja najmanǰse
dominacijske množice na grafih. Testirala sem dve metodi. Za prvo metodo sem
izbrala metodo s celoštevilskim linearnim programiranjem (ILP), za drugo pa sem
vzela zaporedno požrešno metodo. Obe metodi sem testirala na dveh vrstah grafov,
na Erdős–Rényijevih grafih in na Barabási–Albertovih grafih.
Programirala sem v programskem jeziku Python. Testiranje sem začela tako,
da sem implementirala vse potrebne algoritme. Najprej sem sestavila algoritma
za generiranje Erdős–Rényijevih in Barabási–Albertovih grafov. S tem sem dobila
vzorec grafov, na katerem sem kasneje računala vse potrebne podatke. Za tem sem
implementirala še algoritma za iskanje najmanǰse dominacijske množice, in sicer
metodo z ILP, ki poǐsče najmanǰso dominacijsko množico, in zaporedno požrešno
metodo, ki poǐsče približek za najmanǰso dominacijkso množico. Za tem sem izvedla
simulacijo, ki je generirala grafe, Barabási–Albertove za različna parametra n in m
in Erdős–Rényijeve za različna parametra n in p, in za vsak graf beležila naslednje
podatke:
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• n: število vozlǐsč,
• m: število povezav novega vozlǐsča pri Barabási–Albertovih grafih,
• p: verjetnost za povezavo pri Erdős–Rényijevih grafih,
• ∆: največja stopnja v grafu,
• |D|: moč približka za najmanǰso dominacijsko množico izračunanega z zapo-
redno požrešno metodo,
• |D∗|: moč najmanǰse dominacijske množice, izračunane z metodo z ILP,
• tpožrešna: čas računanja množice D,
• tILP: čas računanja množice D∗.
Dobljene podatke sem beležila v datoteko CSV ter jih nato urejala s pomočjo
Jupyter notebook-a, kjer sem narisala tudi grafe.
6.1. Moč najmanǰse dominacijske množice in njenega približka. Na gra-
fih iz slik 14 in 15 sem prikazala število vozlǐsč v izračunani množici v odvisnosti
od števila vozlǐsč v grafu. Na sliki 14 so podatki za Erdős–Rényijeve grafe, na
sliki 15 pa podatki za Barabási–Albertove grafe. Izračunana množica predstavlja
izračunano najmanǰso dominacijsko množico oziroma njen približek. S črno barvo
so označeni rezultati, dobljeni z metodo z ILP. Črna barva v grafu torej predstav-
lja moč najmanǰse dominacijske množice D∗ v odvisnosti od n. Z rdečo barvo so
označeni rezultati, dobljeni z zaporedno požrešno metodo. Rdeča barva v grafu to-
rej predstavlja moč približka za najmanǰso dominacijsko množico D, izračunanega
z zaporedno požrešno metodo, v odvisnosti od n.
Na obeh grafih iz slik 14 in 15 opazimo, da je |D∗| ≤ |D| za ∀n. To je pričakovano,
saj D∗ predstavlja najmanǰso dominacijsko množico, D pa njen približek.
Opazimo razliko med Erdős–Rényijevimi grafi in Barabási–Albertovimi grafi. Pri
Erdős–Rényijevih grafih sta |D∗| in |D| večji kot pri Barabási–Albertovih grafih.
Zaporedna požrešna metoda torej na splošno bolǰse deluje pri Barabási–Albertovih
grafih kot pri Erdős–Rényijevih grafih. Razlog za to je lastnost porazdelitve stopnje
vozlǐsč pri Barabási–Albertovih grafih, ki ustreza enačbi P (k) = k−γ (γ ∈ [2, 3]).
Opazimo, da je tudi razlika med |D∗| in |D| večja pri Erdős–Rényijevih grafih.
6.2. Čas računanja najmanǰse dominacijske množice in njenega približka.
Na grafih iz slik 16 in 17 sem prikazala čas računanja najmanǰse dominacijske
množice oz. njenega približka v odvisnosti od števila vozlǐsč v grafu. Na ordinatni
osi sem prikazala naravni logaritem časa računanja najmanǰse dominacijske množice
oz. njenega približka. Naravni logaritem sem vzela zato, ker je bil red velikosti časa
računanja pri metodi z ILP večji kot pri zaporedni požrešni metodi. Brez logaritmi-
ranja tako podatki za zaporedno požrešno metodo na grafu ne bi bili opazni. Na sliki
16 so podatki za Erdős–Rényijeve grafe, na sliki 17 pa podatki za Barabási–Albertove
grafe. S črno barvo so označeni rezultati, dobljeni z metodo z ILP. Črna barva v
grafu torej predstavlja naravni logaritem časa tILP, tj., čas računanja množice D
∗ v
odvisnosti od števila vozlǐsč n. Z rdečo barvo so označeni rezultati, dobljeni z za-
poredno požrešno metodo. Rdeča barva v grafu torej predstavlja naravni logaritem
časa tpožrešna, tj., čas računanja množice D v odvisnosti od n.
Vidimo, da je metoda z ILP časovno zahtevneǰsa od zaporedne požrešne metode.
Opazimo tudi, da je računanje najmanǰse dominacijske množice na Barabási–Alber-
tovih grafih pri obeh metodah časovno ugodneǰse od računanja najmanǰse domina-
cijske množice na Erdős–Rényijevih grafih.
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Slika 14. Število vozlǐsč v najmanǰsi izračunani do-
minacijski množici pri Erdős–Rényijevih grafih.
Slika 15. Število vozlǐsč v najmanǰsi izračunani do-
minacijski množici pri Barabási–Albertovih grafih.
6.3. Preverjanje hipotez. Preverila sem naslednje hipoteze:
(1) Hipoteza 1: Formula
|D|
|D∗|
≤ ln(∆(G)) + 2
dobro opǐse zgornjo mejo faktorja pri Erdős–Rényijevih grafih.
(2) Hipoteza 2: Za Barabási–Albertove grafe je ta zgornja meja nekoliko previ-
soka, mogoče bi lahko dobili nižjo zgornjo mejo.
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Slika 16. Čas računanja pri Erdős–Rényijevih grafih.
Slika 17. Čas računanja pri Barabási–Albertovih grafih.
Na sliki 18 je prikazano vse, kar potrebujemo za obravnavo obeh hipotez. Graf
iz slike 18 prikazuje razmerje |D||D∗| v odvisnosti od ln(∆(G)). Za abscisno os sem za
bolǰsi prikaz zgornje meje ln(∆(G))+2 izbrala ln(∆(G)). Z rdečo barvo je prikazano
razmerje |D||D∗| za Erdős–Rényijeve grafe, z modro barvo pa za Barabási–Albertove
grafe. Črna premica prikazuje zgornjo mejo razmerja |D||D∗| , tj., ln(∆(G)) + 2.
Vidimo, da Hipoteza 1 drži, saj je ln(∆(G)) + 2 res zgornja meja za razmerje |D||D∗|
pri Erdős–Rényijevih grafih. Izgleda tudi dobra zgornja meja, saj se zdi, da bi težko
dobili bolǰso.
Za Barabási–Albertove grafe se zdi zgornja meja ln(∆(G)) + 2 za razmerje |D||D∗|
nekoliko previsoka – izgleda, kot da bi lahko dobila bolǰso zgornjo mejo. Na grafu
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Slika 18. Obravnava hipotez.
na sliki 19 sem ugibala izbolǰsano zgornjo mejo. Za izbolǰsano zgornjo mejo sem
izbrala ln(∆(G)), prikazana je s sivo premico. Podatki iz moje simulacije kažejo, da
je ln(∆(G)) zgornja meja za razmerje |D||D∗| pri Barabási–Albertovih grafih od nekega
∆(G) naprej, vendar bi bilo to potrebno še matematično dokazati.
Slika 19. Izbolǰsava zgornje meje.
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