Abstract. A lattice-discretization of analytic Cauchy problems in two dimensions is presented. It is proven that the discrete solutions converge to a smooth solution of the original problem as the mesh size ε tends to zero. The convergence is in C ∞ and the approximation error for arbitrary derivatives is quadratic in ε. In application, C ∞ -approximation of conformal maps by Schramm's orthogonal circle patterns and lattices of cross-ratio minus one is shown.
Introduction
In the flourishing field of discrete differential geometry, classical geometrical objects are matched by discrete counterparts which inherit many qualitative features of the smooth originals. Discretizations have been proposed for a large variety of surfaces, coordinate systems and maps; see [BP2] for an overview.
Special attention has been devoted to circle packings in the plane and their relation to conformal mappings. The fundamental question of quantitative approximation has been intensively studied. As a key result in this context, Thurston's conjecture on the convergence of hexagonal circle packings to the Riemann map was proven by Rodin and Sullivan [RS] in 1987. Their result has been improved in many ways. For instance, hexagonal packings were shown to converge in C ∞ [HS] , and the error for the approximation and its derivatives was estimated [DHR] .
An alternative approach to a discrete theory of conformal maps is provided by circle patterns. Generally, a circle pattern with square-grid combinatorics is a correspondence that assigns to any vertex of the Z 2 -lattice a circle in the complex plane. As the collection of image circles inherits the square-grid combinatorics, there is a natural notion of neighbors and elementary quadruples (circles assigned to the corners of a Z 2 -square). One requires that the circles of an elementary quadruple intersect in one point. Thus, each circle has four points of intersection with its neighbors. The intersection points form a lattice with square-grid combinatorics on their own.
Additional conditions are imposed to single out subclasses of more rigid patterns. The most prominent subclass is provided by "orthogonal circle patterns" introduced by Schramm [Sch] , also called Schramm-patterns in the following. The additional constraint is that neighboring circles intersect orthogonally.
D. MATTHES
As a second possibility, one requires that the four points of intersection on each circle have cross ratio minus one. In this situation, it is preferred to consider the lattice of intersection points rather than the circles themselves. One obtains crossratio-lattices or CR-mappings, which were first investigated by Nijhoff et al [NQC] . Generalizing CR-mappings to immersions in three-space, a definition of discrete isothermic surfaces was obtained by Bobenko and Pinkall [BP1] .
In comparison to (especially hexagonal) packings, much less in known about the approximation properties of circle patterns. The C 0 -convergence theorem in [Sch] seems to be the only result in this direction so far. In this article, it is proven that an arbitrary planar conformal map u : Ω ⊂ C → C can be locally approximated by a sequence of Schramm-patterns and CR-mappings. More precisely: intersect the domain Ω with a square grid of mesh size ε > 0, obtaining a discrete set Ω ε . A suitable circle pattern from the respective class can be defined on each Ω ε , so that the circle centers (Schramm-pattern) or intersection points (CR-mapping) approximate the values of u at corresponding sites with an error O(ε 2 ). Moreover, the convergence is in C ∞ . This means that arbitrary partial derivatives of u are uniformly approximated by the respective difference quotients calculated from the circle pattern, also with an error of order O(ε 2 ). The analytic background for the geometric convergence result is of interest on its own. A discrete approximation theory for analytic Cauchy problems is developed in this article. Its applications are not limited to geometrical questions. Moreover, a new proof of the Cauchy-Kovalevskaya theorem -based on purely discrete constructions -is obtained as a by-product.
Consequently, the presented approach to circle patterns differs in nature from Schramm's where a boundary value problem was considered and techniques from (discrete) elliptic theory played an important role. Instead, our proof combines the following two ingredients; the first are methods which were developed for Cauchy problems associated with discrete hyperbolic equations. These have already been used to show C ∞ -convergence of discrete orthogonal coordinate systems [BMS] . The other ingredient is an adaptation of fundamental ideas from the proof of the (abstract) Cauchy-Kovalevskaya theorem [Nag] , [Nir] . In particular, a discrete counterpart of the scale of spaces of analytic functions is defined.
For definiteness, let us consider the Cauchy problem x) ), (1.1) Suris for many discussions and helpful advice. Further, the author is grateful to Walter Craig for an entertaining introduction to the topic of abstract CauchyKovalevskaya theorems.
Discrete approximation of the Cauchy problem
As usual, a function f :
for an appropriate choice of ρ > 0. By abuse of notation, there will be no distinction between u and its uniquely determined complex extension.
Consider problem (1.1) under the following assumptions: The d × d-matrix M is constant, f is an analytic function near u 0 (0), and the initial datum u 0 is analytic on an interval
The Cauchy-Kovalevskaya theorem implies: Replace u by a function
which is the intersection of Ω(r) with the 45-degree rotated standard lattice (λZ)
Replace the Cauchy problem (1.1) by the discrete problem (2.1) 
Then there is some r < ξ such that the solutions v ε to problem (2.1) with
are C ∞ -convergent to a smooth function u on Ω(r) with an error O(ε 2 ). More precisely, for arbitrary m, n ≥ 0, there are constants C mn > 0 so that
The function u constitutes a classical solution to the Cauchy problem (1.1).
In particular, Theorem 2.2 implies the classical existence Theorem 2.1.
Example 2.3 (A nonlinear elliptic problem). Rewrite the elliptic initial value problem,
for the scalar function φ in the form of problem (1.1):
analytic, too. Assuming further that the nonlinearity g is analytic near φ 0 (0), a solution to (2.7) exists on some Ω = Ω(r). The constraint ∂ x u (1) = u (2) propagates, so φ := u (1) indeed solves (2.5).
In order to approximate (2.7) by a discrete problem (2.1), choose
as nonlinearity, independent of ε. The assumptions of Theorem 2.2 concerning analyticity and boundedness of F ε are obviously fulfilled. A Taylor expansion of g aroundV = (v
Hence, the component v ε (1) of the discrete solutions to problem (2.1) converges to the smooth solution φ on Ω(r) with a suitable positive r < ξ in the sense of (2.4).
Proof of Theorem 2.2
The proof consists of three parts: In the first, a smooth solution u to (1.1) is constructed as the limit of a suitable sequence of discrete solutions v ε to (2.1). Secondly, C 0 -approximation of u is shown, i.e., (2.4) for m = n = 0. Finally, an induction argument yields (2.4) for arbitrary m, n.
The proof combines elements from discrete approximation theory for hyperbolic PDE [BMS] with ideas from Walter's proof [Wal] of the Cauchy-Kovalevskaya theorem, which is based on the classical papers [Nir] , [Nag] . Recall the strategy of the latter. A solution u to (1.1) is constructed such that u(t, x) is x-analytic on the time-dependent domain B ρ(t) (I ξ(t) ) for any t ∈ [−T, +T ]. The size parameters ρ(t), ξ(t) decreases as |t| increases. The motivation is that ∂ x is a bounded operator between the spaces of analytic functions on B ρ (I ξ ) and on B ρ (I ξ ), respectively, for any ρ < ρ and ξ ≤ ξ . The norm of ∂ x is determined by the classical Cauchy estimate
Introducing suitable time-dependent norms · t for u(t), an a priori estimate of Gronwall type is derived from (3.1),
Eventually, (3.2) enables one to obtain the solution u as the fixed point of a contracting map.
Time-dependent norms for discrete functions are introduced in the following. To prove approximation of u by v ε , a discrete analogue of (3.2) is derived for the t-norm of the difference w
is estimated in terms of w ε (t − ε 2 ) and w ε (t − ε), leading to the discrete Gronwall estimate in (3.16). The crucial technical tool is a discrete version of the Cauchy estimate (3.1), which is given in Lemma 3.1 below.
3.1. Notation. Let D(ρ) ⊂ C denote the complex disc of radius ρ centered at 0, and
The crucial quantity that determines most of the following constructions is r > 0, the appropriate diameter of the domain Ω(r), which has to be found. From r, one defines
Discrete intervals containing m + 1 points are given by
2 -shift, restriction and linear interpolation:
, which is defined on the interval I ε n where n is the largest integer with ε 2 n ≤ ξ n . In these notations, the problem (2.1) takes the convenient form (n > 0):
where pointwise evaluation of the arguments is understood.
Without loss of generality, assume that |M u| ≤ |u| for all u ∈ C d , and that u 0 (0) = 0. Indeed, this can be achieved by a dilation of the t-axis and an affine transformation of the values of u, respectively. For an appropriate choice of
3.2. Discrete norms and their properties. For ρ > 0, define a functional on scalar discrete functions v :
These norms share several properties with the maximum-norm of analytic functions over a complex domain. This lemma is proven in the appendix. A norm with properties (1) and (2) will be called a submultiplicative norm in the following. For an arbitrary submultiplicative norm, the following lemma holds: 
The constant Γ depends on γ but not on the submultiplicative norm · ρ .
This lemma is proven in the appendix. Two cases of particular interest are: 3.3. Existence of a continuous solution. In the following, it will be shown that for an appropriate r > 0 and ε small enough, discrete solutions v ε exist on Ω ε (r), and a limiting function u can be defined on Ω(r). In fact, r > 0 will be defined so that the solutions v ε on Ω ε (r) satisfy 
To estimate δ x v ε and f ε (v ε ), property (3) of Lemma 3.1 and inequality (3.7) were employed, respectively.
In addition to |v ε | ≤ U , estimates on the difference quotients follow: on Ω(r). By the estimates (3.11) and (3.12), this family is equicontinuous. Hence, the Arzelà-Ascoli theorem applies: There is a sequence ε → 0 such thatv ε I converges to a smooth limit u I uniformly on Ω(r). Moreover, by (3.13), it is possible to choose the sequence ε such that δ xv ε I also converges uniformly to ∂ x u I (cf. the proof of property (5) 
) ds + O(ε ). Passing to the uniform limit as ε → 0:
The roles of u I and u II can be interchanged. Consequently, both functions are differentiable in time and satisfy
By property (5) of Lemma 3.1, the estimates v ε n σn ≤ U imply for fixed t ∈ [−r, r] that u I/II (t, x) extend x-analytically to B r+ρ(t) (I ξ(t) ), where they are bounded by U . And since u I/II solve the equation (3.14), their analytic continuations do as well. So u I and u II are smooth with respect to t, as any t-derivative can be expressed in terms of x-derivatives and compositions with the analytic function f .
The pair (u I , u II ) is the only solution to (3.14) of that smoothness. This is seen as follows: In the proof of estimate (2.4) below, u could be any x-analytic and t-smooth solution to the problem (1.1); no reference to the above construction is made. In particular, estimate (2.4) applies to (u I , u II ) in place of u and the system (3.14) in place of equation (1.1), respectively. But only one smooth function can satisfy (2.4) for all ε > 0.
For symmetry reasons, the unique solution (u I , u II ) to (3.14) with initial condi-
ε be the restriction of the smooth solution, and let w ε = v ε − u ε denote the deviation of v ε from u. The idea of the proof is to calculate ε-independent bounds on the expression
which is defined for ε 2 |n| ≤ r. Again, only n ≥ 0 is considered here, and the treatment of n ≤ 0 is left to the reader. It will be shown that
leading by the standard Gronwall estimate to
which implies (2.4) for m ≥ 0 and n = 0. To prove the estimate (3.16) at an instant of time t = εn with n ≥ 1, express w ε n+1 in terms of u ε and v ε at previous time steps:
The three resulting expressions (A)-(C) as well as the initial conditions
are estimated separately in the following. (A) By property (3), and observing that ρ n + ε = ρ n−1 ,
With the help of estimate (3.5), one concludes
independently of ε because of (2.2), and so are its derivatives. Hence (B) ≤ εB
For t ∈ [−r, +r], all three functions possess an analytic extension for x ∈B ρ(t)+r (I ξ(t) ). As u is smooth, one trivially has
For the conclusive estimate, property (4) ) and satisfies
Exploiting the estimate (3.5) yields
3.5. Proof of smooth approximation. Since u is smooth on Ω(r), derivatives and difference quotients may be interchanged at the cost of O(ε 2 ):
This is a consequence of the more general formula (5.19) given in Lemma 5.5 in section 5. Hence, to prove (2.4) for given m, n, it suffices to show that
mn ε 2 . constitutes a submultiplicative norm, so Lemma 3.2 applies, and (3.7), (3.8) hold. Also, the discrete Cauchy estimate (property (3) of Lemma 3.1) carries over. Furthermore, the restriction estimate (property (4)) reads as follows: Ifũ is a smooth function such thatũ(t) is x-analytic on B ρ (I) for all t ∈ [−r, +r], and 0 < θ < ρ, then (3.24) where Γ depends on the ratio θ/ρ only.
For N = 0, inequality (3.23) follows from the previous discussion,
θ , and since v ε solves the discrete equation (2.1),
θN . The Cauchy estimate is applied to the sum of the first two terms, and inequality (3.8) to the third term. The norm of 3.18)-(3.20) , is estimated using (3.24),
In conclusion,
As inequality (3.8) has been applied to estimate
θN ≤ U . To verify the bound for v ε , formally estimate along the same lines as above
For simplicity, assume that v
2 U , possibly after diminishing r. As the sum ∞ n=0 1/n 2 is finite, it can be achieved that v
θN ≤ U. This justifies estimate (3.25) and finishes the proof.
A remark on numerical applicability
The iteration (3.3) solving the discrete problem (2.1) is tailored to numerical implementation. Assume the values of v ε n−1 and v ε n are known. Then:
To investigate the effect of round-off errors, consider the perturbed quantityv ε solving the modified equation
Usually, only an absolute bound on the round-off error µ is known, |µ n (x)| ≤ 10 −q . One should think of q as the number of "precise" digits, which is fixed a priori. To estimate the deviation ofv ε from u, modify inequality (3.16) in the obvious way:
where E * bounds the error introduced by µ. In the worst case, some component of µ takes values +10 −q and −10 −q interchangingly, so that
As before, r is the diameter of the domain Ω. The relation (4.2) predicts instability of the discrete equation (4.1). A finer mesh size ε does not necessarily correspond to a better approximation. One expects that there is an ε 0 > 0 (depending on the initial data u 0 and radius r > 0) such that the approximation error
• decays like ∼ ε 2 for ε ε 0 , • grows dramatically like ∼ e 1/ε for ε → 0 and ε < ε 0 .
From (4.2) it is suggested that ε 0 ∼ r/q. The pictures in the following sections were calculated with r ≈ 1, ε ≈ 0.1 and q ≈ 10.
Cross-ratio equation
The cross-ratio of four mutually distinct complex numbers q 1 , . . . , q 4 ∈ C is
Consider Ω(R) as a subset of C, i.e, identify each point (t, x) ∈ Ω(R) with the complex number z = x + it ∈ C. 
In terms of these variables, the cross-ratio equation (5.1) implies T + β =−(Q ε ) −1 T − α, and the following two formulas are obtained:
(5.6) Their compatibility condition T + (T − α ε ) = T − (T + α ε ) provides a discrete analogue of the Cauchy-Riemann equation: 
