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The modeling of supercooled liquids approaching dynamic arrest has a long tradition, which is
documented through a plethora of competing theoretical approaches. Here, we review the modeling
of supercooled liquids in terms of dynamic “defects”, also called excitations or soft spots, that are
able to sustain motion. To this end, we consider a minimal statistical mechanics description in
terms of active regions with the order parameter related to their typical size. This is the basis for
both Adam-Gibbs and dynamical facilitation theory, which differ in their relaxation mechanism as
the liquid is cooled: collective motion of more and more particles vs. concerted hierarchical motion
over larger and larger length scales. For the latter, dynamic arrest is possible without a growing
static correlation length, and we sketch the derivation of a key result: the parabolic law for the
structural relaxation time. We critically discuss claims in favor of a growing static length and argue
that the resulting scenarios for pinning and dielectric relaxation are in fact compatible with dynamic
facilitation.
I. INTRODUCTION
Dynamic arrest is a generic phenomenon that occurs
in a wide range of materials from bulk metallic glasses [1]
to colloidal gels [2, 3]. Cooling a liquid below its melting
temperature Tm, the transformation to an ordered solid
occurs through nucleation. Accordingly, there is a time
span before a sufficiently large nucleus appears, and dur-
ing which the system remains a liquid (but supercooled).
However, many liquids never crystallize but below some
temperature Tg < Tm become a non-equilibrium amor-
phous solid, a glass (Fig. 1). What is so puzzling is
that the microscopic structure (as measured by the struc-
ture factor) remains that of the normal liquid while the
dynamics (as measured by viscosity or structural relax-
ation time) slows down dramatically (increasing by more
than ten orders of magnitude) on approaching the glass.
Strongly supercooled liquids and glasses thus seem to
defy the notion that structure determines the properties
of a material.
Nevertheless, the currently dominating line of thought
posits that the cause of the dynamic arrest somehow is
related to a reduction of configurational entropy: there
are less configurations in which the liquid’s constituents
(from now on identified with “particles”) can be ar-
ranged, and exploring these configurations requires par-
ticles to move collectively. Support for this picture comes
from exact results of mean-field models [4, 5]. The ques-
tion whether the mean-field scenario remains at least
qualitatively valid in the presence of fluctuations (in three
dimensions) is currently studied intensively [6, 7].
Quite in contrast, kinetically constrained models [8–
11] demonstrate that dynamic arrest occurs even in sys-
tems with constant (or at least trivial) configurational
entropy if dynamical rules are sufficiently complex. To
understand how this is possible even for strictly local
rules (the motion of a particle only depends on its cur-
rent configuration), recall the Ising model of spins with
nearest-neighbor interactions. Below its critical tempera-
ture, an ordered phase emerges in which spins are aligned
with non-vanishing magnetization. Strikingly, the liquid-
gas transition can be understood in exactly the same
model. Close to the transition, both liquid and gas com-
pete, leading to enhanced density fluctuations that, inter
alia, underlie the physical explanation of wetting and the
hydrophobic effect [12]. In supercooled liquids, some-
thing similar is observed: the short-time dynamics be-
comes strongly heterogeneous with large regions of the
material being immobile while particles in small pockets
remains highly mobile [13]. Is this dynamic heterogene-
ity the signature of two competing dynamic phases? This
is the premise of dynamic facilitation theory [14], which
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FIG. 1. Top: Sketch of the evolution of molar volume or
enthalpy as the liquid is cooled below the melting temperature
Tm. At Tg, the liquid falls out of equilibrium and becomes a
glass. This “transition” to a glass is to be understood as a
dynamic crossover, not a thermodynamic transition. Naive
extrapolation of the liquid to lower temperatures suggests an
entropy crisis. Bottom: Population n∗ = Z∗/(1 + Z∗) of
excited states, which drops below the onset temperature To.
We normalize Z∗(To) = 1.
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2finds support from simulations of atomistic model glass
formers [15, 16] and colloid experiments [17].
In atomistic glass formers, kinetic constraints are an
emergent phenomenon. While providing an explicit con-
struction for the corresponding order parameter from
particle positions is non-trivial, dynamic arrest follows
from a few generic and plausible properties of this or-
der parameter. In the first part of this manuscript, we
review such a statistical modeling of “mobility”, which
is to be contrasted with theories such as model coupling
theory [18] that derive explicit dynamical equations. We
then focus on dynamic facilitation: motion on smaller
scales begets motion on larger scales. Our exposition
is inspired by Keys et al. [19] and does not explicitly
reference kinetically constrained models, still leading to
the same temperature dependence of the structural re-
laxation. In the second part, we apply this framework to
several observations that have been argued to disfavor a
dynamic view of the glass transition. Before starting, we
emphasize that there are many excellent reviews [20] cov-
ering different theoretical aspects such as the landscape
picture [21], random-first order transition [22], and the
role of local structure [23].
II. STATISTICAL MECHANICS OF MOBILITY
A. Excited states
The basic picture we have in mind is that the su-
percooled liquid can be divided into coarse-grained re-
gions (to be defined more precisely below) with qualita-
tively very different behaviors: Whereas most regions are
jammed and particle motion is strongly hindered (whence
inactive), some regions do allow for particle motion and
are thus termed active. While this primarily seems to be
a statement about dynamics, it also relates to structure
in the sense that active regions are somehow “softer” in
order to sustain motion.
Local particle motion within active regions, however, is
not yet enough for structural relaxation since this motion
is spatially confined and does not extend to the jammed
regions. For relaxation to occur, we imagine that an ac-
tive region has to transform into an excited state that
affects its neighboring regions. This transformation in-
curs a free energy cost. Assuming ergodicity, the ratio of
average time τ1 spent in an active state and the lifetime
τ∗ of excited states is given by
τ1
τ∗
=
Z1
Z∗
(1)
with corresponding partition functions Z1 and Z∗. The
structural relaxation time τα ≈ τ1 is dominated by the
waiting time to visit an excited state out of an active
state. In a normal liquid, excited states are abundant
with (apparent) activation energy Ea, Z∗ = Z1e−Ea/T .
Throughout, we consider entropy to be dimensionless and
measure temperature in units of energy. Both τ∗ and Ea
are assumed to be material properties and independent
of temperature. The relaxation time then follows the
Arrhenius law
τα(T ) = τ∗eEa/T . (2)
Below an onset temperature To, excited states become
scarce and Z∗ drops rapidly with decreasing temperature,
which is sketched in Fig. 1. The behavior of the relax-
ation time then departs from the Arrhenius law Eq. (2).
B. Adam-Gibbs theory
Adam and Gibbs posit that structural relaxation is
only possible if active regions have a certain minimal
number z ≥ z∗ of excited particles (cf. Fig. 2) [24]. The
partition function for an active region composed of z ex-
cited particles is assumed to be
Z(z, T ) = Z1(T )e
−zEa/T , (3)
where Ea is again the energy cost per excited particle.
At low temperatures, the partition function Z∗(T ) =∑∞
z=z∗ Z(z, T ) for a sufficiently large active region to be
present in the liquid is dominated by the contribution of
the smallest required size, Z∗(T ) ≈ Z(z∗, T ). To eval-
uate the critical size z∗, the crucial assumption is that
the configurational entropy of an excited region needs
to exceed a threshold s∗ corresponding to an “excess”
of available configurations that make the reorganization
possible. Hence, denoting sc(T ) the configurational en-
tropy per particle, zsc ≥ s∗ and thus z∗ = s∗/sc. Re-
arranging Eq. (1) we obtain for the structural relaxation
time
τα(T ) =
τ∗Z1
Z∗
= τ∗ez∗Ea/T = τ∗ exp
{
C
Tsc(T )
}
(4)
with constant C = Eas∗. For z∗ = 1 we recover the
Arrhenius law Eq. (2). A super-Arrhenius increase of
the relaxation time τα is then obtained from a configura-
tional entropy that drops as the temperature is lowered.
⌧⇤
z⇤ `a
time
a1
excited
active inactive
FIG. 2. Time evolution of “activity” in a given region. On the
left axis the size z (in the sense of Adam-Gibbs) is indicated,
while the right axis shows the extent a over which motion
is supported. Structural relaxation occurs when the region
becomes excited by either reaching size z∗ or length `a.
3Consequently, if sc(TK) → 0 at a non-zero temperature
TK, this functional form would predict a divergence of
the relaxation time.
This picture is refined into random-first order tran-
sition (RFOT) theory through introducing, in d di-
mensions, an “interfacial tension” Υzθ/d between amor-
phously ordered regions forming a “mosaic” [25, 26]. This
implies a typical size of regions given by the (dimension-
less) point-to-set length `PS = [Υ/(Tsc)]
1
d−θ . Structural
relaxation is supposed to follow τα = τ∗ exp{∆0`ψPS/T}
with another exponent ψ. The Adam-Gibbs form Eq. (4)
is recovered for ψ/(d− θ) = 1.
C. Dynamical facilitation
Instead of using the size z, suppose we have an order
parameter a to characterize active regions. In particular,
we assume that a is a length that quantifies the linear
extent over which an active region can support motion.
For different a these regions overlap, and for larger a
regions become sparser. For an active region there is
a free energy cost F1(a, T ) = J(a) − T∆s(a) modeling
two effects: (i) we need to excite particles with energetic
cost J(a) and (ii) inactive regions, which we envision to
be more rigid, have a lower entropy s0 with ∆s(a) =
s1(a)− s0. Hence,
Z1(a, T ) = e
−F1/T = e−J/(1/T−1/To), (5)
where we have defined the onset temperature
To =
J
∆s
. (6)
For T  To active regions will be abundant while for
T  To there will be very few. At low temperatures, the
equilibrium concentration of active regions is
c(a, T ) ∝ Z1(a, T ) = e−J(a)/T˜ , (T  To) (7)
where we abbreviate 1/T˜ = 1/T − 1/To. While the acti-
vation energy J(a) and entropy difference ∆s(a) depend
on the length a (but not temperature), we will assume
that To is a material property and thus independent of
a in the following. This implies a linear relationship of
energy and entropy as shown in Fig. 3(a). Exactly at the
onset temperature, the concentration c is independent of
a.
While active regions already support motion, as for
Adam-Gibbs we assume that this is not enough for struc-
tural relaxation to occur. In contrast to a threshold size,
however, we now posit that active regions have to “con-
nect” to trigger the relaxation of the corresponding part
of the liquid. While they could eventually achieve this
through diffusion, let us further assume that the domi-
nant mechanism is through the creation of “larger” active
regions spanning the typical distance
`a
a
∼ [c(a, T )]−1/df (8)
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FIG. 3. (a) Energy vs. entropy for active regions. As origin
we choose the inactive state with zero energy and entropy s0,
which is independent of scale. Active states depend on the
scale a and lie on a line, the slope of which is given by the
onset temperature To. There is a lower bound ξ below which
mobility is indistinguishable from vibrations. (b) Sketch of
the relaxation mechanism. In order to relax two excitations
of scale a with typical separation `a, a larger excitation of
extent a′ ' `a has to be borne out of thermal fluctuations.
between two smaller regions with length a (we allow for
non-compact regions through the fractal dimension df ≤
d). This mechanism is sketched in Fig. 3(b).
Again invoking Eq. (1) with Z∗(a, T ) = Z1(`a, T ), the
typical time for such a larger active region to be borne
out of thermal fluctuations is
τ1(a, T ) =
τ∗Z1
Z∗
= τ∗e∆F/T , (9)
which depends on the length scale a. The free energy dif-
ference ∆F = F∗ − F1 between excited and active states
reads
∆F (a, T ) = [J(`a)− T∆s(`a)]− [J(a)− T∆s(a)]
= [J(`a)− J(a)]T
T˜
,
(10)
where we have plugged in our definition (6) for the onset
temperature.
How does this larger excitation come about? In the
facilitation picture [27], motion on smaller scales begets
motion on larger scales. To be more precise, we assume
that there is a lower limit a ≥ ξ for which the construc-
tion of active regions can be carried out, i.e., for smaller
lengths particles simply undergo “wiggle” motion from
which the commitment to a new position cannot be dis-
cerned anymore [19]. One could think of these as “ele-
mentary excitations”. To support a larger active region
on a = 2ξ we need n connected elementary excitations
so that their density becomes c(2ξ) = c(ξ)/n. The next
step of this hierarchy is c(4ξ) = c(2ξ)/n = c(ξ)/n2 and
so on. Hence, we can write the concentration as a power
law
c(a, T ) = c(ξ, T )(a/ξ)−α(T ) (11)
with n = 2α, where the exponent α(T ) depends on tem-
perature. An obvious consequence of this scale-invariant
4form is that for a different length a′ we obtain
c(a′, T ) = c(a, T )(a′/a)−α(T ) (12)
independent of ξ.
We have now two relations for the dependence of the
concentration on scale a. Plugging Eq. (7) for tempera-
tures below the onset temperature into Eq. (12) we obtain
the prediction
J(a)− J(a′) = αT˜ ln(a/a′) = γJ(σ) ln(a/a′) (13)
for the energy cost of active regions. To be consistent
with temperature-independent energies J(a), the prefac-
tor α(T )T˜ needs to be independent of temperature. In
the second step, we have rewritten this prefactor using
as reference the energy J(σ) together with a dimension-
less factor γ. This reference is chosen to correspond to
the length scale on which the structural relaxation time
τα is probed, which typically corresponds to the particle
diameter σ. Plugging Eq. (13) into Eq. (10) and using
Eq. (7) with a = σ, we finally obtain the “parabolic law”
τα(T ) = τ∗ exp
{
J 2
T 2o
(
To
T
− 1
)2}
(14)
for the structural relaxation time with effective energy
scale J = J(σ)√γ/df. This functional form has been
shown to describe very well the relaxation times (and
viscosities) of a wide range of glass formers [28]. In con-
trast to Eq. (4), there is no singularity and τα diverges
only as T → 0.
III. DISCUSSION
A. Constructing the order parameter
So far, we have explored the statistical consequences
of active and excited regions through which relaxation
occurs. We have assumed that these regions can be char-
acterized through a length a, which should be related to
their linear extend. Clearly, this is not a very precise
definition and confronted with configurations of particle
positions generated from computer simulations (or exper-
imentally accessible data), one wonders how to construct
a suitable order parameter.
One route is to identify active regions from the short-
time motion of single particles. Typically, a particle is
considered “mobile” or “rearranging” if it has moved at
least the distance a over a certain time, which is chosen
to be large enough to allow particles to rearrange but
small enough to prevent detecting multiple jumps as one
event. The rationale is that mobile particles indicate the
presence of an active region, and the partition function
Z1 is then estimated from the fraction of mobile particles.
The numerical results presented in Ref. 19 for various
model glass formers support the form assumed in Eq. (5)
for the concentration of excitations.
A second route is to correlate dynamics with local
structure. There are different descriptors for local motifs
beyond pair correlations, e.g., common neighbor anal-
ysis [29], Voronoi polyhedra [30], and the topological
cluster classification (TCC) [31]. Promoting certain mo-
tifs has been shown to induce dynamic arrest in model
glass formers [16, 32, 33]. However, a specific (model-
dependent) local structural motif that unambiguously
correlates with single particle motion has remained elu-
sive [34, 35].
Yet another, more “agnostic” strategy is followed in
Ref. 36, where a large pool of structural measures is used
to describe the local environment of each particle. Molec-
ular dynamics simulations are used to train a support
vector machine to identify “soft” particles that will rear-
range based on their local environment. The distance to
the hyperplane separating soft from hard particles then
defines the softness S. The probability for a particle to
rearrange is shown to follow
P1(S) = e
−∆E(S)/T+Σ(S) (15)
with temperature-independent functions ∆E(S) and
Σ(S). Since P1 ∝ Z1 we recover Eq. (5), where S replaces
a, and ∆E is related to J and Σ to the entropy change
∆s (up to additive constants due to the normalization).
Hence, the softness S provides a concrete construction for
an order parameter that reflects the statistical properties
we had assumed.
B. Configurational entropy
In Fig. 1, the dependency of enthalpy on temperature
is sketched. Assuming that the liquid remains in equi-
librium, extrapolating the shown behavior to lower tem-
peratures seems to cross the crystal at a non-zero tem-
perature. This observation is called the “Kauzmann”
paradox [37] and is often cited as argument for a ther-
modynamic phase transition into an “ideal glass” with
only subextensive configurational entropy. However, the
presence of active regions removes this singularity, which
follows from a simple argument by Stillinger [38]: Con-
sider a putative “ideal glass” configurations ofN particles
with inherent state energy per particle φ0. Now recall
that a single elementary excitation costs a finite energy
ε = J(ξ). For n such non-interacting excitations, the con-
figurational energy per particle becomes φ = φ0 + εn/N .
Assuming that excitations correspond to structural “va-
cancies” (extra space to sustain motion), the number of
different packings is W (n) = (N + n)!/(N !n!), i.e., the
number of combinations to place N identical particles
onto N +n sites. Employing Stirling’s formula and elim-
inating n in favor of ∆φ = φ − φ0, the configurational
entropy Nsc = lnW to leading order becomes
sc(φ) = −∆φ
ε
ln
∆φ
ε
+O(∆φ). (16)
5The consequence of the logarithmic dependence is that
the slope of the configurational entropy becomes infinite
as φ → φ0. Since the derivative of the entropy with
respect to energy yields the inverse temperature, the ideal
glass could only be reached as T → 0.
C. Heat capacity
We now turn to the excess heat capacity due to the
presence of active regions, the temperature-dependence
of which has caused some controversy previously [40, 41].
Active regions have a higher energy so that the excess
energy of the liquid compared to a completely jammed
solid reads
∆E(T ) ∼
∫ ∞
ξ
da
V
ad
J(a)c(a, T ). (17)
At least close to the glass transition, the excess energy
is dominated by the most-likely contribution from the
elementary excitations with length ξ,
∆E(T ) ∼ V
ξd
J(ξ)e−J(ξ)/T˜ . (18)
At constant volume, the excess heat capacity is obtained
as ∆c(T ) = ∂(∆E)/∂T . Normalized by its value at Tg,
we obtain
∆c(T )
∆c(Tg)
=
T 2g
T 2
exp
{
−J(ξ)
Tg
(
Tg
T
− 1
)}
(19)
independent of the onset temperature. This expression
should also hold at constant pressure. In Fig. 4(a),
four different datasets for molecular liquids obtained in
Ref. 39 are plotted. While showing qualitatively different
behavior, all datasets collapse when ∆cp(T )/∆cp(Tg) is
plotted as a function of rescaled temperature according
to Eq. (19), cf. Fig. 4(b). The only free parameter here is
the ratio J(ξ)/Tg, which is listed in Table I and for which
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FIG. 4. (a) Experimental excess heat capacities ∆cp for sev-
eral molecular liquids approaching the glass transition tem-
perature Tg (data from Ref. 39). (b) Collapse of data when
plotted according to Eq. (19).
liquid Tg [K] J(ξ)/Tg J(σ)/To To [K] ξ/σ
OTP 246 1.13 16.9 357 0.15
toluene 117 1.19
glycerol 190 2.29 9.0 338 0.18
1,3-propanediol 145 2.16
TABLE I. For the datasets shown in Fig. 4 we list the dy-
namic glass transition temperatures Tg. The second column
lists the values of J(ξ) obtained from fitting Eq. (19) to the
experimental heat capacities. For OTP and glycerol, we use
results of Ref. 28 for J and the onset temperature To to esti-
mate J(σ) and the ratios ξ/σ.
we find values between 1 and 2.5. On physical grounds,
one would indeed expect an activation energy J(ξ) ∼ Tg
that is on the order of the thermal energy. Moreover,
if available we have estimated the energies J(σ) from
the fitted J provided in Ref. 28. In Ref. 19 it is shown
that γ ≈ 0.5 and df ≈ 2.4 for several simulated model
glass formers, and we have used these values. Exploiting
Eq. (13), we can thus estimate the ratio ξ/σ, which again
gives reasonable numbers.
D. Pinning
A fundamental and conceptual problem is that the ac-
tual glass transition at Tg is (and most likely will be) out
of reach of direct computer simulations of model glass
formers. One strategy to address this issue has been to
“pin” (immobilize) a fraction of randomly selected par-
ticles in an equilibrated liquid [42, 43]. Increasing the
concentration cp of pinned particles, the liquid becomes
more sluggish and finally reaches a glass state even at
accessible temperatures. The transition line is predicted
to emanate from the Kauzmann transition and to end in
a critical point.
The qualitative picture obtained from dynamic facil-
itation is similar. The pinned particles induce a static
length scale ` ∼ c−1/dp . They effectively suppress active
regions with length scale larger than `. The physical
picture is that, since the liquid is so dense, even the pres-
ence of a single pinned particle will destroy the delicate
structural arrangement that allows for motion. Hence,
for `a & `, relaxation cannot proceed anymore through
the hierarchical pathway described in Sec. II C and, in
the absence of other relaxation mechanisms, the material
would be frozen into a single configuration. To estimate
the temperature Tp for this crossover, we solve `a ∼ `
using Eq. (8),
Tp(a)
To
∼
(
1− Todf
J(a)d
ln
cp
ad
)−1
. (20)
This temperature depends on the scale a and goes to
zero as cp → 0. We assume that for ` > a the entropy
s1(a) of local mobile regions is not affected by the pinned
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FIG. 5. Sketch of the “pinning phase diagram” for the
crossover from the ergodic liquid to a disordered arrested
solid due to pinning a concentration cp of particles setting
the length ` ∼ c−1/dp . The lines depend on the scale a. Below
the solid line, relaxation through larger excitations (cf. Fig. 3)
is suppressed. Beyond the dashed line, pinned particles even
prevent active regions.
particles such that the onset temperature To remains un-
changed. For ` < a this assumption breaks down since
any region of extend a most likely contains pinned par-
ticles and thus cannot be active anymore. The resulting
qualitative behavior is shown in Fig. 5, which strongly
resembles the phase diagram of Ref. 42 based on mean-
field calculations. At variance, the dynamic facilitation
picture yields crossovers instead of genuine transitions
and, moreover, Tp → 0 as the concentration cp → 0 of
pinned particles vanishes.
E. Dielectric relaxation
High-precision measurements of the dielectric suscep-
tibility χ(ω) of two molecular liquids [44] indicate that
the normalized peaks of the non-linear susceptibilities X∗3
and X∗5 scale as X
∗
5 ∼ (X∗3 )2, which has been interpreted
within the framework of RFOT in favor of a growing
static length-scale. At variance with that interpretation,
the argument we just used for pinning can be extended to
describing dielectric relaxation. Now the external length
scale ` is set by the condition ωτ1(`) ∼ 1, with ω the fre-
quency of the applied electric field E. On smaller scales
a with `a < `, the dynamics can follow the external field
and we expect the response of a liquid. On the other
hand, inhomogeneities on larger scales with `a > ` do
not relax on timescales ω−1 and thus contribute to the
glassy dielectric response.
The polarization density of an active region with extent
a is P (a) = 〈µˆ〉/ad. Here, µˆ = ∑ni=1 µ0ei is the dipole
moment of the region, which we write as sum over n ∼ ad
elementary dipole moments µ0 with unit orientations ei.
Performing the thermal average over a single super-dipole
moment with maximal magnitude µ leads to
〈µˆ〉 =
∫ µ
0
dµˆ µˆd · · ·∫ µ
0
dµˆ µd−1 · · · = µF (µE/T ) (21)
using spherical coordinates and assuming that the ellipses
only involve the combination µˆE/T . The undetermined
scaling function F (x) obeys F (−x) = −F (x), cf. Ref. 44,
which guarantees a vanishing polarization at zero exter-
nal field.
Since motion is possible within active regions, we as-
sume that they behave as super-dipoles but with uncorre-
lated elementary dipoles, 〈ei · ej〉 = δij , whereas inactive
regions cannot be polarized. The maximal dipole mo-
ment then becomes µ = |〈µˆ〉| = µ0
√
n. The average
P ∼
∫ ∞
`
da P (a)c(a, T ) ∼ P (`)c(`, T ) (22)
over regions is again dominated by the smallest contribut-
ing length `. Expanding the polarization density in pow-
ers of E, P = ∑k χkEk, we obtain the peak susceptibil-
ities at frequency ω∗ ∼ 1/τα
|χ∗k| ∼
µk+10
T k
c(`, T )`
(k−1)d
2 (23)
dropping prefactors. For even k, χk = 0 due to the anti-
symmetry of F (x). Following Ref. 44, we introduce the
scaled susceptibilities
X∗3 =
T |χ∗3|
|χ∗1|2
∼ `
d
c(`, T )
(24)
and
X∗5 =
T 2|χ∗5|
|χ∗1|3
∼ `
2d
[c(`, T )]2
∼ (X∗3 )2.
Hence, we recover exactly the same relation X∗5 ∼ (X∗3 )2
that is found in Ref. 44.
IV. CONCLUSIONS
To summarize, we have given a brief introduction to
the modeling of dynamic arrest through a statistical me-
chanics of mobility. We have contrasted Adam-Gibbs
(AG) and dynamic facilitation (DF), which both start
from a similar physical picture of localized active regions
that sustain motion in a sea of immobility. The main
pathway for structural relaxation, however, differs: AG
posits that particles have to move collectively while DF
posits that a larger active region has to be born out of
motion on smaller scales. The most striking difference
is that AG predicts a diverging relaxation time at a fi-
nite temperature while such a singularity is absent in DF.
Over the range of accessible temperatures, however, both
yield acceptable fits to the data. To discriminate these
theoretical approaches, one thus needs to turn to other
observables. DF has been shown to account successfully
for the breakdown of the Stokes-Einstein relation [10, 45]
and the cooling-rate dependence of heat capacities from
differential scanning calorimetry [46]. Two further can-
didates discussed here are the response to pinning a frac-
tion of particles and dielectric relaxation. While both
7have been claimed to probe a growing static length scale,
we have argued that they are compatible with a growing
dynamic length scale.
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