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A10sstract
ZnSe is an important material for fabricating laser diodes in the blue spectral region. Un-
derstanding its bulk optical and interface transport properties can lead to improved device
design. Because ZnSe is a II-VI semiconductor, it can also serve as a useful comparison to the
body of knowledge about III-V semiconductor nonlinear optics. This thesis describes ultrafast
pump-probe and modulation spectroscopy experiments to address these issues.
Pump-probe experiments were performed to investigate the nonlinear optical mechanisms in
ZnSe. Frequency doubling of pulses from a modelocked Ti:sapphire laser provided 60 fs probe
pulses tunable across the ZnSe bandgap. For above band pumping and large carrier injections,
screening of the Coulomb attraction between electron-hole pairs was seen to be the dominant
probe absorption saturation mechanism.
By using a below band pump and doped ZnSe films, the carrier distributions were heated
by free carrier absorption without population density changes. The intraband carrier cooling
dynamics were thus isolated and relaxation times of 500 fs for electrons and 900 fs for holes
were measured in N and P-type samples respectively. A delayed heating response was also seen
in the N-type samples. This is due to electrons returning from the satellite L-valley in the
conduction band and a L - F scattering time of 1.8 ps was determined. By tuning the pump
photon energy it was also possible to measure the energy of the L-valley minimum to lie 1.31
eV above the F-valley. This is arguably the most accurate measurement of this quantity so
far. An instantaneous bleaching was also seen and attributed to the optical Stark effect. Dense
electron plasmas were observed to cause a factor of two decrease in the interband repulsion.
Characterization of ZnSe/GaAs heterojunctions were carried out with contactless electro-
and photo-reflectance modulation spectroscopy techniques. Fields much larger than can result
from modulation doping effects were measured. This points to large interface charges in the
1012 cm - 2 range. The electro-reflectance technique unambiguously determined the sign of the
charges to be negative for both n-type GaAs and intrinsic GaAs substrates. This leads to
large conduction band bending on the GaAs side of the junction and formation of a large
effective barrier for electrons to enter the ZnSe. This barriers' existence was confirmed by
photoreflectance saturation intensity measurements and a new technique using a tunable pump
to directly measure the conduction band offset at the interface. These results demonstrate that
band bending due to interface charges must be taken into account for understanding carrier
transport in ZnSe based devices using GaAs substrates.
Additional pump-probe experiments were performed to extend the conventional photore-
fiectance measurements. The mechanism of photoreflectance techniques is screening of built-in
surface fields by surface trapping of minority carriers. This reduction in the electric field changes
the Franz-Keldysh contributions to the refractive index and, therefore, the sample reflectivity.
Pump-probe experiments were performed to time resolve these subpicosecond trapping dynam-
ics for the first time. A simple model is proposed for explaining these results which shows that
this technique may be used as a non-contact method for measuring surface trap densities and
recombination velocities. Extension of this technique to the technologically important Si/SiO2
interface would be straightforward due to the bandstructure transitions used.
Thesis Supervisor: Professor Erich Ippen
Title: Elihu Thomson Professor of Electrical Engineering and Professor of Physics
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Part I
Electro-reflectance Characterization
of ZnSe/GaAs heterostructures
Chapter 1
Semiconductor heterojunctions and
ZnSe/GaAs interfaces
Zinc Selenide (ZnSe) is a wide bandgap II-VI semiconductor with many potential uses in opto-
electronics[l]. With a 2.67 eV direct bandgap, ZnSe and its alloys with sulfur, cadmium, and
magnesium are strong candidates for fabrication of laser diodes in the blue and green regions
of the spectrum. Shorter wavelengths lead to smaller diffraction-limited spot sizes and are thus
desirable for high density optical storage technologies such as CD ROM and, in the future,
photo-refractive devices. ZnSe light emitting diodes (LEDs) may find applications in flat-panel
displays. The lattice constant of ZnSe is 5.67 A, which is very similar to that of GaAs, 5.65 A
[2]. This close lattice match makes GaAs an ideal substrate material for ZnSe-based devices.
This is a major advantage, since GaAs is commercially available in high quality wafers and
the potential exists for straight-forward integration with GaAs electronics. Because ZnSe is
transparent to GaAs optical emission, interesting possibilities exist for combining ZnSe and
GaAs opto-electronic devices in smart pixel optical interconnections[3].
Spurred by these applications, several investigations of lasing action in ZnSe quantum well
structures were conducted using optical pumping [4, 5]. Electrical pumping was hindered by the
inability to obtain high enough p-type doping for good, low resistance p-n junctions. Successful
LEDs were constructed using Li as an acceptor[6], but the hole concentrations were not sufficient
to obtain the population inversion necessary for lasing. The discovery by Park et. al. [7] in 1990
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Figure 1-1: Making electrical contacts to a ZnSe laser structure is difficult due to a lack of
compatible materials. Because of the large valence band offset between ZnSe and GaAs and
the lack of any metals with large enough work function, large barriers for hole transport are
formed if either material is used for the p-type ZnSe contact. Most designs use a metal with
an graded superlattice for the p-contact, and GaAs for the n-contact.
of the ability to achieve high acceptor concentrations in the 1017 cm - 3 range using an atomic
nitrogen source, paved the way for fabrication of high quality ZnSe p-n junctions. Within
a year, the first successful ZnSe-based electrically pumped laser diode was demonstrated [8].
Development of more advanced structures, such as separate confinement heterostructures (SCH)
for improved optical guiding [9] lead to improved device performance. Unfortunately, device
lifetimes were found to be limited by optical degradation due to dislocation formation[10].
The lifetime of ZnSe devices is slowly improving, with the record for room temperature laser
operation standing at about 1 hour. The short lifetimes of ZnSe-based laser diodes remain the
biggest obstacle for wide-spread use in mass market applications such as compact-disk players.
Another problem is the inability to form ohmic electrical contacts to p-type ZnSe [11].
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Figure 1-2: Diagram of a typical ZnSe quantum well laser diode structure. A graded bandgap
ZnTe/ZnSe superlattice is used to gradually reduce the large Schottky barrier for holes at the
top p-type contact.
Figure 1-1 shows a ZnSe p-n junction laser structure which is to be put in contact with a metal
and GaAs. The main question is which material should be used for contacting the p-ZnSe. The
1.42 eV bandgap of GaAs is much less than that of ZnSe. When a ZnSe/GaAs heterojunction
is formed, most of the bandgap mismatch is taken up in the valence band, resulting in an
approximately 1 eV barrier, AE,, for holes trying to enter the ZnSe from the GaAs. Large
barriers exist for holes entering ZnSe from metal contacts as well. No metal exists with a large
enough work function to position the Fermi level close enough to the ZnSe valence band edge
to form an ohmic contact. The strategy used by most researchers is to use a metal, such as
gold, for the p-ZnSe contact and n-type GaAs for the n-ZnSe contact. This is because the
conduction band offset between ZnSe and GaAs is only about 0.1 to 0.3 eV. To minimize the
effect of the Schottky barrier formed with the metal contact, graded ZnTe/ZnSe superlattices
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Figure 1-3: The left side diagram shows the bandgaps and Fermi levels for isolated ZnSe and
GaAs material. When the materials joined to form a junction, as in the right diagram, the
band offsets determine the line-up of the conduction and valence bands. Charge transfer from
the ZnSe results in an electric field across the junction which bends the bands as shown. The
total barrier between the materials is due to both the band offsets and the band bending.
are used. The bandgap of ZnTe is 2.3 eV[2], less than ZnSe, and thus enabling a better metal
contact[12]. By growing interleaved thin layers of ZnTe and ZnSe, and gradually changing their
relative thicknesses, an artificial material is created with an effective band gap which is slowly
increased with distance from the metal until it matches bulk ZnSe. An example of a ZnSe-based
SCH laser structure incorporating a graded superlattice is shown in Fig. 1-2.
Most of the attention of devices designers has been on the p-type contact in order to reduce
the operating voltages of the devices which are on the order of 5 to 10 volts, even with these
heroic measures. Less attention has been given to the n-type ZnSe/GaAs heterojunction. Figure
1-3 depicts the situation when two semiconductors with different bandgaps, such as ZnSe and
GaAs, are put into contact with each other. These band diagrams show the energy levels of
the bottom of the conduction band and the top of the valence band as a function of position.
For separated materials, as shown on the left, the bands are flat. To be able to draw the band
diagram of the materials in physical contact, knowledge of the band offsets and the electrostatic
potential is needed. As mentioned above, the alignment of the conduction and valence bands
is given by the band offsets which are fundamental parameters determined by the microscopic
atomic bonding between the materials. The electrostatic potential arises because, in order to
achieve equilibrium, a single Fermi level must be attained across the heterojunction. For the
example in Fig. 1-3, the Fermi levels of the separated materials (left hand schematic) lie near
the conduction bands so both materials are n-type. When they are joined, as shown in the
right schematic, electrons from the ZnSe will spill over the junction into lower energy states
on the GaAs side. This process continues until the electric fields, set up by the separation
of the electrons from their positive donor ions on the ZnSe side, are strong enough to oppose
any more transfer. The resulting electric potential makes the energy of the electrons vary with
distance from the junction and causes the 'bending' of the band diagram in the left hand plot.
The electrostatic potential, P(x), is found by solving the Poisson equation on either side of the
junction
= e[n p - N(1)].1)
with boundary conditions that P = 0 far into the bulk on either side, and that P and the
displacement, D = EE , are continuous at the junction. Here, the free carrier densities are
functions of the potential as
n(x) = n(E,(x) - Ef) = NýF (Ec - e4(x) - Ef) (1.2)
2
p(x) = p(Ef - E,(x)) = Nv F (Ef - E + E + e(x))
where the notation ± indicates that parameters are to be taken for the GaAs (x > 0) and
ZnSe sides ( x < 0) respectively. E± refers to the bandgap on either side of the junction, and
Ec refers to the conduction band energy far into the bulk on either side as determined by the
doping. The Fermi energy Ef serves as the reference energy and can be set to zero. Nc and N,
are the density of states factors for the conduction and valence bands, and the function F1 (x)
is the Fermi integral for three dimensions.
The total potential energy barrier, Eb, for electrons to enter the ZnSe from the GaAs is
determined by the conduction band offset as well as the band bending on the GaAs side of the
junction
Eb = AEc - ei(G. (1.3)
Fig. 1-3 represents the case of an ideal heterojunction with no surface trap states and no
interface surface charge. In this case, the band bending acts to reduce the barrier formed by
the conduction band offset. The electric field on the GaAs side of the junction points into the
GaAs from the space charge region of positive donor ions on the ZnSe side. The transfer of
electrons from a larger to a narrower bandgap material at a heterojunction is called modulation
doping. With a voltage applied to the heterojunction (positive contact to the ZnSe for electron
injection to the ZnSe) the energy barrier will have an important effect on the current flow. The
current, according to Sze [13], will be exponential in the voltage as
J 0c exp(( VEb) (1.4)
since electrons must be thermionically emitted into the ZnSe over the barrier. Thus the energy
barrier causes the heterojunction to act like a diode and will cause increased operating voltages
for a given current necessary to drive a device such as a laser.
The goal of this study is to investigate the electronic structure of ZnSe/GaAs heterojunc-
tions, an experimental technique which can be used to determine the electrostatic potential,
((x), in each material and is specific to the interface is required. In the field of semiconductor
devices, current-voltage (I-V) and capacitance-voltage (CV) methods are standard for evaluat-
ing the transport properties of bulk materials and various junctions between materials. Barrier
heights, material doping, and interface charges can be measured with these techniques [13, 14].
The drawback with these transport methods is that electrical contacts to the sample are
required. Formation of ohmic contacts to wide bandgap semiconductors can be problematic,
requiring high doping densities. In the case of P-type ZnSe, as mentioned previously, ohmic
metal/semiconductor junctions are not possible. In principle, metal/ZnSe contacts could be
characterized independently and incorporated into structures with a large spatial separation
between the contact junction and the ZnSe/GaAs interface under study. Because of the finite
mismatch ( 0.27%) [15, 16] in the lattice constants of ZnSe and GaAs, epitaxial films of ZnSe
are under compressive strain. For layer thicknesses below about 1500 A, this strain can be
accommodated in the ZnSe lattice. Above this thickness, the ZnSe film will relax by formation
of dislocations in order to achieve its slightly larger lattice dimensions. Thus, in order to study
the ZnSe/GaAs heterojunction without complications from dislocations and lattice defects, the
ZnSe layer must be kept thinner than 1500 A. In this case, however, surface states created at
a metal surface contact will almost certainly cause depletion layers and band bending across
the heterojunction. This will complicate interpretation of CV and I-V measurements. A non-
contact technique is therefore required.
Electron and optical spectroscopy are non-contact methods, and studies have been per-
formed on the ZnSe/GaAs heterojunction using these techniques. The most important of these
have been the x-ray photo-emission spectroscopy (XPS) studies of Prof. Franciosi's group
[17, 18, 19]. In the XPS technique, x-ray are used to photo-eject electrons from the mate-
rial. By analyzing the energies of the emitted electrons, information of the energy levels of the
bands from which they were ejected can be obtained. By comparing the separation in energy
of the electrons emitted from Ga core and Zn core atomic states, they were able to measure
the valence band offset at the heterojunction. The energy resolution of XPS spectroscopy is
low and the width of the electron distributions collected for each band is on the order of 1 eV.
The researchers claim about a 70 meV resolution for detecting small shifts in the distributions.
Despite this low resolution, they were able to determine that the valence band offset can be
adjusted from about 1.2 eV down to 0.6 eV by changing the relative concentrations of Zn and
Se in the molecular beams used to grow the ZnSe film [19]. The beam pressure ratio (BPR)
is defined as [Zn]/[Se]. For BPR values near 1, the ZnSe surface at the start of the growth is
Zn rich and large values of AE, are obtained. This is the most common situation, and results
in the best quality ZnSe films. At BPR values near 0.1, the surface is Se rich, and AE, is
lowered to near 0.6 eV. Experiments incorporating Ge in the growth of the first few monolayers
resulted in even lower valence band offsets of about 0.44±0.07 eV. The material quality in these
low valence band offset regimes was found, by the authors, to be poor as measured by lack of
excitonic features in the PL and absorption spectra. Improvement in the material quality was
obtained by only using low BPRs in the growth of the first few monolayers. This set the band
offsets. Continuing the rest of the growth at high BPRs then resulted in better quality films
while still retaining the low valence band offset.
This observation of growth-dependent band offsets is very important for ZnSe device design.
Even in the high BPR regime, these authors quote valence band offsets from 1.2 eV [19] to 0.78
eV [17]. In addition, the scattering in their data appears to be about 100 meV. This implies
conduction band offsets anywhere from 50 meV up to 470 meV. The XPS technique requires
in situ measurement of the ZnSe films, which must be kept thinner than 5 monolayers ( 30A
) in order to prevent secondary scattering of the electrons ejected from the underlying GaAs.
Also, since synchrotron x-ray sources are not widely available, a simpler table-top method
for investigating band offsets would be useful. A novel photo-reflectance technique capable of
extracting the conduction band offset is a major result of this thesis work, and will be described
in Chapter 4.
Based on I-V measurements of LEDs, Rennie et. al. [20] have claimed conduction band
offsets up to 0.6eV between n-ZnSe and n-GaAs. Band bending was not accounted for in these
measurements, and thus the assignment of the entire energy barrier responsible for their high
operating voltages to the conduction band offset is not justified. Using AlGaAs and ZnCdSe
buffer layers between the GaAs and ZnSe, the researchers were able to lower the effective barrier
and reduce the operating voltage of their LED from 17 V to 6.5V. But, again, this reduction
could just as well be due to lower interface state densities.
Yeganeh et. al. [21] have used surface second harmonic generation to investigate the
ZnSe/GaAs heterojunction. in bulk materials with inversion symmetry, such as glass or Si,
second order non-linear optical processes like second harmonic generation (SHG) cannot occur.
An interface between two materials breaks this symmetry, and an effective surface non-linear
susceptibility, X(2) , appears. Thus, surface SHG can be used as an interface specific optical
probe. Since both ZnSe and GaAs are non-centrosymmetric crystals, each has its own X(2) sus-
ceptibility for SHG besides that of the interface. By using proper polarization selection rules,
however, the SHG from the interface of a ZnSe/GaAs junction can be separated from the bulk
contributions. Using a tunable pump laser, these authors observed a resonance in the surface
SHG at the two-photon energy 2.72 eV. They attributed the resonance to a spatially indirect
'cross-over' transition from the ZnSe valence band to a bound quantum well state formed on
the GaAs side of the junction by band bending. The transition is diagrammed in Fig. 1-4.
As a mechanism providing band bending strong enough to support this bound state, the
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Figure 1-4: Band bending as determined by surface second harmonic studies. Diffusion of Ga
and Zn across the junction results in formation of quantum well states at the interface and
removal of any conduction band barrier.
authors invoked a diffusion process whereby Ga and Zn diffuse across the interface during
the growth [22, 23]. Since Ga is a donor in ZnSe and Zn is an acceptor in GaAs, this forms
a modulation-doped p-n junction with potentially very high ( 1019 cm - 3 ) dopant densities
localized to within 100 A on either side of the junction. This diffusion is supposedly due to
charge imbalance in the interface bonding leading to very large electric fields. These field, then,
enhance the normal material diffusion coefficient until the are screened [24, 25]. Cross-over
transitions from the ZnSe valence band to the GaAs conduction band, were previously invoked
by Kassel et. al. [26, 27], to explain features in electro-reflectance data. These authors also
suggested that their results indicated strong band bending due to interdiffusion. It will be
shown in chapter 4 that the cross-over transition seen by Kassel is in fact due to the GaAs
alone. Their often referenced analysis of the band offsets at the ZnSe/GaAs junction therefore
falls apart. For the MBE technique, the low substrate temperature employed is believed to
result in little interdiffusion[28]. Hermans et. al. [29] have attributed excess free carriers
in nominally undoped ZnSe to diffusion of Ga across the junction, but only at high growth
temperatures. At lower ZnSe growth temperatures of about 640K, the diffusion process was
ZnSe GaAs
Figure 1-5: Interface traps accumulate electrons and create a negative surface charge. Electric
fields in both materials point toward the interface causing the band bending shown which acts
to create a large conduction band barrier.
found to be drastically reduced. Growth temperatures of about 560K were used for the ZnSe
samples grown for this work.
Returning to the surface SHG results, the resonance seen at 2.72 eV seems to be real, and
associated with the interface. No attempt at determining magnitude or sign of the field at the
interface was attempted, however. This result seems to show that electric fields pointing into the
GaAs (equivalent to a positive interface charge) are possible at the ZnSe/GaAs heterojunction.
The band bending, in this case, can support bound states and is, therefore, strong enough to
completely remove the energy barrier between the materials, as shown in Fig. 1-4.
A surface trap model for the band bending at the ZnSe/GaAs interface has been proposed
by Pages et. al. [30] based on Raman scattering measurements. An enhancement of the LO
phonon scattering on the GaAs side of the junction was seen and attributed to electric fields
generated by a depletion region caused by Fermi level pinning by trap states at the interface.
Under illumination with the above-band laser, the enhancement was reduced in accord with a
flattening of the bands. The band bending diagram for this case is shown in Fig. 1-5. Here,
the band bending actually increases the barrier between the materials. This may account for
the large conduction band offsets invoked by Rennie [20]as discussed above. Direct evidence
for band bending due to interface traps will be presented in Chapter 3 using electro-reflectance
methods.
The experimental results for the electronic structure of the ZnSe/GaAs interface appear
quite confusing. The band offsets have been shown to vary with growth conditions. A simpler
technique for estimating the band offsets is therefore necessary for routine characterization of
structures. Band bending at the interface has also been demonstrated to play a major role in the
barrier heights at the interface. The techniques used so far, however, have been only indirectly
sensitive to the electric fields at the junction. Electroreflectance (ER) and photoreflectance
(PR) spectroscopy are a well known tools for direct characterization of the electric fields near
semiconductor interfaces. Part I of this thesis is devoted to an in-depth ER and PR investigation
of ZnSe/GaAs interfaces as a function of doping and surface reconstruction. The theory of ER
and PR spectra will be discussed in Chapter 2, and results using this analysis will be presented
in Chapter 3. A new technique, which is an extension of PR using a tunable pump laser, will
be developed in Chapter 4 as a method for directly measuring barrier heights and conduction
band offsets at semiconductor junctions.
Chapter 2
Electro-reflectance spectroscopy
2.1 Introduction
Electro-reflectance ( ER ) spectroscopy is a unique optical technique which is sensitive to electric
fields in materials[31, 32]. In ER methods, changes in the dielectric constant of materials
caused by presence of electric fields are monitored by a reflected probe beam. Modulations
in the measured reflected power are recorded as a function of probe photon energy, yielding a
modulation spectrum which can be analyzed in terms of well established theoretical lineshapes
to extract the electric field magnitude and direction. Because the probe beam is used in
reflection, it samples the material under test near dielectric discontinuities such as at the surface
or at interfaces between materials. Thus ER spectroscopy is well suited to the study of band
bending near heterojunctions.
This chapter will outline the general theory of ER spectroscopy as well as explain some of
the details needed to interpret the data presented in Chapters 3 and 4. Historically, the theory
of ER spectroscopy was developed for the purpose of determining the energies of high symmetry
critical points in semiconductor band structures. In this regard, ER techniques are a form of
modulation spectroscopy[33]. These band structure aspects of modulation spectroscopy will be
discussed first as they reveal which transitions give rise to ER signals and why the modulation
spectra are localized in energy for a given semiconductor. However, in general, the concern of
this work is with the opposite situation: characterization of built-in electric fields in terms of
a known bandstructure. This is the motivation for much of the current work in this field 30
years after its introduction, and much progress has been made in developing ER methods for
measuring fields in materials [34]as well as devices such as heterojunction bipolar transistors
(HBTs) [35, 36]and metal-oxide-semiconductor (MOS) transistors[37, 38].
Next, the problem of direct interband optical transitions in the presence of an electric field
will be solved in order to introduce the so called electro-optic functions which give the lineshape
of the observed modulation spectra. Two experimental methods for ER, contactless electro-
reflectance (CER) and photoreflectance (PR) will be described and compared with emphasis
on how they complement each other. Data obtained for the simple case of an N-type GaAs
surface will be presented to illustrate the theory, and a particularly clear example of Franz-
Keldysh oscillations found in the PR spectrum of a ZnSe/GaAs double hetero-structure will be
used to show how electric field strengths can be accurately extracted from ER spectra. Finally,
the important issue of spatial averaging will be discussed. With this conceptual framework
in place, the ER spectra of ZnSe/GaAs heterostructures presented in Chapter 4 can be easily
interpreted and the new technique of internal photo-emission PR developed in this thesis work
can be appreciated.
2.2 Critical Points and Modulation Spectroscopy
Throughout the 1960's and early 1970's, with the general symmetry properties becoming well
understood, and powerful numerical methods being brought to bear, the theory of semiconduc-
tor bandstructure was in need of new experimental techniques both to verify results and provide
certain input parameters such as critical point energies and effective masses[33, 39]. Although
electrical transport measurements such as magneto-resistance and cyclotron resonance and op-
tical spectroscopies such as photo-luminescence and absorption can yield information on the
bands lying near the Fermi energy, higher lying transitions are more difficult to characterize.
Linear optical measurements like reflection, absorption , and ellipsometry can determine the
dielectric constant of a solid; however, the dielectric constant is often a smooth function of
photon energy because several transitions at different locations in the Brillouin zone may be
contributing. Singularities in the joint density of states for one transition may only result in a
small change in slope of the reflectivity or absorption at that energy.
Modulation spectroscopies get around this problem by effectively measuring the derivative
of the joint density of states. The imaginary part of the dielectric constant for interband direct
transitions can be obtained by summing the oscillator strength for each transition consisting of
pairs of Bloch states where the initial state k-vector equals the final state k-vector at a given
photon energy. This integral over k-space can be expressed as an integral over constant energy
surfaces and energy as
Ime(w) = JdS, dw2 Fa3 6 (wi(k) - w(2.1)
Here, the discrete sum is over pairs of bands i and j , Fij is the interband oscillator strength,
and hwaj(k) is the interband energy separation at wavevector k. The integral over energy can
be formally evaluated because of the delta function to give
Imle(() = dS,, Fij (2.2)
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This expression suggests that the energy dependence of the dielectric constant should show
strongest features near energies where the gradient term in the denominator for one of the
interband transitions is equal to zero. If the oscillator strength is constant for a given allowed
interband transition, Eq. 2.2 can be expressed as
47r2
Im E (w) = Fiji2ij(wij - w) (2.3)
where Qij is the joint density of states for the i --+ j transition. Since F is often only a very
slowly varying function of energy, the structure in the optical properties of a solid are determined
by the band structure through the joint density of states. A critical point is a location in the
Brillouin zone where the interband energy is expanded in a power series in k as
wij(I) = Wg+ + z+ x) +..., (2.4)
where x, y, and z refer to the principal axes of the reduced effective mass tensor. This point
can be either a maximum, minimum, or saddle-point depending on the signs of the effective
masses in the various directions.
For spherical bands and I* positive ( a Mo critical point such as the fundamental gap in
a direct gap semiconductor), Im e (w) given by Eq. 2.2 can be easily evaluated for w near Wg
using Eq. 2.4 and shown to have the form
F CIm e (w) oc -Re (w -wg) + - (2.5)
where C represents the contribution from all other transitions and is slowly varying in energy.
The joint density of states near an Mo critical point can thus be expressed as
Q(w) oc Re (w - wg)I + C. (2.6)
If one of the masses in Eq. 2.4 is negative, a M 1 critical point results. The constant energy
surfaces are hyperboloids and Eq. 2.2 can be evaluated by assuming the energy dispersion
remains parabolic and by cutting the integral off at the Brillouin zone boundary. In this case
the joint density of states is given by an expression similar to Eq. 2.6
Q(w) oc C - Re (wg - w) . (2.7)
Schematic plots of Q near Mo and Mlcritical points are shown in Fig. 2-1. The density of
states for the other two types of three dimensional critical points, M3 and M 2, which occur for
the other two combinations of signs in the effective masses in Eq.2.4, are the same as those for
Mo and M1 respectively, only with the energy axes flipped around Wg. The band structure of
GaAs is shown in Fig. . The fundamental band gap transition ( 1.42eV ) marked at the zone
center is of type Mo. The transition from the valence band to the L-valley near the A point
is the so called Eltransition (2.9 eV) and is of type M1 . Note how the bands track each other
along the r - L symmetry axis indicating that one of the masses in Eq.2.4 is negative.
The above expressions for the joint density of states hold the key to the success of modu-
lation spectroscopy in determining critical point energies. As stated above, Im e (w) often does
not show large variations near a critical point. This is because the constant C in Eqns. 2.6
and 2.7 ,which is the joint density of states due to other interband transitions, can be quite
energy energy
Figure 2-1: Joint density of States function, 0 (w), plotted near an Mo and an M1 critical point
with a gap energy wg.
large. In modulation spectroscopy, the sample is subjected to some form of stress described
by a parameter (. Various methods for perturbing the solid lead to different forms of modula-
tion spectroscopy such as piezoreflectance (( =strain), thermoreflectance (ý =temperature), or
electro-reflectance (( =electric field strength). The energies, E (k), of the Bloch states of the
solid can be expected to change slightly in response to any of these perturbations. In particular,
the critical point energies will shift. The resulting change in the joint density of states for a Mo
point is given by
dQ (w) X1 dwg dC]A (w) = d(w)A oc -  (w - W ) - +  - (2.8)
The first term in the brackets blows up at wg indicating that changes in the dielectric constant
will be dominated by the contribution from transitions with their critical points near w. Thus,
Eq. 2.8 predicts that strong features should be observed in the differential reflectance spectrum,
which is proportional to the changes in the dielectric constant, for energies near wg. The exact
modulation spectrum obtained may be different from that given by Eq. 2.8 which assumes a
rigid shift of the band structure with C. Piezo-reflectance and thermoreflectance spectra may
be modelled in this way. Electric fields; however, modify both the spectrum of the density of
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states as well as the oscillator strength (interband matrix element). The arguments presented
here still generally hold, and ER signals are found near critical point energies. The subsequent
sections of this chapter will explain the modulation lineshapes resulting from application of
electric fields to semiconductors.
One final experimental detail to note is that the perturbation can be applied as a periodic
function of time ( AL(t) = A cos 27rvt ). The changes in the sample reflectivity will then
impose a small periodic, narrow-band modulation on the probe beam intensity. Using suitable
electronic techniques such as filtering and lock-in amplification, this small AC signal from the
probe detector can be detected and changes in reflected power as small as 10-6 can be measured.
2.3 Optical absorption in the presence of a uniform electric field
Electro-reflectance (ER) spectroscopy uses electric fields to modulate the dielectric constant in
semiconductors. To understand the observe modulation spectra, AR/R, the problem of optical
absorption in the presence of an electric field needs to be solved. The general theory of the
effects of electric fields on semiconductor dielectric functions for arbitrary critical points and
field directions was worked out by Aspnes [40, 41, 42]. Since detailed analysis of ER lineshapes
is only required for the fundamental bandedge of GaAs for the experiments in this thesis, the
simpler problem of an electric field along the <100> symmetry axis for a spherically symmetric
Mo critical point with parabolic dispersion will be discussed. This theory is essentially the
same as that presented originally by Tharmalingram [43]. Additional simplifications of both
this analysis and the more general solution of Aspnes include neglecting of excitonic ( electron-
hole Coulomb attraction ) effects and of spatially non-uniform electric fields. Non-uniform
field effects will be important for this work and will be discussed at the end of this Chapter.
The magnitude of the electric field strength is assumed to be such that the energy scale of
the spectral features in AR/R , hO (called the electro-optic energy ), which will be introduced
below, is > F, the phenomenological broadening parameter due to scattering processes and
thermal effects. This range of electric fields is known as the Franz-Keldysh regime [44]. The
fields are not so high that interband tunnelling rates are significant, however.
The starting point for calculation of the optical properties of semiconductors is the Elliot
formula[45] for the imaginary part of the dielectric constant
4ir2e2
Im (hw) = 47m*2 P" pC 2  Ii (r = 0) 2 6 (Ei - r) . (2.9)
The real part of the dielectric constant can be calculated from this expression via Kramers-
Kronig relations. Here e is a unit vector in the direction of the electric field and Pc, is the
k-independent momentum matrix element between the lattice periodic parts of the conduction
and valence band wavefunctions. The summation is over all states with energies Ei. (i r) is
the envelope of the wavefunction of the electron-hole pair in relative coordinates. The Elliot
formula indicates that the optical absorption is proportional to the probability of finding the
electron and hole at the same position in space. In the absence of an external potential and
neglecting Coulomb effects, the envelope functions bi are plane waves whose value at r = 0 is
unity. Thus the absorption is simply proportional to the density of states.
An electric field affects both the spectrum of energy eigenstates Ei, and the wavefunction
envelopes. The crystal Hamiltonian becomes, with the field, &, pointing along the positive z
axis,
H = Ho - eEz (2.10)
where Ho is the unperturbed Hamiltonian,
2
Ho = + V(r3), (2.11)2mo
and V(rj is the periodic potential of the lattice. Since the linear potential in Eq. 2.10 varies
slowly over a unit cell, the envelope approximation may be used to find the new wavefunctions.
The envelope Hamiltonian to be solved is
p2 2 p 2  p2+  + eE(z- )= + e (2.12)2m 2m 2(m ++m) 2/*
where the right hand side shows the separation into center of mass and relative coordinates.
Since the composite particle (electron-hole pair) has no charge, the center-of-mass motion is
unaffected by the potential and the pair moves as a free particle. The relative coordinate
Schr6dinger equation isE h2 (02 02 02S2(a2+ 2 + + ) - e~z + EJ 4P (r = 0 (2.13)
where Pi is the envelope wavefunction to be inserted into Eq. 2.9. By separating variables and
using the substitution
e~z - Ei,eCz - (2.14)
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the z-coordinate part of Eq.2.13 can be shown to be equivalent to the Airy equation
d2 i ( 4) d2 i (). (2.15)
Thus, the solution to Eq. 2.13 is given by
1 eikx,+ik yy e7E eEz - Ei
(r- = zA( "- ) (2.16)2r L hO hO 
with total energy Ei given by
h2k2  h2k2
Ei =2 - - + Ei,. (2.17)
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The electron-hole pair is free along the x and y axes and so the wavefunction resembles a plane
wave in these directions characterized by the quantum numbers krand ky. Along the z axis, the
electric field acts to accelerate the electron and hole, thus mixing the original Bloch function
eigenstates with wavevector kz. bi in this direction is given by an Airy function of the first
kind characterized by Ei,, the energy (kinetic + potential) in the z component of the pairs's
motion. The parameter hO, the "electro-optic energy" which is a function of the electric field
strength, sets the energy scale in the problem, and the square root factor ensures that $i is
properly normalized to 1 over the sample volume.
Before the Elliot formula is evaluated to determine the absorption, it is instructive to get
some physical insight in the above solution. From the left side of Eq.2.12 it is evident that the
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Figure 2-2: Envelope wavefunctions for electrons and holes in a linear potential. Tunneling
beyond the classical turning points results in finite absorption below the gap.
electron and hole coordinates may be separated without going to CM and relative coordinates as
required for the Elliot formula. In this case, the electron and hole wavefunctions are individually
seen to be given by Airy functions. Figure 2-2 plots a few of these wavefunctions against the
band diagram of the linear potential introduced by the electric field. Classically, in a uniform
electric field, electrons and holes enter from minus and plus infinity, respectively, are slowed
by the electric field until they reach the turning point of their trajectory, and are accelerated
back to where they started. The turning point along the z-axis is obtained by setting ( = 0 in
Eq. 2.14. The wavefunctions represent the addition of some simple quantum concepts to these
classical trajectories. The kinetic energy of each particle increases with distance away from its
turning point and is reflected in the period of the Airy function's oscillation which may be taken
as the De Broglie wavelength of the particle at each point along the z axis. The exponential
tail of the Airy functions represents the ability of the particles to tunnel slightly beyond the
turning points.
Optical absorption is proportional to the overlap of these electron and hole wavefunction
envelopes. The zero of energy is taken as the energy of the wavefunction whose turning point
occurs at z=0. The absorption at energy hw is then determined by the overlap of the hole
wavefunction which has its turning point at z=0, and the electron wavefunction with energy
hw - Eg. All other transitions are redundant. Note that the complete set of eigenfunctions to
the Airy equation are shifted versions of the same function as seen in Eq. 2.16. This simply
reflects the fact that although translational symmetry is broken by the electric field, the position
defined as z = 0 which in turn defines the zero of energy, Ei, = 0, are still arbitrary. Figure 2-2
illustrates that because of the exponential tails, there is a small overlap of the wavefunctions
for hw < Eg. Thus the electric field induces a finite absorption below the band gap energy.
For hw > Eg, the spatial oscillations in the wavefunctions lead to oscillatory structure in the
absorption spectrum. These spectral oscillations are called Franz-Keldysh (FK) oscillations
after the theorists who first addressed the problem of electric field effects on optical absorption
[46, 47]. The absorption is proportional to
((elDh) 12 = dz Ai(ez s- Ei,) Ai(- h z) . (2.18)hOe 80h,
Using a property of the Airy functions,
dt Ai(t + x) Ai(at + y) = 1 Ai( ( - 3 ) for a < 1, (2.19)
-(1 - a3)1/3 (1 a 3)1/3
expression 2.18 can be evaluated as
I(eIh) 12 OC Ai 2 ( O) I (DF= 0)I2 , (2.20)
which shows the connection between the intuitive wavefunction overlap picture and the Elliot
formalism of Eq. 2.9.
Formula 2.9 will now be evaluated to determine ImE (hw). Plugging Eq.2.16 into Eq. 2.9
and explicitly writing out the sum over states, results in
-oo
(2.21)
The integral over Ez collapses because of the delta function, and the 2D integral over k, and ky
can be transformed into the expression
dE± Ai 2 _ + E - iw (2.22)
which can be evaluated using another standard Airy function formula for the indefinite integral
du Ai2 (u) = tAi 2 (t) - Ai 2 (t). (2.23)
The prime in Eq. 2.23 denotes a derivative. The final result is
2,M Ir " = e2 2* M 1
Ime (hw) = j re 2 2 h2 ) (ho) [Ai'2 (7) - 77 Ai 2 (l)]
with
77 Eg - w (2.24)hO
e2E242(ho) 3  =2/*
In the limit E -+ 0,
2e 2  3
limImE(hw)= 2e2  2(u r2/ 1 *) E,
o m*w2  2  - Eg U (h - Eg) (2.25)
which is the standard absorption spectra of free electron hole pairs ( U is a unit step function).
ER spectroscopy measures the difference in the dielectric constant induced by the electric field
Ae = e (hw, E) - e (hw, 0) . (2.26)
Using a form of the Kramers-Kronig relation valid for this difference quantity
Ael (w) 1 p W 2 (w') , (2.27)
the final results for the changes in the dielectric constant induced by the electric field are
2e2 l 2 * AAe (hw) = e + iAE2 mW2 2 (h0)1 [G () + iF()], (2.28)
where,
F () = r[Ai'2 (1) - r Ai 2 (7r)] - / U (-r) (2.29)
G (7) = 7 [Ai' (77) Bi' (r7) - 77Ai (r) Bi (r)] + iU (r) .
F and G are the electro-optic functions and are plotted in Fig. 2-3. The function Bi is the
Airy function of the second kind which blows up at +oo, and the primes denote derivatives
with respect to the argument.
These (dimensionless) electro-optic functions F and G were introduced by Aspnes in Ref.
[40] and are the starting point for the discussion of electric field effects in more complicated
situations. Although the derivation presented here was for a simple symmetrical Mo critical
point, F and G also show up in the expressions for other critical points and for arbitrary field
alignment and mass tensor symmetry. Information on the size of the electric field is contained
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Figure 2-3: The dimensionless electro-optic functions F(x) and G(x). x<O corresponds to
hw > Eg.
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Figure 2-4: The electro-optic energy parameter i0 as a function of electric field evaluated using
the GaAs conduction band mass (m* = 0.067mo).
in the period of the above band Franz-Keldysh oscillations. For reference, figure 2-4 shows
the energy scale parameter, hO, as a function of electric field using the GaAs effective electron
mass.In this work, the interest is in using small external AC fields to slightly perturb large
static built-in fields resulting from band bending. The quantity of interest is
A?, (hw) = Ae (hw, DC + "Ac) -AE( w,CDc--Cac).
For EACG EDC,
Ae Ac (hw, 8) EDoc (VAc) (2.31)
where Ae is the deviation from flat-band (6 = 0) given by Eq.2.26. By taking derivatives of
Eq. 2.28 with respect to the electric field, Eq. 2.31 can be put in the form
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Figure 2-5: Functions F and G used for spectra obtained by modulating an existing electric
field.
which is similar to Eq.2.28, but with two new functions defined by
() = [Ai () + Ai 2 ()] (2.33)
G (77) = 3 [Ai' (r/) Bi' (7) + r/Ai (,q) Bi (71)].
These functions are plotted in figure 2-5. The energy scale has been explicitly evaluated to
correspond to the GaAs bandedge (Eg = 1.42 eV, p* = 0.067mo). The functions have been
convolved with a Lorentzian broadening factor of width kBT =26 meV and hO was chosen
equal to kBT, which implies an electric field equal to 5.5 x 104 V/cm.
The changes in the dielectric constant predicted by Eq.2.28 are a complicated non-linear
function of the electric field strength. The theory outlined here is a non-perturbative solution
relying only on the effective mass approximation, which is valid as long as the potential due to
__ _. __I ·__I·^_ L_·
the electric field varies slowly over a unit cell. The induced changes in the optical properties of
the affected transitions can be quite large. In GaAs, fields on the order of 105V/cm can result
in reflectivity changes of a few percent. This may seem to be a weak perturbation, but it is only
because the index of refraction of GaAs near the bandedge is large (- 3.4) and is mostly due to
higher energy transitions in the near UV region. For GaAs at ,-1.42 eV, AR/R !_ .38An.Thus,
only a 4% change in reflectivity is caused by an index change of 0.1. Considering that the
near band edge states affected by the field contribute only about 0.1 to the index, the relative
changes caused by the field are on the order of unity.
For small fields in a wide bandgap material (iw < Eg and hO < Eg which implies 77 -- oo),
G (r7) ~ 1-' 5/2. This means that AOE , (hO)3 or g 2 . This is the DC Kerr effect, an index change
proportional to the square of the field. Note, this result is quoted by Aspnes in Ref. [44]. An
attempt to verify this result using asymptotic forms from Antosieswicz [48] yielded the result
G (rq) ~ rq-1 and Ae1 _ (hO) 3 /2 which is linear in E. Either the form quoted by Antosiewicz for
Bi' (z) for large z is incorrect, or Aspnes has neglected this leading, linear term ( representing the
linear X(2) electro-optic effect) because it is of more complicated symmetry than the quadratic
term. The symmetry for these near band gap contributions, however, appears to be the same as
for the optical absorption. Perhaps X(2) processes are dominated by higher lying transitions of
lower symmetry (m3 point group), and this calculation is only relevant for the quadratic Kerr
effect.
Now that the dielectric constant is known, it remains to calculate its effect on the reflectivity.
The linear reflection coefficient at normal incidence on a material surface is given by
R = K + K0  (2.34)
where K and Ko are the light propagation wavevectors in the material and in free space,
respectively. Ko is assumed to be real, while K may be complex to allow for material absorption.
The changes in the reflectivity are expressed in terms of the Seraphin coefficients [31]
AR -=- aAE1 + ~Ae2 (2.35)
where
2non [n2 - 3k 2 - n2]oa = - (2.36)[(n + no) 2 + k2] [(n - no) 2 + k2] [ 2 + k2]
2nok [3n 2 - k2 - n ][(n + no) 2 + k2] [(n _ 0 )2 + k2] [n2 + k2]
n and k refer to the real and complex parts of the material index of refraction defined by
=v:  /e1 + ie2 = n + ik. The coefficient a defined here is not to be confused with the
absorption coefficient for optical intensity, ao,
4irk 27re2
ao(abs) = . (2.37)o - An
Both Seraphin coefficients, a and 3, are functions of photon energy for a material. Near the
bandedge of most semiconductors n >> k, so that the reflectivity changes are dominated by
Ae1, the real part of the dielectric constant. This is, again, due to the fact that absorption on
higher energy transitions, with very large densities of states, can make significant contributions
to the real part of the dielectric constant far away from resonance due to the slow roll-off of
the w- 1 factor in the Kramers-Kronig integral. Note that # = 0 for k = 0. These expressions
apply for a uniform perturbation of the dielectric constant in space throughout the medium.
When the perturbations are restricted to regions near the surface on the order of a wavelength,
significant modifications such as mixing of the real and imaginary components of the dielectric
constants can occur. These issues will be dealt with at the end of this chapter.
2.4 Methods of ER spectroscopy
In the early days of ER spectroscopy, when the goal was bandstructure determination, electrode
pads were formed on the sample in either a transverse ( 6 parallel to the surface) or longitudinal
( 6 perpendicular to the surface) geometry [31]. The electric field in the sample, being externally
applied, was either known or irrelevant. The major interest was in figuring out symmetries of
the effective mass tensors and energies of critical points [39]. The goal here is to modulate built-
in DC fields with small AC external fields and extract the DC electric field magnitudes from the
modulation spectra through hO. The two techniques that are of interest, here, are contactless
Glass Flat
ITO coating
Sample
. to
k-in
Figure 2-6: CER set-up.
electroreflectance (CER) [49] and photoreflectance (PR) [35]. Neither of these methods require
forming of electrical contacts and both are used in a longitudinal configuration, so they are
ideal for characterizing interface electric fields.
CER is the more straightforward of the two techniques, and it will be discussed first. Figure
2-6 shows the basic set-up. The sample is simply placed between two electrode plates. The top
electrode is a glass flat with a transparent conductive coating on one side such as indium-tin-
oxide (ITO). The plates are brought together as close as possible without making contact or
causing arcing. A high voltage amplifier is used to drive a several hundred volt square wave
at a few hundred Hz across the plates. With a plate separation on the order of 1mm, fields
on the order of 1kV/cm to 10kV/cm can be created in the material. A probe beam from a
white light source such as a tungsten lamp filtered though a monochromator is bounced off the
sample through the top plate to monitor the reflectivity modulation.
The major advantage of CER is that because the direction of the modulating field is known,
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Figure 2-7: Mechansim of PR. Photo-generated minority carriers screen surface fiel due to
trapped majority carriers.
the sign of the built-in field can be determined. The F and G functions shown in Fig.2-3 give
A for an increase in the electric field. In principle, by observing the sign of the modulated
reflectivity spectrum in relation to these functions, it is possible to infer whether the AC field
is increasing or decreasing the total electric field strength in the material. Because AR/R is
very small, lock-in detection is used on the signal coming from the probe detector. Phase shifts
in the high voltage amplifier and the probe detector circuit can therefore lead to errors in the
observed sign of the modulation. To avoid these problems, a voltage divider is used to derive
a reference signal from the actual voltage applied to the plates and care is taken to ensure
that the detector has adequate bandwidth. In practice, sign determination from the observed
spectrum is complicated by non-uniform field effects as well as Fabry-Perot interferences from
different layers in thin film structures. However, when used with photoreflectance, these extra
sign flips can be easily taken into account as will be shown in the next section and Chapter 3.
In photoreflectance, a low intensity laser is used to alter the band bending at semiconductor
surfaces. Figure 2-7 shows the band diagram of an N-type semiconductor near the surface.
Surface states trap electrons creating a negative surface charge, and therefore a surface electric
field which is screened at some distance into the bulk material. Photo-generated minority
carriers (holes) are drawn to the surface where they combine with the trapped electrons. This
-__ L_
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reduces the surface charge, and therefore the surface field. The changes in the electric field are
detected by the probe just as in the CER technique.
This explanation for the mechanism for PR can be supported by some simple calculations
and experimental observations. It might, at first, be supposed that free electron-hole pairs
created by the pump could cause the probe modulation either through field screening due to
free carriers or by entirely different physical processes such as changes in the plasma frequency
or Fermi level (bandfilling). For absorption lengths of - 1/Lm, and carrier lifetimes of -1
ns appropriate for a good quality direct bandgap semiconductor, and pump intensities of 1
mW/cm2 at a photon energy of 1.6 eV, a photogenerated carrier density of only about 1011cm - 3
is achieved. This density is too low by a factor of a million to cause the typically observed signal
sizes through bandfilling or plasma effects. The Debye screening length
LD =Y 0 T (2.38)
at a carrier density of 1011cm- 3 is about 12 Aum which is too long to affect surface fields which
may already be screened to within 0.1/im or less of the surface by the background majority
carrier doping. For surface traps, however, the lifetime can be a millisecond or even longer
which is sufficient to allow the minority carriers to completely cancel the surface charge in some
cases. Two experimental observations clearly indicate the mechanism of surface trapping in
PR. The first is the pump intensity dependence. At high pump intensities, all of the available
traps can be emptied. Beyond this point the surface fields cannot be reduced further and the
probe signal saturates as in the right plot of Fig. 2-8. The left plot in Fig. 2-8 shows a typical
dependence of the PR signal on chopping frequency. The signal has a first order roll-off at
about 200 Hz which demonstrates the extremely long lifetimes of surface traps compared to
bulk recombination processes.
An important feature of the PR method is that the photo-generated carriers produced by
the pump always act to reduce the electric fields in the material through screening. Only the
magnitude of the interface fields can be determined by PR, unlike CER where the sign of AR/R
depends on the direction of the AC field with respect to the built-in DC field. Often, however
the extracting the sign of the surface charge from the sign of a CER trace is complicated as
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Figure 2-8: Typical intensity (right plot) and chopping frequency (left plot) dependence for PR
signals.
discussed above. By comparing the CER trace to a PR trace, the direction for which the AC
field opposes the DC field can be found. Another advantage of PR is that it can be used to
selectively excite one material in a structure by proper choice of pump photon energy. This
idea is pursued in Chapter 4 where PR is used as a new technique for measuring conduction
band offsets.
2.5 Example ER spectra
Figure 2-9 shows PR and CER spectra taken for a Si doped (n-type) GaAs substrate. The band
bending in this case is similar to fig. 2-7 with a negative surface charge due to trapped electrons
and a field pointing toward the surface. The top plot shows spectra from the fundamental
bandedge at 1.42 eV. The top trace is the PR spectra using a HeNe laser as a pump (hw = 1.95
eV). Except for the large spike right at the band gap, the spectrum resembles -G and is consistent
with the pump laser decreasing the surface field. The CER spectrum is almost identical to the
PR spectrum showing that PR is indeed a form of ER. With the positive lead from the HV
amplifier connected to the top, transparent electrode and a 0-700V square wave applied, the
AC field points into the sample and opposes the built-in field. The excitation, in this case, acts
to reduce the DC field, and, therefore the spectrum has the same sign as the PR trace. This
correspondence is observed for the E1 transition as well (bottom plot). By fitting the observed
lineshape to -G, the magnitude of the field was found to be 3 x 104V/cm.
The negative spike seen at the bandedge is attributed, in the PR literature, to excitonic
effects [50]. The Coulomb potential leading to a bound electron-hole pair states was not included
in the Hamiltonian (Eq. 2.12) used to derive the electro-optic functions. Excitons states
are susceptible to electric fields, however, and will cause modification of the samples optical
properties. Because the exciton wavefunction is localized in space, its modulation lineshape will
be different. Often a first or second derivative of a Gaussian or Lorentzian is observed, but no
general analytic theory exists for this case. The binding energy of an exciton in GaAs is only
about 4 meV. At room temperature, excitonic features in the linear absorption and reflection
spectra are completely washed out due to thermal broadening. The derivative nature of the
ER technique allows these weak components to be resolved. Due to this small binding energy,
an electric field on the order of 103 V/cm needed to ionize the excitons. Throughout most of
the space-charge region near the surface of the sample the exciton states are destroyed. At
a certain distance into the bulk, the surface fields will be screened sufficiently to allow them
to exist. Interference between light reflected from this region and the rest of the space charge
region causes additional complications in unraveling the exitonic spectra [51]. Fortunately,
these exciton signals are limited to the bandedge and contribute relatively less at high surface
fields.
Figure 2-10 shows a nice example of a spectrum exhibiting many Franz-Keldysh oscillations.
This trace will be used to show an often used method for accurately determining the electric
field responsible. The measurement was performed on a ZnSe/GaAs double heterostructure
and the spectrum shown is, again, of the GaAs bandedge. From asymptotic expressions for the
Airy functions, the following formula can be derived for the positions in energy of the extrema
of the oscillations [34] :
W 44 wm - Eg) 3 /2  (239)
Here, m=1,2,3...is an index for the extrema, 0 is an arbitrary phase factor, and hwm is the
energy of the mth extrema. By plotting -L (hwm - Eg)3/2as a function of m and determining
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Figure 2-9: PR and CER spectra for an n-type
Bottom: E1 transitions, type M1.
GaAs surface. Top: Bandgap signal, type Mo.
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Figure 2-10: PR spectra exhibiting Franz-Keldysh oscillations.
the slope via a least squares fit, hO and, thus, the electric field can be obtained. This procedure
is plotted in figure 2-11 and the field is found to be 7.5x 104 V/cm.
2.6 Non-uniform field effects
The expression given in Eq. 2.35 for the reflectivity change assumes a spatially uniform per-
turbation of the dielectric constant, i. e. the value of the bulk dielectric constant is assumed to
be only slightly changed. Often the changes in the dielectric constant occur only in a narrow
region near the surface which can be much smaller than a wavelength in the material. This
situation is sketched in Fig. 2- 2, showing the spatial variation of the dielectric constant at a
surface. The modifications to the reflection coefficient, in this case, include phase changes in
the reflected light due to mixing of the real and imaginary parts of the sample response and
a spatial average over the dielectric constant perturbation. Both of these modifications are
important since they affect the lineshape of the observed modulation spectrum and will impact
determination of the magnitude and sign of the interface electric fields. The solution of this
problem was first presented by Aspnes and Frova , and their derivation will be briefly outlined
U.UO
0. 0.04
I
W 0.02
0.00
0 2 4 6 8 10 12 14 16
Extrema index n
Figure 2-11: Plot of extrema indices to determine i8 from FK oscillations.
here for reference.
To account for spatial variation in Ae, the wave equation for the propagation of the optical
field in the material must be solved
w2
V2E + - [e + Ae (x)] E = 0. (2.40)
The solid is assumed to extend from x = 0 to x = +oo. In the spirit of the WKB approximation,
a trial solution for the wave propagating in the positive x direction of the form
E = go exp (ikx + iQ (x)) . (2.41)
When this solution is plugged into the wave equation, an equation for 0' (x) is found
io" + 2kq' - -= _-e_. (2.42)
The prime denotes differentiation with respect to x. Since 0 arises from Ae, the third term on
the left hand side, ,2, is of second order and will be neglected. Eq. 2.42 can then be solved for
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Figure 2-12: Dielectric discontinuity at a material surface. Dashed lines show the induced
pertubation to the dielectric constant in the uniform (top plot), and non-uniform cases (bottom
plot).
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' (x) = - Ae (x') e2ik(x'-x)dX'  (2.43)
which can be verified by direct substitution. Now, q' is a modification of the propagation
wavevector k. Therefore, the reflectivity is
R= k- k (2.44)
k+5'(x=0)+ko(
where k0o is the propagation constant of the ambient material ( x < 0). This equation is the same
as Eq.2.34. From this expression, relative changes in the reflectivity are obtained in exactly the
same manner as for the bulk case,
AR= a (AEi) +- (AE2), (2.45)
where the Seraphin coefficients are the same as before, and the spatially averaged change in the
dielectric constant is given by
(Ae) = -2ik j Ae (x) e2ikxdX. (2.46)
(Ae) reduces to Ae when As is independent of x. The -2ik and exponential factor cause a
mixing of the real and imaginary parts of the sample response. This is most evident when AE
is limited to a distance W from the surface such that 2kW < 1 with k real:
/W
(As) = -2ik J AE (x) dx. (2.47)
Here, the real and imaginary parts of As have completely changed roles. Note also that the
reflectivity will be determined by the spatially averaged perturbation.
The Eq. 2.46 is valid for any spatially localized change in the dielectric constant and is
therefore completely general. Some of the consequences for ER measurements will be described
next. At the fundamental gap of most semiconductors, a > P and the reflection changes are
controlled mainly by the real part of the dielectric response of the sample. Eq. 2.46 shows
that as the electric field in the material becomes limited to the surface due to screening, the
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Figure 2-13: Top diagram: electric field vs. distance in the depletion region. Bottom diagram:
Ae (hw) depends on distance through the electric field dependence of the electro-optic functions.
Spatial averging causes damping of higher energy FK oscillations.
spectrum of AR/R will be described by a combination of both the electro-optic functions
G and F. The spatial averaging inherent in the integration over the perturbation also leads
to damping of the Franz-Keldysh oscillations. The top diagram in 2-13 shows the electric
field near a semiconductor surface due to a surface charge when the depletion approximation
(discussed further below) holds. The bottom picture shows the spatial dependence of Ae at a
given probe energy, hw. The spectral FK oscillations are mapped onto the spatial coordinate
through the spatially varying electric field, E (x), which appears in the argument of the electro-
optic functions in Eq. 2.28. If the probe energy is sufficiently far above the bandedge so that
G and F have made several spectral oscillations, Ae (hw, E (x))will oscillate rapidly in space,
and integrating over x will lead to cancellations that reduce (-.). Thus, nonuniform fields lead
to damping of the spectral Franz-Keldysh oscillations even when hO > F.
These conclusions apply for the case of modulation from flat-band:
Ae (hw,) =e(lw, E) -e(hw, 0) . (2.48)
In the case of modulation of a large built-in DC field, the quantity of interest is
Ae (•w, EDC, EAC) = e (hw, EDC+EAC) - E (hw, EDC-EAC), (2.49)
and the situation is a little more complex. The evaluation of Eq. 2.49 outlined next essentially
parallels that found in Ref. [52].
At the surface of a semiconductor, the electric field in the space charge region is given by
Poisson's equation,
V - =-L, (2.50)
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where, in the depletion approximation, p = e [Nd - Na]. Nd and Na are the donor and acceptor
concentrations in the material. The surface charge, a, is accounted for as a boundary condition
on E (x) at the surface by E (x = 0) = 8 = -. The electric field is then given by
S(z) = -W ] (2.51)
with the depletion width, W = a/p simply determined by charge balance. Applying EAC will
change both the surface field and the depletion width slightly. Evaluating Eq. 2.49 using Eq.
2.46 and E (x) above results in
(Ae (h, EDC, AC))=
-2ik foW' +  Ae (h, (x - AW)) ei2kxdx
- Ae (h, 6 (x + AW)) ei2kxd] (2.52)
where the electric field spatial dependence is given by the functional form in Eq.2.51 and
W + AW and W - AW are the depletion widths for surface fields of ES +E1 and Es c-6Ec,
-- DCn- 'AC DC-AC,
respectively. Changing variables, Eq. 2.52 becomes
(AE(hW,EDC,EAC)) =
- 4iAW
Ae (hw, E (x)) ei2kxdx
(hw, 6 (x) ) ei2kxdx
Now the approximation kAW < 1 is made and terms of order AW 2 are neglected to get
Ae (W, 6DC, AC) (2.54)
-2ik [ Ae (hw, & (x)) ei2kxdX
- 4ikAW 10Ae (hw, (x)) ei2kxdx .
Next, some quantities normalized to the surface electric field are defined
x = EIE/c
x = W(1 - X)
r7Cc = (Eg-tihw)/h9SDc
(hAoc)3  = e2 (Ec)2h2/2p*
= hcs/Eqc = AW/W.
Additionally, to absorb some of the factors in Eq. 2.28, the constant
B 2e2 h2
m*
(2.55)
(2.56)
is defined. Finally, the integration variable is changed from space to electric field via the linear
(2.53)
(ý1-. pCV12 06 h2
relation 2.51:
(Ae (hw, EDC, AC)) = -4ikB D -C / c x (2.57)P (hw)2
X 1+ 1/3 ( i2kW( 1-)dX
+ 2ikW x G ( ) + iF( )) ei2kW(1-x)dX]
The response is composed of two parts. The first integral is the 'surface' term, and the second
is the 'average' term. A physical interpretation of Eq. 2.57 is sketched in Fig. 2-14. Here,
the electric field is plotted against distance from the surface for the case when the AC field
points along, and against the built-in DC field. Eq. 2.46 can be interpreted as dividing up the
total dielectric perturbation into 'blocks' and summing them up with the correct phase. The
circles in Fig. 2-14 are meant to represent these dielectric blocks. In the case of modulation of
a large built-in field considered here, the average dielectric response will be determined by the
difference between the field arrangement with the AC field positive and negative. In Eq. 2.57,
the spatial sum is converted to a sum over electric field values. Up to a field value of about
ELc ( for SEc small), each value of the electric field occurs when the AC field points towards
or away from the surface. The only difference is the distance from the surface where each value
occurs. These 'blocks' or 'slabs' of dielectric are account for in the 'average' term. Thus, the
AC field can be thought of as moving the dielectric blocks closer to or further from the surface.
The resulting phase changes are the origin of the 2ikW factor in the second integral of Eq.
2.57 which undoes the complex factor originally introduced in Eq. 2.46. The integration over
all field values down to zero will cause damping of the higher energy FK oscillations. As 2kW
becomes large, this term will dominate over the first term. At very large 2kW, the exponential
factor in the integral will result in cancellation everywhere except very near the surface, thus
yielding the simple uniform field result of Eq. 2.28.
The first term in Eq. 2.57 is the result of integrating over the left over white circles in Fig.
2-14. These values of the electric field occur only when the AC field adds to the DC field and
only very near the surface. Therefore, these blocks will have their real and imaginary parts
switched as in Eq. 2.46. Since the electric field varies little in this region, the first term simply
EsDc+ EsDC
ESDC
ESDc - EsDC
W + AW W W - AW
Figure 2-14: A physical interpretation of the calculation of surface effects in modulation as
described in the text. The circles represent 'slabs' of dielectric which are summed, taking into
account the proper optical phase, to give the total average dielectric response. The filled circles
correspond to the 'bulk' term. As the AC field is turned on and off, these slabs can be imagined
to just translate in space giving a phase change in the response. The open circles represent the
'surface' term. These slabs are turned on when the AC field is on are are limited to a region
close to the surface.
samples the electric field at the surface. This is why the first integral is called the 'surface'
term. If the modulation depth, ý, becomes large, then some averaging will occur which will
cause some damping of FK oscillations. In the limit 2kW --+ 0 this surface term will dominate,
and if ý -+ 1 it will correspond to Eq. 2.47.
An important result of this analysis is that the spectral dependence is controlled by r4?c
in Eq. 2.57. The means that it is the surface DC field, and not some average value, that will
control the Franz-Keldysh oscillations [50]. This is a fortunate occurrence and is very useful for
using ER as a characterization tool.
For heavily doped semiconductors, fields will be screened very close to the surface. For
1 x 1018cm - 3 n-type GaAs, the width of the space charge region may be on the order of 300A
for a field of 4x 105 V/cm yielding a value of 2kW _ 2 for wavelengths near the bandedge.
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Figure 2-15: Plots of the 'surface' and 'average' lineshape functions contributing to the real part
of (Ae). Note how the FK oscillations of the average term, GAV, are damped by the spatial
variation.
Both terms in Eq. 2.57 will be significant. Since the Seraphin coefficient c >» ,, the reflectivity
changes will be determined by the real part of (Ae) . The spectral dependence of the real part
of the first term in Eq. 2.57 is given by F, and will be denoted F,, while that of the second term
is determined by G, and will be called GAV. Figure 2-15 plots these two functions in order to
compare their relative sizes. The total modulation spectrum will be given by the sum of these
terms. GAV shows significant damping due to spatial averaging. These results will have impact
on the lineshape analysis for n-type samples in the next chapter.
2.7 Summary
This chapter has outlined the basic theory of ER spectroscopy with the main goal of explaining
the lineshapes of modulation spectra. Critical points and bandstructure were discussed first
to explain why ER modulation is observed only near certain energies in semiconductors. The
problem of optical absorption in a uniform electric field was solved to introduce the electro-
optic functions which determine the dielectric constant and detailed shape of the modulation
spectra around the critical point energies. The main feature of these functions are the spectral
oscillations called Franz-Keldysh oscillations, whose period can be used to determine the mag-
nitude of the electric field in the material. A careful analysis of surface effects on the lineshapes
was also presented. An important result of this analysis is that even if the electric fields show
significant variation near the interface, the period of the FK oscillations will be determined by
the surface value of the field. Figure 2-16 summarizes the predicted lineshape functions for
several experimental conditions that are encountered in ER spectroscopy.
Two experimental techniques, contactless electro-reflectance, CER, and photoreflectance,
PR, were introduced and the mechanisms of field modulation were discussed. PR was seen to
rely on surface trapping of photo-generated carriers, and the consequences for the power and
frequency dependence of the response were briefly considered. These aspects of PR will be
important in chapter 5 for explaining the tunable pump PR experiments. The complementary
nature of PR and CER and their usefulness in determining the sign of electric fields will be
seen more clearly in the next chapter.
Re(As) Im(AE) Eq. #
uniform field,
modulation from G(ho) F(ho) 3.29
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built-in field
spatially varying
field (kW<<1), F(ho) G(hco) 3.29
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Figure 2-16: Lineshape functions in various experimental situations.
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Chapter 3
Conventional ER spectroscopy of
ZnSe/GaAs heterojunctions
3.1 Introduction
With the general theory of CER and PR spectroscopy outlined in Chapter 2, results for
ZnSe/GaAs interfaces will now be presented. The ER experiments and analysis discussed
in this chapter are conventional in that the goal is to measure electric fields in the semicon-
ductors using the lineshape functions introduced in the previous chapter. In the next chapter,
the PR technique will be used in a new fashion where the pump, rather than the probe, energy
dependence of the reflectivity changes will be important.
The experiments will concentrate on the GaAs side of the junction. The magnitude, and
especially the sign, of the electric fields at the junction will allow the band bending at the
junction to be worked out. Looking at the ER spectra of the ZnSe are of less importance for
several reasons. The first is that because thin epitaxial films of ZnSe will be studied, the probe
beam will be reflected from the air/ZnSe surface as well as the ZnSe/GaAs interface. Both the
imaginary, as well as, the real part of the changes in the ZnSe dielectic constant will affect the
measured modulation spectrum. This is not a fundamental problem. With careful characteri-
zation of the wavelength dependence of the linear absorption and index, the spectra could be
unraveled [53]. Interpretation of the ZnSe spectrum does, however, suffer from more experimen-
tal uncertainty than the GaAs spectrum. Second, in finding the minimum energy configuration
of charges, some electrons from the n-type ZnSe will drop into the GaAs (modulation doping)
and some will be trapped on surface states at the air/ZnSe surface. The field structure in the
ZnSe may not be due only to the heterojunction fields, therefore. Finally, the ZnSe spectra
are not as detailed as the GaAs spectra, and do not show FK oscillations. This is because the
bandedge of ZnSe is dominated by excitonic effects. The binding energy of excitons in ZnSe
is approximately 20 meV, as opposed to 4 meV in GaAs. At room temperature, the effects of
Coulomb attraction on the bandedge states is quite significant. Thus, the wavefunctions used
in Chapter 2 are not appropriate and FK oscillations do not appear in the same way [54]. These
Coulomb effects will appear again in the pump-probe studies of ZnSe presented in Part III.
In any event, the GaAs results provide enough information to distinguish between the qual-
itatively different pictures of the GaAs/ZnSe junction band bending predicted by the diffusion
and trap models. Specifically, large, negative interface charges will be shown to dominate the
bending. In Chapter 1, modulation doping effects were shown to result in an effective positive
charge due to the donor ions seen by the GaAs side of the junction. This caused the conduc-
tion band to bend up, cancelling some of the conduction band potential barrier between the
materials due to the conduction band offset. A negative charge results in the bands bending
down, increasing the barrier.
The samples studied in these experiments will be described next. Presentation of CER and
PR spectra will follow, and will be divided into two parts. The doping of the GaAs side of
the junction will be shown to have the most pronounced effect on the junction fields. This
is evident in Fig. 3-1 which is shown for comparison. Proper understanding of these spectra
requires taking into account different physical details in each situation, and so the n-type and
undoped GaAs samples will be discussed in separate sections. At the end of the chapter, the
possible origins of the interface charges will be described.
3.2 Sample structures
The ZnSe films examined in these experiments were grown by MBE. Several micron thick GaAs
buffer layers were first grown on GaAs substrates to provide good quality, low defect nucleation
surfaces for the ZnSe growth. Use of the GaAs buffer layers allowed samples with different
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Figure 3-1: CER (dashed lines) and PR (solid lines) spectra of ZnSe/GaAS heterojunctions for
different GaAs surface reconstructions and doping.
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Figure 3-2: Multiple reflections from ZnSe thin film samples.
GaAs surface reconstructions to be fabricated. Proper choice of surface reconstruction has
been shown to minimize defects at the interface and lead to better quality films [55]. The
ZnSe was left unintentionally doped which results in about 1016 cm- 3 n-type material. The
ZnSe layer thicknesses were kept at about 1000A as a compromise between preventing the ZnSe
from relaxing and moving the air/ZnSe surface as far away from the junction as possible. Four
main samples will be discussed in this chapter which differ in the GaAs surfaces on which they
were grown. The samples are: i44 - semi-insulating GaAs with a 4x4 surface reconstruction,
i24 - semi-insulating GaAs with a 2x4 surface reconstruction, and n44 and n24 which are the
same as the first two, only with 1018 cm - 3 n-type GaAs. The buffer layers and the underlying
substrates have the same doping to prevent the formation of another (homo-) junction at the
substrate/buffer layer boundary.
The 2.67 eV bandgap of ZnSe means that it is transparent to light at the 1.42 eV bandgap
of GaAs. In addition, because ER modulation occurs only near critical points, no signals from
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Figure 3-3: Solid line shows the reflectivity of a 1000A ZnSe thin film. Dashed line is a fit using
the Fabry-Perot formula with ZnSe dispersion included.
the ZnSe occur on top of the GaAs modulation spectrum. Studying the GaAs bandgap ER in
these samples is thus the same as for bare GaAs surfaces except for one difference shown in
Fig. 3-2. The probe will reflect off the air/ZnSe as well as the ZnSe/GaAs interface causing
interference. This is evident in the sample reflectivity shown in Fig. 3-3. Near 500 nm, the
reflectivity is maximum, indicating that the two reflected fields are in phase. Near 900 nm, the
reflectivity is minimum indicating the front and rear reflections are 1800 out of phase. This
flips the sign of reflectivity changes on the GaAs interface and has to be taken into account in
order to determine the direction of the junction electric field by CER. The step in reflectivity
near 900 nm is due to light reflected off the back of the 500pm thick GaAs substrate. Because
the absorption of the GaAs is very high ( 104 cm-1) at the bandgap (874 nm), light reflected
from the back surface does not appear unless its frequency is tuned substantially below-band.
This is not an interference effect since the free spectral range of a 0.5mm GaAs etalon is much
less than the probe bandwidths of 1-2 nm used in these measurements. Effects due to these
0
back surface reflections are important for the semi-insulating GaAs samples.
3.3 n-type GaAs results
Figure 3-4 shows the CER and PR spectra for samples n24 and n44, again. The spectra
show oscillations with a very long period indicating the presence of a large electric field at the
interface. The reflectivity changes, AR/R, are about 1% for both of these samples. This signal
size is quite large for ER, and it also points to large electric fields. The two spectra are almost
identical which reinforces the fact that PR and CER essentially measure the same quantity.
The magnitudes of the interface fields will be estimated by associating the traces in Fig.
3-4 with the G lineshape function of the previous chapter. This is a reasonable start for the
analysis as the reflectivity changes are due to the real part of the dielectric constant, and the
data traces have minima almost at the bandedge energy of 1.42 eV. The magnitude of the fields
obtained by this analysis indicate that triangular quantum well states are formed on the GaAs
side of the interface in the valence band. The analysis of Chapter 2, is therefore not strictly
valid. An outline of how to construct a theory to cover this case will be outlined. Although the
magnitude of the fields can only be estimated, the conclusion that extremely large fields occur
at the interface is only underscored by these necessary modifications.
Before the magnitude of the fields are discussed, their direction will be determined since
this will have the biggest impact on the total barrier height between the materials. In the
configuration used here, both the PR and the CER spectra have the same sign. A positive signal
means that the reflectivity goes up (more light received on the detector) when the excitation,
pump light or plate voltage, is turned on. The positive plate for the CER trace was the ITO
coated glass flat in front of the ZnSe. The plate field, then, points into the GaAs on the positive
part of the drive cycle. Since the photo-carriers always act to reduce the field, the fact that
the CER signal has the same sign as the PR signal means that the plate field is opposing the
built-in field when it points into the GaAs. This, in turn, reveals that the GaAs interface
electric field points toward the interface from the GaAs bulk and indicates the presence of a
negative interface charge density. It must be stressed that this determination of the sign is not
affected by thin film interferences or by modifications to the wavefunctions used in Chapter 3
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Figure 3-4: PR (solid lines) and CER (dashed lines) of the GaAs bandedge for two ZnSe/n-GaAs
samples.
due to quantum confinement or excitonic effects. This is because the direction of the field is
contained in the relative sign between the PR and CER traces. All of these other complicated
effects influence the PR and CER traces in the same way, and can only modify the shape or
the overall sign of both traces together.
To estimate the field magnitude, the same analysis as used in Fig. 2-11 is performed.
The energies of the maxima and minima of the oscillations are plotted in Fig. 3-5 using Eq.
2.39. The slope of the linear fit determines h9, and therefore the electric field magnitude.
Electric fields of 8.8x 105 V/cm and 7.8x 105 V/cm are found for n44 and n24, respectively,
corresponding to surface charge densities of 6.6x1012 cm- 2 and 5.8x1012 cm- 2 . In both plots
in Fig. 3-5, the higher extrema deviate from the linear fit predicted by Eq. 2.39. This suggests
that the oscillations in the modulation spectra are not pure free-carrier FK transitions.
With the sign and magnitudes of the interface charges estimated, Poisson's equation (Eq.
1.1) can be solved for the potential in the vicinity of the junction. Surface charges on the
air/ZnSe surface are neglected in this calculation. Fermi statistics are used for calculating the
charge density from the potential at each point in space, and a 200 meV conduction band
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Figure 3-5: Plots of extrema energies to determine hO for ZnSe samples n24 and n44.
offset is used. A value of 200 meV was chosen to match the results presented in chapter 4.
The result for sample n44 is shown in Fig. 3-6 Comparing this structure to the ideal junction
modulation doping case shown in Fig 1-3, it is obvious that the negative interface charge has a
dramatic effect. The conduction bands on both sides of the junction are bent down as electrons
are repelled from the negative charge. This creates a very large potential barrier for electrons
entering the ZnSe from the GaAs. The band bending contribution, in fact, is almost 2.5 times
the barrier due to the fundamental conduction band offset, taken here to be 200 meV.
Because of the high doping in the GaAs, the interface fields are screened within about 300A
into the GaAs bulk. The non-uniform field theory of Chapter 3 is therefore applicable. The
functions GAv and Fs presented at the end of Chapter 3, were calculated to deal with the
band bending seen in these n-type samples. Under the theory of that section, the observed
modulation spectrum should be given by the sum of these two functions. Inspection of Fig. 3-4
seem to show that this is not the case, since the contribution from Fs would cause a positive
bump in the traces just below the bandgap at about 1.4 eV.
The reason for this discrepancy, as well as the poor fit at high energies in Fig. 3-5, lies in
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Figure 3-6: Band bending at the ZnSe/ n-GaAs interface due to a large negative surface charge
density as detected by ER.
500
E
w
0
-500
-1000
-1500
-2000
the structure of the valence band in Fig. 3-6. The band bending causes a triangular potential
well to be formed for holes . The 100A distance scale of the well is on the order of the De
Broglie wavelength of carriers near the bandedge, and results in quantum mechanical bound
states. These states do not have to be taken into account in evaluating the charge density when
solving the Poisson equation since the Fermi level remains far enough away from the valence
band that almost no holes are present. At larger interface fields the GaAs valence band may
bend below the ZnSe valence band and the bound states may become populated with holes. At
this point, both the Schr6dinger and Poisson equations must be solved together, as is also the
case of inversion in the theory of reversed biased field effect transistors (FETs). It would seem,
however, that inversion can only happen for externally applied fields because if the Fermi level
is so close to the valence band, the trap states on the interface must be mostly empty. Thus
there will be no large surface charge and no large electric field to cause the inversion.
Although the band bending can be calculated classically as in Chapter 1, the bound hole
states will affect the optical transitions monitored by the probe in the ER measurements.
Transitions between bound and free states in PR spectroscopy have been invoked before in
previous work in the field, but no theoretical attempt to characterize the lineshapes has been
published [56, 57]. An outline of the calculations necessary to deal with this situation will be
presented next.
The first step is to determine the envelope wavefunctions for the bound holes and the
electrons. A simplification of the problem is to assume that the potential is due to a half-infinite
uniform electric field for x>O and an infinite potential barrier at x=O. This is appropriate due
to the large valence band offset (-1.2 eV). Neglect of the flat band regions beyond 300A in Fig.
3-6 will only affect the spectrum at energies well below the band gap. The model potential and
sketches of the wavefunctions are shown in Fig. 3-7.
Both the hole and electron wavefunctions can be obtained from solutions to the uniform
field case. The holes will be discussed first. Away from x=O, the potential is linear and the
wavefunction,# , will be an Airy function of the first type (Ai) since the wavefunction must
vanish at x = +oo. At x = 0, (D must vanish and this introduces a quantization of the energy
E=O
x = 0 distance
Figure 3-7: Strong electric fields at a surface create a bound valence band state.
F
levels. The wavefunction are given by
(h (X) = Nh Ai (eEx - Eh U ( ) (3.1)
with hoh using the hole effective mass. N h is a normalization constant and U is the unit step
function. The quantized energy levels are given by
Eh
= zz, n=1,2,3 ... (3.2)hrh
where zn in the nth root of Ai(z) on the negative real axis. Only the n = 1 state is necessary
for the potential of Fig. 3-6.
The electron wavefunctions form a continuous spectrum, and are therefore functions of both
space and energy. They must also vanish at x = 0, and are given by
r -Ec - eSz -E - eEz\14e (x, Ec) = N e (Ec) Ai (-Ec - e +CBi c -E U (x) (3.3)
where
Ai (C=- i(3.4)
Bi (-)
and N e (Ec), and U (x) are the normalization constant and step function.
The absorption depends on the projections of these wavefunctions on each other as shown
by Eq. 2.18 and 2.20 is proportional to
Im (e (hw)) oc dEj j0 dx.Ih (X) qe (x, Eg + El+e hw) (3.5)
After, obtaining the imaginary part of Ae, the real part must be found by a Kramers-Kronig
transform. Both of parts of AE must then be used in Eq. 2.46 since the spatial scale of the
wavefunctions and resulting changes to the dielectric constant are on the order of the wavelength
of light in the material, A/27rn. Because of the limits on the integrals in these equations, and the
normalization conditions above, they cannot be evaluated analytically. Attempts at numerical
integration of the modulation spectra will not be attempted here.
Although these extensions to the theory of ER are necessary for a correct description of the
______
problem and experimental data, they emphasize the fact that large electric fields are present in
these n-type GaAs samples. Besides these two samples, several other ZnSe/n-GaAs structures
with dopings from 6x 1017 to 1 x 1018 cm - 3 were studied. Spectra similar to Fig. 3-4 and large
negative surface charges were observed in all cases. Possible origins of these charges will be
discussed at the end of this chapter. Again, it must be emphasized, that the determination of
the sign of the field at the junction is not affected by the neglect of these quantum confinement
effects.
3.4 Semi-insulating GaAs results
In contrast to the ZnSe films grown on n-type GaAs, samples grown on semi-insulating GaAs
show much smaller interface fields. Like the n-GaAs samples, negative interface charges are
also found on both the 2x4 and 4x4 reconstructed GaAs samples. Before the experimental
results are presented, an effect due to reflections off the back of the samples will be described.
Because the carrier concentration is very low in the semi-insulating samples, the screening
length is very long. At ne = 1010 cm - 3 , the Debye length is 44 ~m. Figure 3-8 is a sketch
of the band diagram of the samples showing how the field from the interface extend much
further into the bulk than for the n-type case. At energies sufficiently below the band gap, the
absorption becomes small enough for light to reflect off the back surface of the 500/m thick
GaAs substrate. The impact on the measured ER spectra is diagrammed in Fig. 3-9. The
step in the reflectivity below 1.38 eV marks the onset of the back surface reflection. Note that
the actual bandedge is at 1.42eV. Modulating the electric fields in the GaAs can change the
transmission of this light by electro-absorption - changes in the imaginary part of the dielectric
constant whose spectrum is given by the F function. Only the small tail of the F function in
Fig. 3-9 that extends below the substrate absorption edge will give rise to a measured signal.
Because the fields extend to such a long distance in the semi-insulating substrates, the small
absorption changes due to electro-absorption can integrate up and lead to changes in the total
measured sample reflectivity which are comparable to the front surface ER signals.
Electro-absorption contributions are evident in the data shown in Fig. 3-10. The middle and
bottom plots are of the PR spectrum of the 4x4 reconstructed semi-insulating GaAs sample.
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Figure 3-8: Band diagram for a ZnSe/ SI-GaAs interface. Low carrier concentration in the GaAs
results in very long screening lengths and electro-absorption of the the back surface reflection.
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Figure 3-9: Reflection spectrum and electro-absorption modulation lineshape. The GaAs sub-
strate is transparent below 1.38eV. Probe light with be modulated with a spectrum given by
the product of these functions.
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Figure 3-10: Effects of back surface roughening. Top plot: Sample reflectivity. Middle plot: PR
spectrum for sample i44 showing electro-absorption bleaching feature. Bottom plot: i44 again
on a different spot on the wafer.
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The top traces in these two plots show PR signals taken at different places on the wafer.
Both traces show a positive bump at 1.38 eV which corresponds to the step in the reflectivity.
These bumps look like the overlap of the tail of the electro-absorption F spectrum with the
transmission edge as in Fig. 3-9. The pump beam reduces the electric fields which reduces the
absorption at energies below the bandgap. This lets more light through the sample and results
in a positive change in the reflectivity as observed.
Conclusive proof of this effect comes from repeating the measurements after roughening the
polished rear surface of the substrates. The roughening was accomplished simply by gently
rubbing the samples' back surface against some 91im grit polishing film. The rough surface
scatters the probe very effectively and eliminates the reflection as seen in the top plot of Fig.
3-10. The bottom traces in the middle two plots show the actual PR spectra of the two pieces.
The spectra are essentially the same except for a sign difference due to thickness variations in
the ZnSe layer. The electro-absorption does not take part in these front surface interferences
because the substrate is thicker than the coherence length of the probe light. This fact actually
makes this feature useful for determination of the sign of the electric fields when it is observed
in CER experiments and it will be exploited here. This effect has not been reported or discussed
in the literature though it appears to be quite significant in interpreting ER lineshapes on low
doped samples. The reason the effect does not occur for the n-type GaAs substrates is that the
fields are screened so close to the surface that the front surface probe reflection already samples
the whole space charge region. Thus, the light reflected from the back surface has no relative
material volume advantage and is negligible.
With its back surface roughened, PR and CER were performed on the 2x4 semi-insulating
GaAs sample and the results are shown in Fig. 3-11. The PR and CER traces are almost
identical. The fact that they have the same sign indicates that the built-in field points toward
the interface from the GaAs, just as in the n-type case. The magnitude of the field is much
smaller, however. Figure 3-12 plots the energy of the extrema to determine ho. The field is
found to be 4.2x10 4 V/cm.
Analysis of the 4x4 semi-insulating sample is a little more complicated. The PR and CER
spectra are shown in Fig. 3-13. The data shown here are for the sample before the back surface
was roughened. The electro-absorption feature is therefore present in both traces. Identifying
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Figure 3-11: PR and CER for sample i24. Traces show same sign indicating negative interface
charge density.
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Figure 3-12: Extrema plot for sample i24 to extract the interface electric field on the GaAs side
of the junction.
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Figure 3-13: PR and CER spectra for the ZnSe/ 4x4 semi-insulating GaAs sample. Back
surface is polished resulting in electro-absorption peaks at 1.38 eV. The back substrate surface
has been roughened.
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oscillations with the letter indexes shows that the ER components of the two traces have the
same sign. This, again, implies negative interface charge. The 'd' peak is the exciton signal
which masks one of the ER extrema between 'c' and 'e'. The peaks at 'f' and 'g' can, however,
be used for a very crude estimate of 3.5 x 104 V/cm for the interface field. The sign of the charge
determined from the PR/CER comparison is corroborated by the electro-absorption signal as
well.
CER is generally less sensitive than PR. Apparently, the AC fields created by the plates
result in smaller modulation than the minority carrier trapping induced by the pump in PR.
This may have to do with mis-alignment of the plates which results in the strength of the
modulating field varying across the probe beam spot. The CER signal for i44 could not be
found when the sample had its back roughened. Some plate alignment is necessary to achieve
small separations without coming too close to the sample to cause shorting or arcing. Pick-up
of the drive signal from the high voltage op-amp is another source of background noise. To
obtain the CER trace in Fig. 3-13 , it was necessary to first find the large electro-absorption
signal. Averaging for approximately 1.5 hours ( 550 points @ 10 sec/pt ) was needed to bring
out the small ER oscillations. Attempts to measure the roughened samples were not successful.
The negative charge densities observed here, are in contrast to the results of Ref. [21] which
show strong evidence of interface well states in the conduction band. This discrepancy will be
discussed further in the discussion section at the end of this chapter.
Using the estimated interface fields, the band bending can be calculated. Figures 3-14
and 3-15 plot the band diagrams for ZnSe on semi-insulating GaAs with a 4.2x104 V/cm
interface field corresponding to a 3x1011 cm - 2 negative surface charge density. Because of
the extremely long screening length, the conduction band solution has structure on very small
and very long length scales. Note the distance scales in the two figures compared to Fig. 3-6.
Numerical techniques to solve Poisson's equation must use a sophisticated adaptive grid to
model this case. The solution presented here was calculated analytically assuming that the
1000 A, 1016 cm - 3 n-type ZnSe layer is completely depleted. The GaAs was treated as intrinsic
- the only charges present being free electrons and holes. In this case, the Poisson equation can
be integrated directly to yield an expression for the distance from the interface as a function
of the potential. To screen the negative charge on the interface, holes must be created on the
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Figure 3-14: Band bending at a ZnSe/SI-GaAs interface due to a negative 3x 1011cm - 2 interface
charge.
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Figure 3-15: Larger scale view of the ZnSe/SI-GaAs interface.
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GaAs side of the junction. Thus, the Fermi level is near the valence band of the GaAs. The
Fermi level does not reach its bulk position at mid-gap until about 50 pm into the GaAs. The
negative charges, although much smaller than for n-type GaAs, again cause the conduction
band to bend down from the interface. The barrier is mostly due to the conduction band offset
between the materials. Because the band bending doesn't shield the conduction band offset as
the ideal junction modulation doping solution predicts, finding negative charge on the interface
is a significant new experimental observation with implications for device design.
3.5 Discussion
The analysis of the CER and PR results in this study has focused on the electrostatics of the
junction with no mention made of the origins of the charges. The two main explanation of
the charges are interface traps and interdiffusion of ions across the junction. The interdiffusion
model is outlined in Chapter 2. It suggests that Zn diffuses into the GaAs and Ga diffuses into
the ZnSe during the growth process. Since Zn is an acceptor in GaAs and Ga is a donor in
ZnSe, a p-n junction is formed at the interface resulting in the surface fields. In the trap model,
surface charge is created at the junction in the same way as at an air/semiconductor surface -
surface states, perhaps due to unfulfilled bonds, trap majority carriers.
The data presented in this chapter support the trap model. The main argument is the huge
difference in the fields between the n-type and semi-insulating GaAs samples. Supposedly, ions
are driven across the interface by very large fields due to mismatch of bonding within the first
few atomic layers at the interface. If this is so, then all samples should show similar size electric
fields. A volume density of 1018 cm - 3 results in only one out of every thousand unit cells
containing an ionized donor. It seems implausible that such a small charge density can affect
the hypothetical diffusion process on a single mono-layer spatial scale. Doping in the n-type
samples, therefore, cannot account for the difference in field sizes within the diffusion model.
The diffusion model also predicts that the field points in the opposite direction as observed
in the GaAs. Band bending would then act to lower the effective barrier between the materials.
The sign determination presented here is independent of any specific model of the band bending
and is a solid experimental result upon which any model should be based.
Ef
- - - - --- 
- Ef
Figure 3-16: Surface traps with density of states Q (E) fill until equilibrium is reached with the
bulk. Top: N-type GaAs. Bottom: SI -GaAs, surface states act as acceptors . The Fermi level
eventually is at mid-gap far into the bulk due to the long Debye length.
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The trap model can account for both the magnitude and sign of the observed fields. The
top plot of Fig. 3-16 shows a density of surface states similar to that which is often measured
by C-V methods on Si-SiO 2 interfaces. In the n-type GaAs samples, electrons will minimize the
free energy of the system by falling into the lower energy surface states creating a surface charge.
This is shown by the middle plot. In the semi-insulating case, there are no free electrons. States
within a few kT of the valence band will act as surface acceptors, holding a valence electron
while creating a free hole. The band bending in this case is similar to the n-type case, but the
charge density will be smaller since only those states close to the valence band edge will become
occupied.
With regard to the different GaAs surface reconstructions studied, no dramatic effect is
observed. The 4x4 sample has a larger field of the two n-type samples, and the 2x4 sample has
the larger field of the SI samples. Apparently, any differences on the surface state densities due
to the initial GaAs surface during growth are small. Other factors such as the ratio of species
in the molecular beams (beam pressure ratio) and the temperature may have a greater impact
on the MBE growth. It may be that in addition to neutral surface trap states, a density of fixed
charges due to the nature of bonding at the interface may also be present. This charge could
be swamped by the large population of trapped electrons in the n-type samples, but may be
important for the low-doped cases. Indeed, one SI GaAs sample, presented in the next chapter,
will be seen to have a positive interface charge causing the conduction band to bend up as in
Fig. 1-3 in Chapter 1. Further work is necessary to reveal under what conditions positive or
negative interface charges as found on ZnSe/SI-GaAs heterojunctions.
The trap model is also preferred based on the inherent limitations of the available experi-
mental techniques. In the uniform field theory of ER, no detailed information on the spatial
distribution of the fields is really possible. Because of this lack of resolution, the trap model
simply lumps all of the charges causing the electric fields into a localized surface charge density.
The diffusion model, instead, suggests a spread out volume charge density within -100A of the
interface. References [27] and [26] reports complicated band bending near the junction along
with values for diffusion lengths for the Zn and Ga. How this information is obtained from the
published ER spectra is not explained. In this thesis, the simplest model for the interface will
be adopted until experimental results force a more complicated theory to be considered.
The exact form of the band bending is of secondary importance, anyway. The most impor-
tant result of this chapter is the evidence for large effective conduction band barriers between
the ZnSe and the GaAs. The new PR method introduced in the next chapter is designed
to measure these barriers directly. It will provide confirmation of the general picture of the
ZnSe/GaAs heterojunction laid out in this chapter.
Chapter 4
Tunable pump PR and conduction
band offsets
The previous chapter described an analysis of the ZnSe/GaAs heterojunction based on conven-
tional ER techniques. The primary focus was on the material spectral response measured by
varying the energy of the probe beam. Theoretical lineshape analysis was used to determine
the electric field which, in turn, was used to infer a plausible model of the charge density at the
interface. Numerical solutions of Poisson's equation then led to the realization of large Schottky
barriers at the junction. Although this is the standard usage of the ER method, it is indirect
and requires experience and familiarity with the theory in order to draw conclusions.
This chapter will present an entirely different approach to using PR spectroscopy. The main
interest will be on the pump energy dependence of the PR signals. The ZnSe bandedge PR
response will be used as a probe to detect the migration of electrons between the materials.
The exact PR lineshape and the structure of the electric fields in the ZnSe are not necessary for
these measurements, and are difficult to determine, in any event, because of excitonic effects.
The probe wavelength will in fact be held fixed on a PR signal peak. This is the first use of PR
to directly measure carrier transport.
Usually, the pump photon energy is unimportant for PR spectroscopy so long as light is
absorbed in the material to create minority carriers. There have only been a few investigations
that have made use of this degree of freedom in PR. Most have been directed toward obtaining
PR spectra for conventional analysis. For instance, Badakshan et. al. [58, 59] used two pump
lasers at widely separated wavelengths with different absorption lengths in the semiconductor
under study. By using both pumps and chopping out of phase, they were able to discern small
PR signals from buried layers from those caused by large surface fields. Pollack et. al. performed
an experiment which is the precursor to the methods developed in this work [60]. They used
a tunable pump source to determine the absorption spectrum of quantum well structures by
tracking the size of the PR signal while the pump was tuned across the bandedge exciton peaks.
PR was just the means to get information on a different physical property of the semiconductor.
This method was dubbed 'photoreflectance excitation spectroscopy' (PRE) in exact analogy to
the relation between photoluminescence spectroscopy (PL) and photoluminescence excitation
spectroscopy (PLE).
The new twist of the experiments described here is that the pump will be used to excite one
material while the probe monitors a PR signal from the other. The probe modulation is therefore
dependent on carriers moving across the heterojunction. By exciting carriers (electrons) at
different energies, 'electron spectroscopy' of the junction potential barrier can be performed.
This is the principle behind a standard photo-conductive technique - internal photo-emission
spectroscopy (IPE) [61, 62, 63]. By optically detecting the arrival of the electrons across the
barrier, the use of electrical contacts and specially designed structures, necessary for photo-
current methods can be avoided. Thus, the work presented in this chapter is, essentially, a
combination of the PRE and IPE techniques.
A description of these tunable pump experiments will be presented by first examining a single
ZnSe/GaAs sample. Supporting experiments designed to confirm the method and demonstrate
certain precautions will be discussed. Arguments will also be made that these results actually
measure the conduction band offset at the heterojunction. Next, results for several different
ZnSe films grown on n-type and SI GaAs will be shown. Finally, the chapter will conclude with
a very elementary theory of the observed pump wavelength dependences.
4.1 ZnSe PR signals and electron transport
Figure 4-1 shows the layer structure and conventional GaAs bandgap CER and PR spectra
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Figure 4-1: Left: structure of sample Z222. Rightt: CER and PR spectra at the GaAs bandedge
showing a large electric field due to a negative interface charge.
of a ZnSe/GaAs heterojunction sample. The samples will be denoted by their growth run
number in this chapter for brevity. Z222 is a 0.12 Mm ZnSe film grown on a 4x4 n-type GaAs
buffer layer doped to 7x 1017cm - 3. The n-type buffer layer was grown on a SI GaAs substrate.
The large short period oscillations seen in the PR trace arise from fields due to interface traps
at this homojunction. No samples with uniformly doped GaAs buffer layers and substrate
show this signal. Aside from this, the spectra are very similar to the results for the n-GaAs
samples of the preceding chapter ( Fig. 3-4 ). The PR and CER spectra have the same sign.
Taking into account the orientation of the AC field from the electrode plates, this indicates a
negative surface charge at the junction with a conduction band barrier between the materials.
An electric field strength of 2.3 x 105 V/cm was determined from the FK oscillations and used
to calculate the band bending shown in Fig. 4-2.
In order to see what else could be learned about the structure, PR measurements around the
ZnSe bandgap energy of 2.67 eV were performed. The results obtained with several different
pump lasers are shown in Fig. 4-3. The top trace is actually of a bare Si doped GaAs film
and is presented to demonstrate that the PR signals at 2.9 eV and 3.1 eV , seen in all of the
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Figure 4-2: Band bending calculated from Z222 PR and CER results. Conduction band offset
of 200 meV was used.
traces, originate from GaAs transitions. These are the GaAs E1 and E1 +A 1 signals due to
transitions from the heavy hole and split-off valence bands to the conduction band L-valley
near the A critical point ( see Chap. 2, Fig. and Fig. 2-9 ). The A point is a type M1 critical
point. An earlier ER investigation of the ZnSe/GaAs heterojunction mistakenly associated this
signal with supposed spatially-indirect transitions from the ZnSe valence band to the GaAs
conduction band [26]. The researchers then used this transition energy with the known band
gaps of the two materials to determine the band offsets. The observations in Fig. 4-3 cast
serious doubt on the conclusions of this highly referenced paper. As a last point, note that
PR signals can be observed at probe energies much higher than the pump energy. Here a laser
diode at 1.80 eV (688nm) was used. So long as carriers are created, field screening will affect
transitions at all critical points in the bandstructure.
The next trace from the top in Fig 4-3 is of sample Z222. A UV HeCd laser at 3.8 eV (325
nm) was used to created electron-hole pairs in both the ZnSe and GaAs materials. With carriers
in both materials, screening of fields on both sides of the junction occurs and PR spectra are
observed for the GaAs E 1 transition and, now, for the ZnSe Eo transition as well. The ZnSe
spectrum is composed of basically one oscillation, due to excitonic effects, and is therefore not
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Figure 4-3: PR in the blue spectral region taken with various pump lasers. Top trace: n-type
GaAs sample for reference (with sign flipped). Bottom traces: sample Z222 (ZnSe/n-GaAs
structure) showing GaAs and ZnSe PR signals.
L_
v
fl:
useful for the extrema analysis of Eq. 2.39.
The bottom three traces are also of sample Z222, but with pump photon energies decreasing
towards the GaAs bandedge. As expected, when the pump photon energy drops below the ZnSe
bandgap and electron-hole pairs are no longer created directly in the ZnSe, the ZnSe PR signal
becomes much smaller. As the pump is tuned to lower energies, the signal becomes smaller
still. The GaAs transitions are largely unaffected as long as hpump > 1.42 eV.
This seems reasonable, but one must wonder why any ZnSe PR signals are observed at
all for hwpump < Eg. Figure 4-4 shows the situation for pump photon energies below the
ZnSe bandgap. The pictures sketch the band diagrams at the junction with the built-in and
photo-carrier electric fields shown by horizontal arrows. The top diagram is for pump photon
energies above the GaAs bandgap, but below the energy necessary to create electrons with
enough kinetic energy to surmount the potential barrier at the interface. The photo-electrons
are thus confined to the GaAs side of the junction. The minority holes are attracted to the
negative interface charge and fall into traps. This sets up a field opposing the built-in field,
but, according to 1-D electrostatics, only in the GaAs material. No screening of fields should
occur in the ZnSe, and therefore, no ZnSe PR signal should be observed.
The bottom diagram shows the situation when the pump does have enough energy to create
electrons that can escape into the ZnSe. Electrons moving into the ZnSe can be trapped at
either the air surface or bulk defect traps and set -up a screening field in the ZnSe. The ZnSe
PR signals in the bottom traces of Fig. 4-3 actually measure, for the first time, screening due
to carriers transported between two materials.
4.2 Preliminary results
The conclusions of the last section and Fig. 4-4 suggest that the barrier height at the junction
can be measured by observing the size of the ZnSe PR signal as the pump is tuned in the
energy range intermediate to the two material bandgaps. Before results of this experiment are
presented, some preliminary measurements must be discussed. These will serve partly to add
support for the electron transport conclusion, and partly to explain some precautions that must
be taken into account.
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Figure 4-4: Band diagrams of the ZnSe junction showing screening action of photocarriers gen-
erated with a pump below (top) and above (bottom) the photon energy necessary for electrons
to cross the junction barrier.
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Figure 4-5: PR spectra of Z222 chopping at 800Hz showing the out-of-phase component of the
ZnSe signal.
In figure 4-3 the ZnSe PR signals for the below band pumps are quite small and ride on a
background from the tail of the GaAs signals. This is not a favorable experimental situation.
Fortunately, it is possible to measure the ZnSe signal in a background free way. Figure 4-5
shows PR traces for Z222 taken with the 688nm laser diode chopped at 800 Hz. The traces
were taken with the lock-in amplifier set at 900 and 0' to the chopped pump beam. The phase
of the pump was determined by removing a colored glass filter in front of the probe detector
and measuring the scattered pump light. From these two components, the GaAs E1 signal is
seen to be almost completely in phase with the pump. By varying the chopping frequency,
it was found that the E1 signal is able to follow the pump up to about 2.5 kHz. The ZnSe
signal, however, has a significant out-of-phase component. Plotting the phasors constructed
from these components in Fig. 4-6, the phase lag is found to be 440. By setting the lock-in
900 to the E 1 signal, the ZnSe signal can be measured background free. If the ZnSe PR signal
originates at the front surface, there is no reason why the time constant should be the same
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Figure 4-6: Phasor relation between the ZnSe and GaAs PR signals of Fig.
as for the GaAs since the trap states can lie at different energies and have different densities.
Even if the ZnSe signal arises from the interface traps, they lie at different energies with respect
to the bandedges of the two materials and, therefore, may have different escape rates. For the
purposes of this experiment, it is simply fortuitous that the time constants are different and
that the ZnSe signal is slow enough that it can be exploited at modest chopping frequencies.
Franz-Keldysh and excitonic signals have been separated in a similar manner in Ref. [64].
Another important feature of the PR technique is the pump intensity dependence. As
discussed in Chapter 2 (Fig. 2-8 ), at high intensities the pump may fill all of the available trap
states causing the signal to saturate. The pump intensity dependence of the ZnSe PR signal
was measured using the HeNe and the HeCd laser. The intensity was determined by using a
small pinhole of known diameter and measuring the power in the center of the pump beam
spot. A thermo-pile detector was used to calibrate a silicon photodiode power meter in order
to accurately compare the power levels at 325 nm and 633 nm. The results are shown in Fig.
4-7 . Note the difference in scales between the top and bottom plots. The saturation intensity
increases by a factor of 250 for the HeNe pump.
This makes intuitive sense in the transport picture. Electrons created with sufficient energy
must enter the ZnSe before they relax to the bottom of the GaAs conduction band. The
large opposing electric field reduces the fraction of arriving electrons further. Assuming that a
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Figure 4-7: PR pump intensity dependencies of the ZnSe signal using a HeCd laser (top) and
a HeNe laser (bottom).
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Figure 4-8: GaAs E1 and ZnSe Eo PR intensity dependences using a 688nm (1.80 eV) laser
diode.
carrier in either material has the same probability of finding a trap state before recombination, a
branching ratio can be estimated from the observed power dependences. The absorption length
in the GaAs at 2.0 eV is taken as 0.5pm and the HeCd beam is assumed to be completely
absorbed in the ZnSe layer. Taking the width of the space charge region of the GaAs side of the
junction to be -500A, I estimate only 10% of the electrons generated in the GaAs are eligible to
cross the junction. Electrons generated in regions of high electron concentration will be rapidly
scattered to the bottom of the band. Finally, accounting for the differences in photon fluxes
at the two pump wavelengths, a probability of roughly 2% is estimated for electrons at the
junction to enter the ZnSe.
Figure 4-8 shows a comparison of the power dependences of the ZnSe and GaAs signals
using the 688nm laser diode. Again, the ZnSe saturation intensity is much larger than the
~1 mW/cm 2 necessary to fill the GaAs junction traps. 50 mW/cm2 is actually a very high
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Figure 4-9: Experiment to measure effects high intensities on band bending. DC laser is used
to saturate the PR signal while the pump laser is used to record a PR spectrum to measure
the field.
saturation intensity for a PR signal. Measurement of the power dependence alone is a good
indicator of the existence or lack of a barrier at the junction.
Below the saturation intensity the signal is proportional to the absorbed pump, and there-
fore, to the number of photo-carriers present. In order to use the PR signal as a probe of the
electron population transferred to the ZnSe, the pump intensity must be in the linear regime.
This is the most important fact to take into account for the tunable pump experiments described
in the next section.
Figure 4-8 raises one final issue which must be addressed. From the plot, it is obvious
that to obtain the best signal to noise for the measurement, a pump intensity just below the
saturation intensity should be used. This maximizes the signal while remaining linear in the
absorbed pump power. The ZnSe saturation intensity, however, is much greater than the GaAs
saturation intensity. Completely emptying the surface traps may alter the band bending, and
therefore any conclusions drawn on the barrier height. To prove that this is not a problem,
the experiment pictured in Fig. 4-9 was performed. Two HeNe lasers, a pump laser and a
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Figure 4-10: Top: White circles - intensity dependence of GaAs PR signal for Z222. Black
circles - DC laser saturating signal with the pump fixed at 0.25 mW/cm 2. Bottom: GaAs PR
spectra taken at the DC laser intensities in the top plot. No evidence for band flattening is
observed from the FK oscillation period.
saturating (DC) laser were used. The purpose of the unchopped DC laser is to fill the junction
traps in an attempt to bias the sample. The pump laser was then used to record the PR
spectrum as before. Changes in the PR spectrum would indicate changes in the field strength
and band bending at the junction. Figure 4-10 shows the results. The white circles in the top
plot mark the intensity dependence due to the pump laser with the DC laser blocked. The
GaAs PR bandgap signal was monitored. The black circles mark the signal size as the DC
laser intensity is increased. The intensity of the pump laser was held at 0.25 mW/cm2. As IDC
exceeds the saturation intensity, the signal is rapidly quenched in a nice mirror image of the
pump laser dependence. The bottom plot presents PR spectra measured at each of the IDC
values marked by the black circles in the top plot. Clearly, even at 2.9 mW/cm2 , much larger
than the 0.25 mW/cm 2 saturation intensity, the spectrum oscillations maintain their period
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and shape. Evidently, the charge controlled by the traps represents a small perturbation of the
total interface charge density. The band bending is therefore not affected.
4.3 Tunable-pump PR and conduction band offsets
Using the tricks learned in the experiments of the last section, the barrier height measurement
will now be described. The conduction band offset is expected to be at most 300 meV based
on previous results. A tunable pump laser is therefore required in the range from the GaAs
band gap energy of 1.42 eV to about 2 eV. Ti:sapphire is a widely tunable solid state laser
which is ideally suited for this experiment. The Ti:sapphire laser used here was tunable from
840 nm (1.48 eV) to 710 nm (1.75eV); limited by the reflectivity bandwidth of the dielectric
cavity mirrors. The laser was designed primarily to operate modelocked and serve as a source
of ultrashort pulses. CW operation is, of course possible, but a laser designed specifically for
widely tunable narrow linewidth operation could use multi-stack mirrors and a tuning range
closer to the 690nm - 1 ym gain spectrum of the Ti:sapphire material.
To extend the tuning range, a 688nm laser diode and a HeNe laser were also used to provide
two more data points at 1.8 eV and 1.96 eV. A 50/50 single mode fiber coupler was used to
combine the beams from the lasers and ensure that the pump light distribution was the same for
all of the pump sources. The fiber also served as a convenient variable attenuator to reduce and
control the intensity at the sample. At each wavelength, the power was measured at the output
of the sample port to avoid errors in the pump intensity due to the wavelength dependence
of the coupling ratio. With these precautions, repeatable measurements of the PR signal size
could be made when switching between sources.
Light from a quartz-tungsten-halogen lamp filtered through a 1/2 or 1/4 m monochromator
served as a probe beam. The probe was guided with lenses and loosely focussed on the sample.
The reflection from the sample was then collected and focussed on a 9 mm2 silicon detector.
At the chopping frequencies of a few hundred Hz and above, the lamp is essentially shot-noise
limited. The signal-to-noise ratio is thus determined by the amount of probe light reaching
the detector. Use of the large NA 1/4m monochromator greatly helps in this regard. Probe
bandwidths of 1-2 nm were sufficient to resolve almost all PR spectra. Narrower slits on the
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Figure 4-11: Pump energy dependence of the GaAs E1 and ZnSe Eo PR signals. Pump energy
is plotted as excess electron energy in the GaAs conduction band. The GaAs signal simply
follows the GaAs absorption spectrum. The ZnSe signal shows a threshold energy for electron
escape into the ZnSe at about 160 meV above the bottom of the GaAs conduction band.
spectrometers only limit the probe power and thus the S/N. A simple transimpedance circuit
with a low input bias current OPA-111 FET op-amp from Burr-Brown was used to amplify
the detector signal. The feedback resistance was chosen high enough so that the typical probe
power used ( "4/W) resulted in a 5-6 V output bias. Higher resistances only drive the output
to the power supply rail and limit the amount of probe light that can be used. Note, that
considering feedback resistor Johnson noise and photo-current shot-noise, the S/N ratio will be
shot-noise limited above 50mV of DC output bias.
Figure 4-11 shows the wavelength dependence of the ZnSe PR signal as the pump is tuned.
The pump energy is plotted as excess electron energy in the GaAs conduction band
Ec = w - E (4.1)
1+ "=
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for the determination of the barrier threshold energy. The ZnSe PR signal was measured at the
positive and negative peaks ( 457.7 and 462.1 nm) seen in Fig. 4-3 and subtracted in order to
further reduce background from the E 1 signals and scattered pump light.
The dark triangles are measurements of the GaAs E 1 signal. The data was taken at much
lower pump powers in order to stay in the linear regime ( see Fig. 4-8). The GaAs signal
is thus proportional to the absorbed pump light, and is, in fact, a measurement of the GaAs
absorption spectrum. This is photoreflectance excitation spectroscopy [60] (PRE). The kink
evident at 0.25 eV may be due to the onset of the split-off band absorption. Generally, no
pronounced spectral features are observed, however.
The white circles represent the magnitude of the ZnSe PR signal. From the GaAs bandedge
( 0.0 eV), the ZnSe signal appears as the pump tunes across the absorption edge. This is
shifted from the band gap energy by bandfilling due to the high n-type doping. The signal
remains constant up to about 0.15 eV, but then dramatically increases indicating the crossing
of a threshold. This is exactly the same behavior as is observed in photo-current IPE methods
[61, 62]. In these measurements the yield is given by the expression
Y = a + b (Ec - Ethresh)2  (4.2)
where Ec is given by Eq. 4.1 and Ethresh is the threshold energy for transport across the junction.
The constant a represents a wavelength independent contribution to the photo-current, or in
this case the PR signal, from thermal emission over the barrier. Subtracting off this level, and
performing a least squares fit of vV to a linear function, the threshold energy from Fig. 4-11
is found to be 160 meV ± 20 meV.
IPE spectroscopy of a heterojunction usually involves fabrication of a special p-n junction in
order to maximize the collected current and to control band bending which may cause formation
of other barriers. A typical band diagram of such a structure is shown in Fig. 4-12. The quantity
of interest is the conduction band offset, AEc. From the diagram, however, determination of
AEc from Ethresh requires knowledge of the barrier reduction due to the band bending, 4 b :
AEc (pn junction) = Ethresh + bb + Xim. (4.3)
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Figure 4-12: Barrier energy parameters for determining conduction band offsets for (top) a
conventional IPE p-n junction, and (bottom) a ZnSe/n-GaAs heterojunction.
In the most precise measurements, the term Xim, which represents the barrier reduction due
to image charge effects as the electron enters the barrier material, is included. For the fields
estimated on the ZnSe side of the junction (2 x 104 V/cm), this term is only about 10 meV
which is less than the experimental uncertainty. It will not be included in the conduction band
offsets analyses in this work.
The bottom diagram in Fig. 4-12 is the conduction band bending determined from conven-
tional PR and CER methods in the previous chapter. From the shape of the conduction band
due to the negative interface charge it is apparent that the minimum energy needed to excite
an electron across the barrier is found by absorbing a pump photon right at the junction on
the GaAs side. Thus, for the ZnSe/GaAs heterojunctions studied here,
AEc (ZnSe/GaAs) = Ethresh, (4.4)
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and the conduction band offset is directly given by the threshold energy. The spatial form of
the band bending will affect the functional form of the yield, but not the threshold energy.
4.4 n-type GaAs results
The results for Z222 serve as a model against which other samples can be compared. Figures
4-13 and 4-14 outline the results of the same series of experiments for two other ZnSe/n-GaAs
samples. The upper left plot of figure 4-13 shows the layer structure of sample Z223. The
sample consists of a 0.12 pm thick undoped ZnSe layer grown on an n-type GaAs buffer layer.
This sample was grown as part of a nucleation investigation unrelated to this work. The ZnSe
growth was initiated on a 4x4 Ga surface formed with a nitrogen source on. Presumably GaN
may form at the interface. The effect on these interface measurements, however, is seen to be
minimal in the CER and PR spectra of the upper right-hand plot. Large, long period oscillations
occur very similar to those found for Z222, and the n-GaAs samples of the previous chapter,
n24 and n44. Again, a negative surface charge dominates the interface as seen from the signs of
the CER and PR signals. The HeNe pump intensity dependence shown in the bottom left plot,
indicates a fairly large saturation intensity implying that the electrons cross the junction with
difficulty. This suspicion is confirmed by the threshold behavior in the tunable pump plot on
the bottom right side. The threshold energy, which is the same as the conduction band offset,
is found to be 180 meV±20 meV.
Sample Z194 shown in Fig. 4-14 is also very similar to Z222 and Z223. The CER and
PR traces again indicate a negative surface charge leading to exposure of the conduction band
offset as a barrier. The relatively high saturation intensity of 10 mW/cm 2 follows the model.
The conduction band offset for this sample is measured to be 180 meV ± 20 meV.
Both of these samples show very similar behavior to that of Z222. The agreement between
the observed field sizes, interface charge signs, and conduction band offsets strengthens con-
fidence in the model of the ZnSe/GaAs interface set forth in this and the previous chapter.
Repeating these measurements for the pair of samples n24 ( ZnSe on 2x4 reconstructed n-type
GaAs) and n44 ( ZnSe on 4 x4 reconstructed GaAs) would have been ideal for further confirma-
tion. Unfortunately, the ZnSe signals in these samples had a fast time constant like the GaAs
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Figure 4-13: Top left: Sample structure of Z223. Top right: CER and PR spectra of the GaAs
bandedge. Signs indicate negative interface charge. Lower left: Pump intensity dependence
indicates a large saturation intensity suggesting a barrier at the junction. Lower right: Tunable
pump PR determination of the conduction band offset. AEc =180 meV.
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Figure 4-14: Top right: Sample structure of Z194. Top left: CER and PR spectra of the
GaAs bandedge indicating negative interface charge. Lower left: HeNe pump intensity depen-
dence of ZnSe PR signal showing a large saturation intensity. Lower right: Tunable pump PR
determination of the conduction band offset. AEc =180 meV.
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Figure 4-15: PR spectra of samples n24 and n44 taken with a HeNe laser. ZnSe and GaAs
signals are in phase with the pump out to high frequencies prohibiting the tunable pump
measurements.
signals. No phase lag which could be exploited for background free measurements was found
out to 3kHz chopping frequency, which was as fast as the mechanical chopper and the detector
could go. PR measurements obtained with a HeNe laser of the ZnSe Eo and the GaAs E 1
transitions are shown in Fig. 4-15 for reference. The ZnSe signal is present indicating electron
transport across the junction.
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4.5 Comparison of junctions with positive and negative inter-
face charge
All of the ZnSe/GaAs heterojunctions presented so far have had negative interface charge
densities. Even the two SI-GaAs samples in the preceding chapter were found to have negative
interface charge. Other studies of ZnSe/SI-GaAs junctions have found samples with fields on
the GaAs side pointing into the bulk, giving rise to band bending which shields the conduction
band offset. One ZnSe/SI-GaAs sample in this work was found with fields pointing into the bulk
( i.e. there was a positive interface charge density). The ZnSe layer for this sample was 0.5,um
thick, however, and was therefore relaxed. In order to compare this sample to the others, it was
necessary to also measure a 0.5 Mm thick ZnSe film grown on n-GaAs with a negative interface
charge. Creation of dislocations at the junction may be thought to disrupt the lattice enough
so that electrons from the GaAs could find low energy pathways into trap states on the ZnSe
side of the junction. Failure to observe threshold behavior in the tunable pump experiments
may not have anything to do with the actual band bending. The results of this section show
that this is not the case, and that the junction model developed so far holds even for relaxed,
thick ZnSe films, such as must be used in almost any practical application.
Figure 4-16 shows the PR and CER spectra of sample Z345. The spectra differ enough so
that firm conclusions cannot be drawn as in previous cases, but it does appear as if the spectra
have opposite signs in looking at the features near the bandedge. Opposite sign CER and PR
imply fields pointing toward the junction. This could mean a positive interface charge, or it
could simply result from modulation doping effects. In any case, the band bending will counter-
act the conduction band offset and will lower the threshold energy between the materials.
This conclusion is supported by the intensity dependence and band offset measurements
shown in Fig. 4-17. The left plot compares the saturation intensity of Z345 to sample Z350, a
5000A thick ZnSe film grown on an n+ GaAs substrate. The much lower saturation intensity
for Z345 ( SI-GaAs ) indicates that the electrons have no trouble entering the ZnSe from the
GaAs side. The saturation intensity of sample Z350 is comparable to those found earlier. The
left plot shows the pump energy dependence of the ZnSe PR signals. While the n-GaAs sample
shows the familiar threshold behavior, the curve for Z345 is flat indicating no threshold energy
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Figure 4-16: PR and CER traces for a 5000 A ZnSe film grown on SI-GaAs. Opposite digns of
signals indicates positve interface charge.
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Figure 4-17: Comparison of ZnSe PR results for samples with positive and negative interface
charges. Left plot: Comparison of saturation intensities. Right: Tunable pump measurements.
SI GaAs sample shows no threshold and a much lower saturation intensity indicating no con-
duction barrier between the ZnSe and the GaAs.
to overcome and no barrier between the materials.
4.6 Semi-insulating GaAs samples
Finally, conduction band offset results for the two ZnSe/SI-GaAs samples measured in chapter
3 are presented in this section. Both of these samples were found to have a negative interface
charge. The ZnSe PR spectra for these sample are shown in Fig. 4-18. Because the GaAs E 1
signals were much smaller than found for the n-GaAs samples, the pump energy dependence
could be measured despite the fact that very fast time constants were observed. The conduction
band potential barrier caused by the interface charge is directly evident in the pump energy
dependence of the ZnSe PR signals. Figure 4-19 shows the results for the 2x4 reconstructed
sample (i24). The data are noisy, but appear to show a threshold of about 110 meV ± 30 meV.
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Figure 4-18: PR traces of the ZnSe bandedge of samples i24 and i44 (ZnSe on 2x4 and 4x4 SI
GaAs) taken with a HeNe laser.
Data for sample i44, shown in Fig. 4-20, is the clearest example of this technique found so far.
Again, a threshold of about 110 meV is found. The reason for the observation of lower con-
duction band offsets for the SI-GaAs samples is not clear. The thermal excitation background
in both of these samples is relatively much lower than for the n-GaAs data. Excitation across
the barrier from the high energy tail of the electron distribution in the heavily doped samples
appears to cause this background.
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Figure 4-19: Tunable pump PR plot for sample i24 with estimated threshold energy as shown.
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Figure 4-20: Tunable pump PR plot of sample i44 showing sharp threshold at 0.12 eV above
the bandedge.
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Chapter 5
Conclusion
Table 5.1 summarizes the results of the ER and PR measurements performed in Chapters 3
and 4. Every sample grown on n-type GaAs was observed to have very large electric fields
present at the heterojunction on the GaAs side. Using both CER and PR measurements, the
direction of the field was found to point toward the interface on the GaAs side. This suggests
a that the interfaces have a large negative surface charge. With the field pointing towards the
junction, the bands on the GaAs side bend down with distance away from the ZnSe, and the
tunable pump barrier height measurements directly determine the conduction band offset. The
observed values are significantly lower than the band offsets reported by Kassel et. al. [26]. As
discussed in Chapter 3, their mis-assignment of the GaAs E1 transition as some sort of spatially
indirect cross-over transition seems to cast doubt on their results. The conduction bands offsets
obtained by the tunable-pump PR method generally fall between 160 and 200 meV. Sample
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Z350 from table 5.1 showed a threshold energy closer to 250 meV.
Sample thickness GaAs doping GaAs E. Field Charge Offset
(am) (cm - 3 ) recon. (V/cm) sign (meV)
Z222 0.12 n-type 7x1017  4x4 2.2x105 - 160
Z223 0.12 n-type 8x101 7  4x4 2.3x105  - 180
Z194 0.10 n-type 6x1017 4x4 1.0x105 - 180
n44 0.10 n-type 1x101 8  4x4 8.8x10 5  - NA
n24 0.10 n-type x 1018 2x4 7.8x 105 - NA
Z350 0.50 1x1018 (n++sub) 4x4 9.5 x 105  - 250
i44 0.10 SI 4x4 4.2 x 104  - 110
i24 0.10 SI 2x4 3.5 x 104  - 110
Z345 0.50 SI 4x4 2.8x104 + NA
(5.1)
(5.2)
The semi-insulating GaAs samples showed much smaller electric fields at the junction. The
GaAs electric fields for two samples, i24 and i44 of Chapter 3, were unambiguously shown to
point towards the interface by PR and CER measurements. Thus, the band bending for these
samples is the same as found for the n-type GaAs samples with the band bending adding to
the potential barrier. This picture was confirmed by the tunable-pump measurements which
found threshold energies of about 110 to 120 meV above the GaAs conduction band. The
CER and PR results for sample Z345, discussed at the end of Chapter 4, suggest that the
GaAs electric fields, in this case, point into the GaAs, consistent with modulation doping or
a positive interface charge. The bands on the GaAs side would then be expected to bend up,
acting to remove the barrier presented by the conduction band offset. This was confirmed in
the tunable-pump measurements where no threshold behavior was observed, indicating that the
photo-electrons created in the GaAs have no trouble entering the ZnSe. The much lower ZnSe
PR saturation intensity found for this sample also supports this picture.
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Based on these results, several conclusions may be drawn. The size of the GaAs electric fields
seems to be determined primarily by the doping. It is hard to see how doping at 1018 cm - 3
could affect inter-diffusion of ions across the junction which is supposedly driven by electric
fields due to charge imbalances on the first one or two monolayers of material at the junction
and which is claimed to result in doping densities above 1019 cm - 3 localized within 100 A of
the junction [24, 25]. If interdiffusion were the dominant source of the observed fields and band
bending, the n-type and semi-insulating samples would, thus, be expected to give similar ER
and PR results. In addition, the sign of the electric field was observed to be opposite to that
expected for a p-n junction formed by Ga donors in ZnSe and Zn acceptors in GaAs.
The more mundane model of surface traps controlling the band bending, therefore seems
more appropriate. The lower fields for the semi-insulating GaAs samples would then simply
be due to the presence of fewer free electrons to be trapped at the surface. Semi-insulating
GaAs is formed by doping with mid-gap donor and acceptor ions [65] to pin the Fermi level
near half-the band gap. Depending on the nature of the interface states, either electrons or
holes could be formed on the interface due to charge exchange with these mid-gap donors and
acceptors. This could explain the observation of electric fields pointing both towards and away
from the interface in different SI-GaAs samples.
On a microscopic level, these results do not give much information on the exact nature of
the interface charges. No other characterization techniques, however, would fare any better.
Buried interfaces severely restrict the available surface analysis techniques. In fact, it is not even
known if the surface traps have anything to do with the ZnSe at all. They could be present
on the GaAs before the ZnSe growth is started. In situ PR measurements could determine
if this is the case. Such further detailed analysis, however, misses the point. These results
are important because of the implications for transport in devices. Further research should be
directed towards eliminating these surface charges and reducing the potential barriers to electron
conduction between the GaAs and ZnSe. The CER and PR experimental framework set-up in
this thesis seems to be the best way to characterize the band bending since these techniques
are the only optical, contactless methods which can directly give the field magnitude and sign.
The interface trap densities on the n-type GaAs samples were not observed to be strongly
dependent on the GaAs surface reconstruction. Only small differences were seen between the 2x4
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and 4x4 reconstructed GaAs samples. More work is necessary to determine if these differences
are really due to the initial GaAs surface structure. More mundane factors such as growth
temperature, beam pressure ratios, and growth rate may be more important. Annealing has
been observed to reduce large electric fields observed in ZnSe/GaAs double-heterostructure
samples [66], and may lead to a simple solution to this band bending problem.
The nature of the band bending observed was fortunate, in one sense, because it allowed
the tunable-pump PR barrier height measurement to directly determine the conduction band
offsets. Some variation was observed, which may possibly be expected given the results of Refs
[19, 17]. All of the band offsets were observed to be significantly less than the 300 meV value
often quoted in the literature. The results for samples Z345 and Z350 are significant because
the ZnSe layers were relaxed. The observation of a threshold energy for the n-type GaAs sample
(Z350) shows that dislocations do not effect the barrier height between the materials.
Besides the specific experimental results for the ZnSe/GaAs interfaces that were obtained,
several new experimental techniques were developed in the course of this work. The use of
CER and PR together to determine the sign of electric fields is a fairly straight forward idea,
but is not generally appreciated in the literature. This may be due to the fact that researchers
generally know the origins of the electric field in the samples under study, and that often the
focus is on characterizing energy of levels in quantum wells or of bandgap energies rather than
the fields themselves. This combination of measurements is useful because complications due
to spatially non-uniform fields, thin film interferences , and presence of bound states alter the
observed lineshapes from those predicted by the simple, uniform field theory of Chapter 2.
Using PR to determine which direction of the CER field results in reduction of the built-in field
can circumvent all of these difficulties.
The tunable pump technique represents a new method for measuring barrier heights at
junctions. It is simple to implement compared to x-ray synchrotron photo-emission experiments,
and is non-destructive and contactless. Extension to other interesting materials systems, such
as InGaP/ZnSe, InGap/GaAs, or infra-red semiconductors such as the antimonides, should be
straight forward. For materials with band gaps closer in energy than for ZnSe and GaAs, more
care need to be taken in the filtering of the pump beam since color glass filters are not very
sharp in wavelength. A 1/4m double-monochromator would be the ideal probe source for these
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measurements. The second, synchronized spectrometer would be used for filtering before the
probe detector. Pump detunings as small as can be achieved in photo-luminescence excitation
(PLE) methods could then be achieved. An alternative solution is to find higher energy PR
signals for the barrier material (such as the E 1 or E2 transitions) that ,hopefully, are far removed
from the other material's bandgap. This is a major advantage of PR as opposed to PL.
An auto-tuning pump laser would also be a major improvement. Much of the spread in
the data points can be eliminated attributed to low frequency variations in the pump power
rather than probe-shot noise. This is especially true when background signals due to scattered
pump light or other PR transitions are present. Stabilizing the pump and performing multiple
scans would reduce this problem. The trick of using the chopping frequency and lock-in phase
to distinguish between overlapping PR signals does not always work. A vibrating mirror in the
probe monochromator could be used for rapid scanning over the PR signal being monitored.
Tuning the lock-in to the sum or difference of the probe scanning and pump chopping frequencies
would then eliminate the background signal.
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Part II
Time-Resolved Photoreflectance of
GaAs surfaces
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Chapter 6
Time resolved PR of GaAs
In this chapter, the mechanism of photo-reflectance will be investigated in more detail by time
resolving the surface trapping of the injected minority carriers. The samples studied were simple
GaAs bulk substrates and epilayers. Several sub-picosecond studies of GaAs reflectivity have
been made in the past [67, 68, 69], and the observed signals were attributed to carrier dynamics,
plasma effects, and changes in band-filling due to diffusion. The experiments described here
show that the dominant response near the GaAs critical points is due to screening of surface
electric fields.
As discussion in Part I, PR signals may be conveniently 'time-resolved' simply by changing
the chopper frequency since the frequency response is so slow. An experiment using a digital
oscilloscope to look at the probe modulation in the time domain on a micro-second timescale
has been reported [70]. These slow time responses are associated with deep surface traps. The
equilibration times with the bulk free carriers are slow because the escape time from a trap
is an exponential function of the trap binding energy. Shallower traps can equilibrate much
faster. The micro-second experiments time resolve the net transfer of charge to the surface and
not the time it takes for an individual hole to be captured.
The pump-probe technique used to measure fast processes with ultrashort pulses will be
described briefly first. This chapter will thus serve as a bridge to the ultrafast carrier dynamics
studies in Part III. Experimental results for GaAs will then be discussed. Finally, some ideas
on the application of these results will be presented at the end of the chapter.
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6.1 Pump-Probe Spectroscopy
Ultra-short ( 7p < 100 fs) light pulses produced by modelocked lasers can be used to time-resolve
processes that occur too quickly for electronic circuits. The beam from the pulsed laser is split
using a beam splitting mirror into a pump beam and a probe beam. The two beams are then
separately focussed onto the same spot on the sample. The purpose of the pump pulse is to
excite the sample causing changes in its absorption or refractive index. The probe pulse is used
to measure these changes either in transmission or reflection. By reflecting the probe beam
from a mirror on a movable stage before it hits the sample, the relative arrival time between
the pump and probe pulses at the sample can be varied. Thus, the probe can be set to intercept
the sample at a fixed time delay behind the pump and to interrogate the state of the sample
at that point in time. By measuring the modulation induced on the probe by the pump as the
stage is scanned, the sample dynamics can be mapped out using only low frequency detection
of the probe. The timing of the pulses is depicted in Fig. 5.1.
If the excitation of the sample is small enough, it will be linear in the pump intensity. The
time response, r(t), of the induced change in the optical properties is obtained by convolving
the pump intensity profile, Ip(t), with the sample impulse response, A(t) (which is assumed to
be causal),
r(t) = dt'A(t')Ip(t - t'). (6.1)
The probe pulse following at delay, 7, is modulated by this response and the resulting total
pulse energy is measured with a slow detector
S(r) =J_ dtIpr(t - 7)r(t). (6.2)
By making suitable variable changes, one can show that this is equivalent to
S(r) = dtA(t + r) dt'Ip(t')Ip(t - t'). (6.3)
Thus the pump-probe trace, S(r),can be thought to be the result of the sample response,
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A(Tr),being driven by the cross-correlation waveform of the pump and probe. The cross-
correlation width of the pump and probe combined determines the time resolution of the system.
If both pulses are very short, the pump probe trace will simply be the sample impulse response
mapped onto the delay, T.
6.2 Experimental results
The laser used for these time-resolved PR (TRPR) experiments was a modelocked Ti:Sapphire
laser producing 100 fs pulses and operating in the wavelength region from 840 nm to 960nm.
By second harmonic generation (SHG) in a nonlinear beta-barium-borate (BBO) crystal, either
the pump or the probe beam could be converted to the blue spectral region in the range 420-
480nm. More on the laser, and pump-probe set-up details will be left to the chapters on carrier
dynamics in Part III.
Figure 6-2 shows a reflection pump-probe traces using a IR pump pulses and SHG blue
probe pulses at energies of 2.963 eV (418 nm), 2.925 eV (424 nm), and 2.917 eV (425 nm). The
sample is a 3/Lm thick GaAs epi-layer doped n-type at 3 x 1016cm - 3 with Si. The substrate is SI
GaAs. The pump and probe were focussed with a fused silica lens to an approximately 20 /m
spot. The pump power was 2.5 mW resulting in a 2.8x 1017 cm - 3 density of injected carriers.
The probe power was 200ILW. The traces are composed of a fast negative step which drops
with the integral of the pump pulse and slow step with 5-6 ps rise time. The sign of the slow
component varies with probe energy. The negative step seen at all probe energies represents a
reduction of the refractive index, and is consistent with an increase in the plasma frequency due
to the injected carriers. The top plot of Fig. 6-3 shows the 425 nm trace with a fit generated
by convolving a 1 ps exponential plus a step response with the system cross correlation. The
dynamics are evidently non-exponential. The bottom plot shows the same data at short time
delays with the measured system cross-correlation to emphasize that the response is due to two
competing step responses: one that turns on instantaneously, and one that turns on slowly.
At this point, many physical mechanisms for the index non-linearity can be imagined. One
possibility is that some of the photo-generated electrons and holes are scattered to high energy
states in the conduction and valence bands by carrier-carrier collisions. Figure 6-4 shows the
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bandstructure of GaAs with the pump and probe transitions marked. Electrons scattering to
the L-valley would be detected by the probe on the E1 transition. The dynamics would then,
presumably, be due to inter-valley scattering processes.
The correct interpretation of these results becomes apparent when the magnitude of the
slow rising component is plotted against the probe wavelength as in Fig. 6-5. The solid curve
is an experimental conventional PR trace of the E1 transition taken with a HeNe laser and
a lamp. The excellent agreement between these spectra identify the index non-linearity as
resulting from the Franz-Keldysh effect. The slow rising component in the pump-probe trace
is therefore measuring the screening dynamics of the built-in surface field.
6.3 Free carriers vs. Traps
Having established that the reflectivity changes are due to the Franz-Keldysh effect, it is still
necessary to prove that the dynamics are due to surface trapping in order for the experiment
to be called 'time-resolved photoreflectance' or TRPR. The photo-injected free carrier plasma
will of course screen electric fields without having anything to do with the surface. A quick
estimation of the time and length scales involved will resolve the issue.
At a doping density of 3x1016 cm - 3 and a surface charge density of 1011 cm - 2, the surface
field is 50 kV/cm and the depletion width is about 400 A. After optical injection at 4x1017
cm - 3, the Debye length is about 70 A. The probe, however, only senses changes in the dielectric
constant within about 100 A of the surface due to the extremely high absorption in GaAs at
2.9 eV [59, 31]. The situation is illustrated in Fig. ??. Thus, holes must be physically trapped
on the surface in order to reduce the electric fields sensed by the probe.
The time scales for free carriers to reach electrostatic equilibrium can be estimated by either
the dielectric relaxation time, T = - /E, or the inverse plasma frequency, 7 = 27rwp I . In both
cases T is much less than 100 fs, much too short to account for the several picosecond rise-time
seen in Fig. 6-3.
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6.4 Modelling
The disparity in length and time scales between the screening behavior of free carriers and the
observed response greatly simplifies analysis of the problem. Instead of having to solve the
full device equations [13], a quasi-static picture seems appropriate. The number of electrons
trapped on the surface, Ne, is governed by a rate equation involving the total number of traps,
Ntrap, rate constants ip and .n , and the free electron and hole densities at the surface
d = n(Ntrap - Ne)n(z = O, t) - hrpNep(z = 0, t). (6.4)dt
The surface free carrier densities are calculated by solving the Poisson equation
- = [p- n + N (6.5)
with degenerate Fermi statistics and subject to boundary conditions involving the trapped
surface electrons, and the optically injected carriers
#' (z = O, t) = -Ne(t) , p(z = 00, t) = pinj , n(z = oo, t) = ninj. (6.6)E
The potential and free carrier densities are time dependent only through the changing surface
charge density. Because the equilibration time of the electrons and holes via drift and diffusion
are extremely fast on the short length scales we are considering, the surface free carrier densities
will adiabatically follow the surface field.
The rate equation (Eq. 6.4) is to be integrated numerically by a Runge-Kutta method with
the Poisson Eq. being solved at each time step. The structure of these equations is very similar
to simple population dynamics which yield non-exponential solutions with rise times controlled
by the initial populations.
The goal of this model is to account for the dynamics shown in Figs 6-7 - 6-9. The traces in
Fig. 6-7 are the TRPR components of the pump-probe response taken at different power levels
and normalized to unity in order to compare their time dependence. As the pump is increased,
the trapping proceeds faster. This can be seen more clearly in Fig. 6-8 where the circles and
triangles represent the 40% and 80% rise times of the traces in Fig. 6-7. Fig. 6-9 shows
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the magnitude of the TRPR component at 20 ps delay versus pump power. The saturation
of the signal size is intuitively in agreement with the rate equation model described above.
The saturation is not due self-bleaching of the pump pulse since the maximum injected carrier
densities are estimated to be only 6 x 1017 cm - 3 and the pump is 50 meV above the band edge.
The pump saturation intensity was found to vary for different spots on the sample indicating
spatially varying surface state densities. This may lead to applications in characterization which
will be briefly described next.
6.5 Future work
If data such as in Fig. 6-3, and 6-7 can be fit quantitatively through the material parameters
np, nK,and Ntrap, the TRPR may become a useful non-contact tool for characterizing surface
treatment procedures. Repeating these experiments for silicon would be very interesting because
of the sophisticated washing, etching, and oxide deposition technologies used in electronic device
fabrication. The E1 transition in Si lies at about 3.4 eV [31] and is accessible by SHG of
Ti:sapphire or modelocked laser diode pulses. The fact that Si is an indirect gap semiconductor
does not matter for the pump. Eventually, it would be interesting to try and build an instrument
to image surface state densities. The use of a laser as a probe in PR allows high spatial resolution
and sensitivity. The drawback with using a laser in the conventional method of PR is that data
analysis is done on the PR spectrum requiring a widely tunable source. Learning to extract
surface densities from the dynamics is an important result of this work since power and time
dependences can be measured rapidly at each point in an imaging system, and tuning is not
required.
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Figure 6-1: Top: Reflection pump -probe experiment. Bottom: Timing diagram showing how
probe intercepts the sample dynamics always at the same point for a given delay, r, in the path
length.
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Figure 6-2: IR pump - Blue probe reflectivity traces for a 3x10 16 cm- 3 n-type GaAs epilayer.
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Figure 6-3: Top: Pump-probe trace at 425 nm with 1.1 ps timeconstant fit to demonstrate non-
exponential nature of the response. Bottom: Close-up view at short times with the measured
system cross-correlation. The response is composed of two competing step functions, one of
which has a slow turn-on time.
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Figure 6-4: Band structure of GaAs. The arrows mark the pump and probe transitions.
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Figure 6-5: Solid curve: Conventional PR spectrum of the El GaAs transition. Circles: Mag-
nitude of the slowly rising component in the reflectivity response.
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Figure 6-6: Top: Plot of the spatial dependence of the surface electric field before and after
1018 cm - 3 photoinjection. Bottom: Index changes due to the free carrier field screening (solid
line), and penetration of the 2.9 eV probe.
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Figure 6-7: Dynamics of PR component as a
compare the shape of the temporal response.
function of pump power. Traces are scaled to
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Figure 6-8: 40% rise time ( circles ) and 80% rise time ( triangles ) of the non-exponential
dynamics in Fig. 6-7. With more free holes available to be trapped, the screening of the surface
electrons gets faster.
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Figure 6-9: Saturation of the PR signal size with pump intensity occurs at the same point as
the saturation of the response time.
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Chapter 7
Introduction
The optical and electronic properties of semiconductors are governed by fundamental scattering
processes between elementary material excitations [71, 72, 73]. Mobile electrons and holes scat-
ter among the various Bloch states of the ideal, single-particle Hamiltonian, used to determine
the bandstructure, due to interactions among themselves, vibrations of the lattice, collective
plasma oscillations, and impurities. The processes result in redistribution of momentum and
energy and determine macroscopic quantities such as the electrical and thermal conductivity
and the optical absorption and luminescence spectra.
Often, these interactions are calculated using time-dependent perturbation theory ( Fermi's
golden rule) to obtain the rates at which certain processes occur [72, 74]. Sorting the many
possible scattering mechanisms according to timescale serves to establish the basic physical
environment in which further analysis of a specific experiment or devices should proceed. For
instance, for short enough time or distance scales, and at low densities, the motion of carriers
can be treated ballistically using semi-classical equations of motion. In another situation,
fast scattering may necessitate calculating averaged velocities and energies of a distribution of
particles using the Boltzmann equation [75]. Sophisticated numerical methods such as Monte
Carlo calculations attempt to track the individual paths of test particles in devices such as high
speed transistors. The rates of many simultaneously occurring processes are needed as input
to calculate the probability that a given particle will continue on its current trajectory or be
scattered at each time step.
Since many of these interactions happen on sub-picosecond (10-12 sec) timescales, direct
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experimental observation of scattering times has had to await the development of ultrashort
pulse lasers. As discussed, briefly, in the last chapter, ultrashort pulses can be used to excite a
material and then gate or sample the transient changes in the absorption or reflectivity with a
time resolution far beyond the capability of electronics. The explosion of interest in Ultrafast
Optics in the past 10 years has stemmed, to a large degree, from the fervent hope that spectro-
scopic determination of the properties of semiconductors on ever shorter timescales can lead to
faster electronic ( and optical ) devices for communications, computing, and instrumentation.
Pulses of 100 fs ( 10- 13 sec) duration are routinely produced by modelocked dye [76], color-
center crystal [77], solid state [78], and fiber lasers [79] . The current record for pulse duration
is 4.5 fs obtained by compression of 10 fs pulses from a cavity-dumped modelocked Ti:sapphire
laser operating at 800 nm [80].
These femtosecond sources have been used to study a wide variety of physical processes in the
near-IR III-V semiconductors such as GaAs and the important InGaAsP family of compounds.
This work has resulted in the identification of four timescales relevant for non-equilibrium carrier
dynamics in semiconductors [81]. The four regimes are the coherent regime, the non-thermal
regime, the hot-carrier regime, and the isothermal regime. These time scales serve only as a
general guide and some overlap may exist depending on the specific situation.
The coherent regime ( < 100 fs) deals with the fastest fundamental processes. Here, the
oscillators, comprised of the electronic states of the medium, have not yet dephased by collisions
and are able to coherently follow the pump field excitation. Many of the ideas of atomic physics,
on much slower nano-second to microsecond timescales, have analogs in semiconductors in this
regime. Photon echoes, quantum beats, and free induction decay have all been observed for
quantum well states [82](wave packet dynamics), excitons [83], and even free carrier transitions
( heavy hole -light hole beats ) [84, 85]. Most of these experiments must be carried out at low
temperatures and low densities to avoid rapid thermal dephasing.
In the non-thermal regime from 50fs to 500fs, with the material coherence destroyed, the
excitations of the medium are described as electrons and (or) holes occupying bandstructure
states. The distribution functions of the electrons and holes are not Fermi-Dirac, and still
retain the characteristics of the excitation process ( e.g., the pump laser spectrum )[86, 87].
This situation is called spectral-hole burning [88]. At high densities, carrier-carrier scattering
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events act to redistribute energy [89, 90, 91, 92] and momentum [93]in the population and
bring the distribution to equilibrium. At lower densities, equilibrium must arise from slower
carrier-phonon scattering events. Thus, the time scale of this regime is somewhat blurred. The
transfer of electrons from the central conduction band valley to the satellite valleys also occurs
on this time scale [94, 95].
Having reached an equilibrium distribution among themselves, the electrons and holes can
each be described by a temperature. These temperatures may be well above the lattice temper-
ature, and so this is the hot-carrier regime. The important processes here are carrier-phonon
scattering and electron-hole scattering to establish a common temperature between the elec-
tron, holes, and the lattice. This time scale (200fs - 5ps) is very important for small, high speed
electronic devices [96, 97]such as HEMTs ( hot electron mobility transistors) and Gunn diodes
as well as optical devices such semiconductor laser diodes and amplifiers .
The slowest regime is the isothermal regime where the cold electron and hole distributions
recombine to establish over-all equilibrium in the system ( i.e., a single Fermi level ). In good
quality direct bandgap material, recombination times are on the order of 1 - 10 ns. Laser
diode require long carrier lifetimes in order to achieve population inversion, but currently there
has been much interest in the ultrafast optics community on materials with very short carrier
lifetimes on the order of 100 fs. Materials such as low temperature grown GaAs [98, ?]are
useful as fast saturable absorbers for modelocking lasers to produce short pulses and as photo-
conductive antennas in THz radiation experiments. Recombination physics, therefore, can also
be important in the other, faster regimes.
The work presented in this thesis is mostly concerned with the non-thermal and hot-carrier
regimes described above. The physics on these time scales is most directly applicable to useful
devices. Figure 7-1 shows a situation that can occur in a high field region of a semiconductor
transistor [97, 99]. Electrons diffusing into a space charge region are accelerated by the electric
field. This would result in the translation of the electron distribution function up in energy
as the electrons move. Fast carrier-carrier interactions prevent this from happening and the
distribution evolves to a smeared out high temperature Fermi distribution. This hot electron
distribution then cools via phonon emission which transfers energy to the lattice. Since the
mobility of the electrons may be a function of their energy above the conduction band [100],
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Figure 7-1: Schematic diagram of an electron distribution injected into a region of high electric
field. Electrons are initiallly ballistically accelerated, but fast carrier-carrier scattering results
in a hot Fermi distribution which subsequently cools to the lattice temperature by emmitting
phonons.
the speed of the device depends on the rate of energy increase due to the electric field and
energy loss due scattering with the lattice.
Carrier-phonon interactions with sub-picosecond time constants are important on much
slower times scales as well. Figure 7-2 shows a quantum well being pumped by current injection
from the barrier materials. The well provides good spatial confinement of the electron and hole
populations which is necessary for population inversion. However, it also means that each
electron and hole brings AEc or AE, of energy with it which heats up the distributions. The
lasing optical fields acts to remove cold carriers by stimulated emission, further heating the
distributions. Temperature changes of a few degrees K can affect the total gain available in the
device and may lead to shifting of the lasing wavelength. In addition, phonons can directly take
part in the stimulated emission process. Knowledge of the carrier phonon coupling coefficient
obtained from ultrafast measurements can be useful in modelling these processes [101].
Understanding fast carrier dynamics is therefore important in laser modelling. The best
example of this is the quantum cascade laser, in which the phonon scattering rates between
quantum well subbands are engineered to achieve population inversion [102]. As new materials,
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Figure 7-2: Carriers injected into a quantum well laser from the barriers heat up the distribu-
tions in the well. Equilibrium is determined by the carrier-phonon couplings.
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such as ZnSe and GaN, are developed for use as lasers, efforts are being made into understanding
how stimulated emission is influenced by strong excitonic effects which are not present in the
near-IR III-V materials [103, 104]. Since the free carrier -phonon and exciton-phonon scattering
rates are expected to be much larger in these wide band gap semiconductors, their effects are
important as well .
Before moving on to calculation of carrier-phonon scattering and presentation of experimen-
tal results in Chapters 8, 9, and 10, it is helpful to discuss optical absorption at a semiconductor
bandedge in order to understand how optical probes can measure carrier temperature and dy-
namics. The absorption spectrum near the band edge (in 3 dimensions) is given by
a (hw) = ao - E, [1 - fc (Ec) - f, (E,)] U (hw - E) (7.1)
where the conduction and valence band energies, Ec and E, are determined by k conservation
to be
E = - E (7.2)c 1+ Me
mh
iW- EgEv =
me
Here, ao is assumed to be constant in energy, depending only on the energy-independent mo-
mentum matrix element between the conduction and valence bands. This is the free carrier
model of optical absorption. The square root factor along with the step function, U, describe
the density of states above the bandgap, Eg. The last factor, involving the Fermi functions,
gives the occupation of the conduction and valence band states connected at photon energy
hw. The Fermi functions in 7.1 refer to the occupation of electrons in the conduction band and
holes in the valence band each with their own density and, therefore, (quasi-) Fermi level. For
absorption to take place at hw, there must be an electron (no hole) at energy E, in the valence
band and a hole (no electron) at energy Ec in the conduction band. For the case of undoped,
unexcited material, there are no electrons in the conduction band and no holes in the valence
band. Thus fc = fv = 0 and the absorption simply follows the density of states. For non-zero
electron and hole densities, the Fermi functions act to reduce the absorption. Since the Fermi
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function range between zero and one, the absorption, and certain energies, can be made zero
or negative indicating transparency and optical gain.
Figure 7-3 shows the absorption spectrum calculated with Eq. 2.37 and parameters for
ZnSe. The dashed line is the empty band case and the solid line is the case for N-type doping
at 3x 1018 cm - 3 and at 300K. Note how the absorption edge has been blue-shifted from the
bandedge energy (hw -Eg = 0) by the presence of the electrons. Changing the absorption in this
manner is known as bandfilling or the Burstein-Moss shift, and results from the Pauli-exclusion
principle. When the carriers are optically injected, the absorption changes are said to be due
to bandfilling nonlinearities [105].
Bandfilling depends on the density and the temperature of the carriers through the Fermi
functions. Changes to these parameters perturb the absorption spectrum in different ways.
The middle plot of Fig. 7-3 shows the change in absorption due to an increase in the carrier
density. The absorption edge is simply further blue-shifted, and the absorption is decreased at
all energies near the bandedge. The bottom plot, in contrast, shows the effect of a temperature
increase. A higher temperature means a higher average energy. Thus, high energy states have
their population increased at the expense of the lower states. The absorption is thus decreased
above the Fermi energy, and increased below it. This spectral signature for carrier heating
will be important for identifying dynamics observed in the time domain. The experiments of
the last chapter show how spectral information can be crucial in discriminating among various
possible physical processes.
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Figure 7-3: Top:Free electron calculation of the ZnSe absorption spectrum at room temperature
for an empty band (dotted curve) and with 1.3x10 19cm - 3 electrons present (1- = 5kT) (solid
curve). Middle: Effect on absorption of changing the carrier density by 10% (+1.3 x 1018 cm- 3).
Bottom: Effect of changing the carrier temperature by 10% (+30K).
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Chapter 8
Electron-phonon interactions and
carrier dynamics
8.1 Introduction
This chapter will present a calculation of the energy loss rate of an electron gas to the lattice via
optical phonon emission. The fundamental reason for the coupling is that, to an electron with
wavevector k in a Bloch eigenstate of the ideal crystal lattice, a phonon appears as a disruption
of the crystal's periodic potential. Electrons will therefore scatter from this potential into new
Bloch states with new wavevectors [72]. Likewise, an electron's charge pulls on the ions of
the lattice and can set up vibrations as it moves. Many type of electron-phonon scattering
mechanisms exist. Strain of the lattice as it vibrates can be viewed as a local change in the
lattice constant, especially when the wavevector is small. The resulting change in the bandgap
is a scattering potential for the electrons. This mechanism is known as deformation potential
phonon scattering and occurs for both acoustic and optical phonons [72, 74]. Deformation
potential optical phonon scattering within the central conduction band (F-valley) is not allowed
for symmetry reasons. In solids with some degree of ionic bonding and no inversion symmetry,
displacement of the ions also sets up internal electric fields. Scattering from these potentials
are known as piezo-electric scattering for acoustic phonons, and polar optical phonon (POP)
scattering for optical phonons [72, 74, 75].
Other scattering mechanisms exist as well. Electrons can exchange energy with collective
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oscillations of the entire electron gas by emitting and absorbing plasmons. When the plasma
frequency approaches the phonon frequencies, scattering occurs between the coupled plasmon-
phonon modes. Carrier-carrier scattering and scattering from charged and neutral impurities
are important for transport effects. Since they are elastic, these mechanisms do not represent
energy loss channels for the electron gas and will not be considered.
Of the phonon scattering mechanisms, polar optical phonon scattering gives the largest
energy loss rate for carriers in alloyed zinc-blende semiconductors such as GaAs and ZnSe. The
main reason is that carrier distributions residing at the Brillouin zone center (k = 0) only couple
to small wavevector phonons. The energy in an acoustic wave is proportional to the wavevector
and is therefore small compared to the optical phonon energies. Each scattering event with
acoustic phonons removes only a small amount of energy from the electrons.
Even considering only POP scattering, the calculation presented in the literature are quite
complex, and often only numerical results are presented for the energy loss rates. This results
primarily because of the nature of the experiments they attempt to describe. Hot carrier dis-
tributions in semiconductors are most easily generated by tuning a short pulse laser sufficiently
far above the absorption edge [87, 106, 91]. The initial temperature can be several thousand
degrees. However the initial distribution is determined by the laser pulse spectrum and is not
Fermi-Dirac. Thermalization thus occurs simultaneously with energy loss to the lattice. At
high injected densities, the plasma will screen the polar interaction with the phonons [107].
The screening will, however, depend on the detailed form of the carrier distribution and re-
quires a calculation of the energy and wavevector-dependent dielectric constant, E (q, w). This
is known as 'dynamical screening' [108]. A most important concept is that of the 'phonon bot-
tleneck'. If large numbers of optical phonons are launched by the plasma, the temperature of the
phonons, defined by the occupation number, will increase until the rates of phonon absorption
and emission are identical. At this point the phonons are no longer an energy loss channel for
the electrons and the system must wait for the optical phonons to decay into acoustic phonons.
The phonon lifetime in GaAs is about 6 ps. These hot phonon effects were first pointed out
by Shah [109] and are the dominant factor in carrier cooling in direct absorption experiments
[110, 111]. All of these complications are in addition to the existence of both electrons and
holes, each with their own couplings and temperatures.
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Although Monte-Carlo simulations agree well with observations [112], little information
on the fundamental electron- and hole-phonon coupling strength can be obtained from direct
injection experiments. Pump-probe experiments on diode lasers can be performed in a more
perturbative regime [113, 114]. Forward biased diode lasers have a large electrically injected
electron-hole plasma in their active regions. Pulses propagating at the wavelength where the
gain just balances the loss (transparency point) do not cause any carrier density changes by
stimulated emission to first order. Weaker absorption processes, such as free carrier absorption
(FCA) and two-photon absorption (TPA) excite carriers to high energy states within their own
bands. Thermalization with the background carrier density causes a slight warming of the
electron and hole distributions. Typical temperature changes are below 10 K. The fact that
the carrier plasma is already present and the temperature changes are small eliminates the
dynamical screening and hot phonon effects, making the analysis much simpler.
The experiments presented in chapter 11 are, in principle, even cleaner. A below band
pump pulse was used to heat carriers in doped thin film samples of ZnSe. The induced tem-
perature changes were only 0.05K. This represents a totally unique experimental environment
for studying carrier dynamics. The calculation of the cooling time constant presented in the
next section is adapted from one by J. Shah of Bell Laboratories [115]. It was intended as a
starting point for more complex calculations involving the effects described above. In the small
AT limit, however, it should provide a complete description of the dynamics observed in this
thesis work. The only modification is the addition of screening effects at high carrier densities.
The main purpose of this analysis is to show that the rate of temperature change, for small
AT, is linear in AT implying a single exponential time response, and to quantify the effects of
bandfilling and screening at high carrier densities. With these features understood, it should be
possible to draw conclusions about the electron- and hole-phonon coupling from the measured
cooling time constants.
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8.2 LO phonon emission rate for a single electron
An electron propagating through the lattice couples to longitudinal optical (LO) phonons with
wavevector q'via the Fralich matrix element [72], IMq12, given by
j1q,2 / 1 1
IM|q2 V= V 1 - ,- (8.1)
where
e2
Vq =• (8.2)
c~oeoq
Here, hWLO is the phonon energy, which is about 30 meV for both GaAs and ZnSe. The low
and high frequency dielectic constants are coeo and coeo with E0 being the permittivity of free
space (MKS units are used throughout). Q is a normalization factor equal to the volume of the
crystal.
This coupling factor leads to emission and absorption of LO phonons which occur at a rate
given by Fermi's golden rule
dNq _ 27r [ - Nq+ H' N (Ek - Ek-q - ) (8.3)
(8.4)
- (+,Nq-1H' ,kN )2 6(Ek- k+q + w )], (8.5)
where k is the electron wavevector and H' is the Fr61lich Hamiltonian. The first term is for
emission and the second for absorption. Both processes must conserve momentum and energy.
Figure 8-1 shows vector diagrams for both processes with initial electron wavevector k and
phonon wavevector q. From the geometry, one immediate conclusion is that phonons can only
be emitted in the forward direction with 0, the angle between k and ', < 7r/2. No restriction
applies to phonon absorption.
These transitions lead to a lifetime for the electron state k
1 - d= N (8.6)
( )c dt
The lifetime due to the emission process by itself is related to the energy relaxation time and
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Figure 8-1: Vector diagrams of the optical phonon absorption and emission processes.
will be calculated next. Starting from Eq. 8.6, using only the emission rate in Eq. 8.3 and
converting the sum over q to an integral we obtain
_. 1 i jr q2 (Nq +1) d(cos )6 (E - E ,-hw)7rh " _1 qk- (8.7)
The argument of the delta function is
S(q2 2kq 2mq - 2kg cos 0 - .2m ( I ). (8.8)
For a given angle of emission, q must be
q = kcos k2 cos 2 - q (8.9)
where q2 = 2mw/h. Since q must be real and positive, the minimum value of cos 0 is k/qo which
is also positive. This just agrees with the conclusion of Fig. 8-1 that phonons are emitted in
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the forward direction. As cos 0 ranges from k/qo to 1, q will be bounded by the values
qmin = k - k2 -q (8.10)
qmax = k + k-q. (emission)
For reference, the absorption is treated in a similar manner. The argument of the delta function
in the second term of Eq. 8.3 will equal zero when
q = k2 COS2 0 + q2 - kcos 0. (8.11)
This will limit q to
qmin = k + q0- k (8.12)
qmax = k + q + k. (absorption).
Note that cos 0 is not restricted in this case.
Returning to the emission rate calculation, the integral over cos 0 acts to limit the bounds
on the integral over q
i) = (No + 1) q q2 •M 2 M
-e = qmin q 2kg
Using Eq. 8.1, and the fact that
sinh- 1 (x) = ln [x + + ],
the final result for the inverse lifetime for emission is
e e2  0 1)(N + 1) sinh-  (8.13)
where No is the Bose-Einstein occupation of the LO phonon. Since the energy of optical phonons
is essentially independent of wavevector, this factor could be pulled from the integral in Eq.
8.7. This lifetime is plotted in Fig. 8-2 versus energy above the bandedge for GaAs and ZnSe.
The relevant material parameters for the calculation are shown in Table 8.14 and were obtained
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from Ref [2].
(8.14)
The larger electron effective mass and the more polar nature of the ZnSe bonding, reflected
in the large relative difference in the high and low frequency dielectric constants, both act to
reduce the ZnSe lifetime with respect to GaAs. The large increase in the lifetime as the electron
energy approaches the bandedge is due to the fact that an electron must have at least hWLO of
energy to emit an optical phonon.
These lifetimes indicate that phonon scattering is a relatively fast process. The effects of
non-zero occupation of the final scattering states ( i.e. bandfilling), and screening of the Fralich
interaction both act to slow things down and these effects will be dealt with in the next section.
8.3 Carrier distribution cooling by LO phonons
The calculation presented in this section is based on a review article by J. Shah [115]. A few
changes have been made in the definitions of the electron and phonon wavevectors in order
to conform to the analysis of the previous section. For a distribution of electrons, an energy
loss rate, rather than a lifetime is calculated. It is assumed that an amount of energy AE per
particle has been added to the electron gas with energy per particle Eo = ET/nn2,where ET
is the total energy of the gas, n is the electron density, and Q the volume. We are interested
in calculating the time dependence of E(t) = Eo + AE(t). The rate of excess energy loss is
obtained, similarly to Eq. 8.6, by summing the rate of production of optical phonons in all
modes q. To make this an intensive quantity, we divide by the total number of electrons to get
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ZnSe GaAs
E, 2.67eV 1.42eV
* 0.15 mo 0.067 mo
m*h 0.8 mo 0.5 mo
o0 9.2 13.2
coo 6.2 10.7
1 1 0.053 0.018O 31 meV 36 meV0
heLO 31 meV 36 meV
MUMMý,
the rate of excess energy loss per electron
dAE 1 dNq
dt n2 to '(8.15)dt q LOfdt
The rate of phonon production for each mode q'will be calculated first. The expression is similar
to the one used before (Eq. 8.3), but now we must sum over all of the electrons which can emit
and absorb phonons and take into account the occupation of the initial and final scattering
states. The starting point is therefore,
dNq 2,7 rk- qNq+ 1 IH' IkNq)6 (Ek-Ek-qh- w)f()( -f( )
dt h +qNq- 1 H' ,Nq 6(Ek - Ek+q + hW) f(k)(1 - f(k + q)
(8.16)
Here, Nq is the Bose-Einstein occupation factor for the phonons with the temperature equal
to the lattice temperature, TL. The emission and absorption terms will be treated separately.
Converting the sum over electron wavevectors, k, to an integral in the standard way, the emission
rate becomes
dNq 2M0 2 (
d e = fk 2dkM Nq + 1) f(k) d(cos0)6 (E- - E- w) (1- f(k - q). (8.17)dt e-hf Jo k-q
The argument of the delta function must be evaluated
Ek - Ek_,y- hw= h q2 _ 2kq cosO = 0 (8.18)
in order to determine when it is zero. Since, the integral is over k, Eq. 8.18 will be recast in
the form
os 0 = q2 + q
2kq
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using the definition of qo given in the last section. Since cos 0 < 1, is a minimum value for k
for which the delta function will give a non-zero contribution to the total integral,
+kq _m hq + hw1 . (8.19)
n - 2q h2q 2m
Changing variables to
h2k2  hw
2mkBTe kTe'
the integration over k becomes
dNq m 2 kBTeQ l 2 2N 0,
le = q~ M  (Nq + 1) dEf ( + )(1 - f (E)). (8.20)dt 7rhr in
The value of Emin is given by
Emin = 8mk qTe (-- . (8.21)
This change of variables differs from the expressions used by Shah, but is necessary given the
more intuitive definition of the initial and final state wavevectors in Eq.8.16. The end result
will be identical, however.
Going back to Eq. 8.16 , the absorption term is treated in an analogous way. The minimum
electron k value for absorbing a phonon at wavenumber q is
2 2 M 2 2ke _ m -2 q . (8.22)
min 2q - 2 q 2m
Variable are changed from k to e by
h2k2
2mkBTe'
which results in the same value for Emin as found for the case of emission. Thus, the rate of
phonon absorption at wavevector q is
dNq m2kBTe 2 (N (8.23)dt- a =--" 7 5q .Mq (Nq)]f dEf(iE)(1 - f(E + (8.23)
Ft - 5q q "min
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Putting these expression together, the net generation rate of phonons of wavevector q'is
dNq
dt
dNq dNq
-= le + dta
dt dt
m2 kBTm2
rh5 q M2 I dE [(Nq + 1)f(E + -- ) (1 - f (E))- Nq f (E)(1 - f(e + kBT4io25)
Using the definition of the Fermi and Bose functions, it can be shown that
f(E + x)(1 - f(E))
f (E)(1 - f(E + X))
= (f (e) - f(E + x))N(x)
= (f(E) - f(E + x))(N(x) + 1).
With this trick, Eq. 8.24 simplifies to
dNq m 2kBT2Q
dt• = Irh 5q Mq[N(Te) - N(TL)] dE(f (E) -
These integrals can be directly evaluated since
[Co dEf (E) = In [1 + exp(7 - Emin)]
where 7 is the chemical potential,tp, normalized to kBTe. The final result for the phonon
generation rate is
dNq m 2 kBTM2[N(T)
dt 7rh 5q M[N(Te)
1 + exp (
- N(TL)] In
1 + exp (7
8h2
8mk BTe
th2
8mksTe
(8.29)
q0(q - q
+ 0 )2q+-
The energy loss rate from Eq.8.15 can now be calculated. Using the result Eq. 8.29 and
converting the discrete sum over q to an integral,
dAE
dt
1
2-7r 2n •dqhwq2 dN0 dt (8.30)
e2m2kBTe(thWLo)2
47r3 h5 neo (I [N(Te) - N(TL)]
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(8.24)
(8.26)
f(E + ")). (8.27)
(8.28)
I
-I -
f 0 1 8mkBTej qdq q2ln 1+exp (1)2) . (8.31)
L 7 - q (q + q__
Eq. 8.30 is valid at all temperatures and densities. The calculation of the phonon generation
rate allows construction of coupled rate equations for the phonon occupation numbers and the
electron gas excess energy. This approach can be used to investigate hot-phonon effects which
occur when Te > TL.
Rather than proceed in this direction, it is useful to examine Eq. 8.30 in the limit where
Te , TL. A key feature of the pump-probe results in Chapter 11 is the ability to measure the
dynamics in the perturbative regime. The electron temperature appears in several places in
Eq. 8.30: in the prefactor, in the Bose-Einstein factors, and inside the integral explicitly and
implicitly through 2?. The entire expression must be Taylor expanded in Te. However, using
Te = TL + AT, the Bose factors give the result
hiw hw AT
N(TL + AT) - N(TL) = N (TL)2  exp( ) (8.32)kTL kTL TL
which is already first order in AT. The Te in the other factors can be simply substituted with
TL. For small changes in the electron temperature, the excess energy loss rate is, therefore
linearly proportional to AT.
The excess energy per electron can be expressed in terms of the change in the electron
temperature. The specific heat is defined as
1 dE
Cv = k Iv , (8.33)
where E and N are the total energy and number of particles in the gas. Cv for a Fermi gas
[116] is plotted in Fig. 8-3 as a function of the dimensionless degeneracy parameter q = -i/kT.
At low densities (?I < 0) the classical result of 3 holds. At high densities the specific heat2 .Athgdestethspcfcha
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Figure 8-3: Specific heat of a Fermi gas as a function of i/kT.
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I
decreases to zero as the standard Fermi gas result
7r2 kT
CV
2p
Therefore,
dAE dA (kT)
= Cv (8.34)dt dt
and Eq. 8.30 can be expressed as a simple first order differential equation in AT
dA (kT) A (kT) (8.35)dt re
This is one of the major result of this chapter. It predicts that for AT/TL < 1, changes in the
carrier temperature should relax as a single exponential with a time constant calculated with
Eqns. 8.30, 8.32, and 8.34 which are valid for optical phonon coupling at all temperatures and
degenerate statistics.
Before numerical evaluations of the cooling timeconstants are presented, modifications due
to screening of the Frblich interaction at high densities will be discussed. When the density is
high enough, the carriers begin to contribute significantly to the dielectric constant, E (q, w) of
the material. Screening of the electric fields caused by the vibration of the polar bond occurs,
and this reduces the electron-phonon coupling. The dielectric constant due to mobile charge
carriers is given by the Lindhard [72]dielectric formula
E (q, w) = 1+ 2V f(3 (8.36)S+i - E + E#
Calculations of dynamic screening make use of this formula when the carrier distributions, f,
are far from equilibrium. Das Sarma et. al. in Ref. [107] show that an upper limit to the effect
of screening can be obtained by using E(q, 0), the static dielectric constant . It can be shown
that
1 2
e(q, ) =1+ (8.37)
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where
Se2 bne , (8.38)
is the general expression for the screening wavevector for a Fermi gas.
To include the effects of screening in the previous analysis, the substitution
Vq e2  1(8.39)
: (q, 0) =EOEO q2 + (2
is made. Changing the scaling of q by the factor
1 _ mkBT
- = ' (8.40)
AT 2rh2  (
will help in predicting when screening will be important. Using these substitutions, the tem-
perature dynamics can be expressed as
dAT 1 1AT+ exp - rX -
-AT fdx In
dt TO70 O 2 2 1+eX47r L (77 - 7r (x +n z
(8.41)
With this variable change, it is evident that the logarithm term is controlled only by the ratio
of the phonon energy to kT.
Figure 8-7 shows the integrand of Eq. 8.41 calculated for ZnSe electrons at three different
carrier densities with, and without the screening correction. The function is small for r < 0 (low
densities) but rapidly increases as 2 moves into the conduction band. Note how the integrand is
zero for small x and then turns sharply upward. This occurs at about xc = Vhiw/47kBT where
the terms in the numerator and denominator exponential functions start to become appreciably
different. This is independent of density and effective mass and represents the fact that the
phonon wavevector must have a minimum value due to the curvature of the bands. The dashed
curves in the three plots have screening included. The screening effectively limits the growth
of the logarithm term at small x. The vertical dotted lines show the value of x, = An/41r for
each case. Screening is seen to become important when z, > xc. For densities where ,. is in the
Debye screening regime, x, = 9Ahwp/krBT where wp is the plasma frequency. Thus screening
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Figure 8-4: Plots of the integrand of Eq. 8.41 for increasing carrier density (top to bottom).
The parameter x is a normalized phonon wavevector. Note the change in the vertical scales
with density. The solid curves neglect screening and peak just above the value of the minimum
possible phonon momentum. The dashed curves show the effect of screening in reducing the
energy loss contribution from the low wavector phonons. x,, defined in the text, is a measure
of the extent of the screening to larger wavevectors.
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Figure 8-5: Screening lengths, 1/n, for electrons and holes in GaAs. When r - qo, screening is
important in the carrier-phonon coupling coefficient.
is important when wp, wLo. Figures 8-6 and 8-5 show the screening lengths, 1/n, as a function
of carrier density for ZnSe and GaAs electrons and holes. The flattening of the curves as high
densities indicates the switch from Debye to Thomas-Fermi screening. The horizontal lines
represent the values of qo/47r,another measure of when screening of the phonon interaction is
important.
Figure ?? shows the results of numerically evaluating the integral in Eq. 8.41. Screening
results in smaller values at high densities which increases the cooling time constant. The drop
off at low densities is balanced by the density factor in the denominator of Eq. 8.30. Figures
8-8 and 8-9 show the calculated time constants for electrons and holes. At low densities the
time constant becomes independent of density as the occupation of the initial an final states are
no longer important. As the bandfilling increases and the Fermi level move up into the band,
some slowing of the cooling process is observed. At the densities of interest for devices and for
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Figure 8-6: Screening lengths, 1/1, for electrons and holes in ZnSe as a function of carrier
density.
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Figure 8-8: Calculated cooling time constants for electrons in ZnSe and GaAs as a function of
carrier density.
the pump probe experiments, 1017-1019 cm - 3 , this is seen to be a rather small effect, however.
The screening caused by high carrier densities is a much more important factor.
In conclusion, the cooling rates for carrier distributions have been calculated for arbitrary
temperatures and degeneracy factors. The most important result is that for small deviations
from the lattice temperature, the carrier temperature will relax exponentially with a single time
constant. Bandfilling effects have a small effect on the time constant. Screening effects are very
important, however. From the time constant plots, Figs. 8-8, 8-9, and 8-2, ZnSe is seen to have
much faster time constants compare to GaAs due to its more polar bonding. In both GaAs and
ZnSe, the holes are predicted by this Fr6lich coupling theory to be faster than the electrons.
These predictions will be compared to experimental results in Chapter 11.
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Figure 8-9: Calculated cooling time constants for holes in ZnSe and GaAs as a function of
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171
6-I
U,
C
0o
C.)E
0)C
ooo
0a
1..
4U0
350
300
250
200
150
100
50
0
le+15
A·_
Chapter 9
Sample preparation and
characterization
The ZnSe films studied in these experiments were grown in Prof. Leslie Kolodziejski's MBE lab
at MIT. Both gas-source and solid-source samples were used. The gas-source technique uses
metal-organic compounds as the Zn and Se source materials. Using these gas sources allows
much better control of the beam fluxes hitting the substrate, but results in incorporation
of atomic hydrogen into the lattice [117]. No difference was seen in the dynamics or optical
properties between the gas and solid-source samples which could be attributed to this interstitial
hydrogen. The IR pumping technique of Chapter 11 is extremely sensitive to mid-gap impurities
[118], and none were found in densities high enough to interfere with the experiments.
Both N and P-type ZnSe samples were fabricated in order to look at the carrier dynamics of
electrons and holes separately. Chlorine was used for N doping and nitrogen for P doping. All
doping concentrations were measured by SIMS (Secondary Ion Mass Spectroscopy) by Charles
Evans & Associates. Unintentionally doped samples were grown as well. These samples typically
have a [Cl] concentration of about 1016 cm - 3 and are therefore N-type. This concentration is
negligible compared to the densities needed to cause significant bandfilling for observation of
the carrier dynamics ( "1018 cm-3).
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9.1 GaAs substrate removal
Once the samples were obtained, the GaAs substrates had to be removed to allow transmission
measurements. This was accomplished by polishing and etching. The wafers were first cleaved
into small chips about 5mm on a side. These were then glued epi-side down on fused silica glass
flats (S1UV) obtained from Esco Products Incorporated. UVAX 600 ultraviolet transparent
epoxy from Zymet Incorporated was used with an extruder gun. The extruder nozzle mixes the
epoxy without creation of air bubbles that scatter light. Only a tiny amount of glue is necessary
to hold the sample in place for the mechanical polishing. The crucial step is to press the sample
against the glass disk while it dries overnight. The key to exposing large areas of the ZnSe film
without much surface damage is flatness. Tilt of the sample results in a non-uniform thickness
of the substrate after the polishing step. The etch will then uncover only a narrow strip of the
ZnSe on one side of the sample when it breaks through.
With the sample firmly glued in place, the glass disk was bonded to the polishing block of a
South Bay Technology model 145 polishing fixture. This hand-held jig has a threaded screw on
which the polishing block and sample are attached allowing the sample to be extended as the
polishing proceeds. 'Crystal bond' adhesive was used for the temporary bonding of the glass
disk to the polishing block. Crystal bond is useful since it can be applied by heating the block
and removed with acetone. The flatness of the bond to the polishing block was checked with a
tool gauge (Starret Machine Co.) which is accurate to 10 pm. If the height of the block with the
bonded glass disk was not uniform to within 10 lim, the disk was melted off and remounted.
Polishing was done with 9pm grit polishing film also obtained from South Bay Technology,
and plenty of water. The sample was extended with the threaded insert in 25 /Lm steps. The
thickness of the sample substrate was periodically checked as the polishing proceeded with the
tool gauge until about 30 Im was reached. Flat mounting enables controlled polishing to this
thickness. The sample and disk were then removed for etching.
A solution of 500 ml 30% H 20 2 with 10-20 ml of concentrated Ammonium Hydroxide
(NH 40H) added was used for the etch. This etch is not very selective, long exposure ( >1
or 2 min) to the etch will result in a poor surface and reddening due to formation of Se rich
surface layers. The care taken to keep the substrate thickness uniform, and to polish close to
the epi-layer results in uncovering of a large region ( even the whole substrate) all at once with
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Figure 9-1: Top: Reflectivity spectrum of a 3.4 •rm thick ZnSe film before substrate removal.
Bottom: Thickness estimated for each Fabry-Perot oscillation before and after etching showing
about 1200 A of material removed.
minimal exposure of the ZnSe to the etch. Sometimes black wax dissolved in tri-chloroethylene
was used to paint the sides and define one or more etch regions allowing multiple attempts.
Generally, the etch proceeded at 2 to 5 pm / min. and the sample was held in plastic forceps
and vigorously shaken in the solution until light was observed indicating the yellow ZnSe film
was uncovered. The sample was then washed in water and dried with a nitrogen gun. The etch
solution could be used for four or five different samples before being changed.
The etching procedure, even with the above precautions inevitably removed some material.
The surface, however, would still show good specular reflection properties. The top plot of Fig.
9-1 shows the measured reflectivity spectrum of a 3.4 /m thick ZnSe film before etching. The
bottom plot shows estimations of the film thickness obtained for every Fabry-Perot fringe from
the sample before, and after etching showing that about 1200 A of material had been removed.
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Use of a more selective photoetching procedure, such as described in Ref [119], may give better
results, but at the expense of increased complexity and inability to open large windows in the
substrate.
9.2 Absorption measurements
Knowledge of the film thickness and the material absorption are important for fabricating a
sample of about 1 absorption depth thickness for transmission measurements and to calculate
the carrier densities generated by the pump and probe beams. There was a slight problem with
this as the established value for the ZnSe absorption length was reported to be 1000A. If this
were true then the roughly 1200 A of material removed in the etch process would make it very
hard to make a suitable film.
Fortunately, absorption measurements resulted in an absorption length of about 2200 A.
Starting film thicknesses were thus chosen to be 5000A to allow for material removed by the
etch as well as thickness variations across the wafer. The absorption and sample thicknesses
were measured by white-light reflection and transmission using a tungsten lamp filtered by a
monochromator. Three detectors were used to measure the incident spectrum as well as the
reflected and transmitted spectra through the film. The beam from the monochromator was
stopped down to form a narrow beam with as little divergence as possible. The reflection
was taken off the sample at about 100 angle of incidence. Recording all three power levels
simultaneously with three lock-in amplifiers avoided drift of the lamp spectra and power. The
sample thicknesses were determined by fitting the reflection spectra in the below-band region
where the dispersion of the index is minimal. Even when precautions were taken to collect all of
the incident light, losses from scattering and reflections of the lenses prevented determination of
absolute reflectivities and transmission to better than 10%. Therefore, the measured reflection
and transmission traces were scaled using a least squares fit to R+T=1 in the range 600 to 900
nm. Figure 9-2 shows the scaled reflectivity and transmission spectra with their sum. This is
a valid procedure since the absorption in this region is negligible, and any loss due to clipping
or scattering should be wavelength independent. Then absorption above the ZnSe bandedge
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Figure 9-2: Reflectivity and transmission spectra of a P-type ZnSe film.
could then be calculated from
-1 T
a -1 In (9.1)L 1-R
which is accurate if the optical density is high enough. Absorption spectra determined from this
procedure are shown in Fig. 9-3 for four samples with dopings as shown. The unintentionally
doped sample has an absorption just above the bandedge of 4.0 x 104 cm- 1. The P-type sample
doping is low enough so that the Coulomb enhancement, which results in the step like structure,
is not yet screened. It shows an absorption of 4.5 x 10 cm- 1 which is in good agreement with
the first sample. Several other unintentionally doped sample gave similar results. The N-type
samples show the effects of bandfilling due to the large electron populations present ( see Fig.
7-3). The fact that all four of the measured absorption values agree at high energies ( beyond
the effects of bandfilling) provides added confirmation of the validity of the method used. Thus,
a value of 4.2 x 104 cm- 1 was used in calculating injected carrier densities and other parameters
in this thesis work. A last point to notice in Fig. 9-3 is how the absorption edges for the
N-type samples do not appear to be moving to higher energies with doping. This is attributed
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to bandgap renormalization effects [73].
9.3 Carrier lifetime and optical damage effects
The last area for sample characterization is the measurement of the carrier lifetime. Good
quality material, with the potential to be used in lasers or other devices should have lifetimes
in excess of several hundred picoseconds, at least. Figure 9-4 shows a pump probe transmission
trace for an unintentionally doped film taken out beyond 350 ps. The warping and curvature of
the trace is due to incorrect alignment of the stepping motor stage resulting in the pump beam
walking slightly as the stage is scanned. The dotted traces are the actual data taken when the
signal was peaked up at either end of the scan. The average should remove some of the effects
of the pump walking, but evidently not all. Careful alignment is necessary for long scans. In
any event, this typical result shows that the carrier lifetimes were at least 400ps and the films
were of good quality compared to results [120, 121] presented in the literature.
After exposure to the lasers, this did not remain the case. Figure 9-5 shows the effects of
photodegradation on the carrier lifetime. The trace labelled t=0, actually has been degraded
in the alignment procedure. Figure 9-6 show the effect on the measured pump-probe dynamics
at the onset of damage.
The damage was observed to depend solely on the average above-band light intensity on
the sample. The only way found to get around this problem was to reduce the repetition rate
of the source. This enables the use of pulse energies adequate to inject the desired carrier
densities while, at the same time, using average powers low enough so that the measurements
could be completed before damage set in. This works because the noise on the probe beams
was dominated by classical noise (due to vibrations etc.) which is proportional to the average
power. Thus, the detected probe power could be lowered without affecting the S/N ratio. This
would not be the case for detection at the shot-noise limit where the S/N ratio depends on the
collected power and the integration time.
This damage is believed to be related to the formation of 'dark-line defects' that currently
limit the operating lifetime of ZnSe-based laser diodes [10]. These defects are believed to
result from threading dislocations originating at the ZnSe/GaAs interface. No systematic study
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of the damage was undertaken in this work. However, it is interesting to note that similar
damage effects were seen for a bulk ZnSe substrate wafer obtained from Sumitomo for use as
an alternative to GaAs (Fig. 9-7). Reducing the rep-rate slows the damage process by allowing
lower average powers. The data in Fig. 9-7 shows that the damage is not thermal, since the
thickness here is 500m. It also indicates that other damage mechanisms may also be working,
since no GaAs interface was present.
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Figure 9-3: Absorption spectra for four ZnSe samples doped (Top) unintentionally (Second from
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179
0 50 100 150 200 250 300 350 400
delay ( ps)
Figure 9-4: Long pump-probe scans to verify long carrier lifetime.
with alignment peaked at the beginning and end of the stage travel.
The Curvature is due to the stage motion not being exactly parallel
lifetime is greater than 400 ps indicating excellent quality films.
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Figure 9-5: Optical degradation
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of the ZnSe films resulting in reduced carrier lifetime due to
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Figure 9-7: Damage induced in a ZnSe bulk crystal after 1 1/2 hours exposure to the pump at
a reduced rep-rate. Pulse energies are same as before.
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Chapter 10
Above band pumping and Coulomb
screening effects
The most convenient way to create a hot carrier distribution in a semiconductor is to simply
tune the pump laser above the bandedge. The initial distributions will then have an average
kinetic energy equal to the difference in energy between the laser energy and the bandgap. The
corresponding temperatures, after thermalization takes place can be on the order of 1000K,
much hotter than the lattice. Figure 10-1 shows the evolution from the initial non-thermal
electron and hole populations, which are determined by the laser spectrum, to a hot Fermi
distribution which cools to the lattice temperature via LO phonon emission. For the experiments
in this chapter, the pump and probe have the same wavelength.
Some of the complications arising from above band pumping were described in chapters 7
and 8. One immediate observation is that both electrons and holes are created. The cooling
dynamics may be affected by the energy transfer rate between these separate populations. The
very high initial temperatures also may lead to hot-phonon [109, 110], and dynamical screening
[108] effects which would necessitate modification of the theory of Chapter 8. The big advantage
of directly generating the distributions is that large changes in the probe transmission can be
created because the near bandedge density of states is small and can be easily saturated. Probe
modulations of 10% or more are possible.
All of these considerations will be seen to be irrelevant, however, because a different phys-
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Figure 10-1: Above band pump pulse creates non-thermal electron and hole distributions that
quickly thermalize to a hot Fermi distribution which cools to the lattice temperature by emitting
LO phonons.
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ical effect dominates the absorption changes. The simple picture of semiconductor absorption
presented at the end of chapter 8 is not valid for ZnSe because of excitonic effects. The results
of this chapter will show that screening of the electron-hole Coulomb attraction is the dominant
absorption saturation mechanism for injected densities up to 1018 cm - 3 .
10.1 Single wavelength pump-probe set-up
The experimental set-up is shown in Fig. 10-2. 100 fs pulses from a modelocked Ti:sapphire
laser are focused onto a 0.5mm beta-barium-borate (BBO) crystal, obtained from Inrad corp.,with
a 50 mm lens to generate blue pulses. With 600 mW incident power at 900 nm about 30 mW
of SHG could be produced.
The repetition rate of the blue pulse train was then reduced from the 82 MHz rep rate of
the Ti:sapphire oscillator to 4 MHz using a fused silica acousto-optic cavity dumper in a single
pass mode. The beam was focussed onto the dumper crystal at Brewster's angle with a 120
mm lens. Care must be taken to ensure that the beam travels parallel to the transducer pad for
maximum diffraction efficiency. The efficiency of the dumper was typically 50% as measured on
the undiffracted beam using a fast detector. The cavity dumper provided a convenient method
for controlling the power in the beams without misaligning them or changing zero-delay.
Reducing the rep rate was necessary to avoid the effects of optical damage seen in the last
chapter. The signal size, AT/T, is determined by the pump pulse energy. Since low frequency
mechanical chopping was used, the dominant noise on the probe beam was due to classical
sources such as vibrations and fluctuations of the Argon laser pumping the Ti:sapphire laser.
These fluctuations scale with the probe power, so reducing the probe average power resulted in
the same signal to noise ratio. This holds until so little probe light is used that electronic noise
in the detector amplifier becomes important.
Because the glass optics used in the set-up are quite dispersive in the blue, a pair of fused
silica Brewster prisms were used for dispersion compensation. Auto-correlations as short as 77
fs could be obtained as shown in Fig. 10-3, indicating 50 fs pulses assuming a sech2(t) pulse
waveform. Typical pulsewidths were 60 fs.
The pulses emerging from the prism sequence were then sent to the pump-probe experiment.
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Figure 10-2: Single wavelength blue-pump blue-probe experimental set-up. AOM reduces the
rep rate to avoid damage effects. PRisms are use to obtain 60 fs pulses.
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Figure 10-3: Measured auto-correlation of 460 nm pulses used in the single wavelength pump-
probe experiments. A 100,pm BBO crystal was used to produce SHG at 230nm. At FWHM is
77fs indicating a pulsewidth of 50fs assuming a 1.55 deconvolution factor for sech2 pulses.
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A beam splitter was used to create a pump probe beams. The pump arm had a retro-reflector
mounted on a 1 pm resolution stepping motor stage. Thus the optical path length of the pump
could be adjusted in 6.6 fs steps.
The beams were then brought together, side by side and made parallel. A 50 mm fused
silica lens was used for focusing onto the sample in a non-colinear geometry. Measurements of
the beam waist size using a razor blade mounted on a 0.1 pm resolution stepping motor stage
determined the spot size to be about 13 ym in diameter. Careful alignment is necessary to
ensure that the beams cross with their minimum waist size. This happens only if the beams are
parallel, and hit the lens in symmetrical positions about the center. A 10mm diameter pinhole
was used to achieve spatial overlap of the beams at their waist.
Temporal overlap was achieved by auto-correlation of the blue pulses. A 100rtm BBO crystal
( actually cut for the third harmonic of Ti:sapphire) was used to generate 225 nm radiation
when the pulses arrived simultaneously. Use of a solar blind PMT was crucial for finding the
small amount of UV light generated in the presence of large amounts of scattered blue light.
Usually, when aligning the system from scratch, the undiffracted beam was aligned through the
system first since more peak power was available for finding zero-delay.
With the system aligned the sample was placed in the focus. The transmitted probe beam
was then sent to one Si photo-diode of a balanced difference detector circuit. A reference beam,
split off from the probe before the sample was used on the other photo-diode. By electronically
subtracting the signals generated by the probe before and after the sample, the pump induced
modulations could be enhanced versus the laser noise which was common to both the probe
and reference. A factor of 30 reduction in the probe fluctuations could be achieved this way.
10.2 Experimental results
Pump-probe results taken in transmission are shown in Fig. 10-4. The traces are for different
probe wavelengths tuning across the ZnSe absorption edge at 462 nm. A pump power of 120
jAW was used, resulting in an injected density of 2.4x 1018 cm - 3 electron-hole pairs. Near the
bottom of the band, large bleaching of the absorption is seen. Tuning to lower energies, the
signal size decreases as the pump and probe overlap the absorption spectrum less. At higher
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energies, the signal also decreases, since the optically injected carriers thermalize to the bottom
of the band and have their greatest effect on those states. The transmission signal eventually
goes negative at high energies. This is due to index effects. The index changes, which go along
with the absorption saturation, extend to a wider wavelength region due to the Kramers-Kronig
relations. At these wavelengths the absorption saturation of the low energy states results in an
increase of the index of refraction. This increases the reflected power and decreases the amount
transmitted. The induced transmission changes persist for several hundred picosecond until
recombination occurs to remove the carrier populations.
The dynamics exhibit two components; a step response due to the injected carriers and a
delta function response. The magnitude of these components is plotted against probe energy
in Fig. 10-5. Both signals are localized to the near bandedge states as expected for band filling
processes. The delta function response is attributed to the optical Stark effect because it occurs
only at the bandedge. A coherent artifact can also cause spurious delta function responses when
only slow dynamics are present [122]. These effects are ruled out since the effect is not seen at
all wavelengths, and the pump and probe are orthogonally polarized. The optical Stark effect
is discussed in Chapter 11.
A closer look at the temporal dynamics is shown in Fig. 10-6 for probe wavelengths of 454
and 461 nm. The striking feature of these traces is the lack of any dynamics on a several hundred
femtosecond timescale. For the 454 nm trace, the initial electron temperature was about 600
K. Thus, large changes in the state filling should be observed as the carrier distribution cools.
Instead, a flat step response is seen. With 100fs cross-correlation resolution, some effects due
to spectral hole burning [91, 123] are also expected, even if the dynamics could not be time-
resolved. No changes in the spectrum or the dynamics were observed when reducing the pump
power to as low as 16 jIW. The conclusion can only be that some other physical process is
involved in the absorption saturation besides bandfilling.
10.3 Coulomb enhancement and excitonic effects
In simple treatments of optical absorption in semiconductors, the electron and hole band states
are assumed to be free carrier plane wave states. This results in the coupling between the
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states being solely determined by the interband momentum matrix element, pc . In the Kane
model [72], p, can be shown to essentially independent of wavevector k for the near bandedge
states. Thus, the absorption spectrum is determined only by states filling effects as discussed
at the end of chapter 7. This treatment neglects the Coulomb attraction between the excited
electron-hole pair.
A more correct theory of semiconductor absorption is the Elliot formalism introduced in
chapter 2. The Elliot formula for the imaginary part of the dielectric constant (absorption) due
to interband transitions is
4rm*w2e2 . Pcvl 2  Ii (r = 0)12 6(Ei - hw) (10.1)Im 6 (w)) =
where the envelope function 4 is found by solving the relative coordinate Schr6dinger equation
with the electron-hole Coulomb attraction included
h2  02 02 o2 2S+ •y + •z "+ • - E- i(P#) = 0. (10.2)
"5X- 2 +e -ji-2 re r (10.2)
Eq. 10.2 is the equation for the hydrogen atom, and the solutions will be the hydrogenic
wavefunctions. The bound states with negative energy are known as excitons and result in
absorption peaks below the bandedge at low temperatures. The exciton binding energy, Eex, is
about 20 meV in ZnSe. This is much bigger than the 4 meV for GaAs. At room temperature
the exciton is almost completely ionized, however. The states with Ei > 0 are the continuum
of hydrogen scattering states. These states correspond to the free particle conduction and
valence band states when the Coulomb attraction is small. For ZnSe the effects of electron-hole
attraction are quite large for the band states even at room temperature.
When Eq. 10.1 is evaluated, the absorption spectrum for an undoped semiconductor can
be written as [73]
a(A) = ao0 [47r(A + 1) + C(A)L/fU(A)], with (10.3)
w - Eg
Eez
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The delta function term in the brackets represents the exciton absorption. The second term
with the unit step function, U, represents the above band continuum absorption. The square
root factor is the density of states. The effect of including the Coulomb attraction is the factor,
C, known as the Coulomb enhancement factor. It appears as an energy-dependent matrix
element and is given by
C(A) = A (10.4)sinh
As A -+ 0, C blows up as A-2 indicating that the absorption is constant above the bandedge
rather than given by the square-root density of states as in the free particle case. Figure 10-7
shows the continuum absorption spectrum as well as the Coulomb enhancement and density of
states factors.
The reason these modifications are important is because this excitonic contribution to the
above band absorption is susceptible to screening by free carriers. The enhanced absorption
predicted out to arbitrarily high energies in Fig. 10-7 is an artifact of the 1/r Coulomb potential.
In the presence of a background free carrier density, the Coulomb attraction is screened and
the potential is given by a Yukawa potential
e
2
V(r) = e-r (10.5)
where . is the screening wavevector. The Schr6dinger Eq. cannot be evaluated for this potential.
Banyai and Koch [124] solved it for a close approximation given by
2e2K 1V(r) = (10.6)
E e 2nr - 1
The absorption spectra found by Banyai and Koch is
a (hW) ao(1-fc-fv)[1-.7)6r(A+1) (10.7)
+ 100 sinh(rgv) 6r(A - x)
Sdcosh(rgv= ) - cos(lrx/4g- xg2
where g = 1/ao. with ao the Bohr radius of an exciton and A is the normalized energy as
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defined above. The factor 6 r is a phenomenological broadening parameter given by
2
r(x) = h( ) (10.8)
·7rF cosh(x/r)
where r is chosen to fit measured absorption spectra (F~kT). The absorption in now dependent
on the carrier density through the Fermi occupation factors as well as the parameter g which
resulted from the density dependence of the electron-hole potential. The exciton term in Eq.
10.7 is ionized for g -- 1, or when the screening length becomes equal to the exciton Bohr radius.
The density at which this occurs is known as the Mott density and it serves as a dividing line
between densities where exciton effects are important and where they can be neglected.
Figure 10-8 shows calculated absorption spectra for ZnSe and GaAs at 300K using the
Banyai-Koch formula. The solid curves are for a carrier density of 1015 cm- 3 which is negligible
for both screening and bandfilling effects. The ZnSe curve appears to resemble the measured
absorption spectra in the last chapter quite well. The energy scale for Coulomb effects is the
exciton binding energy. Thus, these effect are more pronounced at energies far from the band-
edge in ZnSe. Because the GaAs exciton binding energy is so small, the Coulomb enhancement
effect is washed out by the thermal broadening and only affects states close to the bandedge.
The GaAs spectrum is close to being described by the free carrier square-root density of states
model.
The dashed lines are for the case of the carrier density equal to the Mott density for each
material. The change in the GaAs absorption is small since the Coulomb enhancement was
small to begin with. The effect of the ZnSe, however, is drastic with a large reduction in the
absorption over the same spectral region where bandfilling effects are expected. These changes
are due almost solely to screening. The Mott density is 4.4x 1017 cm - 3 for ZnSe and 6 x 1016
cm - 3 for GaAs. Bandfilling effects only start become significant when the Fermi level reaches
the conduction band edge. This occurs at 1.1x1018 cm - 3 for ZnSe and 3.3x 1017 cm - 3 for
GaAs, well above the Mott density in each case.
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10.4 Discussion
The reason no carrier dynamics were evident in the pump-probe traces is now evident. Creation
of an electron-hole plasma by the pump screens the Coulomb enhancement and saturates the
plasma. Any bandfilling dynamics present only cause small changes that ride on the back of this
large signal and are thus very hard to discern. The spectrum of the step component appears
to follow the shape of the changes in absorption calculated in Fig. 10-8. It is interesting that
the high initial temperatures, and potentially non-thermal distributions due to spectral hole-
burning, do not seem to affect the screening. The screening wavevector, as seen in Chapter 7, is
related to the dielectric function of the electron-hole plasma, E (q, w), which in turn is a function
of the carrier distributions and temperatures. Since dynamical screening has been shown to
be important for the electron-phonon interaction in previous carrier dynamics studies, it might
be expected to play a role in these electron-exciton effects. This appears not to be the case,
however, since the screening just seems to be turned on by the pump and to remain on for the
carrier lifetime. It could be the case that at 2.4x 1018 cm - 3 , the screening could be saturated
and thus independent of the carrier temperature. Result taken for injected densities as low as
3 x 1017cm - 3 do not show any temporal dynamics either, however.
To measure the carrier-phonon coupling and dynamics in ZnSe, it appears that it is necessary
to avoid large carrier density changes. An experimental technique to accomplish this is described
in the next chapter.
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Figure 10-4: Blue Pump- Blue probe transmission traces for undoped ZnSe tuning across the
bandedge at 462 nm (2.67eV).
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Figure 10-5: Magnitudes of the step component (white circles) and the instantaneous com-
ponet (dark circles) as a function of probe energy. The solid curve is the measured absorption
spectrum.
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Figure 10-6: Pump probe traces at 454 nm (top) and 461 nm (bottom). No evidence for carrier
dynamics is seen. The instantaneous component in the lower trace is due to the optical Stark
effect.
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Figure 10-7: Schematic diagram of the effects of Coulomb enhancement on semiconductor
absorption spectra. The energy scale is normalized to the exciton binding energy. The above-
band, continuum absorption (solid line) is given by the product of the 3-D density of states and
the Coulomb enhancement factor (CEF) (dashed lines). The divergence of the CEF exactly
balances the square root energy dependence of the density of states leading to a step like
absoprtion spectrum. Coulomb attraction also leads to a bound state ( the exciton ) which
contribute and absorption peak below the bandedge.
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Figure 10-8: Comparison of the calculated ZnSe and GaAs absorption spectra at very low
carrier densities (solid line ) and at the Mott densities (dashed line). The large reduction in
the ZnSe absorption is due to screening of the Coulomb enhancement.
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Chapter 11
Below band pumping and intervalley
scattering
In the above band pumping experiments of the last chapter, the carrier temperature dynamics
were completely masked by Coulomb screening effects despite the fact that the initial tempera-
tures were on the order of 1000 K. Since the cooling time constants are the quantities of interest
for comparison to the electron-phonon coupling theory of Chapter 8, a method for inducing a
pure temperature change in the carrier distributions, without any density changes, would be
desirable. Measurements in semiconductor diode laser amplifiers [113, 114] have shown that
free carrier absorption (FCA) can be used to heat carrier distributions without changing the
total carrier density.
Free carrier absorption is a process where electrons or holes are promoted to high energy
states within their own band [125, 126]. Emission or absorption of an optical phonon is required
to conserve momentum. Thus, FCA is a two step process. In the interpretation of second order
perturbation theory, carriers are excited to a virtual state by a photon. If absorption or emission
of a phonon occurs while the carrier is in the virtual state, a real carrier can be created high in
the conduction or valence bands. This process is depicted in Fig. 11-1. Through carrier-carrier
scattering collisions, the promoted carrier will transfer its excess energy to the cold distribution
at the bottom of the band and cause a temperature increase. An interband resonant probe
can monitor this temperature change through the occupation of the near bandedge states as
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Figure 11-1: The free carrier absorption (FCA) process in semicondcutors involves a transition
to virtual state by an photon and subsequent scattering by phonon emission or absorption to a
high energy state in the same band.
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Figure 11-2: Two-wavelength pump-probe set-up for balow band pumping by FCA. An acousto-
optic modulator is used for RF chopping to achieve shot-noise limited detection.
discussed at the end of Chapter 7. Because FCA is an intraband process, no extra carriers are
created and the density is unaffected.
11.1 Two-wavelength Pump-probe Experimental set-up
A two-wavelength pump-probe experiment designed to implement this FCA pumping scheme is
shown in Fig. 11-2. The modelocked Ti:sapphire laser was used again, as with the above-band
pumping experiments, to provide 100 fs optical pulses. The probe pulse was obtained by SHG in
a 0.5mm BBO crystal. Tuning the Ti:sapphire output from 860nm to 960nm enabled the probe
pulses to be tuned around the ZnSe bandedge in the range 430nm to 480nm. The fundamental
Ti:sapphire pulses were used for the pump. The blue and near IR beams emerging from the
nonlinear BBO crystal were separated with a dichroic dielectric mirror into to the two arms
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of the pump-probe set-up. The pump pulse was retro-reflected off a mirror mounted on a 1
jim stepper motor stage to provide the delay scanning. The beams were then recombined with
another dielctric mirror in a co-linear geometry. A 50 mm fused silica lens was used to focus
the beams on the sample. Because of the wavelength dependence of the index of refraction of
the lens, the pump and probe beams did not focus at the same distance from the lens. Thus the
spot sizes at the sample were not known with precision. The size of the IR beam on the lens was
set to be roughly twice the size of the probe beam to account for the wavelength dependence
of the diffraction limited Gaussian beam waist sizes. The position of the sample film in the
focus was simply adjusted to maximize the probe signal. No dispersion compensation was used
in these experiments because separate prism pairs would have to be used in the pump and
probe arms. This would lead to variation in the zero-delay position of the stepper motor as the
wavelengths were tuned. The measured cross correlation between the pump and probe was 180
fs. The use of fused silica lenses instead of achromats, which would have helped the chromatic
aberration problems, was necessary to minimize dispersion and pulse broadening in the set-up.
Because it is a two-step, phonon assisted process, FCA is very weak. Typical absorption
strengths are about 10 cm - 1 in GaAs at wavelengths around 850 nm and at carrier densities in
the 1018 cm - 3 range. The diode laser pump-probe experiments were able to use such a weak
excitation method because of the long interaction lengths possible in waveguide geometries. For
a thin film on the order of 5000A, FCA will result in about only 5 x 10- 4 of the pump pulse
photons being absorbed. A 30 pJ pump pulse, focussed on a 10 /Lm spot will therefore induce
a temperature rise of 0.04 K in the carrier distribution.
To measure the small changes in probe absorption that result from these tiny temperature
increases, high frequency RF detection methods are required. At low frequencies, the output
power of the Ti:sapphire laser fluctuates due to acoustic vibrations in the laser cavity as well as
variations in the power of the argon ion pump laser. Above a few MHz, acoustic vibrations are
absent and the Ti:sapphire gain medium can no longer follow fluctuations in the argon pump.
The output power is then limited only by shot-noise. To move the probe signal beyond the low
frequency laser noise, a fused silica acousto-optic modulator (AOM) obtained from Brimrose
Corp. was used to chop the pump beam at 6 MHz. A second, mechanical chopper was also used
to put kHz sidebands on the 6 MHz carrier. After the sample, the pump beam was eliminated
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with a Schott BG-39 colored glass filter. The detected probe signal was mixed with the carrier
frequency to move the sidebands within the detection range of a simple low frequency lock-in
amplifier. A two-phase RF signal generator was used to generate the 6 MHz AOM drive and
mixing signals. Adjustment of the phase between the mixing and AOM drive signals is necessary
to account for the phase shifts due to the detector circuit, the AOM drive amplifier, and the
propagation delay of the acoustic wave in the AOM crystal. Probe modulations as small as
10-6 can be routinely found with this system using probe photo-currents as low as a few I-A.
This detection system was developed by S. B. Fleischer and more details of the detection circuit
can be found in his Ph. D. thesis (EECS Dept., MIT, Jan. 1997).
11.2 Spectral response
Using the set-up of Fig. 11-2, pump-probe measurements were made on of n- and p-type ZnSe
films. Because the carriers are not generated optically, the distributions must be created in
the material by doping. Pump powers between 2 and 5mW were used which resulted in probe
transmission changes of about 10- 5. The probe power was kept below 300 1W to avoid onset
of optical damage as observed in the above band experiments (Chapter 9). High pump powers
are not a problem since the pump is far below band at about half the bandgap. No changes in
the pump-probe traces indicating damage were observed, however this may be due to the fact
that this experiment is not sensitive to reductions in the carrier lifetime.
Experimental results for n-type ZnSe are shown in Figs. 11-3 through 11-5. Figure 11-3
shows traces obtained from a 1.7x10 18cm - 3 sample for probe wavelengths tuning across the
ZnSe bandgap at 462 nm. Fast, pico-second timescale dynamics are immediately evident, in
contrast to the above-band pumping experiments (Fig. 10-4). The response is composed of
an instantaneous delta function component, and an exponential relaxation. Both components
show an interesting spectral dependence. The instantaneous component is negative at long
wavelengths where the probe is below the absorption edge. This is consistent with two-photon
absorption. When the pump and probe are overlapped in time, a pump and a probe pho-
ton can be simultaneously absorbed on a high energy transition in the bandstructure. The
presence of the pump thus acts as a loss mechanism that disappears when the pump pulse is
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not temporally overlapped with the probe. At shorter wavelengths, tuning into the band, the
instantaneous component flips sign, representing a bleaching of the probe absorption. This
response is attributed to the optical Stark effect which will be discussed in the next chapter.
The exponential component is due to the electron dynamics. From the observed size of
the transmission changes, about 10 - 5 AT/T, temperature changes of 0.05K are inferred. The
signal is negative at long wavelengths and flips sign at shorter wavelengths. The bottom plot is
of the same data, only inverted to better show the response at low energies. This is exactly the
signature of a temperature change in the distribution which lowers the occupation of low energy
states, causing more absorption, and increases the occupation of high energy states, resulting
in bleaching. The response also recovers to zero within several picoseconds indicating that the
response is not due to density changes. Even though the pump is below the bandedge, mid-gap
defect states could be ionized by the pump resulting in additional electrons being promoted
to the conduction band. These carriers would be expected to remain in the band for several
hundred picoseconds, however. The short recovery time, combined with the observed spectral
dependence, confirm that the dynamics are due to cooling of the electron distribution. Figures
11-4 and 11-5 show the response of films doped n-type to 1.8x1019cm - 3 and 1x10 20 cm- 3
respectively. The dynamics are very similar.
Figure 11-6 shows the response of a p-type sample doped with nitrogen at 8x1017 cm - 3 .
Because of the 110 meV acceptor ionization energy, this results in a free hole density of only
about 2.6x 1017 cm - 3 . Obtaining high p-type doping is an outstanding problem in ZnSe growth
research. The small hole density results in a much smaller heating signal which is not readily
apparent in the data of Fig. 11-6. The dominant responses are the instantaneous optical Stark
effect and TPA which is seen at the low and high energy sides of the plot, away from the vicinity
of the sharp absorption edge. The reduction in the cooling response at low densities is another
reassuring verification that the experiment is measuring intraband processes.
The power dependences of the cooling dynamics for the 1.8x10 19cm - 3 n-type and the p-
type sample are shown in Figs. 11-7 and 11-8. The signals are linear in both pump and probe
power as expected for FCA heating of the distributions.
To get a clearer picture of the spectral response of the instantaneous component and the
cooling dynamics, Fig. 11-9 plots the magnitude of the signals against probe wavelength along
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Figure 11-3: Pump-probe traces for a 1.7x 1018cm - 3 n-type ZnSe sample for probe wavelengths
tuning across the absorption edge at 462 nm. The exponential electron cooling response is
clearly evident along with instantaneous dynamics due to two-photon absorption and the optical
Stark effect.
204
m
S 0.5
LO
x 0
-0.5
-1
-2
C)
'-- 0.5
x
H 0
-0.5
-1
-2
480
((-1 )
S1 ps
Figure 11-4: Below band pumping results for a 1.8x1018cm - 3 n-type ZnSe sample.
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Figure 11-5: Below band pumping traces obtained for a 1x 1020 cm- 3n-type ZnSe sample.
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Figure 11-6: Below band pumping results for p-type ZnSe with a hole density of 2.6 x 1017 cm - 3 .
The response is dominated by the optical Stark effect, but a small carrier heating is still present
despite the low doping.
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Figure 11-7: Intensity dependence of the carrier heating component of the response for the
1.7x1018 cm - 3 n-type sample.
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Figure 11-8: Intensity dependence of the carrier heating component of the response for the
2.6x 1017 cm - 3 p-type sample.
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Figure 11-9: Magnitude of the instantaneous (filled circles)and carrier heating (open circles)
reponse components plotted against probe energy with the measured linear absorption spectrum
for ZnSe films with different doping densities. Top: p-type 2.6 x 1017 cm - 3 . Middle: n-type
1.7x101 8 cm - 3 . Bottom: n-type 1.8x10 19 cm - 3 .
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with the measured linear absorption spectra. The top plot is for the p-type sample. The
absorption still maintains a step-like spectrum due to Coulomb enhancement because the hole
density is below the Mott density. The sign flip in the heating signal is a measure of the
average energy of the distribution. It lies close to the bandgap energy because the low carrier
concentration results in the distribution being crowded toward low energies. The next plot
down is for the 1.7x 1018 cm - 3 n-type sample. Here, the Fermi energy has moved up into the
band and the sign change in the thermal component occurs at higher energies. The bottom
plot for the 1.8 x 1019 sample agrees with this behavior. The spectral responses of both n-type
samples seem to be weighted more towards induced absorption rather than being symmetric,
with equal size positive and negative transmission changes at high and low energies as predicted
in Fig. 7-3. As the photon energy is increased, the probe connects higher energy conduction
band states with the heavy hole valence band. These transitions yield a postive contribution
to the probe transmission change. At the same time, however, transitions from the light hole
valence band to lower energy conduction band states become important. These transitions give
a negative contribution to the transmission and cause the spectral response to go more negative
than positive as the probe is tuned.
The instantaneous response for all three samples is negative, consistent with TPA, for
energies away from the absorption edge [127, 128, 129]. Since TPA connects states high in the
conduction and valence bands, it has nothing to do with the bandedge transitions and can be
assumed to be constant over the narrow energy range of interest here. On top of the TPA signal,
a bleaching component appears at wavelengths where the linear absorption in changing rapidly.
This is the behavior predicted for the optical Stark effect and it will be discussed further in
Chapter 12.
11.3 Temporal response
While the spectrum of the dynamics proves that the measurements are due to carrier heating,
the time response of the traces gives information on the carrier-lattice coupling. The hole
dynamics for the p-type sample are plotted in Fig. 11-11 for a probe energy of 2.70 eV. The
data can be fit with a delta function and a single 900 fs exponential. The same time constant
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Figure 11-10: Electron dynamics measured at 2.63 eV for the low-doped n-type sample
(1.7x10 18cm- 3). The dotted trace is the experimental data. The dashed curve is a fit to
a single 500 fs exponential to demonstrate the presence of a second 1.8 ps timeconstant. The
solid curve is the two exponential fit using 500fs an 1.8ps.
can be used to fit the traces across the whole distribution.
The situation for the electron dynamics is more complicated. Figure 11-10 plots the trace
for the 1.7 x 1018 cm - 3 sample (hereafter referred to as the low doped sample) at a probe energy
of 2.63 eV. The trace is actually negative, but has had its sign flipped for plotting. The solid
line is an attempted fit with a single 500 fs exponential. The fit is good for the initial relaxation,
but fails to account for the long tail in the response. A better fit is obtained by adding a second
exponential with a 1.8 ps timeconstant. A single exponential is unable to describe both the
initial slope and the tail at several picoseconds delay. Thus use of a second time constant is
warranted. The same 500fs and 1.8 ps time constants can be used to fit the data at all probe
wavelengths across the electron distribution. However, the relative sizes of the two exponentials
change. Figure 11-12 shows traces taken at probe energies of 2.63 eV ( fastest inner trace ),
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Figure 11-11: Hole cooling dynamics for the 2.6x 1017 cm - 3 p-type sample are well fit by a
single 900fs time constant.
2.67 eV, 2.72 eV, and 2.75 eV (slowest outer trace). The traces have been normalized so that
the sum of exponential components evaluated at zero delay are the same in order to compare
the dynamics. The higher energy traces are still not well fit by a single exponential. They
appear slower because the 1.8 ps component is larger. This energy dependent response is only
seen for the low doped n-type sample. The two higher doped samples both require two time
constants, but the relative magnitudes, and therefore the shapes of the traces, stay the same
at all probe wavelengths.
The need for two time constants and the energy dependent time response are both inconsis-
tent with the theory of Chapter 8. The induced temperature changes are probably the smallest
that have ever been measured in a carrier dynamics experiment, and the linearized theory of
Eqns. 8.32 and 8.41 certainly applies. In this case, however, only a single exponential is pre-
dicted. In addition, for a small temperature rise and fast thermalization times, the excited
distribution must be at all times Fermi-Dirac. The time dependence enters only through the
time dependent temperature. It is a simple matter to show that the occupations of all states
in the distribution must, therefore, have the same time response.
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Figure 11-12: Normalized pump-pribe traces for the low doped n-type sample to compare the
shape of the time response measured at different probe energies. From the inner, fat trace to
the outer, slowest trace the probe energies are 2.63 eV, 2.67eV, 2.72eV, and 2.75 eV.
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Pump probe experiments in GaAs have shown that the fundamental carrier-carrier scat-
tering times in a degenerate electron gas are on the order of 10 fs [85, 93, 92]. The energy
redistribution and electron thermalization times have also been shown to be at most 100 fs at
these densities [86, 106, 130, 131]. The sub 100fs spectral hole burning time constant measured
in CdSe [123]demonstrates that II-VI an III-V material can be expected to behave similarly for
these processes. Attributing the observed dynamics to a non-thermalized electron distribution
would thus be a major departure from established results.
11.4 Intervalley scattering
A simple explanation of this inconsistency is that intervalley scattering accounts for the 1.8
ps time constant [95, 131, 132, 133, 134, 135, ?]. As stated previously, free carrier absorption
involves emission of an optical phonon in order to conserve energy and momentum. Figure
11-13 shows a schematic diagram of the ZnSe conduction band structure. The cold electron
distribution due to the doping resides at the central F-valley minimum. Electrons from this
distribution which are kicked up in energy by the pump photons can scatter either to high energy
states within the F-valley or to states near the Brillouin zone boundary at the L symmetry point.
The fifty percent branching ratio labelled in the figure will become clear shortly. Those electrons
which scatter to the F-valley quickly thermalize and transfer their energy to the cold distribution
which subsequently cools with the observed 500fs timeconstant. The electrons which scatter
to the L-valley cannot interact with the F-valley distribution because no intermediate states
are available to satisfy conservation of energy and momentum. Eventually, they emit optical
phonons and return to the F-valley where they provide additional heating of the distribution.
Delayed cooling behavior due to intervalley scattering has been observed in time-resolved
luminescence experiments of GaAs where a 3 ps timeconstant was measured [134, 135]. L - F
return times in the 0.7 to 2 ps range have also been measured in GaAs pump-probe studies
[95, 131, 136]. A 1.8ps L - F return time for ZnSe is reasonable despite its increased electron-
LO phonon coupling since these long effective scattering times result mainly from the relative
densities of states between the L and F-valleys. The large L-valley density of states make it
less probable that an individual phonon scattering event takes the electron back to the F-valley
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Figure 11-13: Schematic diagram of the FCA carrier heating processes. Electrons scattering
within the F-valley quickly thermalize with and heat the cold distribution which cools in 500fs.
Electrons scattered to the L-valley remain there for 1.8 ps before returning to the F-valley and
causing additonal heating.
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rather than to an equivalent L-valley pocket on another face of the Brillouin zone.
This model explains the bi-exponential electron response, but does not account for the
energy dependence found in the low doped sample. An answer can be obtained by analyzing
the data according to the following phenomenological fitting procedure. The action of the
pump on the cold electron distribution with the inclusion of the delayed L-valley electrons can
be described by a 'heating function', Q(t), given by a delta function and an exponential term
as
Q(t) = al6(t) + L2exp(-t/T2)U(t) (11.1)
T2
where U is, as usual, a unit step function. The electron relaxation, R(t), is described by a single
500 fs exponential as
1
R(t) = -exp(-t/71)U(t). (11.2)
T1
The measured pump-probe trace, h(t), is the convolution of the heating and response functions
and is given by
h(t) = -exp(-t/71)U(t) +  a exp(-t/T2){1 - exp(-t[i - i])}U(t). (11.3)
71 72 - 71
The first term described the initial cooling response due to the r-valley electrons, and the
second term is the delayed response. If the second term is multiplied out, it is apparent that
the response can be written as the sum of two exponentials. The form in Eq. 11.3 is useful,
however, because from Eq. 11.1 the fraction of the electrons scattered to the L-valley, Lf, is
given by
Lf a2  (11.4)
a2 + al
By fitting the observed response with Eq. 11.3 ( and including a delta function due to TPA
and optical Stark effect) , the coefficients al and a2 can be determined and used to find the
L-valley fraction. Figure 11-14 gives a graphic picture of the heating and cooling responses.
The wavelength dependence of fraction of the electrons scattered to the L-valley holds the
key to the energy dependence. The black circles in Fig. 11-15 plot Lf against the pump photon
energy minus one LO phonon energy of 31 meV. Remember that the pump energy must tune
with the probe since the probe is obtained by SHG. The lower plot is for the low doped sample.
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Figure 11-14: The fundamental electron cooling response shown on the right side is an expo-
nential cooling response with a 500 fs timeconstant. Because of the delayed heating effects of
intervalley scattering, the electron response is driven by the heating function shown on the left.
The observed pump probe response is the convolution of these functions.
The decrease of Lf at low pump energies accounts for the faster response seen for the low energy
states. This decrease can be explained by the pump being tuned across the threshold energy
for scattering to the L-valley, EL - hWLO, where EL is the energy of the L-valley minimum
above the bottom of the r-valley. The dotted curves in Fig. 11-15 represent the distribution of
electrons excited by FCA which is simply the F-valley distribution raised by the pump photon
energy. As the pump is tuned, this distribution slides across the L-valley density of states
(LDOS) which is shown by the dashed line. The number of electrons scattering to the L-valley
is proportional to the overlap of the excited distribution and the LDOS as is plotted with the
solid line. This assumes that the matrix element for scattering is independent of final energy
in the L-valley, which should be a good approximation for energies near the minimum, EL.
To fit the observed Lf from the pump-probe responses, the L-valley is determined to lie 1.30
eV above the r-valley. The exact energy of the L-valley is not known with precision. Chelikowski
and Cohen [137] place it at 1.2 eV above the r minimum while a more recent publication by
Markowski et. al. [138] reports a theoretical value of 1.25 eV and an experimental value of
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Figure 11-15: Black circles: The measured fraction of excited electrons scattered to the L-valley
by FCA as extracted from the pump-probe dynamics. Dotted curves: The electron distribution
raised by a pump photon energy. Dashed curve: The L-valley density of states. As the pump is
tuned the excited distribution slides across the L-valley DOS. Solid line: The fraction L-valley
electrons created for a given pump photon energy, determined by the overlap of the excited
distribution and the LDOS.
219
1.4 eV. Both of these calculations and the experimental result determine the L-valley energy
by subtracting the measured bandgap and valence band width from the ZnSe El transition.
The bandgap is, of course, well known, and the El energy is accurately found from modulation
spectroscopy methods. The valence band width, however, must be determined by photoemission
measurements [139, 140] which have an uncertainty of about 600 meV.
The dashed curves in Fig. 11-15 are an estimation of the shape of the LDOS based on
published bandstructures [137, 138]. Initially, the density of states rises as (E - EL) 1/ 2 due
to the ellipsoidal energy surfaces centered on the L-point [100, 132]. Moving from L to r, an
inflection point in E(k) is found which indicates a transition from closed ellipsoids to open
energy surfaces. This results in a slope change in the LDOS. Assuming the L-valley mass is the
same as the valence band mass at the L-point ( i. e. the conduction and valence bands track
each other near the L-point), and using values between 0.7 and 1.3 eV [139, 140] results in a
value of 40 to 90 meV above EL for the position of the slope change. A value of 75 meV was
used for the fit in Fig. 11-15.
The threshold energy is well supported by the data for the low-doped sample; however, the
larger width of the electron distribution in the 1.8x 1019 cm - 3 sample lowers the resolution for
probing the LDOS in this manner, and the energy dependence is flattened out as shown in the
top plot of Fig. 11-15. This explains why only the low doped sample showed change in the
shape of the time response. Electrons scattered to the L-valley with sufficient excess energy can
rapidly scatter via phonon emission or impurity scattering to regions of the Brillouin zone (such
as near the A-point) which still have a large density of states, but are close enough to k = 0
for electron-electron scattering to take place. This accounts for the decrease in the L-valley
scattering ratio at high pump energies for the low doped sample, and for the smaller fraction
observed for the high doped sample where the large width of the distribution results in more
electrons arriving in the L-valley with large excess energies. Since the exact energy dependence
of this process is not known, the slope of the effective LDOS is set equal to zero above the
inflection point in order to obtain a reasonable fit to the data on the low energy side. This
uncertainty does not affect the placement of the L-valley threshold which is the primary goal.
It is very interesting that similar decreases in observed L-valley scattering at high energies have
been reported very recently in experiments on InAlGaP/InGaP quantum wells [141].
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11.5 Conclusions
This interpretation for the apparent energy dependent electron relaxation is the most plausible
explanation consistent with the requirement that the electrons establish a quasi-equilibrium
Fermi distribution on a time scale of < 100 fs. The value of EL is in reasonable agreement
with previous experimental and theoretical investigations. Electron dynamics have been used
before to determine the value xc of the direct/indirect cross-over point versus Al concentration
in AlGal-,As [142]. these results show that intraband processes can be a valuable tool for
measuring bandstructure parameters not accessible by direct optical transitions.
The temporal dynamics yielded several interesting timeconstants for electron-lattice scat-
tering. The L - return time by optical phonon emission and absorption was found to be 1.8 ps
which is similar to GaAs. The electron distribution cooling time constant was measured to be
500fs, while the holes were found to cool more slowly with a 900 fs time constant. These results
are surprising in comparison to the theoretical values of around 120 fs for electrons and 40 fs
for holes ( see Figs. 8-8 and 8-9 ). The unprecedentedly low temperature changes used in these
carrier dynamics studies eliminated many complicated effects such as hot phonon bottle-necks
and dynamical screening which are present in above band pumping experiments. Coupling of
the LO-phonons to the plasma mode results in a renormalization of the phonon frequencies,
and, from the literature [72, 107, 74], this effect seems to be the only physics not included in
the calculations in Chapter 8. This effect was left out because the energy shifts at the carrier
densities used in these experiments are small and have been shown to be unimportant by Das
Sarma [107] in GaAs calculations. It is not believed that this effect could account for a factor
of five slowing of the cooling rate. The large disagreement between experiment and theory
must be traced to the Fr6lich coupling matrix element (Eq. 8.1) since the small temperatures
result in such a clean experimental situation. In studies of metals and superconductors, the
electron-phonon coupling is treated as a parameter to be experimentally determined [143, 144].
No previous semiconductor pump-probe experiments have had the potential to accurately de-
termine the electron-phonon coupling strength. This below band pumping technique, and the
ability to measure very small transmission, and therefore temperature changes, may lead to
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improved understanding of carrier-lattice interactions in semiconductors.
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Chapter 12
Optical Stark effect
The large bleaching signals observed at zero delay in the last section are due to the optical Stark
effect. The optical, or AC Stark effect, is a light induced level shift which follows the intensity
of a non-resonant pump essentially instantaneously. The idea is borrowed from atomic physics
where it has been known for a long time and is tied to such phenomena as Mollow triplets
in luminescence spectra. At large pump detunings, semiconductor interband transitions can
be modelled as a collection of simple quantum mechanical two-level systems [145] and treated
exactly like discrete atomic energy levels. When the pump laser is tuned close to resonance with
the exciton and bandedge continuum, the situation is more complicated, requiring treatment of
many-body interactions in the virtual electron-hole pair plasma [146, 1471. Many investigations
have been performed in this regime on III-V semiconductor such as GaAs [148, 149, 150], as well
as wider bandgap materials such as CdS [151]. The instantaneous index changes associated with
the optical Stark effect have been the subject of intense interest for applications in ultrafast
optical switching [152, 153, 114]. In the IR pump-blue probe experiments in this work, the
pump is at much larger detuning than is normally used. This results in a particularly clean
observation of the shift in the bandedge and allows a comparison of doped and undoped samples;
a test which has not been performed before.
Figure 12-1 shows the shift induced in a two-level system due to an off-resonant pump.
The reason for the shift can be explained using the fundamental concepts of the uncertainty
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Figure 12-1: Schematic of the level repulsion induced by an intense optical field detuned below
resonance.
principle and energy conservation. The time-energy uncertainty relation,
AEAtobs > h, (12.1)
states that the uncertainty in a measurement of the energy of a system is related to the amount
of time in which the observation occurs. For an observation time, At~l/Awp, the uncertainty
in the energy is on the order of that necessary to excite an electron to the upper state. This
excited electron is called a 'virtual' electron because it exists only for a time less than 1/Awp.The
small amount of time the electron spends in the upper state is not observed directly, but it has
consequences for the light-atom system as a whole since energy must be conserved on long
timescales. The expectation values for the energies of the atom and radiation field, with the
atom initially in the ground state (E=O), are
< E >atom= (0 - Ae)(1 - p) + (E + Ae)p (12.2)
< E >light= Nhwp(1 -p) + (N - 1)hwpp
where a shift, Ae, has been postulated in the upper and lower state energies, and p << 1 is the
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probability of finding the atom in the upper state. The total energy is constant and is given by
< E >Total= Nhwp =< E >atom + < E >light . (12.3)
Plugging in Eq.12.2, the result is
0 = (E - hwp)p - AE + 2ALp. (12.4)
Since the last term is of second order in p, it follows that is indeed a shift of the levels given by
Ae = (E - hwp)p. (12.5)
Because p>O, this result states that for E > hiw the transition is red-shifted, and for E < hwp
it is blueshifted. The atom is always pushed out of resonance by the light. This conclusion
remains if the atom is initially considered to be in the upper state. Thus an inverted (gain)
medium exhibits the Stark shifts of the same magnitude and sign. This simple reasoning can
be pushed a little further by estimating the probability, p, as the rate of excitation, W, times
the lifetime, 7, and using Fermi's golden rule,
p = W x r (12.6)
2r ed.2 1 1
= led - |12
Here, because of the short lifetime of the electron, the density of final states appears smeared
out to 1/hAwp. The total shift in the transition energy is
hA = 2AE = 4  .ed (12.7)
This simple calculation actually overestimates the shift, but it does correctly predict that the
shift is proportional to square of the dipole moment (i.e. proportional to the absorption), is
linear in the pump intensity, and falls off as the inverse of the pump detuning.
This problem may be solved exactly, of course. A neat solution presented by Joffre will be
225
briefly discussed here. The Hamiltonian of the atom in the presence of the pump field is
H = - - S (t) (12.8)
0
E
By making a unitary transformation with the matrix
U = exp(-iW pt) , where
Wp
(12.9)
0 0
0 wp
an equivalent Hamiltonian, H', is formed
d•eUH' =UHUt+ih U t.dt (12.10)
H' is then independent of time and is given by
-H' = -wpS
- *,p E - h wp
(12.11)
The new eigenvalues of the two-level system in the presence of the pump are then
E' = " 12 2 +2 
12 ESp2
Sh2 AW 2
(12.12)
For low enough pump intensity, the total shift in the transition energy is therefore
2 |i|2 2hAQ 2 /2 (12.13)h2AW2p
which agrees with the previous estimation in Eq.12.7 within a factor of 27r.
At large detunings, the interband absorption spectrum of a semiconductor can be modelled
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Figure 12-2: Top: The conduction and valence bands can be viewed as an array of two-level
systems, one for each k. Bottom: A below band pump beam shifts the transition energies of
all of the two-level systems and causes the absorption edge to undergo a rigid blueshift.
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as an array of two-level systems as shown schematically in Fig. 12-2. Optical transitions
between valence and conduction band free carrier Bloch states are usually expressed in terms
of the interband momentum matrix element pc. An equivalent dipole length can be defined
using the results of the Thomas-Reiche-Kuhn sum rule
Pcv = mowvxc, (12.14)
and the Kane expression for evaluating the momentum matrix element
P~c EmoS= Egmo (12.15)
m0  2m•
For GaAs and ZnSe, x, is 6.3A and 3.0A, respectively. In any event, Eq. 12.13 states that
the Stark shift is proportional to the same material-light coupling that gives rise to linear
absorption. This coupling, p, xc•,or pcv, will be referred to as the optical matrix element from
here on.
In fact, for a semiconductor the change in absorption seen by a resonant test beam due to
the strong, detuned pump is just
Aa(w, Ip) = ao(w - AQ) - ao () . (12.16)
This is shown in the bottom drawing in Fig. 12-2. The relative change in transmission is simply
AT 8oAT= A x L. (12.17)
T Ow
Figure 12-3, shows the magnitude of the instantaneous bleaching component of the response
for three of the samples discussed in the last Chapter. The solid lines represent the measured
linear absorption spectra. The peak of the bleaching response occurs near the photon energy
where the absorption has the largest slope, just as Eq. 12.17 suggests. In addition, the size of
the signal seems to follow the sharpness of the absorption edge for all of the sample studied.
Before these dynamics can be associated with the Stark effect, other possible mechanisms
such as a 'two-photon' Stark effect or other two-photon resonant effects [154, 155]. These
mechanisms must be explored since the pump is at exactly half the bandgap when the probe
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Figure 12-3: Magnitude of the instantaneous bleaching component as a function of the probe
energy. Spectrum follows the derivative of the linear absorption (solid line) indicative of a shift
of the bandedge.
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Figure 12-4: Pump and probe power dependence of the Stark signal for the P-type ( 2.6 x 1017
cm - 3) sample.
tunes across the bandedge. Thus, although they would be of higher order in the pump intensity
( -I), resonance enhancement may make up for the difference. Figure 12-4 shows pump probe
traces on the P-type sample (corresponding to the top plot in Fig. 12-3 ) as a function of pump
and probe power. The observed linear dependence on pump and probe intensity agrees with the
simple, one-photon, Stark effect described above. Two-photon effects due to the pump would
also be expected to create some real electron-hole pairs and give rise to a long lived response
which is not observed. A final check performed was to vary the pump polarization. No change
in the signal size was observed in accord with the isotropic symmetry of the optical Stark effect
[156].
With the Stark effect established as the mechanism of the bleaching dynamics, an interesting
test of the light-matter coupling in these ZnSe samples was performed. The ability to observe
the Stark shift at such large pump detunings ( 1.33 eV = 60xEex) is a nice feature of this
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experiment. At smaller detunings, part of the pump spectrum usually overlaps the absorption
spectrum resulting in saturation of the absorption due to the generation of real carriers. In
addition, coherent polarization effects are often observed in experiments using a white-light
continuum probe pulse. These features distort the absorption spectra from a pure, rigid shift
of the bandedge. Extracting the energy shift is interesting because it contains the material
dipole moment which it turn holds information on the nature of the electron-hole pair states.
In Chapter 10, Coulomb attraction between the excited electron and hole was seen to cause an
increase in the absorption near the bandedge. This increased coupling can be screened out by
a background plasma. Thus, one might expect to see the effects of Coulomb enhancement in
the Stark effect by comparing samples doped above and below the Mott density.
The magnitude of the transmission change due to the Stark shift is obtained from the plots in
Fig. 12-3 by taking the peak value and subtracting off the two-photon absorption contribution
observed at the high and low ends of the spectrum away from the absorption edge. This value
is then divided by the measured slope in the linear optical density (aL) and normalized to
the pump power used. The pump power was corrected by the measured surface reflectivity
at the pump wavelength. Using the sample thicknesses as determined from the Fabry-Perot
fringes, the average intensity inside the film was also calculated, but this led to only a very
small correction. Note that the sample thickness and absorption are not needed independently
for the slope in the optical density.
The results of these calculations are relative measures of the magnitude squared of the
material optical matrix elements. Determination of the absolute value of the matrix elements
or dipole moments requires detailed knowledge of the spots sizes of the pump and probe on
the sample. As discussed previously, due to the dispersion of the fused silica lens used, the
pump and probe waist sizes are not the same. This uncertainty is not relevant for the relative
comparisons of interest here. These normalized matrix elements are plotted in Fig. 12-5 for
five samples with different doping levels. For samples doped above the Mott density, a factor
of 2 decrease is seen, corresponding to a V1 decrease in the optical matrix element. The error
bars on the data points refer to the maximum and minimum values obtained using several
measurements of the various parameters. The absorption (optical density actually) spectra
were measured twice for each sample and both values were used in the calculation. Likewise,
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Figure 12-5: Measure of the interband optical
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upper and lower bounds on the size of the two-photon absorption (as seen in Fig. 12-3) were
taken into account for the high doped samples.
The data seem to agree with the idea of screening of the Coulomb enhancement of the matrix
elements when the carrier density is large. Above the Mott density, the coupling has essentially
the same value as would be the case for the bare interband momentum matrix element. When
excitonic effects are present, the coupling to the pump, and therefore the Stark shift, is increased.
However, the many-body theory of the optical Stark effect due to M. Combescot [157] actually
does not predict such behavior. At large detunings, this theory states that the Stark shift is
independent of the Coulomb attraction between electron-hole pairs and is given by the bare
free-carrier Kane momentum matrix element, p.. Arguments can be made however, that the
proof used to deduce this dependence rely on evaluating sums whose rates of convergence may
be very slow. Thus, even 60 exciton binding energies detuning may not be in the large detuning
limit of the theory.
Doping the semiconductor with a large carrier density does effectively turn off the electron
hole Coulomb attraction. It may, however introduce other effects as well. Theories of the Stark
effect treat each of the pairs of conduction and valence band states as independent two-level
systems. This follows from the assumption of momentum conservation in photon absorption.
The perturbation Hamiltonian introduced by the pump does not connect states from different
pairs together and their shifts can be calculated independently. Fast intraband scattering
processes, such as carrier-carrier scattering of impurity scattering at high doping levels, may
change this picture, however. Four-wave mixing experiments with the shortest pulses available
[85] indicate that dephasing times can be well under 10fs in highly excited bulk GaAs. This
is not far off from the 3.2fs lifetime of the virtual carriers created by the half-bandgap pump
in these experiments. Other effects such as bandgap renormalization due to the virtual carrier
population could cause a competing red-shift that would be larger for the high doped samples,
using the phenomenological bandgap renormalization expression in Ref. [73]. One last idea to
consider is that Stark shifts between the conduction band and the next higher band at k = 0
are not negligible. The transition energy is 7.33eV-2.67eV=4.66eV. Thus, the 1.35 eV pump
would only be 3.31 eV off resonance and would make a contribution of about 40% of the size
of the valence-conduction transition (assuming the matrix elements are the same).
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Chapter 13
Conclusions and Future Work
The time resolved measurements performed in this work have pointed to both differences and
similarities between ZnSe and III-V semiconductors such as GaAs. The larger excitonic binding
energy in ZnSe leads to pronounced enhancement of the above-band continuum absorption. For
above-band pumping experiments with large photo-injected carrier densities, screening of this
enhancement was found to be the dominant optical nonlinearity even at densities up to 2 x 1018
cm-3. Although this effect was shown in CW saturation experiments [158], the complete lack of
any fast dynamics in the pump-probe traces of Chapter 10 does yield further insights. First, no
sign of spectral hole burning was evident in spite of the reasonably short, 50 fs, pulses used. A
spectral hole is the localized absorption saturation which would occur through bandfilling if the
injected carrier distribution initially resembled the laser pulse spectrum. A single wavelength
experiment does not monitor the spectrum of the absorption changes induced by the pump,
but dynamics associated with the redistribution of the carriers in energy should be observed in
the time domain. Even if screening, rather than bandfilling, dominates the absorption changes,
changes in the Coulomb screening as the carrier distribution evolves to a Fermi distribution
should affect the carrier contribution to the dielectric constant, and thus give rise to a time
dependent component in the pump-probe traces. The same argument should hold for the carrier
cooling, but no dynamics were observed.
Quantum wells enhance the exciton binding energy by a factor of 4. Coulomb enhancement
of the above band absorption also is present, but the screening capability of a 2-D electron gas
is considerably reduced from the 3-D case. This is because, in quantum wells, the carriers are
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confined to the well plane, but the fields due to the charges can extend into the barrier material
and are therefore still 3 dimensional. Phase-space filling, rather than screening, has been found
to be most important for exciton ionization and absorption saturation in GaAs quantum wells.
Repeating the above band pumping experiments for ZnCdSe/ZnSe or ZnSe/ZnSSe quantum
well material would be an interesting comparison and may also give important information on
the gain mechanism in ZnSe base laser diodes. Several theories of stimulated emission in II-VI
quantum wells have indicated that excitonic and Coulomb effects are important [103, 104].
Once the screening effects were circumvented by going to below-band pumping, the carrier
dynamics observed for ZnSe appeared quite similar to that seen in GaAs and other III-V
materials. More work is necessary for a true comparison, however, since the vast majority of
GaAs pump probe studies of carrier dynamics have used above band optical pumping to created
excited plasmas. The only perturbational studies of carrier cooling dynamics in GaAs, in fact,
have been pump-probe experiments on GaAs semiconductor laser amplifiers [113, 114]. These
experiments were complicated by the presence of a two-component plasma, but dynamical
screening and hot-phonon effects can be neglected since the induced temperature changes were
only about 10K. The measured cooling timeconstant of 900 fs [114] seen in the GaAs experiments
is close to the 500fs and 900fs timeconstants found for ZnSe in this work. Given the predictions
of the Fr6lich matrix element based on the high and low frequency dielectric constants, energy
exchange with the lattice should be almost an order of magnitude faster in ZnSe at densities of
1018 cm- 3 .
The unprecedentedly low value of the induced carrier temperature changes in these FCA
pumping experiments ( AT-0.05K), should allow a straight forward calculation of the carrier-
LO phonon coupling constant, as carried out in Chapter 8. The dramatic failure of this theory
bears some serious consideration since the physical situation is so simplified. This is evidence
that the electron-phonon coupling may be much less than predicted by the bare Fr6lich ma-
trix element of Chapter 7. Comparison of this result to previous work in GaAs is difficult
since almost all of those experiments were performed with direct optical injection. These FCA
pumping experiments should, therefore, be repeated for bulk GaAs or AlGaAs films. Measuring
both ZnSe/ZnMgSSe and GaAs/A1GaAs multiple quantum well samples would also be inter-
esting since much of the carrier dynamics work in III-V materials have been on 2-D systems. A
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Ti:sapphire-pumped femtosecond optical parametric oscillator (OPO) would provide both an
above-band 775nm probe and a below-band 1.3 ,m pump. The probe would not be tunable,
but III-V material can be grown in high quality films so rigorous justification of the physical
origin of the observed dynamics (i.e. by measuring the spectral dependence) can be somewhat
relaxed. A 3-5 ym mid-infrared pump, generated by difference frequency mixing of the OPO
signal and idler pulses, would allow the I - L carrier dynamics to be investigated in the same
manner as in Chapter 11.
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