We propose a semiparametric additive rate model for modelling recurrent events in the presence of the terminal event. The dependence between recurrent events and terminal event is fully nonparametric and is due to some latent process in the baseline rate function. Additionally, a general transformation model is used to model the terminal event given covariates. We construct an estimating equation for parameter estimation. The asymptotic distributions of the proposed estimators are derived. Simulation studies demonstrate that the proposed inference procedure performs well in realistic settings. Application to a medical study is presented.
INTRODUCTION
Recurrent events are common in medical practice or epidemiologic studies when each subject experiences a particular event repeatedly over time. Examples of recurrent events include multiple infection episodes, tumor recurrences, and repeated drug use. Interest of recurrent event
Recurrent Events with Informative Terminal Event 3 more intuitive. Examples include the proportional rate model or its transformed form as proposed
by Pepe and Cai (1993) , Lawless and Nadeau (1995) and Lin, Wei, Yang and Ying (2000) . All these models assume the effect of the covariates to be multiplicative and the non-informative censoring. Work on extension to incorporating the informative terminal event is limited : Cook and Lawless (1997) studied the mean and rate of the recurrent events among survivors at certain time points. Ghosh and Lin (2000) proposed an nonparametric estimator for the rate function of the recurrent event by incorporating the survival probabilities of the terminal event. They further considered the proportional rate model with covariates in Ghosh and Lin (2002) , where the inverse probability weighted estimating equation was used to obtain the consistent estimators for the regression coefficients. An expanded version of the same type of the inverse weighted estimating equation was adopted to improve the efficiency in Miloslavsky et al (2004) for the proportional rate model.
A useful and important alternative to the proportional rate model is the additive rate model, where the true underlying covariate effects may add to, rather than multiply, the baseline event rate. As pointed out in Schaubel et al (2006) , in many practical applications, an additive model may indeed be more appropriate, particularly with respect to continuous covariates. In situations where the additive and multiplicative models fit the data equally well, the additive model may be preferred due to the interpretation of the regression parameter. For the additive rate model as given in Lin and Ying (1994) , no work has been done to incorporate the informative terminal event.
In this paper, we focus on the additive rate model for recurrent events. Only covariates of interest are parametrically modelled as an additive component in this model. In our additive model, the baseline rate function is nonparametric and depends on some latent random variables which general transformation model (Zeng and Lin, 2006 ) is used for modelling terminal event.
MODELS AND INFERENCE

2·1. Models
Let N (t) denote the counting process associated with recurrent event and let T denote the terminal event time. The covariates of interest are denoted by X. For the terminal event time T , we assume the following linear transformation model
where Λ(t|X) is the conditional hazard function of T given X, Λ(·) is an unknown and monotone transformation with Λ(0) = 0 and G is a given transformation function. The usual proportional hazards model and the proportional odds model are both special cases of the linear transformation model with G(x) = x and G(x) = log(1 + x). Note that model (1) is equivalent to
where is an independent error following a distribution with cumulative density function G(e ) . For the recurrent event process, we let ν be subject-specific latent effect which is independent of X and may be associated with the terminal event residual . For any time t,
given ν and T > t, we assume that the rate of the recurrent event at time t is independent of T .
Furthermore, we model this rate function of the recurrent event process via an additive model by assuming
where R(t, ν) is the subject-specific baseline cumulative rate function and assumed to be unknown. Moreover, R(0, ν) = 0 and R(t, ν) is an increasing function of t for t ≤ T . Particularly, the parameter γ represents the rate difference for one unit change in X for a given subjectspecific latent effect ν. The latent effect ν explains the dependence between the recurrent event process and the terminal event.
2·2. Inference Procedure
Suppose that we observed data from n i.i.d subjects subject to right censoring. We denote them
.., n, where C i is censoring time for subject i, T i ∧ C i is the minimum of T i and C i , and I(T i ≤ C i ) is the failure indicator. We assume that the right-censoring is noninformative satisfying that C i is independent of ν, N i (t) and T i given X i .
Our goal is to estimate β and γ. First, we use the survival data ..., n, to estimate the parameters in model (1). Particularly, the nonparametric maximum likelihood estimation approach (Zeng and Lin, 2006 ) is used to derive the estimates for β and Λ and we denote the estimates as β and Λ respectively. That is, β and Λ maximize
where Λ{t} denotes the jump size of Λ at t. The details of computing β and Λ can be found in Zeng and Lin (2006) .
To estimate γ, since T can be censored, we may not be able to estimate the rate function given T directly; instead, we need to consider the observed rate function given the observed end point
Following the assumption that ( , ν) are independent of X, we obtain
Thus, if define dH(t, s) as E[dR(t, ν)| > s], then it is necessary to be able to estimate dH(t, s)
using the observed data. Note that from the fact (ν, ) is independent of X and C, we have
for any integrable function g(X). Particularly, we choose g(X) to be of the form
Hence, we can estimate dH(t, s) using the empirical observations as
. has mean approximating zero given X i ; equivalently, if define
From (3), this implies that the following term
and
is approximately zero for given X i .
Hence, to estimate γ, we propose the following estimating equation for inference:
where ω(t) is any deterministic weight function. Equivalently, the estimator for γ, denoted as γ, is given as
Note that there is some possibility that the denominator in the calculation of dN i (t) and X i (t),
i.e.,
could be zero. In this case, we define 0/0 as zero so that the corresponding dN i (t) and X i (t) are zeros. 
2·3. Extension to time-dependent covariates
Our model and inference method can be extended to incorporate external time-dependent covariates X(t) in the above formulation. Particularly, when X(t) is time-dependent, the transformation model (1) for the terminal event becomes
where Λ(t|X) is the conditional hazard function of T given X. The above model is also equivalent to
where is independent of X with cumulative density function 1 − exp{−G(e )}. Thus, if we
and redefine
, then an estimator for γ is given similar to (4) as
ASYMPTOTIC RESULTS
We provide the asymptotic results for the estimators ( β, Λ) and γ, assuming X and its effect to be time-independent. The same results apply to the case when X contains time-dependent 
(C.4) There exists some positive constant δ 0 such that
The conditions in both (C.1) and (C.4) are standard in the practice of survival analysis context. Condition (C.2) is equivalent to saying that the design matrix [1, X] is full rank with some positive probability. Condition (C.3) stipulates the tail behavior of the transformation func-
G(x) = r −1 log(1 + rx) for r ≥ 0 satisfy this condition. The same condition is used in Zeng and Lin (2006) for transformation models.
The first result concerns the asymptotic distribution of ( β, Λ), which has been given in Zeng and Lin (2006) . We quote this result in the following theorem. Furthermore, according to Zeng and Lin (2006) , we have the following asymptotic linear expansion for β and Λ:
Theorem 1 (from Zeng and Lin, 2006). Under conditions (
where S β and S Λ are the respective influence function for β and Λ, G n is the empirical process defined as n 1/2 (P n − P) with P n being the empirical measure and P being its expectation, and o p (1) denotes the random element converging to zero in probability in the metric space of Theorem 1. Moreover, using the consistent estimator of the information matrix for β and Λ as given in Zeng and Lin (2006) , we can estimate S β and S Λ consistently in the uniform sense of (Y, ∆, X) and t ∈ [0, τ ]; so we denote such estimators as S β and S Λ respectively.
The following theorem gives the asymptotic distribution for γ.
where S γ is the mean-zero influence function for γ and is given in the appendix. As the result,
We need to estimate the asymptotic covariance of γ. (4) is equivalent to the variation of the following function of (Z 1 , ..., Z n ),
given the observed data. The contribution due to the numerator and denominator of N i (t) is equivalent to Finally, to account for the variation in estimating β and Λ, we generate
We then obtain
where N i (t) is defined the same way as N i (t) except that ( β, Λ) is replaced with ( β, Λ). Thus, intuitively, the pure variation due to
We combine all these together and obtain one statistic
We repeat such Monte-Carlo method a number of times. The sample variation of these generated statistics { γ} is considered as an estimator for the asymptotic covariance of γ.
The following theorem justifies the validity of the above Monte-Carlo method, whose proof is given in the appendix.
Theorem 3. Let E Z denote the conditional expectation with respect to Z 1 , ..., Z n given the observed data. Then
The proof of Theorem 2 utilizes the theory of empirical process and Theorem 1. Particularly, we expand n 1/2 ( γ − γ 0 ) linearly as the summation of independent components. The proof of Theorem 3 is in the same spirit as of Theorem 2. All the details are given in the appendix. 
where the parameter α(t) is an unknown function of t. Such a model is similar to the partly parametric additive model proposed in McKeague and Sasieni (1994) but we allow the baseline function to depend on an unknown latent effect which is also associated with the terminal event T .
We can apply the same idea as in Section 2 to estimate α(t) and θ. Particularly, a similar equation to (3) holds:
Again, dH(t, s) can be estimated using the empirical observations as
Therefore, this implies that 
Hence, we propose the following estimating equations to estimate α(t 0 ) for any t 0 and θ:
where K a n (t) = a −1 n K(t/a n ) with K(·) being a symmetric kernel function and a n being a bandwidth. Solving (6) yieldŝ 
After substituting this into equation (7), we obtain that the estimator for θ is given aŝ
The estimator for α(t) is then given asα(t;θ).
Notice that the expression ofθ takes a similar expression asγ in (4), except that additional projections on the covariate W -space are subtracted from both Z and dN (t). Therefore, under some regularity conditions and assuming na n → ∞ and na 4 n → 0, following the similar arguments as proving Theorem 2, we can show thatθ is consistent and n 1/2 (θ − θ 0 ) converges in distribution to a mean-zero normal distribution. Moreover, the estimator for α(t) can be shown to be point-wise consistent and asymptotically normal.
SIMULATION STUDIES
We conduct simulation studies to examine the performance of the proposed method. In the simulation studies, for each subject i, we generate two covariates with X 1i from a Bernoulli distribution with success probability 0.5 and X 2i from the uniform distribution in [0, 1]. To generate the terminal event, we use the transformation model Furthermore, we generate from the extreme-value distribution so the model for the terminal event is the proportional hazards model.
To generate the recurrent events, we use the following intensity model:
where λ i (t) denotes the intensity function at time t for subject i, ξ i is generated independently from a Gamma-distribution with mean 1 and variance 0.5, and ν i is independently generated from the uniform distribution in [0, 1]. Additionally, the coefficient ψ 0 is a given constant. Clearly, this intensity model implies the following rate model
Thus, the corresponding coefficient γ 0 = (0.5, 0.8) T . The first component −ψ 0 exp(ν i )/ log i reflects the dependence between the rate of the recurrent events and the terminal event. Particularly, when ψ 0 = 0, we obtain the situation when the terminal event is non-informative of the recurrent events; when ψ 0 is non-zero, this implies the informativeness of the terminal event. For the latter, we choose ψ 0 = 1 in the simulations. Finally, the right-censoring time is generated from the minimum of the uniform distribution in [1.5, 8] and 3, which yields 35% censoring. The average number of the recurrent events per subjects is around 3 to 3.5.
For each simulated data, we first implement the algorithm in Zeng and Lin (2006) to estimate β and Λ as well as their influence functions. The estimator for γ is obtained using the formula (4). The procedure based on the Monte-Carlo resampling method, which was given in the previous section, is used to estimate the asymptotic covariance. Particularly, we use 100 Monte-Carlo samples and find the variance estimation to be fairly accurate. The following two tables sum-marize the results from sample sizes n = 100, 200 and 400, with Table 1 from the simulations corresponding to ψ 0 = 1 and Table 2 from the simulations corresponding to ψ 0 = 0. In the tables, column "Bias" is the average bias from 1000 repetitions; "SE" is the sample standard deviation of the empirical estimates; "ESE" is the average value of the estimated standard errors obtained from the resampling approach; "CP" is the coverage probability of the 95% confidence interval based on the normal approximation. The results indicate that the biases of the estimators are small and decrease quickly with the increasing sample sizes; the estimated standard errors are reasonably close to the empirical standard errors; the confidence intervals all have reasonable nominal levels.
For comparison, we also report the results by treating the terminal event as non-informative;
that is, we estimate the effects of the covariates on the recurrent event rate by fitting a simple additive rate model as follows:
E[dN (t)|T > t, X] = I(T > t)(dR(t) + X T γdt).
Such naive estimators can be obtained using the same expression (4) except that we setβ = 0 and Λ(Y ) = Y . Note that our model (2) does not reduce to this model. As expected, the naive estimators treating the terminal event as non-informative can have very large bias when the recurrent events and the terminal event are actually dependent due to some latent process (i.e., ψ 0 = 1) while its bias is small when there are no such dependence (i.e., ψ 0 = 0). From the simulation studies, when the recurrent event is independent of the terminal event, our estimators generally have larger variance than the naive estimators, mainly because the latter utilizes the independence information in estimation. However, under the situation when the two types of events are actually dependent (ψ 0 = 1), the naive estimator produce large bias while our estimator is still approximately unbiased. The ratios between the mean square errors from our method and the native estimators decrease from 90% to 40% in estimating γ 1 when the sample size increases from 100 to 400. These ratios are close to 1 in estimating γ 2 but also decrease significantly when the sample size increases.
We repeat the same simulation study using the same setting except that is generated from the logistic distribution, that is, the terminal event follows the proportional odds model. The results and conclusions are similar (results not shown).
REAL EXAMPLE
We apply our method to analyze the data from a subgroup in the AIDS Links to Intravenous Experiences (ALIVE) cohort study . In this study, a group of intravenous drug users with HIV infections were followed between August 1, 1993 and December 31, 1997, where the collected data included their in-patient admissions and other variables. The terminal First, to determine the survival model for the death, we consider the class of logarithmic transformations r −1 log(1 + rx) for G(x) by varying r from 0 to 1. The AIC criterion chooses the best transformation to be the proportional odds model (r = 1). We then proceed to fit the additive rate model for the recurrent hospital admissions using our approach. The result is given in the first half of Table 3 , which shows that the HIV positive patients tended to die earlier and experience more hospital admission, as compared to the HIV negative patients; the patient's age was significantly associated with the death but not the hospital admission.
To assess the goodness of fit using our model, we examine the following total summation of the residuals for each subject equivalently,
As shown in Section 2, when our model is correct, the above statistics should have an approximate mean zero and be independent of X i . Therefore, a graphical way to assess the model fit is to plot the above residual quantity against covariate X i . We plot in Figure 1 the summed residuals for each subject versus the patient's age within the HIV positive and negative groups respectively.
Overall, we find that the residuals fluctuate around zero and appear to be random. The residuals for the subjects in HIV+ group appear to be slightly more spread-out than the ones for the subjects in HIV-group. In addition, we notice that there are 11 subjects who have residuals larger than 5. Interestingly, these subjects are all extreme cases who experienced at least 9 admissions; thus, their observations can be very influential in the model fitting. For instance, after removing these subjects, the average number of the admission reduces to 1.11; moreover, the result from the model fit, as given in the second half of Table 3, shows that the age's effect becomes much more significant for the recurrent event model. 
DISCUSSION
In this paper, the general transformation models were used to model the terminal event given
covariates. However, such models are not essential in our approach. Other models such as the accelerated failure time model or the additive hazards model can also be used. The choice of the model for the terminal event depends on data fitting.
In obtaining the estimating equation for γ, we constructed the risk set at time t based on the ranks of both the terminal event residual and X T β and gave each subject in the risk set equal weights. One possibility is to assign different weights based on each subject's covariate information. It is unclear what weight functions can lead to a more efficient estimator for γ.
Another possibility to construct the risk set is to adapt the artificial censoring idea which was used in Lin, Robins and Wei (1996) and Ghosh and Lin (2003) under different contexts and models. This idea will further trim the risk set we constructed here. It remains unknown how much efficiency gain/loss the artificial censoring will have. A better alternative approach is to combine the estimators from our method and the artificial censoring approach in an optimal way, which will guarantee the efficiency improvement. We will explore this approach in the future.
Although we focused on the additive rate model for the recurrent event, our inference method also applies to the proportional rate model, where the rate function is given as
The same estimating equation can be constructed as in Section 2. However, the interpretation of the coefficient γ is different between the additive rate model and the proportional rate model.
Finally, we can model the mean function of the recurrent event instead of the rate function by assuming
E[N (t)|X, T > t, ν] = I(T > t) R(t, ν) + X T γt .
Note that this model may only imply the rate model if X is time-independent.
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APPENDIX
Proof of Theorem 2
To prove Theorem 2, we define dR(t) = dN (t) − X T γ 0 dt and
Moreover, based on 2.10.4 of van der Vaart and Wellner, the class {Λ(Y ) : Λ is non-decreasing and right-contiuous and bounded by c 0 } is a VC-hull class; the same holds for the finite dimensional space
is a universally Donsker class. Therefore, from the Glivenko-Cantelli theorem, it is clear that the asymptotic limit of dR(t, X; β, Λ) is equal to
, which is denoted as dR 0 (t, X; β, Λ). Moreover, such convergence is uniformly in t ∈ [0, τ ], X, and (β, Λ)
is the neighborhood of (β 0 , Λ 0 ). Similarly, we define the limit of X i (t) as
From expression (4), we have
Note that with probability one,
Since E 0 (X, t; β 0 , Λ 0 ) is a function of and X and are independent, from condition (C.2), the above limit must be positive definite. Thus, it holds
On the other hand, we note
The first term of (A.2) can be rewritten
Using the mean-value theorem, the second term of (A.2) becomes
where ∇ β denotes the derivative with respect to β and ∇ Λ denotes the Hadmard derivative with respect to Λ. Therefore,
where O denotes the observed statistic, Consequently, since Here, E is the expectation with respect to ( Y , X).
(t)I(Y > t)(X −
The asymptotic distribution for n 1/2 ( β − β 0 , Λ − Λ 0 , γ − γ 0 ) thus follows from the above expansion and the expansions in (5). We examine Ω 1 , Ω 2 and Ω 3 − γ separately. Clearly, using the same notation as in the proof of Theorem 2,
Since the first term converges to Σ X almost surely and R i (t; β, Λ) converges to R 0 (X i , t; β 0 , Λ 0 ) and belongs to some Donsker class, we use Theorem 3.6.13 in van der Vaart and Wellner (1996) and conclude that conditional on data,
Similarly, we have
Z iẼ ω(t)I( Y > t)( X − E 0 ( X, t; β 0 , λ 0 ))dS 1 (O i ; β 0 , Λ 0 , X, t) + o p (n −1/2 ).
Finally
,
On the other hand, and that the last term in (A.5), by the Taylor expansion, is equal to
Hence, from the influence function for γ as derived in proving Theorem 2, we obtain
Theorem 3 thus holds from Theorem 3.6.13 in van der Vaart and Wellner (1996) .
