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Depth images based on seismic diffractions help identify heterogeneities in the subsurface
missing in reflection-based sections. Diffractions also carry information from a wide range
of wave-propagation directions, which can benefit anisotropic parameter estimation. One of
the main challenges in utilizing diffraction events in imaging and velocity analysis is their
separation from the more intensive reflections.
Separation of diffractions can be achieved using the so-called specularity of seismic events,
which is a measure of the deviation from Snell’s law. Here, I analyze two formulations of
specularity suitable for anisotropic media and employ them to generate common-image gath-
ers (CIGs) using the interface normal vectors obtained from migrated images. Application
of a specially designed weighting function to these gathers suppresses reflections and allows
construction of diffraction-based depth images. Testing on a VTI (transversely isotropic with
a vertical symmetry axis) ramp model demonstrates that both formulations of specularity,
supplemented by appropriately designed weighting functions, produce satisfactory results for
diffraction separation in anisotropic media. The algorithms for separation and imaging of
diffractions are successfully tested on the structurally complex VTI Marmousi model.
In contrast to specularity gathers, dip-angle CIGs do not require information about reflector
dips prior to migration and can also be effectively employed in diffraction imaging. These
gathers are processed by applying dip-based muting functions followed by stacking along the
dip axis. The effectiveness of this methodology in anisotropic diffraction imaging is demon-
strated on synthetic data and a field data set from the Gulf of Mexico.
Next, I study the influence of errors in the VTI parameters on reflection and diffraction
events in specularity and dip-angle gathers. Numerical examples show that the moveout of
diffractions is particularly sensitive to the P-wave normal-moveout velocity Vnmo and anellip-
ticity parameter η (or Vnmo and the horizontal velocity Vhor). In principle, diffractions in both
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specularity and dip-angle gathers could be employed in migration velocity analysis (MVA)
to refine the anisotropic velocity model. However, the properties of diffraction moveout are
shown to be different for CIGs shifted from the surface projections of the scatterers. This
complicates application of MVA, which is based on the event flatness, to diffractions in these
gathers.
Therefore, to incorporate diffractions into anisotropic velocity analysis, I develop traveltime
tomography of diffraction arrivals in VTI media using the eikonal equation. The linearized
form of the eikonal equation is suitable for modeling of traveltime perturbations and com-
puting the inversion gradients required by seismic tomography. I present an efficient and
robust finite-difference (FD) methodology to solve the linearized eikonal equation for VTI
media. The accuracy of the proposed method is evaluated for Gaussian parameter anomalies
embedded in a homogeneous background and for the VTI Marmousi model. Traveltime to-
mography is first performed for transmission data in a medium with Gaussian anomalies in
the velocities Vnmo and Vhor. Then the tomographic inversion for Vnmo and Vhor is applied to
diffraction traveltimes from scatterers embedded in the Marmousi model. This experiment
is repeated with noise-contaminated input traveltimes to evaluate the applicability of the
algorithm to field data. To produce geologically consistent velocity models, the inversion
gradients are preconditioned with structure-oriented smoothing filters.
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Seismic diffractions are produced by such small-scale subsurface heterogeneities as frac-
tures, small-scale faults, and salt boundaries (e.g., Grasmueck et al., 2014). Seismic images
(both in time and depth) can be built using diffractions to supplement geologic interpretation
of seismic data. In time-domain common-offset sections, diffractions are out of focus curved
features that do not have any geological significance and, therefore, considered as noise.
Seismic images that contain well-focused diffractions can help identify features which nor-
mally would not be visible in conventional images dominated by reflection events (Berkovitch
et al., 2009; Fomel et al., 2007; Khaidukov et al., 2004; Moser and Howard, 2008). In particu-
lar, diffraction-based migrated sections can provide direct hydrocarbon indicators (Bréthaut
et al., 2018). Those images can also be used to compute 3D seismic attributes sensitive to
the fracture density (Al-Dajani and Fomel, 2010), as well as to time-lapse seismic signatures
(e.g., for gas injection sites, see Alonaizi et al., 2014).
The separation of diffractions from the more intensive reflections is the most important step
in diffraction processing. If the velocity field is accurate, diffractions are collapsed to the
diffractor location by prestack depth migration (Schneider, 1978). However, diffractors are
often overshadowed by stronger reflectors, which necessitates diffraction separation. This
separation can be achieved either in the data domain (Berkovitch et al., 2009; Khaidukov
et al., 2004) or in the image domain (Fomel et al., 2007; Harlan et al., 1984; Landa et al.,
2008; Moser and Howard, 2008). However, separating diffractions typically requires an ac-
curate velocity model and separation algorithms have been mostly developed for isotropic
media (e.g., Khaidukov et al., 2004; Klem-Musatov et al., 1994)
Several authors have performed isotropic velocity analysis using diffractions and their sepa-
ration from reflections iteratively because diffraction separation requires information about
1
the ray directions (i.e., the directionality of wave propagation) (Billette et al., 2003; De Vries
and Berkhout, 1984; Söllner et al., 2002). Ignoring anisotropy during velocity analysis causes
errors in the velocity model resulting in poor separation of diffractions. Conventionally,
migration velocity analysis (MVA) is employed to estimate the anisotropy parameters from
reflection data (e.g., Liu, 1997; Sarkar and Tsvankin, 2004; Wang and Tsvankin, 2013; Wood-
ward et al., 2008)). However, MVA-based methods are not directly applicable to velocity
analysis using diffraction events.
The P-wave kinematics in VTI (transversely isotropic with vertical symmetry axis) media
is controlled by three anisotropy parameters − the vertical velocity VP0, normal-moveout
velocity Vnmo, and the anellipticity parameter η. The sensitivity of diffraction traveltimes to
Vnmo and η was studied by Waheed et al. (2013a,b). However, it would be desirable to per-
form tomography of diffraction arrivals using an efficient inversion scheme. Estimating the
parameters VP0, Vnmo, and η simultaneously is challenging because of parameter trade-offs,
an often insufficient offset range, and limited interface dips (Alkhalifah and Tsvankin, 1995;
Tsvankin, 2012).
This dissertation develops methodologies for diffraction separation and diffraction-based ve-
locity analysis for VTI media. Chapters 2−5 include the material from three articles; two
of them (Chapters 2−4) have been published while the third article (Chapter 5) is being
prepared for publication.
Chapter 2 (Arora and Tsvankin, 2016) employs the concept of specularity to separate reflec-
tion and diffraction events in 2D anisotropic media. I explain the construction of common-
image-gathers (CIGs) based on two definitions of specularity which are valid for arbitrarily
anisotropic media. Computation of CIGs requires knowledge of the interface normal vec-
tors which can be obtained from conventional reflection-based depth images. I introduce a
weighting function that is applied to CIGs to separate diffractions from reflection events.
Then a stacking operation produces diffraction-based depth images. Numerical examples of
diffraction separation are generated for a VTI ramp model and the VTI Marmousi model.
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Chapter 3 (Arora and Tsvankin, 2018a) analyzes the properties of diffraction and reflection
events in dip-angle common-image-gathers. If the migration is performed with an accurate
velocity model, diffractions are flat while reflections are curved with their stationary point
located at the actual reflector dip. The construction of dip-angle CIGs does not require
knowledge of the interface normals as an input to migration. However, the masking func-
tions applied to isolate diffractions are based on the reflector dips. These masking functions
mute reflections at their stationary point, which makes it possible to build diffraction-based
images by stacking along the dip axis. In addition to synthetic examples, the methodology
is tested on field data from the Gulf of Mexico.
Chapter 4 (Arora and Tsvankin, 2016, 2018a) discusses the properties of diffractions in both
specularity and dip-angle gathers in the presence of velocity errors. In particular, I perturb
the parameters VP0, Vnmo, η and study the corresponding moveout distortions. These gath-
ers are also computed at locations laterally shifted away from the surface projections of the
scatterers to determine the feasibility of migration velocity analysis of diffractions.
Chapter 5 presents an algorithm for traveltime tomography of diffraction data for VTI me-
dia using the linearized eikonal equation. This linearized equation is solved using a finite-
difference approximation of the gradient operators, which are similar to those in the fast-
marching method (Rouy and Tourin, 1992; Sethian and Popovici, 1999), to compute the
Fréchet derivatives. These derivatives help compute the Jacobian matrices and the gradient
of the objective function (the L2−norm of the data residuals). The inversion is performed
with a Gauss−Newton optimization scheme parameterized in terms of Vnmo and the hori-
zontal velocity Vhor, with the vertical velocity VP0 kept fixed at its actual value. The initial
velocity model and reflection-based depth image are used to build structure-oriented smooth-
ing filters applied to the inversion gradients. The algorithm is tested on a Gaussian anomaly
embedded in a homogeneous VTI background and a section of the VTI Marmousi model.
Chapter 6 includes the conclusions and recommendations for future work.
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CHAPTER 2
SEPARATION OF DIFFRACTED WAVES IN TRANSVERSELY ISOTROPIC MEDIA
2.1 Summary
Imaging diffracted waves can provide useful information about complex subsurface geol-
ogy and fracture networks. Separation of diffractions from typically more intensive reflected
events can be done based on specularity, which measures deviation from Snell’s law. Here,
we analyze two formulations of specularity and their applicability to diffraction processing
in the presence of anisotropy. We show that the most common definition of specularity,
originally introduced for pure modes in isotropic media, remains valid for both pure and
converted waves in arbitrarily anisotropic models. The other formulation operates directly
with the difference between the slowness projections onto the reflector for the incident and
reflected waves. Testing on a VTI (transversely isotropic with a vertical symmetry axis)
diffraction ramp model demonstrates that both formulations produce satisfactory results for
anisotropic media with appropriate tapering of the specularity gathers. Then separation and
imaging of diffractions is performed for the structurally complex VTI Marmousi model.
2.2 Introduction
Diffractions are caused by heterogeneities with linear dimensions smaller than seismic
wavelength. They can provide valuable information about complex subsurface features such
as small-scale faults, fractures, pinch-outs, karst, and rough edges around the salt bodies
(Landa, 2010). Diffractions are usually treated as noise during conventional seismic process-
ing, which is designed for enhancing and imaging reflected waves.
One of the main challenges in utilizing diffractions is separating them from reflections, which
typically dominate surface seismic data. Khaidukov et al. (2004) enhance diffractions in
isotropic media by applying focusing and defocusing operators. Fomel et al. (2007) oper-
ate on poststack time sections to separate diffractions using plane-wave destruction filters
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and perform isotropic velocity analysis based on a measure of focusing. Berkovitch et al.
(2009) present an application of a multifocusing technique in the context of diffraction sep-
aration. Imaging with diffractions can potentially provide higher-resolution seismic sections
(Khaidukov et al., 2004), which can be combined with conventional reflection-based images
for improved interpretation (Khaidukov et al., 2004; Moser and Howard, 2008; Sturzu et al.,
2013). Processing of diffraction-based images by evaluating the focusing measure can be
used for fracture detection in azimuthally anisotropic media (Al-Dajani and Fomel, 2010)
Moreover, diffractions can be used for anisotropic parameter estimation because they carry
information from a wide range of dips (Waheed et al., 2013a,b).
Kozlov et al. (2004) apply a weighting function, based on the Fresnel zone around the specu-
lar reflected ray, to the Kirchhoff integral to suppress reflections during isotropic migration.
However, constructing such weights for anisotropic media is cumbersome. Moser and Howard
(2008) propose another approach (called “specularity”), which measures the deviation from
Snell’s law at the reflection point, to define the weighting function. This technique is used by
Sturzu et al. (2013) to create “specularity gathers” for efficient separation of diffraction and
reflection energy. Although specularity ignores the fact that reflection events are produced
inside a certain area (Fresnel zone) around the reflection point, specularity gathers overcome
this problem and provide an efficient method of diffraction separation.
Here, we examine two formulations of specularity, one of which is new, and discuss their
applicability for pure and converted waves in general anisotropic media. First, we study the
response of these specularity expressions for a simple homogeneous isotropic model. Then
performance of both formulations in separating and imaging of diffracted waves is illustrated
on a VTI ramp model as well as on the more complex VTI version of the Marmousi model
(Alkhalifah, 1997).
2.3 Theory
The Kirchhoff migration integral computes a stack over the diffraction hyperbola (Schnei-










Figure 2.1: Source-side slowness vector (red), receiver-side slowness vector (blue), the sum of
the two slowness vectors (green) and the interface normal vector (black) for (a) the specular
reflection, (b) a nonspecular diffraction.
function which reduces aliasing in the depth image for coarsely sampled data. If the weight
function is designed to suppress the contribution from inside the Fresnel zone, the Kirchhoff
integral images nonspecular scattered energy (Kozlov et al., 2004). This weight can be for-
mulated in terms of specularity, which represents a measure of deviation from Snell’s law.
Moser and Howard (2008) define specularity S as the cosine of the angle θ between the sum
of the source-side and receiver-side slowness vectors and the interface normal at the reflection
point (Figure 2.1):
S(s, r,X) = cos θ =
(Ps +Pr) · n
|Ps +Pr|
, (2.1)
where Ps and Pr are the slowness vectors obtained, respectively, from the derivatives of the
source-side traveltime T(s,X) and receiver-side traveltime T(r,X), and n is the unit vector
normal to the reflector (n can be computed from the conventional depth image). If we as-
sume that the vectors Ps and Pr of the specular reflected ray point towards the surface, their
projections onto the reflector should cancel out according to Snell’s law. Therefore, the sum
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of these slowness vectors is always aligned with the interface normal for any specular event,
which can represent a pure or a mode-converted wave. Therefore, although the formulation
by Moser and Howard (2008) was designed for pure modes in isotropic media, it is entirely
valid for arbitrary anisotropy and mode conversions.
Alternatively, specularity can be defined directly through the projections of the source and
receiver slowness vectors onto the interface (Figure 2.1). To maintain consistency with equa-
tion 2.1, the normalized sum of these projections can be subtracted from unity:
S(s, r,X) = 1− |Ps × n+Pr × n||Ps +Pr|
. (2.2)
The value of S in equations 2.1 and 2.2 is equal to unity for specular reflections, and is less
than unity for nonspecular events (diffractions). However, reflection energy is formed inside
the entire the Fresnel zone where specularity values are generally smaller than unity as well.
Therefore, the direct application of a specularity-based weight to the Kirchhoff integral leads
to inefficient separation of diffractions.
2.3.1 Specularity gathers
To overcome this problem, Sturzu et al. (2013) suggest building specularity gathers which,
in principle, are similar to surface-offset common-image-gathers (CIGs). The specular and
nonspecular events in the data are sorted into gathers according to specularity values, and
then a taper function is applied to mute reflections. Finally, stacking over the specularity
produces a depth image solely from diffractions. This process is illustrated by the following
equations:
V (X, S) =
∫
U(t, s, r) δ(t− T (X, s, r))δ(S − S̄)dt ds dr , (2.3)
I(X) =
∫




w(X, S)V (X, S)dS , (2.5)
where V (X,S ) is a cube (in 2D) with specularity gathers, I (X) is the conventional depth
image, D(X) is the depth image from diffractions, s is the source position, r is the receiver
position, T is the traveltime from the source to the receiver through the reflection point X,
S̄ is the specularity defined either in equation 2.1 or 2.2, U(s,r,t) is the recorded data, and
w(X,S ) is the taper function. We apply both definitions of specularity S̄ (equations 2.1 and
2.2) to separate diffractions using equations 2.3 - 2.5.
2.4 Examples
Synthetic data are generated using anisotropic pseudo-acoustic finite-difference code
sfttifd2d, and unit normal vectors are estimated with code sfdip (both from software
package MADAGASCAR). Traveltime tables are created using code rayt2dan, and specu-
larity gathers are built by modified code sukdmig2d (both from SEISMIC UNIX). All codes
employed in our work are open source.
2.4.1 Specularity analysis
First, we test the two definitions of specularity on the simple model of homogeneous
isotropic layers (Figure 2.2(a)). The specularity values are computed for reflection points
along the interface at the depth z = 2.0 km. The specularity is equal to unity for the
specular reflection, but it decreases at different rates for the two definitions (Figure 2.2(b)).
The faster decrease in specularity computed from equation 2.2 could cause more smearing
in gathers along the specularity axis. Hence, the choice of the taper function w(X, S) in
equation 2.5 should depend on the definition of specularity.
2.4.2 Diffraction ramp model
Next, we apply the two formulations of specularity to perform separation and imaging of
diffractions for a model with a VTI diffraction ramp (Figure 2.3(a)). The conventional depth
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(a) (b)
Figure 2.2: (a) Isotropic model with the source and receiver positions fixed at x = 2 km
and x = 3 km, respectively. The reflection point is moved along the horizontal interface at
a depth of 2.0 km. The blue lines represents ray pairs for the moving reflection point. (b)




Figure 2.3: (a) VTI diffraction ramp model. The P-wave velocity in the top isotropic layer
is 3.1 km/s and the Thomsen parameters of the VTI layer are VP0 = 3.3 km/s, ǫ = 0.24, and
δ = 0.14. (b) The conventional depth image of the model. Specularity gathers are computed




Figure 2.4: Specularity gathers generated with equation 2.1 for the model in Figure 2.3(a)
at locations (a) x = 1.0 km, (b) x = 1.4 km, (c) x = 2.2 km, and (d) x = 3.0 km.
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image in Figure 2.3(b) is generated with the actual velocity field, and specularity gathers are
constructed at four locations along the line. There are no scatterers at locations x = 1.0 km
and x = 2.2 km, so the corresponding gathers (Figures 2.4(a) and 2.4(c)) have no diffracted
energy at lower specularity values. However, the gathers contain significant nonspecular
energy from the scatterers at locations x = 1.4 km and x = 3.0 km (Figures 2.4(b) and
2.4(d)). As expected, gathers computed using equation 2.2 show more smearing of energy
towards lower specularity values (Figure 2.5). The adjustment of the taper function (Fig-
ure 2.6), however, helps produce similar depth images (Figure 2.7) from diffractions using
both definition of specularity.
2.4.3 VTI Marmousi model
To evaluate the performance of the algorithm for a more complicated structure, we carry
out separation and imaging of diffractions for the anisotropic (VTI) version of the Mar-
mousi model (Alkhalifah, 1997). This model has many scatterers created by intersections
of faults and layer boundaries (Figure 3.7), but these scatterers are not clearly visible in
the conventional depth image (Figure 3.8(a)). We smooth the actual velocity field in Fig-
ure 3.7 to generate traveltimes for the migration and separation of diffracted waves. The
specularity gathers at location x = 4.61 km exhibit energy spread over all specularity values
(Figure 2.10). The taper function shown in Figure 2.6 with muting starting at S = 0.40
is applied to the specularity gathers created using equation 2.1(Figure 2.10(a)). The com-
plexity of this model produces a “chaotic” specularity gather generated using equation 2.2
(Figure 2.10(b)). Therefore, we process the gathers created with equation 2.2 using more se-
vere tapering with muting starting at S = 0. Although the diffraction images in Figure 2.11
are comparable, the scatterers look brighter in the image generated with equation 2.1 (Fig-
ure 2.11(a)). The dimming in the depth image obtained with equation 2.2 (Figure 2.11(b))




Figure 2.5: Specularity gathers generated with equation 2.2 for the model in Figure 2.3(a)
at locations (a) x = 1.0 km, (b) x = 1.4 km, (c) x = 2.2 km, and (d) x = 3.0 km.
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(a) (b)
Figure 2.6: Taper functions with muting starting at the following specularity values: (a) S =
0.70, and (b) S = 0.40.
(a) (b)
Figure 2.7: Depth images from diffractions obtained using the specularity defined in (a) equa-




Figure 2.8: Parameters for the VTI Marmousi model: (a) VP0, (b) ǫ, and (c) δ.




Figure 2.10: Specularity gather for the VTI Marmousi model at location x = 4.61 km




Figure 2.11: Depth images from diffractions computed using the specularity defined in
(a) equation 2.1, and (b) equation 2.2.
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2.5 Conclusions
We applied two formulations of specularity to separate diffractions from reflection data
in anisotropic media. The difference between these two formulations, illustrated on a simple
isotropic model, suggests that tapering should be adjusted depending on the way one com-
putes the specularity. Both formulations are valid for arbitrarily anisotropic media and can
be used to generate images with pure-mode and mode-converted diffractions. High-quality
diffraction-based depth images for a VTI ramp model illustrate the potential of presented
approach. This methodology performed equally well on the complex VTI Marmousi model
where it succeeded in focusing scatterers along the fault planes.
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CHAPTER 3
SEPARATION OF DIFFRACTIONS IN DIP-ANGLE GATHERS FOR
TRANSVERSELY ISOTROPIC MEDIA
3.1 Summary
Diffractions can supplement reflected waves in anisotropic velocity analysis because they
increase the aperture and may illuminate parts of the model that do not produce strong
reflections. However, enhancement of diffractions and their separation from the more inten-
sive reflections remains a challenging task, especially if the velocity model is not sufficiently
accurate. Here, we analyze diffraction events in dip-angle common-image gathers (CIGs)
computed with Kirchhoff migration for transversely isotropic (TI) media. If the velocity
model is sufficiently accurate, dip-angle CIGs make it possible to generate diffraction-based
depth images using a muting function that depends on reflector dip. We demonstrate appli-
cation of this methodology to anisotropic diffraction imaging of synthetic data and present
a field data example from the Gulf of Mexico.
3.2 Introduction
Diffractions can be helpful in anisotropic parameter estimation because they carry infor-
mation from a wide range of propagation angles (e.g., Waheed et al., 2013a,b) and for spatial
locations not illuminated by reflections. Diffraction events produced by discontinuities (e.g.,
faults, fractures, and other geologic features) and certain strong heterogeneities have been
employed to refine isotropic velocity models. For example, local slant-stacks (Harlan et al.,
1984) and the minimum entropy (ME) norm (De Vries and Berkhout, 1984) were applied
to focus diffractions on common-offset sections and perform velocity analysis. Söllner et al.
(2002) extend the focusing-based normal-moveout velocity analysis of diffractions to 3D
common-offset sections. Fomel et al. (2007) use a velocity-continuation method for migra-
tion velocity analysis (MVA) of zero-offset diffraction time images. Techniques designed to
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incorporate reflections and diffractions simultaneously into isotropic velocity analysis include
2D stereotomography (Billette et al., 2003) and wave-equation MVA (Sava et al., 2005).
One of the main challenges in utilizing diffractions for velocity analysis is separating them
from reflections, which usually dominate surface seismic data (e.g., Khaidukov et al., 2004;
Klem-Musatov et al., 1994). Existing methodologies for diffraction separation are mostly
limited to isotropic media and typically require accurate velocity models (Berkovitch et al.,
2009; Khaidukov et al., 2004; Kozlov et al., 2004; Moser and Howard, 2008; Sturzu et al.,
2013). Arora and Tsvankin (2016) develop a specularity-based method for separating diffrac-
tions in anisotropic media and apply it to 2D VTI (TI with vertical symmetry axis) media.
Images of diffraction events can supplement reflection-based interpretation in applications
such as fracture characterization (Al-Dajani and Fomel, 2010) and time-lapse seismic moni-
toring (Alonaizi et al., 2014).
Producing well-focused depth images from diffractions typically requires model updating
through migration velocity analysis. Audebert et al. (2002) introduce the so-called dip-angle
CIGs, in which the distinct moveout signature of diffractions can help separate them from
reflection arrivals (Landa et al., 2008). Also, similar to reflections in surface-offset-based
gathers, diffraction events exhibit residual moveout in dip-angle gathers when the velocity
model is inaccurate. The possibility of performing diffraction-based isotropic velocity anal-
ysis of poststack data in the dip-angle domain is explored by Reshef and Landa (2009) and
Klokov and Fomel (2012).
Here, dip-angle CIGs are computed from prestack reflection data in TI media using Kirch-
hoff depth migration. First, we describe a methodology for constructing dip-angle CIGs and
analyze the signatures of both reflections and diffractions in that domain. Then dip-angle
gathers are employed to generate diffraction-based depth images for a VTI ramp model, the


















Figure 3.1: Image point O on a dipping reflector (dip φ0) for a certain source (s) − receiver
(r) pair. Ps and Pr denote the source- and receiver-side slowness vectors, and n is the
reflector normal. The migrated dip φ corresponds to the direction orthogonal to Ps + Pr.
The inset shows the scattering (ψ) and dip (φ) angles.
3.3 Construction of dip-angle CIGs and diffraction-based images
In 2D Kirchhoff migration, the contributions of available seismic traces at any image
point (X) can be described by summation over the migration-dip and scattering angles (e.g.,
Bleistein et al., 2013). The angle between the source-side slowness vector (Ps) and the
receiver-side slowness vector (Pr) is called the scattering angle (ψ) (Figure 3.1). The sum
of the slowness vectors (Ps + Pr) represents the migration-dip direction (Audebert et al.,
2002; Brandsberg-Dahl et al., 2003), which is aligned with the interface normal for specular
reflections migrated with the actual velocity. Hence, the migration-dip angle (φ) with the
vertical can be computed as
φ = cos−1
(




where z is a vertical unit vector. Imaged data I(X, φ, ψ), with the migration-dip (φ) and
scattering (ψ) angles as the additional dimensions, can be efficiently produced using Kirchhoff
migration (e.g., Hale 1992). The conventional depth image I(X) is obtained by summation
over both φ and ψ. The dip-angle gathers I(X, φ) are computed by summing over just the
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scattering angles (ψ), with the angle φ found from equation 3.1.
In dip-angle CIGs created at the scatterer locations with the actual velocity field, reflections
are curved, whereas diffractions are flat (Landa et al., 2008; Reshef and Landa, 2009). An
appropriate taper function based on the normal vectors n can be applied to dip-angle gathers
to mute the apex of the curved events, which suppresses reflection energy. Then stacking
along the dip-angle axis enhances diffractions and yields a diffraction-based image. Here, we
apply this methodology to diffraction processing in acoustic VTI media.
(a) (b)
Figure 3.2: (a) VTI ramp model where the P-wave velocity in the isotropic overburden
is 3.1 km/s, and the relevant Thomsen parameters of the VTI layer are VP0 = 3.3 km/s,
ǫ = 0.24, and δ = 0.14. (b) The conventional Kirchhoff depth image with the vertical blue
lines marking the locations of the CIGs used below.
3.3.1 Numerical examples
First, we compute dip-angle CIGs for the diffraction ramp model in Figure 3.2(a) used
by Arora and Tsvankin (2016). Two locations (the vertical blue lines in Figure 3.2(b)) are
chosen to analyze the signature of both specular reflections and nonspecular diffractions.










Figure 3.3: Dip-angle gathers for the ramp model in Figure 3.2(a) at locations (a) x = 1.4
km, and (b) x = 2.2 km. Encircled are the diffraction events discussed in the text.
(a) (b)
Figure 3.4: Mask for the dip-angle gathers in Figure 3.3 at locations (a) x = 1.4 km, and
(b) x = 2.2 km.
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(a) (b)
Figure 3.5: Dip-angle gathers from Figure 3.3 after applying the mask in Figure 3.4. Stacking
along the dip-angle axis suppresses reflections events.
Figure 3.6: Depth image from diffractions for the model in Figure 3.2(a). The reflections in
the dip-angle gathers (Figure 3.5) are muted using the mask in Figure 3.4.
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face segments) at depths close to z = 2.5 km and 3.0 km (Figure 3.3(a)). These scatterers
produce relatively weak diffractions, whose moveouts are flat because the velocity model is
accurate. In contrast, the reflector at depth z = 1.0 km generates a strong curved event.
Only reflectors are present below surface location x = 2.2 km, and the corresponding reflec-
tion events in the dip-angle gather are curved (Figure 3.3(b)). The additional curved events
with steep moveouts are produced by the segments of the truncated reflectors (according to
the size of the Fresnel zone) near x = 1.4 km. The quasilinear events in both gathers (at
x = 1.4 km and x = 2.2 km) are diffractions from scatterers shifted laterally from the CIG
location. The flatness of diffractions in dip-angle CIGs computed with an accurate velocity
model allows one to perform diffraction separation. Here, we use an apex removal technique
to suppress reflection energy and produce a depth image from diffractions.
The apex (or stationary point) of a curved reflection event in the dip-angle domain (e.g.,
see Figure 3.3) corresponds to the actual interface dip (Bleistein et al., 2013). As sug-
gested by Klokov and Fomel (2012), we construct a mask (Figure 3.4) using dip information
(vector n) to mute the reflections at their apex. Stacking along the dip axis after the reflec-
tions have been suppressed (Figure 3.5) produces a depth image primarily from diffractions
(Figure 3.6), which is comparable to that obtained by Arora and Tsvankin (2016) using a
specularity-based method. It should be noted that the mask also mutes some of the diffrac-
tion energy, especially if diffractions are curved due to velocity errors. Hence, the main
shortcoming of this method is its reliance on the accuracy of the velocity model.
Next, we apply this method of constructing diffraction-based images to the VTI ver-
sion of the structurally complex Marmousi model (Alkhalifah, 1997). Several scatterers,
created by the intersections of faults with layer boundaries (Figure 3.7), are not clearly visi-
ble on the conventional reflection-based depth image (Figure 3.8(a)). Diffraction separation
is performed in the dip-angle gathers generated with the actual velocity field. Migrating




Figure 3.7: VTI Marmousi model: (a) the P-wave vertical velocity VP0 and the anisotropy




Figure 3.8: (a) Conventional (reflection-based), and (b) diffraction-based depth images for
the model in Figure 3.7. Both images are computed with the actual velocity model.
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although the image contains some residual reflection energy (Figure 3.8(b)).
Figure 3.9: Common-offset section for a line from the Gulf of Mexico.
3.3.2 Field-data example
Finally, the method is tested on a 2D deep-water line from the Mississippi Canyon in the
Gulf of Mexico (Verschuur and Prein, 1999). The data were acquired in streamer geometry
with 1000 shot gathers that include 180 receivers each. Small-scale faults and rough edges
of the salt body produce diffractions visible in common-offset sections (Figure 3.9). We use
the isotropic P-wave velocity model provided with the data (Figure 3.10(a)) to compute a
migrated image (Figure 3.10(b)) and dip-angle CIGs (Figure 3.11). Prior to depth imaging,
reflections are filtered out in dip-angle gathers using normal vectors obtained using plane-
wave destructor filters (Fomel, 2002).
The rough edges around the salt body are substantially enhanced in the resulting diffraction-
based depth image (Figure 3.12). Also, the salt flanks, which often reside in shadow zones
for reflections, are better illuminated by the cluster of scatterers. However, small-scale faults




Figure 3.10: (a) Isotropic P-wave velocity field and (b) the corresponding depth image. The
vertical blue lines mark the locations of the CIG’s used below.
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(a) (b) (c)
Figure 3.11: Dip-angle gathers of the field data (3.9 and 3.10) at locations (a) x = 2.32 km,
(b) x = 3.37 km and (c) x = 6.67 km.
Figure 3.12: Diffraction-based depth image of the field data.
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This example shows that diffraction imaging could help delineate salt boundaries. Still, it
should be noted that diffractions can only supplement reflection-based images in subsalt
exploration.
3.4 Conclusions
We discussed diffraction-based imaging in TI media using dip-angle common-image-
gathers. These gathers can be generated by Kirchhoff depth migration with subsequent
summation over the scattering angles. If migration is performed with an accurate velocity
field, diffractions in dip-angle CIGs are flat, whereas reflections are curved. Hence, reflection
events can be muted using a mask computed from the interface normal vectors.
We successfully applied this technique to synthetic models (including VTI Marmousi) and
field data from the Gulf of Mexico to produce diffraction-based depth images from dip-angle
gathers. However, separation of diffractions based on the shape of their moveout may be-
come ineffective if the velocity model is not sufficiently accurate.
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CHAPTER 4
ANALYSIS OF DIFFRACTIONS IN SPECULARITY AND DIP-ANGLE GATHERS
4.1 Summary
Specularity and dip-angle common-image-gathers (CIGs) can be employed to build
diffraction-based depth images for both purely isotropic and transversely isotropic velocity
models. However, diffraction separation using these gathers relies on the availability of an
accurate velocity model. First, I analyze the sensitivity of diffractions in specularity gathers
computed for VTI media to errors in the symmetry-direction velocity (VP0) and anellipticity
parameter (η). In dip-angle CIGs, diffraction and reflection events exhibit different moveout
distortions in the presence of errors in the medium parameters. In particular, numerical
examples show that the moveout of diffractions is sensitive to the normal-moveout velocity
Vnmo and parameter η. Therefore, diffractions in the dip-angle domain could be employed in
migration velocity analysis (MVA) to refine the anisotropic velocity model. I also analyze
dip-angle and specularity gathers at locations shifted from the surface projections of the
scatterers. The properties of diffraction moveout in these gathers are different from those in
CIGs above the scatterer locations.
4.2 Introduction
The two most common approaches for diffraction separation in the depth domain are
based on specularity (Moser and Howard, 2008) and dip-angle CIGs (Landa et al., 2008).
Application of these approaches in anisotropic media is discussed in Chapters 2 and 3.
Diffraction events in both specularity and dip-angle gathers are flat when produced with an
accurate velocity model. Therefore, these gathers can be processed with appropriate filtering
functions designed to supress reflections prior to constructing diffraction-based depth images.
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The residual moveout of reflected waves in surface-offset CIGs has been widely used in mi-
gration velocity analysis (MVA) and reflection tomography to build isotropic and TI velocity
models (e.g., Liu, 1997; Sarkar and Tsvankin, 2004; Wang and Tsvankin, 2013; Woodward
et al., 2008). Because diffraction events in dip-angle gathers exhibit residual moveout when
the velocity model is inaccurate, diffractions could potentially be used in MVA to refine
the medium parameters (Klokov and Fomel, 2012; Landa et al., 2008; Reshef and Landa,
2009). However, the influence of the anisotropy parameters on moveout in the dip-angle and
specularity domains has not been studied. Here, I analyze the moveout of diffraction and
reflection events in both specularity and dip-angle CIGs in the presence of errors in the VTI
parameters.
Figure 4.1: Homogeneous VTI model with point scatterers marked by black dots. The model
parameters are VP0 = 3.0 km/s and ǫ = δ = 0.18 (η = 0).
4.3 Influence of the parameters VP0 and η on moveout in specularity gathers
First, I analyze the sensitivity of diffractions in specularity gathers to errors in the veloc-
ity model. Figure 4.1 shows a homogeneous elliptical (η = 0) VTI medium with three point
scatterers that represent perturbations in the vertical velocity VP0. I increase VP0 for the en-
tire model by 0.5 km/s (about 16%), while keeping the other parameters at the actual values,
and generate a depth image (Figure 4.2(a)). As expected, the distortion in the VP0 causes
defocusing of the scatterers (Figure 4.2(b)). A specularity gather at location x = 3.0 km
shows that the overstated VP0 also leads to bending of diffraction events (Figure 4.3(b)).





Figure 4.2: Depth images for the model in Figure 4.1 obtained with (a) the actual velocity
field, (b) the distorted VP0 = 3.5 km/s, and (c, d, e) the distorted η: (c) η = 0.09 (ǫ = 0.30,




Figure 4.3: Specularity gathers for the model in Figure 4.1 at location x = 3.0 km generated
with (a) the actual velocity field, (b) the distorted VP0 = 3.5 km/s, and (c, d, e) the distorted




Figure 4.4: Specularity gathers for the model in Figure 4.1 at location x = 3.5 km generated
with (a) the actual velocity field, (b) the distorted VP0 = 3.5 km/s, and (c, d, e) the distorted
η: (c) η = 0.09, (d) η = 0.16, (e) η = 0.24.
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ures 4.3(c) - 4.3(e)) at the same location for distorted values of η. The diffraction in the
specularity gather visibly bends for η = 0.09 (the actual η = 0), and the bending rapidly
increases for larger values of η.
Figure 4.5: Diffraction traveltimes for a range of η−values computed for the scatterer at
location x = 3.0 km and z = 1.0 km (Figure 4.1). The source (x = 3.0 km) and receivers
are located at the surface.
To get insight into these results, I compute diffraction traveltimes from the scatterer at
location (x = 3.0 km, z = 1.0 km) for different values of η (Figure 4.5) using the equation
proposed by Waheed et al. (2013a). As η increases, its influence on traveltimes can be ob-
served at smaller offsets. The deviation angle θ in equation 2.1 from Chapter 2 is equivalent
to offset for diffractions (Figure 2.1(b) in Chapter 2), which implies that the specularity
values are larger for near offsets. Therefore, bending of diffraction events with increasing η
appears at larger specularity values (Figures 4.3(c) - 4.3(e)) corresponding to smaller offsets.
I also produce specularity gathers at x = 3.5 km to illustrate the behavior of diffraction move-
out at CIG locations shifted from the scatterer’s projection onto the surface. Diffractions
in these gathers are not flat even though the computation was performed with the actual
velocity model (Figure 4.4(a)). The moveout of diffractions changes when the anisotropy
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parameters are distorted (Figures 4.4(b) - 4.4(e)). However, the complicated behavior of
diffraction moveout at such “shifted” locations would be difficult to explore in velocity anal-
ysis.
4.4 Influence of VTI parameters on moveout in dip-angle gathers
The potential of dip-angle CIGs for separating diffractions and employing them in isotropic
MVA was discussed by Landa et al. (2008), Reshef and Landa (2009), and Klokov and Fomel
(2012). A key step in implementing model updating using diffractions is their separation
from reflections when the velocity field is still inaccurate. Here, I discuss the possibility of
using diffractions in refining TI velocity models.
To analyze dip-angle gathers in the presence of anisotropy, I consider the VTI model in Fig-
ure 4.6, which includes a point scatterer along with horizontal and dipping reflectors. The
goal of the test is to assess the influence of errors in the P-wave zero-dip NMO velocity Vnmo,
the anellipticity parameter η, and Thomsen parameter δ on reflection and diffraction events
in the dip-angle domain. As discussed by Alkhalifah and Tsvankin (1995) and Tsvankin
(2012), the parameters Vnmo and η are primarily responsible for focusing reflections in time
and depth migration for VTI media, while δ controls time-to-depth conversion and migrated
reflector depths.
Errors in Vnmo and η for the model in Figure 4.6 cause a noticeable residual moveout for
the diffraction from the scatterer at z = 1 km (i.e., that diffraction event is no longer flat).
The parameters Vnmo and η influence the moveout of reflection events as well, but reflections
are curved even for the actual velocity model (Figures 4.7 and 4.8). Note that inaccurate
values of Vnmo produce residual moveout for diffractions at almost all dip angles, while the
residuals due to errors in η become pronounced only at relatively large dips. Such a behavior
is expected because the influence of η on the NMO velocity of dipping events increases with
dip (Tsvankin, 2012). Errors in the parameter δ distort the imaged depths of the scatterer





Figure 4.6: (a) VTI model with Vnmo = 3.28 km/s in the overburden and 3.61 km/s in the
layer below the dipping interface. The anisotropy parameters η = 0.22 and δ = 0.10 are the
same in both layers. (b) A conventional depth image with the vertical blue line marking the
CIG used below.
(a) (b) (c)
Figure 4.7: Dip-angle CIGs for the model in Figure 4.6 (x = 2.0 km) computed with the
(a) actual velocity field; (b) overstated Vnmo = 3.77 km/s (constant throughout the model);
and (c) understated constant Vnmo = 2.79 km/s.
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(a) (b) (c)
Figure 4.8: Dip-angle CIGs for the model in Figure 4.6 (x = 2.0 km) computed with the
(a) actual velocity field; (b) overstated η = 0.37 (constant throughout the model); and
(c) understated constant η = 0.07.
(a) (b) (c)
Figure 4.9: Dip-angle CIGs for the model in Figure 4.6 (x = 2.0 km) computed with the
(a) actual velocity field; (b) overstated δ = 0.20 (constant throughout the model); and
(c) understated constant δ = 0.
39
the moveout of the reflection events in dip-angle gathers is not sufficiently sensitive to the
VTI parameters.
Next, I produce dip-angle CIGs at location x = 2.5 km which is away from the surface
projection of scatterer. The diffraction event in these gathers is no longer flat, although the
velocity is accurate (Figure 4.10(a)). The diffraction moveout maintains its quasilinear shape
when the VTI parameters are distorted (Figure 4.10 - 4.12). Therefore, it is problematic
to utilize these CIGs in migration velocity analysis because the MVA objective function is
based on the event flatness. This restricts application of MVA to the surface locations above
the scatterers, which may not be known prior to velocity analysis.
4.5 Conclusions
I discussed the influence of distortions in the velocity field on the moveout in specularity
gathers and on imaging of diffractions. However, the stability and accuracy of specularity-
based diffraction processing in the presence of errors in the anisotropic velocity model requires
further analysis.
I also perturbed the VTI parameters Vnmo, η, and δ to analyze the sensitivity of diffrac-
tions and reflections in the dip-angle domain to velocity distortions. The residual moveout
developed by diffractions for inaccurate values of Vnmo and η potentially could be used to
update these parameters. In contrast, the moveout of reflections in dip-angle gathers does
not provide suitable criteria for model updating. Errors in the NMO velocity cause residual
moveout of diffractions for almost all dips, whereas the influence of η becomes substantial
only for relatively steep events. For the model used above, changes in the parameter δ only
shift the imaged events in depth. However, a strong lateral variation of δ above a scatterer
could produce residual moveout for the corresponding diffraction event (Li et al., 2016). The
moveout of diffractions in CIGs located away from scatterers has a different behavior, which
complicates incorporation of diffractions into MVA-based algorithms.
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(a) (b) (c)
Figure 4.10: Dip-angle CIGs for the model in Figure 4.6 (x = 2.5 km) computed with the
(a) actual velocity field; (b) overstated Vnmo = 3.77 km/s (constant throughout the model);
and (c) understated constant Vnmo = 2.79 km/s.
(a) (b) (c)
Figure 4.11: Dip-angle CIGs for the model in Figure 4.6 (x = 2.5 km) computed with the
(a) actual velocity field; (b) overstated η = 0.37 (constant throughout the model); and
(c) understated constant η = 0.07.
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(a) (b) (c)
Figure 4.12: Dip-angle CIGs for the model in Figure 4.6 (x = 2.5 km) computed with
the (a) actual velocity field; (b) overstated δ = 0.20 (constant throughout the model); and
(c) understated constant δ = 0.
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CHAPTER 5
ANISOTROPIC TOMOGRAPHY OF DIFFRACTION TRAVELTIMES
5.1 Summary
Seismic diffractions provide wide angular illumination of the subsurface and can sup-
plement reflections in estimation of the parameters of anisotropic media. Reflections are
often used to perform migration velocity analysis by minimizing moveout in common-image
gathers (CIGs). This approach, however, cannot be directly applied to diffractions. Here, I
propose to use the linearized eikonal equation to carry out traveltime tomography of diffrac-
tion arrivals in VTI media. The eikonal equation makes it possible to compute diffraction
traveltimes as well as their gradients with respect to the medium parameters, which repre-
sent essential components of traveltime tomography. The linearized eikonal equation for VTI
media is solved using an efficient and robust second-order finite-difference (FD) methodology
based on the Fast Marching method. To check the accuracy of the developed technique, I
compute the traveltime perturbations caused by Gaussian parameter anomalies embedded
in a homogeneous VTI background. Another test of the modeling methodology involves per-
turbing the parameters of the structurally complex VTI Marmousi model. Then traveltime
tomography is performed for transmission data generated for a VTI medium with Gaussian
anomalies in the P-wave normal-moveout (Vnmo) and horizontal (Vhor) velocities. Finally,
the tomographic algorithm is applied to diffraction traveltimes from scatterers embedded in
the VTI Marmousi model. Structure-oriented smoothing filters are used to condition the in-
version gradients, which yields geologically consistent velocity models. This test is repeated
using noise-contaminated traveltimes to evaluate the stability of the algorithm.
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5.2 Introduction
Traveltime tomography is a common tool for building isotropic and anisotropic velocity
models from surface seismic data (e.g., Tromp et al., 2005). This method has also been
applied to data acquired in vertical seismic profiling (VSP) and crosshole surveys (Bregman
et al., 1989). Here, I develop a tomographic algorithm for traveltimes of diffracted waves
with the goal of refining velocity fields for VTI media.
The key steps of traveltime tomography are modeling of traveltimes and computation of their
gradients with respect to the model parameters. Traveltime modeling can be carried out by
using well-established ray-tracing methods (Cerveny, 2005). The traveltime gradients with
respect to the pertinent parameters of anisotropic media can also be obtained from ray the-
ory (Chapman and Pratt, 1992). However, a major drawback of these methods is a limited
ray coverage in the presence of strong spatial velocity variations (e.g., near salt bodies). Ray
tracing also involves the cumbersome task of recomputing traveltimes and their gradients
with respect to the medium parameters (Fréchet derivatives) from the ray coordinates to
regular (cartesian) grids.
An alternative is to model traveltimes by solving the eikonal equation using finite-difference
approximations (Cao and Greenhalgh, 1994; Qin and Schuster, 1993; Sethian and Popovici,
1999; Van Trier and Symes, 1991; Vidale, 1990). The Fast Marching (FM) method proposed
by Sethian (1996) and the Fast Sweeping (FS) method presented by Zhao (2005) are among
the most robust and efficient FD techniques for eikonal-based traveltime computation. Fomel
(2004) applies the FM method to model P-wave traveltimes for VTI media, whereas Waheed
et al. (2015a,b) employ the FS method for traveltime modeling in 2D tilted TI media and
3D tilted orthorhombic media.
Traveltime tomography can be performed using adjoint-state methods where gradients of the
objective function are obtained implicitly using, for example, the FS method (Huang and
Bellefleur, 2012; Waheed et al., 2016). Alternatively, the gradients can be found explicitly
by solving a linearized eikonal equation in which the intermediate step of computing the
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adjoint-state variables is eliminated. Then traveltime tomography can be performed using
the Gauss−Newton approximation (Li et al., 2013; Treister and Haber, 2016). This approach
is particularly appealing in multiparameter tomographic inversion for anisotropic media.
Here, I perform traveltime tomography of diffraction data for VTI media using the lin-
earized eikonal equation that is solved with a second-order finite-difference approximation.
After verifying the accuracy of this numerical solution, traveltime tomography is applied
to transmission data for a Gaussian anomaly embedded in a homogeneous VTI medium.
Inversion of diffraction traveltimes is parameterized in terms of the velocities Vnmo and Vhor,
while the vertical velocity VP0 is fixed at its actual value. Then I estimate the anisotropy
parameters using traveltimes from scatterers embedded in the VTI Marmousi model. The
inversion is regularized by applying structure-oriented smoothing to the inversion gradients.
This test is also performed in the presence of noise in diffraction traveltimes.
5.3 Eikonal equations in anisotropic media
The eikonal equation can be used to model first-arrival traveltimes of pure modes in
arbitrarily anisotropic media. For 2D transversely isotropic models, the eikonal equation
can be written as:

















T (xs, zs) = 0,
(5.1)
where T is the traveltime, (xs, zs) is the source location, and V (θ) is the phase velocity of
the corresponding mode as a function of the phase angle θ with the symmetry axis. The
linearized form of equation 5.1 is obtained by taking its derivative with respect to the medium
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parameters (e.g., the velocities Vnmo and Vhor):

















where τ = ∂T/∂λ and ν = ∂V /∂λ are the gradients (derivatives) of the traveltime and phase
velocity with respect to the parameter λ.
5.4 Fast Marching Method
To solve equation 5.1 on regular grids, one can use finite-difference approximations which
produce a smooth traveltime distribution even in the presence of strong velocity variations.
Here, I follow the Fast Marching method in applying an upwind FD scheme starting from
the source location. At each grid point (i, j), the traveltimes are computed sequentially
similarly to Dijkstra’s shortest-path algorithm (Dijkstra et al., 1959) with the following
approximation for the gradient operator in equation 5.1 (Rouy and Tourin, 1992; Sethian
and Popovici, 1999):
|∇T |2 ≈ max(D−xij T,−D+xij T, 0)2 +max(D−zij T,−D+zij T, 0)2 (5.3)
where the operators D±xij and D
±z
ij are obtained using a second-order finite-difference ap-
proximation (Franklin and Harris, 2001; Rickett and Fomel, 1999):
D±xij T =








Likewise, the gradient operators in equation 5.2 are approximated as follows:
∇T · ∇τ ≈ max(D−xij T,−D+xij T, 0)max(D−xij τ,−D+xij τ, 0)
+ max(D−zij T,−D+zij T, 0)max(D−zij τ,−D+zij τ, 0).
(5.5)
46
Fomel (2004) implements equations 5.3 and 5.4 for VTI media in Madagascar (Fomel et al.,
2013) program sfeikonalvti. To solve the linearized eikonal equation, I compute the travel-
times (T ) for the background model using that program. The slownesses D±xij T and D
±z
ij T
in equation 5.5 determine the phase direction for the wavefront propagation. Then this
equation is solved for τ following the same sequence as the one employed to calculate the
background traveltimes.
5.5 Modeling traveltime pertubations
Equation 5.2 can be used to obtain the traveltime perturbations (τ = δT ) as a func-
tion of the perturbations in the phase velocity (ν = δV ). I use the following first-order




where λ is a medium parameter (e.g., VP0, Vhor, η) and δλ is its perturbation. If necessary,
equation 5.6 can be replaced with a higher-order approximmation in a straightforward way.
The P-wave phase velocity is approximated by an expression from Alkhalifah (1998):
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(V 2nmo − V 2P0) sin2 2θ,
(5.7)
where VP0, Vhor = VP0
√
1 + 2ǫ, and Vnmo = VP0
√
1 + 2δ are the P-wave vertical, horizontal,
and normal-moveout velocities, respectively (ǫ and δ are the Thomsen anisotropy coeffi-
cients). Because the method is based on a first-order linearization, the perturbations in the
medium parameters should be small enough to ensure that the phase direction remains close
to that for the background model. The VTI medium is parameterized by the velocities VP0






These three parameters control the P-wave kinematics for vertical transverse isotropy.
5.5.1 Test for Gaussian anomaly
To verify the accuracy of the proposed technique, I first use a background VTI model
with the parameters of Greenhorn shale (Fomel, 2004) and introduce a Gaussian anomaly
in one of the VTI parameters (VP0, Vhor, η). The corresponding traveltime perturbations
(δT ) are computed from equation 5.2 using the background traveltimes (Tb) obtained from
equation 5.1 (Figure 5.1). For comparison, I also calculate the traveltimes (T ) for the
perturbed model directly with the FM method and subtract the background values to find
the exact traveltime differences (T − Tb). The traveltime perturbations produced by the
proposed linearized method are almost identical to the actual values (Figures 5.2 - 5.4), and
the sum Tb + δT practically coincides with the traveltimes for the perturbed model.
Figure 5.1: Traveltimes (Tb) computed for a source located at x = z = 0 km in a homogeneous
background VTI medium with VP0 = 3.1 km/s, Vhor = 3.80 km/s, and η = 0.34 (based on




Figure 5.2: (a) Perturbation in the parameter VP0 for the model in Figure 5.1. (b) The
traveltime perturbations for the source at x = z = 0 km obtained from the linearized eikonal
equation. (c) The traveltime differences between the perturbed and background models




Figure 5.3: (a) Perturbation in the parameter Vhor for the model in Figure 5.1. (b) Traveltime
perturbations for the source at x = z = 0 obtained from the linearized eikonal equation.
(c) The traveltime differences between the perturbed and background models computed for




Figure 5.4: (a) Perturbation in the parameter η for the model in Figure 5.1. (b) Traveltime
perturbations for the source at x = z = 0 obtained from the linearized eikonal equation.
(c) The traveltime differences between the perturbed and background models computed for
the same source with the FM method.
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5.5.2 Test for the VTI Marmousi model
Next, the structurally complex VTI Marmousi model is used as the background medium
(Figures 5.5 and 5.6). After perturbing one of the parameters, the corresponding traveltime
perturbations are computed for a source located at (x = 3.68 km, z = 0 km) using the
algorithm described above (Figures 5.7 - 5.9). As in the previous test, the traveltime pertur-
bations are close to the actual traveltime differences computed with the FM method. Clearly,
the proposed numerical scheme for solving the linearized eikonal equation is sufficiently ac-
curate even for pronounced parameter perturbations caused by substantial heterogeneity.
5.6 Traveltime tomography for diffraction arrivals
The objective function in traveltime tomography is generally chosen as the l2−norm of
the difference between the observed (T obs) and calculated (T cal) traveltimes:
J (m) = 1
2
||PT cal(m)− T obs||2, (5.9)
where m is the vector of the medium parameters defined on a rectangular grid and P is an
operator that projects the simulated traveltimes onto the receiver locations. The gradient
of the objective function with respect to the model parameters is:
∇mJ (m) = PT
[




where PT is the transpose of P. The traveltime gradients with respect to the elements of
model vector (∂T cal(m)/∂m), also known as the Fréchet derivatives, are used to construct the
Jacobian matrix J for each source. I use the nonlinear conjugate gradient method to obtain
the descent direction (∆m) from the preconditioned gradient of the objective function:
∆m = −P−1∇mJ (m), (5.11)
where P is a preconditioner computed from the diagonal elements of the matrix JTJ, which





Figure 5.5: Smoothed parameters of the VTI Marmousi model: (a) VP0, (b) Vhor, and (c) η.
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Figure 5.6: Traveltimes computed with the FM method for a source located at x = 3.68 km,
z = 0 km in the model from Figure 5.5.
for the velocities Vnmo and Vhor, while the vertical velocity VP0 is fixed at its actual value. This
parameterization is equivalent to that in terms of Vnmo and η because Vhor = Vnmo
√
1 + 2η.
However, operating only with velocities makes it possible to have the same units of the model
parameters and also of the gradients of the objective function. Model updating is performed
as follows:
m+ = m− + α∆m, (5.12)
where α is an optimal step length obtained by employing the Wolfe conditions as the line
search criterion (Nocedal and Wright, 2006) and m+ and m− denote the velocity models at
the current and previous iteration, respectively. Equations 5.11 and 5.12 are solved using an
optimization toolbox provided by Métivier and Brossier (2016).
5.6.1 Test for Gaussian anomaly
For the first test, a Gaussian anomaly in the parameters Vnmo and Vhor is embedded in
a homogeneous VTI background (Figure 5.10). In this transmission experiment, the sources
are placed at the surface and the receivers are at the bottom of the model. The inversion for
Vnmo and Vhor is performed using the methodology described above with the homogeneous





Figure 5.7: (a) Perturbation in the parameter VP0 for the background model in Figure 5.5.
(b) The traveltime perturbations obtained from the linearized eikonal equation for a source
located at (x = 3.68 km, z = 0 km). (c) The traveltime difference between the perturbed





Figure 5.8: (a) Perturbation in the parameter Vhor for the background model in Figure 5.5.
(b) The traveltime perturbations obtained from the linearized eikonal equation for a source
located at (x = 3.68 km, z = 0 km). (c) The traveltime difference between the perturbed





Figure 5.9: (a) Perturbation in the parameter η for the background model in Figure 5.5.
(b) The traveltime perturbations obtained from the linearized eikonal equation for a source
located at (x = 3.68 km, z = 0 km). (c) The traveltime difference between the perturbed
and background models computed for the same source with the FM method.
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well-recovered (Figure 5.11) but there are some spurious updates around them, which is a
typical artifact of multiparameter anisotropic inversion. The data residuals and the objective
function are significantly reduced (Figures 5.12 and 5.13).
(a)
(b)
Figure 5.10: Gaussian anomalies in the parameters (a) Vnmo and (b) Vhor embedded in a ho-
mogeneous VTI background with VP0 = 3.0 km/s, Vnmo = 2.86 km/s, and Vhor = 3.79 km/s.
5.6.2 Test for the VTI Marmousi model
The next test is carried out for the VTI Marmousi model (Alkhalifah, 1997; Figure 5.14)
with the sources placed at the scatterer locations obtained from diffraction-based depth im-
ages in Chapters 2 and 3. These scatterers are fixed at their actual locations during the
inversion; however, these locations can be potentially updated at each iteration using seis-




Figure 5.11: Inverted parameters (a) Vnmo and (b) Vhor for the model in Figure 5.10. The




Figure 5.12: Data residuals in the source-receiver coordinates (a) before and (b) after the
inversion.
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Figure 5.13: Reduction of the objective function with the iterations for the model in Fig-
ure 5.10.
performed starting from a 1D initial model (Figure 5.15). Although the inversion adequately
recovers low-wavenumber features of the model (Figure 5.16), there are some structural dis-
tortions between x = 0 and x = 2 km, likely caused by poor illumination and/or limited
acquisition aperture. The tomographic model updating substantially reduces the data resid-
uals (Figure 5.17) and the objective function in about 10 iterations (Figure 5.18).
To mitigate geologically inconsistent model updates, the inversion gradients are smoothed
using structure-oriented filters (Hale, 2009). The structural information is obtained from mi-
grated images computed with the velocity model estimated at each iteration of the inversion
(Li et al., 2019; Wang and Tsvankin, 2013). The smoothing substantially improves the spa-
tial distribution of the inverted parameters (Figure 5.19), whereas the data residuals and the
objective function are reduced similarly to those in the previous experiment (Figures 5.20
and 5.21). Also, the focusing of reflectors in migrated images generated using the inverted
model is noticeably improved compared to that for the initial model (Figure 5.22).
This test is repeated by adding Gaussian noise to the observed traveltimes with the
signal-to-noise ratio of approximately 20 dB (maximum errors of ±40 ms in traveltimes with
11 ms standard deviation). In practice, such noise could be caused by errors in separating





Figure 5.14: Parameters (a) VP0, (b) Vnmo, and (c) Vhor of the VTI Marmousi model. The




Figure 5.15: Initial parameters (a) Vnmo and (b) Vhor for the Marmousi model. The vertical








Figure 5.17: Data residuals in the source-receiver coordinates (a) before and (b) after the
inversion.









Figure 5.20: Data residuals in the source-receiver coordinates (a) before and (b) after the
inversion with structure-oriented smoothing.
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Figure 5.21: Reduction of the objective function with iterations for the Marmousi model
after application of structure-oriented smoothing.
scatterers due to defocused depth images. The low-wavenumber components of the Vnmo-field
are mostly recovered but there are some noise-related inconsistent updates in the velocity
Vhor in the shallow part of the section between x = 3 and 4 km (Figure 5.23). As expected,
the data residuals for the noisy data are not reduced as much as in previous experiment
(Figure 5.24), and the convergence of the objective function becomes slower due to errors
in the gradients (Figure 5.25). Still, this test confirms the applicability of the proposed
methodology to high-quality field data.
5.7 Conclusions
Traveltime tomography of diffraction arrivals for VTI media was performed using the
linearized eikonal equation. This equation is solved with second-order finite-differences in
a way similar to the Fast Marching (FM) method. The accuracy of the obtained solution
is verified by modeling the traveltime perturbations caused by Gaussian anomalies in the
parameters VP0, Vhor, and η responsible for P-wave kinematics in VTI media. The trav-
eltimes for both the background and perturbed models were also obtained by solving the





Figure 5.22: Images obtained by Kirchhoff prestack depth migration using (a) the initial









Figure 5.24: Data residuals in the source-receiver coordinates (a) before and (b) after the
inversion of noisy traveltimes.
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Figure 5.25: Reduction of the objective function with iterations for the Marmousi model in
the presence of noise.
identical, which confirms the robustness of the proposed algorithm for typical values of the
anisotropy coefficients. This test was successfully repeated for the structurally complex VTI
Marmousi model.
The feasibility of using the linearized eikonal equation for traveltime tomography was evalu-
ated by reconstructing the Gaussian anomalies in the parameters Vnmo and Vhor from trans-
mission traveltimes. Then the velocities Vnmo and Vhor were estimated from the traveltimes
of diffraction arrivals produced by scatterers embedded in the VTI Marmousi model. The
velocity VP0 was fixed at its actual value but it could be estimated as well if borehole informa-
tion is available. Conditioning of the model updates by structure-oriented smoothing of the
gradients of the objective function helped produce geologically consistent velocity models.
These inversion results, as well as those for noise-contaminated input traveltimes, confirm
that diffractions can be used to refine anisotropic velocity models, if diffraction traveltimes
can be reliably estimated from surface seismic data. The scatterers’ locations, which were
assumed to be known, could be potentially updated along with the velocity model.
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CHAPTER 6
CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK
In this thesis, I developed methodologies for diffraction separation and imaging in
anisotropic media and studied the sensitivity of diffractions to the parameters of VTI (trans-
versely isotropic with a vertical symmetry axis) media in specularity and dip-angle common-
image gathers (CIGs). I also demonstrated that the VTI parameters originally obtained
from reflection data can be refined by employing diffractions in traveltime tomography.
6.1 Conclusions
Separation of diffraction events is a key step in utilizing them for imaging because stronger
reflections often overshadow diffractions in conventional seismic depth images. I applied two
formulations of specularity to separate diffractions from reflection arrivals in anisotropic
media. The relative performance of these two formulations was evaluated using numerical
testing for layered media. The tests show that tapering employed in enhancing diffractions
should be adjusted according to the definition of specularity. Both formulations are valid for
arbitrarily anisotropic media and help suppress pure-mode and mode-converted reflections to
produce diffraction-based depth images. Numerical examples for a VTI ramp model and the
structurally complex VTI Marmousi model confirm the potential of the presented approach.
Imaging of diffractions in VTI media was also performed using dip-angle CIGs generated
by prestack Kirchhoff depth migration. Diffractions in the dip-angle domain are flat when
migration is performed with an accurate velocity field, whereas reflection events are curved.
Hence, reflections can be muted using a masking function that depends on reflector dips.
This technique was successfully applied to synthetic models and a data set from the Gulf
of Mexico to generate diffraction-based depth images. However, separation of diffractions
based on the shape of their moveout may become ineffective if the velocity model is not
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sufficiently accurate.
Next, I analyzed the influence of distortions in the velocity field on diffraction moveout in
specularity gathers and on diffraction-based images. Diffractions develop residual moveout
due to errors in the vertical velocity VP0 (or the normal-moveout velocity Vnmo) and anellip-
ticity parameter η, and scatterers in depth migrated images become defocused. In particular,
diffractions events are sensitive to the parameter η at lower specularity values, which was
confirmed by computing diffraction traveltimes for a representative range of η-values.
Also, the VTI parameters were perturbed to evaluate the sensitivity of diffractions and
reflections in the dip-angle domain to velocity errors. The residual moveout developed by
diffractions for inaccurate values of the normal-moveout velocity Vnmo and parameter η poten-
tially could be used to update these parameters. Errors in the NMO velocity cause residual
moveout of diffractions for almost all dips, whereas the influence of η becomes substantial
only for relatively steep events. In contrast, the moveout of reflections in dip-angle gathers
does not provide suitable criteria for model updating. Changes in the Thomsen parameter
δ for the employed models only shift the imaged events in depth. However, a strong lateral
variation of δ above a scatterer could produce residual moveout for the corresponding diffrac-
tion event. The moveout of diffractions in CIGs located away from the surface projections of
the scatterers has a different behavior, which complicates incorporation of diffractions into
migration velocity analysis.
Therefore, a more practical way of building diffraction-based anisotropic velocity models is
the inversion of diffraction traveltimes after performing separation of diffractions. To imple-
ment traveltime tomography of diffraction arrivals, I solved the linearized eikonal equation
using second-order finite-differences (FD) based on the Fast Marching (FM) method. In
general, the FD/FM solution of the eikonal equation permits robust and efficient traveltime
computation in VTI media with strong spatial velocity variations. The linearized eikonal
equation was also employed to model traveltime perturbations and compute the traveltime
gradients with respect to the medium parameters. The accuracy of the algorithm was eval-
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uated by modeling the traveltime perturbations caused by Gaussian anomalies in the VTI
parameters. The traveltimes for both the background and perturbed models were also ob-
tained by solving the exact eikonal equation with the FM method. The results of both
computations are almost identical, which confirms the accuracy of the proposed algorithm.
Then the test was successfully repeated for the VTI Marmousi model to demonstrate the
robustness of the algorithm in the presence of structural complexity.
The feasibility of using the linearized eikonal equation in diffraction tomography was eval-
uated by reconstructing the Gaussian anomalies in the NMO velocity Vnmo and horizontal
velocity Vhor from transmission traveltimes. The vertical velocity VP0 was fixed at its actual
value but it could potentially be estimated from traveltimes as well, if borehole information
is available. Then the algorithm was applied to the traveltimes of diffraction arrivals pro-
duced by scatterers embedded in the VTI Marmousi model. Conditioning of the gradients
of the objective function by structure-oriented smoothing yields more geologically consistent
velocity models. The algorithm’s performance was also evaluated for the input traveltimes
contaminated by random noise. The inversion results demonstrate that diffractions can be
used to refine anisotropic velocity models provided that diffraction traveltimes can be reli-
ably estimated from surface seismic data. Although the scatterers were placed at their actual
locations during the inversion, their positions could be updated by employing diffraction-
based depth images.
6.2 Recommendations
This thesis demonstrates the potential of diffractions in refining anisotropic velocity mod-
els. In principle, the traveltimes of diffractions could be obtained from a single shot gather,
if the receivers cover the entire survey area. However, in practice diffraction traveltimes
produced by a particular subsurface scatterer have to be extracted from multiple shot gath-
ers to utilize wide illumination properties of diffractions. Including multiple sources in the
traveltime inversion requires further analysis.
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The scatterers were placed at their actual positions in the examples above. To locate the
scatterers, diffraction-based depth images can be produced using dip-angle CIGs. After each
iteration of traveltime tomography, improved focusing of scatterers should help update their
locations to be used in next iteration.
Tip and edge diffractions are produced by point and line discontinuities, respectively, in the
subsurface. The behavior of these events in 3D dip-angle CIGs is different from that of 2D
events, which will require modifications of the 2D diffraction processing discussed in this
thesis. Arora and Tsvankin (2018b) provide a methodology to construct dip-angle CIGs as
a function of azimuth in azimuthally anisotropic media. The signatures of reflection and
diffraction events in 3D require an in-depth study, and masking functions based on reflec-
tor dip and azimuth need to be developed to build 3D diffraction-based depth images for
anisotropic media.
In principle, the tomographic algorithm presented here can be extended to perform 3D veloc-
ity analysis of diffraction events. However, the sensitivity of diffraction events to anisotropy
parameters will have to be further examined for 3D models to evaluate their potential in ve-
locity analysis. In particular, it is essential to study the influence of the pertinent anisotropy
parameters on diffraction moveout in 3D dip-angle common-image gathers. Also, 3D diffrac-
tion imaging may have to be performed for orthorhombic symmetry which provides a more
realistic 3D representation of the subsurface than VTI models.
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of 2D stereotomography: Geophysics, 68, 1008–1021.
Bleistein, N., J. K. Cohen, and J. W. Stockwell Jr., 2013, Mathematics of multidimensional
seismic imaging, migration, and inversion: Springer Science & Business Media, 13.
77
Brandsberg-Dahl, S., B. Ursin, and M. De Hoop, 2003, Seismic velocity analysis in the
scattering-angle/azimuth domain: Geophysical Prospecting, 51, 295–314.
Bregman, N., R. Bailey, and C. Chapman, 1989, Crosshole seismic tomography: Geophysics,
54, 200–215.
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