This paper describes a large, monthly frequency, macroeconomic database with the goal of establishing a convenient starting point for empirical analysis that requires "big data." The dataset mimics the coverage of those already used in the literature but has three appealing features. First, it is designed to be updated monthly using the FRED database. Second, it will be publicly accessible, facilitating comparison of related research and replication of empirical work. Third, it will relieve researchers from having to manage data changes and revisions. We show that factors extracted from our dataset share the same predictive content as those based on various vintages of the so-called Stock-Watson dataset. In addition, we suggest that diffusion indexes constructed as the partial sum of the factor estimates can potentially be useful for the study of business cycle chronology. JEL Classification: C30, C33, G11, G12.
Introduction
A new trend in research is to make use of data that two decades ago were either not available or that previously were considered computationally prohibitive. This is true not just in medical science and engineering research, but also in many disciplines of social science. Economic research is no exception. Instead of working with T time series observations of N variables where T is large and N is quite small, we are now able to analyze a large number of variables without sacrificing information in the time series dimension. Bernanke and Boivin (2003) coined the term data-rich environment when N and T are both large. The breakthrough is the development of theory and methods to estimate large-dimensional factor models. Some use multivariate factor-augmented models for macroeconomic policy analysis while others use the factors in forecasting exercises.
Factor-augmented regressions have been found to produce superior impulse responses and forecasts over competing methods, especially those that are based on a small set of predictors. A comprehensive survey of factor-based macroeconomic research is given in Stock and Watson (2015) . Of course, for more data to be desirable, the data must be informative about the economic variables that we seek to explain. As such, assembling a good database is an important part of research.
However, the data-collection process is time consuming, and it often involves judgment on details with which academic researchers have little expertise. The task can be overwhelming when N is large.
Over the course of the past year, we have worked with the FRED 1 data desk at the Federal Reserve Bank of St. Louis to develop FRED-MD, a macroeconomic database of 134 monthly U.S. indicators. The dataset will be updated in a timely manner and can be downloaded for free from the website http://research.stlouisfed.org/econ/mccracken/sel/. The goal is to reduce the overhead of macroeconometric analysis. Working with a more or less standard database should also facilitate replication and comparison of results. This paper provides background information about FRED-MD.
To better understand the motivation of this project, it is useful to give some history of "big data" analysis in macroeconomic research. The first personalized U.S. macroeconomic database appears to be the one compiled by Stock and Watson (1996) Fourth, the data should have consistent historical definitions or when the definitions are inconsistent, it should be possible to adjust the series with a simple additive or multiplicative splice. [Stock and Watson (1996), p.12] Using these criteria, Stock and Watson collected 76 series mostly drawn from CITIBASE. The data included industrial production, weekly hours, personal inventories, monetary aggregates, interest rates and interest-rate spreads, stock prices, and consumer expectations. The data were then classified into 8 categories: (1) output and sales, (2) employment, (3) new orders, (4) inventories, (5) prices, (6) interest rates, (7) money and credit, and (8) other variables. This dataset was expanded in Watson (1998, 2002) to include 215 series that can be classified into 14 categories. In this iteration, the data were taken from the DRI/McGraw Hill database. Although over 200 series were collected, the statistical analysis was based on a balanced panel of 149 series.
The exercise consists of compressing information in the 149 series into a handful of factors and then using the factor estimates as predictors. This methodology has come to be known as "diffusion index forecasting." Marcellino et al. (2006) used 171 series for the sample 1959:1-2002:12 to assess this and alternative forecasting methodologies.
In an influential paper, Bernanke and Boivin (2003) 2 extended big data macroeconomic analysis from forecasting to semi-structural macroeconomic modeling. Bernanke et al. (2005) used 120 series from the DRI database to estimate a factor-augmented vector autoregression (FAVAR). This methodology uses a large number of economic indicators to estimate the common latent factors in the economy. As the estimated factors provide a parsimonious way to include information from many variables, a FAVAR is less vulnerable to subjective decisions about which variables to include.
Factors are also useful when variables chosen for empirical analysis do not match up with concepts in theoretical models. Boivin and Giannoni (2006) considered estimation of DSGE models that explicitly treat measurement errors as the difference between the data and the model concepts. Boivin and Giannoni (2006) used 91 variables in their analysis which directly connects estimation of DSGE models with large-dimensional factor models because data with measurement errors can also be represented by factor models.
Until this point, more data were collected than were used in analysis because some of these series were available only as of 1967:01. The next phase of this literature focused primarily on balanced panels. Watson (2005, 2006) constructed data for 132 macroeconomic time series over the sample 1959:01-2003:12. The data, used to estimate structural FAVARs, were organized into 14 categories: (1) real output and income, (2) employment and hours, (3) real retail, manufacturing and trade sales, (4) consumption, (5) housing starts and sales, (6) real inventories, (7) orders, (8) stock prices, (9) exchange rates, (10) interest rates and spreads, (11) money and credit quantity aggregates, (12) price indexes, (13) average hourly earnings, and (14) miscellaneous. The data were drawn primarily from Global Insights Basic Economics Database (GSI), with a few series from the Conference Board and a few series based on the authors' calculations. This database of 132 series is sometimes referred to as the "Stock-Watson dataset." Bai and Ng (2008) used the data to compare diffusion index forecasting with predictors selected by hard thresholding. Ludvigson and Ng (2011) updated the Stock-Watson data to 2007:12 and more broadly classified the data into 8 groups: (1) output and income, (2) labor market, (3) housing, (4) consumption, orders and inventories, (5) money and credit, (6) bond and exchange rates, (7) prices, and (8) stock market. Factors estimated using the entire dataset were compared with an alternative estimator that takes advantage of the structure of the eight groups. The data were again updated in Jurado et al. (2015) to 2011:12 and merged with 147 monthly financial time series to construct an index of macroeconomic uncertainty. The database has since been updated to 2013:05. Hereafter, we distinguish the vintages of GSI data by the end of sample. The 2003 vintage is the original data used in Stock and Watson (2005) and the 2011 vintage is the data used in Jurado et al. (2015) .
Many researchers have collected larger or smaller datasets but the coverage of the data is quite similar to the original Stock-Watson data. This is not surprising because most of the data come from the statistical agencies. Whether the database has more or fewer data series depends on the desired level of disaggregation. For example, Stock and Watson (2014) collected 270 disaggregated monthly series for the sample 1959:01-2010:08 to estimate turning points. For monthly macroeconomic forecasting and FAVARs, most analyses use between 100 and 150 series. One of our goals is to provide a core set of data that is readily available and updated regularly.
FRED-MD
If the same variables were reported year after year, the data-updating exercise would be straightforward. Assuming one has access to GSI, one would download the data and run a few programs.
A dataset satisfying the first three criteria outlined in Stock and Watson (1996) should then be available. But the process is more involved in practice. The main difficulty is almost entirely due to changing definitions and data availability. Even with careful selection of variables that meet the fourth criterion of Stock and Watson (1996) , researchers have often had to deal with data revisions that took place for one reason or another. As an example, an oil price variable is widely used in empirical work. Yet, the OILPRICE series in FRED that existed since 1946:1 has recently been discontinued. In its place is a WTI series that starts only from 1986:1. If one were to analyze 50 years of monthly data, one could not avoid having to melt or splice data from different sources, which is what makes the data-updating process difficult.
Consider updating from the vintage ending in 2011:12 through 2013:12. Even though the dataset was extended by merely 24 months, several issues had to be dealt with. The process is roughly as follows. Based on the mnemonics of the 2011 data, we started by retrieving from GSI the same data but for the extended sample. It was found that some series have changed names, so the first task was to locate the variables under their new names. Then quarterly implicit price deflators from the NIPA tables and monthly nominal consumption from the BLS were used to construct real monthly consumption. Next, we gathered data for business loans from FRED, the nominal effective exchange rates from the IMF, the Michigan index of consumer sentiment index from the Institute of Survey Research, and merged the GSI help-wanted index with the calculations from Barnichon (2010) . This completed the data-collection exercise. The next step was to compare the new and old data over the overlapping sample to check for irregularities. It was found that the housing series in the 2014 dataset starts at a later date, orders and inventories have a new chain base, the exchange rate variables have been revised because of changes in trade weights, and several other series have gone through minor data revisions. It is difficult if not impossible to automate the process because judgment is involved. Two researchers starting with the same raw data can end up using different data for analysis.
One advantage of taking the data from GSI is that it is "one-stop shopping," as over 100 series can be retrieved from one source. Because GSI does not directly collect data, they also deal with the problems of changing data availability and definitions, though researchers may not be aware of these changes. Furthermore, the GSI data are available only on a subscription basis; researchers without access will have to look to alternatives which inevitably involve multiple sources. There is also a catch to using the GSI data. The licensing agreement understandably prohibits redistribution of the data. Yet an increasingly common requirement among scholarly journals is to post the data used in empirical work. The data required for replication are often not available.
FRED-MD seeks to make available a database with three objectives in mind. First, it will be publicly available so that U.S. and international researchers alike will have access to the same data that satisfy the four criteria established in Stock and Watson (1996) . Second, it will be updated on a timely basis. Third, it will relieve researchers from the burden of handling data changes and revisions. With these objectives in mind, we collect 134 monthly series with coverage that is similar to the original Stock-Watson data. A full list of the data is given in Appendix I, along with the comparable series in the GSI database. The suggested data transformation for each series is given in the column under tcode. As of the writing of this paper, the latest vintage is 2015:04.
In addition to data revisions and definitional changes, a one-time cost in moving from GSI to FRED is to find close substitutes to replace the proprietary variables constructed by GSI. A major appeal of FRED-MD is that this task is left to the data experts. In the first vintage of FRED-MD, 19 of the 134 series require some adjustments to the raw data available in FRED. We tag these variables with an asterisk to indicate that they been adjusted and thus differ from the series from the source. A summary of the adjustments is as follows: We highlight some of these adjustments. A major effort was undertaken to find replacements for the block of manufacturing and trade data in GSI because manufacturing orders, sales, and inventories data are crucial to analysis of business cycles. Finding long data series for these variables is complicated by the switch from the standard industrial classification (SIC) to the North American Industry Classification System (NAICS) in 1992. FRED primarily holds NAICS data from the Census Manufacturers Survey. Some older SIC data exist. The series in FRED-MD have been spliced with the SIC historical data when available from the U.S. Census Bureau.
Other adjustments are necessary because old variables were phased out as the economy changed.
Consumer credit outstanding in GSI is replaced by non-revolving consumer credit. The exchange rate data in FRED start from 1971 because most countries were on a fixed exchange rate system.
The three-month commercial paper rate series has been discontinued since 1997:08, though a 3month financial commercial paper rate series has existed since 1997:01. The FRED-MD data splice the current data with historical data from the Banking and Monetary Statistics series produced by the Federal Reserve Board of Governors and obtained from FRASER. 3 The West Texas oil price discontinued in 2013:07 is spliced with a West Texas-Oklahoma series available since 1986:01. We note that some these adjusted series are of independent interest even if the entire database is not.
While we provide a csv file with current and historical data, FRED-MD is not a balanced panel for a number of reasons:
(1) The S&P PE ratio (series 83) is taken from Shiller's website and is released with roughly a 6-month lag. Hence observations are missing at the end of the sample.
(2) The Michigan Survey of Consumer Sentiment (series 130) is available only quarterly prior to 1977:11, and recent data are available in FRED with a 1-year lag.
(3) The trade-weighted exchange rate (series 101) is available in FRED only through 1973:1, and we have not found other documented sources with which to splice the series.
(4) Seasonally adjusted housing permits (series 55-59) exist only through 1960:01.
(5) A few Value of Manufacturers' Orders components such as Nondefense Capital Goods (series 66) and especially Consumer Goods (series 64) have a limited history because of the new NAICS discussed above.
Of course, the dataset can easily be turned into a balanced panel by removing the relevant series. In MATLAB, these series can be identified by checking whether the mean over the full sample is a NaN. We have not made outlier adjustments to the raw data. To be consistent with previous empirical work, we start the data in 1959:01. In the 2015:04 vintage of FRED-MD, 9
series have observations missing at the beginning of the sample, and 12 series have observations missing at the end of the sample. A balanced panel of 130 series dating from 1960:1 to 2014:12 can be formed by dropping series 64, 66, 101, and 130.
Going forward, vintages of FRED-MD data will come in (csv) files available for download from http://research.stlouisfed.org/econ/mccracken/sel/. The series listed in the Appendix is the core of FRED-MD, but it is likely that some series will eventually be retired and new ones will be gradually added. As an example, the help-wanted column of newspapers is no longer as good a measure of labor market slackness as it once was, as job-search websites such as monster.com have become more popular. At the moment, there is not enough data to build a HWI series based on internet data alone, but it should eventually be possible to splice the old help-wanted index with one that better reflects the modern economy. More financial variables will be added as there is increasing interest in understanding their role in business cycles. We are in the final stage of splicing the historical VXO data with the VIX to provide a measure of stock market volatility. This series will be included in FRED-MD in the near future.
Factor Estimates
Primary uses of big macro datasets are diffusion index forecasting and estimation of factor augmented regressions. The factors serve the purpose of dimension reduction. In a large N and large T setting, the space spanned by the latent factors can be consistently estimated by static or dynamic principal components. 4 We therefore begin by examining the properties of the factors estimated using data from FRED-MD. The latest vintage is for the sample 1959:1-2015:04 with 675 observations. Following previous studies, we take 1960:1 as the start of the sample. After losing two observations to data transformation, the panel we use for analysis is for the sample 1960:3
to 2014:12 with 658 observations. Series 64, 66, 101, and 130 have missing observations in the beginning of the sample while series 130 also has missing values toward the end.
We estimate the static factors by PCA adapted to allow for missing values. This is essentially the EM algorithm given in Stock and Watson (2002) . In brief, observations that are missing are initialized to the unconditional mean based on the non-missing values (which is zero since the data are demeaned and standardized) so that the panel is re-balanced. A T × r matrix of factors
. . , f T ) and a N × r matrix of loadings λ = (λ 1 , . . . , λ N ) are estimated from this panel using the normalization that λ λ/N = I r . The missing value for series i at time t is updated from zero to λ i f t . This is multiplied by the standard deviation of the series and the mean is re-added.
The resulting value is treated as an observation for series i at time t, and the mean and variance of the complete sample are re-calculated. The data are demeaned and standardized again, and the factors and loadings are re-estimated from the updated panel. The iteration stops when the factor estimates do not change.
We then select the number of significant factors. Many factor-selection procedures have been developed to determine the number of factors when N and T are large. They impose different assumptions on the factor model. Some test the largest eigenvalues directly, while others evaluate the fit of the model. We want to have a sense of whether the number of factors is sensitive to the vintage of data used. Hence, for our purpose, which criterion we use is not so important provided that the same criterion is used throughout. We use the P C p criteria developed in Bai and Ng (2002) , which is a generalization of Mallow's C p criteria for large dimensional panels. The number of factors is chosen to minimize the sum of squared residuals while keeping the model parsimonious.
The P C p penalty of log(min(N,T )) min(N,T ) differs from the standard BIC penalty of log T because the factors are estimated from a two-dimensional panel. Using the fact that min(N, T ) −1 ≈ N +T N T as N, T → ∞, variations of the penalty can be obtained. For this analysis, we use the penalty N +T N T log(min(N, T )), which has better finite sample properties. This criterion is referred to as P C p2 in Bai and Ng (2002) .
The criterion finds eight factors in this sample (and nine if no outlier adjustment is performed). 5
After the factors are estimated, we regress the i-th series in the dataset on a set of r (orthogonal) factors. For k = 1, . . . , r, this yields R i (k) 2 for series i. The incremental explanatory power of factor
The P C p2 criterion finds r = 8 factors. Table 1 lists R 2 (j) and the ten series with the highest mR 2 (j) for factor j. Factor 1 explains 0.159 of the variation in the data and can be interpreted as a real activity/employment factor since the mR i (1) associated with the industrial production and employment series are close to 0.7. Factor 2 contributes to 0.069 of the variation in the data and is dominated by forward-looking variables such as term interest rate spreads and inventories. Factor 3 has an mR 2 (3) of 0.066 and its explanatory power is concentrated on price variables and hence can be interpreted as an inflation factor. Factors 4 and 5 are a mix of housing and interest rate variables. Like Factor 1, Factor 6 concentrates on real/employment variables. Factor 7 has explanatory power for stock market variables while factor 8 has explanatory power for exchange rates. 'permit', 'cumfns', 't5yffm', 't10yffm', 'ipfpnss', 'housew', and 'permitw'. There are, however, 22 series that have the idiosyncratic component explaining 90% of the variation. The ten series with the largest idiosyncratic component are 'realln','busloans','claimsx', 'cpiappsl', 'ipfuels', 'dtcolnvhfnm', 'cuur0000sad','dtcthfnm', 'ddurrg3m086sbea', 'cpimedsl', 'invest'. A case can be made to drop these series from the panel; as discussed in Boivin and Ng (2006) , noisy data can worsen the quality of the factor estimates.
How does FRED-MD differ from the vintages of GSI data that have been used previously?
We repeat the exercise in Table 1 for four vintages. Estimation always starts in 1960:3 but ends differently depending on the vintage. The 2003 vintage used in Stock and Watson (2005 ) ends in 2003 :12. The 2007 , 2011 , and 2013 vintages of GSI data updated by Ludvigson and Ng end in 2007 :12, 2011 :12, and 2013 . Table 2 reports i (6) and mR 2 i (7) for SP500 is 0.4 in the 2011 vintage. This is unprecedentedly high, but perhaps not surprising in view of the volatility in the stock market around 2008.
We also recursively estimate the factors using the different data vintages. For t starting in 1970:1, we record the number of factors r t selected by the P C p2 criterion and the corresponding R 2 (r t ). This is plotted in Figure 2 Interestingly, these increases in the number of factors and R 2 line up well with many of the NBER recession dates. Figure 2 shows that the number of factors and R 2 (r t ) also jumped when the GSI data were used.
Based on the properties of the factor estimates, we are encouraged that FRED-MD preserves the primary variations in the GSI data used in previous work. While the variable names have changed over the years, there is little doubt that the first factor has strong association to real activity and that the second, third, and fourth factors have strong association with nominal variables not directly related to the stock market. These four factors explain about 0.3 of the variation of data.
The remaining three or four factors explain another 0.12 to 0.15. The stock-market-related factors seemed to have gained importance over time, though it is necessary to monitor a few more vintages of FRED-MD to be sure this finding is robust.
Predictability
In this subsection we revisit the usefulness of factors for predicting macroeconomic aggregates -with an eye toward evaluating the usefulness of those factors extracted using FRED-MD. Specifically, we revisit a subset of the forecasting exercises conducted in Stock and Watson (2002) . In particular we consider forecasts of U.S. industrial production, nonfarm employment, headline CPI inflation, and core CPI inflation at the 1-, 6-, and 12-month horizons. For each permutation of dependent variable and horizon we have three goals: (1) document that the FRED-MD factors have predictive content above-and-beyond that contained in a baseline autoregressive model, (2) document that the FRED-MD factors compare favorably, in terms of predictive content, to factors extracted using the databases that have been previously used, and (3) document the predictive content of the FRED-MD factors during the most recent U.S. recovery.
In each case the models used for forecasting take the form
for finite order lag polynomials β h (L) and γ h (L). When predicting the real variables we define the dependent variable as average annualized monthly growth. As an example, for IP we obtain y h t+h = (1200/h) ln(IP t+h /IP t ).
When predicting the nominal variables we define the dependent variable similarly but treat inflation as I(1). As an example, for CPI we obtain y h t+h = (1200/h) ln(CP I t+h /CP I t ) − 1200 ln(CP I t /CP I t−1 ).
Regardless of whether the dependent variable is real or nominal, when h = 1 we drop the superscript and define y 1 t+1 as y t+1 . All models are estimated recursively by OLS. We consider three out-of-sample periods. In order to get a clean comparison between FRED-MD and the older databases, the first two out-ofsample periods end with the last observation in the 2003 vintage of the GSI data. But to also get a feel for time variation in the predictive content of the factors, we initially allow the first forecast origin to occur in 1970:01 and then allow a second initial forecast origin to occur in 1990:01. The third out-of-sample period begins in 2008:01 and ends in 2014:12 and is intended only to evaluate the predictive content of the FRED-MD factors during the most recent recovery.
We compare the predictive content of f 1 constructed from FRED-MD with those constructed from the 2003 and 2011 vintages of the GSI data. In order to emphasize the predictive content of the factors, for a given horizon and dependent variable, we hold the model structure constant across time and across the datasets used to estimate the factors. To that end we used BIC to select the number of autoregressive lags (0 ≤ p ≤ 6 ) and lags of the first factor (1 ≤ m ≤ 3) over the 1960:03 to 2003:12 sample using FRED-MD. The models associated with factors from the other datasets then used the same model structure but with the FRED-MD factors replaced by their own. For each dependent variable (IP, Employment, headline CPI, core CPI), forecast horizon (1, 6, 12), and sample split (1970:01 -2003:12, 1990:01 -2003:12) we report the mean squared error implied by the model using the FRED-MD factors and its ratio to the MSE associated with either the 2003 or 2011 vintage of GSI data. These ratios are denoted Ratio03 and Ratio11 in Table 3 . Ratios greater than one favor the model using FRED-MD factors over those constructed from the GSI datasets.
To determine whether any differences are statistically significant, we use the Diebold and Mariano (1995) and West (1996) t-type test statistic and N(0,1) critical values. Significance at the 5% level is denoted by an asterisk.
The results that assess the predictive power of f 1 are reported in the left panel of Table 3 . A quick glance indicates that the MSE ratios all lie within a very tight range of 0.98 and 1.01. The right panel of Table 3 extends the analysis of Stock and Watson (2002) and add a single lag of f 2 to each model considered in the left panel. Using two factors instead of one changes the MSE only slightly. For one-period-ahead forecast of IP in the sample that starts in 1990, the MSE with two factors is 35.39, compared with 35.74 using one factor. But use of more factors does not always lower the MSE. As an example, the h = 12 month-ahead forecast for IP has a MSE of 11.20 when two factors are used, which is higher than the MSE of 9.22 when one factor is used.
Comparing across different datasets, there are a few instances in which we find statistically significant pairwise differences in the MSEs. For those models that include only lags of f 1 , these largely occur when evaluated using the post-1970 sample. There is only one instance of significance using the post-1990 sample. For those models that contain lags of both f 1 and f 2 , significance is largely relegated to the post-1990 sample. Regardless, of the 96 possible pairwise comparison considered in Table 3 , only 9 show any signs of significance and do so only when we ignore any issues associated with multiple testing.
To get a feel for the nominal predictive content of the FRED-MD factors themselves, in Table   4 we report (i) the improvement in MSE of those models that include the first factor relative to those that are purely autoregressive, and (ii) the improvement of those models that include the first and second factors relative to those that include only the first factor. For this exercise the FRED-MD factors are estimated using data that end in 2014:12. For ease of comparison with the previous tables, the models that include factors maintain the exact same autoregressive structure.
As above, for each dependent variable (IP, Employment, headline CPI, core CPI), forecast horizon (1,6,12), and sample split (1970:01 -2014:12, 1990:01 -2014:12, 2008:01 -2014:12) we report the mean squared error implied by the model using the FRED-MD factors and the ratio of MSEs from the two models. In the left panel, ratios less than one favor the model that includes the first factor.
In the right panel, ratios less than one favor the model that includes both the first and second factors. To determine any significant differences, we use the MSE-F statistic described in Clark and McCracken (2005) and obtain critical values using a fixed-regressor wild bootstrap as described in Clark and McCracken (2012) .
The results are reported in Table 4 . Significance at the 5% level is denoted by an asterisk.
Consider the first four columns in which we compare a simple autoregressive model to one augmented by lags of the first factor. When evaluated over the entire post-1970 sample, the model that includes the first factor provides statistically significant MSE-based improvements across all horizons and for all dependent variables with the exception of CPI at the 6-month horizon. For IP and Employment, this improvement largely continues when we restrict ourselves to the post-1990
and post-2008 samples as well. In contrast, the first factor does not seem to provide any useful predictive content for either CPI or core CPI during the post-1990 or post-2008 samples. This is consistent with the finding in Bai and Ng (2008) that targeting individual predictors that underlie the factors may be more effective for forecasting inflation than using f 1 .
In the second set of four columns, the baseline is the model that includes lags of the first factor and the competing model is the same but augmented with one lag of the second factor. As in the first four columns, there is considerable evidence of additional predictive content when evaluated over the entire post-1970 sample. This is particularly true for IP and Employment. But when we move to the later forecast periods, the second factor seems to lose much of its predictive content.
A primary use of large macroeconomic datasets is forecasting. Hence it is important that the variables in FRED-MD have good predictive when used in diffusion index forecasting exercises.
The results in this subsection suggest that there is little if any statistically significant difference in the predictive ability of the factors estimated from FRED-MD and the GSI data.
FDI: Factor-Based Diffusion Indexes
This subsection suggests a new use of the estimated factors in the study of business chronology.
Our starting point is to reorganize the factor estimates into two groups: one for real activity, and one for nominal activity unrelated to the stock market. 10 The task is to see if information about the state of the economy can be obtained by visualizing the factors as a group. We propose to consider factor-based diffusion indexes.
The use of diffusion indexes in the study of business cycle chronology has a long history. Burns and Mitchell (1946) pioneered the study of business cycle turning points using a variety of methods -one of which is to analyze the direction of change in the components of aggregate data. Series that increase, decrease, and stay unchanged over a given span are assigned values of 100, 0, and 50, respectively. A diffusion index is an index that aggregates components in a group (such as industrial production) and provides a summary of the direction of change for the group. 11 Subsequent work by Broida (1955) , among others, finds that the diffusion indexes have a high rate of falsely signaling turning points. This work was more or less discarded with occasional studies, such as by Kennedy (1994) , who found that the diffusion indexes for industrial production and employment have predictive power in a twenty-five year sample beginning in 1967.
There is a renewed interest in using diffusion indexes to analyze business cycle turning points. Watson (2010, 2014) consider two approaches. The first is a "date and average" method that first identifies turning points in the individual series and looks for a common turning point.
The second is an "average and date" method that looks for turning points in the three aggregate indicators, namely, (i) the Conference Board index, (ii) a weighted average of industrial production, employment, manufacturing trade, and personal income using the standard deviation of the series as weights, and (iii) a (dynamic) factor estimated from the same four series. They find the Burns-Mitchell idea of "date and average" to be more promising in detecting business cycle turning points.
Our approach is in the spirit of average and date, but differs from the Stock and Watson (2014) methodology in two ways. The first is that we estimate static instead of dynamic factors. This difference is not substantive because static and dynamic factors usually have similar properties.
The specific property that is relevant here is variability of the factor estimates. Since the data are differenced to achieve stationarity, the factor estimates f t are too volatile for turning point analysis.
If we apply the algorithm of Bry and Boschan (1971) , f 1t is in agreement with the NBER recessions dates only 65% of the time, and with the expansions dates 57% of the time.
To mitigate this problem, we form diffusion indexes from the partial sum of the common factors rather than the factors themselves, which is substantively different from the analysis in Stock and Watson (2014) . To be precise, our real activity diffusion index is constructed as F 1t = t j=1 f 1j . While f 1t isolates the common variations at higher frequencies, F 1t zooms in on common variations at low frequencies. It may seem counterintuitive to learn about the state of a business cycle from the trend component. Informally, Moore (1961, p.286 ) also plotted the diffusion indexes in cumulative form and found them useful. As well, the Bry and Boschan (1971) algorithm also looks for directional change in the smoothed series, which is an estimate of the trend.
The top panel of Figure 3 plots the real activity diffusion index F 1t constructed from FRED-MD data. In the base case (blue line), the factors f t are estimated using all 134 series over the 1960:03-2014:12. To see whether the factor estimates are robust to the treatment of missing values, F 1t is also plotted (in red) with f t estimated from a balanced panel of 130 series. The NBER recession dates are shaded in gray. We see that the F 1t series always peaks before the beginning of NBER recession dates and reaches a trough just after the recession is over. This is true even for the 1990 and 2001 recessions, which have been difficult to forecast. The real activity diffusion index estimated using the balanced panel is almost identical to the one estimated from the larger but unbalanced panel. Applying the algorithm of Bry and Boschan (1971) to F 1t , we find that the series perfectly classifies the NBER recession dates. It is less successful in classifying expansions, with a correct classification rate of 67%.
The bottom panel of Figure 3 shows the second diffusion index, constructed as F 2t = t j=1 f 2j . From Table 1 , we can think of f 2t as a nominal factor since it has good explanatory power for term spreads. This diffusion index peaks in the early 1980s when inflation was high and has been declining since the early 1990s. The diffusion indexes F 3t and F 4t exhibit the same secular movements as F 2t and are not displayed. But since f 3t and f 4t have higher mR 2 for price and interest rate variables, whether we combine the three diffusion indexes F 2t , F 3t , and F 4t or look at them individually, they seem to line up with price pressure inflation expectations in the past five decades. This is interesting even if these indexes seem unrelated to recessions.
Unfortunately, by construction, F 1t has the drawback that it must take the value of zero at the end of the sample. 12 This problem arises because the factors are constructed as linear combinations of series that have been demeaned using the full sample. Hence, while F 1t gives a good historical classification of recessions, it is ill-suited as a monitoring device for recent changes in the business cycle. We attempt to handle this problem in two ways.
In the first we demean the data recursively. For i = 1, . . . N and t = 3, . . . T , let
We set x i1 and x i2 set to the unconditional mean of series i. This recursive demeaning needs to be done only once. Now each
x it is not necessarily mean zero over the whole sample, and neither are the means of the estimated factors, say f kt , k = 1, . . . r. Hence the corresponding real activity diffusion index F 1t = t j=1 f 1j is no longer a Brownian bridge. Recursive demeaning requires a more delicate treatment of missing values, so we use only the balanced panel of 130 series to estimate the factors over the full sample.
The recursively demeaned diffusion index F 1t is plotted in Figure 4 . As with F 1t , the beginning of recessions are preceded by an upward turn in the index, and the end of recessions are preceded by downward turns. Based on the Bry-Boschan algorithm, F 1t has a correct classification rate for recessions of 0.98, missing only the recession in 1961:02 at the very beginning of the sample. The rate for correctly classifying expansions is 58%.
The end point problem associated with F 1t is also a feature of the CUSUM of regression residuals.
By construction, these residuals sum to zero when an intercept is included in the OLS regression.
It is known that the residual-based CUSUM test for structural breaks lacks power at the end of the sample. However, recursive residuals were developed precisely to improve power against breaks at the end of the sample. Building on this analogy, our second approach to the end point problem is to construct the diffusion indexes from recursively estimated factors. For each k = 1, . . . r, we recursively estimate the f k,t starting in 1970:01. In each month t, a historical sequence of factors f k,s,t is constructed for each s = 1, . . . , t. From each of these sequences, we save the most recent value of f k,t,t . The partial sum of this series is used to construct a recursive diffusion index, denoted by RF 1t .
There are two technical details with this exercise. The first issue arises from the fact that the factors are identified only up to an orthogonal rotation and, in particular, are not sign-identified.
Hence, as we move from month to month, the "correct" sign of the estimated first factor has the potential to change. To avoid this issue, in each month t =1970:01 we assume that the sign of the first factor in 1961:01 is positive (ie. f 1,1961:01,t > 0). If the estimate is negative, we simply flip the sign of the entire series. Somewhat surprisingly, this happens very rarely and in fact never occurs at any point over the entire sample when using FRED-MD.
The second problem is due to missing values or the lack of variation in some series during the early part of the sample. In the first recursion, which starts 1970:01, four of the series are missing a large number of observations: ACOGNO (64), TWEXMMTH (101), oilprice (110), and UMCSENTx (130). For the first two we simply have no data. For the latter two, the transformed data are highly irregular after transformation. The oilprice series is essentially zero in the early sample (since the data are differenced) with a few large jumps followed by a similar decline. The Michigan sentiment series is only quarterly prior to 1970 and hence the transformation isn't really operational. We therefore drop these four series from this exercise.
The recursively estimated diffusion index RF 1t is plotted in Figure 4 , side by side with F 1t .
These series also tend to change direction at the beginning and the end of recessions. Evidently, it no longer ends the sample at zero; the most recent values of F 1t and RF 1t show no clear direction of change, which suggests that the economy is staying on its course. The bottom panel shows RF 2t .
As with F 2t , the series peaked around 1981 when inflationary pressure was high. Obviously, more work is needed to study the statistical properties of both formulations of the diffusion indexes.
But the results so far are encouraging. Since FRED-MD will be updated on a timely basis, these factor-based diffusion indexes can be useful tools in documenting the state of the economy.
Conclusion
This paper introduces researchers to a set of 134 monthly macroeconomic variables based on the FRED database. The dataset starts in 1959:01 and will be updated on a timely basis hereafter.
Changes to the dataset will be documented in a log file, also available at http://research. stlouisfed.org/econ/mccracken/sel/. In addition to open public access, the main appeal of the dataset is that revisions and data changes are taken care of by the data specialists at FRED.
We sincerely thank them for their support in this work. Table 1 and 2: This table lists the ten series that load most heavily on the first eight factors along with R 2 in a regression of the series on the factor. For example, factor 1 explains 0.749 of the variation in USGOOD. The first factor has a mR 2 of .159. This is the fraction of the variation in 134 series explained by the first factor. The figure shows the explanatory power of the first eight factors in the 134 series organized into eight groups as given in the Appendix. Group 1 is output and income, Group 2 is labor market, Group 3 is consumption and housing, Group 4 is orders and inventories, Group 5 is money and credit, Group 6 is interest rate and exchange rates, Group 7 is price, and Group 8 is stock market. 
