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Abstract
We study the asymptotic behavior of single variable Bell polynomi-
als Bk(x) and polynomials B˜k(x) related with restricted Bell numbers
in the limit of infinite k and x > 0. We discuss our results in connec-
tion with the spectral theory of random matrices and properties of the
vertex degree of large random graphs.
1 Bell and restricted Bell polynomials
This paper is motivated by the studies of spectral properties of random
matrices determined by the Ihara zeta function of random graphs of infinitely
increasing dimension, n → ∞. One of the most known and well-studied
ensembles of random graphs that we denote by {Γ(ρ)n }, 0 < ρ < n can be
described by the family of adjacency matrices {A(ρ)n }, where A(ρ)n is a real
symmetric n × n matrix whose entries above the diagonal are given by the
family of jointly independent Bernoulli random variables a
(n,ρ)
ij that take
zero value with the probability 1− ρ/n. Each realization Γ(ρ)n has n vertices
and a random number of non-oriented edges with the edge probability ρ/n.
The ensemble {Γ(ρ)n } is very close in the majority of properties to the
ensemble of the Erdo˝s-Re´nyi random graphs [1]. So we refer to {Γ(ρ)n } as
∗
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to the Erdo˝s-Re´nyi ensemble of random graphs. The Ihara zeta function of
Γ
(ρ)
n is given, in determinant form, by the following relation [7, 15, 27]
Z
Γ
(ρ)
n
(u) =
(
(1− u2)r−1 detH(ρ)n (u)
)−1
, u ∈ C,
where
H(ρ)n (u) = u
2B(ρ)n − uA(ρ)n + (1− u2)I, 1 ≤ i ≤ j ≤ n, (1.1)(
A
(ρ)
n
)
ij
= (1 − δij)a(n,ρ)ij (see Section 2 and relation (2.32) below for more
details), B
(ρ)
n is a diagonal matrix whose non-zero entries are as follows,
(
B(ρ)n
)
ij
= b
(n,ρ)
i δij , b
(n,ρ)
i =
n∑
l=1
a
(n,ρ)
il , (I)ij = δij , 1 ≤ i ≤ j ≤ n,
(1.2)
and r−1 = Tr(B(ρ)n −2I)/2. Here and below we denote by δij the Kronecker
delta-symbol that is equal to one if i = j and is zero otherwise.
Logarithm of determinant detH
(ρ)
n (u) can be studied with the help of
the normalized eigenvalue counting function of H
(ρ)
n . It is shown in [18]
that this function, when regarded in the case of the Erdo˝s-Re´nyi random
graphs {Γ(ρ)n }, converges in the limit of infinite n and ρ under condition
that the spectral parameter u ∈ R is renormalized by the square root of ρ,
u = v/
√
ρ, v ∈ R. The proof is based on the study of the averaged value
of the trace Tr
(
H
(ρ)
n (v/
√
ρ)
)k
and its convergence in the limit n, ρ → ∞.
Further considerations of the spectral properties of random matrices H
(ρ)
n
can require the knowledge of the asymptotic behavior of these moments in
the limit when k infinitely increases at the same time as n and ρ tend to
infinity. In particular, this is needed in the studies of the maximal eigenvalue
of random matrices by the moment method [13]. On the first stages, one
could ask about asymptotic behavior of moments of the matrix B
(ρ)
n .
Slightly simplifying definitions of random variables a
(n,ρ)
ij and b
(n,ρ)
i , we
consider an ensemble of n jointly independent Bernoulli random variables
a
(n,ρ)
j =
{
1, with probability ρ/n,
0, with probability 1− ρ/n , 1 ≤ j ≤ n, ρ > 0. (1.3)
and study the moments of the binomial random variable
X(ρ)n =
n∑
j=1
a
(n,ρ)
j
2
in the limit of infinite n. The probability distribution of X
(ρ)
n converges to
the Poisson one as n → ∞ both for bounded ρ or for infinitely increasing
ρ (see Section 3 for more details). The probability distribution of centered
random variables
X˜(ρ)n = X
(ρ)
n − EX(ρ)n =
n∑
j=1
a˜
(n,ρ)
j =
n∑
j=1
(
a
(n,ρ)
j − ρ/n
)
,
where E is the mathematical expectation with respect to the measure gen-
erated by the family A(n,ρ) =
{
{a(n,ρ)j }1≤j≤n
}
converges to the centered
Poisson probability distribution [21].
We are interested in the asymptotic behavior of the moments
M(n,ρ)k = E
(
X(ρ)n
)k
(1.4)
and
M˜(n,ρ)k = E
(
X˜(ρ)n
)k
(1.5)
in the limit of n, k →∞ when ρ is either finite or infinitely increasing. Let
Bk(x) =
k∑
(l1,l2,...,lk)
Bk(l1, l2, . . . , lk)x
l1+l2+···+lk , k ≥ 1, x ∈ R, (1.6)
where
Bk(l1, l2, . . . lk) =
k!
(1!)l1 l1! (2!)l2 l2! · · · (k!)lk lk! (1.7)
and the sum in (1.6) runs over such integers li ≥ 0 that l1+2l2+· · ·+klk = k.
The value Bk(1) = Bk represents the number of all possible partitions of the
set of k elements into non-empty subsets (or blocks). The numbers Bk, k ≥ 0
are widely known as the Bell numbers [2, 3] (see also [5, 29]). Polynomials
Bk(x) are usually referred to as single variable Bell polynomials or simply
as to the Bell polynomials [6].
Let us also consider modified Bell polynomials
B˜k(x) =
∑
(l2,l3,...,lk)′
B˜k(l2, . . . , lk)x
l2+l3+···+lk , k ≥ 1, x ∈ R, (1.8)
where
B˜k(l2, l3 . . . lk) =
k!
(2!)l2 l2!(3!)l3 l3! · · · (k!)lk lk! (1.9)
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and the sum in (1.8) runs over such li ≥ 0 that 2l2 + 3l3 + · · · + klk = k.
We will refer to the numbers B˜k = B˜k(1) as to restricted (or centered) Bell
numbers and say that B˜k(x) are restricted Bell polynomials. In Section 3
below, we prove the following statement.
Lemma 1.1. If k = o(
√
n) when n tends to infinity, then
M(n,ρ)k = Bk(ρ)(1 + o(1)), n→∞ (1.10)
for finite or infinitely increasing values of ρ; if k = o(
√
n) and kρ = o(n)
when n tends to infinity, then
M˜(n,ρ)k = B˜k(ρ)(1 + o(1)), n→∞. (1.11)
We prove Lemma 1.1 in Section 3 below.
Our main results are related with the asymptotic behavior of Bk(x) and
B˜k(x), x > 0 in the limit when k tends to infinity. Asymptotic properties
of the Bell polynomials Bk(x), x < 0 as k →∞ have been studied with the
help of various techniques [9, 10, 31]. Up to our knowledge, the limiting
behavior of the Bell polynomials Bk(x) as k and x tend to infinity has not
been considered, while this kind of limiting transition is fairly natural from
the point of view of random graphs and random matrices. Asymptotic
properties of the Bell polynomials in the case of restricted Bell numbers
B˜k(x) have not yet been studied as well.
In Section 2, we prove our main statements and determine the asymptotic
behavior of high moments of the diagonal matrix B
(ρ)
n (1.2). With the help
of these results, we obtain upper bounds for the deviation probability of the
maximal vertex degree of large Erdo˝s-Re´nyi random graphs. In Section 3, we
prove auxiliary statements used in Section 2 and list supplementary facts
about the convergence of random variables X
(ρ)
n . We also present results
obtained for the Bell-type polynomials determined by strongly restricted
Bell numbers and discuss further generalizations of these polynomials.
2 Asymptotic behavior of Bk(x) and B˜k(x)
In present section, we study the asymptotic behavior of the Bell polynomials
Bk(x) (1.6) and polynomials of restricted Bell numbers B˜k(x) (1.8) in the
limit k →∞ for given values of x > 0 and in the asymptotic regime
k, x→∞, x = χk. (2.1)
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We consider the cases when χ > 0 is finite or infinitely increasing. We give
the full proof in the case of the Bell polynomials and then briefly describe
the proof of results obtained for the restricted Bell polynomials.
2.1 Auxiliary random variables and Central Limit Theorem
To study asymptotic properties of the Bell polynomials Bk(x), x > 0, we
follow mainly the method presented in paper [30], where the asymptotic
behavior of the Bell numbers Bk, k → ∞ is considered. In this approach,
the key point is to introduce an auxiliary random variable Z(x,u) whose
probability distribution is determined by the values Bk(x) and then to prove
the Central Limit Theorem and the Local Limit Theorem for Z(x,u), u→∞.
In the combinatorial studies, the idea to get asymptotic expressions with
the help of the Central and the Local Limit Theorems dates back to the
works by E. A. Bender [4] (see paper [12] and references therein for further
developments of the method and monograph [11] for more detailed infor-
mation, various applications and generalizations of this approach). In these
studies of partitions, main results concern mostly the asymptotic properties
of the Stirling numbers of the second kind Skr , 1 ≤ r ≤ k as k, r → ∞.
With an auxiliary random variable Z(x,u) in hands, the method of [4] can
be applied to the sequence of Bell numbers. However, its further use for
the Bell polynomials and restricted Bell polynomials would require proofs
of more statements, such as the log concavity of sequences Bk(x) and B˜k(x)
with given x needed in the proof of the local limit theorem. In this part, we
adapt to our situation existing probabilistic arguments (see e.g. [28]).
Regarding the sequence B = (Bk(x))k≥0 with x > 0, let us introduce an
auxiliary random variable Z(x,u) ∈ N with the probability distribution
P (Z(x,u) = k) = p
(x,u)
k = Bk(x)
uk
k!G(x, u)
, k ≥ 0, u > 0, (2.2)
where G(x, u) =
∑∞
k=0 Bk(x)uk/k!. The generating function of the probabil-
ity distribution (2.2) given by Fx,u(τ) =
∑∞
k=0 P (Z
(x,u) = k) τk verifies the
following equality
Fx,u(τ) =
G(x, τu)
G(x, u)
. (2.3)
It follows from (1.6) that
G(x, u) = exp{x(eu − 1)}. (2.4)
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(see [8, 11] and also Section 3 below). Elementary computations imply that
dFx,u
dτ
|τ=1 = xueu and d
2Fx,u
dτ2
|τ=1 = xu2eu + x2u2e2u
and thus
EZ(x,u) = xueu and V ar(Z(x,u)) = xu(u+ 1)eu, (2.5)
where we denote by E the mathematical expectation with respect to the
distribution (2.2).
Let ΦY (x,u)(t) = Ee
−itY (x,u) , where
Y (x,u) =
Z(x,u) − EZ(x,u)
σ
(x,u)
Z
, σ
(x,u)
Z =
√
V ar(Z(x,u)).
Given a sequence (x, u)N = (xN , uN ), N ∈ N, we denote by YN = Y (xN ,uN )
corresponding random variables.
Lemma 2.1. If the sequence {(x, u)N , N ∈ N} verifies condition
xNuNe
uN →∞, N →∞, (2.6)
then for any given t ∈ R, the sequence of characteristic functions ΦYN (t) of
random variables YN converges in the limit of infinite N to the one of the
standard normal distribution
ΦYN (t) = e
−t2/2(1 + o(1)), N →∞.
Proof. In what follows, we omit the superscripts (x, u) as well as the sub-
script N when no confusion can arise. Also, we denote by (EZ)N →∞ the
limiting transition (2.6).
Relations (2.3) and (2.4) imply equality
Fx,u
(
eit/σZ
)
= exp
{
xeu
(
eu∆ − 1)} ,
where we denoted ∆ = eit/σZ −1. Using the following asymptotic expansion
u∆ =
iut
σZ
+
u
2
(
it
σZ
)2
+O
(
ut3
σ3Z
)
, (EZ)N →∞
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and observing that
u
σZ
=
u√
xu(u+ 1)eu
≤ 1√
xeu
→ 0, (EZ)N →∞
we can write that
lnFx,u
(
eit/σZ
)
= xeu
(
iut
σZ
− (u+ u
2)t2
2σ2Z
+O
(
(u+ u2)t3
σ3Z
))
(2.7)
in the limit (EZ)N →∞.
Taking into account definitions (2.5), elementary inequalities
xueu
σ3Z
≤ 1
σZ
and
xu2eu
σ3Z
≤ 1
σZ
(2.8)
and relation
ΦY (t) = e
−itEZ/σZ Fu,x
(
eit/σZ
)
,
we deduce from (2.7) asymptotic equality
lnΦY (t) = − t
2
2
+ o(1), (EZ)N →∞
that completes the proof of Lemma 2.1. 
2.2 Local Limit Theorem
Let us consider an infinite sequence k′N ∈ N, N ∈ N such that
k′N − xNuNeuN = O
(√
xNuN (uN + 1)euN
)
, (EZ)N →∞.
We denote this limiting transition by (k′,EZ)N →∞. Considering another
sequence k′′N ∈ N, N ∈ N such that
k′′N − xNuNeuN = o
(√
xNuN (uN + 1)euN
)
, (EZ)N →∞, (2.9)
we denote the corresponding limiting transition by (k′′,EZ)N → ∞. The
following statement improves the Central Limit Theorem of Lemma 2.1.
Lemma 2.2. Relation
P (Z(x,u) = k′)− 1√
2piσZ
exp
{
−
(
k′ − EZ(x,u))2
2σ2Z
}
= o
(
σ−1Z
)
,
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holds in the limit (k′,EZ)N →∞. In particular, if (k′′,EZ)N →∞, then
P (Z(x,u) = k′′) =
1√
2piσZ
+ o
(
σ−1Z
)
. (2.10)
Proof. To prove Lemma 2.2, we adapt to our case the arguments given by T.
Tao [28] in the classical situation. In our case the proof becomes especially
simple and elementary. Standard computations show that
1
2pi
∫ ∞
−∞
eiy(k
′−EZ)/σZ−y2/2dy =
1√
2pi
e−(k
′−EZ)2/(2σ2Z )
as soon as k′−EZ = O(σZ) in the limit (EZ)N →∞ (2.6). Observing that
|
∫
|y|>piσZ
e−y
2/2+iαy|dy ≤
∫
|y|>piσZ
e−y
2/2dy
for any real α and taking into account convergence σZ → ∞, we conclude
that
1
2pi
∫ ∞
−∞
e
iy
(
k′−EZ
σZ
)
− y2
2 dy − 1
2pi
∫ piσZ
−piσZ
e
iy
(
k′−EZ
σZ
)
− y2
2 dy = o(1) (2.11)
in the limit (2.6) and, in particular, when (k′,EZ)N →∞.
Taking the mathematical expectation of the both parts of identity
I{Z=k}(ω) =
1
2pi
∫ pi
−pi
eipZe−ipkdp,
we get by the use of the Fubini’s theorem that
P (Z = k) =
1
2pi
∫ pi
−pi
E
(
eip(Z−EZ)
)
e−ip(k−EZ)dp
=
1
2piσZ
∫ piσZ
−piσZ
ΦY (y)e
−iy(k−EZ)/σZdy,
where Y = (Z − EZ)/σZ . It remains us to show that∫ piσZ
−piσZ
ΦY (y)e
−iy(k−EZ)/σZdy−
∫ piσZ
−piσZ
e
iy
(
k−EZ
σZ
)
− y2
2 dy = o(1), (EZ)N →∞.
(2.12)
This relation will follow from Lemma 2.1 as soon as we bound the difference
ΦY (y)− e−y2/2, y ∈ [−piσZ , piσZ ]
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by an absolutely integrable function. Returning back to the variable p, we
see that the needed estimate will follow from inequality
|ΦY (pσz)| ≤ C, |p| ≤ pi. (2.13)
Remembering definition of F(x,u) and using (2.3), we see that
EeipZ = Fx,u(e
ip) = exp
{
xeu
(
eu(e
ip−1) − 1
)}
.
It is easy to see that for any p ∈ [−pi, pi] and x, u ≥ 0
|EeipZ | = exp
{
xeu
(
eu(cos p−1) cos(u sin p)− 1
)}
≤ 1. (2.14)
This inequality follows from the elementary observations that eu(cos p−1) ≤ 1
and | cos(u sin p)| ≤ 1 Then (2.13) follows and we see that relation (2.12) is
true. Combining (2.11) with (2.12), we conclude that that the first relation
of Lemma 2.1 holds. It implies (2.10) as a direct consequence. Lemma 2.2
is proved. 
2.3 Asymptotic behavior of Bell polynomials
Equation ueu = β, β > 0 has a unique solution u = u(β) known as the
LambertW function [8, 11]. Given an infinite sequence {(xk)k∈N} of strictly
positive reals, we determine uk such that
uke
uk =
k
xk
, k ∈ N. (2.15)
The sequence (k, xk, uk)k∈N evidently satisfies condition (2.9) after obvious
change of variables. In this subsection, we assume that xk and uk verify
(2.15) and omit the subscripts k in xk and uk when no confusion can arise.
Rewriting (2.2) in the form
Bk(x) = P (Z(x,u) = k) k!
uk
G(x, u),
we get with the help of (2.10) the following asymptotic equality,
Bk(x) = 1√
2pixu(u+ 1)eu
exp{x(eu − 1)} k!
uk
(1 + o(1)), k →∞.
Using the Stirling formula,
k! =
√
2pik
(
k
e
)k
(1 + o(1)), k →∞
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and (2.15), we get relations
Bk(x) = x
k
√
u+ 1
exp {xu(u− 1)eu + x(eu − 1)} (1 + o(1)), k →∞,
and finally
Bk(x) = x
k
√
u+ 1
exp
{
k
(
u− 1 + 1
u
)
− x
}
(1 + o(1)), k →∞. (2.16)
Asymptotic equality (2.16) coincides with the result by D. Dominici [9]
obtained with the help of the ray method applied to the differential-difference
equation
Bk+1(x) = x
(B′k(x) + Bk(x)) . (2.17)
Relation (2.16) considered at x = 1 produces an expression for Bk = Bk(1)
similar to that obtained by E. G. Tsylova and E. Ya. Ekgauz [30].
Now we will examine the asymptotic behavior of the sequence Bk(xk),
k →∞ in dependence whether 0 < xk ≪ k, or xk = O(k), or xk ≫ k.
Theorem 2.1. Bell polynomials Bk(x) have the following properties:
a) if xk = o(k) as k →∞, then
Bk(x) =
(
k
e(ln k − lnx) (1 + o(1))
)k
, k →∞; (2.18)
b) if xk is such that xk/k → χ > 0 as k →∞, then
Bk(x) = (kχev (1 + o(1)))k , k →∞, (2.19)
where v = u − 1 + u−1 − (ueu)−1 and u = u(χ) is determined by equality
ueu = χ;
c) if xk is such that and xk/k = χk →∞, then
Bk(x) = (kχk(1 + o(1)))k , k →∞. (2.20)
Proof. Regarding an auxiliary variable, Hk(x) = k−1 ln
(Bk(x)/xk) , we
deduce from (2.17) that
Hk(x) = u− 1 + 1
u
− 1
ueu
− 1
2k
ln(u+ 1) + o(k−1), k →∞. (2.21)
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a) If xk/k → 0, then the right-hand side of (2.15) tends to infinity. It is not
hard to see that the solution u = u(β) of the transcendent equation ueu = β
has the following asymptotic expansion [8],
u = ln β − ln ln β +O
(
ln ln β
ln β
)
, β →∞. (2.22)
Substituting this expression with β = k/x into the right-hand side of (2.21),
we get the following asymptotic equality,
Hk(x) = ln
(
k
x
)
− ln ln
(
k
x
)
− 1 +O
(
ln ln (k/x)
ln(k/x)
)
,
k
x
→∞, k →∞.
Returning to the variable Bk(x), we can write that if x/k → 0, then
Bk(x) = xk exp
{
k ln
(
k
x
)
− k ln ln
(
k
x
)
− k +O
(
k ln ln (k/x)
ln(k/x)
)}
, k →∞.
(2.23)
This relation implies (2.18).
Regarding (2.22) in the particular case x = 1, we get the following
asymptotic relation for the Bell numbers Bk = Bk(1)
lnBk
k
= ln k − ln ln k − 1 +O
(
ln ln k
ln k
)
, k →∞.
that is equivalent to the result of [30]. The first three terms of the right-
hand side of this relation reproduce those of the asymptotic expansion of
Bell numbers obtained by N. G. de Bruijn [8] (see also papers [22] and [24]).
b) If χ = xk/k as k →∞, then relation (2.21) implies equality
lim
k→∞
Hk(xk) = u− 1 + 1
u
− 1
ueu
= h(u), ueu =
1
χ
. (2.24)
Then (2.19) follows with v = h(u).
c) Consider the last asymptotic regime when relation xk/k = χk → ∞,
k →∞. Relation (2.15) means that in this case u→ 0 and
u =
1
χk
− 4
χ2k
+ o(χ−2k ), k →∞.
In this caseHk(x) = 1u
(
1− 1eu
)
+u−1+o(1/k) = u2+o(u2)+o(1/k), k →∞.
Then
Hk(x) = 1
2χk
− 2
χ2k
+ o(χ−2k ) + o(k
−1), k →∞
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and therefore
Bk(x) =
(
kχk exp
{
1
2χk
− 2
χ2k
+ o(1/k)
})k
, k →∞.
Then (2.20) follows. Theorem 2.1 is proved. 
2.4 Restricted Bell polynomials
In Section 3, we show that the exponential generating function of the re-
stricted Bell numbers B˜k(x) is given by G˜(x, u) = exp{x(eu − u − 1)}. Re-
garding random variable Z˜(x,u) with the probability distribution
P (Z˜(x,u) = k) = B˜k(x) u
k
k! G˜(x, u)
,
it is easy to show that
EZ˜(x,u) = xu(eu − 1) and V ar(Z˜(x,u)) = xu((u+ 1)eu − 1).
Generating function F˜x,u(τ) of the probability distribution of Z˜
(x,u) verifies
relation (cf. (2.3))
F˜x,u(τ) =
G˜(x, τu)
G˜(x, u)
(2.25)
Introducing random variable
Y˜ (x,u) =
Z˜(x,u) − EZ˜(x,u)
σ˜
, σ˜2 = (σZ˜)
2 = V ar(Z˜(x,u)),
we can write that ΦY˜ (y) = Ee
iyY˜ = e−iyEZ˜/σ˜F˜ (eiy/σ˜). We consider the
limiting transition N →∞ such that
xNuN (e
uN − 1)→∞
and denote it by (EZ˜)N → ∞. One can show that the Central Limit
Theorem holds for centered and rescaled random variables Z˜ such that their
generating function verifies (2.25) under fairly general conditions on the first
three derivatives of G˜(x, u) (see [4] and [11] for large number of statements
and combinatorial applications). However, we prefer to follow the arguments
of the previous subsections that make use of the explicit form of G˜(x, u).
Basing on (2.25), it is not hard to show that in the limit (EZ˜)N → ∞
the following relation holds for any given y,
ln F˜ (eiy/σ˜) =
iy
σ˜
EZ˜ − y
2
2
+R1 +R2,
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where
R1 = O
(
xu2euy3
σ˜3
)
and R2 = O
(
xueuy3
σ˜3
)
, (EZ˜)N →∞.
It is easy to show that R1 = o(1) as (EZ˜)N → ∞ while the estimate
R2 = o(1) needs an additional condition in the case when xN → ∞ and
uN → 0. In particular, R2 = o(1) as N →∞ provided
xN (uN (e
uN − 1))2 →∞, (EZ˜)N →∞.
We denote by (EZ˜)
(2)
N → ∞ the limiting transition (EZ˜)N → ∞ that
verifies the above condition when uN →∞ as N →∞.
With these observations in hands, we conclude that
ΦY˜ (y) = e
−y2/2(1 + o(1)), (EZ˜)(2)N →∞.
The next step is to show that if a sequence (kN )N∈N is such that
kN − xNuN (euN − 1) = o
(√
xNuN ((uN + 1)eUN − 1)
)
, (EZ˜)
(2)
N →∞,
then
P (Z˜ = k) =
1√
2piσ˜
+ o
(
1
σ˜
)
, (EZ˜)
(2)
N →∞, (2.26)
where we have omitted the subscripts N (cf. (2.9)). To prove (2.26), we
repeat the arguments of the proof of Lemma 2.2. The only difference is that
we have to bound from above the absolute value
|EeipZ˜ | = |F˜x,u(eip)| = exh(u,p),
where h(u, p) = eu
(
eu(cos p−1) cos(u sin p)− 1) − xu(cos p − 1). Let us show
that h(u, p) ≤ 0 for all u ≥ 0 and p ∈ [−pi, pi]. Regarding an auxiliary
function φ(x) = ex − x, we observe that φ(x cos p) ≤ φ(x), x ≥ 0. Then
h(u, p) = φ(u cos p)− φ(u) + (cos(sin p)− 1) eu cos p ≤ 0
and we are done.
As in (2.15), we consider an infinite sequence of strictly positive reals
(xk)k∈N and determine (uk)k∈N such that uk(ek − 1) = k/xk for all k ≥ 1.
Relation (2.26) implies for these values of xk and uk that
B˜k(x) = 1√
2pixu((u + 1)eu − 1)
√
2pik
(
k
eu
)k
ex(e
u−u−1)(1+o(1)), k →∞.
(2.27)
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Here and below we omit the subscripts k in xk and uk when no confusion
can arise. Let us note that similarly to the case of Bell polynomials, one
might obtain relation (2.27) from the analysis of the difference-differential
equation of the type (2.17) (see relation (3.6) of Section 3 below). This
question stays out of frameworks of the present paper and we do not proceed
in this direction here. Now we can formulate our second main result.
Theorem 2.2. The Bell polynomials of restricted Bell numbers B˜k(x) show
the following asymptotic behavior:
a) if x = o(k) when k tends to infinity, then
B˜k(x) =
(
k
e(ln k − lnx) (1 + o(1))
)k
; (2.28)
b) if x is such that x/k → χ > 0 when k tends to infinity, then
B˜k(x) =
(
kχev˜(1 + o(1))
)k
=
(
xev˜(1 + o(1))
)k
, k →∞, (2.29)
where
v˜ = h˜(u) = u− 1 + 1
u
+ ln(eu − 1)− lnu and u(eu − 1) = 1
χ
; (2.30)
c) if x is such that χ = χk = x/k →∞ and x = o(k2) when k →∞, then
B˜k(x) = (k√χ(1 + o(1)))k =
(
x√
χ
(1 + o(1))
)k
, k →∞. (2.31)
The proof of this theorem is given by analysis of relation (2.27) in the
three asymptotic regimes indicated. This analysis is similar to that per-
formed in the proof of Theorem 2.1. To prove (2.28), we use an observation
that the asymptotic expansion of the solution u˜ = u˜(β) of equation
u˜
(
eu˜ − 1) = β, β →∞
coincides with the right-hand side of (2.22) (see relation (3.14) below).
Asymptotic equality (2.29) is a direct consequence of (2.27). To prove
(2.31), we observe that in this asymptotic regime
H˜k(x) = 1
k
ln
(
B˜k(x)
xk
)
= ln(eu − 1)− 1 + x
k
(eu − u− 1) + o(k−1),
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where u = uk verifies equation
u(eu − 1) = 1
χk
,
1
χk
=
k
xk
→ 0
and therefore u =
√
k/xk(1+o(1)), k →∞. Elementary computations show
that
ln(eu − 1)− 1 = ln
(
u+
u2
2
+ o(u2)
)
− 1 = lnu− 1− u/2 + o(u)
and x (eu − u− 1) /k = 1/2 + o(1), as k →∞. Then
H˜k(x) = 1
2
(
ln
(
k
x
)
− 1
)
+ o(1), k →∞,
and
B˜k(x) =
(
x exp
{
− ln(k/x) + 1
2
+ o(1)
})k
, k →∞.
This gives (2.31). Additional restriction x = o(k2), k →∞ follows from the
condition that ((EZ˜)N )
2/xN → ∞ as N → ∞ imposed in the estimate of
R2 above.
Comparing results of Theorems 2.1 and 2.2, we see that the most impor-
tant difference is observed in the third asymptotic regime when x growth
much faster than k. This difference is clearly explained by the fact that
in this regime the leading terms of Bk(x) and that of B˜k(x) are given by
those with the maximal degree of x. In the first case this term is simply xk
while in the second it corresponds to, roughly speaking, xk/2k!/(2k/2(k/2)!).
Because of this difference, one could expect that function h˜(u), u > 0 (2.30)
has a positive zero while h(u), u > 0 (2.24) has no such zeroes.
2.5 Deviation probability of vertex degree
Let us return to the random Erdo˝s-Re´nyi graphs Γ
(ρ)
n with the adjacency
matrices A
(ρ)
n whose elements above the diagonal are given by relation
(
A(ρ)n
)
ij
= a
(n,ρ)
ij =
{
δij , with probability ρ/n,
0, with probability 1− ρ/n, 1 ≤ i ≤ j ≤ n;
(2.32)
the elements
(
A
(ρ)
n
)
ij
with 1 ≤ j < i ≤ n are determined by the sym-
metry condition. Random variables {a(n,ρ)ij , 1 ≤ i ≤ j ≤ n} are jointly
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independent and we consider the triangle-type array of random variables
A′ =
{
{a(n,ρ)ij , 1 ≤ i ≤ j ≤ n}n≥1
}
assuming that the values of ρ = ρn are
determined for any n ∈ N. We denote the mathematical expectation with
respect to the measure generated by A′ by E′.
Diagonal elements b
(n,ρ)
i of matrix B
(ρ)
n (1.2) represent degrees of vertices
vi of random graph Γ
(ρ)
n , d
(n,ρ)
i = b
(n,ρ)
i . The aim of this subsection is to
obtain the deviation probabilities of d
(n,ρ)
i from their average values, so it is
convenient to consider centered random variables
d˜
(n,ρ)
i = b˜
(n,ρ)
i = b
(n,ρ)
i − E′ b(n,ρ)i = b(n,ρ)i −
(n − 1)ρ
n
and corresponding diagonal matrices
(
B˜
(ρ)
n
)
ij
= δij b˜
(n,ρ)
i , 1 ≤ i ≤ j ≤ n.
We are interested in the asymptotic behavior of the normalized moments
M˜
(n,ρ)
k =
1
n
E
′Tr
(
B˜(ρ)n
)k
=
1
n
E
′
n∑
i=1
(
b˜
(n,ρ)
i
)k
as n, ρ and k infinitely increase. Random variables b
(n,ρ)
i , 1 ≤ i ≤ n are
identically distributed and therefore
M˜
(n,ρ)
k = E
′
(
b˜
(n,ρ)
1
)k
= E

n−1∑
j=1
a˜
(n,ρ)
j


k
, (2.33)
where random variables a
(n,ρ)
j are given by (1.3). Then, in complete analogy
with (1.11), we prove that if k = o(
√
n) and kρ = o(n) as n→∞, then
M˜
(n,ρ)
k = B˜k(ρ)(1 + o(1)), n→∞ (2.34)
(see sub-section 3.3 below for more details). This relation together with
Theorem 2.2 determines the asymptotic properties of the moments M˜
(n,ρ)
k
as n, ρ and k tend to infinity. It follows from (2.33) and (2.34) that if
k = o(
√
n) and kρ = o(n), then
P (|d˜(n,ρ)i | ≥ s) ≤ s−2k B˜2k(ρ)(1 + o(1)), n→∞ (2.35)
and we can use results obtained above to get upper bounds for the deviation
probability of d
(n,ρ)
i . The statements we formulate below can be regarded as
direct consequences of Theorem 2.2.
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Corollary 2.1. If and ρn = χ˜ lnn as n→∞, then
lim
n→∞P
(
|d(n,ρ)1 /ρn − 1| ≥ s˜
)
= 0 (2.36)
for any s˜ > ev˜, where v˜ = h˜(u) is given by (2.30) and u is determined by
equation u(eu − 1) = 1/χ˜; moreover, in this asymptotic regime
P
(
lim sup
n→∞
{
ω : |d(n,ρ)1 /ρn − 1| ≥ t˜
})
= 0 (2.37)
for any t˜ > ev˜+1.
Proof. It follows from (2.29) and (2.35) that
P (|d˜(n,ρ)i | ≥ s˜′ρ) ≤
(
ev˜
s˜′
(1 + o(1)
)2k
= exp
{−2⌊lnn⌋(ln s˜′ − v˜)} , (2.38)
where we have chosen kn = ⌊ρn/χ˜⌋. Let δ be such that s˜ = ev˜(1 + 2δ) and
we consider s˜′ = ev˜(1 + δ). Then
P
(
|d(n,ρ)1 /ρn − (n− 1)/n| ≥ s˜′
)
≤ n−2 ln(1+δ′)⌊lnn⌋/ lnn.
and (2.36) follows because
P
(
|d(n,ρ)1 /ρn − 1| ≥ s˜
)
≤ P
(
|d(n,ρ)1 /ρn − (n− 1)/n| ≥ s˜′
)
for all n ≥ n0, where n0 is such that n0 ≥ max{3, (δev˜)−1}.
To prove (2.37), we consider ε such that t˜ = ev˜+1(1 + 2ε). If t˜′ =
ev˜+1(1 + ε), then
P
(
|d(n,ρ)1 /ρn − 1| ≥ t˜
)
≤ P
(
|d(n,ρ)1 /ρn − (n− 1)/n| ≥ t˜′
)
and
P
(
|d(n,ρ)1 /ρn − (n− 1)/n| ≥ t˜′
)
≤ n−2(1+ln(1+ε))⌊lnn⌋/ lnn.
Therefore there exists n1 such that
∞∑
n=n1
P
(
|d(n,ρ)1 /ρn − 1| ≥ t˜
)
<∞, n1 ≥ max{3, (εev˜+1)−1}
and the Borel-Cantelli lemma implies (2.37). Corollary 2.1 is proved. 
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Corollary 2.2. If ρ = χn lnn and ρn →∞ as n→∞, then
P
(
lim
n→∞
d
(n,ρ)
1
ρ
= 1
)
= 1. (2.39)
Proof. It follows from (2.31) that for any positive µ
P
(
|d˜(n,ρ)1 /ρ| ≥ µ
)
≤
(
1 + o(1)
µ
√
χ
)2k
≤ 1
n2(⌊lnn⌋/ lnn) ln(µ
√
χ)
. (2.40)
Then there exists n0 such that
∞∑
n=n0
P
(
|d˜(n,ρ)1 /ρ| ≥ µ
)
<∞.
The Borell-Cantelli lemma implies equality
P
(
lim sup
n→∞
{
ω : |d˜(n,ρ)1 /ρ| ≥ µ
})
= 0.
that is equivalent to the following convergence with probability 1,
P
(
lim
n→∞
d˜
(n,ρ)
1
ρ
= 0
)
= 1.
Then (2.39) follows. Corollary 2.2 is proved. 
Remark. Let us note that (2.40) implies that the upper bound
P
(
|d˜(n,ρ)1 |
ρ
≥ µ
′
√
χ
)
≤ 1
n2(⌊lnn⌋/ lnn)
holds for any µ′ > e and therefore in this asymptotic regime
P
(
lim sup
n,χn→∞
√
χn
|d˜(n,ρ)1 |
ρ
> e
)
= 0. (2.41)
Regarding the maximal vertex degree
d(n,ρ)max = max
1≤i≤n
{d(n,ρ)i },
we can write that
V (n,ρ) = |d(n,ρ)max − ρ(n− 1)/n| ≤ max
1≤i≤n
|d˜(n,ρ)i |.
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Then
P (V (n,ρ) > s) ≤ P (∪ni=1{|d˜(n,ρ)i | > s}) ≤ nP ({d˜(n,ρ)1 | > s}). (2.42)
The following statement improves results of Corollary 2.1 and Corollary 2.2.
Corollary 2.3. If ρ = χ lnn with given χ > 0, then for any s˜ ≥ ev˜ with
v˜ = h˜(u) (2.30)
lim
n→∞P
(
V (n,ρ)/ρ ≥ s˜
)
= 0
and therefore
lim
n→∞P
(
|d(n,ρ)max /ρ− 1| ≥ s˜
)
= 0. (2.43)
If ρ = χnn and χn →∞ as n→∞, then
P
(
lim
n→∞ d
(n,ρ)
max /ρ = 1
)
= 1
and
P
(
lim sup
n→∞
√
χn
|d(n,ρ)max − ρ|
ρ
> 1
)
= 0. (2.44)
Proof. Slightly modifying (2.38), we can write that if s˜′ = ev˜(1+δ), then
nP (|d˜(n,ρ)i | ≥ s˜′ρ) ≤ n
(
ev˜
s˜′
(1 + o(1)
)2mk
= exp {−2m⌊lnn⌋ ln(1 + δ) + 1} .
For any δ > 0 there exists m such that 2m ln(1 + δ)⌊ln n⌋/ lnn > 1 for all n
starting from certain n0. Then (2.42) implies (2.43).
Similarly to (2.40), we can write that for any µ′ = 1 + ν, ν > 0
nP
(
|d˜(n,ρ)1 |
ρ
≥ µ
′
√
χ
)
≤ 1
n2p ln(1+ν)⌊lnn⌋/ lnn−1
and there exists p such that 2p ln(1 + ν)⌊lnn⌋/ ln n > 2 for all n starting
from certain n1. Then (2.44) follows. Corollary 2.3 is proved. 
While various important properties of the Erdo˝s-Re´nyi ensemble of ran-
dom graphs are deeply explored (see e.g. [1]), we have not find any analog
of our results (2.37), (2.41), (2.43) and (2.44) in literature. Relation (2.44)
could be very useful in the studies of the spectral properties of random ma-
trices H
(ρ)
n (u) (1.1) and, as a consequence, in the analysis of limiting behavior
of the Ihara zeta function Z
Γ
(ρ)
n
(u) that is related with the weak version of
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the graph theory Riemann hypothesis [14] (see also [18, 19]). We postpone
these considerations to future publications.
To complete this section, let us point out one more generalization of the
moments (2.33) given by
L
(n,ρ)
k (q) =
1
n
n∑
i=1
E
′
(
Y
(n,ρ)
i (q)
)k
, Y
(n,ρ)
i (q) =
n∑
j=1
((
A(ρ)n
)q)
ij
. (2.45)
Random variable Y
(n,ρ)
i (q) counts the number of q-step paths in the graph
Γ(n,ρ) that starts from the vertex labeled by i. In particular, one can show
that Y
(n,ρ)
1 (2) converges in distribution to the Poisson random variable P(λ)
with the parameter λ = ρ2+ ρ. It would be interesting to study the asymp-
totic behavior of the moments L
(n,ρ)
k (q) (2.45) and its centered analogs in
the limit k, n, ρ → ∞. It should be noted that k-th cumulant of Y (n,ρ)1 (q)
have been studied in the limit n, ρ→∞ and given k ∈ N in paper [17].
3 Auxiliary facts and statements
In this section we prove the statements we have used above and formulate
some supplementary facts of interest.
3.1 Binomial and Poisson random variables
Let us describe convergence of random variables X
(ρ)
n in the limit n, ρ→∞.
We denote by Φn,ρ(t) = E exp{itX(ρ)n } the characteristic function of X(ρ)n .
Lemma 3.1. If ρ = o(
√
n) when n→∞, then Φn,ρ(t) converges to the
one of the Poisson distribution, ΦY (ρ)(t) = exp{ρ(eit − 1)} in the sense that
for any t ∈ R
Φn,ρ(t)/ΦYρ(t)→ 1, n→∞. (3.1)
If k = o(
√
n) and ρ = o(
√
n) when n infinitely increases, then
P (X(ρ)n = k)/P (Yρ = k)→ 1, n→∞. (3.2)
Lemma 3.2. If ρ = o(
√
n) when n→∞ , then for any given t ∈ R
lim
n,ρ→∞ E exp{itU
(ρ)
n } = e−t
2/2,
where U
(ρ)
n = (X
(ρ)
n − ρ)/√ρ.
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The proofs of relations (3.1) and (3.2) are based on simple use the Taylor
expansions of characteristic functions. Indeed, assuming ρ = o(n), n → ∞,
we can write that
E exp{itX(ρ)n } =
(
eit
ρ
n
+
(
1− ρ
n
))n
= exp
{
n ln
(
1 +
(eit − 1)ρ
n
)}
= exp
{
(eit − 1)ρ+O(ρ2/n)} .
Then (3.1) follows.
Regarding the probability distribution of X
(ρ)
n , we can write that
P (X(ρ)n = k) = R(k, n)
exp {n ln(1− ρ/n)}
exp {k ln(1− ρ/n)} ·
ρk
k!
, (3.3)
where we denoted
R(k, n) =
k−1∏
i=1
n− i
n
=
k−1∏
i=1
(
1− i
n
)
.
If k/n→ 0, then
lnR(k, n) =
k−1∑
i=1
ln
(
1− i
n
)
=
k−1∑
i=1
(
− i
n
+
i2
2n2
+O
(
i3
n3
))
= −(k − 1)k
2n
+O
(
k3
n2
)
. (3.4)
Using the Taylor expansion of ln(1− ρ/n), one can easily deduce from (3.3)
with the help of (3.4) that
P (X(ρ)n = k)
eρk!
ρk
=
(
1 +O
(
k2
n
))(
1 +O
(
ρ2
n
))(
1 +O
(
kρ
n
))
.
This relation implies (3.2).
The proof of Lemma 3.2 is elementary and we do not present it here.
3.2 Proof of relation (2.24)
Let us consider analogs of the Stirling numbers of the second kind,
S˜kr =
1
r!
∑
(h1,h2,...,hk)′
k!
h1!h2! · · · hr! =
21
=
1
r!
∑
(h1,h2,...,hk)′
(
k
h1
)(
k − h1
h2
)
· · ·
(
k − h1 − h2 · · · − hr−1
hr
)
,
where the sum over (h1, h2, . . . , hk)
′ is such that h1 + · · · + hr = k and
hi ≥ 2, i = 1, . . . , r. It is easy to deduce from this definition that
∞∑
k=r
S˜kr
tk
k!
=
1
r!
(
et − t− 1)r .
Relation (1.8) implies that B˜k(x) =
∑k
r=0 S˜
k
r x
r and therefore
G˜(x, u) =
∞∑
k=0
B˜k(x)t
k
k!
=
∞∑
r=0
∞∑
k=r
S˜kr x
r t
k
k!
= exp
{
x
(
et − t− 1)} , (3.5)
where we have interchanged the order of summation by standard arguments.
The last equality completes the proof of (2.24).
Let us note that restricted Stirling numbers of the second kind verify
recurrence
S˜k+1r = rS˜
k
r + kS˜
k−1
r−1 , 1 ≤ r ≤ k (3.6)
with obvious initial conditions S˜k0 = δk,0, S˜
1
1 = 0 and S˜
k
k−1+l = 0, l ≥ 0.
3.3 Proof of Lemma 1.1
To study the moments M(n,ρ)k = E
(∑n
j=1 aj
)k
(1.4), it is natural to rep-
resent the multiple sum of the right-hand side of this equality as the sum
over classes of equivalence C, each class being associated with a partition of
the set {j1, j2, . . . , jk} into blocks such that the variables in each block are
equal to the same value from the set {1, 2, . . . , n}. It is easy to see that
E

 n∑
j1,j2,...,jk=1
aj1aj2 · · · ajk

 =∑
{C}
k∏
i=1
(
Eai1
)li n(n− 1) · · · (n− |C|+ 1),
(3.7)
where |C| = l1 + l2 + · · ·+ lk denotes the number of groups in the partition
C. Here and below we omit the superscripts (n, ρ). Since Ea1 = ρ/n and
|C| ≤ k, then the elementary estimate (cf. (3.4))
log
|C|−1∏
i=1
(
1− i
n
)
= −|C|(|C| − 1)
n
+O(k3/n2), n→∞ (3.8)
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shows that if k = o(
√
n), then
∑
{C}
(ρ
n
)|C|
n(n− 1) · · · (n− |C|+ 1) =
∑
{C}
ρ|C| (1 + o(1)), n→∞
Therefore in this limit,
M(n,ρ)k =
∑
{C}
ρ|C| (1 + o(1)), n→∞
and relation (1.10) follows from the fact that the number of classes C with
given (l1, l2, . . . , lk) is equal to the number Bk(l1, l2, . . . , lk) (1.7).
Let us consider the moments M˜(n,ρ)k (1.5). As in (3.7), we have
M˜(n,ρ)k =
∑
{C∗}
k∏
i=2
(
Ea˜i1
)li n(n− 1) · · · (n− |C∗|+ 1), (3.9)
where the sum runs over the classes of equivalence C∗ given by such partitions
of the set {1, 2, . . . , n} that have no blocks of one element. It is easy to see
that
Ea˜m1 = E
(
a1 − ρ
n
)m
=
ρ
n
Qm(ρ/n),
where
Qm(ρ/n) =
m∑
l=2
(
m
l
)(
− ρ
n
)m−l
+ (m− 1)
(
− ρ
n
)m−1
.
It is clear that
Qm(ρ/n) =
(
1− ρ
n
)m
+
(−ρ
n
)m−1 (
1 +
ρ
n
)
≤
(
1 +
2ρ
n
)m
. (3.10)
Substituting upper bound (3.10) into (3.9), we can write that
M˜(n,ρ)k ≤
∑
{C∗}
k∏
i=2
(
ρ
n
(
1 +
2ρ
n
)i)li
n(n− 1) · · · (n− |C∗|+ 1)
≤
(
1 +
2ρ
n
)k ∑
{C∗}
|ρ|C∗ (n − 1)(n− 2) · · · (n− |C
∗|+ 1)
n|C∗|−1
.
Using (3.8), we conclude that if k = o(
√
n) and ρ = o(n) as n→∞, then
M˜(n,ρ)k ≤
∑
{C∗}
ρ|C
∗|(1 + o(1)) = B˜k(ρ)(1 + o(1)), n→∞. (3.11)
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Elementary analysis shows that the lower estimate
Qm(ρ/n) ≥
(
1− ρ
n
)m(
1− 4ρ
n− ρ
)
≥
(
1− ρ
n
)m(
1− 4ρ
n− ρ
)m
is true for m ≥ 2 and sufficiently large n, ρ such that ρ = o(n). Then (3.9)
implies inequality
M˜(n,ρ)k ≥
(
1− ρ
n
)k (
1− 4ρ
n− ρ
)k
B˜k(ρ) = B˜k(ρ)(1 +O(ρk/n)). (3.12)
Relations (3.11) and (3.12) prove the second part of Lemma 1.1 given by
(1.11).
Asymptotic equality (2.34) can be easily proved by the same arguments
as above with the only difference that in relations (3.8) and (3.9) the values
of |C| and |C∗| are replaced by |C| − 1 and |C∗| − 1, respectively.
3.4 Asymptotic expansion for the solution of (2.31)
To find the asymptotic expansion of the solution of equation u˜(eu˜ − 1) = β
for large β, we follow the reasoning by N. G. de Bruijn [8] used in the study
of equation (2.15). Omitting tilde signs, we rewrite equality u(eu − 1) = t
as
ln (eu − 1) = ln t− lnu. (3.13)
Assuming that t > e2, we deduce from (3.13) that u > 1. In the opposite
case, 0 < u ≤ 1, we would get the upper bound ln(eu− 1) ≤ ln(e− 1) < ln 2
that contradicts to (3.13). Since u > 1, then ln (eu − 1) < ln t and
0 < lnu < ln (ln t+ 1)
and therefore
ln (eu − 1) = ln t+O (ln ln t) , t→∞.
We denote ln t+O (ln ln t) = R. Then
u = ln
(
eR + 1
)
= R+ ln
(
1 +
1
eR
)
= ln t+O (ln ln t) .
Taking logarithms of the both sides of this equality, we see that
lnu = ln (ln t+O (ln ln t)) = ln ln t+O
(
ln ln t
ln t
)
.
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Now it follows from (3.13) that
ln (eu − 1) = ln t− ln ln t+O
(
ln ln t
ln t
)
, t→∞
and that
u˜ = u = ln t− ln ln t+O
(
ln ln t
ln t
)
, t→∞. (3.14)
3.5 Restricted and strongly restricted Bell numbers
The Bell numbers Bk = Bk(1) represent the total number of partitions of k
labeled elements. It is a simple exercise to show that
Bk+1 =
k∑
l=0
(
k
l
)
Bk−l, k ≥ 0, B0 = 1.
The restricted Bell numbers B˜k = B˜k(1) determine the total number of ways
to distribute k labeled elements into blocks that have at least two elements.
Then
B˜k+1 =
k∑
l=1
(
k
l
)
B˜k−l, k ≥ 1, B˜0 = 1, B˜1 = 0. (3.15)
It is known that the single variable Bell polynomial Bk(ρ) represents
the k-th moment of the Poisson probability distribution P(ρ). The fam-
ily {B˜k(ρ)}k≥0 represents the moments of the centered Poisson distribution
B˜k(ρ) = E(X − EX)k, X ∼ P(ρ) (see [21] for a general definition and [26]
for combinatorial properties of the Poisson central moments). One more
modification of Bell numbers and restricted Bell numbers can be obtained
when regarding moments of random variable
X˙(ρ)n =
n∑
j=1
a
(n,ρ)
j w˙
(n)
j , (3.16)
where a
(n,ρ)
j are determined by (1.3) and w˙
(n)
j are jointly independent ran-
dom variables also independent from a
(n,ρ)
j and such that
w˙
(n)
j =
{
1, with probability 1/2
−1, with probability 1/2
for all 1 ≤ j ≤ n. Random variables of the form a(n,ρ)ij w(n)ij arise as the
matrix elements of dilute (or sparse) random matrices [20].
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It is easy to see that the odd moments of X˙
(ρ)
n vanish while the even
moments M˙(n,ρ)2k = E
(
X˙
(ρ)
n
)2k
are asymptotically close to B˙k(ρ),
M˙(n,ρ)k = B˙2k(ρ)(1 + o(1)), n, k →∞,
such that
B˙2k(x) =
∑
(l2,l4,...,l2k)′′
B˙2k(l2, l4, . . . , l2k)x
l2+···+l2k , k ≥ 1, x ∈ R, (3.17)
where
B˙2k(l2, l4, . . . , l2k) =
(2k)!
(2!)l2 l2! (4!)l4 l4! · · · ((2k)!)l2k l2k!
and the sum runs over li ≥ 0 such that l2 + 2l4 + · · · + kl2k = k. It is
natural to refer to the numbers B˙2k = B˙2k(1) as to the strongly restricted
Bell numbers and to say that the family {B˙l(ρ)}l≥0, where B˙2k+1(ρ) = 0,
represents strongly restricted Bell polynomials.
For an integer k ≥ 0, B˙2k gives the number of partitions of a set of
2k elements into non-empty subsets of even size. It is easy to see that the
numerical sequence B˙ = {B˙2k}k≥0 verifies recurrence
B˙2k+2 = 1 + B˙2k +
k∑
l=1
(
2k
2l − 1
)
B˙2k+2−2l, B˙0 = 1, B˙2 = 1. (3.18)
It follows from (3.18) that B˙4 = 4, B˙6 = 25, B˙8 = 262 and B˙10 = 3991.
When preparing this paper, we could find no reference to B˙. As a result, a
new sequence corresponding to (3.18) has been created by the staff of the
Online Encyclopedia of Integer Sequences [25] (we gratefully thank them for
the remarks that correct the value of B˙10 erroneously calculated by us).
Similarly to Theorems 2.1 and 2.2, one can show that strongly restricted
Bell polynomials (3.17) have the following properties when k →∞,
B˙2k(x) =


(
2k
e(ln k − lnx)(1 + o(1))
)k
, if x/k → 0;(
kχev˙(1 + o(1))
)2k
, if x/k → χ > 0;(
2kxe−1(1 + o(1))
)k
, if k/x→ 0 and x/k2 → 0,
(3.19)
where (cf. (2.24) and (2.30))
v˙ = h˙(u) = ln sh(u)− 1 + ch(u)− 1
u sh(u)
and u sh(u) =
2
χ
. (3.20)
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Indeed, using the arguments of the proof of (3.5), it is not hard to see that
G˙(x, u) =
∞∑
k=0
B˙2k(x) u
2k
(2k)!
= exp {x(ch(u)− 1)} .
Then, in complete analogy with Lemmas 2.1 and 2.2, one can prove that
the Central and the Local Limit Theorems hold for the auxiliary random
variable Z˙(x,u) ∈ N such that
P
(
Z˙(x,u) = 2k
)
= B˙2k(x) u
2k
(2k)! G˙(x, u)
and P
(
Z˙(x,u) = 2k + 1
)
= 0
(see Lemma 2.1 and Lemma 2.2). Here one can use the upper bound
|E exp
{
ipZ˙(x,u)
}
| = exp {x ({ch(u cos p)− ch(u))} ≤ 1
that is obviously true.
We see that the asymptotic behavior of B˙2k(x) in the first and the third
asymptotic regimes of (3.19) coincides with that of B˜2k(x) given by Theorem
2.2. This is not surprising because in the limit 1 ≪ k ≪ x the terms with
the highest degree of x dominate the remaining parts of the sums (1.8) and
(3.17), respectively. Another and more interesting picture of the asymptotic
behavior of the moments of random variable X¨
(ρ)
n =
∑n
j=1 a
(n,ρ)
j w¨
(n)
j could
be expected when the Bernoulli-type random variables w˙
(n)
j are replaced by
more general random variables w¨
(n)
j with symmetric probability distributions
that have unbounded supports. In this case the large blocks of partitions of
2k elements get an additional weight that can make then non-neglecting con-
tribution to M¨(n,ρ)2k = E(X¨
(ρ)
n )2k with respect to the terms that correspond
to the maximal degree of x. It would be interesting to study asymptotic
behavior of the polynomials B¨2k(ρ) that represent the leading term of the
moments M¨(n,ρ)2k of X¨(ρ)n that could be regarded as a version of compound
Poisson random variable [23]. To complete this section, let us note that the
convergence of the maximum of n independent random variables X¨
(ρ)
n can
be studied in the case of ρ = O(log n) with the help of the stochastic version
of the Erdo˝s-Re´nyi limit theorem [16].
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