We prove an extension of the classical isomorphic classification of Banach spaces of continuous functions on ordinals. As a consequence, we give complete isomorphic classifications of some Banach spaces ( , ), ≥ , of compact operators from to , the space of all continuous -valued functions defined in the interval of ordinals [1, ] and equipped with the supremum norm. In particular, under the Continuum Hypothesis, we extend a recent result of C. Samuel by classifying, up to isomorphism, the spaces ( , 0 (Γ) ), where ≤ < 1 , ≥ , Γ is a countable set, contains no complemented copy of 1 , * has the Mazur property and the density character of * * is less than or equal to ℵ 1 .
Introduction and statement of the main result
Let be a Banach space and a compact Hausdorff space. By ( , ) we denote the Banach space of all continuous -valued functions defined on and equipped with the supremum norm. This space will be denoted by ( ) in the case = ℝ. As in [1] , when is the interval of ordinals [1, ] endowed with the order topology, this space will be indicated by . Given Banach spaces and , ( , ) denotes the Banach space of compact operators from to . For a fixed a set Γ and a Banach space , 0 (Γ, ) denotes the Banach space of all -valued functions defined on Γ such that for all > 0 there exists a finite subset of Γ with ∥ ( )∥ < for all ∕ ∈ , under the supremum norm, and (Γ, ), 1 ≤ < ∞, denotes the subset of 0 (Γ, ) consisting of those for which ∑ ∈Γ ∥ ( )∥ < ∞, under the norm ∥ ∥ = ( ∑ ∈Γ ∥ ( )∥ ) 1/ . As usual we also write 0 (Γ) and (Γ) for the case = ℝ, and simply 0 and when Γ is countable infinite.
In a recent paper, C. Samuel [17] provides a complete isomorphic classification of spaces ( ( ), ( )), where is a countable compact metric space. One of the main tools used in the proof of this result is the classical theorem of Mazurkiewicz and Sierpiński which states that every countable compact metric space is homeomorphic to an interval of ordinals [1, ] with ≤ < 1 . Indeed, in [17] it was given a complete isomorphic classification of spaces (ℝ , ℝ ) with ≤ < 1 .
The present paper is intended to be a continuation of [17] . Here we deal with isomorphic classifications of spaces of compact operators in more general settings. More precisely, we are especially concerned with the isomorphic classification of the spaces ( , 0 (Γ) ), where ≥ and belongs to a convenient class of Banach spaces.
As we will see, the study of this special case provides an extension of the classical isomorphic classification of the spaces ℝ , ≥ (Remark 1.2), as well a complete isomorphic classification of spaces (ℝ , ℝ ) with ≤ < 1 and ≥ , which of course extends the above-mentioned result of C. Samuel (Remark 1.3), and also a complete classification, up to an isomorphism, of some spaces ( , ), where ≥ and and are some of the spaces (Γ), 1 ≤ < ∞, or 0 (Γ) for some set Γ (Remark 4.1).
We now turn our attention to the spaces ( , 0 (Γ) ), ≥ . Since 0 (Γ) has the approximation property [3, Corollary 5, page 242] and [3, Example 11, page 245], it is well known [3] , [7] that ( , 0 (Γ) ) is isomorphic to the injective tensor product * ⊗ 0 (Γ) , where * is the dual space of . Moreover, by [3, Example 6, page 224] this last space is isomorphic to 0 (Γ, * ) . One of the hypotheses needed on * in order to obtain the isomorphic classification of the spaces 0 (Γ, * ) is that it has the Mazur property.
A Banach space is said to have the Mazur Property (in short, MP) if every element of * * , the bidual space of , which is sequentially weak* continuous, is weak* continuous and thus is an element of . Such spaces were investigated in [4] , [12] and also in [9] and [19] where they were called -complete and -spaces respectively. The class of Banach spaces having MP property includes the weakly compactly generated (WCG) spaces and therefore the spaces (Γ), 1 ≤ < ∞, and (Γ) for some set Γ [4, page 564].
In order to formulate our main result, we recall that the density character dens of a Banach space is the smallest cardinal number such that there exists a set of cardinality dense in . The cardinality of an ordinal will be denoted by¯. The cardinality of a set Γ will be denoted by |Γ|. We write ∼ when the Banach spaces and are isomorphic, and ∕ ∼ otherwise. Thus, the aim of this paper is to prove the following result about the isomorphic classification of spaces 0 (Γ, ) , ≥ . Theorem 1.1. Let be a Banach space which contains no copy of 0 , Γ a set, an initial ordinal and ≤ two infinite ordinals. Then: 
has MP. If = 1 , or > 1 and |Γ| dens * <¯, then 0 (Γ, ) ∼ 0 (Γ, ) if and only if |Γ|¯′ < ℵ 0 and |Γ|¯′ ∼ |Γ|¯′ or ℵ 0 ≤ |Γ|¯′ = |Γ|¯′.
(4) Suppose that is a nondenumerable regular ordinal, ≤ < 2 ≤ and assume that has MP. If = 1 and |Γ| ≤ ℵ 0 , or > 1 and |Γ| dens * <¯, then 0 (Γ, ) ∕ ∼ 0 (Γ, ) . Remark 1.2. Notice that Theorem 1.1 provides a complete isomorphic classification of spaces 0 (Γ, ) , ≥ , |Γ| ≤ ℵ 0 , whenever contains no copy of 0 , has MP and dens * ≤ ℵ 1 . In the case where =ℝ and Γ has only one point, this result is due to Bessaga and Pe̷ lczyński [1] , in the case where ≤ < 1 ; Semadeni [18] , in the case where 1 ≤ ≤ 1 ; and independently Kislyakov [10] and Gul'ko and Os'kin [8] in the general case. Remark 1.3. We recall that if has MP, then 1 (Γ, ) has MP whenever |Γ| < , where denotes the least real-valued measurable cardinal [4, Theorem 5.10]. Moreover, we can prove by a standard gliding hump argument that if does not contain a copy of 0 , then 1 (Γ, ) also does not contain a copy of 0 ; see [2] . Therefore, under the Continuous Hypothesis, 2 ℵ 0 = ℵ 1 , and by using the well known 0 -1 -∞ Theorem of Bessaga and Pe̷ lczyński [11, Proposition 2.e.8], we see that Theorem 1.1 also gives a complete isomorphic classification of spaces
contains no complemented copy of 1 , * has MP and dens * * ≤ ℵ 1 . Observe that the Continuous Hypothesis is not necessary for the case where = ℝ, Γ has only one point and ≤ = < 1 . This is exactly the result of C. Samuel [17] , which motivated this work.
Some preliminary results
The proof of Theorem 1.1 will be given as a consequence of some lemmas. Let and be Banach spaces. By → we mean that contains a subspace isomorphic to . First of all, notice that proceeding as in the proof of [ Hence there is a ∈ satisfying | | ≥ ℵ 0 . We identify 0 ( ) with the subspace of 0 ( ) consisting of those elements such that ( ) = 0 for every ∕ ∈ . Let : ( Γ × [1, ] , ) → be the natural projection; that is, ( ) = ( ), for all ∈ ( Γ × [1, ] , ). Next, consider the operator = | 0 ( ) : 0 ( ) → . Then inf {∥ ( )∥ : ∈ } > 0. So, according to Remark 1 which follows [13, Theorem 3.4] , there exists ⊂ with | |= | | such that | 0 ( ) is an isomorphism onto its image. □ Analogously, we have Lemma 2.4. Let be a Banach space such that 0 ( ) → 0 ( , ) for some sets and with | | < | | and | | ≥ ℵ 0 . Then 0 → .
To state the next lemma, we need to recall some Banach spaces introduced in [5] . Let be an ordinal.
-sequence in a set is a function : [1, [ → and will be denoted by ( ) < . Let be a regular ordinal, ≥ 1 , any ordinal and a Banach space. By we will denote the space of all * * ∈ * * having the following property: for every limit ordinal < and for every -sequence = ( * ( )) < of -sequences of * such that there exists 
Thus it is enough to use Lemma 2.4 to deduce 0 → . 
Proof. We introduce two sets of ordinals
Initially we will prove that 1 = 2 . Clearly 2 ⊂ 1 . Observe that by Lemmas 2.2, 2.3 and 2.6, we deduce that 0 ∈ 2 . Now, assume that 2 is a proper subset of 1 . Let 1 be the least element of 1 ∖ 2 . We have 0 < 1 . Since 1 ∕ ∈ 2 , there exists an ordinal 1 < 1 such that ℝ 1 → 0 (Γ, ) 1 .
We have 2 ≤ 1 . Now, we will show that 2 ∈ 1 . If this is not the case, there exists an ordinal 2 < 2 such that ℝ 2 → ℝ 2 . Therefore
Consequently ℝ 1 → 0 (Γ, ) 2 , in contradiction with the definition of 2 .
So 2 ∈ 1 and, since 2 < 1 , it follows from the definition of 1 that 2 ∈ 2 . That is, ℝ 2 ∕ → 0 (Γ, ) , ∀ < 2 . Thus by Lemma 2.1, we conclude that
On the other hand, note that if 1 < 2 , then by [10, Theorem 2.1], ℝ 1 ∼ ℝ 2 , which is absurd by the definition of 1 . Consequently 2 ≤ 1 and ℝ 2 → ℝ 1 . Furthermore, by the definition of 2 , ℝ 1 → 0 (Γ, ) 2 . Therefore ℝ 2 → 0 (Γ, ) 2 , in contradiction with what we have just proved above. Hence 1 = 2 .
Next, to complete the proof of the lemma, suppose that ℝ ∕ → ℝ and let 1 = min{ : ℝ → ℝ }. Hence < 1 ≤ and ℝ 1 ∕ → ℝ , ∀ < 1 . In particular, 
Next we prove the necessity of statements (2) and (3).
(2) First assume that ( Γ, ) ∼ ( Γ, ) . We distinguish two cases: ) . Thus Lemma 2.2 would imply that 0 → , which is absurd. (1) ( ( ), 0 ( ) ), where ≥ , | | ≤ ℵ 1 and | | ≤ ℵ 0 .
(2) ( 0 ( ), 0 ( ) ), where ≥ , | | ≤ ℵ 0 and | | ≤ ℵ 0 . Finally, denote by ℕ the Stone-Čech compactification of ℕ. Since there exists a continuous function of ℕ onto ℕ × ℕ, it follows that ( ℕ)⊗ ( ℕ) ∼ ( ℕ× ℕ) → ( ℕ), and therefore 0 (ℕ, ( ℕ))⊗ 0 (ℕ, ( ℕ)) → 0 (ℕ, ( ℕ)). Furthermore ℝ ∕ → ( ℕ), for every ≥ 1 ; otherwise 0 (Γ) → ( ℕ), for some set Γ with |Γ| = ℵ 1 , which is absurd because ℕ satisfies the Countable Chain Condition [14, page 229] . Consequently the next proposition provides a partial solution to Problem 4.2(1). By hypothesis 1 must be infinite, and since 1 ≤ , we infer that ℝ 1 → ℝ → 1 . Hence according to Lemma 2.1, ℝ 1 → 1 for some 1 < 1 . Thus
Consequently, ℝ 1 → 1 → 1 , which is absurd by the definition of 1 . □
