The simulation of the neutron background for Phase II of the SIMPLE direct dark matter search experiment is fully reported with various improvements relative to previous estimates. The model employs the Monte Carlo MCNP neutron transport code, using as input a realistic geometry description, measured radioassays and material compositions, and tabulated (,n) yields and spectra. Developments include the accounting of recoil energy distributions, consideration of additional reactions and materials and examination of the relevant (,n) data.
Introduction
Direct dark matter search experiments are based on the observation of nuclear recoils induced by the elastic scattering of Weakly Interacting Massive Particles (WIMPs) with target nuclei. SIMPLE (Superheated Instrument for Massive Particle Search) is one of three international experiments using superheated liquids: SIMPLE and PICASSO have employed superheated droplet detectors (SDDs) while COUPP uses bubble chambers for increased active mass and has recently merged with PICASSO into PICO [1] [2] [3] [4] .
A SDD is a suspension of micrometric superheated liquid droplets in a viscoelastic gel which undergo transitions to the gas phase upon absorption of energy from radiation [5] . A proto-bubble will expand to a millimeter-sized bubble when two thermodynamically-defined threshold conditions are satisfied with respect to (i) the energy deposited and (ii) the distance within the droplet where the deposition occurs [6] . SIMPLE employs C 2 ClF 5 in a food gel-based matrix and operates at 9 o C and 2 bar. A critical energy deposition E crit =8.2 keV and Linear
Energy Transfer LET crit =159.7 keV m -1 are required for a bubble nucleation, which is detected via an acoustic instrumentation and signal analyses that confer and identify its characteristic frequency signature [7] .
Expected WIMP-nucleon interaction rates are extremely small, below 10 -3 event (evt) per kilogram of detector mass and day (kgd). The key to the direct search experiments lies in the ability to suppress and reject more prevalent signals originating in cosmic radiation and natural radioactivity. Background reduction is generally achieved through operation in underground facilities, additional radiation shielding, purification of detector components and radon purging. As the bubble nucleation conditions render SIMPLE SDDs intrinsically insensitive to low LET radiations (e.g. photons and electrons), the detector background signal is restricted to alpha particles and neutrons. Nuclear recoil and alpha events are discriminated based on signal amplitudes: alphas produce larger amplitudes as a result of a higher bubble expansion power from the formation of various proto-bubbles [1, 8, 9] .
The assessment of the neutron background is crucial because fast neutrons interact with nuclei through elastic scattering to generate nuclear recoils which mimic the characteristic signal expected from WIMPs. In deep underground facilities neutrons originate primarily from emitters present at trace levels in the facility and detector materials. Among the naturally occurring emitters, 238 U and
232
Th decay chains are the most important, producing neutrons both by spontaneous fission (with low branching ratios) and (,n) reactions -alphas being emitted by the various descendants in the decay series. Neutron energies up to [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] MeV are involved, which are sufficiently high to cross significant shielding thicknesses.
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In a direct dark matter search, the reduced neutron field intensity hampers the experimental determination of the neutron background due to, e.g., insufficient sensitivity, electronic noise or dose during transport. Simulation techniques have a leading role in the determination of the neutron background, namely through the application of general-purpose Monte Carlo (MC) neutron transport simulation codes. MCNP, GEANT4 and FLUKA [10] [11] [12] have been used by most experiments to optimize the neutron shielding, simulate detector responses, interpret the detector signal, select the experiment materials, and estimate or calculate the neutron-induced detector background signal [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . The application of MCNP is restricted to the natural radioactivity, whereas FLUKA and GEANT4 offer the possibility to calculate both the muon-induced and the "local" neutron component, and can be applied to a broad scope of interactions.
The above codes can model particle transport, production of secondaries and particle detection. However, their modelling of neutron production through spontaneous fission or (,n) reactions is either inexistent or inaccurate at the energy range relevant for the natural background studies, and neutron yields and spectra are extracted more conveniently from evaluated data. The SOURCES code [25] is often used to derive the (,n) spectra and production yields due to the decay of various radionuclides. As the original version is restricted to alpha energies up to 6.5 MeV, in-house modifications are developed by some groups [26, 27] to include the higher-energy Po descendants: 212/216 Po from 232 Th decay and 214 Po from 238 U decay). In this work we followed the same approach as LUX [23] and used the application developed at the University of South Dakota (USD) [28] to obtain the (,n) data, assuming secular equilibrium (equal activities) among the various 238 U and 232 Th descendants.
MCNP simulations were initially used in an optimization study towards the design of a neutron shield [29] for SIMPLE Phase II with a simplified event rate calculation. Improved estimates of the recoil background [30] were extracted in publications of the experiment results [1, 8, 31] . Still, maximum neutron energy transfer was assumed, which vaguely compensated the missing contributions from materials and nucleation-inducing reactions that had not been characterized or evaluated. With the uncertainties in the USD (,n) data being unreported, those from SOURCES were assigned [32] . In this work, we provide a more complete calculation of the event rate that (i) considers the recoil energy distribution, (ii) adds the contribution of inelastic scattering reactions, (iii) includes more materials -namely, heterogeneous materials whose examination is not straightforward -and (iv) examines the quality of the USD (,n) yields and spectra. The uncertainty analysis is improved by the inclusion of the (,n) evaluation results and new features: non-equilibrium in the decay chains, Each SDD consisted of a 900 ml glycerin-based gel matrix with a 1-2 wt.% suspension of A preliminary evaluation of the original SIMPLE set-up in GESA (Phase I, 2004 (Phase I, -2007 [34] demonstrated the need to implement a neutron shield for reducing the neutron-induced event rate well below 1 evt/kgd [29] . Phase II of SIMPLE (2009-2011) comprised two stages of measurements [8, 31] performed under a shielded configuration using water as neutron 
Simulation strategy
Version 4C of MCNP was used in the simulations. Transport cross sections were taken mostly from the ENDF-B6.0 library included in the package.
Fluence rates were calculated using the track-length estimator of MCNP (F4 tally) in the active volume of the detectors. MCNP yields group fluence rates, i.e. fluence rates of neutrons with energies within the limits of a user-defined bin structure. Our group structure consisted of equi-lethargy groups in number of three per decade between 0.1 meV and 1 keV, and ten per decade from 1 keV to 20 MeV.
The calculation of reaction rates inducing bubble nucleations in the superheated liquid inducing nucleations (Section 7.1) was separated from the MCNP simulations in order to facilitate the evaluation of aspects related to reaction cross section data. The FLXPRO code of the LSL-M2 package [35] was employed to determine the average cross sections corresponding to our group structure. Reaction cross sections and uncertainties were obtained from the 6 ENDF-B7.1 library [36]. The energy distribution of the recoiling target nuclei, not previously included, was considered at a final stage using the full version of the SPECTER code [37] . MCNP outputs are given relative to one source neutron, and must be scaled to the actual source emission rate in order to obtain absolute results. Besides its emission rate, the source is characterized in terms of location, energy and angular distribution of the emitted neutrons.
Theoretical (analytical or tabulated) distributions were used to describe the energy spectrum of the source neutrons. Th decay chains in each material were considered individually, assuming uniform emitter distribution and isotropic emission. The various source materials and reactions were also discriminated in order to evaluate their relative contribution to the overall event rate.
Material data

Composition
Material composition plays an important role in neutron attenuation and production. Light nuclei are the most relevant, since they maximize the neutron energy transfer in elastic collisions, and may exhibit high cross sections for (,n) reactions. For SIMPLE it was essential to 7 quantify (i) hydrogen in wood allowing to model the moderation of neutrons emitted by the concrete pedestal, and (ii) boron in BSG in order to define the production of (,n) neutrons in the detector containers. Chemical analyses performed at the University of Avignon, France yielded the mineral composition of rock and concrete.
Standard compositions for air, water, glycerin, paraffin and polyethylene were used [38] ; the composition of the steel GESA lining and the microphone were assumed to be 100%
iron.
The GRP forming the tank walls was assumed to be the commonly used polypropylene reinforced with fibers of E-glass whose density and composition ranges were obtained from reference data [39] ; the average values of the range limits were used in the model. The E-glass (typically 10-30 wt.% in GRP) was not included in the GRP description for the MCNP simulations. A microscope image of the GRP (Fig. 2) confirms that, similarly to other GRPs [40] , the individual fibers form a compact roving which can be considered as a unique fiber. The measured diameters of the individual fiber and roving are 201 m and 30020 m respectively. ), considering that density matching is achieved for detector fabrication. Table 1 summarizes the results. For BSG and wood a good agreement was found between measured and nominal compositions [43, 44] . The nominal data for BSG corresponds to the material used in the experiment. 
Radioactive contaminants
Traces of Th is included. When the measurement is below the detection limit (e.g., paraffin, gel), the latter limit is given. , with E the neutron energy, and a and b being radionuclide-specific fission parameters obtained from the SOURCES-4A data file [45] and E the neutron energy. Neutron multiplicities were similarly taken from Ref. 45 , and the uncertainties were extracted from the original data compilation [46] . Spontaneous fission probability, halflife and atomic weights (the latter two required for the conversion between radionuclide concentration and activity) are obtained from the JEFF-3.2 library and the latest atomic mass evaluation [36, 47] . The data are listed in Table 3 , including the neutron yield calculated on their basis. Figure 3 shows the spectra of decay-induced neutrons in different materials of SIMPLE and Table 4 presents the neutron yield per microgram of neutron emitter in the material -both given by the USD code which assumes secular equilibrium in the decay chains. The yield of (,n) neutrons in BSG is very high, resulting from a significant production in boron: EXFOR data [36] shows that (,n) cross sections for Th are essentially present in the glass fiber, which corresponds to neglecting their presence in the polypropylene matrix since organic materials generally have high radio-purity. In Table 4 the neutron yields corresponding to interactions in the surrounding gel matrix and inside the fiber were discriminated. Th decay chains, respectively.
Decay-induced neutrons
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Interactions with the matrix occur with alphas emitted from the external layers of the roving, at a distance from the surface smaller than range of alphas in E-glass (14-40 m for 4-8
MeV alphas, as calculated by the SRIM code [48] ). Calculations with MCNPX [49] show that the fraction of alpha particles leaving the roving is (7.80.6)% and (11. While uncertainties of 18% are quoted for the SOURCES (,n) yields based on a comparison with measurements [32] , values corresponding to the USD data were not found in the literature. Additionally, the neutron spectra in Fig. 3 exhibit sharp peaks below ~3 MeV that are not displayed neither in measurements of e.g. Am-Be sources or angle-integrated alpha beams (where the convolution of the excited states forms only broad peaks [50, 51] ) nor in the SOURCES-calculated spectra . Finally, the secular equilibrium assumption that usually applies to naturally occurring ores may become significantly altered when specific elements are extracted, either by human or natural processing. Typical examples already found (Table 2) are metals subject to smelting, as well as water and biological materials owing to the reduced solubility of Th in water. The information regarding the descendants is often incomplete, and a reasonable deduction of their activities becomes unfeasible. The accuracy of the USD yields and spectra, as well as the relevance of non-equilibrium to the uncertainty in the calculated event rates are evaluated in Section 8.1. Figure 4 shows the calculated neutron spectra for different configurations of GESA: spectrum in air prior to the installation of SIMPLE and on-detector spectra in Phase I and final stage of Phase II. Each spectrum generally consists of a fast neutron component from the source that is significantly degraded as neutrons scatter on their way to the tallying volume. In this regard, the spectra are essentially similar to that of a moderated nuclear fission reactor, and can be generically described as the combination of a fast Watt, a slowing-down epithermal 1/E and a thermal Maxwell distribution. Table 5 summarizes the results concerning thermal (< 0.5 eV) and fast (> 1 MeV) neutron fluence rates in the evaluated configurations. The results show that the neutron field intensity decreases 2 orders of magnitude as neutrons traverse the increased moderator thickness used in Phase II. The modification in the neutron spectra caused by the shielding is most evident if one compares the maxima in the thermal and fast regions using the representation per lethargy (Fig. 4b ) commonly used in reactor physics. Relative to the unshielded configuration (where  fast / thermal =0.28), there is a noticeable reduction of the fast-to-thermal component in Phase I ( fast / thermal =0.14) due to the small moderator consisting of the SDD gel matrix and tank water. The situation is reversed for the heavily filtered spectrum in Phase II ( fast / thermal =1.4), which is hardened as only the highest-energy neutrons can penetrate through the shielding. Figure 5 provides further insight into the neutron spectrum for Phase II, with a discrimination of the contributions of various materials and reactions to the overall neutron fluence rate. The water shield effectively reduces the neutron background sources to detector components, the detector container being clearly the major contributor due to the high yield of (,n) reactions in BSG. In order to improve the accuracy of event rate calculations, a correction of -0.7% is applied to the intensity of the BSG source term that accounts for the mismatch between the calculated and measured container masses. 
Neutron spectrum
Event rates
Reactions
The E crit and LET crit thresholds referred to in Section 1 determine the minimum nuclear recoil energy (E rec ) for the production of a bubble nucleation. For the particles of interest (neutrons and nuclear recoils) the LET can be considered equal to the stopping power, i.e.
bremsstrahlung radiation and secondary electrons (delta-rays) are neglected. Stopping powers calculated by SRIM were used to extract E rec .
Neutron scattering (elastic and inelastic) were scrutinized as event-producing sources, as well as transmutation reactions with positive Q-values: (n,p) and (n,) in 35 Cl. The relation between nuclear recoil and neutron energies is defined by standard kinematic equations [52] involving the reaction Q-value, particle atomic weights and the angular deviation upon interaction. For each reaction, the minimum neutron energy yielding a nucleation (E min ) was derived for head-on collisions corresponding to the maximum energy transfer.
The values of E rec and E min are presented in Table 6 , for the various reactions considered. For inelastic scattering (not included in previous background estimates), the data refers to the first excited state, which has smaller |Q| hence is more populated.
Heavy recoiling nuclei (F, Cl, S, P) have high LET, and the constraint in E rec is determined by E crit ; in contrast, for lighter particles such as C nuclei, E rec is set by LET crit .
The transmutation reactions in Table 6 are therefore equal to the reaction thresholds. The recoiling nucleus from inelastic scattering in F emerges with a minimum energy of 5.5 keV which is lower than the E rec ; in this case E min is larger than the reaction threshold energy. Table 6 displays differences between the isotopes of C and Cl with respect to E min . For the event rate calculations some simplifications were introduced based on the reaction cross sections, with a selection shown in Fig. 6 . C (CENDL-3.1) and 13 C (JEFF-3.2) [34] . Labels (n,el) and (n,inel) refer to total elastic and total inelastic scattering, respectively.
Cross sections
The contribution of elastic scattering on 13 C in the energy interval 402-460 keV has not been discriminated because this is a minor isotope with slightly smaller interaction cross section than that of 12 C; the cross section of natural C was used above 402 keV. The cross section of natural Cl was used beyond 75 keV to describe elastic scattering, as its two isotopes have similar energy thresholds and the contribution of 37 Cl is simultaneously decreased since it is the less abundant and has the smaller cross section.
The data in Table 6 for inelastic scattering refer to the first excited state. Although total inelastic cross sections are significantly larger, the states of higher orders have increased E min yielding the corresponding event rates smaller than inferred by cross section ratios. The total inelastic cross section starts to deviate from the one for the first excited state at about 2 MeV (Cl), 5 MeV (C) and 10 MeV (F) where SDDs have a decreased neutron population. As a first approximation, inelastic scattering was dealt with by considering E min for the first excited state and the total inelastic cross section, thereby providing an upper limit to its contribution.
Conversion of neutron fluence to event rates
The rate (R) per target atom of each nucleation-inducing reaction is generically calculated as R = ∫ σ(E)ϕ(E)dE . With MCNP output group fluence rates, the event rate (R) due to each reaction can be calculated as a sum over the various energy bins:
where N is the number of target atoms,  is the calculated group neutron fluence rate and <> i is the spectral-averaged reaction cross section in the i th energy bin.
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The average group cross sections were calculated using FLXPRO. The original pointwiseevaluated cross section data was initially converted to the standard SAND-II 640 group structure (45 equi-lethargy groups per decade from 1 meV to 1 MeV and group width of 100 keV for 1 -20 MeV) [53] with a flat weighting spectrum. These fine group cross sections were later converted to the group structure of the simulations using a reactor weighting spectrum consisting of a Maxwell, 1/E and Watt distributions.
Differential and group energy distribution of the recoils were calculated for elastic and inelastic scattering, the only event-producing reactions available within SPECTER. The recoil spectrum for each reaction was normalized to the respective R, and folded with the nucleation efficiency in order to determine the number of recoils with energies larger than E min . The nucleation efficiency was described as η(E) = 1 − exp[−Γ(E E rec ⁄ − 1)] for E  E rec (and 0 otherwise) with =4.20.3 [1] . Group efficiency values were calculated with FLXPRO using a cubic splines interpolation of the differential recoil distribution in the SAND-II bins as weighting spectrum.
The reaction rates of the two transmutation reactions were added to the event rate because all recoils fulfill the threshold conditions (translated as E min =0 in Table 6 ). Table 7 shows the calculated event rates, with a discrimination of contributions of the various materials and neutron-producing reactions. In the case of GRP, values corresponding to (,n) interactions in the polypropylene matrix (lower value) and in the glass fiber are given; a weighted average is reported in the sum considering that the relative contribution of the alpha interactions occur within the glass fiber (Section 5.2). Various results correspond to upper limits that reflect the experimental detection limits regarding the radio-assays. With the concrete shielding neutrons from the rock, the upper limits reported for the latter reflect the use of the shallowest concrete layer in the simulations. Due to its negligible contributions to the total event rate, these upper limits are not subject to more refined analysis.
Results
The results are organized in 3 groups: (i) the structural materials of the facility; (ii) materials added to shield against neutrons; (iii) materials used to set-up the detector. In contrast to the structural materials, both the external shield and the detector materials may be subject to modification in future SIMPLE developments. <6.68x10 The results suggest that most of the detector background signal is created by the detector container of BSG (87%) and to a lesser degree by the tank GRP walls (12%). The contribution of the structural materials (mostly from the concrete) is reduced to 0.8% and the external shielding (essentially the water) contributes with less than 0.2% to the background. Figure 7 shows the energy distribution of the recoils; the integral above the relevant thresholds yields the calculated event rates. These are presented in Table 8 , with a discrimination of the event-inducing reactions in C 2 ClF 5 . Table 8 . Contribution of the various event-producing reactions to the detector signal. The statistical uncertainty for each reaction varies between 0.6% and 1.1%.
Cl(n,el) 4.25x10 There is a clear predominance (56%) of elastic scattering in fluorine that results from its large abundance in the superheated liquid, and a residual contribution (1%) of the transmutation reactions in the Cl isotopes due to their reduced cross sections.
With inelastic scattering in F corresponding to 19% of the detector signal, evaluation of the resulting error by the simplified treatment (Section 6.2) is pertinent. An accurate calculation was performed for fluorine considering 21 excited states and the total neutron spectrum. The contribution of the excited states to the total F(n,inel) event rate is 29% (n 1 '), 49% (n 2 '), 6% (n 3 ' and n 4 '), 9% (n 5 '), 1% (n 6 ') and less than 0.3% for each of the higher order states. This detailed calculation yielded 98.3% of the value previously determined, to which a correction of -1.7% is therefore applied.
Relative to the previously reported event rate of 0.33 evt/kgd [1, 32] , the inclusion of inelastic scattering reactions and the consideration of the recoil energy distribution introduced corrections of +26% and -23% respectively. These nearly compensate each other, yielding a net variation of +13%, essentially due to the tank wall contribution.
Uncertainty analysis
The statistical uncertainties in the group fluence rates were kept below 10% for each bin by simulating a sufficiently large number of source particles and employing variance reduction techniques available in MCNP when necessary. The propagated statistical uncertainty in the event rate is 0.51%. Non-statistical uncertainties related to material radio-assays have been indicated previously. We now address the missing contributions to the total uncertainty.
a) (,n) neutron production yield
The uncertainty in (,n) yields provided by the USD code is estimated by a comparison with experimental thick target yields [51, 54, 55] . The measurements from Ref. Th (,n) spectra (Fig. 3) , being therefore shifted to higher energies than that using SOURCES-4A. (Table 7) ; the median (X) refers to the USD spectrum.
When the contributions of the various (,n) reactions is discriminated, reactions with more than 50% response below ~3 MeV had USD/SOURCES response ratios of 1.03-1.04 except for elastic scattering in F (0.95) and C (1.09). Beyond this energy discrepancies increase from 30%
(inelastic scattering in Cl) up to 150% (inelastic scattering in C) reflecting the different ondetector integral neutron fluence rates in the response regions using the USD and SOURCES distributions. However, these are minor contributors (<1.5%) to the detector signal that do not affect significantly the results of the comparison. The overall deviation in the USD calculated contributions to the event rate from BSG relative to those using SOURCES input spectra is -0.52% from (,n) reactions, being further reduced to -0.46% when spontaneous fission is included.
c) Secular equilibrium
Non-equilibrium was evident for some materials involved in the experiment and is likely to 
d) Cross section data
The uncertainty associated to the reaction cross sections was evaluated using the FLXPRO code to convert their uncertainties (variances and co-variances) from the originally evaluated data to the group structure of the calculated neutron spectrum. The analysis was applied to the principal contributing reactions, yielding relative uncertainties of 1.8% and 3.1% for elastic and inelastic scattering in F and 0.34% for elastic scattering on C. Cl(n,) and inelastic scattering (Fig. 6) , with discrepancies ranging from 24 0.7% to 2.5% (1.1% stat.) that could benefit from a finer group structure. An overall discrepancy of 0.31%  0.51% (stat.) was found that is therefore neglected in the uncertainty analysis.
e) Inelastic scattering
Inelastic scatterings in C and Cl have modest contributions to the detector signal (0.1% for C; 2% for Cl): their simplified treatment is not subject to finer analyses. Based on the correction of 1.7% calculated for F, we attribute a conservative uncertainty of 5% to the calculated values for C and Cl.
f) Material composition
BSG and GRP have important contributions to the background signal due to their high boron content in combination with considerable amounts of -emitting radio-impurities. The measurement uncertainty for the B content in BSG is 4%, in the case of GRP, for which a nominal composition was used, an uncertainty of 10% (1-σ) is considered reflecting the range of variability in the reference data. The uncertainty of the weight factors, attributed to the contributions of (n,) reactions in the E-glass and the embedding polypropylene, is estimated as 7.2% and represents the uncertainty in the roving diameter.
g) Nucleation efficiency
The uncertainty associated with the  factor employed in the efficiency curve was determined by repeating the calculations for elastic and inelastic scattering in F with the extreme values of 3.9 and 4.5 (Section 7.3). The variation in the sum of the corresponding event rates was 0.6%.
h) Simulation
Any simulation code has inherent inaccuracies due to, for example the transport cross sections and the interaction models. In addition, there are unavoidable errors in the geometry description or material composition of such a complex and large set-up such as SIMPLE. This is particularly relevant for neutron transport, being strongly influenced by the interacting elements and isotopes. As shown in previous studies, e.g. Refs. 64, 65, discrepancies of 10% between absolute neutron simulation and experiment are common. This value is adopted as an estimate of the uncertainty associated with the simulation procedure.
i) Muon-induced neutrons
The interaction of cosmic muons with rock generates high energy neutrons that emerge from the cavern surface and contribute to the detector signal. At GESA's depth, the estimated muon-induced neutron fluence rate is 4.0x10 -8 n cm -2 s -1 and the average muon energy is 177
GeV [66] . Both the total muon interaction cross section as a function of energy and the media dependence of neutron production are generally described by a power law, in the latter case involving the product of the rock density () and its average atomic number <A> (=2.61 g cm -3 and <A>=23.4 for GESA).
The contribution of muon-induced neutrons to the detector signal was estimated using MCNPX, considering a vertical muon incidence that induces a surface neutron source at GESA's ceiling with the angular distribution given by Ref. Table 9 , the estimated muon-induced event rate is 2.1x10 -3 evt/kgd, corresponding to 0.56% of the total value. 
j) Photon-induced nucleations
The liquid sensitivity to radiation is characterized by the reduced superheat factor S=(T-T b )/(T-0.9T c ) where T, T b and T c are the operating, boiling and critical temperatures at the operating pressure [68] . Numerous studies have shown the insensitivity of various liquid devices to minimum ionizing radiation (photons, muons, electrons, etc.) when S<0.52, with rejection factors well below 10 -9 [3, 4, 68, 69] . SIMPLE SDDs run at S=0.34; although an insensitivity to photons has been observed [70] , neither the rejection factor nor the environmental background in the dark matter search experiment have been measured. When the limits from COUPP [3] are extrapolated to C 2 ClF 5 and to a rejection efficiency <10 -9 , we estimate less than 10 -3 evts/kgd in SIMPLE from low energy photons and beta decays. Nucleations induced by photonuclear reactions were also considered for PICO; a preliminary upper limit of ~10 -2 evt/kgd was derived upon the no-observation of photons with energies larger than 10 MeV at the time of report that is subject to improvement with extended measurement time [4, 21] .
k) Multiple scattering
The time resolution of the signal acquisition system of 80 s restricts the capability to reject multiple hits in the same SDD or in different SDDs. From the MCNP simulations, the number of events per neutron entering the detector volume is 0.6%. Considering the neutron energy loss after interaction (with the target and matrix atoms), multiple hits within a detector induce therefore less than 0.6% of the measured recoil rate -a value that is further decreased in the case of multiple interactions in different SDDs.
In Table 10 an uncertainty analysis is presented. Uncertainties of 100% have been assigned to small quantities lacking a reliable uncertainty estimate. The sensitivity coefficients (i.e., the relative contribution of each quantity to the total event rate) is included to derive the propagated uncertainty. Only values yielding relative uncertainties larger than 0.1% are shown.
The results show that the largest identified uncertainties are associated with the (,n) yields, the deviations from secular equilibrium, the measurement uncertainty regarding 238 U in BSG and the simulation procedure -their combination alone yielding essentially the overall uncertainty of 22.0%.
The final estimate for the calculated background event rate in Stage 2 of SIMPLE is 0.372  0.002(stat.)  0.097 (non-stat.) evt/kgd. Relatively to previous estimates, the nonstatistical uncertainty is increased from 11.5% to 22.0%. The uncertainties associated with the (,n) yields and the simulation itself set a minimum value of 18% for the non-statistical uncertainty; the measurement uncertainty of U in the BSG and the non-equilibrium in BSG contribute each with a supplementary 1-2% yielding basically the total non-systematic uncertainty. 
Conclusions
The estimated SDD neutron background signal for Stage 2 of SIMPLE Phase II was simulated using the MCNP code, yielding 0.372  0.002(stat.)  0.097 (non-stat.) evt/kgd. For the net exposure of 6.71 kgd in Stage 2 this corresponds to 2 estimated events vs. 1 measured.
This final estimate of the recoil background included various additional items relative to previous works, both in the event rate calculation and in the assessment of non-statistical 28 uncertainties. Differences up to 26% in the event rate were seen for individual contributions.
However, some counterbalanced each other yielding a net increase of 13%. This value corresponds to an error in the previously anticipated recoil background estimate caused by the introduction of various simplifications (e.g. the treatment of recoil energy distributions, consideration of inelastic scattering and additional materials of the experiment).
The non-statistical uncertainty component increased from 12% to 25% as a result of an evaluation of the accuracy in the (,n) yields employed, and inclusion of uncertainties due to the simulation process and non-equilibrium in the decay chains. The first two set a limit of 21% on the non-statistical uncertainty that cannot be decreased with improved characterization of the experiment materials.
The revised estimate of the detector background signal changes insignificantly the Feldman-Cousins analysis of its contribution to the overall Phase II measurements.
Next developments in SIMPLE [71] depend on reducing the neutron background using boron-free materials and increased radio-purity. Promising candidates that have been 
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