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1
In a historical survey, Physics Today highlights the field of condensed-matter physics and
its prominent role as physic’s largest research community [1]. With the invention of the
laser and the transistor in the 1960s, it lead to what was later coined the ‘first quantum
revolution’. As much as condensed-matter physics was at the forefront then, we are
currently witnessing its primary role in the early days of the ‘second quantum revolution’ [2,
3]. Compared to the 1960s, however, the length scales of the condensed-matter systems
involved in state-of-the-art technology have changed significantly. While early lasers and
transistors were operating on macroscopic scales, modern quantum technology rapidly
approaches the length scales of single atoms and molecules. Hence, nanoscale-sized
structures made of metals, semiconductors, insulators and, most often their hetero-
structures, lie at the heart of this new technology. Exploring their extraordinary properties
is the key challenge to harness the unprecedented technological potential of these new
materials. The goal of this thesis is to contribute to this challenge by providing novel
insights into the properties of semiconductor nanowires, which are currently emerging as
a fundamental building block of modern quantum technology [4–12].
With micron-scale lengths and lateral dimensions on the order of a few tens to a few
hundreds of nanometers, semiconductor nanowires are interesting objects in the class
of nano-materials. Given their wire-like shape, they represent a natural medium for
directional transport at the nanoscale–for light guided along the wires, as much as
for electric charges. In the light guiding perspective, nanowires are sub-wavelength
waveguides, making their study a prominent subject in the field of nanophotonics, where
they recently demonstrated a number of peculiar light-matter interactions [7–9]. In the
electronic perspective, the term ‘nanowire’ has inherited a certain ambiguity. Diameters
approaching the micron-scale in some examples, allow us to regard the wires as bulk-like
electronic structures. In stark contrast, nanowires with diameters on the order of a few
tens of nanometers strongly confine electrons in two spatial directions, reducing their
electronic dispersion to the one-dimensional regime.
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It is interesting to note in this context, that the rotational symmetry of nanowires gives
rise to a single parameter, which determines many of the relevant properties: the wire
diameter. With the possibility to freely tune this parameter, the nanowires cross different
regimes in both, the electronic and the optical perspective. In this thesis, we thus present
our newly developed approach for the synthesis of size-tunable semiconductor nanowires
with diameters ranging from a few tens to a few hundreds of nanometers. As much as it
challenges the synthesis process, this approach is rewarding our experiments: It allows us
to track any measurable observable while tuning the wire diameter and thus paves the
way for a number of systematic measurement series.
Hence, our thesis is structured into three objectives:
Firstly, we will prove that tuning the diameter in such a series reveals a shift in the
band gap upon reaching the smaller nanowires. As a clear signature for spatial quantum
confinement, this evidences the quantum regime in nanowires.
Secondly, spin transport and relaxation, both prominent topics for future information
processing schemes, are directly linked to the electronic state of the system. Inducing the
electronic transition by tuning the diameter into the quantum regime therefore promises a
unique opportunity for the study of spin physics in nanowires. Promising, indeed, since
presumptions have been expressed about an exceptional spin coherence of electrons in the
quantum-dominated regime [13–16].
Thirdly, to study the aforementioned waveguide nature of nanowires, the advantage of
the diameter-controlled approach is eminent. Given their diameters on the order of one
hundred nanometers, nanowires are in fact sub-wavelength, one-dimensional waveguides
for photons with wavelengths in the visible and infra-red range. If dominant, tuning the
diameter in a measurement series should reveal the role of this sub-wavelength waveguide
nature in nanowire experiments.
It is particularly attractive that these diverse physical concepts can actually all be studied
in experiments by optical spectroscopy. We utilize confocal micro-photoluminescence
spectroscopy for the optical excitation of single nanowires with lasers operating either
in continuous-wave, or pulsed mode. The near-resonant laser photons excite electron-
hole pairs, which subsequently recombine to emit a luminescence photon–the principle
observable in these experiments. Beyond the investigation of photonic effects, directly
measuring the optical band gap in micro-photoluminescence is an excellent means to
probe the effects of quantum confinement in our nanowires. Moreover, involving circularly
polarized lasers, it should allow us to first optically generate a non-equilibrium spin
ensemble in single wires and then monitor the dynamic depolarization of these spins.
Following this introduction, the thesis is eventually structured into four main parts:
Part I The first part is dedicated to the fundamental concepts of the physics explored
in our experiments. We begin this conceptual account with a discussion of
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the general properties of the unusual wurtzite crystal phase of GaAs in our
nanowires. Following an introduction of the optical processes involved in
our experiments, we illustrate the principle of optical spin orientation and the
main interactions of spins in a solid-state environment. Chapter 3 introduces
the technical aspects of our experimental setup and exemplifies the different
measurement configurations applied in the course of this thesis. The following
chapter is concerned with the fabrication of GaAs nanowires in molecular
beam epitaxy and our strategy to obtain phase pure wurtzite GaAs in our wires.
Part II Perpetuating the discussion of the fabrication process, the second part begins by
demonstrating some of the first experimental results. We debate the particular
challenges met in the fabrication and ultimately outline our approach to
synthesize a diameter-tunable sample series.
Chapter 6 is devoted to a study of the diameter-dependent quantum confine-
ment in our wires, its effects on the photo-carriers and a discussion of the term
one-dimensional. We further show the confinement effects on the internal
properties of the excitons in our nanowires.
Part III Having established the nanowire system conceptually, as well as experi-
mentally, we proceed by presenting our detailed study of spin phenomena
in nanowires. Successfully evidencing the optical injection of spins into
single, free-standing wires for the first time, we directly unveil their pecu-
liar relaxation dynamics in Chapter 7. Our experimental investigation of
the diameter-dependent spin relaxation is followed by a detailed theoretical
account of the spin relaxation processes in nanowires. The exceptional spin co-
herence and other effects in the quantum-dominated wire regime are discussed.
Part IV The last part of this thesis addresses the photonic effects in our sub-wavelength
wires. Focusing on the recombination dynamics of free excitons, our study
reveals the waveguiding nature inherent to semiconductor nanowires, which al-
lows us to experimentally demonstrate a number of nanophotonic phenomena.
Moreover, in Chapter 12 we continue to investigate the peculiar nanoscale
interactions as they occur between excitons in nanowires and surface plasmon
polaritons in metallic structures.
A last chapter is appended to summarize the work of this thesis and to conclude on
the objectives reached. Finally, we review recent literature reports to give an outlook
on a possible direction joining spin-related and nanophotonic effects in semiconductor
nanowires.
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Wurtzite GaAs nanowires: From
spin physics to nanophotonics
2
Almost perfectly cylindrical, NWs represent an interesting, wire-like model system to
test the laws of solid-state physics at the nanoscale. In particular semiconductor-based
NWs are well-suited for this task, since their epitaxy provides a route to practically
defect-free crystal lattices–a promising setting for the observation of elaborated physical
phenomena. In this thesis, we present two particular aspects of such phenomena: Firstly,
we focus on the spin physics involved with optically excited carriers in semiconductor
NWs, and secondly, we investigate the peculiar nanophotonic interactions, which occur
in this process. In this first part, we introduce the basic concepts behind these physics
and present the experimental techniques to study these effects. At the beginning, we will
discuss the fundamental material properties of GaAs, a very well-known semiconductor,
which, as it happens, adapts a new crystal phase in our NWs.
2.1 Fundamental properties of wurtzite GaAs
As a III-V semiconductor with an optical band gap in the near-infrared part of the
electromagnetic spectrum, gallium arsenide (GaAs) evolved into one of the most studied
materials in solid-state optics and opto-electronics. Fromband structure parameters like the
effective mass or the Bohr radius, to record high carrier mobilities, its electronic properties
in the zincblende (ZB) crystal phase were precisely mapped and well-documented in the
past fifty years [17]. With the advancements in nanofabrication techniques, now a new
crystal phase of GaAs became accessible in Vapor-Liquid-Solid grown NWs. In this new
phase, the Ga and As atoms are arranged in a wurtzite (WZ) crystal lattice, rather than in
the bulk-stable zincblende lattice.
At first glance, the two crystal structures are not so different at all. In fact, as schematically
illustrated by the colored ball-and-stick models in Fig. 2.1, the tetrahedral bonding of a
single atom with its nearest neighbors is identical in both cases and the two structures
differ only in the position of the next nearest neighbors. As a direct consequence only the
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Figure 2.1: Crystal structure and stacking sequence of (a) zincblende and (b)
wurtzite phase of GaAs. Italic letters indicate the lattice constants in both unit
cells. Pictures on the right-hand side show a zoom in on the environment of
the tetrahedral bonding and point out the different distances to the third-nearest
neighbor (dashed circle) in wurtzite along [0001] direction and zincblende along
[111] direction respectively. Adapted from Ref. [18, 19].
stacking sequence of pairs of group-III and V atomic layers along the ZB [111]-direction,
or the WZ [0001]-direction distinguishes the two crystals: the ABCABC sequence of ZB
transforms into a ABABAB stacking for WZ, entailing different lattice parameters for
the WZ phase; c along the [0001]-direction, respectively called cˆ-axis, and awz in the
directions perpendicular to this axis. For an ideal wurtzite structure, the lattice constants
of the ZB and WZ crystal structure are linked by awz = azb/
√
2 and c =
√
8/3 awz [20].
Interestingly, this arrangement of atoms creates a singular axis, the cˆ-axis, with unique
rotational symmetry in theWZ lattice, which has important consequences for the symmetry
of the spin-orbit coupling (SOC), as will be discussed Section 2.4.2.
Appearing exclusively in NWs, the fundamental properties of this new phase of GaAs
are of course much less known compared to ZB GaAs. According to the more recent
reports [21–24], the low-temperature band gap is of the order of ∼1.5 eV and thus
comparable to the band gap of bulk ZB GaAs [17]. However, a look at the reduced
dispersion E(k) in Fig. 2.2a already shows a prominent difference to the band-structure
of ZB GaAs in the bulk: At the top of the valence band, the heavy hole (hh) and light hole
(lh) bands are split by an energy ∆hh/lh with values differing between experimental [23,
25] and theoretical reports [20], but always of the order of 100 meV. This detail of the
band structure turns out to be advantageous over bulk ZB GaAs, where hh and lh states are
degenerate at k = 0. Using the right photon energy, the splitting facilitates the singular
excitation of electrons from hh states into the conduction band (cb), which has important
consequences for optical spin injection, as outlined in Section 2.4.1.
Only the most rudimentary of the electrons’ properties are captured by the simplified
schematic shown in Fig. 2.2a. Intricate details of the electronic band-structure, such as
the anisotropy of the effective masses, the effective g-factor tensor or complex spin-orbit
textures in the electronic dispersion, eventually require sophisticated theoretical treatment.
While previous efforts were directed towards calculating the WZ GaAs band-structure,
the values of the reported fundamental gap alone, spanning from 1.4 to 1.6 eV [20, 26],
8
2.2 Photoluminescence and sub-wavelength nanophotonics
Figure 2.2: (a) Simplified band diagram of WZ GaAs around k ≈ 0. (b)
Preliminary results of the band-structure calculation of WZ GaAs along high
symmetry lines of the first Brillouin zone based on a fully ab initio approach.
Courtesy of Paulo E. Faria Junior. The dashed ellipse demonstrates the actual
band dispersion around k ≈ 0, contrasting the simplified diagram in (a).
demonstrates the complexity of the task. To estimate the effects of spatial confinement in
Section 6.1 of this thesis, we resort to the parameters calculated in Ref. [27], as they show
the best agreement so far with our experimental results on the optical band gap of WZ
GaAs (Egap ≈ 1.52 eV).
We note, that combining the values of the optical band gap accessible in our experiments
with a sophisticated theoretical approach,1 efforts lead by Paulo E. Faria Junior to calculate
a realistic band-structure of WZ GaAs are currently under way. Figure 2.2b presents a
preliminary result of these efforts, illustrating the complexity of the actual band-structure,
as opposed to the sketch shown in Fig. 2.2a. Once successfully implemented, such an
approach has the potential to reveal the currently unknown effective g-factors of WZGaAs,
the effective masses and even the exchange splitting, sharing interesting perspectives for
future joined efforts between theory and experiment.
2.2 Photoluminescence and sub-wavelength
nanophotonics
Throughout the history of semiconductor research, observing the response of a semicon-
ductor to an external electromagnetic wave has been a primary source of information.
Often enough, the object under study absorbs the electromagnetic wave in a way that its
1Ab initio calculations are based on the density functional theory using the screened hybrid functional with
the Perdew-Burke-Ernzerhof version for the semilocal generalized gradient approximation functional.
9
2 Wurtzite GaAs nanowires: From spin physics to nanophotonics
energy releases a bound electron from a deep energy level and excites it into a state, in
which it resembles a free electron. After interacting with the crystal lattice in various
possible ways, the quasi-free electron recombines with the unoccupied low-energy state it
has left behind. In case a photon is emitted in the recombination event, we refer to the
process as photoluminescence. This photon contains a great deal of information. Properly
detecting its energy and polarization state, as well as the dynamic evolution of its intensity
(meaning a number of photons, if we repeat the experiment many times), or even the point
in space, where it originated from, is very instructive and often allows an inference about
the interaction processes between the electron and the crystal afterwards. Of course other
processes, such as reflection, or scattering, also take place when electromagnetic radiation
is directed onto a semiconductor. The retarded time scale of the luminescence process,
however, strictly differentiates it from these (quasi-) instantaneous processes. To obtain a
deeper understanding of the fundamentals behind the process of photoluminescence, we
provide a more detailed account of the photo-emission in the following.
2.2.1 Spontaneous emission at the nanoscale
Emitters can undergo a transition from an excited state to a lower-in-energy state by
spontaneously emitting a photon. Such emitters can be atoms or molecules in an excited
state, as well as solid-state excitations like excitons or free electron and hole pairs. In this
process, the term spontaneous reflects the fact, that the exact moment of the decay cannot
be predicted. Thus, to quantify the statistics, the inverse of the excited state lifetime is
introduced as a rate to account for the probabilistic nature of the decay. Often, during the
long time in which this spontaneous emission process has been studied (for more than a
century at least, taking Hertz’s work as a cornerstone [28, 29]), this rate of spontaneous
emission was believed to be an inherent property of a material. Only until in 1927,
when Dirac laid out the foundation of quantum electrodynamics in his newly developed
quantum theory of light [30], it was recognized that an emitter radiates its excess energy
into discrete photon states, called electromagnetic modes. This process is sketched in
Figure 2.3: A two level system undergoes a transition from an excited state to
a lower-in-energy state by spontaneous photon emission. As indicated by the
discrete energy levels on the right hand side, this photon is emitted into a discrete
set of electromagnetic modes. Sketch adapted from Ref. [28].
Fig. 2.3, illustrating the radiative decay of a two-level system (representing the excited
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emitter) into a discrete set of such modes. We emphasize that the quantum description of
spontaneous emission entails yet another very fundamental viewpoint: The spontaneous
decay of excited atoms is now interpreted as an emission process enforced by the action
of the fluctuating quantum vacuum field [31].
Following the approach by Wigner and Weisskopf [32], who soon after Dirac’s theory
derived the spontaneous emission rate of an isolated emitter in free-space, we analogously
find the spontaneous emission rate Γ for an emitter embedded into a dielectric solid-state
environment [28, 33]:
Γ =
2piµ212E0
2
~2
ρ(ω0) . (2.1)
Here, ~ω0 is the energy difference between the initial and final states, µ12 is the dipole
matrix element of the two states and E0 is the electric field generated by a single photon at
the location of the emitter. Most relevant for this thesis, and corresponding to the process
sketched in Fig. 2.3, the rate in Eq. (2.1) depends on ρ(ω0), the electromagnetic local
density of states (LDOS). Highlighting its cornerstone role in general for nanophotonics,
and more particularly for the fields of cavity quantum electrodynamics and plasmonics,
Pelton [33] paraphrases the physical origin of the LDOS:
"The spontaneous emission rate is proportional to the electric field that
the emitter produces at its own location. This self-generated field, in turn,
depends on the polarization that the emitter induces in its environment."
His reasoning already indicates, that a modification of the emitter’s dielectric environment
may have an effect on the spontaneous emission process.
In fact, already in 1946, Purcell found that this LDOS is easily modified by placing an
emitter into a photon cavity [34]–a discovery, which laid the foundation stone for the
concepts of photonic crystals developed much later from the seminal work of Hulet [35]
and Yablonovich [36]. In such structures, a periodically modulated dielectric environment
determines the vacuum modes and thus the spontaneous emission of deterministically
placed emitters. Apart from these photonic crystals, the local field enhancements near
plasmonic structures have also been used extensively to modify the spontaneous emission
rate [33].
Until recently, the considerable modification of spontaneous emission in dielectric
nanoparticles has gathered much less attention. To observe an effect on the spontaneous
emission rate (cf. Eq. (2.1)) of single emitters embedded in such particles, the nanoparticle
size should be of the order of the wavelength of the emitted photons, or smaller, to modify
the LDOS. The term sub-wavelength usually refers to objects which are smaller than the
vacuum wavelength of the interacting light. A model system in this regard are single
atoms placed inside nanoscale-sized dielectric spheres [37, 38]. These nanospheres were
theoretically predicted to strongly enhance the spontaneous emission of the atoms in
the case of resonance, or instead inhibit the spontaneous emission rate substantially in
the deep sub-wavelength diameter-regime. Depending on the refractive index of the
dielectric material and the exact position of the single emitters inside the nanospheres,
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their spontaneous emission lifetime was calculated to vary extensively, over three orders
of magnitude [37]. Studying the emission lifetime of single atoms inside dielectric
spheres, the predicted effects were investigated in 2002 in a luminescence approach [39].
Unfortunately, a luminescence experiment probes all decay channels, including non-
radiative effects; as a consequence the strong inhibition of spontaneous emission could
not be observed. Indeed, a luminescence experiment may only unambiguously reveal
spontaneous emission lifetimes, if non-radiative effects are not limiting the decay.
Conceptually analogous to the spherical problem is the model of single emitters embedded
in an infinitely long dielectric cylinder with sub-wavelength nanoscale diameter. This
model is of particular interest for the work in this thesis. Following the argumentation of
Ref. [37], the spontaneous emission rate of such a single emitter in a cylinder should behave
in a similar fashion compared to the spherical problem, i.e., resonant and sub-wavelength
effects on the spontaneous emission rate may occur. In fact, in the electrostatic limit, a
straightforward analysis predicts an inhibition of spontaneous emission by 4/[n(n2 + 1)2],
when the diameter of the dielectric cylinder is much smaller than the vacuum wavelength
of the emitted light and n is the refractive index of the cylinder material. For a single
emitter embedded in a cylinder made of bulk GaAs with a refractive index n = 3.45, this
simple model would result in a remarkable reduction of the spontaneous emission rate, by
a factor of 144!
Getting to the bottom of these considerations, photoluminescence spectroscopy can be a
powerful tool. We will discuss its working principle in the following, before we address
the optical excitations involved in the luminescence approach.
2.2.2 The principle of photoluminescence
In a photoluminescence (PL) experiment, the electromagnetic waves used to excite the
electrons in a semiconductor, are usually monochromatic and generated from a laser
source operating in continuous-wave, or in a pulsed mode. In such a setting, the excitation
is non-resonant, when photons with a definite wave vector k and an energy hν exceeding
the semiconductor band gap are absorbed. Since the wavelength of the laser photons
λ = c/ν is always large compared to the lattice constant a of the solid, the magnitude of
the photon wave-vector |k| = k is small compared to the characteristic dimensions of the
Brillouin zone, 2pi/a, and we can therefore disregard its effect for the moment.
A most simple picture of the PL process is schematically illustrated in Fig. 2.4a. A laser
photon with energy hν′ excites an electron into the conduction band, leaving behind an
unoccupied hole state in the valence band. Due to the non-resonant excitation, an excess
energy hν′−Eg is imprinted onto the photo-excited electron-hole (e-h) pair; both particles
undergo momentum relaxation processes which direct them towards the extrema of the
bands. Here, at k ≈ 0, electron and hole recombine under emission of a luminescence
photon. Note that the photon-related transitions in Fig. 2.4a are vertical in k-space,
because we neglect the photon momentum.
In reality, such a simplified description of the PL process at best describes a situation in
which free electron and hole pairs are the relevant elementary excitations in the crystal.
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Figure 2.4: (a) A simplified band diagram illustrates the principle of PL spec-
troscopy: An electron in the lower band absorbs a photon with an energy hν′
above the band gap Eg and leaves behind a hole. The electron (hole) moves to the
minimum (maximum) of the band via momentum relaxation processes, where the
radiative recombination annihilates the e-h pair under the simultaneous creation
of a photon with energy hν. However, the physical reality of experiments is
generally more accurately represented by the diagram shown in (b). Coulomb
interaction binds the e-h pair into an excitonic state, which is characterized by
its own dispersion Ekin = ~2K2/2mexc (black parabola). The photon emission
process is liable to the strict energy and momentum conservation rule; its linear
dispersion is shown in blue.
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In most experimental scenarios, however, this is not the case and the simple picture
drastically misrepresents the physical reality. The reason for its failure lies in disregarding
the fact, that photo-excited electrons and holes are interacting through attractive Coulomb
forces. Indeed, together electron and hole form a bound state called the exciton. Typically
two types of excitons are discerned [40]: (i) The Frenkel excitons; localized on a length
scale comparable to the unit cell of the crystal, these small-radius excitons mostly occur
in molecular crystals. (ii) The Wanner-Mott excitons; as weakly bound e-h pairs they are
spread over many unit cells, but still dominate the optical properties of semiconductors at
low temperatures and carrier densities. This type of exciton occurs in III-V semiconductors
under optical excitation and, analogous to the description presented in Ref. [40], we will
discuss their most important properties in the following.
2.3 Optical excitations in semiconductors
2.3.1 Wannier-Mott excitons in III-V semiconductors
If we consider a single e-h pair in a semiconductor, the two oppositely charged particles
are subject to an attractive Coulomb potential
U (r) = − e
2
4pi0r
, (2.2)
where  and 0 account for the static dielectric constant in the semiconductor and in
vacuum, e is the elementary charge and r is the e-h distance. Equation (2.2) illustrates
why excitons are often referred to as ‘hydrogen-like’ states; regarded as point charges
with effective masses me and mh, the Coulomb-bound e-h complex can be well-described
in the language associated with two oppositely charged particles circulating around each
other. The first prominent difference between the hydrogen atom and the Wannier-Mott
exciton in this comparison is the lack of a much heavier particle in the latter (the hole
mass is typically larger, but both electron and hole effectives masses are still of the same
order of magnitude). Another point lacking similarity arises from the dielectric constant
of the crystal, which on the one hand hosts the electron and the hole, but on the other hand
efficiently screens their mutual electrostatic attraction. Noting the actually much better
analogy between an exciton and positronium–a bound state between a light electron and
an equally light positron–Keldysh makes a very interesting point [41]. Both of the above
mentioned flaws in the analogy decrease the binding energy of the exciton compared to
the hydrogen atom and at the same time increase the distance between the two opposite
charges, as we will now discuss.
Sticking to the hydrogen picture, we can derive the exciton Bohr radius aB from the Bohr
radius a∗B of the hydrogen atom [40]:
aB =

(mr/m0)
n2a∗B . (2.3)
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Here, n = 1, 2, 3, ... is the principal quantum orbit number, mr = (memh)/(me + mh) is
the reduced exciton mass and m0 is the free electron mass. The value of aB typically
associated with excitons in this context refers to its ground state with quantum number
n = 1. For bulk GaAs, the exciton Bohr radius is ∼14 nm [42].
In a similar way we get the binding energy of the exciton ground state from the binding-,
or ionization energy, Ry = 13.6 eV, of the hydrogen atom:
EB =
(mr/m0)
2
Ry . (2.4)
We immediately see from Eq. (2.4), that the effective mass (mr/m0 ≈ 0.1), as well as the
dielectric constant significantly reduce the stability of excitons in typical semiconductors
(EB = 4.2 meV in bulk GaAs [42]). Multiplying Eqs. (2.3) and (2.4) renders a compact
account of the crystal effect on the energy and length scales of the ground state exciton in
the hydrogen picture:
aB EB = (a∗B Ry)/ . (2.5)
Dissociation of excitons at elevated lattice temperatures (kBT ≈ 26 meV at 300 K) is
eventually the reason why excitonic effects occur only at low temperatures in conventional
bulk III-V semiconductors like GaAs, InP, GaSb. With an exciton binding energy of
28 meV, bulk GaN makes an exception to this rule and allows the observation of excitonic
optical features even at room temperature. Keldysh realized early on, that the key to
enhancing the exciton binding energies in semiconductors, is to reduce the effect of the
dielectric screening in low-dimensional systems [43]. We will encounter this exact effect
later in the thesis (cf. Section 6.2) when we address the properties of excitons confined in
our NWs.
As a quasiparticle moving through the crystal, free excitons are assigned a wavevector K
(|K| = K), a quasi-momentum ~K and a kinetic energy term Ekin = ~2K2/2mexc. Here
mexc = me + mh denotes the total mass of the exciton, which defines the dispersion for
excitons in the ground state
E(K) = Eg − EB + ~
2K2
2mexc
. (2.6)
This parabolic dispersion is shown in Fig. 2.4b. Interestingly, one apparently rather small
detail makes all the difference to the dispersion shown in Fig. 2.4a: in the excitonic picture,
as long as we exclude multi-particle processes, excess energy and wave vector cannot be
imprinted onto a valence band electron after the recombination; the entire crystal must be
in its ground state after the radiative recombination [44].
Indeed, a very strict selection rule governs the radiative decay of free excitons in
semiconductors; both energy and momentum of the exciton must exactly match the photon
dispersion E(K ) = hν = ~cK/√∞, where ∞ is the high-frequency dielectric constant.
In Fig. 2.4b, this corresponds to the intersection point of photon and exciton dispersions.
Since only a small number of the thermally distributed excitons in a semiconductor
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around K ≈ 0 fulfills this selection rule, a large portion of the free excitons in fact do
not contribute to the luminescence signal [45, 46]. For completeness we note, that this
description still does not consider the polariton-effect on the exciton dispersion [47].
With less than 100 µeV, Van der Poel et al. conclude that the polariton splitting-induced
oscillations in bulk GaAs occur on a time scale of ∼10 ps, long compared to the typical
scattering times of free excitons, which prevents the build-up of coherence between
photon and exciton-coupled states [45].
2.3.2 The many-body electron-hole plasma
The excitonic picture outlined above per se considers only a single exciton. What happens
when a large number of excitons is created in a semiconductor under photo-excitation
is as relevant a question as it can be complex to answer. In a luminescence experiment,
the excitation power density of a laser can easily generate a high enough number of
photo-carriers in a semiconductor so that this question can no longer be ignored [40,
41, 48, 49]. Merely touching the interesting field of many-body physics in optically
excited semiconductors, we briefly address the effects most important for our study in the
following.
Under increasing laser excitation power, more and more excitons are created and the
gas of initially free excitons becomes more densely packed in the semiconductor. The
attractive potential of a single e-h pair gets screened by free charge carriers, since some
excitons are thermally dissociated even at low temperatures [40]. The potential in Eq. (2.2)
becomes
U (r) = − e
2
4pi0r
exp(−ksr) , (2.7)
where ks is the screening factor associated with the so-called screening length λs = k−1s .
Upon reaching the Mott density, where λs becomes comparable to the exciton Bohr
radius aB, the Coulomb-bound e-h complex is no longer stable and the excitons undergo
a many-body phase transition. They transform into an e-h plasma [40].
For bulk GaAs below 10 K, this critical Mott density is nM ≈ 2×1016cm−3 [48]. It
is interesting to note, that the high-density e-h system can in principle transform into
many different many-body states; a metallic e-h liquid, Bose-Einstein condensation and,
supposedly, even a superconducting phase are possible. We will revisit aspects of this
topic in a discussion about the effects of high excitation power in quantum-confined 1D
wires in Section 6.4.2.
In the plasma state, electrons and holes are regarded as a perfect gas of free electrons
and holes. While this description differs conceptually from a gas of free excitons in
many respects, the two phases are not so easily discriminated in optical experiments.
Since the exciton gas gradually transforms into the plasma state under increasing e-h
pair density, the two different phases are not strictly defined in the transition region. To
theoretically describe our NW experiments presented in the course of this thesis, however,
it is important to know which carrier description is to apply. We therefore estimate the
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optically excited e-h pair density in our NWs in Section 3.2.
2.3.3 Dynamics of the photo-excited electron-hole
system
So far we have addressed the static properties of photo-excited excitons and e-h pairs
in semiconductors. Now we will discuss their dynamic properties typically observed in
time-resolved PL experiments after excitation with a laser pulse that is short compared to
the dynamic response.
Of course, spontaneous emission is the process which eventually underlies the radiative
e-h recombination and in Section 2.2 we have already introduced its rate for a single
emitter embedded in a solid-state environment. Thus we should be able to measure
the rate of spontaneous emission given in Eq. (2.1), or vice versa of the radiative free
exciton lifetime τr = 1/Γ, by resolving the luminescence emission in the time domain.
Unfortunately, two main obstacles typically inhibit the direct measurement of this radiative
free exciton lifetime in time-resolved luminescence experiments.
First of all, non-radiative recombination can significantly affect the lifetime observed
in the luminescence decay. To demonstrate this effect, we consider a total density n
of excitons generated by a short laser pulse at t = 0. In this description, we assume
the excitons to be localized emitters in space, which can undergo both radiative and
non-radiative decay processes, respectively characterized by the lifetimes τr and τnr . In
this case, the time-dependence dn/dt of the exciton density can be described as [40]
dn
dt
= − n
τr
− n
τnr
=
n
τtot
. (2.8)
According to Matthiessen’s rule, we have introduced the total emission lifetime τtot
accounting for all radiative- and non-radiative recombination processes. The temporal
decay of the luminescence intensity in the experiment is then given by
i(t) = i(0) exp(−t/τtot ) , (2.9)
with i(0) = n(0)/τr representing the intensity at t = 0. Observing the time-dependent
decay of the total luminescence signal thus clearly depends on the relative contributions
from radiative and non-radiative processes. It is interesting to note that, although
observing the decay of a luminescence signal in the experiment, Eq. (2.9) implies that
the decay can actually correspond to the non-radiative decay lifetime in the case of
τ−1r  τ−1nr . Of course, the radiative lifetime τr must still produce a sufficiently large
intensity i(0) = n(0)/τr so that the decay can still be detected in the experiment.
Only in the absence of significant non-radiative recombination, when τ−1nr  τ−1r , can the
luminescence decay be associated with the radiative lifetime τr . In Chapter 10 we will
discuss this point and argue that non-radiative effects do not significantly contribute to
the luminescence decay observed in our NWs. Yet, even in the absence of non-radiative
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exciton recombination, differentiating between the radiative lifetime τr and the lifetime
τpl observed in our luminescence experiments is very important. This is related to the
second of the above mentioned obstacles. In contrast to the assumption used to derive the
rate of spontaneous emission in Eq. (2.1), free excitons are not perfect point-like emitters.
In fact, created under non-resonant excitation, the exciton ensemble is characterized by a
thermally distributed kinetic energy. Thus, only a small fraction of the total number of free
excitons can fulfill the strict energy and momentum selection rule dictated by the photon
dispersion and participate in the radiative decay [44–46, 50]. In GaAs quantum wells,
for example, the lifetimes measured in PL experiments are in the ns-regime, despite the
intrinsic 25 ps radiative lifetimes calculated in a straightforward formalism corresponding
to the spontaneous emission rate given in Eq. (2.1). This means that the lifetimes
measured in PL experiments always include a contribution from the thermal distribution
of excitons and possibly also dynamic re-occupation effects of those exciton states, which
are close to the center of the Brillouin zone where the radiative recombination occurs.
This description is valid as long as the thermalization time of excitons is shorter than the
intrinsic radiative lifetime [44].
In summary, the decay of the free exciton emission observed in time-resolved luminescence
experiments does not allow for a direct determination of the radiative lifetime, or vice
versa the spontaneous emission rate, as it is given in Eq. (2.1). The reason for the
discrepancy is the above mentioned thermal distribution of excitons and the wave vector
conservation rule.
Correctly interpreted, however, the measured lifetime τpl still contains important infor-
mation about the radiative recombination process. An effect that has not only been
disregarded in our above discussion, but also in most previous studies of luminescence
lifetimes in bulk, or two dimensional III-V based structures [44–46, 50], is the effect of the
electromagnetic local density of states (LDOS) on the luminescence lifetime. The reason
for that is simple: When we vary the thickness of a GaAs layer, even if it is a quantum
well buried between layers of AlGaAs, the LDOS effectively remains constant and does
not noticeably affect the luminescence decay, as long as the volume of the sample is large
compared to the wavelength of the emitted light. Thus, the particular effect of the LDOS
on the luminescence lifetime has so far only been studied in the context of photonic
crystals and plasmonic structures. In Chapter 10 of this thesis, we will investigate the
effect of the LDOS on the luminescence lifetimes in our nanoscale-sized wires.
2.4 Spin physics in wurtzite GaAs
As outlined in the introductory part, a particular focus of this thesis is the investigation
of spin-related phenomena in semiconductor NWs. Generally, we use the absorption of
circularly polarized photons in the direct-gap WZ GaAs NWs to create a non-equilibrium
spin polarization amongst the photo-excited carriers and then observe their polarized
photoluminescence emission to learn about any spin-related processes.
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Figure 2.5: Schematic of the states around k ≈ 0. Only the hh states (m j = ±3/2)
are involved in the optical spin orientation process for near-resonant laser
excitation. Circularly polarized σ− photons induce the singular transition into a
m j = +1/2 cb state.
2.4.1 Optical spin orientation
To excite a spin polarization in our NWs, we make use of a fundamental law of physics–the
conservation of angular momentum. Traveling as a plane wave, a circularly polarized
photon with helicity σ = ±1 indeed carries an angular momentum, which points either
along, or opposite, to the direction of propagation. Assuming it has enough energy to
induce an interband transition in the semiconductor, the photon can transfer its angular
momentum to the excited e-h pair during the absorption process [51]. This method,
called optical orientation, or optical spin injection, is a standard technique for the study of
semiconductor spin physics [52, 53].
We will now take a closer look at the optical spin orientation and how it occurs in WZ
GaAs. First of all, since optical transitions are involved, we must consider the transition
dipole selection rules in the material. Indeed, the symmetry of the WZ lattice dictates
a particular set of optical selection rules [54], of which one is important in our context.
This rule implies that optical transitions between hh and cb states are only possible, if
the polarization of the incoming light is pointing in a direction perpendicular to the WZ
cˆ-axis, i.e., when E ⊥ cˆ. Regarding a circularly polarized photon as a superposition of
two orthogonal linear polarizations, it is clear that the two components can only be equally
absorbed by the crystal, if both polarizations are pointing perpendicular to the cˆ-axis.
Only a photon propagating along the cˆ-axis can fulfill this selection rule. Hence, we have
already identified an important consequence for our experiment: To optically orient the
spins in our WZ NWs, the circularly polarized excitation photons must propagate parallel
to the cˆ ‖ NW-axis. To satisfy this condition, we investigate the NWs in our optical setup
as they are free-standing on the growth substrate. As a consequence, the optical spin
injection into NWs lying on a substrate is not possible. In the following, we now discuss
the transfer of angular momentum in the absorption process when the circularly polarized
photons are propagating along the cˆ-axis and the angular momentum is thus properly
absorbed by the crystal.
Having p-type character, the valence band states near the fundamental band gap of the
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WZ crystal are states with total angular momentum J = 3/2, which may be subdivided
into hh and lh states by the projection of J onto the positive z-axis; m j = ±3/2 for the
hh states and m j = ±1/2 for the lh states [51–53]. The J = 1/2 valence band states
are called split-off (so) states and do not play a role in the physics discussed here. The
sketch in Fig. 2.5 provides an overview over the different valence and conduction band
states in the vicinity of k ≈ 0. As addressed above, a circularly polarized photon with
helicity σ±, induces a change ∆m j = ±1 in the absorption process. At this point we
benefit from the aforementioned advantage of the WZ phase over bulk ZB crystals: Since
the WZ lattice lifts the degeneracy of hh and lh states at k = 0, we can use near-resonant
circularly polarized laser photons to excite electrons exclusively from one of the two hh
states. In this case, all of the photo-excited electrons in the conduction band will have
the same spin orientation and the corresponding degree of spin polarization, defined
as Ps = (N+ − N−)/(N+ + N−), reaches 100%. Here, N+ and N− denotes the number
of electrons with spins pointing along, or opposite to the propagation direction of the
photons.
Hence, according to the scenario outlined above, using a near-resonant circularly polarized
laser in the experiment, it should be possible to fully spin polarize the photo-excited
carriers in our WZ GaAs NWs. However, constituting a non-equilibrium situation, this
spin polarization will be depolarized by interactions with the crystal lattice hosting
the photo-excited carriers. Particularly in non-centrosymmetric crystals, like WZ, the
photo-carriers will be exposed to the consequences of a relativistic effect on the electronic
dispersion, which we discuss in the following.
2.4.2 Spin-orbit coupling effects on the electron
dispersion
According to special relativity, electrons moving in an electric field experience an effective
magnetic field proportional to their velocity and the strength of the electric field. The
interaction of the electron spin with the effective magnetic field is called spin-orbit
coupling (SOC). This applies for the electric field of a single nucleus, as well as for the
periodic lattice potential of a crystal and is accounted for by the spin-orbit term in the
Hamilton operator, in general described by [55]
Hso =
~
4m20 c2
p · (σ × ∇V) , (2.10)
with the free electron mass m0, the velocity of light c, the reduced Planck constant ~
and the canonical momentum p. The vector σ = (σx, σy, σz) contains the Pauli spin
matrices as components and V denotes the electric potential acting on the spin, which can
be a Coloumb potential in the simple case of a hydrogen atom, or a complex periodic
potential describing a crystal lattice. Since the periodic potential of the crystal lattice
enters in Eq. (2.10), we expect the effect of the SOC on the electronic dispersion to differ
depending on the symmetry of the crystal structure.
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a b
Figure 2.6: Influence of the k-linear splitting on the band-structure of wurtzite
crystals. Schematic (a) shows the lifted degeneracy of conduction band states
along kx-direction. The second part (b) depicts the spin degenerate parabolic
dispersion curve along kz-direction. Adapted from Ref. [20]
In 1955, Dresselhaus derived the influence of SOC on the electronic band structure of
ZB crystals and its effect on conduction band states using perturbation theory and group
theoretical selection rules. He found that the spin degeneracy Ek↑ = Ek↓ is lifted in
crystals without inversion symmetry for several directions in the Brillouin zone, whereas
the degeneracy Ek↑ = E−k↓ from Kramer’s theorem still holds. The splitting near the Γ6
conduction band state was determined to be cubic in k multiplied by a material dependent
factor γD, hence ∆EDresselhaus ∼ γD · k3, in all but the [111] and [100]-directions, in
which the degeneracy is conserved [56].
Analogous to Dresselhaus’ work on ZB, Rashba introduced in 1959 a set of perturbation
operators to derive the symmetry of energy bands including spin splitting of the conduction
band states in crystals of WZ structure [57]. In addition to the absence of inversion
symmetry, the energy dispersion law in the vicinity of the Γ-point is strongly altered by the
high symmetry of the cˆ-axis and characterized by a k-linear spin splitting perpendicular to
it. In first order of k, the energy dispersion for the conduction band at the Γ-point is
E(k) = ak2⊥ + bk2z︸      ︷︷      ︸
parabolic dispersion
± γR · k⊥︸  ︷︷  ︸
correction due to SOC
, (2.11)
with γR as material specific factor and k⊥ =
√
k2x + k2y describes k-vectors perpendicular
to the cˆ-axis, which results in a shift of conduction band states along kx,y-directions, but
leaves states in kz-direction spin degenerate. The linear SOC coefficient was calculated
in Ref. [58] for WZ GaAs and found to be γR = 0.04 eVÅ. The constants a and b are
simple scaling factors of the parabolic curvature.
The schematic in Fig. 2.6 illustrates the effects of SOC on the electronic dispersion law
around the conduction band minimum in WZ crystals. In a direction perpendicular to
kz, the initially twofold degenerate parabolic band splits into two fully spin polarized
subbands (red and blue parabolas in Fig. 2.6a). A closer look also reveals a small shift
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towards negative energies for the conduction band minima of the spin-split states. It
can also be observed, that Kramer’s degeneracy Ek↑ = E−k↓ is still conserved in the
dispersion depicted in Fig. 2.6. The spin-orbit fields resulting from spin split states are
called effective magnetic fields, because in contrary to real magnetic fields, Kramer’s
degeneracy is not lifted. As the linear spin-splitting does not depend on kz, the states stay
spin degenerate along this direction (cf. Fig. 2.6b).
This coupling between spin and orbital motion has been a focus of solid-state research
for years. First the understanding and now the subsequent exploration of SOC effects
in semiconductors has led to a fruitful realization of fundamental physical concepts, as
reviewed by Manchon et al. [59].
2.4.3 Spin relaxation in semiconductors
In the above discussion we concluded that it should be possible to create a non-equilibrium
spin polarization among the photo-excited carriers in our NWs. Involving the effects
of SOC on the electronic dispersion, various interactions between spin-polarized photo-
carriers and the crystal host can destroy the spin polarization to restore the equilibrium
state. These are the processes generally understood as spin relaxation.
Since we will evaluate the main mechanisms of spin relaxation with particular focus on
their action in our NWs in Section 9.2 of this thesis, we devote our discussion in this
section to an understanding of the origin behind the different mechanisms of electron spin
relaxation and we thereby focus on the relevant electron spin. For further reading, we
recommend the insightful reviews given in Refs. [52, 55, 60].
The Elliott-Yafet mechanism In semiconductors, the electrons in the conduction
band–whether they are photo-excited, or introduced from external sources–commonly
interact with the crystal lattice through the scattering of charge carriers by phonons or
impurities. Even in the absence of magnetic impurities, such scattering can lead to a flip
of the electron’s spin if SOC is present in the crystal. Introduced by Elliott and Yafet [61,
62], this mechanism is indeed based on the admixture of spin eigenstates in the presence of
SOC [52, 55, 60]. Although the admixture is generally very small (justifying the labeling
of the eigenstates with ’spin up’ and ’spin down’), we acknowledge that momentum
scattering of electrons can be a very fast process on the femto- to picosecond time scale,
thus allowing many momentum scattering events during the nanosecond lifetime of
a typical photo-excited electron in a direct-gap semiconductor [40]. In an extensive
theoretical investigation, Jiang and Wu have found, that the Elliot-Yafet mechanism does
not significantly contribute to the spin relaxation of electrons in intrinsic bulk GaAs
created under photo-excitation [63].
The Dyakonov-Perel mechanism An electron moving through a non-centrosym-
metric crystal lattice experiences the conduction band states split by SOC as a momentum-
dependent effective magnetic field. The spin of the electron precesses around this effective
22
2.4 Spin physics in wurtzite GaAs
field with an average precession frequency 〈Ω〉, while every time the electron is scattered
and forced to change its momentum direction, the absolute value and direction of the
precession around the effective magnetic field changes as well. Hence, whatever the
initial orientation of the spin was, after a certain amount of random scattering events
it will have lost that information due to precession around the momentum-dependent
effective magnetic fields. This mechanism of spin relaxation is named after Dyakonov
and Perel (DP), due to their work on spin relaxation of electrons in systems without a
center of inversion in 1971 [64].
The schematic in Fig. 2.7 illustrates the initial spin orientation S of an electron (black
arrow) precessing around the effective magnetic fieldΩ(k1) (red arrow) until a scattering
event occurs and the change of momentum direction (k1 → k2) forces the spin to precess
around a different field Ω(k2).
Figure 2.7: The initial spin orientation (black arrow) is forced to precess around
an effective magnetic field Ω(k) (red arrow) until a scattering event changes the
momentum direction and therefore the magnetic field and the precession.
Within the process of DP spin relaxation, the momentum relaxation time τp, which denotes
the average time between two scattering events, plays an important role. Between two
successive collisions the effective magnetic fieldΩ(k) is considered to be constant and the
precessing motion is centered around the direction of the field. If the collision rate 1/τp is
small compared to the average precession frequency 〈Ω〉, the precession perpendicular to
the field will make large angles to the initial orientation before being scattered and forced
to precess in another direction. In this case, the angle of precession τp · 〈Ω〉 is large and the
initial spin orientation will be lost after a few scattering events, so that the spin relaxation
time τs scales with the momentum scattering, hence τs ∼ τp. In contrary, if the angle the
precession makes to the initial orientation is small (τp · 〈Ω〉  1) and hence τp is very
short, the initial spin direction will be conserved over a large amount of scattering events
and the spin relaxation time eventually becomes inversely proportional to the scattering
time. Since the momentum relaxation time is very small in most semiconductors, the
situation depicted in Fig. 2.7 reflects the most frequently occurring case [53].
The Bir-Aronov-Pikus mechanism Opposed to the attractive Coulomb interaction
between the oppositely charged electrons and holes, which leads to the formation of
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the excitons in semiconductors (see Section 2.3), the spins of electrons and holes can
also couple through the e-h exchange interaction [65]. Usually considered in p-type
semiconductors and optically excited systems, a mechanism of spin relaxation based on
this e-h exchange interaction was introduced by Bir, Aronov and Pikus [66, 67]. The
efficiency of this relaxation process depends strongly on the parameters quantifying the
e-h states in a semiconductor, such as the exciton Bohr radius, its velocity and its binding
energy. In their fully microscopic approach, Jiang and Wu [63] determine the contribution
from both, the DP and the BAP mechanism on the spin relaxation time of photo-excited
electrons in intrinsic bulk ZB GaAs. For an e-h pair density of neh = 1×1017cm−3 at
5 K, for example, the DP mechanism limits the spin relaxation time to values below 1 ns,
and is therefore at least one order of magnitude more efficient than the ∼30 ns predicted
for the BAP mechanism. Hence, for photo-excited electrons in undoped bulk GaAs, the
BAP mechanism does not significantly contribute to the spin relaxation process. Using
GaAs/AlGaAs double heterostructures, Wagner et al. [68] have outlined a strategy to
suppress the BAP mechanism of spin relaxation by spatially separating the photo-excited
electrons from the holes in the system.
The hyperfine interaction In a crystal, the spins of the nuclei can interact with both
the spin and the orbital angular momenta of the carriers in the system [52, 55, 60]. Owing
to their s-wave symmetry, however, this so-called hyperfine (HF) interaction reduces to
an interaction between spins for conduction electrons. While the HF interaction is highly
relevant for the localized, 0D carriers, the extended states of carriers in higher-dimensional
structures averages the fluctuating nuclear field from many nuclei and the relaxation
process is thus ineffective [60].
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Single wire photoluminescence
spectroscopy
3
Having outlined the concepts behind the spin-related and nanophotonic investigations
conducted in this theses, we will now address their technical implementation in our NW
experiments.
3.1 Optical instrumentation and possible
measurement configurations
3.1.1 Micro-photoluminescence setup
All of the luminescence measurements presented in this thesis were conducted in a
confocal micro-photoluminescence (µ-PL) setup using both continuous-wave and pulsed
operation modes of a laser diode (∼1.58 eV, or 785 nm) for the excitation. The pulse
width of this laser in the time-domain, i.e., the full width at half maximum, was 70 ps at
a repetition rate of 1 MHz. We note that the results shown in Figs. 11.2, 12.2 and 12.3
were obtained under ∼3.1 eV, or 405 nm-excitation and that in those cases, the laser
diode was operated in a high-current regime to achieve the high power pulses required
for the measurement, which broadened the excitation pulse width to about 1 ns. The
results in Section 6.3 were partially obtained under continuous-wave excitation from a
∼1.8 eV, or 690 nm-laser diode. To study the luminescence properties of our NWs at low
temperatures, each sample was mounted inside a continuous-flow He4 cryostat, resulting
in a sample temperature of nominally 4.2 K. Attaching the cryostat to a piezoelectric
x-y-z translation stage further enabled a fine mapping of the emitted PL.
As illustrated by the sketch of our µ-PL setup in Fig. 3.1, we use a 100× microscope
objective with NA = 0.8 to focus the laser light down to the sample with a spot diameter
of around 1 µm for our single wire spectroscopy. The emitted PL is then collected by the
same objective and directed towards the detector. Time-integrated µ-PL spectra were
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Figure 3.1: Schematic of the µ-PL setup used for the time-integrated experiments.
Continuous wave or pulsed laser excitation is focused onto the sample using
a 100× microscope objective with NA = 0.8, which provides a laser spot size
of around 1 µm, enabling the optical spectroscopy of single wires. Different
polarization optics (not shown) facilitate a linear and circular polarization of the
incident laser, as well as the respective polarization-resolved detection of the
luminescence signal. A piezoelectric x-y-z translation stage is used to spatially
map the NW sample. For the time-resolved experiments, the same principal
setup is used while the luminescence is detected by the streak camera system.
Graphic adapted from Ref. [69].
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acquired using a liquid nitrogen cooled charge-coupled device (CCD), while time-resolved
photoluminescence signals were detected by a Hamamatsu streak camera system (not
shown in the sketch) with a time resolution of 50 ps. For the linear polarization-dependent
measurements shown Fig. 11.1, a linear polarizer followed by a half-wave plate allowed a
continuously adjustable polarization of the exciting laser light, while an additional linear
polarizer in the detection path was used to analyze the linear PL polarization properties.
For the optical spin orientation experiments, the incident laser excitation was circularly
polarized using a quarter wave-plate. Passing the same quarter wave-plate in the detection
path, the right (I+) and left (I−) circularly polarized components of the luminescence were
converted back into two perpendicularly polarized linear components, which could then
be detected by analyzing the degree of linear polarization.
The Hanle effect and other magnetic field-dependent µ-PL measurements were performed
by mounting the sample between the coils of an electromagnet, where magnetic fields
up to 400 mT could be applied in the sample plane perpendicular to the free-standing
NWs.
For the space- and time-resolved experiments, NWs were aligned parallel to the entrance
slit of the streak camera system.
3.1.2 Possible measurement configurations
A very successful tool in the study of semiconductor nanostructures, µ-PL experiments
allow for a broad set of measurement configurations, each providing access to different
aspects of the luminescence signal. Since we exploit a number of these measurement
configurations to study our NWs, we have summarized the different experiments conducted
in this thesis in Fig. 3.2. Note that configurations (a)-(c) are characterized by the
time-integrated luminescence detection, while (d)-(f) correspond to a time-resolved
detection.
a) Intensity- and energy-resolved measurement: This standard PL experiment
allows us to determine the emission energy of a single wire, for example to identify
defect-related luminescence peaks, or confinement-induced shifts in the emission
energy. This configuration was used to obtain the results shown in Fig. 4.3c, and
Chapter 6.
b) Spatially resolved µ-PL mapping: An extension of the standard configuration
in a); the piezoelectric translation stage is used raster the point of the laser excitation
in real space, generating a two-dimensional map of the luminescence signal. Each
pixel of the map contains a single emission spectrum like the one shown in a),
corresponding to the excitation and detection at the respective position. This
measurement was used to obtain the inset of Fig. 7.2b and, in a modified geometry,
the scan in Fig. 4.3b.
c) Real space imaging of the luminescence signal: Using an edgepass filter to
remove the backscattered laser light, we obtain a real space microscopic image of
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Figure 3.2: Summary of the various measurement configurations in our µ-PL
setup used in this thesis. Central part: Confocal microscopy is used to excite
single NWs as they are free-standing on the growth substrate, or dispersed onto
a new substrate. (a)-(c) correspond to time-integrated measurements, while
(d)-(f) are used together with time-resolved luminescence detection. A detailed
description of each configuration is given in the text.
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the luminescence emission, which contains intensity profiles of the luminescence
signal in the sample plane. In contrast to configuration b), we can use this method
to locally excite a NW at one end, but image its luminescence intensity along the
entire wire (see Fig. 11.2c, Fig. 12.2c and Fig. 12.3a).
d) Time- and polarization-resolved luminescence detection: After excitation with
short, circularly polarized laser pulses, free-standing NWs emit partially circularly
polarized light. Resolving the polarized emission in the time-domain entails
information about the relaxation of spin polarized photo-carriers. The technique
was used to evidence optical spin injection into a single free-standing wire in
Fig. 7.4, as well as to obtain the main results in Chapter 8 and Chapter 9.
e) Time- and energy-resolved luminescence detection: The standard setting of a
streak camera system simultaneously detects the luminescence intensity and its
spectral information as a function of the time after the pulsed laser excitation.
Apart from the results listed for method d), this measurement configuration was
furthermore used to detect the NW emission lifetimes in Fig. 10.2, Fig. 10.3,
Fig. 11.2b and Fig. 12.2b. In particular the spectral analysis of the luminescence
dynamics shown in Fig. 9.2 is only made possible by this configuration.
f) Time- and space-resolved luminescence detection: Proper real-space alignment
of a single NW with respect to the entrance slit of the detector enables the time-
resolved detection of the luminescence intensity along the axis of a single wire.
This method is used to study space-dependent luminescence dynamics and the
diffusion-driven motion of photo-carriers. See Fig. 12.3b and c.
3.2 Estimating the optically excited carrier density
in nanowires
In Section 2.3 we discussed the fundamental optical excitations in a semiconductor.
At the low temperatures of the experiments, excitons should occur in our NWs under
photo-excitation. Yet, as we have also seen in Section 2.3, excitons will transform into
an e-h plasma state under high excitation power. Thus, the density of optically excited
e-h pairs is an important parameter to characterize our NW system. We first determine
the carrier density n3D in our three-dimensional (3D) NWs from the absorbed number of
photons
n3D =
P¯
hν
frep−1 α(hν). (3.1)
Here P¯ = 1.4 W/cm2 is the time-averaged output power density P¯ of the excitation laser,
hν = 1.58 eV is the energy of the laser photons and frep = 1 MHz is the repetition
frequency of the laser pulse. To calculate n3D we further use the value of the absorption
coefficient of bulk GaAs α(hν) = 14.8×103cm−1 at the excitation energy 1.58 eV [70].
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Evaluating Eq. (3.1) under the conditions indicated above results in an optically excited
e-h pair density of n3D = 8×1016cm−3 in our larger wires (d = 490–90 nm).
Calculating the carrier density for the 1D wires (see Section 6.1.2) is less straightforward.
The nanophotonic nature of the 1D NWs demonstrated in Chapter 10 strongly affects the
absorption and emission of light, i.e., in this regime of very thin NWs both processes
sensitively depend on the NW diameter [7]. A simple conversion of the carrier density
from 3D to 1D based on the absorption coefficient of bulk therefore largely overestimates
the actual 1D carrier density. In order to still get a rough estimate of the 1D carrier density,
we assume that the probabilities of absorbing and emitting a photon are affected to the same
extent in our thinner NWs. The assumption is reasonable, because the excitation is near-
resonant, i.e., the absorbed and emitted photons approximately have the same wavelength.
In our time-resolved photoluminescence experiment, the reduced emission probability
can be measured and is most noticeable for NW diameters in the range d = 20–90 nm
(see Fig. 10.3). Here, it produces a large increase in the luminescence lifetime from an
averaged recombination time of τpl = 1.7 ns for diameters d = 110–490 nm to τpl ≈ 75 ns
at d = 20–25 nm. With the above assumption, we estimate that the absorption probability
of a photon in the 1D NWs is rescaled by the factor 1.7 ns75 ns ≈ 150 . This allows us to
reformulate Eq. (3.1) into
n1D =
P¯ A
hν
frep−1 α′(hν), (3.2)
where α′(hν) = 150 α(hν) for hν = 1.58 eV, P¯ = 267.0 W/cm
2 and A = 3
√
3
8 d
2 is the
cross-sectional area of the hexagonal NW. Under the above approximation we therefore
find a 1D carrier density n1D ≈ 1×106cm−1 in the NWs with diameters 20–25 nm.
Equation (3.2) takes into account the change in absorption due to the photonic effects
of the NWs. Although we believe that this is the dominant effect, we would like to note
that it does not account for changes in the absorption coefficient that are related to an
alteration of the electronic density of states.
According to our estimate, both of the photo-excited e-h pair densities obtained under
pulsed excitation are slightly above the Mott density (nM ≈ 2×1016cm−3 in 3D [48] and
nM ≈ 3×105cm−1 in 1D [71]). In particular when the dynamic properties of the e-h pairs
are discussed and the carrier density becomes time-dependent, the question which picture
best describes the photo-carriers in our NWs, a gas of free excitons, or an e-h plasma,
is difficult to answer. As many of the dynamic properties determined in Part III were
obtained directly after the pulsed laser excitation–a regime in which the e-h pair density
is above the critical Mott density–we prefer to speak of e-h pairs in Part III.
At the contrary, the luminescence lifetimes discussed in Part IV are for the most part
determined over a wide time range after the excitation. As the e-h pair density is initially
only slightly above the Mott density, we interpret the luminescence lifetimes observed for
long delay times as an excitonic property.
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3.3 Optical spin orientation and the spin
relaxation time
In the following we provide a detailed account of the fitting procedure developed to extract
the spin relaxation time from the polarization- and time-dependent decay traces.
As described in Section 2.4.1, a circularly polarized (σ+) laser pulse propagating parallel
to the axis of the NW creates a non-equilibrium spin polarization among the photo-excited
electrons. The dynamical change in the population of spin-up (N+) and spin-down (N−)
oriented electrons is given by the rate equations
dN+
dt
= −N+
τpl
− N+
2τs
+
N−
2τs
(3.3)
dN−
dt
= −N−
τpl
− N−
2τs
+
N+
2τs
(3.4)
where τpl and τs are the luminescence lifetime and the electron spin relaxation time [72].
By separately analyzing the time-resolved NW emission of the right I+(t) and left I−(t)
circularly polarized components, we obtain direct experimental access to the individual
decay traces N+(t) and N−(t).
The most direct, and also most commonly applied way to obtain the spin relaxation time
τs from the experimental curves, is by fitting the degree of spin polarization Ps(t) =
(N+(t) − N−(t)) / (N+(t) + N−(t)) to the single exponentially decaying solution
Ps(t) = S0 exp(−t/τs) , (3.5)
where S0 = (N0+ − N0−)/(N0+ + N0−) is the initial degree of spin polarization at t = 0.
Another approach to obtain the spin relaxation time τs from the experimental N+(t) and
N−(t) curves is to separately fit the difference and sum signal to the single exponential
solutions
N+(t) − N−(t) = (N0+ − N0−) exp(−t/τ) (3.6)
N+(t) + N−(t) = (N0+ + N0−) exp(−t/τpl ) (3.7)
where we have introduced the decay constant 1/τ = 1/τpl + 1/τs in Eq. (3.6). We can
see from Eqs. (3.5) to (3.7) that the dynamical changes in the experiment are entirely
determined by the spin relaxation time τs and the luminescence lifetime τpl . Although the
two approaches (Eq. (3.5), or Eqs. (3.6) and (3.7)) to determine the spin relaxation time
are mathematically fully equivalent, we will show that the quality of the fit can differ in the
case of a realistic data set. In order to evaluate which of the above described approaches to
extract τs allows for the most accurate results, we have performed a numerical simulation
of the system dynamics. The procedure is as follows: We first calculate a realistic set
of decay curves with specific input parameters and then fit these curves to see how
accurately the individual fits reproduce the input parameters. We stress the importance of
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Figure 3.3: Time dependence of the numerically calculated decay curves N+
and N−, Ps (t) and (N+ − N−). Adding a small statistical error to the N+ and N−
curves mimicks a realistic set of data. We have calculated two different cases:
the upper panel, (a)-(c), represents the decay traces for τs = 1.0 and τpl = 5.0. In
the lower panel, (d)-(f), we show the reverse case in which τs = 5.0 and τpl = 1.0.
By fitting the different decay traces Ps (t) and (N+ − N−), we obtain detailed
insight into the accuracy of the individual fits (see text below).
the term realistic, as it refers to adding a small level of random noise (signal-to-noise
ratio S/N ≈ 100) to the calculated curves. The results are plotted in Fig. 3.3. The left,
middle and right column respectively show the dynamics of the experimentally obtained
curves N+(t) and N−(t), the calculated spin polarization Ps(t) and the difference signal
(N+(t) − N−(t)) for two limiting cases. The initial degree of spin polarization S0 was
set to 0.7 for all calculations. For the first case (cf. Fig. 3.3a-c), which we would like
to discuss, we set τs = 1.0 and τpl = 5.0. This represents a system in which the spin
relaxation occurs much faster than the carrier recombination.
In Fig. 3.3a, we observe a time-dependent decrease of the difference between N+(t) and
N−(t) until the two curves merge at t ≈ 3. Note that, while the difference has apparently
vanished at t ≈ 3, the total signal intensity has not. This originates from the fact that the
luminescence lifetime is larger than the spin relaxation time. We fit the decay of the spin
polarization Ps (t) according to Eq. (3.5) as well as the difference signal (N+(t) − N−(t))
by Eq. (3.6) and find, in both cases, that the fit reproduces the input parameter τs = 1.0
with very high accuracy.
As a counterexample, we also calculate the decay traces for a system in which spin
relaxation occurs on a much longer timescale than the recombination process of the
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Figure 3.4: Time dependence of the experimentally recorded decay curves I+
and I−, Sz (t) and (I+ − I−). Upper panel, (a)-(c), shows the emission of a NW
with d = 90 nm. The luminescence lifetime τpl = 6.7 ns is determined from a
seperate measurement and used as an input parameter for the fit in (c). Both fits
in (b) and (c) yield τs = 1.1 ns. In (d)-(f), we directly compare these results to
the emission from an ultrathin NW with d = 20 nm. Although the luminescence
lifetime of the NW is very long at τpl = (72.1 ± 0.4) ns, the decay curves of (d)
already suggest an even longer spin relaxation time τs. The fits in (e) and (f)
yield τs = (344.5 ± 21.5) ns and τs = (215.7 ± 10.1) ns respectively.
carriers. We therefore set τs = 5.0 and τpl = 1.0 and show the results in Fig. 3.3d-f.
Again the difference between N+(t) and N−(t) in Fig. 3.3d vanishes at t ≈ 3, but in
contrast to the first case, the total signal amplitude also decreases to zero. In this case, we
find that fitting the spin polarization degree Ps (t) shows a much lower accuracy and the
fit consequently overestimates the spin relaxation time by τs = 6.4. Instead, fitting the
difference signal (N+(t) − N−(t)) provides a much higher accuracy and reproduces the
input parameter accurately as τs = 5.0. For the values listed above, the statistical fit error
of τs is smaller than the specified number of valid digits.
By calculating a realistic set of decay traces we obtain important insight into the different
approaches to fitting the time-resolved luminescence data. We find that fitting Ps (t), as
well as (N+(t) − N−(t)), both describe the numerical data with very high accuracy, as
long as the process of spin relaxation is faster than the carrier recombination. In the
reverse case, i.e., if τs > τpl , our numerical tests suggest that fitting the difference signal
(N+(t) − N−(t)) provides a much better accuracy.
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We next apply both fit methods to two complementary sets of experimental data. Unless
specified otherwise, the statistical error of the fit is smaller than the number of valid digits.
In Fig. 3.4a, we show the experimental decay curves I+(t) and I−(t) as recorded from a
NW with a diameter d = 90 nm. While the two curves merge at t ≈ 4 ns, the total signal
amplitude is still large compared to the background noise. From a separate measurement
we determine the luminescence lifetime τpl = 6.7 ns. In Fig. 3.4b, fitting the spin
polarization Ps (t) results in τs = 1.1 ns. At the same time, we also determine τs = 1.1 ns
from the (I+(t) − I−(t))-fit by using τpl as an input parameter. The experimental decay
traces of Fig. 3.4a-c therefore confirm the results of the numerical simulations: For
τpl > τs both fitting procedures give the same results for the spin relaxation time. In
Part III of this thesis, this condition applies for all NWs with diameters in the range from
490 to 90 nm and we use the Ps (t)-fit to determine the spin relaxation times τs that are
plotted Fig. 9.1.
To demonstrate that the opposite case (cf. Fig. 3.3d-f) also occurs in our NW series,
we show the decay traces of an ultrathin NW with d = 20 nm. Note that the initial
large peak in Fig. 3.4a stems from the fast decay of the spectrally broad substrate signal
and does not belong to the NW emission. In a certain regard, the evolution of I+(t)
and I−(t) in Fig. 3.4d resembles the decay curves of Fig. 3.3d: The difference between
I+(t) and I−(t), as well as the total signal intensity both apparently vanish at t ≈ 250 ns.
This observation already suggests that τs > τpl and that the thinner NWs of our series
therefore correspond to a rather peculiar system, in which the process of spin relaxation
is slower than the carrier recombination process. From fitting the spin polarization
Ps (t), we obtain τs = (344.5 ± 21.5) ns. Instead, the fit of the (I+(t) − I−(t))-signal
determines τs = (215.7 ± 10.1) ns. Again we have determined the luminescence lifetime
τpl = (72.1 ± 0.4) ns from a seperate measurement and used as an input parameter for
the (I+(t) − I−(t))-fit. At this point, only the comparison to the results of the numerical
simulation allows us to decide which of the two values reflects the real spin relaxation
time of the system. We therefore fit all NWs with diameters in the range of 40 to 20 nm
to the decay of the (I+(t) − I−(t))-signal.
34
Synthesis of GaAs nanowires in
molecular beam epitaxy
4
In this chapter, we focus on the fabrication of GaAs NWs in molecular beam epitaxy
(MBE) and outline our method to obtain free-standing NWs growing vertically on the
growth substrate. Our approach includes the strategy to synthesize the WZ phase of
GaAs with extremely high purity, which was developed as a part of the author’s Master’s
thesis [73] and Joachim Hubmann’s doctoral thesis [74].
4.1 Principle of the Vapor-Liquid-Solid growth
Introducing our method used to synthesize the NWs in this thesis, we first discuss a
general, but intuitive picture of the NW growth in epitaxy, before we elaborate on the
formation of the peculiar WZ crystal phase in the next section. We note, that taking full
account of the complex thermodynamics involved in the NW growth process demands
a more detailed description. For such a microscopic understanding we recommend
Ref. [75]. To qualitatively discuss the NW growth mechanism, we instead follow a review
by Kimberly A. Dick [76]. We start from a historical survey of one-dimensional crystal
growth.
First reported by Wagner and Ellis in 1964, a novel mechanism of one-dimensional
crystal growth was observed to originate from small metallic particles [77]. They
discovered micrometer-long Silicon (Si) wires (or whiskers, as they were called in the
original publication) growing epitaxially on gold (Au)-covered Si substrates with small
Au particles sitting on top of the wires after the growth. Interestingly, the diameter of
these wires often matched the diameter of the hemispherical Au particle, which generated
the idea of the crystal growth being catalyzed by the Au particle. They further concluded
that the Au-Si system must form a liquid alloy droplet at the elevated temperatures applied
during the growth to which the vapor atoms preferentially stick before they supersaturate
in the liquid droplet and precipitate at the underlying substrate. Describing the individual
phases which the atoms undergo during the growth process, this idea eventually led to the
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Figure 4.1: Schematic of the VLS growth of NWs on Au-covered GaAs(111)
growth substrates. Heating the substrate in the growth chamber in the presence
of As vapor leads to the formation of liquid Ga-Au nanodroplets, which serve
as preferential adsorption sites for the vapor atoms. Additionally supplying Ga
vapor atoms first initiates and then maintains the steady-state growth of the NW
beneath the droplet until disrupting the flow of Ga terminates the growth process.
notion of the Vapor-Liquid-Solid (VLS) growth.
With the help of Fig. 4.1, we will now discuss the individual steps occurring in the
VLS growth of our Au-catalyzed GaAs NWs. To obtain upright standing NWs growing
vertically on the substrate, we use GaAs(111)B wafers (the label B indicates a As-
terminated surface), as a substrate for the NW epitaxy. The growth process is started by
heating a thin layer of Au deposited on such a GaAs(111) wafer in theMBE chamber, while
supplying a sufficient As background pressure to circumvent the preferential evaporation
of As (red atoms) from the GaAs growth substrate [78]. During this heating step, Ga atoms
(blue) dissolve from the growth substrate into the developing Au nanodroplets to form the
catalyzing liquid Ga-Au alloy (second sketch). This step already indicates that the term
catalyzer in the classical sense is quite misleading, as it insinuates that the nanodroplet
does not take a part in the chemical reaction, while, in reality, a multitude of liquid
mixtures exists between Ga and Au, all of which may occur during the growth process [76].
To initiate the next growth step, we evaporate Ga atoms into the growth chamber by
heating the Ga effusion cell. Directly hitting the liquid nanodroplet, impinging Ga atoms
increase the Ga-content in the droplet until supersaturation at the growth temperature
occurs. Limited by the much smaller fraction of As atoms soluble in the liquid alloy, the
NW begins to grow epitaxially on the substrate beneath the droplet. As illustrated in the
last part of Fig. 4.1, in this growth method the effective ratio of As to Ga atoms differs
from the nominally adjusted value due to the much higher diffusion length of Ga atoms
compared to As atoms, facilitating the long-range surface transport of Ga atoms towards
the nanodroplet. Under the steady flow of Ga and As atoms, the NW continues its growth
in a quasi-equilibrium state until the flow of Ga atoms is stopped and the NW wafer is
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cooled down, while maintaining the As background pressure.
In literature, the GaAs NWs grown by the VLS method are reported to have lengths of a
few to tens of µm with diameters typically ranging from 70 to 150 nm [76].
4.2 Crystal phase formation during growth
Soon after the discovery of the VLS growth mechanism, semiconductor NWs made of
III-V compounds became a testbed for materials science, since their synthesis provides
access to both, the non-equilibrium WZ crystal phase, as well as the bulk-stable ZB
structure. Promising interesting opportunities for band-structure engineering within a
single material, merely by controlling its crystal phase and thereby completely eliminating
the problem of lattice matching encountered in hetero-epitaxy, the fundamental problem
of phase selection in the homo-epitaxial NW growth has attracted considerable attention
during the past decade [79–83].
4.2.1 Models for the phase selection in nanowires
Earlier attempts to explain the occurrence of the WZ crystal phase in III-V NWs have
inferred the cohesive energy per atomic III-V pair [84, 85]. Although it is 24 meV lower in
the ZB as compared to the WZ structure (which is the reason why ZB is stable in the bulk),
the increased surface-to-volume ratio was considered to cause a large surface contribution
to the total energy in the NW system. It was then argued that the WZ crystal structure
occurs in small-diameter NWs having a particularly large surface-to-volume ratio, because
it produces a smaller number of dangling bonds at the surface as compared to the ZB
phase [85] and thus lowers the total energy of the system. Considering the literature
reports, this argumentation is quite problematic. It predicts critical NW diameters, below
which the WZ phase is stabilized, far too small to account for the occurrence of the WZ
phase in NWs with large diameter [79].
Opposing this conflicting observation, a generally well-accepted model for the WZ
formation in III-V NWs was introduced by Glas et al. in 2007. Instead of considering
the different contributions to the total energy of already fully formed NWs, like previous
models, they identified the formation of the nucleus inside the liquid nanodroplet as a key
element in the crystal phase selection process. Indeed, they highlight two energetically
different positions inside the nanodroplet, both sketched in Fig. 4.2, where a nucleus of
sufficient size may be formed to facilitate the layer growth. At the first position, in the
middle of the liquid nanodroplet, the nucleus for the NW growth shares three interfaces
with the liquid, as shown in the left-hand side of Fig. 4.2. Instead, nucleation at the
second position, i.e., at the border between the NW, the liquid droplet and the vapor phase,
eliminates one of the three interfaces to the liquid phase and replaces it by an interface
with the vapor phase (see white bar in the right-hand side of Fig. 4.2). At this position,
the so-called triple phase line, where the nucleus shares interfaces with the vapor, liquid,
and solid phases, Glas et al. predict the preferential formation of the WZ over the ZB
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Figure 4.2: Graphical illustration of the two possible, energetically different
nucleation sites at the nanodroplet-NW interface. Left image: A nucleus forms
in the center of the NW, where it is characterized by three interfaces to the liquid
phase. Right image: The nucleus develops at the border between the liquid
droplet, the solid NW and the vapor phase–the triple phase line. The newly
created interface between the nucleus and the vapor phase is highlighted in white.
Glas et al. predict the preferential formation of the WZ phase for the nucleation
at the triple phase line.
phase, and thus explain the occurrence of the WZ structure in III-V NWs.
Owing to their extensive experimental effort, Jacobsson et al. [86] could impressively
demonstrate in 2016 that the actual dynamics of the phase selection process during the
metal–organic vapour phase epitaxy of NWs are more complex than the effects captured
by the model of Glas et al. [79]. Growing GaAs NWs directly inside the ultrahigh vacuum
chamber of a transmission electron microscope, they could in situ observe the reversible
switching between WZ and ZB GaAs, layer by layer, as they tuned the As to Ga ratio at a
fixed growth temperature. Based on their study, they concluded that the WZ phase forms
as a result of an interplay between the shape and the volume of the liquid nanodroplet,
as well as the nucleation position. Generating a number of spectacular movies, their
real-time imaging method further captured a variety of different NW growth modes,
e.g., the dynamic expansion and shrinking of the liquid nanodroplet during growth, or
the formation of controllable periodic superlattices between segments of ZB and WZ
GaAs.
With this conceptual account for the occurrence of the WZ phase in GaAs NWs, we will
now proceed to outline our own strategy developed to synthesize a high-purity WZ phase
in our GaAs NWs grown on GaAs(111) substrates in our MBE system.
4.2.2 Wurtzite crystal phase perfection in our GaAs
nanowires
The considerations outlined above give us an idea why the WZ phase can appear in the
VLS growth mechanism; they do however not provide us with a straightforward strategy
to realize this WZ phase with high phase purity in our MBE approach. Developed for the
most part by Andreas Rudolph, the more technical aspects of the NW growth in our MBE
system, including the sophisticated design of suitable sample holders, the calibration of
molecular beam fluxes and a schematic drawing of our MBE growth chamber, can be
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found in his doctoral thesis [87]. For the growth concepts developed in this work, these
technical details are only of minor importance. In the following, we instead focus on the
role of the two most important parameters, which determine the WZ phase purity in our
NWMBE growth: the growth temperature and the As4/Ga-ratio, i.e., the relative number
of As4 molecules and Ga atoms we supply in the vapor phase. Judging from the variety
of different approaches reported to tune the crystal phase in NWs [80, 82, 86], it is clear
that different parameter regimes must exist in which either the WZ, or the ZB structure
becomes the preferential crystal phase.
In order to find the perfect conditions for the formation of the WZ phase in our NW growth
approach, which is based on the synthesis from Au-covered GaAs(111) substrates, we
have conducted a correlated study, combining our single wire luminescence spectroscopy
with the structural characterization of the same wires in transmission electron microscopy
in the group of Prof. Josef Zweck. The results of this collaborative effort were reported
in Applied Physics Letters [88].
In this study we investigated single NWs from a series of wafers, each fabricated under
different growth conditions, as discussed below. Before they were examined in the
transmission electron microscope, all of the NWs were pre-characterized in our µ-PL
setup. In this way, after the entire investigation is completed, we are able to correlate
the particular optical emission properties of a single NW with the purity of its crystal
structure. To be able to investigate the wires in both TEM and µ-PL, all NWs were
in-situ passivated by a standard 15 nm-thin AlGaAs shell and after the growth they were
removed from the growth substrate and dispersed onto 5 nm thick amorphous Silicon
TEM membranes.
To find the perfect growth conditions for the WZ phase in our NWs, we fix the growth
temperature at 510 ◦C and keep the Ga evaporation rate at a constant value of 0.4Å/s for
120 min, while adjusting the As4 beam equivalent pressure step-by-step for each wafer.
In different growth runs, tuning the As4 beam equivalent pressure from 3.0 × 10−6 Torr
to 1.0 × 10−6 Torr, produced 100 nm-thin NWs with a perfect WZ crystal phase along
the entire length of the wire at 1.5 × 10−6 Torr. At this point, it is important to note
that our growth approach, based on the heating of a thin Au film, always creates an
ensemble of NWs with statistical size distribution (a detailed account of this effect is
given in Section 5.1). On the one hand, this is disadvantageous, since for some wires
in the ensemble the globally applied growth conditions vary locally and thus prevent
the fabrication of a perfectly homogeneous NW ensemble. On the other hand, due to
its statistical nature, our approach is much more forgiving in terms of slightly detuned
growth parameters; even if the conditions for perfect crystal growth are not met exactly,
some wires in the ensemble might still experience the perfect setting for the growth of
high purity WZ GaAs. In the end, adjusting the growth conditions to obtain a perfect WZ
crystal structure in our NWs in our context means that a high percentage of NWs in the
statistical ensemble exhibits a high-purity WZ crystal structure.
In Fig. 4.3 we show the results of our correlated study as they were obtained from a
NW with perfect WZ structure: Not a single axial defect was found along the 4.1 µm
length of the wire in the TEM. Representative for the entire NW, the high-resolution TEM
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Figure 4.3: (a) High-resolution TEMmicrograph showing the defect-free crystal
lattice in a short segment of the wire. (b) False-color plot of the spatially resolved
µ-PL at 4.2 K as a function of position along the same NW shown in (a). The PL
emission extends along its entire length of 4.1 µm. (c) µ-PL spectrum recorded
at the position of the dashed line in (b) shows the free-exciton emission line of
WZ GaAs NWs. Adapted from Ref. [88]
micrograph in Fig. 4.3a demonstrates the perfect crystal structure in a short segment of
this wire. As outlined above, prior to the TEM characterization, the optical properties
of the NW were studied in our µ-PL setup to avoid a possible deterioration of the
optical emission by the high-energy electron beam in the microscope. Displaying the
NW emission along its axis, the false-color plot in Fig. 4.3b demonstrates an important
spectroscopic feature of the phase-pure NWs: The emission energy of the luminescence
signal does not change along the axis of the wire, as is observed when ZB inclusions or
mixed WZ/ZB segments are present in the NW [88]. The dashed horizontal line indicates
the position of the luminescence spectrum shown in Fig. 4.3c. With an emission energy of
1.518 eV it clearly identifies the free-exciton emission of GaAs NWs in the WZ phase [24,
88].
Correlating the structural and optical properties of our GaAs NWs, the results of the
study presented in this section are essential for the spin-related and nanophotonic effects
investigated in the course of this thesis. Knowing the optical emission features of a single
NWwith perfectWZ crystal structure, enables us to utilize non-invasive µ-PL spectroscopy
to easily identify single defect-free WZ GaAs NWs in the as-grown ensemble.
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Figure 4.4: (a) Typical as-grown NW ensemble synthesized from a 5Å Au layer
viewed under 35° tilt angle. The wires grow much too densely to excite only a
single NWwith our 1 µm laser spot, preventing the single wire spectroscopy. The
scale bar, indicating 1 µm, serves as a reference for the laser spot. (b) Graphic
showing the ideal measurement constellation: large wire-to-wire distances allow
the excitation of only one single wire.
To reveal the subtlety of nanophotonic and spin-related effects in semiconductor nanowires
(NWs), our experimental strategy should involve the optical spectroscopy of isolated
single wires to avoid disguising ensemble effects. With the laser excitation spot in our
optical spectroscopy having a lateral size of about 1 µm, this requirement is easily fulfilled
when the wires are dispersed on a substrate, because simply diluting the NWs in solution
before dropcasting them onto the substrate, reduces the number of deposited NWs per
area. In this regard, we are a bit unfortunate since the spin-related experiments presented
in Part III demand the optical spectroscopy to be performed on single free-standing wires;
a measurement geometry which is rarely encountered in NW experiments. A look at
the tilted-view electron micrograph in Fig. 4.4a reveals the reason for this: In a typical
sample, the NW ensemble is very dense, creating wire-to-wire distances much smaller
than the 1 µm lateral size of a laser spot (cf. scale bar in Fig. 4.4a), which prevents the
laser excitation of a single wire. Solving this issue, to realize the ideal starting position
for our experiments illustrated in Fig. 4.4b, constitutes a prime motive for the growth
improving experiments presented in the following.
A second need, which motivated the growth studies presented in this part, was to extend
the realm of NW diameters accessible in our epitaxy approach. The limited range
of diameters reported in literature (typically from 70 to 150 nm) not only conceals a
number of quantum effects expected to occur for smaller diameters (d < 70 nm), but also
prohibits a systematic study of any wide-range diameter-dependent effects. We therefore
concentrate our efforts to fabricate NWs with diameters in a previously inaccessible range;
both in the small diameter-, as well as in the large diameter-regime, while maintaining the
previously reported [88] excellent quality of the wurtzite (WZ) crystal phase in all of our
wire samples.
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Due to its ability of forming eutectic alloys with many of the well-known semiconductors,
the most commonly employed metal for the Vapor-Liquid-Solid (VLS) growth of NWs is
gold (Au) [75, 87, 89]. Until now several groups have thus investigated NWs synthesized
from Au layers with thicknesses ranging from 1 to 100Å [87, 90–93]. This includes the
report from Gomes et al. [91] presenting a particularly thorough study of the correlation
between InAs NW growth and the Au layer thickness. We note here, that although
a universal correlation between the Au layer thickness, the formation of the alloyed
nanodroplets, and the area density and size distribution of the resulting NW ensemble
certainly exists, this correlation is not easily identified, since temperature and duration
time of the thermal heating step may produce competing effects [87, 90]. To realize
the ideal experimental situation shown in Fig. 4.4b, which would facilitate the optical
spectroscopy of single free-standing wires, we thus need to understand the formation
of the nanodroplets initiating the wire growth in our epitaxy in more detail. Hence, we
explore the effect of the Au layer thickness on the NW growth in a new range of very low
Au coverage.
5.1 Preparing the nanodroplet catalyzer
For this purpose, we prepare three GaAs(111)B wafers, covered by the nominal Au layer
thicknesses 5Å, 0.5Å and 0.05Å, as the growth substrates for a sample series. In three
successive growth runs, we heat each of the substrates to a temperature of 600 ◦C for
15 min before initiating the regular NW growth, thus creating identical conditions for the
nanodroplet formation in all three runs. After the growth we investigate the effect of the
Au layer thickness on the density of NWs grown per area by scanning electron microscopy.
Fig. 5.1a-c shows three top-view micrographs displaying a (5× 5)µm2 section of the three
wafers. The magnification is identical in each micrograph and the scale bars indicate a
length of 1 µm.
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Figure 5.1: Top-view scanning electron micrographs reveal the effect of reducing
the Au layer thickness from 5 to 0.05Å on the growth of our GaAs NWs. (a)
About 5 wires per µm2 grow on a 5Å Au substrate, showing a broad distribution
of small and large NW diameters. (b) A 0.5Å Au substrate facilitates the growth
of a more homogeneous ensemble with 1 wire per µm2. (c) Reducing the Au layer
thickness to only 0.05Å decreases the number of wires to less than 1 per µm2,
perfectly suiting the requirements of our experiment. The individual micrographs
have a size of (5 × 5)µm2 and the scale bars indicate 1 µm.
The micrographs clearly illustrate the observed trend: The number of NWs per area
decreases drastically as the Au layer thickness is reduced. The sample, initially covered
by 5Å Au, not only contains a high number of approximately 5 wires per µm2, but
also displays a vast dispersion of small and large NW diameters, as can be seen by the
differently sized white spots in Fig. 5.1a. Decreasing the Au layer thickness to 0.5Å
results in a more homogeneous diameter-distribution among the wires and reduces their
area density to 1 per µm2. Yet a comparison with the 1 µm-sized scale bar in Fig. 5.1b
shows that the wire-to-wire distance remains mostly below 1 µm, not yet fulfilling the
requirement of our optical experiment. However, upon further reducing the nominal Au
layer thickness to only 0.05Å, the NW density is now less than 1 wire per µm2. The
red-shaded circle in Fig. 5.1c indicates that the wire-to-wire distance is now sufficiently
large to excite only a single NW in the as-grown ensemble with the optical laser.
5.2 Two-step growth of wires with large
diameters
As discussed in the fundamentals of the VLS growth Chapter 4, GaAs NWs often have
lengths of few to tens of µm with diameters ranging from 70 to 150 nm. Although larger
diameters have been reported for the VLS growth (lateral cavity sizes of 300 nm or more
are for example required for GaAs-based nanolaser applications [94, 95]), these wires
were not catalyzed by our thin-film heating technique. In one example of large-diameter
wires, commercially available Au colloids with 250 nm-diameter were introduced into
the growth chamber to initiate the NW growth, resulting in the correspondingly large
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NW diameters [94]. In another example, the NW growth is based on a two-step method;
developed for the Ga-catalyzed growth, it represents an important step for the integration
of comparably large diameters also on Silicon wafers [95]. Following this approach,
we have developed a similar two-step growth to achieve large NW diameters with a few
hundreds of nanometers based on our thin-film heating technique.
First, we synthesize a low-density ensemble of NWs on 0.05Å Au substrates under
conditions suiting the high-purity WZ crystal phase (see Section 4.2.2), which results
in wires with lengths of ∼ 5 µm and diameters around 110 nm. These NW cores are
subsequently radially overgrown in the second step with an epitaxial GaAs shell. The
core, acting as a seed layer, imprints its WZ crystal structure on this additional layer of
GaAs. By cooling the wafer from the initial VLS growth temperature of 510 ◦C to a
lower temperature of 460 ◦C before depositing the additional layer, we can substantially
enhance the radial growth rate of this layer (cf. Fig. 5.4) while decreasing the axial growth
rate roughly by a factor of two. Here, we emphasize that only the large wire-to-wire
distances achieved by the thermal heating of 0.05Å Au films allows the application of this
two-step procedure without encountering major issues from shadowing of the molecular
beam by neighboring NWs, or a growing together of NWs in close proximity to each
other [96].
5.3 Growth of ultrathin nanowires
Although GaAs NWs have been synthesized for quite some time now, before the beginning
of this thesis reports about the effects of spatial carrier confinement in ultrathin VLS-grown
NWs have been absent. A new approach to the problem was then reported in 2015 [97],
claiming the tunable quantum confinement effect in Ga-catalyzed NWs synthesized on
Silicon wafers, as well as the emergence of the expected quantum signatures in optical
experiments. This new approach consists in the growth of a regular NW core followed by
a subsequent post-growth, high-temperature annealing step. As illustrated in the upper
panel of Fig. 5.2, this additional step is introduced to partially decompose the already
grown NWs, i.e., ideally the re-evaporation of Ga and As atoms decreases the diameter
and it might thus in principle be a route towards arbitrarily thin wires.
5.3.1 Post-growth annealing of nanowires
To investigate the effect of this post-growth annealing step on our Au-catalyzed NWs,
we fabricate a series of wafers, each containing nominally identical ensembles of NWs
with diameters around 90 to 110 nm. As described in Ref. [97], we stop the supply of
arsenic in the growth chamber after the growth of the NW core and subsequently heat
the substrate to the target temperature of the annealing step. After the time designated
to the annealing we terminate the process by rapidly cooling down the wafer, still in
the absence of an arsenic background pressure. The effect of the different annealing
conditions (i.e., temperature and duration) on the morphology of the wires is then studied
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Figure 5.2: The method of post-growth annealing for the fabrication of 1D wires.
The sketch in the upper panel illustrates the idealized concept of using the thermal
decomposition of regular-sized wires to obtain ultrathin NWs. Adapted from
Ref. [98]. Scanning electron micrographs in the lower panel (a)-(c) demonstrate
the main problems arising from the high annealing temperatures for Au-catalyzed
wires: mergence of neighboring wires, (a) and (c), or complete evaporation of
NWs from the wafer surface, (b). Scale bars are 1 µm.
by scanning electron microscopy. The main conclusions can be drawn from the individual
micrographs presented in Fig. 5.2a-c.
In the first growth run, we expose a wafer containing a high density of NWs (5Å
Au, i.e., more than 1 wire per µm2) to the annealing temperatures used in Ref. [97]:
680 ◦C. Analyzing the micrograph in Fig. 5.2a, it seems that the atomic constituents
evaporated from one wire rather re-adsorb on some of the neighboring NWs than to
actually completely desorb to the vacuum. Instead of thermally decomposing into
ultrathin wires, individual NWs lose their cylindrical form and frequently merge with
their neighbors into irregular shapes. Although this wafer was only annealed for 5 min,
such a high temperature during the post-growth annealing already completely destroys
the morphology of the NWs in a high-density ensemble. In a second growth run, we
try to circumvent the re-adsorption of evaporated atoms by preparing a low-density NW
ensemble (0.05Å Au, i.e., less than 1 wire per µm2, see Section 5.1) with higher lateral
distance between neighboring wires for the post-growth annealing. This time exposing
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the sample to an annealing temperature of 680 ◦C for 15 min, entirely evaporates almost
all NWs from the wafer surface and only very few wires remain. For these remaining
NWs, the concept of post-growth annealing accomplishes at least some results: For the
NW observable in the right half of Fig. 5.2b the diameter has decreased to ∼ 50 nm. In an
attempt to avoid the evaporation of entire NWs from the wafer, we lowered the annealing
temperatures to 650 ◦C and instead increased the annealing time to 120 min. Although a
much larger portion of NWs now remains on the surface (see Fig. 5.2c), the effect on the
morphology of the wires is similar to the unsatisfactory results from the first run. We
note that even quite a large number of further attempts in finding the right time duration
and temperature for the annealing step could not produce the desired effect.
Our study on the post-growth annealing of Au-catalyzed NWs thus indicates that the
method presented in Ref. [97] is not suited for a reliable fabrication of ultrathin GaAs
wires which would allow us to investigate the properties of spatially confined carriers in a
1D quantum system.
Very recent work also tackles the issue of fabricating ultrathin wires. In their publication,
Kim et al. propose an innovative 3-step growth method to synthesize ultrathin nanoneedles
with diameters down to 20 nm from the Ga droplet residing on the top facet of a regular
150 nm-thin Ga-catalyzed NW [99]. We will, however, show in the next section, that such
an additional step in the fabrication process is not required to catalyze wires with equally
small diameters in our growth approach.
5.3.2 One-step growth of ultrathin wires
Thermally heating a thin metallic layer on top of a semiconductor substrate often evokes an
interesting situation: due to its thermodynamic nature, the resulting nanodroplet formation
underlies a statistical size-distribution with diameters possibly spreading over tens of
nanometers [91]. At the lower end, this distribution is characterized by a minimum droplet
size that cannot be beat. Commonly attributed to the Gibbs-Thomson effect [75, 89, 91,
99], this lower bound for the size of a liquid nanoparticle thus directly constitutes also a
lower bound for the diameter of our NWs, which are catalyzed from the nanodroplets.
Although for our Au-Ga nanodroplets this lower bound appears to be about 15 nm [100],
which would in principle be perfectly suited to fabricate ultrathin wires, it is not self-
evident to obtain such small nanodroplets from the thin film annealing technique. For
larger Au layer thicknesses (>10Å), for example, the small nanodroplets disappear due
to Ostwald ripening (smaller nanodroplets merge to form larger particles, lowering the
energy in the system [91]), preventing the subsequent growth of ultrathin wires [100].
Despite this effect, we will show that we can synthesize ultrathin NWs using regular
growth parameters for the VLS growth of Au-catalyzed NWs by utilizing the very low Au
coverage of 0.05Å thin layers on top of GaAs(111)B substrates.
The key to fabricating an ensemble of ultrathin NWs by the Au-assisted VLS technique
lies in the preparation of the catalyzing Au-Ga nanodroplets with as small as possible
average diameter and a narrow size distribution, a requirement that can actually be fulfilled
by the thermal heating of the 0.05Å Au deposited on the GaAs(111)B growth substrates.
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Figure 5.3: (a) After 20 min growth time, the regularlyVLS-grownNWensemble
has a mean diameter of 20 nm and a very narrow standard deviation of only
±2 nm. (b) Scanning electron micrograph of a low density NW ensemble close
to the wafer edge viewed under 35° tilt angle. Growth was conducted for 60 min
resulting in diameters around 40 nm. (c) Side-view image of the same wafer
demonstrates the advantage of our approach: single upright standing NWs with
ultrathin diameter are well-isolated by µm-distances from their neighbors. Scale
bars in the left and right image indicate 1 µm and 500 nm respectively.
As a consequence, growing NWs under otherwise completely regular conditions, for a
short time of only 20 min thus results in NWs with a mean diameter of 20 nm and a very
narrow standard deviation of only ±2 nm, as can be seen from the histogram shown in
Fig. 5.3a. A scanning electron micrograph of such an ensemble of ultrathin wires, grown
for 60 min and viewed under 35° tilt angle, is shown in Fig. 5.3b. Note that a closer look at
this micrograph reveals a certain blurring of some of the wires. This effect is not a result
of low image resolution, but instead attributed to an electron beam-induced oscillation of
the ultrathin wires during imaging, that creates the blurring in the micrograph. Viewing
the same wafer from the side (cf. Fig. 5.3c) demonstrates the long, untapered, cylinder-like
shape of our ultrathin wires with the large distances between two neighboring NWs
perfectly suiting the requirements of our optical experiment.
By reducing the Au layer thickness to only 0.05Å, we avoid the effect of the Ostwald
ripening-induced disappearance of the small nanodroplets during the necessary heating
step discussed in Chapter 5. Eventually this led us to realize that the regular VLS growth
of our wires is actually well-suited to fabricate an ensemble of homogeneous NWs with
ultrathin diameters.
5.4 Overview: Tuning the nanowire diameter in a
sample series
Asmentioned in the introductory part of this chapter, extending the realm of NW diameters
accessible in our epitaxy plays a cornerstone role in the systematic investigation of the
diameter-dependent effects in our optical spectroscopy. In the end, we require NWs with
diameters tunable over a very wide range while the high quality of the WZ crystal phase
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is maintained throughout [88]. Using the methods developed in the previous two sections,
we fabricated a series of eight individual wafers covering NW diameters in a very large
range; from 20 nm, for the smallest, ultrathin wires, to very large wire diameters around
500 nm.
To guarantee a high crystal quality throughout our series, the NW growth for all eight
wafers was initiated under identical conditions, namely those suiting the high purity WZ
crystal phase of GaAs (see Section 4.2.2). First we discuss the wires grown with the
regular one-step method presented in Section 5.3.2. At a constant growth temperature
of 510 ◦C, a step-wise increase in the time during which Ga atoms are supplied from 20
to 125 min results in the growth of NWs with diameters 20, 25, 40, 90 and 110 nm. The
light blue hexagons in the upper panel of Fig. 5.4 represent the cross-sections of a few
exemplary NW diameters. To graphically demonstrate the wide range of NW diameters
covered by our series, the hexagons are drawn to scale. In Fig. 5.4 we plot the dependence
of the NW diameter on the growth time, as determined by scanning electron microscopy
characterization of a large number of wires. To the left of the dashed line, the graph
contains the regular VLS-grown wires, i.e., NWs are grown applying only the first step of
the two-step growth presented in Section 5.2.
By fitting the data in Fig. 5.4 with the proper linear function (see light gray line in Fig. 5.4
and description in the figure caption), this growth translates into a radial growth rate of
0.4 nm/min. At the same time, the length of the wires increases from 1 to 5 µm. To obtain
the larger wire diameters 160, 235 and 490 nm, we apply the two-step growth method
described in Section 5.2. The second step of this method is included to the right of the
dashed line in the graph. Due to the reduced substrate temperature of 460 ◦C the radial
growth rate increases to 1.1 nm/min, as determined from the linear fit plotted as a light
gray line.
Exemplary for our sample series, we show In Fig. 5.5 three scanning electron micrographs
of single as-grown NWs with the respective diameters of (a) 22 nm, (b) 113 nm and (c),
grown by the two-step method, 280 nm, as an example for our sample series. Note the
different magnification of the micrographs, indicated by the scale bar changing from 50 to
500 nm in (a) and (b), (c). To contrast this scaling of the images required for a full-sized
view of the single NWs shown in Figure 5.5a-c, we have also resized the same images to
fit a single common scale. Figure 5.5d-f thus only show a short segment of each of the
wires. As demonstrated by Fig. 5.5, resizing the micrographs to a common scale avoids
the misleading optical impression one might get when trying to estimate the actual NW
size from the images shown in (a)-(c). Printed to scale, however, the micrographs pro-
vide a realistic impression of the large range of wire diameters covered in our sample series.
Since the dimensionality of photo-excited carriers in a size-variable system like our NWs
is not strictly defined by a definite wire diameter, detecting the signatures of spatial
quantum confinement in our NWs emerging as a function of their diameter is essential to
understand the increasing influence of quantum effects. We thus need to be able to scale
the lateral dimension of our NWs during epitaxy in a controllable way. Combining the
individual steps presented in Sections 5.1, 5.2 and 5.3.2 allowed us to do exactly so. All
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Figure 5.4:Diameter-dependence of the wires synthesized fromAu nanodroplets.
To demonstrate the large range of diameters covered in our sample series, the light
blue hexagons in the upper panel, representing the NW cross-section, are drawn
to scale. Increasing the growth time t from 20 to 125 min continuously tunes
the NW diameter from 20 to 110 nm with a radial growth rate r of 0.4 nm/min.
Larger-diameter NWs are fabricated by overgrowth of a 110 nm-thin core with
an additional layer of GaAs at a lowered substrate temperature of 460 ◦C as
discussed in Section 5.2, enhancing the radial growth rate to 1.1 nm/min. The
NW diameters are fitted by the linear function 10 nm + 2rt in the 510 ◦C region
and 110 nm + 2r (t − 125 min) in the 460 ◦C region. The fits are plotted as gray
lines.
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Figure 5.5: Scanning electron micrographs of three single, as-grown NWs with
the respective diameters of (a) 22 nm, (b) 113 nm and (c) 280 nm. Note that the
magnification of the images changes from (a) to (b) and (c) (cf. scale bar). To
illustrate the immense difference in size covered by our sample series, a segment
of the identical wires shown in (a)-(c) is magnified to scale in the respective
micrographs in (d)-(f).
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NWs in our series are grown from 0.05Å Au substrates and synthesized under identical
initial conditions, varying only in the growth time during which the material is deposited
and, for the larger diameters, in the rate of this process. We further conclude that such a
systematic approach leaves very little room for unforeseen variations in crystal properties
like the number of point defects, or any structural inhomogeneities and is thus particularly
well-suited to investigate such sensitive properties like the spin relaxation time, or the
exciton lifetime.
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6
When we consider an electron moving through free space, the idea of one dimension
seems quite clear: the electron can either go back or forth. As soon as it comes to the
implementation of this concept in solid-state devices, however, the definition of one
dimensionality is less clear. Particularly distinguishable by the applied experimental
method, the various branches of low-dimensional physics thus often employ the attribute
one-dimensional, and in extension also the expressions spatial quantum confinement
and quantum wire, differently. In nanoscale optics, for example, the occurrence of
characteristic quantum confinement features in the optical emission spectra, like an
increase in the emission energy, or emission peaks from higher subbands, constitute
the right of calling a thin wire a quantum wire. These effects are usually considered
when the size of an object, i.e., in our context its diameter, becomes comparable to the
Fermi wavelength [101], or the exciton Bohr radius in the host material [40]. However,
both Fermi wavelength and Bohr radius may depend on external parameters like the
carrier density or the system size [102]. Using such a language to express what the term
one-dimensional (1D) exactly means is therefore not straightforward.
At the contrary, in nanoscale transport, the flow of electrons through the n-th subband of
a narrow constriction (e.g., a gate-defined quantum-point contact [103]) is considered
one-dimensional as soon as the signatures of quantized conduction are resolved in the
experiment. Apart from these employments, the terms quasi-1D, or quantum wire are
occasionally also used to describe narrow semiconductor channels with lateral dimensions
on the micron scale, underlining their size-differences against macroscopic objects [104,
105]. In this vast variety of terms and definitions, we follow here in this thesis a more
rigorous definition [106, 107]: We refer to a NW as being in the electronic 1D quantum
limit, when only the lowest 1D subband is occupied by the photo-excited carriers. In the
case of zero temperature and elastic scattering, the electrons in our wires are thus bound
to move along the wire axis; a situation much alike the above mentioned 1D electron in
free space going only back or forth.
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6.1 Confinement-induced electronic and optical
features
In this section we quantify the definition of 1D for our WZ GaAs NWs and the particular
conditions of our experiment, setting a diameter value which we consider as the 1D
quantum limit. With the help of a circular potential well model, we shed some light onto
the electronic band structure in the wires and estimate the quantum confinement effect on
the band dispersion. Joining our experiment with a theoretical estimate, we address the
size-dependent signatures of the exciton emission in our NWs to study the impact of the
increasing spatial confinement as we tune the wire diameter.
Some of the results, figures and contents presented in this chapter are part of a publication
and reported in Ref. [108].
6.1.1 Subband dispersion and the diameter-dependent
exciton emission
As illustrated by the sketch in Fig. 6.1, we conduct a µ-PL study on the wafer series
presented in Section 5.4 to investigate the diameter-dependent emission energy of single,
free-standing wires. A general observation we make in our study is that upon decreasing
the NW diameter d below 50 nm, a significant increase in the emission energy occurs. To
demonstrate this behavior, we show a series of time-integrated µ-PL spectra in Fig. 6.1a,
obtained under cw excitation, for eight single NWs with different diameter, which are
each representative for the respective wafer. The averaged emission energy of several
single NWs of nominally identical diameter is further summarized in Fig. 6.1b for each
of the eight different wafers. While no significant energy shift occurs for NW diameters d
in the range of 490 to 90 nm, a clear increase in the emission energy can be observed
for d < 50 nm. For the larger NWs, we measure an average emission peak energy of
E = 1.521 eV, which is consistent with earlier reports of the low-temperature PL emission
energy in WZ GaAs NWs [24, 88]. Upon decreasing the diameter d below 50 nm, the
emission continuously shifts towards higher energies by a total amount of ∆E ≈ 18 meV.
We attribute this spectral shift to the increasing spatial quantum confinement in the NW
core [21].
We estimate the effect of the spatial confinement on the subband energies in our NWs
from a circular potential well model with hard wall boundaries
En,l =
~2ζ2n,l
2m⊥(d/2)2
, (6.1)
where En,l are the energy eigenvalues that represent the 1D subbands, ζn,l denotes the
n-th zero of the Bessel function of the first kind Jl (ρ) and m⊥ is the effective mass along
the direction of confinement, i.e., perpendicular to the NW axis [109]. For the diameters
of our experiment, we expect the hard wall boundary condition to reliably estimate the
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Figure 6.1: Upper right corner: Illustration of free-standing NWs as they are
photo-excited in the µ-PL setup. (a) Luminescence emission from NWs with
different diameters. Each single NW spectrum represents one of the eight
individual wafers produced for our sample series. Spectra were normalized for
illustration purposes. The apparent broadening of the luminescence line-width
for smaller NW diameters is discussed in Section 6.4.1. (b) The peak energy of
the NW emission increases as a consequence of spatial quantum confinement.
Each value is obtained by averaging the peak energy from several single NWs.
The standard deviation (error bars) increases for smaller NWs, consistent with
the statistical diameter distribution of a self-assembled ensemble.
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subbands in our wires since the effects of spatial confinement on the single particle
energies are small compared to the height of the potential barrier provided by the AlGaAs
shell (∼300 meV [110, 111]). In Fig. 6.2a we plot the five lowest possible energy states
for electrons (red shaded lines) and holes (blue shaded lines) as a function of the NW
diameter. To calculate these subband energies, we have used the effective masses given
in Ref. [27]: m⊥,e = 0.075m0 and m⊥,h = 0.12m0. Note that the results of Ref. [27]
agree well with a recent experimental study on the electronic properties of WZ GaAs
NWs [112].
A quantitative comparison between the diameter-dependence of the exciton emission
energy in Fig. 6.1b and the diameter-induced change in the calculated transition energy
reveals a large discrepancy: at d = 20 nm, the potential well model estimates an increase in
the emission energy of 47 meV as compared to the largest wires; instead in our experiment,
we only observe an increase of 18 meV. This discrepancy will be addressed in more detail
in Section 6.2. In a next step, we will focus on the definition of the 1D quantum limit in
our NWs.
6.1.2 Defining the 1D quantum regime in nanowires
As already mentioned, in this thesis we stick to the rather rigorous definition of one
dimension that is also referred to as the true 1D regime [106, 107]: Wires are in this 1D
regime when only the lowest subband is occupied by the photo-excited carriers. Assessing
a specific diameter value, this definition thus depends on the optically injected carrier
density. We note that the 1D limit determined in the following is particularly true for the
time-resolved experiments rendering the central results on the spin and exciton lifetimes
in Parts III and IV.
After the photo-excitation in our experiment, the carriers relax to the minimum of the
conduction or valence band. The 1D limit in our NWs is therefore reached when the
thermalized energy distribution of electrons or holes is smaller than the splitting ∆
between the lowest two 1D subbands. When we increase the spatial confinement by
shrinking the NW diameter in our experiment, the energetic separation between two
successive subbands increases correspondingly. Starting from the lowest possible energy,
the optically excited carriers fill all available states from k = 0 to the Fermi wave vector
kF . At the low temperatures of our experiment (T = 4 K), the highest occupied energy
state is then given by the quasi-Fermi level in the conduction or valence band
EF = ~2k2F/(2m‖) , (6.2)
where kF = n1Dpi/2 relates the carrier density n1D to the Fermi wave vector kF in one
dimension [101]. In Eq. (6.2), the energy of the electrons and holes is determined by
their effective mass m‖ along the direction of free motion. We use m‖,e = 0.060m0,
m‖,h = 0.75m0 from Ref. [27] and n1D ≈ 1×106cm−1 (see carrier density calculations in
Section 3.2) to find that EeF = 16.5 meV for the electrons, whereas it is only E
h
F = 1.3 meV
for the holes. In Fig. 6.2b we show the corresponding parabolic dispersion along the
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Figure 6.2: One-dimensional band structure in a NW calculated according to
Eq. (6.1). (a) shows the diameter-dependence of the five lowest possible energy
states as estimated from a circular potential well model for the electrons (red
shaded lines), as well as for the heavy holes (blue-shaded lines). The insets
show a magnified view of the region of interest. The kinetic energy of the
photo-excited carriers is distributed along the direction of free motion. Their
parabolic dispersion is plotted in a simple two band scheme in (b) together
with the respective quasi-Fermi levels (dashed horizontal lines). Red and blue
colors are again associated with conduction and valence bands. The electrons or
holes in the NW have reached the 1D limit when the splitting between the two
lowest subbands ∆e,h is larger than the respective quasi-Fermi level Ee,hF . The
diameter-dependence of ∆e,h is shown in (c), where the quasi-Fermi levels are
depicted as dashed horizontal lines. The two crossing points reflect the 1D limit
for electrons (red) and holes (blue).
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positive k‖-direction in a simplified two-band model. The horizontal dashed lines indicate
the position of the quasi-Fermi levels relative to the minimum of the bands, the vertical
dashed line marks the Fermi wave vector kF .
In order to find the 1D limit for the carriers in our NWs, we calculate the diameter-
dependent splitting ∆e,h between the two lowest subbands for the electrons (e) and for the
holes (h). The result is plotted in Fig. 6.2c. The horizontal dashed lines again denote
the position of the quasi-Fermi levels, whereas their intersection with the ∆e,h-curve (full
lines) determines the diameter below which only one single subband is occupied. Due to
the highly anisotropic effective mass of the heavy holes, the 1D limit is reached already at
larger diameters in the valence band.
Determining the 1D quantum limit for our NWs in this way depends directly on the
photo-excited carrier density n1D. For d < 90 nm only the lowest subband is populated by
the holes in the valence band, while the same condition is fulfilled at diameters d < 35 nm
for the conduction electrons. We thus conclude that under the given pulsed laser excitation,
NWs with diameters below d < 35 nm belong to the true 1D regime in which electrons
occupy only the lowest 1D subband.
6.2 Enhanced Coulomb interaction: Increasing
exciton binding energies
From Eq. (6.1) we have calculated the diameter-dependence of the 1D subband energies,
i.e., the single particle states available for the photo-excited electrons and holes in
our NWs. Since the emission originates from photo-carriers around the Γ-point, the
diameter-dependent emission energy we detect in our luminescence experiment should
then correspond to a transition between the lowest possible conduction band state,
hereafter denoted Ee1(d), and the highest possible valence band state, respectively
denoted Eh1(d).
In order to conduct a quantitative comparison with the experimentally observed emission
energies, we plot the sum of the two single particle energies, Ee1(d) + Eh1(d), as a
function of the wire diameter in Fig. 6.3a. This curve quantitatively represents the
diameter-dependence of the lowest possible transition energy that is expected to arise
from the two lowest single particle states. While the same general trend as in our
experiment is observed, the quantitative evaluation of this transition energy reveals a
large discrepancy between the calculated single particle energies and the experimentally
observed exciton emission energies. The discrepancy is most notable for d = 20 nm: Here,
in the experiment, the exciton emission energy has shifted by ∆E ≈ 18 meV compared
to the largest wires, whereas the theoretical single particle description predicts a much
larger increase of 47 meV, as indicated by the red dot in Fig. 6.3a.
This discrepancy between theory and experiment results from the approximation of
non-interacting particles in our rather simple model. Neglecting the opposite charge of
the two particles does not cope at all with the physical reality of an attractive Coulomb
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Figure 6.3: (a) Calculated diameter-dependence of the sum of the minimum
single particle energies, Ee1(d) + Eh1(d). (b) As the wire diameter decreases,
confinement and dielectric screening affect the exciton states in our wires,
substantially enhancing their binding energy EB. In our experiment, the diameter-
dependent binding energies come out as the difference between the theoretically
calculated band gap and the experimentally determined emission energies shown
in (b).
interaction between them. In particular, this approximation definitely overlooks the
confinement-related diameter-dependence of the interaction–a specific feature of the
low-dimensional exciton state. Indeed, combining the effects of spatial confinement
and efficient dielectric screening of the attractive Coulomb potential, a low-dimensional
nanostructure can strongly modify the fundamental properties of excitons in the bulk. The
confined exciton is then characterized by a diameter-dependent exciton binding energy
and correspondingly also a diameter-dependent effective Bohr radius [42, 102, 113].
To estimate how strongly this binding energy EB (d) can be enhanced by tuning the NW
diameter, we calculate
EB (d) = Eg,0 + Ee1(d) + Eh1(d) − Elum(d), (6.3)
where we use a low-temperature single-particle band gap of bulk WZ GaAs, Eg,0 =
1.525 eV. Ee1,h1(d) are the diameter-dependent eigenenergies of the lowest subband in
the conduction and valence band as calculated from Eq. (6.1) and Elum(d) is given by the
luminescence peak energies of the NW emission. For the largest NWs, the bulk exciton
binding energy is ∼ 4 meV (calculated according to Eq. (2.4)) and thus comparable to the
binding energies reported for bulk GaAs [42]. Tying their motion to a single dimension
by confining the excitons on increasingly smaller scales in our wires strongly enhances
their binding energy. For the 20 nm-thin wires we find the largest enhancement, by a
factor of 8, resulting in an exciton binding energy of ∼ 33 meV.
The same physical principles affecting the exciton binding energies in our 1D wires indeed
have caused the prominent uprising of two-dimensional layers made from transition metal
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dichalcogenides owing to the occurrence of extremely large exciton binding energies
with hundreds of meV’s in these materials [114]. Before this background, we point out
that similarly large binding energies are also predicted for nm-thin semiconductor wires
surrounded by a medium with low dielectric screening [113].
By demonstrating the size-tunable binding energy of excitons in 1D wires, our analysis
highlights an interesting property of the NW system.
6.3 State-filling-induced emission from
higher-order subbands
Owing to the finite recombination lifetimes of excitons relaxed to the bottom of the
band, state-filling under high enough laser excitation power facilitates the occupation of
higher-order subbands by the photo-excited carriers. According to the optical selection
rules in a 1D wire [115], we might expect to find signatures of these occupied higher
subbands on the high-energy side of the emission spectra, if we sufficiently increase the
laser excitation power. Yet, even under the full-power excitation with our near-resonant
1.58 eV-laser diode such a high-energy peak does not show up in the emission spectrum
(light blue curve in Fig. 6.4a). However, when we excite the identical wire with a
non-resonant 1.80 eV-laser, a second emission peak indeed appears at the high energy side
of the emission spectrum, as demonstrated by the black curve in Fig. 6.4a. We attribute
this new peak to the radiative recombination of electrons and holes residing in a higher
1D subband. The experimentally detected difference of 31 meV between the two emission
peaks, observed for the 1.80 eV laser excitation, matches the theoretically predicted value
of the second lowest transition energy between 1D subbands, i.e., (Ee2−Ee1)+ (Eh2−Eh1),
for a diameter of d = 32 nm. Although this diameter value differs from the average wire
diameter measured in the NW ensemble, d = 25 nm, it lies well within the statistical
diameter distribution of the ensemble (as emphasized by the red bar in the histogram in
Fig. 6.4b).
We suggest that the occurrence of the second emission peak is not a matter of the high
excitation energy alone, but also related to the higher absorption of the high-energy
photons, resulting in larger e-h pair densities in the 1D wire despite the nominally same
excitation power.
Using a non-resonant (1.80 eV) laser energy reveals a feature in the NWemission spectrum,
which agrees well with our theoretical estimate of the second lowest transition energy in
a 1D wire. Hence, this observation further highlights the 1D character of our ultrathin
wires.
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Figure 6.4: (a) The higher laser excitation energy reveals a high-energy peak in
the emission spectra from a nominally 25 nm-thin wire, attributed to the radiative
e-h recombination from higher subbands. Signals in the range from 1.53 to
1.57 eV of the light blue curve are an artifact of this particular measurement and
do not belong to the wire emission. (b) Statistical diameter-distribution of the
NW ensemble with nominally 25 nm diameter. The energy difference between
the two peaks in (a) agrees well with the theoretically predicted value for a
diameter of d = 32 nm (red bar) found within the statistical diameter distribution
in the wire ensemble.
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6.4 Confined to quantum scales: Features of
photo-carriers in 1D wires
In addition to the optical emission features related to the subband formation in thin wires,
our luminescence experiments uncover further peculiar features in the 1D wire emission
spectra.
6.4.1 Trion signatures in the 1D wire emission spectra
In PL experiments, some of the more subtle features in the emission spectra may smear
out, or disappear entirely, under elevated excitation powers. To steer clear of overlooking
these features, we have investigated our NWs under very low-power excitation and
analyzed the diameter dependence of their luminescence. To avoid parasitic PL signal
from the substrate and to ensure that the observed luminescence originates exclusively
from the NWs, we remove the free-standing wires from the GaAs growth substrate and
disperse them onto non-luminescent Si/SiO2 substrates. Due to small differences in
the thermal expansion between GaAs and Si, at low temperatures the substrate strains
the deposited NWs and thus slightly lowers the overall band gap as compared to the
unstrained, free-standing wires [116].
In Fig. 6.5a-c we show the low-temperature luminescence from three NWs with diameters
decreasing from 110 to 25 nm. According to the estimate derived in Section 3.2, the
low-power cw excitation creates a carrier density n0 ≈ 4×104cm−1, far below the Mott
transition. Such photo-excited carrier densities correspond to an occupation number
as low as 4 e-h pairs in the entire wire and the luminescence is thus dominated by
excitonic transitions [40, 117]. Hence, the main emission peak observed in Fig. 6.5a-c is
attributed to the free exciton recombination in our wires, its smooth line shape reflecting
the distribution of free carriers with a full width at half maximum of (1.7 ± 0.2) meV that
varies only slightly as the diameter decreases. Importantly, when we decrease the NW
diameter, the free-exciton emission retains its overall line shape, confirming the presence
of a delocalized 1D wave function [49, 117]. Promoting the high crystal quality of the
wire, this observation therefore strongly speaks against structural inhomogeneities, e.g.,
slight local diameter variations, that would capture and localize excitons, leading to an
inhomogeneously broadened NW emission. In the end, the emission spectra shown in
Fig. 6.5 highlight the 1D character of excitons in our ultrathin wires.
A closer look at Fig. 6.5 yields another interesting features in the NW emission spectra.
Upon decreasing the diameter of our wires from d = 110 nm to 25 nm, the low-power cw
excitation first reveals a shoulder emerging in the spectrum at the low-energy side of the
free exciton emission, which further develops into a clearly distinguishable second peak
at d = 25 nm (cf. Fig. 6.5a-c). We interpret this lower energy peak to originate from
the three-particle trion complex–single excitons bound to residual charge carriers–also
observed in two-dimensional structures [118, 119]. Simultaneously, in Fig. 6.5b and c,
we note an increase in the energy separation between the peaks such that, at d = 25 nm,
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Figure 6.5: (a)-(c) Low-temperature luminescence profiles of three NWs with
different diameters. The low-power cw excitation reveals a second peak emerging
at the low-energy side of the free exciton emission. Under low-power cw
excitation, the 1D carrier density is n0 ≈ 4×104cm−1, corresponding to numbers
as low as 4 photo-excited excitons in the entire wire.
the two peaks are clearly distinguishable and separated by a peak-to-peak distance of
3 meV. A priori, the reason for such a shift is not obvious, since it suggests a different
diameter-dependence of the binding energy of an exciton and a trion. A detailed theoretical
analysis of this problem however indeed explains the increasing energy separation between
the exciton and the trion observed in Fig. 6.5 to result from the differences in the dielectric
screening predicted for excitons and trions in semiconductor NWs [113] and thus confirms
our experimental observation.
6.4.2 Many-body interactions in the 1D e-h system
The optical emission features presented so far have mainly been obtained under relatively
low photo-excited carrier densities and were thus governed by excitonic emission. In the
following, we analyze the emission from highly excited 1D wires.
Figure 6.6 illustrates how the emission from a 25 nm-thin wire with a length of 1 µm
(the same wire as shown in Fig. 6.5c) evolves under increasing e-h pair density. In our
experiment, increasing the laser power by two orders of magnitude brings the optically
excited carriers into a regime above the Mott transition: instead of 4 excitons, we now
excite up to 400 electrons and holes in the 1D wire. In a simple 1D picture of beans on a
string, this excitation results in an inter-particle distance of only 1 µm/400 = 2.5 nm. As
the carrier density increases, both the luminescence signals from the free exciton and the
trion overlap until the two peaks are no longer distinguishable at high carrier densities.
According to Ref. [40], the Coulomb screening between the densely packed electrons and
holes dissolves the exciton states and the photo-excited carrier ensemble transforms into
an e-h plasma. This effect is responsible for the broadening of the line-width observed in
Fig. 6.1a [117].
Interestingly, while the line-width of the emission peak broadens under the increasing
photo-carrier density, the energy position of the peak is hardly affected, as may be
recognized in Fig. 6.6. We attribute this observation to the mutual compensation of two
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Figure 6.6: Effects of high excitation density on the emission spectra of a 25 nm-
thin wire. Increasing the carrier density from n0 ≈ 4×104cm−1 to 100 × n0
dissolves the excitons in the system and merges the two excitonic peaks into a
single, broadened emission peak.
counteracting effects in the emerging e-h plasma [40]: On the one hand, the attractive
Coulomb potential binding the excitons is increasingly screened by ionized, free electrons
and holes, which decreases the exciton binding energy, causing a shift of the emission
peak towards higher energies. On the other hand, many-body interactions become more
and more pronounced and renormalize the band gap, instead pushing the emission energy
into the opposite direction on the energy scale.
Our luminescence experiment therefore clearly supports the occurrence of an e-h plasma
under high excitation power in our 1D wires. We would however like to remark that, while
the e-h plasma state is commonly observed in GaAs bulk and quantum well structures, its
occurrence in a 1D wire is not self-evident. In fact, in 2008, investigating the high-density
e-h system in 1D InAs wires, Alén et al. demonstrated the transition of free excitons into a
very different many-body state called the e-h liquid [120]. Their work is the first to report
of such a transition in a direct semiconductor. Under increasing e-h pair density, the
occurrence of this peculiar state was evidenced by a new peak emerging on the low-energy
side of the exciton emission spectra; a characteristic signature of the e-h liquid phase [41].
We thus note with particular interest the absence of this low-energy emission feature in
our 1D GaAs wires in Fig. 6.6.
6.5 Summary and outlook
Owing to the advances in the NW fabrication presented in the last chapter, our wires
are diameter-tunable in an unprecedented range, enabling us to monitor a number of
confinement-induced electronic and optical effects, which evidence the 1D character of
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our wires. The diameter-dependence of the exciton emission energy, for example, clearly
reflects the increasing spatial confinement. On the basis of a potential well model, we
estimate the subband dispersion in the NWs and eventually determine a diameter below
which our wires are in the 1D quantum regime.
Studying the wire luminescence further uncovers a strong diameter-dependence of exciton
binding energies in NWs; for the smallest diameter, exciton binding energies reach up
to 33 meV, an eight-fold increase as compared to the largest NWs. Moreover, the 1D
character of our ultrathin wires unfolds also under high excitation power: A second,
higher-in-energy peak emerges in the emission spectrum, which agrees well with our
theoretical expectation for the next dipole allowed transition from higher 1D subbands. A
detailed examination of the wire emission reveals also the more intricate optical features.
Very low power excitation brings forth a low-energy shoulder in the exciton emission
spectrum, which originates from the three particle trion complex. Very high power
excitation, on the other hand, produces the signatures of excitons dissolved into an e-h
plasma; per se surprising, since a recent publication reports the transition of excitons in a
1D wire into a different many-body state called the e-h liquid [120].
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Spin phenomena
in semiconductor
nanowires

Over the past thirty years, utilizing the spin of an electron as the information carrier has
been the central aspect around which the field of spintronics has evolved ever since [59,
121]. In this field, the combined interaction of the spin and the orbital degrees of freedom
is of fundamental importance for the development of spintronic device concepts, since it
has been shown to directly influence the spin dynamics of mobile charge carriers in the
crystal, in particular the spin relaxation [51–53, 55, 64, 122]. Combining optimized SOC
and the interesting geometrical form factor, NWs are strong candidates for the realization
of spin-field-effect transistor concepts [123], spin–orbit quantum bits [124–127] or the
experimental demonstration of Majorana fermion bound states [4, 127, 128]. And yet,
compared to their higher-dimensional counterparts, properties like the spin relaxation
dynamics were hardly addressed in NW experiments.
Focusing on spin-related phenomena, this part of the thesis will demonstrate that our
optical study of spin relaxation in semiconductor NWs substantially contributes to fill
this gap; both from an experimental point of view, opening interesting perspectives for
spin transport, as well as from a theoretical angle, advancing the understanding of spin
relaxation processes in semiconductor wires. Adding on top of that, our experiments on
ultrathin NWs allow a glimpse at the peculiar properties of electrons confined to a single
dimension.
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free-standing wire
7
In this chapter, starting from the example of single, free-standing wires with typical,
regular-sized diameters around d = 100 nm, we will introduce a contact-free, non-invasive
optical method of spin injection intoNWs and use it to uncover a variety of spin phenomena.
Although these wires do not show the emission signatures of quantum confinement–and
might thus be regarded as small pieces of bulk WZ GaAs–we will show in Chapter 8 that
the observed spin dynamics differ strongly from the experimental reports for III–V bulk
WZ semiconductors, such as GaN [129–132], already indicating the encounter with new
spin-related phenomena in NWs.
Some of the results, figures and contents presented in this Chapter are part of an article
reported in Nature Communications [133]. The time and magnetic field-dependent
measurements were performed in a cooperation together with Prof. Dr. Tobias Korn and
Prof. Dr. Christian Schüller. The model introduced in Section 8.2.3 was developed in
close collaboration with Dr. Martin Gmitra, Prof. Dr. Jaroslav Fabian and Prof. Dr. Tobias
Korn.
7.1 Preparing a nanowire sample for optical spin
injection
Owing to our advances in the NW growth process (cf. Section 5.1), wafers with large
wire-to-wire distances in the as-grown ensemble are now readily available. We are thus
able to optically study spin phenomena in only one single wire at a time, despite the 1 µm
lateral size of our laser excitation spot. The first step in this enterprise goes beyond the
mere single wire excitation: To unambiguously demonstrate the actual optical injection of
spins into a single and upright standing NW involves excluding any structural effects (e.g.,
NW bending induced by bundling with neighboring wires [134, 135]). For that purpose,
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Figure 7.1: Free-standingWZGaAs/AlGaAs core/shell NWs. (a) Representative
scanning electron microscope image of a single, free-standing NW used for
optical spin orientation experiments. The scale bar indicates 2 µm. (b) Top-view
image of the NW in (a), showing the solidified hemispherical catalyst droplet
atop the hexagonal NW. Scale bar, 50 nm. (c) Schematic representation of the
core/shell NW and the orientation of the coordinate system with respect to its
axis, denoted as the z ‖ [0001] axis.
we want to be able to first identify a single wire with high crystal quality in our optical
spectroscopy, then locate its position on the sample and finally relocate the same wire,
over the course of weeks, in different setups and measurement configurations. In order
to implement these individual steps, we have developed a routine which prepares a NW
sample prior to any measurements. The details of this routine are described in Refs. [98,
136]. Here, we summarize the important steps: Dipping the as-grown NW sample into an
ultrasonic Isopropanol bath reduces the NW density locally, creating a spatially highly
inhomogeneous distribution of standing wires. On the scale of tens of µm, this spatial
distribution of still standing wires forms a pattern that is unique and can therefore be
repeatedly identified in optical microscopy. Providing any way of large scale orientation
on the sample on the hundreds of µm scale (for example by gold structures evaporated
onto the sample through the pre-defined holes of a shadow mask, or simply by fine-line
scratching using a thin needle), then allows us to relocate the position of the characteristic
NW pattern on the sample surface. Eventually the isolated, single NWs existing within
these patterns are easily identified, characterized and then relocated in our µ-PL setup.
To avoid possible damage by the high-energy electrons, the sample is only mounted into
a scanning electron microscope after all optical measurements are completed. In this
microscope, the µ-PL-characterized NWs can be identified and investigated with high
spatial resolution.
Figure 7.1a shows a representative scanning electron micrograph of such an individual,
free-standing wire used for the optical measurements presented in the following sections.
As described above, this wire was first identified in µ-PL spectroscopy, fully characterized
as outlined in Section 4.2.2 and then located on the sample. After its spin properties were
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measured in different experiments, the same identical wire could be located, identified
and morphologically studied in the scanning electron microscope. The length of the
wire is l = 5 µm and the total diameter is d = 120 nm. Figure 7.1b further displays a
top-view of the same wire, revealing its characteristic hexagonal cross section and the
solidified hemispherical catalyst droplet at the tip. According to transmission electron
microscopy, the six equivalent sidewall facets are oriented along the 〈112¯0〉-directions
of the WZ unit cell, as sketched in Fig. 7.1c. We will use the wires from this wafer and
their circularly polarized emission to demonstrate the efficient optical injection of spin
polarized electrons in the following section.
7.2 Spin signals under continuous excitation and
detection
A schematic of our optical approach is depicted in Fig. 7.2a: A free-standing NW is
continuously excited with circularly polarized laser light propagating parallel to the NW
cˆ ‖ 〈0001〉 axis. A typical area scan of the integrated PL intensity of a NW is shown in
the inset of Fig. 7.2b in false color coding, evidencing the single wire spectroscopy. In
Fig. 7.2b , showing the polarization-resolved µ-PL emission of the wire at T = 4.2 K,
each of the spectra contains two characteristic peaks. The one at E = 1.491 eV is also
seen when exciting the bare substrate. It stems from excitons bound to single carbon
impurities in the GaAs substrate (see Section 2.1, or Refs. [137, 138]). The high intensity
luminescence peak at E = 1.521 eV and its narrow linewidth of ∆E = 3 meV, however,
are characteristic for the free-exciton emission in stacking-fault-free WZ GaAs NWs [24,
88].
The wire is continuously excited under the σ+ circularly polarized emission of a 1.58 eV,
near-resonant laser, estimated to solely induce the heavy hole states-to-conduction band
transition in the WZ GaAs core [20, 23, 25, 139–141]. The black curve in Fig. 7.2b
shows the spectrum obtained for continuous (i.e., time-integrated) detection of the
σ+ polarization of the resulting emission, while the blue curve shows the spectrum of the
σ− polarization. The corresponding integrated PL intensity I+ of the WZ free exciton
is much stronger than its counter-polarized component I−, revealing significant circular
polarization of the luminescence of the WZ GaAs NW in the absence of an external
magnetic field. The degree of circular polarization, defined as PC = (I+ − I−) / (I+ + I−),
reaches ∼54 %. Note, that in contrast, the substrate-related peak shows no significant
circular polarization. This large degree of circular polarization of the characteristic NW
emission is a strong indication of efficient optical injection of spins into the wire. Yet, as
we will see in Chapter 11, static polarization effects in NWs can be induced by structural
asymmetries, rendering this particular experiment inconclusive as solid evidence of actual
spin injection. We thus require further evidence for the successful optical spin injection
into a single wire.
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Figure 7.2: Optical spin orientation in single WZ GaAs NWs. (a) Schematic
representation of the measurement geometry used for optical orientation measure-
ments in our experiment. An isolated, free-standing NW is individually excited
by a tightly focused circularly polarized laser beam propagating parallel to the
NW axis. Helicity-resolved PL emission is detected in confocal configuration
along the NW axis. (b) Polarization-dependent µ-PL spectra of a single, free-
standing WZ GaAs NW at 4.2 K under circularly polarized excitation. While the
substrate peak at E = ∼1.491 eV holds no significant circular polarization, the
NW emission at E = 1.521 eV is highly polarized with a degree of polarization
of ∼54 %, indicating efficient optical orientation of spins in the wire. Inset shows
an area scan of the integrated PL intensity in the vicinity of a NW in false color
coding, evidencing single NW spectroscopy. Scale bar, 1 µm.
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Figure 7.3: Hanle effect measurement for a single WZ GaAs NW. The degree
of polarization of the WZ free exciton emission decreases as a function of the
transverse magnetic field. The continuous blue line is a Lorentzian fit to the data
using equation (7.1). The schematic measurement configuration is superimposed.
Precession in a transverse magnetic field
In the presence of spin relaxation, an optically injected spin ensemble should be depolarized
by spin precession in an external transverse magnetic field (Hanle effect [142]), according
to [51]
PC(B) =
PC(0)
1 + (ωLτ∗)2
,
1
τ∗
=
1
τpl
+
1
τs
, (7.1)
where PC(0) is the degree of polarization at zero magnetic field and τ∗ is the effective
spin lifetime, which is given by the inverse sum of the luminescence lifetime τpl and the
spin relaxation time τs. ωL = g∗µBB/~ is the Larmor spin precession frequency induced
by the external magnetic field B, µB is the Bohr magneton, g∗ is the transverse effective
electron g-factor, and ~ is the reduced Planck constant.
In Fig. 7.3 we thus plot the experimentally determined degree of circular polarization of
the WZ free exciton as a function of the magnitude of an external magnetic field applied
perpendicularly to the NW axis. In addition, the blue curve represents a fit of the Hanle
function to our data. The excellent agreement of data and fit represents clear evidence for
the successful optical injection of a spin ensemble into the single NW. However, without
knowing the g-factor of WZ GaAs, the time-integrated Hanle measurements cannot be
used for a quantitative determination of relaxation times of the spin-polarized electron
ensemble in the NW.
With the experiments presented so far, we have outlined a way to identify single, free-
standing wires, relocatable in our setup, which show highly polarized emission after
circularly polarized laser excitation. In a perpendicular magnetic field, the emission is
depolarized in a predictable manner, evidencing the Hanle effect.
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Figure 7.4: Time-resolved emission from a wire excited with short, circularly
polarized pulses. (a) The emission is sorted into the two oppositely circularly
polarized components labeled as σ+ and σ−. The observed intensity difference
between the two polarization components, and in particular the dynamic decay
of this difference, evidences the optical spin injection and further indicates the
time scale for spin relaxation. (b) The temporal evolution of the injected spin
polarization is obtained from the curves in (a). The right (σ+) and left (σ−)
polarized components of the emission render the degree of spin polarization
according to Ps = (σ+ − σ−) / (σ+ + σ−). Fitting the spin decay to a single
exponential results in a spin relaxation time of τs = 1.5 ns for this wire.
7.3 Dynamic detection of spin relaxation
As was mentioned before, detecting the circularly polarized NW emission continuously
over time cannot reveal any quantitative information about the dynamic properties of the
spins in the system unless the dynamics of e-h pair recombination are precisely known. In
NWs, however, as we will see in Part IV, these e-h pair dynamics can vary substantially
as a function of the NW diameter, thus obscuring any information on the dynamics of the
spins one might otherwise get already from the time-integrated detection of circularly
polarized emission. Hence, we detect the luminescence resolving both the dynamics
and the polarization of the NW emission after exciting the wires with the 70 ps pulses
of the near-resonant laser diode . Figure 7.4a shows one pair of such counter-polarized
emission decay curves obtained from a single wire. The labels σ+ and σ− again mark
the detection of the respective right and left circularly polarized emission. After a rapid
increase of the PL signal, the two counter-polarized curves display a significant difference,
which decreases over time until at around 3 ns after the excitation, they merge and their
difference vanishes in the signal noise. The dynamic change of the two curves, and
in particular the time period before they merge, already marks the time scale of spin
relaxation. To get to the actual spin signal, we calculate the degree of spin polarization
Ps = (σ+ − σ−) / (σ+ + σ−) and plot it on a semilogarithmic scale in Fig. 7.4b. Upon
fitting the observed decay with a single exponential decay function, we obtain a spin
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relaxation time of τs = 1.5 ns for this wire. We discuss the fitting routine for spin signals
in detail in Section 3.3. We interpret the observed spin decay as the relaxation of the
electron spin polarization, which is evidenced by both, the finite g-factor demonstrated
in Section 8.1, as well as our estimate of the short hole spin relaxation time given in
Section 9.2.2 and Appendix A.3. Investigating various aspects of the observed electron
spin relaxation in this experiment will be the subject of the next chapter. For now, we
would like to note that the experiment shown in Fig. 7.4 represents the first optical
measurement to monitor the decay of a spin polarization in a NW.
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Constituting a prime motive behind the goal to synthesize a diameter-tunable NW system,
we will now survey the progressive developments of an idea to suppress spin relaxation in
narrow semiconductor channels and present the current state of literature on the topic.
In general, the transport of spins in III-V semiconductor nanostructures is considered
an important platform for quantum information transfer [14, 123], although genuinely
limited by the process of spin relaxation, which itself, is particularly often dominated
by the Dyakonov-Perel (DP) mechanism in III-V materials [53]. Ever since it was
speculated that this DP spin relaxation may be strongly suppressed in 1D semiconductor
channels [13–16], utilizing the anticipated high spin coherence of mobile charge carriers
reflects a long-standing goal in the community. Narrow semiconductor channels made
of the technologically important III-V compounds represent a particularly promising
platform in this regard. However, these speculations about ultralong spin coherence in
1D could as yet not be tested in experiments. Instead, dating back close to twenty years,
Mal’shukov and Chao [14] realized en route that the DP relaxation of a spin polarization
can be substantially reduced already in channel widths considerably wider than what is
regarded as the 1D regime. Monte Carlo simulations by Kiselev and Kim [15] revealed a
similar observation and the effect was eventually experimentally evidenced by Holleitner
et al. in 2006 probing the spin relaxation in etched InGaAs wires with lateral sizes
ranging from 0.4 to 20 µm [104]. While the predicted suppression was indeed observed,
it was at the same time also limited by higher-order corrections to the SOC and the spin
relaxation times thus effectively only increased from 10 to 30 ps. Accounting for the finite
lateral size of the wires by including the appropriate boundary conditions in his analytic
approach, these observations were further confirmed by S. Kettemann [143] deriving the
suppression of spin relaxation from the weak localization correction to the conductivity
of narrow semiconductor wires. Experimentally, much longer spin relaxation times of
mobile charge carriers in thin wires were reported only recently for the emergent states
of a persistent spin helix [144, 145]. Here, comparably long spin relaxation times of
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several nanoseconds were observed for narrowly etched GaAs-based channels. In light of
these reports, studying different aspects of the spin relaxation in our very thin NWs (as
compared to the afore mentioned etched channels) might uncover an interesting potential
of NWs for spin transport.
8.1 Effects of a transverse magnetic field
In other experiments on WZ semiconductors the magnetic field-dependence of spin
relaxation could be used to identify the relaxation mechanism: Encoded in the SOC, the
crystal structure of bulk GaN, for example, creates a characteristic anisotropy in the DP
relaxation mechanism, which uncloaks in a transverse magnetic field [129–132].
Here, we present the results of an analogous approach in our experiment; the complex
dynamics of spins under a magnetic field.
These measurements were performed by mounting the sample between the coils of an
electromagnet, where magnetic fields up to ∼400 mT could be applied in the sample
plane perpendicular to the NW axes. We can therefore monitor the dynamics of spins
in our wires as we externally apply a transverse magnetic field. Note that all of the
results presented exemplarily for one wire in the following were qualitatively confirmed
by measurements on several individual NWs from the same wafer.
Figure 8.1a depicts typical time-resolved spin polarization transients of a single, free-
standing WZ GaAs wire with a regular-sized diameter of d = 90 nm for externally applied
transverse magnetic fields Bext from 0 up to 400 mT. According to a single exponential
decay fit, the e-h pair emission from the wire decays with a recombination lifetime of
τpl = 9.4 ns (formore details see Part IV).While for Bext = 0 the spin decay is characterized
by a single exponential, two main features arise as soon as an external magnetic field is
applied perpendicularly to the NW axis. First, we observe a characteristic oscillatory
behavior with increasing frequency for increasing Bext, and second, a significantly steeper
slope of the envelope compared to the zero field transient.
The effective electron g-factor The oscillations in the spin polarization transients
arise from spins precessing around the external magnetic field Bext with a frequency
corresponding to the Larmor frequency ωL = g∗µBBext/~. According to the optical
selection rules, the precession around Bext leads to a periodic change between σ+ and
σ− polarized luminescence and consequently to the oscillations in the spin polarization
transients. The corresponding values ofωL are extracted from the fits (see next paragraph)
and plotted in Fig. 8.1b as a function of the applied field Bext. From a linear fit to the data
we calculate the effective g-factor for the WZ GaAs NW to be |g∗ | = 0.28 ± 0.02. This
value is different from its zincblende counterpart (i.e., |g∗ | = 0.44 [146]). Importantly,
this experiment finally proves the validity of our initial assumption, stating that optical
orientation in our wires is sensitive to the spin relaxation processes of electrons instead
of holes: The magnetic field-induced oscillations can be unambiguously attributed to
conduction electrons, since the effective g-factor of heavy holes in the WZ crystal is zero
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Figure 8.1: Magnetic field effects on the spin dynamics. (a) Typical time-
resolved transients of the spin polarization for a single, free-standing WZ GaAs
NW at 4.2 K for transverse magnetic fields from 0 to 400 mT. The transients are
fitted to a single exponential for Bext = 0 and to a damped cosine (continuous red
lines) for Bext > 0, respectively, accounting for Larmor precession in non-zero
magnetic fields. (b) Extracted values of the Larmor precession frequency as a
function of the externally applied transverse magnetic field. From a linear fit to
the data (continuous red line) we determine the absolute value of the effective
electron g-factor in WZ GaAs NWs to be |g∗ | = 0.28± 0.02. (c) Variation of the
spin relaxation time τs as a function of the transverse magnetic field. The sudden
decrease of τs in an external magnetic field reflects an intrinsic spin relaxation
anisotropy, with spins pointing along the NW axis relaxing substantially slower
than spins perpendicular to the NW axis. The dashed red line marks the drop
from the zero-field value τ0s to τBs ≈ τ0s /3 in a transverse field. Error bars
correspond to the standard error for fitting the spin polarization transients.
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in this configuration [112, 147].
We would further like to make a general note about measuring the g-factor in optical
orientation experiments. The applicability of the method is limited, mostly by the finite
magnetic fields that can be applied in our setup. Depending on the magnitude of this field,
the observed number of oscillations determines the quality of the fit. At the same time,
setting the time period over which a signal may be observed, the spin relaxation time
as well as the carrier recombination time must lie in the appropriate range. In the wire
we presented, these requirements were well-balanced (ωLτs ≈ 1) and the measurement
was thus successful. For the larger diameter wires presented in the next sections, the
luminescence carrier lifetimes were substantially shorter (see Chapter 10), so that less
oscillations are visible, decreasing the quality of the fit and eventually the determination
of a reliable diameter-dependence of the g-factor.
Unusual spin dynamics in WZ GaAs NWs The second observation we make in
our experiment is a significantly faster decay of the spin polarization transients for Bext > 0.
Since the temporal decay of the spin polarization transients is directly linked to electron
spin relaxation, the considerably slower decay of the zero field trace as compared to the
envelope for Bext > 0 reflects a distinct increase of spin relaxation in the presence of
a transverse magnetic field. To quantify this effect, we determined the corresponding
spin relaxation times τ0s (Bext = 0) and τBs (Bext > 0) by fitting the polarization transients
to a single exponential decay Ps = exp(−t/τ0s ) for zero magnetic field and to a damped
cosine
Ps (t) = exp(−t/τBs ) cos (ωLt) for Bext > 0,
respectively. Figure 8.1c exemplarily presents the magnetic field-dependence of τs for a
single, free-standing NW, from the same wafer as discussed in the previous chapter (cf.
also Figs. 7.3 and 7.4), in transverse magnetic fields up to 400 mT. All measured NWs
qualitatively show the same behavior: The initially long spin relaxation time τ0s ≈ 1.5 ns
drops to a substantially reduced value τBs ≈ 0.5 ns in the presence of a transverse magnetic
field. Clearly observable in Fig. 8.1c, this reduction of the spin relaxation time in an
external field reflects an intrinsic spin relaxation anisotropy in WZ GaAs NWs: As
discussed in Section 2.4.1, spins point along the NW axis (‖ WZ cˆ-direction) after the
excitation; a direction along which they experience a relatively weak relaxation. However,
when an external field is applied, spins are forced to rotate in a plane perpendicular to this
field, i.e., out of their initial orientation, where they experience a stronger spin relaxation,
resulting in a shorter relaxation time.
In order to shed some light onto this unusual behavior of electron spins in a regular-sized
wire, we approach the problem in the theory of the DP mechanism [64, 122], which
dominates the spin dephasing of free, delocalized electrons in most III-V semiconductor
bulk and nano-heterostructure samples [52, 55] and furthermore also in the above
mentioned examples of WZ semiconductors [129–132]. In the next section we present
a model for the unusual NW spin dynamics developed in the framework of DP spin
relaxation, involving the contributions to SOC at the NW sidewall-facet-interfaces.
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8.2 Towards a microscopic theory of spin
relaxation
The unusual magnetic field dependence shown in Fig. 8.1c is counterintuitive when
compared to previously reported experiments on spin dynamics in related bulk WZ
GaN structures [129–132]. In these bulk GaN samples, using a similar measurement
configuration, an increase, instead of the decrease showing in our experiments, is observed
in the spin relaxation timewhen a transverse magnetic field is applied. In their experiments,
accounting for SOC in the form of spin-orbit fields in the framework of the DP mechanism
provided a comprehensive understanding of the measured dynamics. Connecting to this
description, we start our analysis in the following by elucidating the effect of a transverse
magnetic field on the DP mechanism in bulk WZ semiconductors.
8.2.1 Dyakonov-Perel spin relaxation in bulk wurtzite
semiconductors
As addressed in Section 2.4.2 and further discussed in Refs. [51–53, 55, 122], the effect
of SOC in the DP mechanism on the relaxation time τs for a given spin component can be
described by
1
τs
∼ 〈Ω2k,⊥〉 τ∗p , (8.1)
where 〈Ω2k,⊥〉 is the mean square effective magnetic field in the plane perpendicular to
the considered spin direction and τ∗p is the momentum relaxation time for an individual
electron. As can be seen from Eq. (8.1), the DP spin relaxation time sensitively depends
on the explicit form of the effective, k-dependent magnetic field Ωk. The inversion
asymmetry of the bulk WZ crystal structure determines the form of the intrinsic effective
magnetic field [56, 129, 130, 132, 148–154]
Ωbulkk =
*..,
Ωbulkk,x
Ωbulkk,y
Ωbulkk,z
+//- = β
*.,
ky
−kx
0
+/- , (8.2)
where z ‖ [0001] (cˆ-axis), x ‖ [112¯0] and y ‖ [11¯00] (cf. Fig. 7.1c). The coefficient β is
an effective SOC parameter describing the total magnitude of the SO field in bulk WZ
(see Appendix A.1). Figure 8.2 shows the orientation of Ωbulkk as blue arrows. In the
bulk case, the reported increase in the spin relaxation time when a transverse magnetic
field is applied, can be qualitatively understood from the following picture: For Bext = 0,
in Fig. 8.2a, the spin ensemble S is optically generated along kz. Since the intrinsic
magnetic field Ωbulkk –which induces the relaxation of S– contains no kz-component, the
relaxation is maximized. However, if we apply an external magnetic field transversely to
the initial z-orientation of the spin ensemble, e.g., Bext ‖ x, Larmor precession induced
by this external field leads to a rotation of the spin ensemble into the (ky, kz)-plane,
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a
Figure 8.2: Schematic explanation of the spin relaxation anisotropy in bulk WZ
crystals: (a) For Bext = 0 the optically generated spin ensemble S pointing along
the cˆ-axis is susceptible to both the x- and y-component of the SOC field Ωbulkk ,
while (b) Larmor precession in an external magnetic field Bext ‖ x leads to a
rotation of S towards ky, which is then only subject to the x-component.
as sketched in Fig. 8.2b. Then, S contains only ky- and kz-components. Since Ωbulkk,y
cannot act on the ky-component of the spin ensemble and, furthermore, Ωbulkk,z = 0, the
DP mechanism will be less efficient than for the initial situation with Bext = 0. As a
consequence, the spin relaxation time τBs is expected to be longer than τ0s , which has been
confirmed experimentally in bulk WZ GaN samples [129–132]. We emphasize that this
bulk SOC leads to a magnetic field dependence of the spin relaxation time that is opposite
to the results from the NWs and is therefore not capable of explaining the observed spin
relaxation in our NWs.
Considering the particular form of a NW–cylinder-like with a large ratio of interface
(or surface) area compared to the bulk volume–makes it clear that, even if quantum
confinement effects are negligible, a bulk model of DP spin relaxation may not fully
account for the NW core/shell heterostructure.
In the following, we thus present a qualitative picture of SOC in our NWs which considers
the possible impact of the core/shell interfaces in the DP mechanism.
8.2.2 Qualitative picture of interface-induced spin-orbit
coupling
A variety of effects may alter the SOC of electrons in the conduction band of a semicon-
ductor: Space inversion asymmetry of the bulk crystal and external electric fields–whether
induced by space charges from doping, or applied through electrostatic gates–are the
most prominent reasons encountered in literature [52, 55, 60]. Yet, another contribution
to SOC exists [55, 155–165]; it is however less well known, because it usually does
not occur in the well-studied bulk or two-dimensional structures: Joining two periodic
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crystals in epitaxy breaks the lattice symmetry associated with each crystal on its own at
the interface. This entails a non-zero slope of the lattice potential at the interface between
two periodic crystals, which gives rise to a strongly localized electric field across the
interface and thus contributes to the SOC.
To illustrate the effect, we schematically show in Fig. 8.3 the microscopic details of an
interface between two chemically distinct crystals made of materials labeled as A and
B. The upper part of the image represents a zoom-in on the microscopic arrangement
of the atoms in the vicinity of the epitaxial interface. Each lattice site in the depicted
1D chain hosts two atoms, thus resembling the actual structure of III-V crystals to some
extent. Considered as a whole, the sketch represents a single heterointerface between the
crystals GaAs and AlAs. The arrangement of the lattice atoms in the depicted 1D chain
simplifies the much more complex 3D arrangement in semiconductor heterostructures,
but the 1D picture still captures the essential electrostatic effects. We relegate to the
fine gray line accompanying the chain of atoms in the background of the picture, which
depicts a simplified, almost arbitrarily chosen Coulomb potential profile. The point of
this potential is only that it varies for the different atomic specimens in our model. To
address the effect of the interface on this potential, let us first consider each material on
its own: With wave functions extending over many unit cells, the conduction electrons in
a crystal mainly experience the lattice atoms as a material specific potential. However,
when we join the two crystals, the total potential becomes a combination of the two
different material specific potentials. This total potential Φ is represented by the red line
in Fig. 8.3. At the interface, the two material specific potentials must align relative to the
vacuum level, causing a non-zero slope of the total potential in the direct vicinity of the
interface. This non-zero slope in turn makes the potential space-dependent, i.e., ∇rΦ , 0,
and thus leads to an electric field emerging at the interface, which enhances the SOC
for the conduction electrons moving in the system. These interfacial contributions can
be on the same scale as those associated with bulk and structure inversion asymmetry,
as demonstrated by recent calculations of the SOC parameters of electrons at a single,
atomically sharp GaAs/AlGaAs heterointerface [163, 164]. A core/shell NW, sharing six
sidewall-facet-interfaces, intrinsically has a large ratio of interface area to bulk volume
and any accurate description of the SOC in such a core/shell NW should thus include the
interface-SOC effect.
In the following, we discuss the impact of the interface-SOC effect on the spin relaxation
in our core/shell NWs, assuming the DP mechanism to dominate the spin relaxation, as
was reported to be the case in other III-V WZ semiconductor samples [129–132].
8.2.3 Model of spin relaxation in core/shell nanowires
In addition to the intrinsic SO field Ωbulkk , we now include the contribution to the SOC
resulting from the GaAs/AlGaAs core/shell interface. Providing six of these interfaces at
each facet and a very high ratio of interface area to volume, the interface-induced effects
are expected to be particularly large in our hexagonal core/shell wires. In order to affect
the DP spin relaxation process in our NWs, this interface-related SOC effect imposes a
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Figure 8.3:Lower panel: Schematic of an epitaxial interface betweenmaterials A
and B, each a periodic crystal with two atoms in the basis. Upper panel: Zoom-in
on the microscopic details at the interface. The particular arrangement of the
atoms in the sketch resembles an interface between two III-V semiconductors,
e.g., GaAs and AlAs. Blue, green and red spheres may be regarded as As, Ga
and Al atoms. The light grey line in the background depicts a simple Coulomb
potential varying for the different atomic specimen in the chain of atoms. A
conduction electron–its wave function typically spread across many unit cells–
mainly experiences the atomic potential as a space-invariant, material specific
potential [166]. However, at the epitaxial interface between two chemically
distinct semiconductors, the material specific potentials align, leading to a
non-zero potential gradient ∇rΦ across the interface. Creating an electric field at
the interface, this non-zero slope contributes to the SOC of a conduction electron
moving in the system.
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requirement on the electron wave function: its transport phase coherence length must be
shorter than the NW diameter; then the electrons experience each interface individually,
preventing the mirror-symmetric contributions from two opposing interfaces to cancel
each other.
The appropriate form of the interface-induced effective magnetic field, Ωintk , depends on
the crystallographic orientation at the GaAs/AlGaAs core/shell heterointerfaces. Our WZ
GaAs NWs exhibit a typical hexagonal cross section with six equivalent {112¯0} sidewall
facets (as discussed in the previous section; cf. Fig. 7.1c). From a symmetry analysis
at the respective core/shell interfaces of these facets, we derive that Ωintk will always lie
in the plane of the core/shell interface and is perpendicular to k. In addition, the SOC
arising from one interface is of the k-linear Rashba-type. We find this relationship to
be equivalent for all six NW sidewall facets. We thus exemplarily discuss the impact of
Ωintk at facet (112¯0) oriented along the x-direction. A complete evaluation for all facets
is given in the Appendix A.2. At this (112¯0) facet, we obtain Ωintk = (0,−α⊥kz, α‖ky).
Taking this additional contribution into account, we modify the total effective magnetic
field induced by SOC to the expression
Ωk = Ωbulkk + Ωintk = β
*.,
ky
−kx
0
+/- +
*.,
0
−α⊥kz
α‖ky
+/- , (8.3)
where the coefficients α‖ and α⊥ are effective SOC parameters determining the strength
of the interfacial contribution parallel and perpendicular to the WZ cˆ-axis, respectively.
Remarkably, due to the low symmetry {112¯0} NW sidewall facets of theCs point group, α‖
and α⊥ are linearly independent [167, 168], while the magnitude of the bulk contribution
is given by the single parameter β.
The additive action of both SOC-induced fields, Ωbulkk and Ωintk , is illustrated in Fig. 8.4a
and b. An important observation is that the bulk effective field (blue arrows as in Fig. 8.2a,
b) lies in the (kx, ky)-plane, while the effective field resulting from the heterointerface (red
arrows) lies in the (ky, kz)-plane, for our example of the facet (112¯0). Thus, compared to
the pure bulk situation sketched in Fig. 8.2, in the NWs the core/shell interface obviously
introduces a non-zero kz-component to the total effective magnetic field. This particular
component may now alter the relaxation time of the spin ensemble S. In addition, when
α‖ and α⊥ are different, the magnitude of the effective magnetic field components due to
interface inversion asymmetry differs for ky and kz. This is illustrated through different
vector norms of the Ωintk components in Fig. 8.4a and b, in contrast to the constant vector
norms of the contributions from Ωbulkk .
We can now revisit the experimental situation when probing the NW spin dynamics: Let
us first consider the case α‖ > α⊥ and α‖ > β. As a consequence, the magnitude of the
interface-induced effective magnetic field is stronger in kz- than in ky-direction. It is
also larger than the magnitude of the effective magnetic field due to SOC in bulk. This
situation is sketched in Fig. 8.4a and b. For Bext = 0, the spin ensemble S is optically
generated along kz. Thus, the largest component of Ωk is parallel to S, as shown in
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a b
Figure 8.4: Schematic model for the observed spin relaxation in WZ
GaAs/AlGaAs core/shell NWs, involving interface-induced SOC at the (112¯0)
sidewall facet: (a) For Bext = 0 the optically generated spin ensemble S pointing
along the cˆ-axis is not susceptible to the largest component Ωintk,z of the SOC
fields, while (d) as soon as an external magnetic field Bext ‖ x induces spin
precession, this large z-component of Ωintk starts to act on S and will quickly
dominate the relaxation.
Fig. 8.4a, and cannot contribute to the spin relaxation. However, as soon as an external
magnetic field induces a precession of the spin ensemble, this large component of Ωk
starts to act on S, as illustrated in Fig. 8.4b, and will quickly dominate the relaxation. As
a consequence, the spin relaxation time τBs will then be shorter than τ0s . This precisely
describes our experimental findings discussed in Fig. 8.1c. If on the other hand, we then
consider all the other possible relations of α‖, α⊥ and β, they impose τBs > τ0s . This
relation is observed in the bulk WZ material [129–132] and is opposite to the results of
our study.
Including the interface-SOC in our core/shell NWs into the framework of DP spin
relaxation provides a plausible explanation for the peculiar anisotropy of spin relaxation
observed in our experiments.
Furthermore, taking the complete evaluation for all NW sidewall facets into account, our
model in fact implies that the interface-induced z-contribution to the effective SO field
Ωk is significantly larger than the x-y-contributions from both bulk (α‖ > β) and the
interfaces (α‖ > α⊥) (see Appendix A.2). We find
α2‖
2β2 + α2⊥
≈ 4 . (8.4)
In their recently reported k · p calculations, Wójcik et al. come to a similar conclusion; in
core/shell NWs, the contribution from the interfaces to the SOC exceeds the contributions
from the bulk [169]. In this matter, we would also like to point out a recent article
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suggesting the occurrence of Majorana zero modes in a core/shell NW due to the SOC
induced by a radial electric field between a semiconductor core and a superconducting
shell [170].
8.2.4 The model under scrutiny: Implications of the
emerging spin-orbit fields
By accounting for the interface-SOC in the framework of the DP theory, we obtain a
coherent description of the peculiar spin dynamics observed in our NW experiments.
Considering the recent reports on this topic [169, 170], the interface-induced SOC seems
to represent an important effect in semiconductor NWs.
Although our model coherently describes the experimentally observed spin dynamics in
our wires, we must acknowledge that it is based on the assumption of a short transport
phase coherence length. Experimentally, this assumption is neither easily verified, nor is it
swiftly refuted; however, on the grounds of the large interface area-to-volume ratio and the
higher scattering probability of carriers generally associated in the presence of interfaces,
the assumption of short coherence lengths seems to be a priori reasonable. Since a direct
measurement of the transport phase coherence length itself is not accessible, we instead
present the results of two additional, independent experiments; inherently indirect in their
design, they might still prove insightful on the validity of our spin relaxation model.
Chemically engineering the interface-SOC The first experiment is based on
the chemical engineering of the NW core/shell interface. Tuning the Al content x of
the shell, and thus the relative difference between the material specific potentials in the
GaAs core and in the AlxGa1−xAs shell, directly scales the strength of the interface SOC.
Hence, a measurable change in all interface-related effects on the spin dynamics in our
wires is expected. For that purpose, we have fabricated a series of five wafers containing
core NWs with identical diameters of d = 110 nm. Overall the NWs of this sample series
differ only in the concentration of Al atoms incorporated into the AlxGa1−xAs shell. By
changing the Al portion in the shell, we tune the electric field at the interface arising from
the non-zero slope in the potential caused by the relative alignment of the two material
specific potentials.
We will qualitatively discuss the effect of the Al content in the shell with the help of the
atomic chain sketched in Fig. 8.3. Starting from x = 100%, i.e., a shell made entirely
of AlAs, decreasing the Al content in our wafer series corresponds to a progressive
replacement of the red spheres in the atomic chain by green spheres. In this case, the
material specific potentials on the left and right side of the interface will adjust more
and more towards a uniform potential and the non-zero slope will vanish. In our spin
relaxation experiment, we thus expect a decreasing contribution of the interface-SOC
on the spin dynamics as we reduce the Al content in the shell. As a consequence of
Eqs. (8.1) and (8.3), the spin relaxation time is thus expected to increase upon reducing
the Al content, since both SOC parameters α‖ and α⊥ are decreasing. In particular, the
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Figure 8.5: Effects of chemically engineering the GaAs/AlxGa1−xAs interface
on the spin dynamics. (a) The zero field spin lifetime, averaged over several
wires, for different Al concentrations in the range from x = 15 − 100%. The
error bars denote the statistical standard deviation. Within the accuracy of our
experiment, the zero field lifetimes shows no dependence on the Al concentration.
(b) Magnetic field-induced anisotropy of spin relaxation in a wire with x = 100%
(blue spheres) and x = 15% (green squares) Al concentration in the shell. In
contradiction to the expectations from our model, no clear trends can be identified
in the anisotropy.
zero field spin relaxation time in Eq. (8.1) should increase as the interface contribution to
Eq. (8.3) vanishes.
We have measured this zero field spin relaxation time in the absence of an external
magnetic field in a number of NWs from each of the five different wafers varying only in
the fraction of Al atoms incorporated into the shell. In Fig. 8.5a we plot the average spin
relaxation time (tilted squares) together with the statistical standard deviation (error bars)
as a function of the Al concentration x in the AlxGa1−xAs shell surrounding the otherwise
nominally identical NW cores. Although numerous single NWs (5 to 10) from each of the
wafers with Al concentrations ranging from 15 % to 100 % were investigated, Fig. 8.5a
does not identify any sort of dependence of the spin lifetimes on the Al content with
statistical significance. The average values merely scatter around a mean spin relaxation
time of 1 ns.
Modifying the SOC in the NW by chemically engineering the core/shell interface should
have another measurable effect on the observed spin relaxation. In particular, on its
anisotropy. The magnetic field-induced anisotropy of spin relaxation observed for our
representative NW with 36% Al content (the one discussed previously in Section 8.1;
see also Fig. 8.1) implied the ratio τBs = τ0s /3. Relative to this ratio, Eq. (8.3) of our
model predicts an increase for any Al content larger than 36%. We thus investigated the
magnetic field dependence of spin relaxation in a NW with 100% Al content completely
analogous to the experiment presented in Fig. 8.1.
The light blue spheres plotted in Fig. 8.5b demonstrate the effect of a magnetic field
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on the spin dynamics for the example of a single NW with d = 110 nm and x = 100%.
Qualitatively confirmed by measurements of several NWs from the wafers, Fig. 8.5b
represents a general observation: At zero magnetic field we measure a spin relaxation
time of τs∼1.0 ns, and like in the previous experiments, applying an external magnetic
field perpendicularly to the wire axis induces a decrease in the spin relaxation time. In this
example, the spin relaxation time is τBs = 0.2 ns for fields larger than 200 mT. Although
in absolute numbers this corresponds to a small increase in the anisotropy, i.e., τBs = τ0s /5
in the wire with x = 100%, we note that the analogous experiment performed for a NW
with x = 15% Al content in the shell (see green squares in Fig. 8.5b) does not show
the corresponding decrease in the anisotropy expected in turn for an Al content smaller
than 36%. Instead, in the x = 15% wire we measure again τBs = τ0s /3. A number of
control experiments performed on other wires with different Al concentrations in the shell
shows no signs for a trend that would support the predictions drawn from our model; a
conclusion thus in line with the independence of the zero field spin lifetimes on the Al
content of the shell demonstrated in Fig. 8.5a.
Diameter-dependence of the anisotropic spin dynamics We examine the
puzzling dynamics of the spins in our NWs in a second, independent experiment. Recall
the unusual behavior of the spins in our NWs under the incluence of a perpendicular
magnetic field: As the field increases, the spins quickly loose their orientation and
the associated relaxation time drops. This behavior is entirely opposite to the reports
about spin relaxation in other WZ semiconductors such as bulk GaN [129–132]. Since
the unusual anisotropy of spin relaxation in our model is attributed to the effect of
interface-induced SOC, we require wires with less interface area compared to the bulk
volume. In fact, if the diameters of our wires were to approach the limit of bulk WZ GaAs,
the anisotropy of spin relaxation should reverse completely. Then, under the influence of a
perpendicularly applied magnetic field, spins should maintain their collective orientation
for longer time periods, resulting in the increase of the relaxation times reported for bulk
GaN [129–132]. In this second approach, we greatly benefit from the advances made in
the NW growth (see two-step growth in Section 5.2) which allow us to fabricate NWs
with very large diameters.
We have conducted a series of magnetic field dependent measurements on such wires
with diameters in the range from d = 90 to 490 nm and exemplary show the results from
three wires with diameters d = 110, 240 and 490 nm in Fig. 8.6a-c. The red dashed lines
in each graph indicate the anisotropy τBs = τ0s /3 detected in the previous experiments
(cf. Figs. 8.1 and 8.5). The set of measurements presented in Fig. 8.6 confirms what our
previously discussed wafer series with different Al concentrations already suggests: The
predictions from our model do not show in the experiment. For each of the three different
diameters, the magnetic field induced decrease of the spin relaxation time corresponds to
the previously observed ratio of τBs = τ0s /3. A reversal of the effect, as expected in the
bulk limit of our wires, does certainly not occur.
In summary, chemically engineering the core/shell interface to increase the SOC in our
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Figure 8.6: Diameter-dependence of the peculiar spin dynamics in our wires.
Analogous to the experiment presented in Section 8.1, a magnetic field applied
perpendicularly to the NW axis induces a decrease in the spin relaxation time.
As a result of this effect, spin relaxation is anisotropic. This anisotropy is
quantified by the ratio between the zero field spin lifetime, τ0s , and the average
lifetime τBs observed for fields larger than 200 mT. The red line indicates the
previously observed magnitude of this ratio equal to ≈ 3. The experiment in
(a)-(c), conducted on wires with the different diameters 110, 240 and 490 nm,
show no indication for a change in this ratio, contradicting the predictions from
the model of SOC in core/shell NWs. Demonstrating the large range of wire
diameters covered in our experiments, sketches of the hexagonal wire cross
sections are drawn to scale and superimposed in the background of each graph.
For non-zero fields, all traces are fitted with the effective g-factor |g∗ | = 0.28
determined in the last section.
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wires does not show as a decrease in the zero field spin lifetime, as expected for a higher
Al content in the shell. At the same time, the magnetic field does not reveal any of the
trends expected from our model either, neither those anticipated for a NW shell containing
a high Al content, nor the ones in very large diameter NWs, which should at least to some
extent reflect the expectations for a bulk WZ sample.
8.3 Conclusion
In this section, subjecting our NWs to a perpendicular magnetic field has two interesting
implications: First, the precession of spins in a transverse field allows us to determine
a benchmark for a previously unknown parameter in the WZ phase of GaAs: |g∗ | =
0.28 ± 0.02. Importantly, this non-zero effective g-factor confirms the measurement of
the electron (instead of hole) spin relaxation in our optical experiment. Second, to explain
the strong magnetic field-induced anisotropy observed in our spin relaxation experiments,
we develop a model of spin relaxation in core/shell NWs, which, by accounting for an
interface-induced SOC effect in the framework of the DP mechanism, coherently explains
the observed anisotropy.
Acknowledging that our model is based on the assumption that electrons are incoherently
scattered across our NWs (a setting difficult to assess experimentally), we conduct two
additional, independent experiments to survey the implications of our model. However,
in both independent experiments the anticipated results did not show. This raises the
question whether our model based on the DP mechanism fully accounts for the peculiar
spin relaxation in our NWs, or if entirely different processes are responsible for the
observed relaxation. Getting to the bottom of this problem lies in the focus of the next
chapter.
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Pushing into the 1D quantum
regime
9
By introducing the technique of optically injecting spins into single wires and the ex-
periments showing a variety of their specific, spin-related properties in our NWs, the
last two chapters laid out the groundwork to extend our studies to 1D wires. While our
experiments provide interesting insights into the dynamics of spins in NWs, they leave a
fundamentally important questions unanswered: Which microscopic mechanism drives
the spin relaxation observed in our experiments? Attempting to answer this question
and, at the same time, motivated by the promise of outstanding spin coherence in 1D
wires outlined in the introductory part of Chapter 8, we now focus our efforts to trace the
diameter-dependent spin relaxation in our NWs into the 1D quantum regime.
Most of the content presented in this Chapter is the outcome of a close collaboration
with Dr. Michael Kammermeier, Dr. Paulo E. Faria Junior, Dr. Tiago Campos, Prof.
Dr. Jaroslav Fabian, Prof. Dr. John Schliemann, Prof. Dr. Christian Schüller, Prof. Dr.
Tobias Korn and Dr. Paul Wenk and part of an article [108].
Additionally, the results presented in Section 9.2.1 concerning the DP mechanism in WZ
wires stem from a collaboration with Prof. Dr. John Schliemann, Dr. Paul Wenk and Dr.
Michael Kammermeier and were recently published in the Physical Review B [171].
9.1 Diameter-dependent spin relaxation: From 3D
to 1D
In the last chapter, probing the dynamics of spin relaxation in a transverse magnetic field
has revealed an anisotropy of spin relaxation in our WZ GaAs NWs; unusual compared to
the spin dynamics observed in similar experiments on bulk WZ semiconductors, which
are fully captured in the framework of DP theory. Despite pairing extensive experimental
efforts with a detailed theoretical investigation, we could not obtain a coherent explanation
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for the peculiar spin dynamics in the framework of the DP mechanism. Hence, the actual
microscopic process behind the spin relaxation in our NWs is still unaccounted for. In
this regard, our advances in fabricating WZ GaAs NWs in a wide range of diameters
are expected to be highly beneficial: being able to tune the wire diameter from d = 490
down to 20 nm allows us to systematically study the spin relaxation as a function of the
wire size. The anticipated diameter-dependence of the spin lifetimes could then help to
identify the mechanism responsible for the spin relaxation.
We have measured several NWs from each of the eight individual wafers of our diameter
series introduced in Section 5.4. In Fig. 9.1a and b, we present two exemplary sets of
σ+ and σ− counter-polarized decay traces, as obtained directly from the streak camera
images. The curves display the temporal evolution of the polarized emission in a spectrally
integrated narrow (5 meV) window centered at the peak of the PL emission. Figure 9.1a
shows the temporal decay of the circularly polarized emission of a NW with a diameter of
d = 110 nm on the scale of a few ns. Connecting to the definition in Section 6.1.2, we refer
to NWs with d ≥ 110 nm as 3D wires in the following. As in our previous experiments,
we observe a large splitting between the σ+ and σ− component, which decreases as
a function of time until the two curves merge at ∼2.5 ns. This time scale provides a
rough measure of the spin relaxation time. From our data analysis (see Section 3.3) we
determine a spin relaxation time of 1.0 ns and a luminescence lifetime of 1.7 ns.
Opposed to this 3D case, we find the time scale on which spin relaxation occurs to be very
different for the thin NWs. This is demonstrated for a 1D NW (d = 25 nm), as shown in
Fig. 9.1b. In this case, the splitting between the σ+ and σ− curves decays over hundreds
of ns with a luminescence luminescence lifetime of 87 ns (see Chapter 10). At t > 250 ns,
the two curves do not yet appear to be in equilibrium, but their difference vanishes below
the noise level. For the 1D NW shown in Fig. 9.1b, we determine a spin relaxation time
of τs = 98 ns. This strong increase of the spin relaxation time from 1 ns in a wide 3D
to 98 ns in a narrow 1D NW already suggests the occurrence of a strong suppression of
the dominant spin relaxation mechanism. Here, we emphasize the importance of our
fitting routine developed for these experiments, as demonstrated by our exemplary fits in
Section 3.3.
To map the evolution of spin relaxation in the transition from 3D to 1D, we have measured
and determined the spin relaxation time for the full diameter range from 490 to 20 nm.
The statistically averaged spin relaxation times of several (3 to 8) single NWs from each
of the eight different wafers are summarized and displayed in Fig. 9.1c.
For the largest NWs of our study (d = 490 nm) we find relaxation times of τs = 0.4 ns.
By reducing the NW diameter in the experiment, we progressively confine the free
carrier motion to a movement along the NW axis–a process that gradually induces a
fundamental transition in the dimensionality of the electronic band structure. In the range
from d = 235 to 90 nm we only find a weak increase of the spin relaxation time as the
diameter decreases. Interestingly, entering the regime where the transition from 3D to
1D manifests clearly in the NW emission energy (see Fig. 6.1), correlates with a 35-fold
increase of the spin relaxation time between NW diameters 90 to 40 nm. When we further
reduce the diameter beyond the 1D limit (d < 35 nm), this increase becomes very steep,
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Figure 9.1: Time-resolved decay traces of the σ+ (black curve) and σ− (blue
curve) circularly polarized emission from two single NWs with the respective
diameters (a) d = 110 nm and (b) d = 25 nm. Note the different time scales in
both measurements. The relative size of the two NWs is indicated by the inset.
In (a), the difference between the two oppositely polarized traces decays within
2.5 ns after excitation. In (b), even 250 ns after exitation, the two traces do not
yet overlap. This already suggests a much longer time scale for spin relaxation in
a very thin NW. (c) The spin relaxation time as a function of the NW diameter
is displayed on a semilogarithmic scale. Blue symbols represent the statistical
average of measurements from several (3 to 8) single NWs. Spin relaxation times
increase by more than two orders of magnitude as the NW diameter decreases
from d = 490 to 20 nm.
99
9 Pushing into the 1D quantum regime
culminating in the observation of the spin relaxation time τs = 202 ns in the thinnest NWs
investigated in our study: An increase by a factor of 500 compared to the 3D NWs.
9.2 A theoretical analysis of spin relaxation in
nanowires
Noting the lifetimes in our 1D wires–increasing steeply as the diameter decreases–
are still finite, is intriguing, since the most common reason for spin relaxation in III-V
semiconductors, the DPmechanism [52, 55, 122], does not contribute to the experimentally
observed spin relaxation. Indeed, due to the symmetry of the WZ crystal, the spin splitting
in the conduction band is intrinsically zero for electrons moving along the NW ‖ [0001]-
axis [57, 58, 172]. By now spatially confining the carriers solely to a motion along this
direction for small NW diameters, we completely eliminate the DP spin relaxation in
the transition to the 1D NW regime. This means that even if the DP mechanism plays a
role for the spin relaxation in our 3D wires, its action must disappear entirely as the wire
diameter approaches the 1D limit. Regarding the diameter-dependence of spin relaxation
in the DP mechanism, the discussion at the beginning of this part on the suppression
of DP spin relaxation in narrow semiconductor channels is highly relevant, since it has
already demonstrated that an accurate description of the DP mechanism in finite-sized
channels should include a boundary condition for the spin current.
9.2.1 Evaluating different mechanisms
In order to identify the microscopic process responsible for the spin relaxation in our
NWs and, in particular the one causing the observed diameter-dependence, we will now
evaluate the most prominent mechanisms of spin relaxation.
The Dyakonov-Perel spin relaxation in 3D wires To obtain a coherent under-
standing of the spin dynamics in our wires, we modified the SOC which enters the DP
theory, to account for the particular geometry of our core/shell NWs. Describing the spin
relaxation in NWs in an entirely different approach, Wenk and Kettemann showed that
the finite lateral size of a narrow wire may be accounted for by an appropriate boundary
condition for the spin current. They show that the finite size can have a strong effect on
the spin relaxation in narrow semiconductor wires.
In a collaboration with Prof. Dr. John Schliemann, Dr. Paul Wenk and Dr. Michael
Kammermeier, we have theoretically investigated this finite-size effect on the DP spin
relaxation, particularly focusing on NWs with a WZ crystal symmetry. The results of this
collaboration were recently published in the Physical Review B [171].
In this analysis, we have investigated the role of the DP mechanism in the 3D diffusive
regime of WZ NWs. Regarding our optical experiments, one result of the theoretical
work is particularly important: for wire diameters d ≥ Lso/2, where Lso denotes the
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spin precession length, the DP spin relaxation time τDPs becomes comparable to the
corresponding bulk value [171]:
τDP,bulks = L
2
so/(8pi2De) . (9.1)
Here, De = ~kF le/(3me) denotes the 3D diffusion constant, kF = (3pi2n3D)1/3 the Fermi
wave vector and le the mean free path. To estimate the corresponding relaxation time
τDPs numerically, we use the optically excited carrier density (cf. Section 3.2) in the
3D wires, n3D = 8×1016cm−3, and Lso ≈ pi~2/(meγR), where γR = 0.04 eVÅ is the
linear spin-orbit coupling coefficient [58] and me = (2m‖,e + m⊥,e)/3. This estimate
tells us that at a NW diameter d ≈ Lso/2 = 460 nm the spin relaxation time should
accordingly be τDPs ≈ 100 ps/(le/nm). Since the mean free path le is typically extracted
from magneto-transport measurements, it cannot be directly accessed in our optical
experiments. Yet, even if we assume le in a large range of values from 10–1000 nm, we
find that the respective spin relaxation times τDPs ≈ 10–0.1 ps are far too small to match
our experimentally observed values (see Fig. 9.1c: τs ≈ 0.4 ns at d = 490 nm). The
inconsistency between our experiment and the theoretical prediction strongly suggests
that, even in our NWs with the largest diameters, all prerequisites of the diffusive DP
model are not fulfilled. A plausible reason may be that the electrons in our wires are
already in the radially ballistic regime, which would be in line with elastic mean free paths
of electrons observed in other high-quality III-V NWs [12, 173, 174] and the fact that our
NWs are undoped and of high crystalline phase purity. With this numerical assessment,
we finally conclude that the DP mechanism does not play a role in the spin relaxation
process in any of our NWs. We will thus address other candidates for spin relaxation in
the following to evaluate the results of our experiment.
The Elliott-Yafet mechanism in narrow wires Another prominent reason for spin
relaxation is the Elliott-Yafet (EY) mechanism [61, 62], based on the admixture of spin
eigenstates in the presence of SOC. In literature we find no explicit theory of the EY
mechanism for NWs, except a semiclassical description of the EY process in the transition
from 3D to 1D predicting a dramatic decrease in the spin relaxation time as the diameter
of a NW decreases [175]. This prediction is in striking contradiction to our experiment
where we instead observe a clear increase in the spin relaxation time as the NW diameter
crosses the 1D limit. Furthermore, a contribution of EY-related mechanisms involving
scattering between 1D subbands is excluded in the 1D limit of our NWs, because here
only a single subband is occupied at low temperatures, preventing scattering between
successive subbands. While a fully quantum-mechanical description may deliver new
hints, a dominant contribution of EY to the electron spin relaxation in our experiment
thus seems unlikely.
The hyperfine interaction in 1D Particularly in regard of the exceptionally long,
but finite spin relaxation times observed in our 1D wires, we briefly address the effects of
hyperfine (HF) interaction on the spin relaxation. In the few other solid-state systems
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which have been experimentally demonstrated to show comparably long electron spin
relaxation times (τs ≥ 100 ns), electrons are bound to quantum dots, or impurities,
i.e., 0D localized carriers [176–179]. In these examples, the HF interaction between
carrier spins and fluctuating nuclear spins was found to limit the spin relaxation time.
Unlike localized states, however, the wave function of carriers in 1D is delocalized which
effectively averages the fluctuating HF fields of many nuclei. The spin relaxation due to
HF interaction is therefore much weaker in 1D as compared to 0D [180, 181] and is not
relevant in our experiment.
9.2.2 Exchange-driven electron spin relaxation in nanowires:
The BAP mechanism
In their early work, Bir, Aronov and Pikus (BAP) recognized that the exchange interaction
between electrons and holes can lead to efficient relaxation of the electron spin in
optical orientation experiments [66, 67]. However, to cause electron spin relaxation this
mechanism requires hole spin relaxation times that are short on the time scale of electron
spin relaxation. Thus, in order to evaluate the importance of the BAP mechanism for
our NWs, we will first discuss whether this requirement is fulfilled for the WZ phase of
GaAs.
Hole spin relaxation in WZ GaAs Due to the strong mixing of orbital and spin
degrees of freedom in the valence band, the hole spin relaxation time of bulk zincblende
(ZB) GaAs is typically very short, τZBs,h ≈ 110 fs [182], and thus often referred to as
quasi-instantaneous. In these samples, the basic requirement for the BAP mechanism
of electron spin relaxation is therefore always fulfilled. However, in a bulk WZ crystal,
this argumentation is not straightforward, since the symmetry of the WZ lattice strongly
modifies the mixing of the valence bands. In order to estimate the spin relaxation time
of photo-excited holes in our WZ GaAs NWs, we first analyzed the composition of
the heavy hole bands in the bulk and then investigated the effects of spatial quantum
confinement on this composition. The results are based on the k ·p calculations performed
by Paulo Eduardo Faria Junior within the scope of our collaboration and presented in
the Appendix A.3. Here, we summarize the main result: Although substantially longer
than in ZB GaAs, the hole spin relaxation times in WZ GaAs (τWZs,h ≈ 30 − 140 ps) are
nevertheless short compared to the experimentally observed time scale of electron spin
relaxation (τs,e = 0.4 − 200 ns) in our experiments. Similar observations, i.e., short hole
spin relaxation times in a WZ semiconductor compared to electron spin relaxation times,
were also reported for experiments on bulk GaN [183, 184]. The basic requirement for
exchange-driven electron spin relaxation through the BAP mechanism is thus fulfilled in
our WZ GaAs NWs.
Spectral luminescence analysis of spin relaxation We will now identify BAP
as the mechanism responsible for the experimentally observed spin relaxation in our
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NWs by analyzing the polarized NW emission in more detail. Opposed to the small
number of electronic states around the Fermi level that participate in a typical transport
experiment, all of the states occupied by the photo-excited carriers in a luminescence
experiment may contribute to the emission spectrum. We use this fact to analyze the
spin relaxation times of electrons in different electronic states, distinguishable by their
photo-emission energy in our NW luminescence spectroscopy. Ultimately, this analysis
results in a relation between the electron’s kinetic energy and its spin relaxation time; a
characteristic signature of our experiment which we can then compare to the prediction
from the BAP theory.
Instead of the standard analysis, in which the spin relaxation time τs is determined from a
narrowwindow around the peak of the luminescence, we now determine the spin relaxation
time τs (hν) as a function of the photo-emission energy. To this end, we exemplary
investigate in the following the luminescence emission from a NW with d = 90 nm at
a photo-excited e-h pair density of n3D = 8×1016cm−3. Figure 9.2a shows an emission
profile of the σ+-polarized luminescence recorded 200 ps after the pulsed laser excitation.
Now we exploit the fact, that our experiment is both energy- and time-resolved. As
indicated by the positions of the blue arrows, a 2 meV-wide integration window is shifted
step-by-step from the low-energy to the high-energy side of the luminescence spectrum to
determine the spin relaxation time at each of the indicated emission energies. Within
the analyzed range, the spin relaxation time τs (hν), plotted as blue triangles in Fig. 9.2b,
decreases from 1.7 to 0.9 ns with increasing photon energy. In a next step, we relate this
emission energy dependence of the spin relaxation time to an internal property of the
electrons before the e-h pair recombination–their kinetic energy.
In the simplest picture of the recombination of free e-h pairs at zero temperature, the
spectral distribution of the luminescence photons can be understood from h(ν − ν0) =
hν ′ = Eek + E
h
k , where hν0 is the photon energy corresponding to the lowest possible
energy state, i.e., the (renomalized) electronic band-gap, hν is the luminescence photon
energy and Eek , E
h
k are the kinetic energies of electrons and holes [40]. Since in our
case Eek  Ehk (cf. Section 6.1.2), we can disregard the contribution from the holes and
the spectral distribution of the luminescence is then governed by the kinetic energy of
the electrons. The photon energy hν ′, determined by Eek , thus allows us to connect the
emission-energy dependent spin relaxation time τs (hν) to the electron’s kinetic energy
Eek . We can now compare this relation to the prediction from BAP theory.
In the framework of the BAP mechanism, the spin relaxation of electrons by free,
non-degenerate holes is given by [66, 67]
1
τs
=
2
τ0
ve
vB
(n3Da3B) |Ψ(0) |4, (9.2)
where ~/τ0 = (3pi/64)∆exc2/EB defines a scattering time τ0, that depends on the exchange
parameter ∆exc. EB = ~/(2mra2B) is the exciton binding energy, vB = ~/(mraB),
m−1r = m−1e + m−1h is the reduced mass, and aB is the exciton Bohr radius. |Ψ(0) |2 is the
Sommerfeld factor and ve is the electron velocity. From Eq. (9.2) and ve = (2Eek/me)
1/2,
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Figure 9.2: A spectral analysis of spin relaxation in a d = 90 nm NW. (a) The
σ+-polarized emission, recorded 200 ps after pulsed excitation, is marked with
blue arrows to indicate the spectral positions at which the spin relaxation times
are determined. (b) Corresponding emission energy dependence of the spin
relaxation time. The dark grey line in (b) shows the prediction from BAP
theory for the dependence of the spin relaxation time on the electrons’ kinetic
energy. The x-axis zero was fixed at the onset of the luminescence emission
in (a), hν0 = 1.510 eV, and the parameter A = 0.16 ns results from fitting the
experimental data. The light-grey shaded areas in (a) and (b) mark the spectral
range of the analysis.
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we recognize that, in BAP theory, the spin relaxation time is proportional to (Eek )
−1/2,
or respectively
(
h(ν − ν0)) −1/2. In Fig. 9.2b we thus describe the emission energy-
dependent spin relaxation times from our NW with a function of the form τs (hν) =
A
(
h(ν − ν0)/eV)−1/2. For the function plotted as a dark grey line, hν0 = 1.510 eV was
set as the onset of the luminescence emission at the low-energy side of the spectrum and
the parameter A was used as the only fit parameter, rendering A = 0.16 ns. Considering
the approximations of our approach, we conclude that the emission energy dependence
of τs (hν) observed in our experiment and the kinetic energy dependence of the spin
relaxation time predicted by BAP theory are in good agreement.
Diameter-dependence of spin relaxation The spin relaxation in the WZ GaAs
NWs observed in our optical experiments is thus driven by the exchange interaction
between electrons and holes. However, it is also evident from Fig. 9.1, that the spin
relaxation is very efficiently suppressed in our NWs as their diameter decreases. In the
following, we will thus investigate how the increasing spatial confinement may disturb
the exchange-driven spin relaxation of the electrons in our wires.
As already addressed in our previous discussion on the size-dependent optical properties
of our NWs (see Section 6.2), combining the effects of spatial confinement and efficient
screening of the attractive Coulomb potential, a 1D nanostructure strongly modifies
the fundamental properties of excitons in the bulk. The confined 1D exciton is thus
characterized by a diameter-dependent effective Bohr radius [42, 102, 113]. Analyzing
Eq. (9.2) reveals that the spin relaxation time in the BAP mechanism depends strongly
on such a Bohr radius, i.e., τs ∝ a−6B . This effective Bohr radius is determined by the
diameter-dependent exciton binding energy [42], which our optical approach allows us to
obtain completely independent from the measurement of the spin relaxation time. We
determine the binding energy EB (d) as discussed in Section 6.2 and plot the resulting
values again in Fig. 9.3a.
As a consequence of spatial confinement and dielectric screening effects, the binding
energy increases with decreasing NW diameter, as expected from theory [42, 102, 113].
For the largest NWs, our analysis renders exciton binding energies of ∼ 4 meV, which
increase to ∼ 33 meV for the thinnest wires. From the relation [102]
EB aB = e2/(2 ) , (9.3)
where e is the elementary charge and  = 4pi0r with r = 12.5 [185], we can thus also
directly determine the diameter-dependence of the effective Bohr radius from the exciton
binding energies. In Fig. 9.3b this diameter-dependent effective Bohr radius aB (d) is
plotted in units of aB,0 = 14.3 nm. To obtain a function describing the decrease of the
effective Bohr radius in our NWs, we numerically approximate the data in Fig. 9.3b finding
that the function aB (d) = 0.1205 + 0.0560 (d/nm − 19.4)2/3 − 0.0050 (d/nm − 19.4),
plotted as a grey line, approximates the diameter-dependence of the effective Bohr radius
in our NWs well. The same function, converted by the above relation, is also plotted as a
grey line in Fig. 9.3a.
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Figure 9.3: Diameter-dependence of the exciton binding energy and the effective
Bohr radius in the NWs. (a) Binding energies are determined from Eq. (6.3)
as an independent parameter. (b) The decrease in the effective Bohr radius aB
(in units of aB,0 = 14.3 nm) with decreasing NW diameter is calculated from
the binding energies in (a). The grey line in (b) is a numerically approximated
function describing the diameter-dependence of aB, or converted to EB in (a).
(c) The spin relaxation time as a function of the NW diameter is displayed on a
semilogarithmic scale. Same data as is Fig. 9.1. The diameter-dependence of the
spin relaxation time as calculated from an exchange-based model is plotted as a
solid grey line. The fit parameter-free model shows excellent agreement with the
experimental values.
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Finally, we may now also numerically evaluate Eq. (9.2) using the binding energy and
effective Bohr radius from Fig. 9.3b. Note, however, that the exchange parameter for WZ
GaAs is entirely unknown, except that Ref. [112] provides an upper bound of ∼ 0.5 meV.
For d = 495 nm, the numerical evaluation of the BAP formula provides the relation for
the spin relaxation time
τs = 0.17 ns |Ψ(0) |−4(∆exc/µeV) , (9.4)
depending on the Sommerfeld factor and the exchange parameter. If we assume for
example the exchange parameter of bulk ZB GaAs, ∆exc = 47 µeV [67], we find that
|Ψ(0) |4 = 26.2 reproduces the experimentally observed spin relaxation time τs = 0.37 ns
at a NW diameter of d = 495 nm. Considering the uncertainty of the unknown exchange
parameter in this calculation, the value of |Ψ(0) |4 is in reasonable agreement with the
values in the range of |Ψ(0) |4 = 1 − 20 given in Ref. [67].
Ultimately, all of these arguments combined lead us to one final conclusion: The strong
diameter-dependence of spin relaxation observed in our NW experiments originates from
the confinement-induced squeezing of the e-h Bohr radius and its large impact on the
BAP mechanism. This diameter-dependence of the spin relaxation time in the BAP
mechanism is now plotted as a dark grey line in Fig. 9.3c. It is thus directly determined
by the diameter-dependence of the effective Bohr radius: τs (d) = τs,0 · aB (d)−6, where
τs,0 = 0.35 ns is the experimentally determined spin relaxation time of the largest wires
(d > 200 nm).
We emphasize here that the values of aB (d) were determined completely independently of
the spin lifetime experiments and that the solid line in Fig. 9.3c contains no fit parameters.
It was only calibrated with τs,0, the spin relaxation time of the largest NWs. Showing
excellent agreement with the experiments, our BAP analysis thus demonstrates that the
electron spin relaxation time observed in our experiment throughout the entire transition
from 3D to 1D is driven by the exchange-induced interaction between the photo-excited
electrons and holes. It even captures the drastic increase of the spin relaxation times in
the 1D NW regime, documenting that although the BAP mechanism is only residual in
this regime, it is still limiting the spin relaxation.
9.3 Peculiar spin phenomena in 1D wires
The ability to tune the diameter of our NWs in a large range enabled a systematic study of
the diameter-dependence of spin relaxation which ultimately identified the microscopic
process responsible for the spin dephasing in our experiment. Pushing wires into the 1D
quantum regime, we get the chance to investigate a possible impact on the spin-related
properties of electrons in 1D.
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9.3.1 Ultralong spin lifetimes in 1D wires
We now comment on the observation of spin relaxation times exceeding 200 ns, which
is extraordinarily long for GaAs. First of all, let us state here that this observation
finally confirms the aforementioned speculations about the robustness of 1D electrons
against spin decoherence [13–16] for the first time in an experiment. By revealing the
ultralong spin lifetimes of electrons in 1D channels, our experiments enter a new realm of
spin coherence for mobile charge carriers and, in some sense, bring the above story of
suppressing spin relaxation in narrow semiconductor channels to an end.
Observing such ultralong spin lifetimes is only possible because of the complete sup-
pression of the DP mechanism in III-V 1D NWs, a mechanism which is otherwise
known to be highly efficient in most semiconductor structures. Like in our 3D wires,
the small, but finite spin relaxation remaining in our 1D NWs is shown to be limited by
the BAP mechanism. As the e-h pairs become increasingly confined in the 1D NWs,
this mechanism is efficiently suppressed, resulting in more than 500 times longer spin
relaxation times than in our larger NWs with a 3D dispersion. We emphasize that the spin
relaxation time limited by e-h exchange in our experiment is a consequence of the optical
excitation, suggesting even longer spin relaxation times for pure 1D electron systems in
NWs.
It is worth noting that in III-V semiconductor structures, electron spin relaxation times
of τs ≥ 100 ns have so far only been observed for localized, 0D electrons [176–179].
In contrast to these 0D systems, in which the HF interaction between carrier spins and
fluctuating nuclear spins was found to limit the spin relaxation time, the delocalized wave
function of 1D carriers effectively averages the fluctuating HF fields of many nuclei. The
spin relaxation due to HF interaction is therefore much weaker in 1D as compared to
0D [180, 181]. Furthermore, the electrons in our NWs are free to move along the 1D
channel, making these wires ideal systems for the transport of coherent spin information,
e.g., to interconnect spintronic devices on chip or allow coherent spin manipulation. Given
this exceptional robustness of electrons in our 1D wires against the major spin relaxation
mechanisms, a quantum mechanical theory of spin relaxation in 1D will certainly be
essential to harness these advantageous aspects of 1D NWs.
9.3.2 A glimpse at the extraordinary g-factor in 1D wires
Apart from monitoring the spin relaxation, we have also investigated the effect of a
transverse magnetic field in our 1D wires.
Triggered by Kitaev’s toy model [186] suggesting the occurrence of Majorana bound
states in a 1D conductor coupled to a p-wave superconductor, ambitious efforts to
detect Majorana fermions in proximity-coupled semiconductor NWs have initiated the
recent investigations about g-factors in 1D wires [6, 187–189]. In particular the reports
about unusually large g-factors in Majorana wires have puzzled the community, since
a number of well-understood studies on 2D systems show a decrease of the g-factor in
confined systems [190, 191]. Contradicting these studies only at first glance, recent model
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Figure 9.4: Magnetic field effect on the spin dynamics in a 1D wire with
d = 20 nm. For increasing magnetic fields applied perpendicular to the wire,
pairs of counter-polarized emission traces are offset by a constant value for
illustration purposes. Horizontal dashed lines indicate zero intensity. A large
splitting between the σ+ and the σ− polarized decay curves observed at zero
magnetic field is reduced at small fields (10 to 50 mT) and vanishes completely at
larger fields (> 50 mT). Despite the long time period over which the two signals
are split, no magnetic field-induced oscillations occur. The high intensity signal
peaking at ∼ 5 ns stems from the surrounding substrate and does not belong to
the NW emission.
calculations now confirm that g-factors in NWs can indeed be enhanced up to an order
of magnitude compared to the g-factors in the corresponding bulk material [192]. This
effect, related to the angular momentum of electrons in higher 1D subbands contributing
to the g-factor in NWs, explains the large values observed in the above mentioned studies
on Majorana Fermions in 1D semiconductor wires. While the effect enhances the g-factor
in higher subbands, it is absent in the lowest subband having no (or only small [192])
angular momentum. In analogy to 2D systems, the g-factor in the lowest subband of a 1D
wire is thus expected to decrease as the confinement increases.
As discussed in Part II, the electrons in our NWs occupy only the lowest subband for
d < 35 nm–the 1D quantum limit of our wires–under the photo-excitation conditions of
our experiments. To investigate the g-factor of electrons in the lowest subband of such a
1D wire, we follow the same approach as described in Section 8.1 and apply an external
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magnetic field perpendicularly to the NW axis. Notably, the observable range of |g∗ |
values in this experiment on a 1D wire is quite different as compared to the previous
experiments on the 3D wires. This is apparent from the counter-polarized emission
curves of the 1D wire. Figure 9.4 shows pairs of σ+ and σ− traces, that are offset by a
constant value for illustration purposes. In this experiment, two factors play an essential
role in determining the g-factor: the time period in which a difference between the σ+
and σ− curve is observed and the time period in which the total emission signal is at all
detectable. In the 1Dwire, both of these factors are substantially enhanced compared to the
previously studied 3D wires. This enhancement is indeed caused by the occurrence of the
unusually long spin relaxation and luminescence decay times, τs = 180 ns and τpl = 79 ns,
respectively, in the 1D wire. Combined, these two factors should in principle allow the
detection of much smaller g-factors as compared to our previous experiments on 3D wires
(cf. Section 8.1). Yet, the pairs of counter-polarized emission curves in Fig. 9.4 show no
sign of magnetic field-induced oscillations under the increasing influence of an external
field. For comparison, at a magnetic field of 25 mT, the g-factor, |g∗ | = 0.28, determined
for the 3D wire, should induce about 60 oscillatory crossings between the σ+ and σ−
counter-polarized decay traces during the very long detection time of our experiment.
Even a decrease of this |g∗ |-value by a factor of ten should correspondingly still show at
least 6 oscillations. The complete absence of such oscillations in our experiment therefore
points to a strongly reduced g-factor in the 1D wires. This conclusion is both in line
with the theoretical reports addressed above [190, 192], as well as the calculations by
Kiselev et al. [191], predicting a decrease of the bulk g-factor particularly in cylindrical
GaAs/AlGaAs core/shell wires. In their analytic description, the g-factor indeed decreases
gradually as the wire diameter decreases, eventually becoming zero at a wire diameter
d ≈ 10 nm.
It is interesting to note that even in the absence of any oscillations, the sets of counter-
polarized curves in Fig. 9.4 exhibit a magnetic-field enhanced spin relaxation. The
difference between the σ+ and the σ− traces clearly decreases already for small magnetic
fields of 10 mT and further vanishes completely for fields larger than 50 mT. Quantifying
this effect is not easy, since we do not know which mathematical function fits the observed
behavior. Yet, if we approximate the decay at 10 mT by a single exponential, we find a
magnetic field-induced enhancement of spin relaxation, that is characterized by a decay
constant of ∼20 ns.
Particularly with regard to the above mentioned theory [192], it would be interesting
to repeat the experiments on our 1D wires using a high-power laser. Similarly to the
experiments presented in Section 6.3, such a laser could be used to create photo-carriers in
higher 1D subbands. As predicted by theory, the g-factors of electrons in those subbands
should increase substantially and might thus become detectable in our experiment. Note,
however, that this enhancement of the g-factor due to angular momentum unveils only
in fields applied along the wire axis, requiring a different magnet in our optical setup.
Moreover, in this configuration the direction of the optically injected spins and the
external field would coincide, preventing the measurement of the g-factor through Larmor
precession. Unfortunately, exploring the g-factor through the Zeeman splitting in the
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emission spectrum in turn necessitates larger fields (exceeding 1 T).
9.4 Summary and outlook
We now conclude our insights on spin-related phenomena in semiconductor NWs and
summarize the main results. Many of our findings were developed in a collaborative
research effort and constitute the subject of three individual manuscripts [108, 133, 171]
published in Nature Communications and Physical Review B.
To begin with, we introduce a method of optical spin injection into single free-standing
wires by describing the preparation of the as-grown NW samples and the first optical
experiments in Chapter 7. Besides unambiguously evidencing the actual optical spin
injection, we show that applying a magnetic field induces a precession of the spins
in our experiment, which allows us to determine a first value for an effective electron
g-factor in WZ GaAs wires (|g∗ | = 0.28). Intriguingly, the time and polarization-resolved
measurements presented in Chapter 8 further reveal an unusual anisotropy of spin
relaxation in the NWs: Spins pointing along the wire relax substantially slower than those
oriented in a plane perpendicular to the wire axis. Understanding this peculiar behavior
of spins in NWs has motivated an inquiry of the different microscopic contributions to the
SOC in our core/shell NWs. We thus approach the task by considering a modified SOC
in the theoretical framework of DP, a mechanism dominating the spin relaxation in most
III-V semiconductor structures (including other WZ semiconductors) [52, 55, 129–132],
which coherently explains the observed behavior. Despite its inherent conclusiveness,
implications derived from our model of spin relaxation in NWs do not show in two
additional, independent experiments. At that point, considering all the different pieces of
information presented in Chapter 8 renders quite a puzzling and inconclusive picture of
the spin relaxation in NWs.
To get to the bottom of this problem, we then proceed by investigating the spin relaxation
as electrons are increasingly confined in our NWs; experiments, which are after all only
possible because of the advances in the fabrication of diameter-tunable wires that were
presented in Section 5.3.
As highlighted in Section 9.1, probing the diameter dependence of spin relaxation in
our wires shows a continuously increasing spin relaxation time as the wire diameter
decreases, eventually revealing an exceptional robustness of 1D electrons against spin
decoherence. The resulting ultralong spin lifetimes exceed 200 ns in the 1D wires. With
this observation, a long history of controlling spin relaxation in narrow semiconductor
channels thus peaks in a new realm of spin coherence, promising applications for quantum
information transfer and the coherent manipulation of spins. Despite this experimental
discovery, the intriguing question which microscopic mechanism causes the observed spin
relaxation is, at that point, still unaccounted for. Making an effort to understand the spin
relaxation, we present an evaluation of different spin relaxation mechanisms in Section 9.2.
Eliminating possible candidates one by one leads to an analysis of exchange-driven spin
relaxation. Our evaluation of different mechanisms not only shows, that throughout the
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entire transition from 3D to 1D, the BAP mechanism is responsible for the spin relaxation
observed in our experiments, but also entails some microscopic insight on the transport
coherence of electrons in our NWs: Even in our largest NWs (d = 490 nm), the electron
motion is not fully diffusive, and, under the conditions of the optical experiments, we
thus consider the electrons in our wires to be in the radially ballistic regime. Finally, we
present a fit parameter-free model demonstrating that the decreasing Bohr radius in our
NWs describes the experimentally observed spin relaxation with very good agreement.
Notably, this Bohr radius is determined completely independently from the spin relaxation
measurements.
By addressing the effect of a perpendicular magnetic field on the spins in our 1D wires
in Chapter 9, we supplement the efforts to understand an enhancement of the g-factor
in 1D semiconductor wires that was recently detected in transport measurements on
Majorana wires [6, 187–189]. The absence of a magnetic field-induced spin precession
in our optical measurements (as opposed to the experiments on the 3D wires), points
to a strongly reduced g-factor in the 1D wires. This observation is actually in line with
the predictions from theory for the electrons in the lowest 1D subband. We suggest that
the above mentioned enhancement of the g-factor could possibly also be detected in
our optical experiments by applying a magnetic field along the wire axis and by using a
different laser to populate higher 1D subbands.
To arrive at the conclusions presented in this part, we have conducted an extensive amount
of measurements, confirmed and rejected the different theories, alongside dissecting
the experimental observations bit by bit. In this way, many of the unresolved issues
encountered at the beginning of our study could be conclusively explained and open
questions for an outlook scarcely remain. However, one puzzle is still unaccounted for:
the origin of the spin relaxation anisotropy we repeatedly encounter in our WZ GaAs
NWs. Even in this regard, our experiments at least provide us with a clue. Since this
anisotropy neither depends on the wire diameter (see Section 8.2.4), nor on the chemical
composition of the shell (see Section 8.2.4), Equation (9.2), which describes the BAP
mechanism responsible for the observed (anisotropic) spin relaxation, may point us to
the solution. We thus suppose that the anisotropic spin relaxation is a result of (one
or more) anisotropic band structure parameters of the WZ GaAs crystal. Due to its
hexagonal C6v symmetry, the WZ crystal structure inherently entails the anisotropy of
many parameters, including the effective mass [27] or the exchange parameter ∆exc [112].
Ultimately, this hypothesis must be confirmed by a sophisticated calculation of the WZ
GaAs band-structure.
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In the past decade semiconductor NWs have been established as a fundamental building
block of nanophotonics in highly efficient light-emitting diodes or solar cells [193,
194], as the active component of nanoscale lasers and THz detectors [94, 195], or as
a passive element in novel photo-chemical sensors [196]. The exciton recombination
dynamics in such NWs have, up to now, mostly been evaluated by analyzing the role of
non-radiative recombination at defects [197, 198] or surfaces [199–201], and electric
field-induced band bending effects [202, 203], despite the fact that its approximately
cylindric shape inherently equips a NW with particular optical properties. Although
diameters of Vapor-Liquid-Solid-grown NWs usually lie in the range of a few tens to
hundreds of nanometers–thus in fact representing a waveguide with sub-wavelength
diameter for typical band-gap emission energies–the impact of the waveguide and its
dielectric surroundings on the dynamics of spontaneous emission has not been considered
up to now, besides in lasing studies [9, 94, 95]. In the first chapter of this part of the thesis,
we will reveal the dominant role of the sub-wavelength waveguide in the spontaneous
emission process of photo-excited excitons in semiconductor wires.
Joining Prof. Dr. Tobias Korn, Prof. Dr. Christian Schüller, Dr. Christoph Lange, Imke
Gronwald and Prof. Dr. Rupert Huber in our collaborative endeavor to experimentally
study the spontaneous emission in our NWs, Diego Abujetas and Dr. José Sánchez-Gil
from the Instituto de Estructura de la Materia in Madrid are currently contributing
illuminating theoretical input on the matter. While still preliminary, the results of their
numerical simulations already confirm the hallmark features of our experiments, on top
of deepening our understanding of the physics involved.
Unveiling the spontaneous emission process in semiconductor NWs, the results presented
in Chapters 10 and 11 constitute the main body of a manuscript currently under preparation
for publication.
We utilize our newly gathered insight into the spontaneous emission process in Chapter 12
to further investigate the interactions between NW excitons and the surface-plasmon-
polaritons (SPPs) in metallic structures.
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To study the possible influence of the waveguide effect on the emission properties of
our NWs, we investigate the diameter dependence of the luminescence dynamics. As
sketched in the central part of Fig. 10.1, we excite single wires in our confocal µ-PL
setup at nominally T = 4.2 K using a near-resonant, 1.58 eV laser diode and detect their
luminescence dynamics in the streak camera system. Note that, when we speak of a
NW diameter in this part of the thesis, we refer to the total diameter of the core/shell
NWs instead of the core diameter. Due to very similar refractive indices of the GaAs
core and the AlGaAs shell, this is the diameter value most relevant for the optical effects
addressed in this part. To maintain a constant photo-carrier density, the time-averaged
pulsed excitation power density P¯ was 1.4 W/cm2 in all measurements, except for NWs
with d < 100 nm, where we increase the power density to 267 W/cm2 to compensate
for the reduced absorption. As discussed in Section 3.2, the initially excited carrier
density n3D = 8×1016cm−3, is only slightly above the metal-insulator (or Mott-) transition
and the dynamics at later times after the pulsed excitation are governed by excitonic
properties. We thus regard the photo-excited carriers in our NWs as a gas of free and
mobile excitons.
A 100× microscope objective focuses the laser beam to a spot size of ∼1 µm2, allowing
us to investigate NWs either directly as-grown, when they are free-standing on the growth
substrate [133], or after they were dispersed onto a substrate composed of 300 nm SiO2
on top of a Silicon wafer (see left and right panels in Fig. 10.1). In analogy to our
approach for the optical spin injection (cf. Chapter 7), we preselect NWs showing the
defect-free luminescence emission associated with high phase purity, a single emission
peak at E = 1.52 eV [24, 88, 133]. Thus excluding the exciton capture at defects from
the beginning, we are able to study the actual dynamics of the free excitons in our
NW experiments. Upon reducing the NW diameter in our series, the increasing spatial
quantum confinement successively shifts this peak to a maximum energy of E = 1.54 eV
(see Chapter 6). The time-resolved luminescence decay is obtained directly from the
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Figure 10.1: Simplified schematic of the setup used to study the exciton dynamics
in NWs. A pulsed laser is focused by a 100× microscope objective to excite
single wires and record their luminescence dynamics (top). NWs in a large range
of diameters are investigated either free-standing (left), or lying on a Si/SiO2
substrate (right).
streak camera images by spectrally integrating over a 5 meV-wide window centered at the
peak of the PL emission.
First, we focus on the exciton dynamics in the free-standing NWs. We have divided
representative examples for their diameter dependence into two plots, Fig. 10.2a and b,
with different scalings of the time axis. Figure 10.2a compares the normalized decay
curves of two of the larger diameters: d = 540 nm and 200 nm. Since for both diameters
the major part of the luminescence intensity (> 90 %) can be well characterized by
one single exponential decay lifetime (plotted as a solid line in Fig. 10.2a), we denote
this value as the lifetime that is used in the upcoming discussion. We note, however,
that a small fraction of the total intensity (< 10 %) does not fit the single exponential
decay, rendering the total decay biexponential. While a literature survey provides various
explanations for such a biexponential decay, which was also reported in other systems,
these explanations do not result in a conclusive picture for our case [204–209]. From the
single exponential decay fits plotted as solid lines we find τpl = 2.1 ns for d = 540 nm
and τpl = 0.6 ns for d = 200 nm. Hence, the luminescence decays significantly faster in
the NW with d = 200 nm as compared to the larger NW.
This trend reverses towards smaller diameters. Figure 10.2b shows three NWs with the
diameters d = 120, 85 and 65 nm for which the traces are now fully described by a single
exponential decay. Decreasing the diameter from d = 200 to 120 nm we already observe
a tenfold increase in the lifetime to τpl = 6 ns. The recombination times keep increasing
for the two smaller diameters, eventually yielding the very long lifetime of τpl = 86 ns for
d = 65 nm.
Since non-radiative recombination frequently dominates the exciton dynamics and limits
their lifetimes in NWs to a sub-ns range [199, 210], observing lifetimes in the tens-of-ns
range in our experiment demonstrates that the surface passivation by the core/shell
structure as well as the low measurement temperatures strongly suppress non-radiative
recombination [197]. We thus conclude that non-radiative effects [204, 209, 211–213]
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Figure 10.2: Normalized low-temperature luminescence decay curves of single
free-standing NWs. (a) and (b) illustrate the remarkable differences of the exciton
recombination dynamics in free-standing NWs with diameters ranging from 540
to 65 nm. The fits are plotted as solid lines. Note the different time scales in (a)
and (b).
can not account for the observed lifetimes in our NWs. Furthermore, since the excitons
are expected to occupy the whole NW volume in less than 200 ps [214], the decay due to
diffusion does not contribute to the signal at later time periods (t > 1 ns), which we use to
fit the curves. As a consequence, we attribute the luminescence decay in our experiment
to the purely radiative recombination of excitons.
We have averaged the lifetimes from several single wires (3 to 5) with nominally identical
diameter d and summarized the results for diameters ranging from d = 540 to 60 nm
in Fig. 10.3. The graph confirms the trends observed in Figs. 10.2a,b and reveals two
striking features:
(i) a prominent minimum around d = 200 nm, where the lifetime drops from a few ns
for larger diameters to τpl = 0.8 ns,
(ii) a dramatic increase in the lifetime for d ≤ 200 nm, culminating at an average of
τpl = 79 ns for the thinnest NWs (d = 60 nm).
Thus, the diameter dependence of the radiative recombination is tremendous: The time
over which the absorbed photon energy is stored in the excitons in a NW before being
re-emitted can be tuned over two orders of magnitude. Such dramatic changes in the
lifetime are unusual for direct-gap semiconductors and their nanostructures. To provide a
reference for the lifetime range observed in our NWs, we note that in GaAs quantum wells,
upon decreasing the thickness by one order of magnitude, the luminescence lifetimes
change by a factor of 4 [50]. In the end, only specifically designed microcavities like
photonic crystals or plasmonic structures have been shown to allow such large variations
in the radiative lifetimes of single emitters [33, 215–217].
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Figure 10.3:Diameter-dependence of the averaged luminescence lifetimes in our
NWs. Upon decreasing the NW diameter, the measurements reveal a minimum
at d = 200 nm followed by dramatically increasing lifetimes. For d ≤ 200 nm,
the NWs lying on the Si/SiO2 substrate show significantly shorter lifetimes. The
error bars represent the statistical standard deviation.
Interestingly, considering a NW not only as a direct-gap semiconductor providing a lattice
with which the excitons interact (e.g., via lattice vibrations, interfaces, defects), but also
as a cavity for the photons it emits, is a rare approach in the current literature. Let us
thus regard the photo-excited free excitons in our experiment as an ensemble of emitters,
homogeneously distributed within the cavity of a dielectric waveguide–our NWs. In
order to spontaneously emit a photon, the excitons will now have to radiate their energy
into the electromagnetic local density of states (LDOS) of the cavity, which is given by
the photonic waveguide modes. With this waveguide picture in mind, Fig. 10.3 clearly
highlights the importance of the NW diameter d with respect to the wavelength λ/n: the
relative size of the two quantities practically determines the LDOS in the waveguide, as
we discuss in the following. Here, λ = 815 nm is the wavelength of the emitted light in
vacuum and n = 3.45 is the refractive index of GaAs [7].
To understand the photonic effects in our wires, we first introduce a qualitative picture of
the waveguiding in our free-standing NWs, before presenting the preliminary results of the
more complete numerical description from Diego Abujetas and Dr. José Sánchez-Gil.
For the qualitative description, we focus on the fundamental waveguide mode, the HE11-
mode, which dominates the emission in our NW diameter range, since all higher-order
modes are cut-off below d . 250 nm [7]. Concerning this HE11-mode, three regimes can
be distinguished when comparing the NW diameter d to the constant value of λ/n [218].
For these three regimes, the spatial intensity distribution of the HE11-mode with respect
to the NW cross-section is sketched in Fig. 10.4 according to the calculations of Tong et
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Figure 10.4: Intensity profiles of the fundamental waveguide (HE11) mode
sketched according to the calculations of Tong et al. [219]. For d > λ/n, all
available modes, i.e., the fundamental mode and others (not sketched), contribute
to the radiative decay. At d ∼ λ/n, the tight confinement of the fundamental
mode enhances the emission. Further decreasing the diameter brings the NWs
into the regime where d is smaller than λ/n. Here, the major part of the mode
intensity gets redistributed to the environment and cannot contribute to the
radiative decay.
al. [219].
For d > λ/n, the fundamental HE11-mode, as well as other, higher-order modes (not
sketched), are distributed inside the NW. In this case, the excitons emit their energy into all
available modes, resulting in radiative lifetimes, which are comparable to bulk GaAs [7].
For decreasing diameters, however, the emission into the fundamental waveguide mode
becomes more and more important, since for d ∼ λ/n, this mode reaches maximal
confinement, while all other modes are strongly suppressed. This effect leads to an
emission enhancement [34], which we in turn observe as a minimum in the radiative
lifetimes in our experiment. For even thinner NWs, a curious effect occurs in the third
regime, where d is smaller than λ/n: Far beyond the cut-off diameter for all other
modes, the NW begins to expel the fundamental HE11-mode. As the diameter decreases,
an increasingly larger fraction of the mode intensity is distributed to the environment
outside of the NW [218, 219]. Hence, the overlap of a small-diameter NW (d < λ/n)
with the optical mode is strongly reduced (cf. right-hand side of Fig. 10.4), inducing
the experimentally observed dramatic increase in the lifetimes with decreasing NW
diameter.
This qualitative picture thus captures both of the striking features (i) and (ii) revealed
by Fig. 10.3: A minimum in the radiative lifetime occurs at d ∼ λ/n, and for diameters
below the minimum, a strong increase follows from the mode redistribution. Since we
exclude non-radiative recombination effects, we thus come to the conclusion that the
diameter dependence of the emission lifetime observed in our free-standing NWs is a
direct result of their inherent photonic waveguide nature.
By numerically simulating the real-space distribution of the HE11-, and the higher-
order modes in COMSOL, our collaborators Diego Abujetas and Dr. José Sánchez-Gil
furthermore accomplished a quantitative account of the waveguide effect. Figure 10.5a
and b show the simulated intensity distribution of the HE11-mode for two NWs with
diameter d = 250 nm (d > λ/n) and d = 90 nm (d < λ/n). Taking the emission into
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Figure 10.5:Numerical simulation of the normalizedHE11 intensity distributions
for a cylindrical wire with n = 3.45 surrounded by vacuum (n = 1) and diameter
d: (a) 250 nm and (b) 90 nm. (c) While still preliminary, the simulated emission
lifetime, considering the HE11-, as well as higher-order modes, shows good
agreement with our experimentally determined lifetimes in the free-standing
wires. Finite-element-method-based numerical simulations were performed
using the commercial software COMSOL Multiphysics v4.3b. Courtesy of
Diego Abujetas and Dr. José Sánchez-Gil.
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all available modes into account, they calculated the spontaneous emission lifetime
of a single dipole emitter centered on the axis of a dielectric cylinder with n = 3.45
surrounded by vacuum (n = 1). Their results are plotted together with our experimental
lifetimes obtained from the free-standing wires in Fig. 10.5c. While still preliminary, the
simulated lifetimes already show good agreement with our experiment, particularly since
they quantitatively reproduce the two orders of magnitude increase of the luminescence
lifetime below d = 200 nm. Beyond the quantitative agreement, the numerical simulations
also provide a very illustrative account of the expelling of the fundamental mode for small
NW diameters, as shown in Fig. 10.5b.
Now we return to the experimental results in Fig. 10.3. Transposing this idea of an
expelled optical mode to our experiment, we can anticipate a considerable impact on
the radiative exciton recombination when we modify the direct environment of our
small-diameter NWs, for example, by depositing them onto a dielectric substrate. We
indeed clearly observe this impact in Fig. 10.3 when comparing the diameter-dependent
emission lifetimes of NWs lying on Si/SiO2 substrates with the free-standing NWs which
are completely surrounded by vacuum in our experiment. As might be expected, the
lifetimes of the largest NWs, where the optical modes are confined within the NW, are
identical in both configurations. In contrast, approaching the small-diameter regime
(d < λ/n) of our NWs introduces a quantitative difference: For the NWs lying on Si/SiO2,
the substrate constrains the expelling of the mode to the environment [220]. Thus the
radiative exciton recombination is enhanced compared to the free-standing NWs, which
are completely surrounded by vacuum. As a consequence, the lifetimes of the NWs lying
on substrates are clearly shorter: For the thinnest NWs, the lifetime difference between
both configurations even reaches up to one order of magnitude. Surprisingly, the excitons
in the GaAs core have thus become sensitive to the dielectric environment outside of the
NW.
To summarize, our study on radiative exciton recombination in GaAs NWs unveils
a dominant role of the photonic waveguide nature that is inherent to semiconductor
NWs. This finding is particularly relevant for Vapor-Liquid-Solid-grown NWs, since
a Purcell-enhanced minimum (d ∼ λ/n), as well as a drastic increase of the emission
lifetime (d < λ/n) fall in the typical wire diameter range of a few tens to a few hundreds
of nanometers. Hence, it provides an indispensable perspective for the understanding
of exciton dynamics in semiconductor wires. Furthermore, entering the small-diameter
regime (d < λ/n) introduces a particularly pronounced sensitivity of the radiative exciton
recombination on the dielectric surrounding of a NW: We show that bringing a NW
in contact with a Si/SiO2 substrate reduces the lifetimes up to a factor of ten. Our
study thus highlights the relevance of the photonic waveguide nature for the analysis and
interpretation of NW luminescence experiments.
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All-dielectric control over
spontaneous emission in
nanowires
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Recognizing that the spontaneous emission of free and mobile excitons in our semicon-
ductor NWs is dominated by the photonic waveguide properties of the NWs opens a route
to manipulate the photo-emission, merely by tailoring the dielectric environment of the
emitters. In the following we will present two explicit examples for such an all-dielectric
control over of the exciton emission.
11.1 Single mode linearly polarized emission from
wires with elliptical cross-section
In the past years, quantum emitters embedded in photonic NWwaveguideswere recognized
as an extremely efficient platform for highly directive single photon sources due to their
ability to manipulate the spontaneous emission process and to guide the emitted light [7,
221–223]. Contrasting the narrow optical resonances on which similar applications
of semiconductor microcavities rely, semiconductor NW waveguides were reported to
operate with much higher band widths [7, 221]. It is thus possible to funnel a large
fraction of the spontaneous emission from single emitters into the fundamental optical
mode of the NW waveguide over a comparably wide range of wavelengths [7]. However,
due to the radially symmetric cross-section of most NW waveguides, the fundamental
optical mode–the hybrid HE11 mode–is always two-fold degenerate; a consequence of the
two possible orthogonal linear polarizations in the waveguide. To extract a succession of
single photons with definite linear polarization from a photonic waveguide, either the
emitter itself must be intrinsically polarized (e.g., through uniaxial strain or an asymmetric
confinement potential), or the waveguide geometry must somehow remove the degeneracy
of the fundamental optical mode. First investigated by Munsch et al. [224] in a top-down
fabricated waveguide with elliptical cross-section, this second approach turns out to be
very efficient; over a broad range of wavelengths it allows over 90 % of the total emission
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intensity to be emitted into a single mode with definite linear polarization.
In the following, we will show that besides the top-down etching technique introduced
by Munsch et al. [224], the bottom-up growth of core/shell NWs in molecular beam
epitaxy is exceptionally suited to realize such a single mode NW waveguide. To that
end, we synthesize a core/shell NW wafer adjusting the standard growth parameters
described in Section 5.4. Under the conditions of symmetric NW growth, i.e., if the
wafer is rotating during growth, such NWs would exhibit a hexagonal cross-section with
a core diameter around 80 nm and a total diameter of 120 nm. Here, to obtain wires
with radially non-symmetric cross-section, we switch off the continuous rotation of the
wafer before the growth. Using characteristic RHEED (reflection high-energy electron
diffraction) patterns to identify the orientation of the wafer with respect to the molecular
beam sources of Ga and Al, we rotate the wafer such that only one or two of the initially
developing six NW facets are facing the molecular beams. Keeping the rotation off, but
conducting the growth under otherwise nominally identical conditions, leads to a highly
elliptical cross-section of the growing NWs, as demonstrated by the scanning electron
micrographs in Fig. 11.1.
A side-view image of several as-grown NWs is depicted in Fig. 11.1a together with a
magnified view of the NW tips shown in Fig. 11.1b. These images suggest that, while
a very short segment of the NWs growing directly beneath the catalyzer droplet retains
a cylindrical shape (cf. Fig. 11.1b), the growth perpendicular to the wire axis occurs
primarily due to the direct impingement of gaseous atoms and is eventually responsible
for the asymmetric, elliptical cross-section of the NWs. The wire shown in Fig. 11.1c in a
top view, for example, exhibits an approximately elliptical cross-section with a short axis
of 70 nm and a long axis of 150 nm.
To evaluate whether our epitaxial approach is suited for the fabrication of polarized
single mode waveguides, we investigate the emission polarization properties of these
free-standing elliptical wires in our µ-PL setup. Figure 11.1d shows the two emission
profiles, I‖ and I⊥, obtained from a single NW when the linear polarization of its emission
is analyzed parallel to the long axis of the elliptical cross-section (black curve) and
perpendicular to it (blue curve). The observed large difference between the two curves
indicates a strongly polarized NW emission. Most strikingly this effect is demonstrated by
the angular polarization dependence of the NW emission, represented by the blue spheres
in Fig. 11.1e. The angular intensity dependence is well described by a cosine-behavior.
To quantify this polarization effect, we introduce the fraction of collected photons linearly
polarized along the long axis of the ellipse: I‖/(I‖ + I⊥). For the NW emission in
Fig. 11.1e, we find that about 85 % of the collected photons are linearly polarized along a
direction parallel to the long axis. For comparison we have also plotted the result of the
same experiment conducted on a regular NW with hexagonal cross-section (red squares).
In this case, the emission shows no preferential direction of linear polarization.
The observed angular dependence of the polarized NW emission directly points towards
the waveguide-effect reported byMunsch et al. [224]. While the exact waveguide geometry
should be properly simulated for a quantitative analysis, the effect may be qualitatively
understood from the following simplified picture: We consider an ensemble of randomly
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Figure 11.1: Epitaxy of NWs with elliptical cross-section for highly polarized
photo-emission. (a) Micrograph showing several as-grown NWs viewed along
the short axis of the elliptical cross section. (b) A magnified image of the section
marked in (a) demonstrates the generally non-cylindrical shape of the wires, as
well as a short cylindrical segment beneath the catalyst droplet at the tip. (c)
Top-view of an elliptical NW with a short axis of d⊥ = 70 nm and a long axis
of d‖ = 150 nm. Scale bars in (a) and (c) indicate 500 nm and 100 nm. (d)
Black and blue curves represent the components of the NW emission polarized
parallel (I‖) and perpendicular (I⊥) to the long axis of the elliptical cross-section.
The strong difference between the two curves illustrates the high degree of
linear polarization emitted from the NW. Spatial directions are indicated in the
inset. (e) Normalized emission peak intensity analyzed along different azimuthal
directions of a NW with hexagonal (red squares) and elliptical (blue circles)
cross-section. The emission of the elliptical wire is strongly polarized along the
parallel direction, while the emission of the hexagonal wire is unpolarized.
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oriented emitters homogeneously distributed in our NW waveguides (representing the
photo-excited free excitons). Emitters polarized along the parallel direction can couple
efficiently to a mode which is polarized in this direction. Regarded along this axis, the
dimension d‖ = 150 nm of the waveguide is close to the NW diameter where a good
coupling to the fundamental waveguide mode, as represented by the Purcell-enhancement
at d = 200 nm in Fig. 10.3, occurs. Along the perpendicular direction, however, the
dimension d⊥ = 70 nm falls into a regime characterized by a rather poor coupling of the
emitters to the fundamental mode and the emission for emitters polarized in this direction
is thus suppressed. Hence results the observed strong polarization dependence of the NW
emission.
To exclude that the observed polarization dependence is related to an intrinsic polarization
of the emitters (e.g., exciton states polarized by an asymmetric confinement potential), we
also synthesized a control sample in which the GaAs core (including a 5nm-thin AlGaAs
shell) was grown under rotation of the wafer and is thus radially symmetric. Only an
additional AlGaAs layer deposited without rotating the wafer eventually forms the overall
elliptical cross-section. In this control experiment, we find a comparably strong linearly
polarized emission, confirming the dominant role of the NW cross-section shape and thus
our waveguide interpretation.
The presented experiments demonstrate the suitability of utilizing molecular beam epitaxy
for the fabrication of NW waveguides, which allow the emitters inside of the waveguide
to couple efficiently to a single mode of the waveguide with an explicit linear polarization.
By simply shaping the cross-section of the NW waveguides, and therefore the dielectric
environment of the emitters inside the NWs, we can efficiently couple a large fraction of the
total emission into a single mode with definite linear polarization. From this feature arises
an important technological advantage for applications in quantum communication [224,
225]: Integrating single quantum emitters into such a waveguide facilitates the repeated
directional emission of individual photons with the same linear polarization.
11.2 Spatially tunable spontaneous emission from
mobile emitters
The strong dependence of the radiative exciton recombination on the direct environment
of a small-diameter NW observed in Fig. 10.3 offers another interesting tuning knob: A
local manipulation of the dielectric environment should allow us to tune the emission
lifetime along the axis of a single wire.
As a proof of principle, we have fabricated a substrate hosting an array of SiO2 stripes by
electron beam lithography, as sketched in Fig. 11.2a. The gap between two neighboring
stripes is ∼ 3 µm and the individual stripes have a height of 450 nm and a width of 3.3 µm.
For this experiment, we applied the Ga-assisted growth on Si(111) substrates to synthesize
a new batch of GaAs/Al0.36Ga0.64As NWs with predominantly zincblende crystal phase.
While maintaining a small diameter of 110 nm, the higher growth temperatures allow
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Figure 11.2: (a) Scanning electron micrograph of a NW supported on both
ends by a SiO2 stripe (highlighted by transparent yellow rectangles), while in
between a 3 µm-long section of the wire is surrounded by vacuum. (b) The two
luminescence decay curves, measured at the positions marked in (a), directly
demonstrate the spatially modulated lifetimes. (c) Microscope images of the
PL intensity and the corresponding intensity profiles extracted along the axis
of the NW. Both profiles are normalized to the maximum intensity in the left
panel and the encircled numbers in (a) mark the position of the laser excitation
spot. For this experiment, the laser energy was 3.1 eV. Image sizes in (c) are
∼ (10 × 4)µm2.
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us to grow ∼8 µm-long NWs, well suited for the µm-distances between the stripes. The
colored scanning electron micrograph in Fig. 11.2a shows a NW suspended between two
neighboring stripes with both ends (position ¬ and ® in Fig. 11.2a). In between the
stripes, however, the NW is surrounded by vacuum (position ­). The corresponding
decay curves plotted in Fig. 11.2b unambiguously demonstrate that excitons measured in
the vicinity of the SiO2 stripe (¬) show a shorter lifetime of 2.6 ns, while in the part of
the NW which is surrounded by vacuum (­) the exciton recombination is more strongly
inhibited and they decay with a longer lifetime of 4.8 ns. Probing the decay of the emission
therefore confirms our concept of a spatially tunable luminescence lifetime.
This control over the emission lifetimes along a single NW also directly affects the local
luminescence intensity along the NW axis. The microscope image in the left panel of
Fig. 11.2c displays the spatial distribution of the luminescence upon continuously exciting
excitons near the left end of the NW (¬). Moving towards the right of the intensity
maximum occurring at the excitation spot, the luminescence drops significantly where
the NW is surrounded by vacuum (­). Then, a second maximum appears at the right end
of the NW (®). Whereas carrier diffusion processes may cause a luminescence intensity
that steadily decreases away from the excitation spot for a NW lying on a flat surface (cf.
Fig. 12.2c and Ref. [214]), they cannot account for the second local maximum observed
at the opposite NW end (®). The luminescence distribution along the NW is thus fully
consistent with attributing the shorter lifetimes to an enhanced emission in the vicinity
of the SiO2 stripes. Note that the influence of any structural anisotropies is excluded
since exciting the NW at the right end (®) spatially inverts the luminescence profile (see
right panel in Fig. 11.2c). Our experiments evidence that the peculiar interaction of
sub-wavelength NWs with light enables a locally controlled emission lifetime of excitons
along the axis of a single wire.
Demonstrating the all-dielectric manipulation of spontaneous emission both of the ex-
amples presented in this section collate semiconductor NWs to a quickly developing
branch of nanophotonics, in which sub-wavelength and Mie-resonant effects in dielec-
tric nanoparticles are used to engineer light-matter interaction at the nanoscale [226].
Nanooptics in these all-dielectric nanoparticles is typically associated with low dissipative
losses compared to their metallic-based plasmonic counterparts.
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In the last section we have demonstrated the manipulation of spontaneous emission by
tailoring the dielectric environment of the light-emitting excitons in our NWs, which allows
the implementation of interesting and versatile technological concepts. Particularly for
the concepts that rely on the efficient guiding of electromagnetic waves, the all-dielectric
nature of our approaches described in the last section certainly entails the advantages
of low signal loss at optical frequencies, as well as an easy integration with current
semiconductor-based technologies, over lossy, metal-based plasmonic structures [226].
However, the inability of dielectric media to concentrate light into volumes smaller than
those set by the diffraction limit restricts the near-field enhancement of electric fields and,
in this sense, limits the modification of spontaneous emission. Despite this limitation,
high-index dielectric nanostructures can still lead to sub-wavelength confinement of the
optical modes [227], but only the local electric field enhancements near metallic surfaces
can truly beat the diffraction limit of light [218, 228]. Utilizing these fields might open
new ways to manipulate the spontaneous emission of the excitons in our NWs [33].
The diffraction limit of light plays a prominent role in the on-going miniaturization of
nanoscale optics; confining electromagnetic waves in ultrasmall volumes is inevitable,
for example, for the operation of nanoscale lasers. To meet this technological challenge,
a hybrid plasmonic waveguide design was theoretically proposed by Oulton et al. in
2008 [229] and its operation was subsequently experimentally demonstrated by the same
group in 2009 [9]. Their design relies on a hybrid optical mode developing in the thin
dielectric layer sandwiched between a semiconductor NW (CdS, in their experiment),
acting as the active component of the laser, and a metallic layer (here, Ag) hosting the
surface plasmon polaritons (SPPs). Their experiment demonstrates the lasing operation
of hybrid plasmonic waveguides beyond the diffraction limit set by the semiconductor
NW. Most relevant for our studies, the authors report a Purcell-enhanced spontaneous
emission of excitons resulting from an interaction with the SPPs in the underlying metallic
layer, when the NW is optically excited below the lasing threshold. This interaction was
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Figure 12.1: Integrated luminescence intensity recorded from a NW on top
of a Au-covered substrate (yellow spheres) and a standard Si/SiO2 substrate
at nominally 4.2 K under continuous 1.58 eV laser excitation. The two sub-
wavelength wires have a total diameter of 100 nm. Over a wide range of
excitation powers, the integrated intensity is 30-fold enhanced for the wire lying
on top of the Au-covered substrate. The dashed vertical line indicates a typical
excitation power of 1 µW/µm2 = 100 W/cm2 used for luminescence experiments.
quantified by a sixfold increase of the emission rate in lifetime measurements.
To investigate the feasibility of such a coupling between the excitons in a semiconductor
NW and the SPPs of a metallic layer for our NW system, we fabricate a substrate analogous
to the one presented by Oulton et al. and conduct a comparative luminescence study.
The substrate hosts a 100 nm-thin Au layer on top of an oxidized Silicon wafer (Si/SiO2),
which is capped by a nominally 1 nm-thin Al film. This film is expected to rapidly oxidize
under ambient conditions, forming a dielectric layer of Al2O3 only a few nm thin. We
disperse the wires from a single wafer onto both the Au-covered substrate and a standard
Si/SiO2 substrate serving as a reference. The dispersed core/shell NWs exhibit a total
diameter of d = 100 nm, thus belonging to the regime where d is smaller than λ/n (see
Chapter 10).
On each substrate, we record the low-temperature luminescence intensities of several
individual NWs under continuous laser excitation in a wide range of excitation powers.
The result of this comparative luminescence study is exemplarily represented by the
integrated luminescence intensities of two single wires that are plotted in Fig. 12.1 as
yellow (wire on Au) and green (wire on Si/SiO2) spheres. This straightforward experiment
shows a strong enhancement of the luminescence intensity recorded from a NW lying
on top of the Au-covered substrate, as compared to the emission detected from a wire
dispersed on the Si/SiO2 reference substrate. Notably, the enhancement is preserved for
excitation powers varying over six orders of magnitude. For the wire on the Au-covered
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substrate, the average emission intensity increases by a factor of thirty; an observation
clearly pointing towards the enhancement of the spontaneous emission process reported
by Oulton et al.
However simple this experiment might seem at first glance, the possible interactions
between the NW and the adjacent metallic layer are manifold, which complicates
a straightforward interpretation of the results in terms of quantifying the enhanced
spontaneous emission process. First of all, for the wires dispersed on the Au-covered
substrate, a change in the rate at which excitons are excited is possible. Considering
the near-resonant energy of our laser, 1.58 eV, as compared to the 1.52 eV-energy of the
NW emission, it is even likely. Enhancing this excitation rate directly increases the total
intensity of the continuously recorded NW emission. Secondly, the presence of a metallic
layer in the vicinity of the NW affects the directionality of the emitted light compared
to a NW lying on the dielectric reference substrate (consider a light source, uniformly
emitting photons into all directions, placed in front of a mirror). This effect might simply
scatter more of the emitted photons into a solid angle that is detected by our confocal
microscopy setup and thus increase the recorded intensity. Interpreting the observed
thirty-fold enhancement of the luminescence intensity as a thirty-fold increase in the
spontaneous emission process is therefore not accurate.
To discriminate between these different effects, and to unambiguously demonstrate the
feasibility of plasmonic coupling for the modification of spontaneous emission from the
excitons in our NWs, we next investigate the effect of a much more localized interaction
between a single NW and the SPPs of a metallic nanoantenna.
12.1 Strongly localized interaction with surface
plasmon polaritons
In analogy to our previous experiments on single wires suspended between the SiO2
stripes of a periodically patterned substrate, we also fabricated a substrate hosting periodic
arrays of parallel, thin metallic lines on top of an oxidized Silicon wafer to investigate a
potential exciton-SPP coupling. These lines made of Au were designed to cover widths
ranging from 100 to 1000 nm at a height of 200 nm, with inter-line spacings varying
between 2 and 10 µm. Onto this structured substrate, we randomly dispersed the wires
from the same wafer that was used in our previous experiments (c.f. Section 11.2),
i.e., these NWs are 8 µm long and have a sub-wavelength diameter d of 110 nm. The
micrograph in Fig. 12.2a displays a section of the substrate containing two thin Au lines;
they are both vertically oriented and each overlaid by a semitransparent yellow line for
better illustration. As can be seen, two different single NWs are in direct contact with
the Au line in the center of the image. The circular inset in Fig. 12.2 further depicts a
magnified view of the upper NW crossing the 100 nm-thin Au line. The area of the actual
physical overlap between the two is as small as (55 × 100) nm2; with d/2 = 55 nm being
the width of the NW sidewall facet in direct contact with the Au line. Assuming that the
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field enhancement quickly decays away from this overlap region, any interaction between
the excitons in the NW and the SPPs in the Au line would thus be strongly localized to
this area. In fact, the actually interacting segment of the wire makes up only about a
hundredths of its entire length; or else we might say that the interaction is localized on
a scale about a factor of two smaller than the bulk wavelength of light inside the NW
material: λ/n, where λ = 815 nm is the wavelength of the light in vacuum and n = 3.45
is the refractive index of GaAs [7].
To inquire about the potential coupling between a single NW and such thin Au lines, we
investigated the luminescence dynamics of the second NW displayed in Fig. 12.2a. Given
the fact that our confocal detection may also collect photons emitted from a longer (up to
a few microns) segment of the NW in this time- and energy-resolved measurement, the
length and positioning of this wire with respect to the Au line is particularly well suited:
It allows us to measure the luminescence lifetimes of the wire at two well-separated
locations without detecting any signal from the opposite NW end. First we measure at
the crossing between wire and Au line (position ¬) and then at the opposite end of the
8 µm-long wire (position ­).
First of all, at both positions the luminescence response shows a single exponential decay
after pulsed laser excitation (see Fig. 12.2b). The decay at the crossing of the NW and the
Au line, however, exhibits a lifetime of only 2.0 ns; short compared to the 3.4 ns-lifetime
determined at the opposite end of the wire. This observation thus indicates an enhanced
spontaneous emission of those excitons in the wire, which are coupling to the SPPs in
the metal line. While a quenching of the luminescence process by non-radiative SPP
decay channels in the metal could in principle also be responsible for the observed short
lifetime [33], our spatially resolved luminescence experiments presented in the following
suggest the opposite. Compared to the experiments of Fig. 12.2b, in which excitation and
detection occurred at the same point in space, we now excite the NW locally at one end,
but record the entire real-space distribution of its luminescence emission.
Let us however first discuss the emission from a NW that was, by coincidence, placed on
the substrate without any contact to the metal lines. Because the wire is hence lying plainly
on a dielectric substrate, we can hereafter use its luminescence profile as a reference for
the coupled wire. The luminescence profile is plotted as a gray line in the bottom panel
of Fig. 12.2c and labeled accordingly. Locally excited at one end, this reference NW
nicely shows the diffusion-caused, continuous decrease of the luminescence signal as the
distance to the excitation point increases. After a distance of about 5 µm the intensity
drops to 1/e of its maximum value occurring at the excitation point.
Now, we turn towards the wire shown in the lower part of Fig. 12.2a, which crosses the Au
line. We continuously excite this wire at position ­ and record its spatial luminescence
distribution (see the upper panel in Fig. 12.2c). Surprisingly, despite being located
approximately 8 µm away from the excitation spot, we find the brightest part of the NW
emission at the crossing with the Au line. As demonstrated by the corresponding intensity
profile (green line in Fig. 12.2c) and in analogy to the reference wire, the luminescence
intensity initially decreases as the distance to the excitation spot grows. Yet, at the
crossing with the Au line, the observed intensity brightens tremendously. With respect
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Figure 12.2: (a) Micrograph of two wires dispersed on a patterned substrate
hosting periodic arrays of thin Au lines. Scale bar is 2 µm. The inset shows a
magnified view of the upper NW crossing the only 100 nm-thin Au line. (b)
Luminescence decay traces measured from the NW shown in the lower part
of the micrograph. In this experiment the NW was excited and the emission
subsequently detected at the same position (indicated in (a)). (c) Upper panel:
Real-space distribution of the luminescence intensity emitted from the lower
wire in (a). Image size is ∼ (10 × 3)µm2. The wire is locally excited away from
the thin Au line at position ­. Lower panel: Spatial luminescence profiles from
the lower wire in (a) (green line), and a reference wire (image not shown, gray
line) lying on the plain substrate. The red bell curve indicates the segment of the
NW which is excited by the laser. Note that the laser energy for this experiment
was 3.1 eV.
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to the reference wire, the emission of our coupled wire at the crossing is enhanced by
a factor of 12. Since we solely excite the wire in a small uncoupled segment on top
of the Si/SiO2 substrate, we can now exclude the obscuring effects of a simultaneously
enhanced excitation rate, in contrast to our experiments presented in the last section.
Furthermore, as far as far-field scattering effects are concerned, even a complete back
reflection of the emitted light by the 100 nm-thin Au line would only cause an increase
in the spatial luminescence intensity by a factor of 2 and can thus not explain the 12×
enhanced luminescence intensity. All the experiments of Fig. 12.2 thus add up to an
interpretation fully in line with an enhanced and strongly localized spontaneous emission
of excitons in the vicinity of the Au line. Recalling that the width of the Au line is only
100 nm, we note that the emission peak in Fig. 12.2c merely appears to be broadened
(half-width of 1.5 µm) due to our detection in the far-field. In fact, although only a
short segment making up about 1 % of the entire NW length is in actual physical contact
with the Au line, about 40 % of the total integrated emission originates from this short
segment.
Before we conclude this section, we would like to comment on the lifetimes determined
in Fig. 12.2b. In other examples, a decrease in the lifetimes of single localized emitters in
the vicinity of a metallic structure could be translated into a Purcell-factor (or radiative
enhancement factor, as suggested inRef. [33]), quantifying the emission enhancement [217,
230]. However, before associating the luminescence lifetime measured at the crossing
between the NW and the Au line (position ¬) with a Purcell-enhanced radiative lifetime,
we should keep in mind that the excitons in our NWs are free and unbound particles.
In this regard, the excitons in the uncoupled region of the wire represent a reservoir
of mobile particles; they can be transported in real-space to dynamically reoccupy the
states in the vicinity of the Au line which are efficiently drained by the locally enhanced
recombination. This process will ultimately slow down the decay of the luminescence
observed in our experiment and consequently increase the recorded luminescence lifetime.
Only the modified lifetimes of single quantum emitters embedded in the NWs (e.g.,
an axially integrated quantum dot [222]) could truly avoid this effect and reveal the
Purcell-factor. On top of that comes the fact, that our far-field detection collects the
light at least from a diffraction-limited area corresponding roughly to the size of the
spherical inset in Fig. 12.2a. Even if we center this detection area around the crossing of
the wire and the Au line, we will additionally collect a part of the emission resulting from
a non-coupled segment of the NW. Eventually both of these effects merely inhibit a direct
determination of the Purcell-factor, but they do not interfere with our interpretation of
enhanced spontaneous emission.
We also note that we have further investigated the emission lifetime and intensity
enhancement of wires coupled to Au lines with widths above 100 nm, up to 1 µm.
However, neither the observed lifetime, nor the local intensity enhancement show a
significant dependence on the Au line width.
To summarize our results so far, we investigated the coupling of excitons in our wires
to the SPPs of metallic structures. While the most straightforward approach to this
problem–dispersing the wires on a metallic surface and directly comparing their emission
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properties to wires placed onto dielectric surfaces–already indicates a strong enhancement
of spontaneous emission in our wires, the interpretation is hampered by a variety of
non-distinguishable interactions between the NWs and the metal film. We thus fabricated
a substrate hosting periodic arrays of thin Au lines on top of a dielectric surface. The
experiments conducted on these new samples evidence the coupling of excitons in the NW
to the SPPs in the metal, simultaneously producing both indicators for an enhancement
of the spontaneous emission process: Shorter lifetimes in the interaction region are
accompanied by a strong local increase in the luminescence intensity. Furthermore, we
show that the enhancement also occurs when the interaction is extremely localized on a
deep sub-wavelength scale of 100 nm. Due to the strong intensity enhancement observed
in Fig. 12.2c, we suppose that even much narrower Au lines (well within reach of current
electron beam lithography fabrication) would produce a detectable signal, opening the
door to a variety of plasmonic resonance effects, which can occur for Au nanoparticles
with dimensions below 100 nm.
12.2 Potential of hybrid devices: Diffusion-based
light manipulation
The observed interaction of excitons with the SPPs in thin metallic lines entails a number
of possible configurations to study the interplay between a dense local gas of excitons,
its diffusion-driven expansion through 1D space, and a spatially controlled radiative
recombination. Regarding the questions about the coherence of photo-excited electrons in
our wires, which were addressed in a previous discussion about the Dyakonov-Perel spin
relaxation mechanism (see Sections 8.2 and 9.2), studying the diffusion-driven transport
of excitons in an optical experiment might represent an exclusive method to learn about
internal parameters, like the transport coherence length, in our NWs. Especially since the
standard methods for such an investigation are based on quantum charge transport and
thus difficult to implement with undoped semiconductors. In this section, we first present
the main diffusion-related effects as they appear in our experiment when a single wire
couples to multiple interaction sites and then, in the last part, we elaborate on the aspects
of exciton transport.
With lengths of 8 µm, the wires from the wafer used for our previous experiments
(Sections 11.2 and 12.1) allow us to spatially resolve and thus separate the luminescence
signals from the different interaction sites in our confocal setup.
We will now discuss a variety of phenomena observed from a single wire that was
dispersed across four different 1 µm-thin Au lines with a center-to-center distance of
2 µm. For the excitons in the NW, this configuration results in four individual, spatially
well-separated interaction sites. As the micrograph in the center of Fig. 12.3 shows, our
NW is suspended over all four of the Au lines (labeled ¬-¯). Continuous excitation of
the wire at position ¬ results in four distinct local maxima in the spatial luminescence
distribution, as shown in Fig. 12.3a, each located at the position of an underlying Au line.
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Notably, in contrast to the wire coupling to a single interaction site, which was excited
at an uncoupled segment (cf. Section 11.1 and Fig. 12.2), we now observe the total
maximum of the emission intensity at the point where we excite the wire, since in this
example the photo-excited excitons couple directly to the underlying Au line; here they
experience the locally enhanced spontaneous emission resulting in the observed intensity
maximum. At the same time, however, not all of the photo-excited excitons recombine
at this interaction site, they also seem to diffuse away from the interaction region on
comparably fast time scales, since we observe a sequence of three more intensity maxima
along the wire axis, steadily decreasing in intensity as the distance to the excitation point
increases. At interaction site¯, 6 µm away from the excitation spot, the emission intensity
has dropped to about 20 % of its maximum intensity, as shown by the luminescence
profile in Fig. 12.3a.
To investigate the nature of the exciton diffusion process in our wires, we conduct an
experiment in which the wire is locally excited at position ¬ with short laser pulses, and
its emission is subsequently resolved in both time and space domains (see Section 3.1.2).
Figure 12.3b shows the resulting streak camera image, displaying the spatial coordinate
along the x-axis (parallel to the wire axis) and the temporal evolution of the luminescence
along the y-axis. As expected, in this image we can identify four distinct positions along
the x-axis at which the luminescence decays as a function of time. Most interestingly, the
intensity maxima occurring at ­, ® and ¯ are each delayed with respect to the previous
one. This shift of consecutive maxima towards later times is in line with the progressive
diffusion of a locally excited exciton gas, dynamically occupying the entire wire volume
after the local excitation. If we assume an evenly enhanced spontaneous emission at each
interaction site, the observed time delay of the luminescence provides further information
on the time scales of the diffusion process. In addition to the diffusion of excitons, the
streak camera image in Fig. 12.3b nicely visualizes how the luminescence intensity of our
NW can be modulated in both space and time.
To expose the time-space correlation of the diffusing excitons, we integrate the time
evolution of the NW emission in a spatially narrow region centered around each interaction
site. Hence we obtain the four different time traces plotted in Fig. 12.3c. As already noted,
consecutive interaction sites show intensity maxima shifting to later times. Surprisingly,
the time difference∆t between two consecutive intensity maxima increases with increasing
distance to the excitation spot, as indicated by the increasing time intervals marked on
the bottom axis in Fig. 12.3c. From ∆t = 0.2 ns, to 0.4 ns and 0.7 ns, the time delay
increases between the sites, suggesting a slow-down of the exciton diffusion process
as the distance to the excitation point increases. With a center-to-center distance of
2 µm between two neighboring Au lines, the observed time differences translate into
exciton velocities ranging from 1–10 µm/ns (or 103–104 m/s). This time- and space-
resolved experiment could in principle determine the exciton diffusion constant; yet,
recent analogous luminescence experiments on the diffusion of excitons in quasi-2D
layers of GaAs have unveiled a number of effects, which hamper the direct determination
of an exciton diffusion constant from our data shown in Fig. 12.3 [231–233]. Amongst
those effects is, for example, a local heating of the exciton gas under non-resonant laser
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Figure 12.3:Multi-site interaction of excitons in a single NW with the SPPs in
different Au lines. Center: Micrograph of a ∼8 µm-long wire fully crossing all
four individual 1 µm-thin Au lines. (a) Spatial luminescence distribution and the
corresponding emission profile of the same wire under continuous local excitation
at position ¬. The four interaction sites strongly modulate the NW emission
in space. (b) Streak camera image displaying the space and time modulated
NW emission after pulsed excitation with 3.1 eV at position ¬. (c) Maxima
of consecutive decay traces, obtained at the different interaction sites, shift
towards later times, reflecting the exciton diffusion process. Image size in (a) is
∼ (11 × 5)µm2.
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excitation, possibly also occurring in our experiment. In Ref. [231] the authors finally
conclude that only strictly resonant excitation conditions allow for a reliable determination
of the intrinsic exciton diffusion constant. Such an approach is currently realized in a
collaborative research effort together with the group of Dr. Alexey Chernikov.
As a final comment we would like to mention an interesting perspective for the exciton
transport in the ultrathin wires of the 1D quantum limit. The above shown detection
scheme could be applied to monitor the dynamics of a locally excited carrier density (e.g.,
excitons, or an e-h plasma), as it expands through 1D space–a measurement configuration
with the potential to observe fundamentally interesting 1D phenomena, like the many-body
localized state [234] or the Tomonaga-Luttinger liquid behavior [235].
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Without question, the key finding of the experiments presented in this part of the thesis is
the understanding that the free excitons in semiconductor NWs must radiate their energy
into the particular set of electromagnetic modes dictated by the sub-wavelength waveguide
properties of the wires. Clearly evidencing a variety of nanophotonic effects, our diameter-
dependent lifetime studies on free-standing wires reveal both, the Purcell-enhanced
minimum in the luminescence lifetime (d ∼ λ/n), as well as the drastic increase of the
lifetime (d < λ/n) predicted by our numerical simulations of the relevant waveguide mode.
For small diameters, our experiments on wires dispersed on dielectric substrates further
reveal a remarkable sensitivity of the emission lifetime on the dielectric environment of a
single wire.
In Chapter 11, this insight into the spontaneous emission process of free excitons allows
us to demonstrate in two explicit examples the all-dielectric manipulation of spontaneous
emission in NWs: first, we showed in Section 11.1 that the molecular beam epitaxy of NWs
is exceptionally suited to fabricate wires with elliptical cross-section, realizing a single
mode waveguide emitting photons with definite linear polarization. Second, controlling
the dielectric environment of individual NWs enabled us to tune the spontaneous emission
of free and mobile excitons along the axis of a single wire (see Section 11.2).
Extending the realm of external control beyond this all-dielectric approach, in Chapter 12
we addressed the potential of hybrid plasmonic-excitonic devices for the tuning of
spontaneous emission in NWs. While the emission enhancement from wires dispersed on
a flat metallic surface already indicates a strong enhancement of spontaneous emission,
the experimental results cannot be unambiguously interpreted. In a next step, we then
demonstrated that even a strongly localized interaction between the excitons in a NW and
the SPPs in a 100 nm-thin Au line renders large emission enhancements, indicating the
tight confinement of light in these hybrid structures to ultrasmall volumes. Indeed, we
demonstrate the interaction between this NW and the Au line to be remarkably strong
(over 40 % of the total emission originates from the strongly localized interaction region),
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stirring future research into interesting directions: Current electron beam lithography
techniques allow for a scaling of the interaction region to much smaller length scales. Au
line-widths beyond 30 nm at an inter-line spacing of 50 nm are readily accessible and
should enable the fabrication of a dense periodic array of localized interaction sites along
the axis of a single wire.
Studying a wire subject to multiple interaction sites illustrates the potential of metal-NW
hybrid devices for a diffusion-driven manipulation of light emission in space and time. In
this context, our experiments presented in Section 12.2 might in principle reveal the exciton
diffusion process. However, to investigate the intrinsic diffusion a more sophisticated
experiment must involve the strictly resonant excitation of excitons, complicating the
above shown measurements.
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In this thesis, we investigate various aspects of direct-gap semiconductor nanowires (NWs)
using single wire photoluminescence spectroscopy. Our newly developed approach to
synthesize phase-pure GaAs NWs, size-tunable in an unreported diameter-range, forces
their previously hidden one-dimensional (1D) quantum nature to emerge in our optical
experiments. With such a 1D model system readily to hand, optical spin orientation
becomes a suitable means to study the dynamics of electron spins in these NWs. We
evidence the optical spin injection into single wires and investigate their spin dynamics.
Particularly our experiments in the 1D wire regime complete the previous studies on the
suppression of spin relaxation in narrow semiconductor channels and thus accomplish a
long-standing goal of the community.
In a second major focus, our thesis addresses several different nanoscale photonic effects.
Unexpected, and with impressive diversity, these effects surfaced in our luminescence
experiments performed on single wires and unveiled the fascinating sub-wavelength
waveguiding nature inherent to our NWs. They shift our perspective towards the realm of
nanophotonics, where near-field optical effects and quantum electrodynamics determine
the rules of the game. Indeed, the newly gathered insight allows us to directly implement
and demonstrate innovative photonic concepts in our NWs.
At the very beginning of this thesis stands the molecular beam epitaxy of a semiconductor
NW system, which suits the needs of our luminescence-based approach. The strategy
to synthesize direct-gap GaAs NWs with widely tunable diameters, while maintaining
a phase-pure wurtzite crystal structure, meets all the requirements in a single series of
NW wafers. Furthermore, including the fabrication of ultrathin GaAs NWs, strictly
distinguishes our approach in all these points from others reported in literature. Most
importantly, our approach allows us to experimentally track any characteristic emission
feature as we tune the NW diameter. Since we found a way to synthesize the NWs with
a very low areal density in the as-grown ensemble, even free-standing wires can now
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be addressed individually in our photoluminescence spectroscopy. In prior experiments,
single wire spectroscopy was mostly limited to the study of NWs lying horizontally
on a substrate. Regarding the results presented in Parts III and IV, this free-standing
configuration turned out to be a key advantage of our approach.
Tuning the diameter from 490 to 20 nm unveiled the characteristic emission signatures,
which evidence the role of spatial quantum confinement in our ultrathin wires. In fact,
their quantized subband dispersion assigns these wires to the 1D quantum regime, in
which only the lowest 1D subband is occupied by the photo-excited electrons. An estimate
of the confinement effects further enabled us to quantify a strong enhancement of the
exciton binding energy in the thinnest NWs. An important feature, as our analysis in
Chapter 9 has shown.
Under circularly polarized excitation, electrons absorb the angular momentum of photons–
a concept which is often used for spin orientation in direct-gap semiconductors. For the
first time now we applied this concept to optically inject spins into single, free-standing
semiconductor NWs and demonstrated its success. Observing a magnetic field-induced
characteristic, the Hanle effect, as well as the dynamic depolarization of the spins, thus
paved the way for a detailed experimental investigation of spin phenomena in NWs.
Our subsequently performed experiments unveiled a rather peculiar behavior of electron
spins and, in this way, already foretold the encounter of miscellaneous spin physics in
NWs.
Making an effort to understand the unusual spin dynamics observed in our time-resolved
luminescence studies, we intensively evaluated the different spin relaxation mechanisms
in question. Eliminating possible candidates one by one lead us to an analysis of the
exchange-driven spin relaxation process in our NWs. Unexpected at the beginning, it
showed that the exchange coupling between photo-excited electrons and holes dominates
the spin relaxation in the entire range of NW diameters investigated in our sample series.
Fully in line with this conclusion, the exchange-based relaxation mechanism was so
strongly affected by the increasing spatial confinement in our NWs, that we witnessed a
pronounced weakening of the spin relaxation. This finally culminated in the observation
of ultralong spin lifetimes, τs = 200 ns, in our thinnest 1D wires. Remarkably, our analysis
implies that the electrons in all of our wires are in the radially ballistic regime.
We emphasize that such ultralong spin lifetimes can only occur in our 1D wires because
the Dyakonov-Perel mechanism, which is otherwise known to be highly efficient in most
semiconductor structures, is completely suppressed in the 1D quantum regime of III-V
NWs. We note also that the spin relaxation time limited by electron-hole exchange in
our experiment is a consequence of the optical excitation, suggesting even longer spin
relaxation times for pure 1D electron systems in NWs.
To assess the technological potential of our findings, it is worth mentioning that in III-V
semiconductor structures, electron spin relaxation times of τs ≥ 100 ns have so far only
been observed for localized, 0D electrons [176–179]. The hyperfine interaction, which
limits the spin coherence in these 0D systems, is not relevant in 1D. More importantly,
the electrons in our NWs are free to move along the 1D channel, making these wires ideal
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systems for the transport of coherent spin information, e.g., to interconnect spintronic
devices on chip or allow coherent spin manipulation.
In another focus, this thesis addresses the nanophotonic effects, which quite prominently
occurred in our luminescence experiments. Without question, the key finding was the
understanding that the free excitons in semiconductor NWs must radiate their energy into
the particular set of electromagnetic modes dictated by the sub-wavelength waveguide
properties of the wires. With exciton dynamics fully dominated by this waveguide-
effect, our perspective shifts away from the previously discussed non-radiative chemical
effects [197–203] towards the realm of spontaneous emission in nanophotonic structures,
in which near-field optical effects and quantum electrodynamics determine the rules of
the game.
In our experiment, the diameter-dependence of the free exciton recombination dynamics
clearly evidences both, the Purcell-enhanced minimum in the luminescence lifetime, as
well as the drastic increase of the lifetime predicted by numerical simulations of the
relevant waveguidemode. Distinctively pronounced for small diameters, understanding the
waveguide nature allowed us to perceive and promptly demonstrate the local manipulation
of the exciton emission dynamics along the axis of a single NW.
From a nanophotonic point of view, our subsequent experiments on the strongly localized
photonic interactions between mobile excitons in NWs and the surface-plasmon-polaritons
in thin metallic lines, share interesting perspectives for future directions [225, 236]: In
general, the commercial success of semiconductor devices is related to the fact that
their charge distributions are easily shaped and controlled by external electrostatic gates.
Hence, if it were possible to use the thin metallic lines shown in Chapter 12 to affect the
excitons not only via the plasmonic near-field interactions already demonstrated in our
experiments, but at the same time also through gate-defined electrostatic fields, the ob-
tained virtue would be undeniable. We believe that such an endeavor can indeed be fruitful.
Reviewing the particular spin and nanophotonic properties of our NWs, it would certainly
be interesting to explore whether these physics have any aspects in common. According
to the recent literature, such common ground may indeed exist. In 2014, Petersen et al.
demonstrated the so-called ‘spin-orbit coupling of light’ in nanophotonic waveguides [237],
which relies on the very unusual transverse spin angular momentum emerging in confined
light fields [238]. In their straightforward experiment, circularly polarized light is directed
onto a single gold nanoparticle situated off-axis on top of a waveguide. Without precedence
in any prior experiment, adjusting the handedness of the incoming light controlled the
propagation direction of the light scattered into the waveguide. Because of its undeniable
potential for information transfer, Petersen’s seminal work has launched a plethora of
novel investigations addressing these ‘impossible properties of light’ [239–244]. Far
beyond the polarization-controlled flow of information, the underlying physics were also
demonstrated to have real mechanical impact, for example on floating colloidal particles,
pushing them sideways on the surface of water; all controlled by the polarization of a
focused light beam [241].
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In September 2018, Diego Abujetas and Dr. José Sánchez-Gil reported that this extraordi-
nary transverse spin angular momentum of light not only interacts with off-axis emitters,
like in Petersen’s experiment. In fact, they predicted that a complex distribution of the
orbital and spin momenta exists inside a waveguide within the fundamental HE11-mode–
the mode which we experimentally demonstrated in Chapter 10 to dominate the optical
properties of our NWs. At this particular point, the NW spin physics and the nanophotonic
effects investigated in this thesis may have aspects in common. We imagine the peculiar
transverse spin of the HE11-mode to possibly play a role, for example, in the optical spin
injection process. Investigating this effect could open unforeseen possibilities for the
interplay between excitons, their spins and a polarization-controlled, directional photon
emission.
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Spin physics in nanowires
A
A.1 Spin-orbit coupling in bulk wurtzite crystals
The general conduction band spin splitting in binary bulk wurtzite (WZ) semiconductors
arises from two contributions, one being linear in the electron’s wave vector k while the
other one is proportional to the cube k3. The cubic k3-dependent term (called Dresselhaus
effect) also describes the spin splitting in semiconductors with zincblende structure and is
a consequence of the bulk inversion asymmetry (BIA) of the crystal lattice. The k-linear
term (called Rashba effect) occurs in the WZ structure due to the hexagonal cˆ-axis and
reflects an intrinsic wurtzite structure inversion asymmetry (WSIA). The relevant SOC
Hamiltonian HbulkSO with both BIA and WSIA contribution reads as follows [56, 129, 130,
132, 148–154]:
HbulkSO = H
BIA
SO + H
WSIA
SO = Ωbulkk · σ , (A.1)
with
Ωbulkk =
[
γe
(
bk2z − k2⊥
)
+ αe
] *.,
ky
−kx
0
+/- = β
*.,
ky
−kx
0
+/- , (A.2)
where z‖[0001] (cˆ-axis), x‖[1120], y‖[1100], k2⊥= k2x+ k2y , and σ is the vector of the Pauli
spin matrices σi, i= x, y, z. The Dresselhaus coefficient γe, together with the material
parameter b, determines the cubic BIA contribution, while the Rashba coefficient αe gives
the strength of the k-linear WSIA contribution. The coefficient β =
[
γe
(
bk2z − k2⊥
)
+ αe
]
is then an effective SOC parameter describing the total magnitude of the SO field in bulk
WZ.
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A.2 Evaluation of interface-induced SOC for all
nanowire sidewall facets
The investigated WZ GaAs nanowires (NWs) exhibit a hexagonal cross section with six
equivalent GaAs/AlGaAs core/shell interfaces (n= 0, 1, 2, . . . , 5), which, according to
transmission electron microscopy, are oriented along the
〈
1120
〉
-directions of the WZ
unit cell (cf. Fig. 7.1). As outlined in Chapter 8, the interface-induced SO field, Ωint,nk ,
resulting from the particular heterointerface n, has the form
Ωint,nk =
*..,
α⊥kz sin (npi/3)
−α⊥kz cos (npi/3)
α‖
[
ky cos (npi/3) − kx sin (npi/3)
]+//- , (A.3)
where the effective SOC parameters α‖ and α⊥ determine the strength of the interfacial
contribution parallel and perpendicular to the WZ cˆ-axis, respectively. Here we note
again that, due to the low symmetry {112¯0} NW sidewall facets of the Cs point group,
α‖ and α⊥ are linearly independent [167, 168], while the size of the bulk contribution is
given by the single parameter β.
In the absence of external magnetic fields, the dynamics of an electron spin density S(t),
provided that the spin lifetime is longer than the carrier thermalization time, is given
by the equation of motion S˙i (t) = −∑ j Γi jSj (t), where Γi j are components of the spin
relaxation rate tensor Γ, and Si, j are the average spin components in direction i, j= x, y, z.
The form of the tensor Γ depends on the spin relaxation mechanism and the symmetry of
the system. In a simplified form of the DP spin relaxation theory, Γi j are determined by
the effective magnetic field Ωk via [51–53, 55, 122]
Γi j ∼
(
δi j
〈Ω2k〉 − 〈Ωk,iΩk, j〉) τ∗p , (A.4)
where τ∗p is the momentum relaxation time for an individual electron, δi j is the Kronecker
delta symbol, the angle brackets denote averaging over the momentum distribution of
electrons, and 〈Ω2k〉 = ∑
i
〈
Ω2k,i
〉
. (A.5)
Under the assumption that the electron phase coherence length is smaller than the NW
diameter, the respective mean square effective magnetic fields with both bulk and interface
contributions add to
〈
Ωk,iΩk, j
〉
=
〈
Ωbulkk,i Ω
bulk
k, j
〉
+
1
6
5∑
n=0
〈
Ωint,nk,i Ω
int,n
k, j
〉
. (A.6)
Evaluating Eq. (A.4) using Eqs. (A.2), (A.3), (A.5) and (A.6) by averaging over an isotropic
angular distribution of k shows that Γ is a diagonal tensor with nonzero components Γxx ,
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Γyy, and Γzz, where
Γxx = Γyy = *,12 +
α2‖
2β2 + α2⊥
+- Γzz . (A.7)
DP spin relaxation in WZ GaAs NWs is therefore anisotropic with respect to the NW axis,
which corresponds to the WZ cˆ-axis, while spin relaxation in the plane perpendicular to
the NW axis is isotropic.
In the experiments, the spin component Sz along the cˆ-axis is detected. In the absence
of an external magnetic field (Bext = 0), the exponential decay of Sz corresponds to the
zero-field spin lifetime τ0s = 1/Γzz. Applying Bext now leads to Larmor precession of the
electron spins and an advanced spin dynamics with
Sz (t) ∝ e−(Γyy+Γzz)t/2 cos (ωLt) , (A.8)
where Bext ‖ x. The measured spin lifetime τBs reflects in this case the spin polarization
decay with the average decay rate Γeff =
(
Γyy + Γzz
)
/2 = 1/τBs . Because of Eq. (A.7) an
averaged relaxation rate Γeff =
(
3
4 +
α2‖
4β2+2α2⊥
)
Γzz is obtained due to anisotropic DP spin
relaxation. Hence the relative relationship between the strengths of the SOC contributions
parallel (α‖) and perpendicular (β and α⊥) to the NW axis can be described by
α2‖
2β2 + α2⊥
= 2
τ0s
τBs
− 3
2
. (A.9)
Accordingly, for the experimental values of τ0s ≈ 1.48 ns (Bext = 0) and τBs ≈ 0.52 ns
(Bext > 50 mT), respectively, the relative strengths of the varying SOC coefficients are
determined via
α2‖
2β2 + α2⊥
≈ 4 , (A.10)
which implies that the interface-induced z-contribution to the effective SO field Ωk is
significantly larger than the x–y-contributions from both bulk (α‖ > β) and the interfaces
(α‖ > α⊥).
A.3 Hole spin relaxation in wurtzite GaAs
In their early work, Bir, Aronov and Pikus (BAP) recognized that the exchange interaction
between electrons and holes can lead to efficient relaxation of the electron spin in optical
orientation experiments [66, 67]. To cause electron spin relaxation this mechanism
requires hole spin relaxation times that are short on the time scale of electron spin
relaxation. Thus, in order to evaluate the importance of BAP spin relaxation for our NWs,
we will first discuss whether this requirement is fulfilled for the WZ phase of GaAs.
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Due to the strong mixing of orbital and spin degrees of freedom in the valence band
of bulk ZB GaAs, the hole spin relaxation time is typically very short, τZBs ≈ 110 fs
[182], and thus often referred to as quasi-instantaneous. The basic requirement for the
BAP mechanism of electron spin relaxation is therefore always fulfilled. However, in a
bulk WZ crystal, this argumentation is not straightforward, since the symmetry of the
WZ lattice strongly modifies the mixing of the valence bands. In order to estimate the
spin relaxation time of photo-excited holes in our WZ GaAs NWs, we first analyze the
composition of the heavy hole (HH) bands and then further investigate the effects of
spatial quantum confinement on their composition.
For bulk WZ GaAs we use the 6-band k · p model and the parameter set presented in
Ref. [27]. We neglect the contribution of the parameter A7, which is responsible for
the spin splittings in the energy bands. The Hamiltonian is ordered by the bulk Bloch
functions, in which the states 1 and 4 can be unambiguously identified as HH, while the
other basis states (2, 3, 5 and 6) are mixed and give rise to the light hole (LH) and the
crystal field split-off hole (CH). More details on the WZ bulk basis set can be found in
Refs. [245, 246]. For bulk ZB GaAs, we use the conventional Luttinger-Kohn Hamiltonian
and parameters set presented in Ref. [247].
In Fig. A.1a-b, we summarize the HH composition for the bulk case by comparing ZB
and WZ GaAs. For ZB, the HH composition is nearly constant at a value of 0.5 in the
considered energy range. While the HH composition in WZ is also nearly constant, it
is instead very close to 1 and only a zoom-in at the HH composition reveals a non-zero
contribution from other states (see inset in Fig. A.1b). By calculating the density of states
and integrating in energy, we estimate the bulk Fermi energy for holes with a 3D carrier
concentration of n3D = 8×1016cm−3 to be ∼ 3 meV. At this energy, the HH composition
is ∼ 0.9996.
Let us now turn to the HH composition including the quantum confinement in the NWs. To
numerically calculate the HH composition in the WZ NWs, we first introduced quantum
confinement on the k · p description, recognizing that the motion on the xy-plane is
now quantized, by making the substitution kx → −i ∂∂x and ky → −i ∂∂y , i.e., the in plane
momenta are now operators instead of quantum numbers. The total wavefunction is
expanded using the envelope function approximation [248], leading to a set of coupled
differential equations that need to be solved with suitable numerical methods. We
considered cylindrical NWs and used two distinct numerical approaches to solve the
6-band confined Hamiltonian: i) the plane wave expansion (PWE) [172] of the envelope
functions, i.e., using plane wave basis; ii) the finite differences method (FDM) to the
reduced one-dimensional radial description which arises when considering cylindrical
coordinates to describe the xy-derivatives [192, 249]. To achieve numerical convergence,
for the PWE approach we have used 20 plane waves, leading to 81×81 grid points in the
xy-plane while in the FDM method we used 401 radial points.
In Fig. A.1c, we show the composition of HH states in the highest subbands for cylindrical
WZ NWs with diameters of 30 nm and 60 nm using the PWE and FDM approaches. For
the 30 nm NWs, using the 1D Fermi wave vector of kF ≈ 0.015Å−1, we can identify
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Figure A.1: Composition of the bulk HH band for (a) ZB and (b) WZ GaAs
as function of energy, measured from the top of the valence band. The inset in
(b) shows a zoom-in at the y-axis of the HH composition, the x-axis remains
unchanged. (c) Composition of the HH state for selected subbands of NWs with
a diameter of 30 nm and 60 nm. The different numerical techniques are shown
with solid lines for the FDM and with dashed lines for the PWE. Courtesy of
Paulo E. Faria Junior.
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the HH composition to be ∼0.9994 for the FDM approach and ∼ 0.9984 for the PWE
approach. For the 60 nm NWs, as can be seen in Fig. A.1c, the HH composition is
comparable to the 30 nm NWs.
Our calculations suggest that the HH composition for the highest subbands does not
significantly depend on the diameter and therefore lies in the narrow range from 0.9984
to 0.9996 for all our WZ GaAs NWs. Since spin relaxation of the holes is driven by
the Elliott-Yafet mechanism and the relaxation time is thus inversely proportional to the
composition of the HH wave function [55, 250], we can estimate the hole spin relaxation
time in WZ GaAs by comparison to the HH composition and hole spin relaxation time in
ZB GaAs: τWZs = (1− xZB)/(1− xWZ) τZBs ≈ 30–140 ps, where xWZ = 0.9984 to 0.9996
and xZB = 0.5 are the compositions of the HH states inWZ and ZBGaAs and τZBs ≈ 110 fs
[182]. We thus conclude that, although substantially longer than in ZB GaAs, the hole
spin relaxation time in WZ GaAs is nevertheless short compared to the experimentally
observed time scale of electron spin relaxation (τs = 0.4 − 200 ns). Similar observations,
i.e., short hole spin relaxation times in a WZ semiconductor, were also reported for
experiments on bulk GaN [183, 184]. The basic requirement for exchange-driven electron
spin relaxation in WZ GaAs NWs through the BAP mechanism is thus fulfilled.
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