Abstract
INTRODUCTION
The goal of this work is to present an overview of the methods of multi-criteria optimization on Pareto criteria and its improvement. In most cases objectives of the multi-objective problem conflict with each other, thereby preventing simultaneous optimization of each objective. Many, if not all, real engineering problems actually have more than one objective, that is, minimize costs, maximize productivity, increase reliability, etc. They are challenging, but real problems.
There are two approaches to the multi-criteria optimization. One of them is the convolution of the individual objective functions into a single component or to impose on all criteria except one the set of restrictions. In the first case the determination of the total objective function is possible with the help of the theory of utility, the weighted sum, etc., but the problem lies in the proper choice of weights or utility functions that characterize the preferences of the customer. This optimization method doesn't provide a set, but a unique solution, which can be examined to identify possible tradeoffs.
The second approach is to define a set of Pareto optimal solutions, or a representative subset. Pareto solution is the set of non-dominant to each other solutions. When moving from one Pareto solutions to another, there are always some loss in one solution, and certain improvements in others. Paretooptimal set of solutions are often preferred by single results because they are more practical when considering the tradeoffs in the real life problems. The set of Pareto solutions may be any size, but typically the size increases with increasing number of purposes.
Note that the Pareto principle is not universal and applies only if a number of axioms are met. And even if these axioms are met, the construction of the Pareto set can cause significant difficulties [1, [7] [8] .
STATEMENT OF THE PROBLEM OF MULTI-

OBJECTIVE OPTIMIZATION
In the formulation of multi-objective optimization problem mandatory condition to meet all individual criteria and constraints is introduced as a requirement for the optimality of solutions, namely all of the functions belonging to the set of optimal solutions must be different from zero in the optimum point, the optimum criteria must be satisfied to the extent possible. The increase in the value of the generalized criterion should not happen while improving the value of some indicators of quality at the expense of the deterioration of others. In the terminology of decision theory, the latter requirement is equivalent to the condition of belonging to a Pareto optimum [1] .
The problem of multi-criteria optimization has the following form: 
The problem of multi-objective optimization with fuzzy goal involves finding such х that satisfy the following constraints [2] [3] [4] :
Where k g -fuzzy set,
The solving the Fuzzy problem (2) can be reduced to the solving the following unfuzzy problem:
3.
FINDING THE PARETO OPTIMAL
SOLUTIONS
The solution x on Pareto criteria. We assume that
, where
. Thus the validity of these inequalities is proved. Solution 
The validity of these inequalities follows from the following considerations: 
is Pareto optimal solution of the problem (1).
We suppose inverse case. Let 
S
This leads to the following inequality:
Finding Pareto optimal solution (5) in condition of (3) leads to solving following problem of linear programming:
,..., When vector is given to the input of the network, the state of neurons are determined, but then because the outputs of neurons are the feedbacks, to their inputs again a new vector is entered and the state changes again. The concept of stability is connected with recurrent networks [6] . The network is considered to be stable if, after a finite number of iterations, the neurons receive state that no further changes. When a vector is given to the input of stable recurrent networks, the output signals of neurons are generated, which are then applied to the inputs again, generating a new state vector again, but while the network is not set to the final state, with the increasing number of iterations, the number of changes of nodes' states is reduced. Network without feedback is always stable, since when one vector is given to the input, nodes of the network change their states only once due to the constancy of input neurons. For solving the problem (1)-(2) recurrent neural network, which is defined with the following differential equation, is proposed:
__________________________________________________________________________________________
. As in the Hopfield network, it uses neurons matrix with the size of n n  , but the neurons interact not on the principle "with each other", but by the rows and columns.
The difference version of this equation has the following form:
Where t  -step by time. Parameters
are selected experimentally and they significantly impact to the speed of problem solving and to the quality of solution.
To speed up the solving of equations (6) One of the main properties of artificial neural networks is the reliability of the neural network models. This property may allow building fo neural network systems for areas where high reliability is required.
No less important is the learning property of neural networks. Because of this property, not only they can recognize patterns applied to their input, but also adjust their parameters with the help of the appropriate procedure to carry out correct recognition as much as possible. Thus, the neural networks can operate in two modes or phases: a learning mode and the recognition mode.
The ability of neural networks to generalize is also very important property. Due to this property not only the network can show the imaged given during the training, but also build new ones. This increases the "competence" of systems based on neural networks.
COMPUTATIONAL EXPERIMENT
We consider an example taken from [5] . 
