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Abstract
Image attribute editing is a challenging problem that has been recently studied by many researchers using
generative networks. The challenge is in the manipulation of selected attributes of images while preserving the
other details. The method to achieve this goal is to find an accurate latent vector representation of an image and a
direction corresponding to the attribute. Almost all the works in the literature use labeled datasets in a supervised
setting for this purpose. In this study, we introduce an architecture called Cyclic Reverse Generator (CRG),
which allows learning the inverse function of the generator accurately via an encoder in an unsupervised setting
by utilizing cyclic cost minimization. Attribute editing is then performed using the CRG models for finding desired
attribute representations in the latent space. In this work, we use two arbitrary reference images, with and without
desired attributes, to compute an attribute direction for editing. We show that the proposed approach performs
better in terms of image reconstruction compared to the existing end-to-end generative models both quantitatively
and qualitatively. We demonstrate state-of-the-art results on both real images and generated images in MNIST
and CelebA datasets.
Keywords — Image attribute editing, generative models, generative adversarial networks, Deep
learning, convolutional neural networks
1 Introduction
The aim of generative models is to produce synthetic images, which are similar to samples in a
dataset. Recently, remarkable approaches have been proposed and developed in this field [1–4]. Each of
these approaches has their own strengths and weaknesses. Generative Adversarial Networks (GANs) [1]
dominate this field in terms of generating sharp images and having a meaningful latent representation
with a rich linear structure [5,6]. GANs are composed of two networks, i.e. generator and discriminator,
that compete with each other during training for learning the underlying distributions of the images.
Given a latent vector z, which is randomly drawn from normal or uniform distribution, namely P (Z),
the generator produces a synthetic image. The discriminator, on the other hand, determines whether
a given image is real or fake. The discriminator produces a probability/score value that shows the
probability/score of the given image as being a real image. Depending on the objective function that
maximizes the discrimination of real and fake images, parameters of both networks, i.e. generator and
discriminator, are optimized. It’s only after the Nash equilibrium that is established between the two
networks, the discriminator hardly differentiates given images as real or fake with confidence. This
state is a good indicator for the generator model that the generated images are similar to the real data
distribution. After the training is completed, the discriminator is discarded and the generator is used
for mapping from the latent space to the image space.
Although a GAN generator provides a means for generation of different images using random
latent vectors, it is difficult to model the inverse function for the generator model so that images can be
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manipulated in a controlled setting; especially for high resolution image generators. Existing methods
apply algebraic operations in the latent vector space to encode semantically meaningful attributes
to images. In DCGAN work [5], algebraic operations have been performed on latent vectors of two
generated images with and without an attribute, such as a face containing sunglasses or not; the latent
vector representing the attribute is added to the latent vector corresponding to a generated image to
provide the image with the attribute. However, due to use of randomly generated images, such vector
additions manipulate other attributes as well as the desired attribute; hence usually cause significant
changes in the original face attributes. The challenge here is to find a latent vector representation and
a proper direction that corresponds to the factors that changes only the desired attribute; the produced
images will be the same with the original source and they are different only for the encoded attribute.
This operation requires accurate mapping from the image space to the latent space and identification
of the true latent direction. In this work, we propose a novel architecture for solving both problems
accurately. The proposed architecture is composed of an encoder and generator networks. The training
of the networks are performed in an unsupervised setting, i.e. no attribute labels are used. Semi-
supervision is performed in the calculation of desired attribute directions using the encoder network.
We show that the proposed solution is effective for controlled manipulation of images.
The main contributions of this work can be summarized as follows:
(1) We propose a new straightforward end-to-end architecture called Cyclic Reverse Generator
(CRG) that allows learning the inverse of the generator in an unsupervised setting and allows recon-
struction of both generated and real images in high quality.
(2) We obtain a latent vector direction for attribute editing using our CRG encoder using only an
arbitrary pair of real images; one with and the other without an attribute.
(3) Keeping the other attributes the same, we show that it is possible to manipulate only the
desired attributes at any rate.
(4) We give state-of-the-art results on CelebA dataset [7] to reconstruct an image at 128x128
resolution, which is the highest resolution that is obtained using an architecture with an encoder that
is connected end-to-end to a generator.
The rest of the paper is organized as follows. A brief summary of the related previous works are
summarized in Section 2. The proposed method is discussed in detail in Section 3. The results of our
image reconstructions are provided in Section 4. The paper is concluded with future directions.
2 Related Works
In GANs, the studies of manipulating desired attribute(s) of images can be divided into two
main groups, as semi-supervised and unsupervised methods. In the first group, training is performed
using a code representing each attribute in a conditional GAN architecture [8–11]. In these methods,
after training, selected attributes of given images can be changed. However, the requirement of labeled
datasets makes these methods impractical. Moreover, the attributes are limited with the trained labels.
In the second group, i.e. unsupervised methods, the main purpose is to construct a model that learns
the hidden structures in image generation and to inverse the generation process without using attribute
labels. Our work belongs to this group. The studies in this group can be examined under three
categories: The first one is Gradient Based Techniques (GBTs) [12, 13]. In these approaches, latent
vector corresponding to an image is taken as the optimization goal; the aim is to find latent vector
z′ corresponding to φ(z) image. These methods do not require an additional encoder network. A
pre-trained generator network is used to perform this process. Firstly, a z′ vector is sampled randomly
from a prior distribution and it is given to the generator. According to the gradient obtained from
the difference between the generated image and the target image, the z′ vector is updated. After
numerous iterations, the z′ vector is expected to converge to the target vector z that represents the
φ(z) image. In GBTs, the encoding of the latent vector representation is obtained after a great number
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of gradient descent steps, which makes these approaches impractical. The structure of the GBT and
the optimization function is depicted in Fig. 1.
generator
Fig. 1: The structure of the GBT [12].
The second category includes architectures with an encoder network, in addition to the generator
and the discriminator networks [14–17]. These studies differ depending on how the encoder network
is used and trained in the architecture. In the VAEGAN [14], the generator is constructed using the
decoder of a variational autoencoder (VAE), and encoder-decoder-discriminator networks are combined
end-to-end as a single network. This structure enables reconstruction of more realistic and sharper
images compared to VAEs. Unlike the VAEGAN, in BiGAN [15] and ALI [16] studies, neither generator
nor encoder can see each other’s outputs; in both works, the discriminator is trained to distinguish tuples
of samples with their latent codes. In studies belonging to the second category, generally three networks
are trained simultaneously. This makes it difficult to train encoder using a pre-trained generator.
Another disadvantage of studies in this category is that they are inadequate to generate high-resolution
synthetic images; most of these studies cannot go beyond 64x64 resolutions [18]. Moreover, most of
these studies fail to extract the latent vector representation of an image that changes only a subset
of attributes while preserving the other properties as they are. Another study in this category is the
AEGAN architecture [17]. The difference of this architecture from the others is that the encoder network
is not trained simultaneously with the other networks. In this study, encoder-generator architecture is
created by using a pre-trained generator model and an encoder network is trained from scratch. The
encoder network is not trained with real images but is trained only with the generated images. The
results of the reconstructions of the generated images are better than the real images; yet they are both
not very successful.
The third category is Adversarial Generator-Encoder (AGE) architectures whose structure does
not contain a discriminator network and an adversarial game is set up directly between the encoder
and the generator [18, 19]. In this category, training is performed using a combination of adversarial
loss and reconstruction loss that encourages the encoder and generator to be reciprocal. There are
three main advantages of these architectures: (1) Since adversarial loss is calculated between encoder
and generator, there is no need for a discriminator and the number of learned parameters decreases,
(2) In GANs, distributions are usually compared in high dimensional image space, in AGE, comparison
is performed in a simpler latent space, (3) The encoder network is given both real and fake images as
input, so the real images are better encoded. When outputs of this architecture are examined, it is seen
that it produces better results than other end-to-end architectures for 64x64 resolutions, but it cannot
go beyond 128x128 resolutions for reconstruction of images and the results at this resolution are not at
desired level. Considering the studies in this category, it is seen that they are poor in terms of image
quality and diversity compared to the models with a discriminator [20]. Furthermore, if reconstruction
loss is not used in AGE architecture, encoder and generator mapping is not reciprocal. In order to make
networks reciprocal, reconstruction loss is controlled by a hyper-parameter in the objective function.
However, the determination of the value of this parameter brings extra burden. To overcome the
problems mentioned in this category, in this work we propose an architecture with two separate parts
that have cyclic connections with each other and perform training in two steps. In the first step, a
generator is trained using the original adversarial loss between the generator and discriminator [20]. In
the second step, the encoder network is trained from scratch by using the cyclic connection between
the encoder and the generator. This architecture allows generator network to receive a latent vector,
which is either randomly generated or encoded, as an input, and the encoder network to get either real
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or fake images as input during training. This approach helps convergence problems of encoders during
training. Moreover, it has an additional benefit that it enables learning the inverse mapping of any
pre-trained generator that are readily available for generation of images in different domains.
The success of the encoder network is directly related to the success of the generator in mapping
latent vectors to images. Two main problems arise in generator training, especially when high-resolution
images are used. The first problem is the stability problem; competition between the two networks, i.e.
generator and discriminator, creates instability, since one dominates the other. The second problem is
the mode collapse problem; the generator network produces samples in limited varieties. Recently, new
objective functions [21–25], regularization techniques [22, 26] and network architectures [5, 20, 25] have
been proposed to overcome the stability problem. In order to prevent mode collapse problem, generating
similar images are prevented using similarities of the samples in the discriminator networks [20, 27].
Although there is various GAN research that generate high quality images for popular datasets, it is
not clear which algorithm is superior to the others. In a recent study, the state-of-the-art models have
been compared objectively using some well-known evaluation metrics [28]. In this study, it is reported
that the performance of the models largely depends on datasets and hyper-parameter optimization;
there is no ideal model that consistently generate high quality images in all datasets. Therefore, it is
a challenge to determine the appropriate architecture, objective function and regularization techniques
for different datasets.
In addition to the vast literature about GAN training, there are recent works that focus on gen-
erating images with different attributes by encoding those attributes as part of the latent code. It is
still a challenging problem, since the encoding of the desired attributes in the latent space is entangled.
Therefore, it is difficult to change only a subset of attributes without changing other properties of the
image. In the StyleGAN [29], research has been carried out on making the latent vector disentangled
by using the generator structure used in the style transfer literature [30]. The aim is to find a latent
vector that is composed of linear subspaces, such that each subspace controls an attribute. With this
architecture, low, medium and high level attributes in the image can be modified by changing the
determined subspaces of the latent space corresponding to the image. Still yet, the changes in this
subspace changes other attributes of the image as well as the desired attributes.
3 The Method
3.1 The Cyclic Reverse Generator (CRG) Model
generator
encoder
Fig. 2: CRG architecture
This section introduces the proposed model for the reconstruction of an image. Our model is
composed of two parametric networks: the generator network gω(z) that maps the latent space z to
the data space x, and the encoder network e(z) that maps the image x from the data space to the
latent space z. The goal is to ensure that the encoder and the generator networks have bidirectional
connections for generating and encoding of either real or fake images. The design of the proposed model
is shown in Fig. 2. The reconstruction loss is calculated using the error in the image space and the
error in the latent space together, in an order, during encoder training.
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We first train the GAN architecture, i.e. generator and discriminator networks, until we obtain
state-of-the-art scores for the selected datasets. We observed that, it is only after an optimum generator
is trained that a successful mapping can be done from the image space, x, to the latent space, z. Our
first expectation from the model is the ability to reconstruct the latent representation of randomly
generated samples. For a given random z, the generator generates an image; giving that image to the
encoder network an estimated z is obtained. We minimize the objective in (1) to minimize the error
between the estimated, i.e. e(gω(z)), and the initial z.
ˆ = argmin

(Ez∼P (Z) ‖z − e(gω(z))‖22) (1)
Our second expectation from the model is the ability to reconstruct real images. This is also
important because we want to be able to compute the relevant directions related to an attribute in the
latent z space using sample real images. For a given image x, the encoded z value is used to reconstruct
the image, i.e. gω(e(x)), we use the objective in (2) to minimize the error between the reconstructed
image and the original image.
[!h]ˆ = argmin

(Ex∼Pdata ‖x− gω(e(x))‖1) (2)
In each iteration, the parameters of the encoder are updated twice, using the objective in (1) and
(2), respectively.
We call our proposed architecture as Cyclic Reverse Generator (CRG) (Fig. 2), since the encoder
learns the inverse function of the generator using the proposed cyclic error minimization. In the model,
the encoder is given either real or generated images, and the generator is given either a randomly
generated or an encoded latent vector as the input. This enables both generated and real images to
be reconstructed. We use a pre-trained generator in the CRG architecture. In this setting, only the
encoder parameters are updated. Generally, end-to-end approaches implement simultaneous training
of three networks. In this case, the dominance of one of the networks in the architecture usually leads
to instability problems. Therefore, a pre-trained generator is not used in these studies. However, in
CRG, the encoder is trained utilizing a pre-trained generator without facing stability problems. This
is advantageous since we can train an encoder for a GAN model that is already trained for different
domains.
3.2 Training The Models
In this section, we provide the training details for the GAN and the CRG architecture using the
two well-known and widely used datasets in this domain, i.e. MNIST and CelebA datasets.
Recently, a lot of researchers are working actively in the GAN domain and it is a challenge to
determine which architecture(s) and objective function(s) are better suited for training a GAN for a
particular dataset. Authors of [28] argue that the performance of recently proposed state of the art
models heavily depends on datasets, and that no particular model is strictly dominating the others.
This study has been our reference for the selection of the objective functions for the MNIST and the
CelebA datasets in this research; we use the Non-Saturating GAN (NSGAN) for the MNIST dataset
and WGAN-GP for the CelebA dataset in this work.
3.2.1 MNIST Model
The MNIST dataset [31] contains handwritten images of digits in 28x28 pixel resolution. It con-
tains 60000 grayscale images for training and 10000 grayscale images for testing. We use the DCGAN
architecture, which has a simple structure, yet produce successful images without stability or mode col-
lapse problems. Although WGAN [21] produces the best scores for the MNIST dataset, we use NSGAN
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objective function since it does not have weight clipping hyper-parameter as in WGAN, which requires
additional adjustment. Table 1 shows the details of the generator and the discriminator architecture
that we use in this dataset. The generator consists of a fully connected layer, two deconvolution layers
and a convolution layer. The tanh activation function is used in the last layer of the generator, and
leaky ReLU activation [32] is used in the other layers with a slope value of 0.2. The generator is given
a 100-dimensional latent vector drawn from a uniform distribution, in the range [−1, 1], as the input.
On the other hand, the discriminator consists of two convolutional layers and a fully connected layer.
The sigmoid activation function is used in the last layer of the discriminator, and leaky ReLU is used
after the convolutions. We train the generator and the discriminator using Adam optimizer [33] with a
batch size of 256, setting the learning rate to 2e− 4 and beta 1 to 0.5.
Table 1: Architectural details of the three networks that we used for the MNIST dataset.
Generator network
Input Shape: 100
Operation Kernel Stride Filter Activation Dropout
Dense - - 128*7*7 LReLU -
Reshape - - (7x7)*128 - -
Deconv2D 5x5 2 128 LReLU -
Deconv2D 5x5 2 64 LReLU -
Conv2D 5x5 1 1 LReLU -
Discriminator network
Input Shape: 28x28x1
Conv2D 5x5 2 64 LReLU 0.3
Conv2D 5x5 2 128 LReLU 0.3
Flatten - - 7x7x128 - -
Dense - - 1 Sigmoid -
Encoder network
Input Shape: 28x28x1
Conv2D 5x5 2 32 LReLU 0.3
Conv2D 3x3 1 64 LReLU 0.3
Conv2D 5x5 2 128 LReLU 0.3
Conv2D 3x3 1 256 LReLU 0.3
Conv2D 3x3 1 512 LReLU 0.3
Flatten - - 7x7x512 - -
Dense - - 100 Tanh -
We train the generator and the discriminator for 250 epochs. In the first few iterations of training,
the discriminator can distinguish real and generated images with high confidence. However, as the
training progress, the images generated by the generator converge to the real samples drawn from the
data distribution. At that point, it becomes difficult for the discriminator to distinguish the real and
fake images. After the GAN training, the discriminator is discarded and the generator is used in the
proposed the CRG architecture (Fig. 2), for training the encoder.
The encoder architecture is structurally similar to the discriminator. There are a few differences
between these two networks: (1) since the output of the encoder will be used as an input for the
generator, the output layer of the encoder contains 100 neurons, (2) tanh activation function was used
in the last layer to obtain a distribution in (-1, 1) range, and (3) after each convolution layer, batch
normalization [34] is used to transfer the gradients to the earlier layers. In order to avoid overfitting,
we also use 30% dropout [35] in both the discriminator and the encoder networks. Pooling layer is not
used in any of the networks, instead, in some layers of the encoder, we set the stride parameter as 2
to reduce the size of the image. In the layers with a stride value of 2, the filter size is configured as
5x5 and in the others, i.e. with a stride of 1, the filter sizes are set as 3x3. In the CRG architecture
training, we use Adam optimizer, which has the same parameters as the one we used to train the GAN
model, for 200 epochs.
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3.2.2 CelebA Model
The CelebA dataset contains 202599 celebrity images with large pose variations, taken from differ-
ent backgrounds. In this study, we use 30000 images in 128x128 pixel resolution. Most of the models
that infer the latent z vectors work with 32x32 resolution images. There are very few models that
go beyond 64x64 pixel resolution [18]. Current state-of-the art models in the z inference produce a
maximum of 128x128 images. However, the quality of the images is not sufficiently good for the recon-
struction of the real images that are necessary to find the latent vector corresponding to an attribute.
The reason for this is that as image resolution increases, stability and diversity problems become more
apparent in GAN training. Hence, in order to achieve the purpose of this research, we need to train a
generator that enable us to generate high-resolution images without encountering stability and diversity
problems.
The Generator Network: There are some design choices to be made when training a generator
network to generate high-resolution images; selection of the objective function, used regularization
technique, selected GAN architecture and selection of the hyper-parameter values. For the CelebA
dataset, we use the same model that we proposed in our preliminary work [36]. The model is similar to
the Progressive GAN (PGGAN) architecture. In GAN studies, as the image resolution increases, the
discriminator distinguishes between real and generated images easily. This causes imbalance problem
between the two networks during training. The key idea in PGGAN is to grow both the generator
and the discriminator progressively to capture fine details in images. Initially, the training of both
networks is started with a low spatial resolution, i.e. 4x4 pixel images, and as the training progresses,
a new layer is added to both networks to increase the spatial resolution of the generated images. In
addition, to ensure the stability between the two networks, we apply spectral normalization [26] to both
the generator and the discriminator as in SAGAN [37], we keep the learning rates of the discriminator
more than the generator as in TTUR [38], i.e. we use 1e− 4 and 2e− 4 learning rate for the generator
and the discriminator, respectively. We optimize the generator and the discriminator by 1:2 rate.
Table 2: Performance comparison of the generator networks for 128x128 pixel resolution.
FID [38]
Latent vector
dimension
AGE [19] 154.79 512
Pioneer [18] 23.15 512
Our Model 9.4 128
In Table 2, we compare our generator with the AGE and Pioneer [18] generators for 128x128 pixel
resolution, since these models contain a model that infer the latent z vectors similar to ours. Pioneer is
the progressive model of the AGE architecture. We use the Fre´chet Inception Distance (FID) metric,
which is a commonly used metric to compare generator networks in terms of image quality and diversity.
A low FID score indicates a better generator. Note that our generator produces a lower FID score, even
though it has a 128 dimensional latent space, instead of 512. The results also depict that using a model
with a discriminator produces better scores. In Fig. 3, we show the interpolation capability between
randomly generated images using our generator. The quality of the generated images is apparent in
these randomly generated samples.
The Encoder Network Architecture: The generator described in the previous section contains
approximately 22 million trainable parameters. In general, we observe that keeping the capacity of the
encoder higher than the generator provides better encoding. The encoder consists of 6 blocks with a
total of approximately 26 million trainable parameters. Training deep CNNs from scratch can cause
convergence problems during the network training and training time increases substantially [39]. Given
the fact that CNNs encode low-level features in the first few layers, we use the first 4 blocks of the
pre-trained VGG-16 Net [40] in the encoder architecture with a list of modifications: (1) we remove
7
  
 Fig. 3: Sample interpolations of our generator between two generated images.
64x64x128128x128x64 32x32x256
VGG16
pretrained
layers
Convolution + ReLU Batch normalization Spatial dropout GlobalMaxPoolingMaxPooling2D
128d latent
space
16x16x512 16x16x1024 16x16x128
Fig. 4: The Encoder network architecture.
the fourth max-pooling layer, so as not to reduce image resolution too much, (2) we include a batch
normalization layer at the end of each convolution block to overcome the vanishing gradient problem
that occurs when we include additional blocks at the end, (3) to avoid overfitting, we use spatial dropout
layer after the batch normalization layers. In order to increase the capacity of the network, we include
two new blocks to extract features that are specific to CelebA dataset. Finally, we use global max
pooling on the last layer of the encoder. There are 64 filters in the first block and the number of filters
in the consecutive blocks are doubled except for the last block; since the latent vector dimension is 128,
we use 128 filters in the last block. We use a 3x3 filter size in the convolution layers, except for the 1x1
transposed convolution layer in the last convolution layer. The structure of the encoder is depicted in
Fig. 4.
Training details: We trained the encoder using the CRG architecture as we explained in Section
3.1. As previously mentioned in the CRG, MAE loss is used in the image space and MSE loss is used
in the latent space, and only the parameters of the encoder are optimized at each iteration. During the
training, all of the weights of the convolutional layers of the encoder, including the pretrained weights
of the VGG Network, are trained using the same learning rate. We train the encoder using RMSProp
optimizer [41] with a batch size of 128, setting rho to 0.9 and epsilon to 1e− 08. In order to adapt the
existing VGG layer weight values properly, we use a small learning rate, i.e. 1e− 4, for optimizing all
the parameters in the encoder architecture. We reduce the learning rate by a factor of 2 when minimum
validation loss stops improving for 10 epochs. To avoid overfitting, we apply different regularizations
in the training; we use 50% spatial dropout, and data augmentation where we rotate the images in
the range of 30 degrees and apply horizontal and vertical flips. Model checkpoint is used to save the
best model and using early stopping, we end the training process if no improvement is achieved in
the validation loss for 20 epochs. After the training process, we expect that the generated images and
their reconstructions look almost the same, and that the reconstructions of the real images are at an
acceptable level; sufficient to find accurate latent vector directions for the attribute embedding.
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3.3 Computing Latent Attribute Representations
In the CRG architecture, the encoder is trained completely without any supervision; we do not
use any labels or encode conditions during GAN training (please refer to Section 3.2 for details). In
order to extract the latent vector corresponding to an attribute, we use an arbitrary real image as a
reference and a second image that contains a particular attribute that we want to control. In Fig. 5, we
demonstrate the extraction of the latent vector direction for smile attribute embedding. We first use
our encoder to get the latent vectors of the reference images. Then compute the normalized direction
in the latent space to determine the relevant attribute direction.
encoder
encoder
128d
latent vector for smile
attribute
128
12
8
-
Fig. 5: Extraction of the latent vector corresponding to smile attribute.
When the accuracy of the generator and its inverse function, i.e. the encoder, is high, this direction
accurately changes only the relevant attribute by preserving the other attributes in the image. Equation
(3) is used to find the latent vector direction representing an attribute f .
zf =
z1 − z2
‖z1 − z2‖22
(3)
Where z1 is the latent code that is generated by the encoder using a reference image and z2 is the
latent code obtained using an image that has the desired attribute. After zf is obtained, equation (4)
is used to generate an image with the desired attribute.
za = zp + k ∗ zf (4)
Where zp is the latent vector estimated by the encoder using any arbitrary image, k is the amount
of attribute that we want to impose into the image, za is the latent code of the attribute encoded
image. The attribute encoding can be performed in positive or negative directions, as desired, by
changing the sign of k accordingly in (4). To the best of our knowledge, the existing reconstruction
models using GANs are not yet capable of accurately controlling only selected attributes in images.
Modifying an image this way has three main advantages: (1) there is no need to have a labeled dataset
to encode attributes, (2) attribute set is not constant; it can be constructed anyhow as long as a pair
of arbitrary reference images are provided, (3) the amount of attribute injection to the target image
can be controlled easily by adjusting one parameter, i.e. k.
4 Results and Discussion
This section provides comparisons of our CRG architecture with the related models designed for the
concerned datasets and the results we obtained for image attribute editing at 128x128 pixel resolution
using the CelebA dataset.
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4.1 MNIST Model Experiments
In this section, we compare our CRG MNIST model with the BiGAN and Latent Regressor
(LR) [15] models in terms of the reconstruction of the real images. We particularly chose BiGAN
for comparison because it includes an optimized model for MNIST dataset. GANs are highly depen-
dent on hyper-parameter settings and are optimized after an extensive search of the hyper-parameters
for each dataset. We also compare our CRG model with the LR model. LR encoder is trained using
only the generated images; hence the results also depict the performance of the LR encoder with real
image inputs. In Fig. 6, we provide sample random real image reconstructions using BiGAN, LR and
CRG models. Note that the appearance of the reconstructed images in the CRG model is better than
the BiGAN and LR models. The produced images using the CRG architecture are almost identical to
the real images.
Fig. 6: Model outputs for the reconstruction of the real images.
The quantative comprasions of the models are provided in Table 3, using mean squared error
(MSE) and mean absolute error (MAE) for the test data (i.e. 10000 images). The proposed CRG
architecture produce better results in terms of both metrics.
Table 3: Comparison of models with MSE and MAE metrics.
MAE MSE
BiGAN [15] 0.268 0.187
LR [15] 0.119 0.118
CRG 0.006 0.021
We also computed the difference hash (dhash) [42], perceptual hash (phash) [42] and wavelet hash
(whash) [43] metrics to measure the similarity between the real and the reconstructed images. In these
methods, images are initially converted into a fixed hash code. Then, the similarity between the original
image hash code and the regenerated image hash code determines how the two images are similar. In
Equation (5), HS represents hash similarity, BC represents hash bit count, i.e. 64 in our case, HD
represents Hamming Distance between two BC hash codes. In Table 4, the results that are obtained
for BiGAN, LR and our architecture using the MNIST test set are shown. As seen in Table 4, the CRG
architecture has the highest similarity values in all the similarity measures.
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HSO,R =
BC −HD(O,R)
BC
(5)
Table 4: The similarities of real images and reconstructed images.
dhash phash whash
BiGAN [15] 0.749 0.766 0.832
LR [15] 0.823 0.866 0.838
CRG 0.979 0.977 0.964
4.2 CELEBA Model Experiments
In the Pioneer model [18], reconstruction of real images for 64x64 pixel resolution is compared with
ALI and AGE studies, and the Pioneer model has been shown to be more successful than the others.
Hence, we compare our CRG CelebA model with the Pioneer model. The other reason that we compare
with only the Pioneer model is that other end-to-end studies do not have models that are optimized
for 128x128 pixel resolution. In Fig. 7, we compare the two models in terms of the reconstruction
performances using real images as input. Note that, although the generated images of both models
are not exactly the same with the real input images, the reconstructed images using our CRG model
look more similar to the input images; significant attributes of the input images are reflected to the
generated images. Moreover, we noticed that the reconstructed images using the Pioneer model tend
to be more blurry.
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Fig. 7: Comparison of the Pioneer [18] and our CRG model for the reconstruction of real images. The images on the top
row are used in the reconstruction.
We also quantitatively compare the models in Table 5, utilizing the image similarity metric that
we used in MNIST dataset. The metrics also validate our visual judgments in Fig. 7 that the CRG
model reconstructions are better than the Pioneer model reconstructions for real images.
Table 5: The similarities of real images and reconstructed images.
dhash phash whash
Pioneer [18] 0.852 0.804 0.864
CRG 0.871 0.848 0.892
In order to change any attribute of a generated image, it is necessary to correctly reconstruct a
generated image. In Fig. 8, we show the reconstruction of generated images using the Pioneer model.
Fig. 9 shows the reconstruction of some generated images using our model. As can be seen from the
samples, the encoder successfully learns the inverse mapping of the generator. When the two models
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Fig. 8: Top row: Randomly generated images, bottom row: reconstructed images using the Pioneer model [18].
are compared, we also see that our model is more successful in the reconstruction of the generated
images.
Fig. 9: Top row: Randomly generated images, bottom row: reconstructed images using our model.
4.3 Image Attribute Editing Experiments
In this section, we modify two arbitrary attributes, the smile and the pose adjustment attributes,
to demonstrate the attribute encoding of a source image. We show the results of manipulating the smile
attribute in two directions in Fig. 10 and the pose adjustment of the source images with neutral and
smiling gestures in Fig. 11. As it is seen in the figures, with the exception of the interested attribute,
other attributes of the source images are preserved substantially. These results are very promising for
generating various synthetic images with desired attributes, which can be utilized in data augmentation
for various problem domains. Using the proposed CRG training procedure, desired attributes can be
injected to a source image without using a labeled dataset or conditional GANs architecture.
We also made experiments on changing more than one attribute simultaneously, on purpose, while
preserving the source images. In Fig. 12, we show manipulation of the pose adjustment and the smile
attributes simultaneously. The results exemplify multiple attribute editing using again only one pair of
reference images.
Although our aim is to modify only a subset of attributes of the generated images, we also tested the
model’s performance on real images. As shown in Fig. 13, we found that the results in the real images
are also promising. We believe that the difference between the original source and the reconstruction
is mainly due to using insufficient number of samples during our GAN training, i.e. 30000 real images.
Generator may not know producing some novel attributes that it did not see before. For example,
the earrings of the second sample in Fig. 13 is not produced since the generator has not seen enough
samples with large earrings during training. However, the hair styles, gesture characteristics and the
pose of the input images are successfully captured in the reconstructed images. The accuracy of real
image reconstruction can be increased by using more samples with many attribute variations during
GAN training.
12
k=0 k=0.5 k=1 k=1.5 k=2
k=0 k=-0.5 k=-1 k=-1.5 k=-2
Fig. 10: Reducing or increasing the smile attribute in the generated images.
k=0 k=1 k=2 k=3 k=4
k=0 k=-1 k=-2 k=-3 k=-4
Fig. 11: Pose adjustment in the generated images.
13
Fig. 12: Modification of smile and head pose attributes.
Real Images
Fig. 13: Smile attribute and pose adjustment on real images.
5 Conclusion and Future Works
We introduced a novel CRG architecture that is effective learning the inverse of a given generator
using cyclic error minimization without supervision. The proposed architecture can be used to compute
the accurate latent representations of generated images for attribute editing. The attribute editing can
be performed by providing a pair of real images that contains a source image with and without desired
attributes. The results of the experiments show that the quality of the encoding is more successful than
the state-of-the-art models. The rate of manipulation of the input images can be controlled dynamically
using only one parameter. The set of attributes for editing is also dynamic and determined via reference
images. Although the reconstruction of the generated images is very successful, the reconstruction
performance of the model with the real images may be improved by using more training data with
increased attribute variation. As a future work, in addition to increasing training data variation, we
are also planning to train the encoder progressively, in parallel with generator training, to increase the
reconstruction performance of the real images.
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