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Resumen 
 
En este proyecto se ha realizado el diseño de un bus de comunicaciones que 
permite enlazar un simulador de vuelo y la cabina real de un McDonnell 
Douglas DC-9. Dicha cabina se encuentra situada en el instituto “Illa dels 
Banyols” en la localidad del Prat de Llobregat – Barcelona. 
 
Para poder comunicar el extremo de la cabina y el extremo del simulador de 
vuelo se han realizado las siguientes acciones: 
 
Adaptación del estándar “Avionics Full Duplex Switched Ethernet” (AFDX). 
Esta adaptación se ha hecho en base a las necesidades que requería el 
proyecto y a los medios físicos que el estado de la cabina permitía. 
 
Para el lado del simulador ha sido necesario diseñar un software capaz de 
extraer los datos necesarios del simulador de vuelo para la cabina del DC9. En 
este caso el simulador de vuelo utilizado ha sido Microsoft Flight Simulator X 
(FSX) y la plataforma de programación usada ha sido Microsoft Visual C# 
2010 Express Edition. 
 
Finalmente, se ha trabajado en el lado de la cabina del DC9 con el ordenador 
de placa reducida Raspberry Pi. Mediante este dispositivo, su entorno de 
desarrollo y el lenguaje de programación C es posible tratar con los sistemas 
de la cabina. 
 
Este diseño permite tener un bus aviónico de comunicaciones de bajo coste y 
escalable para la futura conexión entre el simulador de vuelo y los sistemas de 
la cabina del DC9. 
 
Palabras clave: Bus aviónico, cabina de simulación 
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Overview 
  
 
The aims of this project are the design of a communication bus that allows 
connection between a flight simulator and a real McDonnell Douglas DC9´s 
cockpit. This cockpit is located on the “Illa dels Banyols” High School in El Prat 
de Llobregat – Barcelona. 
 
To make this connection possible, between simulator and cockpit, the following 
actions must be carried out:  
 
Adapt Avionics Full Duplex Switched Ethernet (AFDX) standard. This adaption 
has been made according to the project’s necessities and the available 
physical resources which the cockpit has. 
 
Develop software capable of extracting the required data from the flight 
simulator to the cockpit. In this case the flight simulator is Microsoft Flight 
Simulator X (FSX) and the programming tool is Microsoft Visual C# Express 
Edition. 
 
Finally, on the cockpit’s side we have worked with Raspberry Pi. With this 
device, its development environment and the programming language C it’s 
possible to work with the cockpit’s systems. 
 
With this design we have an avionic communication bus, scalable and with a 
low cost, which is going to make possible the future connection between the 
flight simulator and the DC9’s cockpit systems. 
 
Key words: Avionic bus, simulation cockpit   
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INTRODUCCIÓN 
 
 
La simulación en el mundo aeronáutico juega un papel crucial. No siempre es 
posible obtener la información y la experiencia necesaria a partir de 
condiciones reales de vuelo, ya sea bien por motivos económicos o por motivos 
propios de seguridad. Es aquí cuando entran en juego los simuladores de 
aviónica y los simuladores de vuelo, ya que mediante ellos podemos reproducir 
estas condiciones de una manera fidedigna y con unos costes, económicos y 
de seguridad, más asequibles. 
 
El objetivo de este trabajo final de carrera es el diseño de un bus de 
comunicaciones para un simulador de aviónica en la cabina real de un 
McDonnell Douglas DC91. Este bus hará posible la comunicación entre el 
módulo digital, basado en un ordenador (PC) donde se simulan los datos, y la 
cabina del DC9. 
 
Para el módulo PC se ha diseñado un software en C# capaz de extraer los 
datos necesarios de Microsoft Flight Simulator X2. Una adaptación del estándar 
“Avionics Full Duplex Switched Ethernet” (AFDX)3 hará posible la comunicación 
física entre ordenador y cabina. Finalmente, en la cabina del avión mediante 
software desarrollado en C y el ordenador de placa reducida Raspberry Pi4, se 
ha podido cerrar el lazo de comunicación entre los sistemas aviónicos de la 
cabina del DC9 y el módulo PC que simula los datos. 
 
A modo de explicación, la memoria de este trabajo está compuesta por cinco 
capítulos. En el primer capítulo se explica cómo se realiza la comunicación 
entre sistemas en el DC9, se justifica porque se escoge el AFDX como modelo 
de bus aviónico de comunicación y se da una amplia visión de este estándar 
para poder optimizar su diseño de bajo coste. En el siguiente capítulo se 
explica la adaptación que se ha realizado del estándar AFDX para este 
simulador de aviónica y se especifica el diseño del bus aviónico de 
comunicaciones. El tercer capítulo entra a fondo con el diseño del software 
necesario para el bus de comunicación del simulador de aviónica y para los 
sistemas de la cabina del McDonnell Douglas DC9 que están implementados. 
El cuarto capítulo explica la escalabilidad del bus aviónico de comunicaciones. 
En el quinto y último capítulo se exponen las conclusiones a las que se ha 
llegado en este trabajo. Finalmente se incluyen dos anexos, el primero de ellos 
da una visión general del estándar ARINC 429 y el segundo incluye el código 
utilizado para los programas de este proyecto. 
 
 
  
                                            
1
 www.boeing.com/boeing/commercial/dc-9/index.page 
2
 www.microsoft.com/games/flightsimulatorx/ 
3
 www.afdx.com/ 
4
 www.raspberrypi.org/ 
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CAPÍTULO 1. BUSES AVIÓNICOS 
 
 
1.1 Comunicación entre sistemas en el McDonnell Douglas DC9 
 
El McDonnell Douglas DC9 realizaba su primer vuelo el 25 de Febrero de 1965 
[1]. En los años sesenta no había un estándar para buses de comunicación tan 
completo como lo es el ARINC 4295, ya que su primera publicación fue en Abril 
de 1978, y los protocolos de transmisión de datos digitales se definían como 
parte de la estandarización de las características de los equipos. 
 
Las características y especificaciones para el intercambio de datos digitales de 
algunos de los sistemas del DC9 vienen definidas en el ARINC 419 “Digital 
Data System Compendium”. Este estándar, que acabaría evolucionando hacia 
el ARINC 429, describe una serie de estándares de transmisión de datos 
digitales para una serie de bloques de sistemas, los siguientes: [2] 
 
 ARINC 561 “Inertial Navigation System” (INS) 
 ARINC 568 “Distance Measuring Equipment” (DME)  
 ARINC 573 “Aircraft Integrated Data System” (AIDS) 
 ARINC 575 “Digital Air Data System” (DADS) 
 ARINC 582 “Air Navigation System” 
En los siguientes sub apartados se explica cómo están distribuidos estos 
sistemas en el McDonnell Douglas DC9, es decir, la topología, y las 
especificaciones referentes a cada uno de estos bloques de sistemas. 
 
1.1.1 Topología 
 
La distribución y conexión de los diferentes sistemas en el DC9 tiene las 
siguientes características:  
 
 Se utiliza una gran cantidad de cableado y esto repercute directamente 
en el peso en vacío de la aeronave. 
 Es difícil de modificar. 
 Hay gran cantidad de elementos electromecánicos. 
La forma de conexión utilizada en el DC9 es una topología en estrella, los 
sistemas van conectados a un sistema de computación y éste genera las 
salidas necesarias para los instrumentos de cabina.  
 
En la figura 1.1 se muestra un esquema con diversos sistemas representados. 
  
                                            
5
 Ver Anexo A 
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Figura 1.1 Distribución de los sistemas en el McDonnell Douglas DC9 
 
 
1.1.2 Especificaciones 
 
Los estándares anteriormente enumerados que componen el ARINC 419 
utilizan protocolos y tecnologías diferentes los unos de los otros. Algunos 
estándares utilizan paquetes de datos de 32 bits, como lo hace el ARINC 4296, 
u otros, por ejemplo, paquetes de datos de 64 bits divididos en cuatro partes 
iguales. Referente a la identificación de los equipos, en algunos estándares se 
utilizan etiquetas (“Labels”) de 8 bits, en otros la identificación se realiza 
dependiendo del “slot” de tiempo utilizado y algunos estándares simplemente 
no usan ningún tipo de identificación. El cableado también varía de un estándar 
a otro, pudiendo encontrar cable coaxial o un par de cables trenzados y 
apantallados entre otros. 
 
A continuación se explican cada uno de los estándares de transmisión de datos 
digitales que forman el ARINC 419. [2] 
  
                                            
6
 Ver Anexo A 
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ARINC 561/568 
 
Tanto el ARINC 561 como el ARINC 568 utilizan la misma interfaz eléctrica. 
Esta interfaz consiste en tres pares de cables que se utilizan como reloj, para 
sincronizar y para la transmisión de datos. Estas son las especificaciones que 
establecen estos estándares: 
 
 Se utilizan 12 voltios para indicar un “1” en binario. 
 No se vuelve a 0 voltios después de dos “1” consecutivos, “Non Return 
to Zero” (NRZ). 
 Los paquetes de datos son de 32 bits. 
 Los bits 32 y 31 incluyen el “Sign/Status Matrix” (SSM), que puede tener 
diversas funciones, entre ellas indicar el estado del equipo emisor. 
 Na hay bit de paridad 
 El resto del paquete está formado por una etiqueta (“Label”) de 8 bits y 
seis campos codificados en binario, cinco de 4 bits y uno de 2 bits. 
 
 
 
Figura 1.2 Codificación ARINC 561/658 
 
 
ARINC 573 
 
Este estándar establece un formato de salida para datos grabados durante el 
vuelo. Se envía continuamente un flujo de datos formado por paquetes de 12 
bits codificados utilizando la codificación “Harvard Bi-Phase”. Los datos que 
contiene cada paquete son una “instantánea” de los subsistemas aviónicos de 
la aeronave. Cada paquete contiene la misma “instantánea” pero en un instante 
de tiempo diferente.  
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Aquí podemos observar una figura con la codificación utilizada: 
 
 
 
Figura 1.3 Codificación ARINC 573 
 
 
Para indicar un “1” se debe pasar de 0 V a 5 V o viceversa dentro del periodo 
de reloj. Para indicar un “0” se debe mantener el voltaje continuo a 0 V o a 5 V 
en dicho periodo. En caso de querer indicar “0” consecutivos el voltaje deberá ir 
alternando de valor de un periodo de reloj a otro. 
 
ARINC 575 
 
El ARINC 575 es un viejo estándar muy similar al ARINC 429 pero hoy en día 
ya obsoleto. Adaptaba el “Mark 3 Subsonic Air Data System” (DADS) utilizando 
un par de cables trenzados (este tipo de cableado pero apantallado es el 
utilizando en el ARINC 429).  
 
Generalmente el ARINC 575 es compatible con la baja velocidad de 
transmisión del ARINC 429 (12,5 kbps), salvo en algunas versiones del ARINC 
575 que se utiliza un flujo de bits un poco más lento y esto hace que sean 
versiones eléctricamente incompatibles. Referente al paquete de datos, 
algunas versiones utilizan el bit número 32 como bit de paridad, igual que en el 
ARINC 429, y otras utilizan este bit como bit de datos. 
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ARINC 582 
 
Este estándar es una vieja especificación, utilizada en el “Air Navigation 
System”, que puede tener diversas características eléctricas y pude utilizar 
diferentes cableados. En algunas versiones se utiliza la misma tecnología que 
en los estándares ARINC 561 y ARINC 568, y en otras la tecnología utilizada 
en el ARINC 575, ambas explicadas anteriormente. 
 
 
Toda esta variabilidad de estándares no es determinante cuando nos 
centramos en una única aeronave, pero cuando queremos utilizar diferentes 
configuraciones, con diferentes sistemas y en aeronaves distintas, la 
variabilidad de protocolos y tecnologías sí que es un problema importante. Este 
problema sería solventado años más tarde con la primera publicación del 
ARINC 429, el estándar más utilizado actualmente para la transmisión de datos 
digitales en aviación. 
 
1.2 Modelo de bus aviónico de comunicaciones 
 
El objetivo de este trabajo final de carrera es el diseño de un bus de 
comunicaciones para un simulador de aviónica en la cabina real de un 
McDonnell Douglas DC9. Para llevar a cabo este diseño se ha buscado un 
modelo de estándar de bus aviónico de comunicaciones, para tener una amplia 
visión de las diferentes posibilidades de comunicación y para hacer una 
adaptación propia de ciertas especificaciones. 
 
El estándar escogido como modelo es el AFDX. Se contempló la opción de 
seguir utilizando el estándar utilizado en el DC9, el ARINC 419, y también la 
posibilidad de utilizar el ARINC 4297. A continuación se detallan los motivos por 
los cuales se han descartado tanto el ARINC 419 como el ARINC 429 y el 
porqué de la elección del AFDX. 
 
 ARINC 419 
 
o  Antigüedad del estándar. Parte de la tecnología utilizada está hoy 
en día obsoleta. 
o Excesiva diversidad de protocolos y tecnologías. 
o Interfaces eléctricas y protocolos muy diferentes a lo que se utiliza 
en el módulo PC (ver apartado 3.1.1). Este módulo está 
compuesto por un ordenador comercial estándar y las diferentes 
opciones de comunicación que ofrece, como por ejemplo 
comunicación mediante cable Ethernet y protocolo TCP/IP, son 
totalmente distintas a las especificaciones que se establecen en 
el ARINC 419 y su adaptación sería muy compleja.  
                                            
7
 Ver Anexo A 
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 ARINC 429 
 
o La adaptación sería muy complicada debido a que el protocolo y 
la tecnología utilizada por el ARINC 429 es muy diferente a las 
opciones de comunicación que nos ofrece el módulo PC. 
o Tiene bastantes limitaciones en velocidad, escalabilidad y en 
otros diversos factores si lo comparamos con el AFDX (ver 
apartado 1.3.1). 
 
 AFDX 
 
o El factor determinante para la elección del AFDX como modelo de 
bus aviónico recae en que uno de los dos estándares en los 
cuales se basa el AFDX es el estándar IEEE 802.3. Este 
estándar, el IEEE 802.3, es el utilizado para la comunicación 
entre equipos en una red de área local (LAN). El simulador de 
aviónica lo podemos considerar como una LAN donde el módulo 
PC es un equipo que se comunica con los diferentes sistemas de 
la cabina del DC9, los cuales también podemos considerar 
equipos después de un proceso de adaptación (ver apartado 2.2). 
Por lo tanto, el hecho de que el AFDX se base en parte en el 
estándar IEEE 802.3, hace que tanto el protocolo como la 
tecnología utilizada en el AFDX sean similares a lo que podemos 
encontrar en una red LAN y esto convierte a este estándar en un 
buen modelo para nuestro bus aviónico de comunicación. 
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1.3 “Avionics Full Duplex Switched Ethernet” (AFDX) 
 
El AFDX es un estándar de comunicación entre subsistemas aviónicos que 
define especificaciones eléctricas y de protocolo. Este estándar es una 
combinación de dos estándares ya existentes, el IEEE 802.3 y el ARINC 664 
Parte 7. [3] 
 
1.3.1 Innovaciones  
 
El diseño y fabricación de una aeronave como el Airbus A3808 no hubiese sido 
posible sin una revolución en el ámbito de los buses aviónicos. Esta revolución 
se traduce en la creación de un nuevo estándar, el AFDX, que permite unas 
mayores velocidades de transmisión y admite más formatos de datos en 
comparación con el ARINC 429, reduce considerablemente la cantidad de 
cableado necesario al ser un bus aviónico conmutado y utiliza una tecnología 
muy madura haciendo que los costes de diseño e implementación no sean 
disparatados. Estos y otros factores hacen que el AFDX puede cumplir con las 
necesidades de comunicación entre sistemas aviónicos que exige una 
aeronave como el A380 y a su vez solventar las limitaciones que tiene su 
antecesor, el ARINC 429. A continuación se detallan dichas limitaciones y que 
innovaciones presenta el AFDX para solucionarlas: [4] 
 
 En el ARINC 429 la comunicación es unidireccional. En el AFDX 
pasamos a tener comunicación bidireccional. 
 El ARINC 429 tiene dos posibles velocidades de transmisión de datos, 
12,5 kbps y 100 kbps. Con el AFDX pasamos a tener velocidades de 
transmisión de datos de 10 Mbps y 100 Mbps. 
 El cableado necesario en el ARINC 429 es superior al cableado 
necesario en el AFDX y esto repercute directamente en el peso en vacío 
de un avión, factor muy importante en una aeronave de la envergadura 
del A380. Esto es debido a que el AFDX es un bus aviónico conmutado 
y por lo tanto no se tienen que trazar físicamente todas las conexiones 
entre sistemas como si se hace en el ARINC 429. 
 El ARINC 429 presenta limitaciones respecto a los diferentes formatos 
de datos que admite y también presenta dificultades con protocolos de 
comunicación muy sofisticados. Esto se soluciona en el estándar AFDX 
utilizando protocolos estándares de comunicación como el protocolo 
TCP/IP. 
  
                                            
8
 http://www.airbus.com/aircraftfamilies/passengeraircraft/a380family/ 
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1.3.2 Componentes 
 
Los principales componentes de este estándar de comunicación son tres, los 
subsistemas aviónicos, los “End Systems” y el “AFDX Interconnect”. [5] 
 
 
 
Figura 1.4 Componentes AFDX 
 
 
Subsistemas Aviónicos 
 
Los subsistemas aviónicos están compuestos por los equipos y sistemas 
tradicionales que encontramos a bordo en una aeronave como pueden ser el 
“Global Positioning System” (GPS) o  el sistema de monitorización de presión 
de las ruedas del tren de aterrizaje. Un sistema aviónico de computación dota 
al subsistema aviónico de un entorno computacional. Cada uno de estos 
sistemas aviónicos de computación está compuesto por el respectivo 
subsistema aviónico y un “End System” que conecta al subsistema con un 
“AFDX Interconnect”. 
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“End Systems” 
 
El “End System” proporciona una interfaz de comunicación entre los 
subsistemas aviónicos y el “AFDX Interconnect”. La interfaz del “End System” 
garantiza un seguro y fiable intercambio de datos entre los diferentes 
subsistemas aviónicos. Esta interfaz utiliza una aplicación que hace posible la 
comunicación entre subsistemas aviónicos mediante una sencilla interfaz de 
mensajes. 
 
 “AFDX Interconnect” 
 
Consiste básicamente en una red de switches que envían las tramas de 
Ethernet al correspondiente destino. Se trata de una interconexión “full-duplex”, 
es decir, comunicación bidireccional y a la vez. 
 
1.3.3 Especificaciones 
 
Tal y como se ha comentado anteriormente, el AFDX establece una serie de 
especificaciones eléctricas y de protocolo que van a ser tratadas en 
profundidad a continuación. 
 
Topología de la red 
 
En el AFDX, en comparación con otros estándares de buses de comunicación, 
no hay definida un topología de las digamos clásicas. A cada switch se le 
pueden conectar un máximo de 48 “End Systems”. Para poder aumentar la 
capacidad de la red se pueden conectar switches en cascada. La capacidad 
total de los switches está limitada a 4096 “Virtual Links” (VL). Referente al 
número máximo de VLs que puede soportar un “End System” no hay una cifra 
exacta, ya que esta cifra es función del ancho de banda requerido por el VL y la 
longitud máxima de la trama. [6] 
 
En la página siguiente encontramos un esquema con la topología de este 
estándar. 
  
                                                                                                                                                                                                              
24 
 
 
 
Figura 1.5 Topología AFDX 
 
 
“End Systems” y Subsistemas Aviónicos 
 
Los sistemas aviónicos de computación se conectan a la red AFDX mediante 
los “End Systems”. Cada sistema aviónico de computación puede soportar más 
de un subsistema aviónico. Se realizan particiones dentro del sistema aviónico 
de computación para evitar que el fallo de un subsistema aviónico cause 
errores en los otros subsistemas. Estas particiones consisten en restringir el 
número de direcciones disponibles para cada subsistema y también se 
establece un límite de tiempo de uso de la CPU para cada subsistema aviónico. 
[7] 
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Aquí tenemos una figura con la división de un sistema aviónico de 
computación: 
 
 
 
 
 
Figura 1.6 Modelo de partición de un sistema aviónico de computación  
 
Puertos de comunicación AFDX 
 
Los subsistemas aviónicos utilizan puertos de comunicación para enviar 
mensajes a otros subsistemas. Para que no haya ningún tipo de conflicto, en el 
caso de que la red AFDX deba conectarse a Internet, se utiliza el rango de 
puertos que la “Internet Assigned Number Authority” (IANA) denomina como 
rango dinámico o privado, del 49152 al 65535. 
 
En el estándar AFDX existen básicamente dos tipos diferentes de puertos, 
“sampling ports” y “queuing ports”. La principal diferencia entre ambos recae en 
la forma en que reciben los mensajes. Los “sampling ports” tienen un buffer 
únicamente para un mensaje, una vez leído el mensaje no se borra hasta que 
no llega otro mensaje y lo sobrescribe. En estos puertos es imprescindible el 
“freshness indicator”, ya que sin él sería imposible saber si el subsistema 
aviónico dejo de emitir o si está emitiendo repetidamente el mismo mensaje. 
Los “queuing ports” tienen un buffer para guardar un determinado número de 
mensajes. Los mensajes se van apilando en el buffer y van saliendo siguiendo 
la técnica (FIFO), “First In First Out”. [8] 
 
“Virtual Links” (VLs) 
 
El objetivo de uno de los estándares en los cuales se basa el AFDX, el ARINC 
664 Parte 7, tenía como objetivo seguir manteniendo una conexión punto a 
punto pero reduciendo el cableado necesario. Es aquí cuando entran en juego 
los “Virtual Links”, divisiones de tiempo multiplexadas en los “End Systems” 
para transmitir a través de la red. Cada VL tiene un ancho de banda máximo 
garantizado así como una latencia punto a punto máxima. El hecho de poder 
                                                                                                                                                                                                              
26 
 
establecer una latencia máxima convierte al AFDX en un sistema determinista, 
cosa imprescindible en un bus de comunicaciones que va a ser utilizado en 
aeronaves. [9] 
 
 
 
 
 
Figura 1.7 “Virtual Links” 
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Trama de datos 
 
El formato de las tramas AFDX cumple con lo establecido en el estándar IEEE 
802.3. La trama AFDX puede tener una longitud de entre 64 y 1518 bytes y 
tiene la siguiente composición: 
 
 
 
 
Figura 1.8 Trama AFDX contenida en una trama Ethernet 
 
 
El bit de número de secuencia (SN) se utiliza para mantener el orden de las 
tramas enviadas por un VL y para detectar si faltan tramas. Durante la 
transmisión este número de secuencia se va incrementando en uno para cada 
trama enviada por un VL. Empieza en 0, utilizado para indicar un estado de 
reset en el “End System” que transmite, y acaba en 254. [6] 
 
Estructuras y flujo de mensajes  
 
Los diseñadores de los subsistemas aviónicos tienen bastante libertad a la hora 
de escoger el tipo de estructura de mensaje que más compatibiliza con el 
subsistema que están diseñando. Este mensaje en el AFDX va encapsulado 
dentro de un paquete UDP y este a su vez encapsulado dentro de una trama 
Ethernet. 
 
El estándar ARINC 664 Parte 7, uno de los dos en el que se basa el AFDX, 
establece dos tipos diferentes de estructuras de mensajes, las estructuras 
explícitas y las estructuras implícitas. Las estructuras explícitas contienen 
información del formato para que el receptor lo interprete correctamente. En 
cambio, las estructuras implícitas no contienen ningún tipo de información 
sobre el formato. Para que las aplicaciones aviónicas sean capaces de 
interpretar el tipo de formato, lo que establece el ARINC 664 Parte 7 es asociar 
un tipo de formato a un puerto UDP, es decir, todos los mensajes que lleguen 
por un determinado puerto tendrán el mismo formato.  
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Las estructuras de mensaje implícitas solo admiten un número determinado de 
tipos de datos diferentes, los siguientes: 
 
 
 Signed_32 Integer 
 Signed_64 Integer 
 Float_32 
 Float_64 
 Boolean 
 String 
 Opaque data 
 
Las estructuras de mensajes implícitas que se definen en el ARINC 664 Parte 7 
no son exactamente las que se utilizan en el AFDX. A continuación 
encontramos una figura donde se pueden apreciar las diferencias: [10] [12] 
 
 
 
 
Figura 1.9 Estructuras de mensaje implícitas 
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Cuando un sistema aviónico de computación quiere enviar un mensaje a otro 
sistema aviónico de computación el mensaje está contenido en un paquete 
UDP y encapsulado en una trama Ethernet. Tanto el “End System” fuente, 
como la red AFDX y el “End System” destino están configurados para enviar y 
recibir el mensaje por el puerto de comunicación adecuado. 
 
 
 
Figura 1.10 Envío de un mensaje a través de la red AFDX 
 
El sistema aviónico de computación envía el mensaje M por el puerto de 
comunicación 1. El “End System” 1 encapsula el mensaje M dentro de un trama 
Ethernet y lo envía a la red AFDX por el “Virtual Link” número 100 (VLID 100). 
Que el “End System” 1 elija enviar la trama por el VLID 100 viene especificado 
en la dirección de destino de la trama Ethernet. Las tablas de encaminamiento 
de los switches de la red AFDX están configuradas para enviar esta trama 
hacia los “End Systems” 2 y 3. Estos “End Systems” a su vez están 
configurados para recibir el mensaje M por los puertos especificados en la 
figura superior. La información utilizada por los “End Systems” finales para 
determinar el adecuado puerto de recepción viene especificada en las 
cabeceras contenidas dentro de la trama Ethernet.  
 
“Jitter” 
 
En el AFDX el “Jitter” está definido como el tiempo que transcurre entre el inicio 
del “Bandwidth Allocation Gap” 9 y la transmisión del primer bit de la trama 
Ethernet, medido desde el “End System” que realiza la transmisión. [8] 
 
Las funciones que se encargan de la organización del tráfico pueden introducir 
un determinado “Jitter” para que los “End Systems” tengan una cierta 
flexibilidad a lo hora de transmitir tramas, de forma simultánea o casi 
                                            
9
 Espacio de tiempo que tiene asignado un “Virtual Link” para realizar la transmisión 
                                                                                                                                                                                                              
30 
 
simultánea, a través de diferentes VLs. El “Jitter” máximo permitido viene 
determinado por la siguiente fórmula: [11] 
 
 
 
 
 
 
 
 
 
 Figura 1.11 Fórmula “Jitter” máximo 
 
 
Donde: 
 
 JitterMAX está expresado en µs y limitado a un máximo de 500µs. 
 LMAX está expresada en bytes. 
 NBW es el ancho de banda de la transmisión medido en bits por segundo. 
 
Pila de protocolos  
 
La pila de protocolos en el estándar AFDX está compuesta por cuatro capas, 
las siguientes: 
 
 “AFDX Services” (Servicios AFDX) 
 “UDP Transport Layer” (Capa UDP) 
 “IP Network Layer” (Capa IP) 
 “Link Level (Virtual Links)” (Nivel de enlace) 
A continuación se pasa a detallar las funciones que realizan estas capas en los 
procesos de transmisión y recepción de mensajes: 
 
 Transmisión 
El proceso de transmisión empieza con un mensaje enviado a un puerto de 
comunicación AFDX. La capa UDP añade las cabeceras UDP que contienen la 
información necesaria sobre los puertos UDP de origen y destino. Una vez 
creado, el paquete UDP se pasa a la capa IP y ésta decide si debe o no ser 
fragmentado. A continuación se le añaden las cabeceras IP y se realiza un 
“checksum” para cada fragmento. También en la capa IP, se le añaden las 
cabeceras Ethernet y se manda la trama a la cola del sub VL adecuado. El 
nivel de enlace se encarga de establecer la programación para la transmisión 
de las tramas. En este nivel también se añaden los números de secuencia y se 
envían las tramas a la “Redundancy Managment Unit”. En esta unidad se 
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duplican las tramas, si es necesario, y también se actualiza la dirección 
Ethernet de origen con la identidad del puerto desde el cual se realizó la 
transmisión del mensaje. 
 
 
 
Figura 1.12 Protocolo de transmisión de un mensaje AFDX 
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 Recepción  
La recepción comienza cuando se recibe la trama Ethernet. Se comprueba si 
es correcta o no utilizando el “Frame Check Sequence” (FCS). Si no hay ningún 
error se quita esta parte de la trama y el resto pasa hacia el “Integrity Checking 
and Redundancy Managment”. Todos estos procesos se realizan en la capa de 
enlace. Después de estas acciones ya tenemos el paquete IP que se pasa a la 
capa IP y en esta se comprueba el “checksum” de cada fragmento. También la 
capa IP se encarga de volver a ensamblar el paquete UDP si este ha tenido 
que ser fragmentado. Finalmente se pasa el paquete UDP a la capa UDP y 
esta lo entrega en el puerto de comunicación adecuado. 
 
 
 
Figura 1.13 Protocolo de recepción de un mensaje AFDX 
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1.3.4 Bus de comunicación basado en AFDX para diversas 
aplicaciones 
 
Si se quiere realizar un diseño de bus de comunicaciones basado en el 
estándar AFDX es necesario tener en cuenta las siguientes consideraciones: 
 
 Es un estándar muy flexible por la tecnología que utiliza y por lo que 
establece. Por lo tanto, permite que se pueda realizar un diseño propio 
adaptado a las necesidades de cada aplicación. Por ejemplo, si los 
componentes utilizados en el diseño no son exactamente los mismos 
que en el AFDX, pero si simulan adecuadamente el comportamiento que 
tienen los componentes en el AFDX, o el protocolo de comunicación no 
es exactamente el mismo, pero si tiene un base en común con el 
utilizado en este estándar, el diseño basado en el AFDX continuaría 
siendo válido y efectivo 
 Es necesario establecer un paralelismo con los tres principales 
componentes, los subsistemas aviónicos, los “End System” y el “AFDX 
Interconnect”, y encontrar elementos que puedan simular su 
comportamiento correctamente. 
 Habrá que diseñar un software específico para interactuar con el bus de 
comunicaciones. 
 
Con estas consideraciones y teniendo en cuenta las necesidades propias de 
cada aplicación, es posible diseñar un bus de comunicación basado en el 
estándar AFDX para diversas aplicaciones. 
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CAPÍTULO 2. BUS DE COMUNICACIÓN PARA 
SIMULADOR DE CABINA DC9 
 
 
2.1 Escenario y necesidades del cliente 
 
En el instituto “Illa dels Banyols”, centro donde se forman los Técnicos de 
Mantenimiento Aeronáutico (TMAs), se encuentra la cabina real de un 
McDonnell Douglas DC9. El objetivo es convertir esta cabina en un simulador 
aviónico para que los futuros técnicos de mantenimiento puedan trabajar con 
los subsistemas de la cabina y coger experiencia a la hora de solventar 
averías. 
 
2.1.1 Arquitectura de la cabina del McDonnell Douglas DC9 
 
La ubicación de los instrumentos en la cabina del DC9 sigue una distribución 
estándar. Esta distribución está relacionada con las capacidades cognitivas de 
piloto y copiloto, de manera que lo primero que perciban sea lo más importante. 
En este caso la primera información que se recibe es la actitud de vuelo del 
avión indicada por el horizonte artificial. 
 
En la siguiente figura podemos ver la distribución de la cabina: 
 
 
 
 
Figura 2.14 Cabina McDonnell Douglas DC9  
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La cabina del DC9 se divide en 6 paneles tal y como podemos ver en la figura 
de la página anterior: 
 
 Panel del piloto (1) 
 Panel del copiloto (2) 
 Pedestal (3) 
 Panel central (4) 
 Visera (5) 
 Panel superior (6) 
 
Panel del piloto 
 
La ubicación de los instrumentos en el panel del piloto sigue la clásica 
distribución en forma de “T”. En la parte superior derecha encontramos el 
altímetro, en la parte superior central el horizonte artificial, en la parte superior 
izquierda el anemómetro y finalmente en el pie de la “T” el indicador de rumbo. 
Utilizando esta distribución en forma de “T”, con un chequeo rápido de la 
información básica de vuelo el piloto siempre comprobará la actitud de la 
aeronave. 
 
Panel del copiloto 
 
Contiene la misma información y la misma distribución que el panel del piloto 
pero añadiendo también los indicadores del sistema hidráulico del DC9. 
 
Pedestal 
 
En el pedestal encontramos las palancas de gases del DC9 así como la 
palanca de flaps, la palanca de los frenos aerodinámicos y las comunicaciones 
de la aeronave. 
 
Panel central 
 
En este panel se encuentra la información relativa a los dos motores del avión y 
al combustible. Encontramos el “Engine Pressure Ratio” (EPR), la cantidad y 
presión de aceite, la temperatura de los gases expulsados, la temperatura del 
combustible, las revoluciones de los motores y el “Fuel Flow” (FF). 
 
Visera 
 
En la visera encontramos los indicadores de “Master Warning” y “Master 
Caution” para fallos importantes o poco importantes respectivamente. 
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Panel superior 
 
En el panel superior encontramos el panel de luces del sistema de precaución y 
avisos de emergencia del DC9. Este panel de luces está relacionado con los 
indicadores de “Master Warning” y “Master Caution” de la visera, ya que 
cuando se produzca un fallo se encenderá la luz correspondiente en el panel 
de luces y a su vez, según cuál sea la importancia de este fallo, también se 
encenderá en la visera el indicador de “Master Warning” o “Master Caution”. 
 
También encontramos en el panel superior los indicadores del sistema 
eléctrico, del sistema anti-hielo, del aire acondicionado y de la presurización de 
la cabina. 
 
2.1.2 Partes de la cabina del DC9 implementadas 
 
En la actualidad la única parte de la cabina que está acondicionada para el 
simulador de aviónica es el sistema de precaución y avisos de emergencia. 
Hay otros dos proyectos en curso, uno que se encarga del acondicionamiento 
de los comandos de vuelo y otro que se encarga de adaptar el panel del piloto 
mediante pantallas TFT. 
 
Hasta el momento no había diseñado ningún bus de comunicaciones que 
permitiera la comunicación entre el módulo PC, donde se genera la información 
necesaria para los instrumentos de cabina y donde corre el simulador de vuelo, 
y la cabina del McDonnell Douglas DC9. Con este trabajo final de carrera se 
estandariza la comunicación entre los dos extremos, para que sea posible el 
intercambio de datos y para que los futuros proyectistas que adapten las 
diferentes partes de la cabina tengan un estándar de comunicación. 
 
2.2 Adaptación del AFDX 
 
El acondicionamiento del AFDX es parcial y propio, es decir, se han utilizado 
algunos de los conceptos que se especifican en el estándar, los más 
adecuados a nuestras necesidades y los factiblemente adaptables con los 
recursos disponibles. 
 
2.2.1 Paralelismo entre componentes  
 
El AFDX, tal y como hemos visto en el capítulo anterior, tiene tres componentes 
principales, los subsistemas aviónicos, los “End Systems” y el “AFDX 
Interconnect”. 
 
Para poder diseñar este bus de comunicaciones se han buscado dispositivos 
con especificaciones que permitan simular a los tres principales componentes 
anteriormente mencionados. 
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Subsistemas aviónicos  
 
Para simular los subsistemas aviónicos no ha sido necesario buscar ningún tipo 
de dispositivo ya que contamos con la cabina real del DC9 con todos sus 
componentes. 
 
Los datos simulados procedentes del módulo PC son ahora quienes alimentan 
a los sistemas de la cabina en lugar de los actuadores, controladores y 
sensores que tenía el DC9. 
 
“End Systems” 
 
Los “End Systems” son los componentes que permiten conectar a los 
subsistemas aviónicos con la red AFDX. En nuestro bus de comunicación el 
dispositivo que permite la conexión entre los sistemas de la cabina y la red es 
el micro ordenador Raspberry Pi. De los dos tipos comercializados el modelo 
utilizado es el tipo B y tiene las siguientes características: [14] 
 
 Tiene un chip integrado Broadcom BCM2835 con un procesador ARM11 
con varias frecuencias de funcionamiento con la posibilidad de llegar 
hasta 1 GHz. 
 512MB de memoria SDRAM compartida con la GPU. 
 Conexión Ethernet 10/100. 
 Dos puertos USB 2.0. 
 Conector RCA, HDMI e interfaz DSI para panel LCD. 
 Almacenamiento integrado para tarjetas SD. 
 Puertos GPIO con diversas opciones de comunicación como SPI, I2C y 
UART. 
 Consumo energético de 700 mA (3,5 W). 
 Soporta los siguientes sistemas operativos: 
 
o Debian (Raspbian) 
o Fedora (Pidora) 
o Arch Linux (Arch Linux ARM) 
o Slackware Linux 
o RISC OS 
 
Se ha decidido utilizar este dispositivo como el componente que simula el 
funcionamiento del “End System” en el AFDX por los siguientes motivos: 
 
 Era necesario un dispositivo con conexión Ethernet para poder realizar 
la comunicación, entre el módulo PC y la Raspberry Pi, con cable 
Ethernet. También era necesario este tipo de conexión para poder 
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utilizar como modelo, para nuestro propio protocolo de comunicación, el 
protocolo TCP/IP. 
 El dispositivo debía ofrecer diversas opciones de comunicación (SPI, I2C 
y UART) para poder tener alternativas a la hora de realizar la 
comunicación entre la Raspberry Pi y el sistema de la cabina. Hay que 
recordar que los sistemas de la cabina del DC9 tienen diferentes 
tecnologías y protocolos de comunicación y son necesarias diferentes 
opciones de comunicación para hacer frente a esta variedad. 
 También era importante contar con una plataforma de programación que 
soportase diferentes sistemas operativos (Debian, Fedora, Arch Linux, 
Slackware Linux y RISC OS) para tener diferentes alternativas de 
programación. 
 
El conjunto formado por la Raspberry Pi y el sistema de la cabina sería el 
equivalente al sistema aviónico de computación que podemos encontrar en el 
estándar AFDX, y en nuestro bus de comunicación pasará a denominarse 
sistema simulado. 
 
“AFDX Interconnect”   
 
La red AFDX es básicamente una extensa red de switches que permiten una 
comunicación “full-duplex” entre diferentes subsistemas aviónicos. Nuestra red 
se puede definir como una única red LAN con un switch digital que encamina 
los datos entre el módulo PC y los diferentes sistemas de la cabina. El 
intercambio de datos también se realiza de forma “full-duplex”. 
 
Durante el diseño del bus de comunicaciones se planteó la posibilidad de 
utilizar un hub en lugar de un switch como nexo de unión entre el módulo PC y 
los sistemas simulados. El hecho de utilizar un hub simplificaba la manera de 
encaminar los datos entre ambos extremos pero finalmente se decidió utilizar 
un switch por las siguientes causas: 
 
 En un hub el ancho de banda es compartido. A medida que se quisieran 
implementar nuevos sistemas simulados podríamos tener problemas de 
rendimiento  
 Con un switch podemos transmitir y recibir a la vez, cosa que con un hub 
no podemos hacer. Este factor es fundamental, ya que de esta manera 
podemos hacer que nuestro bus de comunicaciones realice el 
intercambio de datos de forma “full-duplex”. 
 Utilizando un switch tenemos mejores velocidades de conmutación. 
 Tenemos control de error al usar un switch en lugar de un hub. 
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El switch escogido es el ST3108S “Fast Ethernet” del fabricante Netis 
Systems10 y tiene las siguientes características: [15] 
 
 Consta de 8 puertos 10/100 Mbps con puertos RJ45 de Auto-
Negociación. 
 Todos los puertos soportan la función MDI/MDIX automática, eliminando 
la necesidad de cables cruzados. 
 Cumple con los estándares IEEE 802.3 10Base-T, IEEE 802.3u 
100Base-Tx y IEEE 802.3x “Flow Control”. 
 El método de acceso es CSMA/CD. 
 El método de transferencia: es Almacena y Adelante. 
 Las velocidades de transferencia de datos son 10/100 Mbps (“half-
duplex”) y 20/200 Mbps (“full-duplex”). 
 Soporta hasta 2000 direcciones MAC diferentes. 
 
Se ha optado por utilizar este switch por las siguientes razones: 
 
 Cumple con los estándares IEEE 802.3 10Base-T, IEEE 802.3u 
100Base-Tx y IEEE 802.3x “Flow Control”. Esto hace que sea totalmente 
compatible con el modelo de bus aviónico que hemos utilizado, el AFDX 
 Permite que el intercambio de datos sea “full-duplex”. 
 Ofrece unas prestaciones, que para el estado de desarrollo en el cual se 
encuentra el simulador, son más que suficientes.  
  
                                            
10
http://www.netis-systems.com/  
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2.3 Especificaciones 
 
Para definir en profundidad el bus de comunicaciones se han establecido 
algunas características técnicas que se estudiarán detalladamente en los 
siguientes sub apartados. 
 
2.3.1Topología 
 
La distribución de los elementos que conforman el bus de comunicaciones no 
sigue una estructura de las denominadas clásicas como ya ocurriera en el 
AFDX. A continuación podemos ver un esquema con la topología: 
 
 
 
Figura 2.15 Topología del bus de comunicación 
 
 
Ampliación de la red 
 
Aunque en el esquema que podemos observar en la figura superior solo figuren 
tres sistemas simulados, el bus puede soportar tantos sistemas como se 
deseen implementar. Para ello solo habrá que programar el software necesario 
para el módulo PC y para el sistema simulado. En caso que haya más sistemas 
de los que puede soportar el switch inicialmente elegido, dispone de 8 puertos 
y por lo tanto puede soportar hasta 8 sistemas simulados, habrá que 
substituirlo por uno con prestaciones superiores si fuera necesario.  
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Parte estandarizada 
 
Este bus de comunicaciones establece especificaciones para el intercambio de 
información entre el módulo PC y la Raspberry Pi. Esta es la parte de la 
topología (ver figura 2.15) que queda estandarizada. La comunicación dentro 
del sistema simulado, es decir, entre Raspberry Pi y el sistema de cabina del 
DC9, no queda fijada dando absoluta libertad a los futuros diseñadores que se 
encarguen de implementar cada uno de los sistemas (A, B, C,…).  
 
2.3.2 Cableado 
 
El cable utilizado para las conexiones en el bus de comunicaciones es cable 
UTP de categoría 5e, con conectores RJ45, del fabricante Master Electrónico11 
y tiene las siguientes especificaciones: [16] 
 
 Una velocidad de transmisión de 100 Mbps con una frecuencia de 
operación de hasta 100 MHz. 
 4 pares trenzados con un calibre AWG24. El conductor está aislado por 
polietileno de alta densidad de 1,5 mm de diámetro. 
  
                                            
11
 http://shop.master.com.mx/ 
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2.3.3 Paquete de datos 
 
Nuestro protocolo de comunicación (explicado con profundidad en el próximo 
apartado) llega, según lo establecido en el modelo TCP/IP, hasta el nivel de 
enlace. Al llegar hasta este nivel, el paquete de datos de nuestro bus de 
comunicación sigue la estructura de una trama Ethernet tal y como indica el 
estándar IEEE 802.3. 
 
 
Figura 2.16 Paquete de datos del bus de comunicación 
 
En la figura superior podemos ver la estructura del paquete de datos y a 
continuación se detallan cada uno de sus componentes: [17] 
 
 Preámbulo: Patrón de unos y ceros que indica a la estación receptora 
que la trama es una trama Ethernet. 
 Delimitador de inicio de trama: Es un byte de sincronización. 
 Dirección de destino: Incluye la dirección MAC de la máquina destino. 
Está dirección puede ser “unicast”, “multicast” o “broadcast”. 
 Dirección de origen: Incluye la dirección MAC de la maquina origen. Esta 
dirección es siempre “unicast”. 
 Longitud de la trama: Indica el tamaño del campo información. 
 Información: Contiene los datos intercambiados en el bus de 
comunicaciones. 
 Relleno: Este campo sirve para que la trama nunca tenga un tamaño 
inferior a 64 bytes, cosa que se especifica en el estándar IEEE 802.3. 
 Secuencia de chequeo de trama: Contiene un valor para comprobar si 
hay errores en la trama.  
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2.3.4 Protocolo de comunicación 
 
El protocolo de comunicación diseñado para este bus de comunicaciones es 
una adaptación propia de algunos conceptos que se definen en el AFDX. 
 
Capas del protocolo 
 
El modelo TCP/IP establece un conjunto de guías generales para el diseño e 
implementación de protocolos de red específicos para que sea posible la 
comunicación entre equipos en una red. Para que haya un intercambio fiable 
de información se necesitan una gran cantidad de procedimientos y de 
software. El modelo TCP/IP describe una división en capas para que sea más 
sencillo agrupar los procedimientos de entidad similar y así poder diseñar el 
software de manera modular para cada una de las capas. Las divisiones que se 
establecen son las siguientes: [18] 
 
 
 
Figura 2.17 Modelo TCP/IP 
 
 
El protocolo de comunicación utilizado para este bus de comunicaciones 
únicamente llega hasta la segunda capa, la capa de enlace. Esto se debe a 
que los paquetes de datos se van a encaminar a nivel físico, mediante un 
switch.  
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Puertos de comunicación 
 
Tal y como establece el AFDX, los subsistemas aviónicos utilizan puertos de 
comunicación para enviar datos a otros subsistemas. En el protocolo de 
comunicación diseñado también vamos a utilizar puertos para enviar los 
mensajes. Serán puertos UDP comprendidos entre el 49152 y el 65535. Que 
los puertos sean del tipo UDP y que estén dentro de ese determinado rango es 
debido a lo siguiente: 
 
 El bus de comunicación se va a utilizar en un simulador de aviónica y es 
necesario que este simulador no se detenga por falta de algún tipo dato. 
Para conseguir que el flujo de datos sea constante y no se quede 
bloqueado se utiliza el protocolo UDP. El protocolo UDP es un protocolo 
no orientado a la conexión, lo cual implica que no hay una acuerdo 
previo entre procesos antes comunicarse. Cuando un proceso envía un 
mensaje a un socket UDP no hay garantía de que el mensaje vaya a 
llegar a su destinario [19]. Esto que a priori podría parecer un 
inconveniente es un concepto fundamental para las aplicaciones en 
tiempo real. Pongamos el caso de que a la cabina no lleguen los datos 
necesarios para refrescar el horizonte artificial durante unos segundos. 
El objetivo es que el simulador aviónico no se quede bloqueado 
esperando a estos datos y en el momento que sean recibidos el 
horizonte artificial se refresque. Utilizando el protocolo UDP lo podemos 
conseguir y lo único que percibiría el usuario sería una especie de salto 
o interferencia a la hora de visualizar el horizonte artificial. 
 
  La “Internet Assigned Number Authority” (IANA) define tres rangos de 
puertos de comunicación [20]: 
 
o Puertos bien conocidos: Del 0 al 1023. 
o Puertos registrados: Del 1024 al 4951. 
o Puertos dinámicos o privados: Del 49152 al 65535. 
 
Los dos primeros rangos de puertos son habitualmente utilizados por 
procesos y aplicaciones en Internet. Para que el simulador aviónico no 
tenga ningún tipo de conflicto con los puertos de comunicación, si se 
decide implementar una salida de la red a Internet, vamos a trabajar con 
el rango de puertos dinámicos o también denominados privados. 
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Transmisión y recepción de datos 
 
En los procesos de transmisión y recepción de datos de un bus de 
comunicaciones se utilizan los mismos elementos pero con diferencias en sus 
funciones. A continuación se explican ambos procesos y las funciones de sus 
elementos: 
 
 Transmisión: Este proceso puede empezar por cualquiera de los dos 
extremos, por el extremo del módulo PC o por el extremo de la cabina 
del DC9. El protocolo de transmisión empieza cuando el módulo PC o la 
Raspberry Pi envían un mensaje a un puerto UDP. La capa de enlace se 
encarga de colocar las cabeceras que contienen la información sobre el 
origen y el destino del mensaje. Como el encaminamiento se realiza a 
nivel físico, en estas cabeceras van las direcciones MAC que identifican 
al emisor y a los posibles receptores del mensaje También en la capa de 
enlace se forma la trama, el paquete de datos (figura 2.16), y es enviado 
por los sockets hacia la red. Finalmente, el switch se encarga de 
encaminar el paquete de datos hacia el destino correspondiente. 
 
 Recepción: La recepción comienza en la capa de enlace. Primeramente 
en esta capa se comprueba si hay errores o no en el paquete de datos 
mediante la secuencia de chequeo de trama. Si no hay errores en el 
paquete de datos la capa de enlace se encarga de quitar el campo de la 
secuencia de chequeo de trama. Esta misma capa se encarga de ir 
eliminando los diferentes campos que forman la trama de datos hasta 
entregar el mensaje al puerto UDP correspondiente. En el puerto UDP la 
aplicación que necesite los datos los recibe. 
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2.4 Enlace del módulo PC con los sistemas simulados de 
cabina 
 
El bus aviónico de comunicación se encarga de conectar el módulo PC con un 
sistema simulado, un sistema de la cabina del DC9 que ha sido acondicionado 
previamente. El nexo de unión entre el sistema simulado y el bus aviónico es la 
Raspberry Pi. A continuación se muestra un esquema con el enlace entre el 
módulo PC y el sistema simulado correspondiente al sistema de precaución y 
avisos de emergencia: 
 
Figura 2.18 Enlace entre el módulo PC y el sistema de precaución y avisos de 
emergencia 
 
 
La arquitectura de comunicación que seguirá el bus aviónico de 
comunicaciones con el resto de sistemas simulados que se vayan adaptando 
será la misma que se muestra en la figura superior con el enlace entre el 
módulo PC y el sistema de precaución y avisos de emergencia. 
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2.5 Costes de implementación 
 
Los costes de la implementación del bus aviónico de comunicaciones para la 
conexión de un nodo serían los siguientes: 
 
 305 metros de cable UTP categoría 5e: 85,57 € 
 Conectores RJ45: 6,35€ 
 Switch digital ST3108S “Fast Ethernet”: 9,90 € 
 Raspberry Pi tipo B: 40,96 € 
 Coste total: 142,78 € 
El coste total reflejado hace referencia al precio que tendría implementar el bus 
aviónico de comunicación en la cabina del DC9 en la actualidad, es decir, 
implementar el bus para el único sistema de la cabina del DC9 que está 
adaptado, el sistema de precaución y avisos de emergencia. Este coste será 
mayor a medida que haya más sistemas de la cabina acondicionados, ya que 
para cada sistema se necesita una Raspberry Pi, más cableado y si se 
implementan más de ocho sistemas, un nuevo switch digital con un mayor 
número de puertos. 
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CAPÍTULO 3. DISEÑO DEL SOFTWARE 
 
 
3.1 Programación 
 
El software necesario para este bus aviónico se puede separar en dos grandes 
bloques, el módulo PC y el módulo cabina. En cada módulo se han utilizado 
entornos y lenguajes de programación diferentes, sin olvidar que ambos 
extremos se tenían que comunicar y por lo tanto los lenguajes y entornos de 
programación debían ser compatibles. 
 
3.1.1 Módulo PC 
 
Este módulo es el encargado de generar todos los datos necesarios para el 
simulador aviónico. Está formado por un PC donde corre el simulador de vuelo, 
el programa que se encarga de extraer los datos necesarios del simulador de 
vuelo y también el programa que genera averías para que los futuros Técnicos 
de Mantenimiento Aeronáutico puedan practicar. También puede contener 
aplicaciones específicas para cada sistema simulado. 
 
 Todo el software ha sido diseñado para entornos de programación de 
Microsoft12, los siguientes: 
 
 Simulador de vuelo: Microsoft Flight Simulator X (FSX). 
 “Programa” de extracción de datos: Diseñado para ser creado con 
Microsoft Visual C# 2010 Express Edition. 
 “Programa” generador de averías: Creado anteriormente en otro 
proyecto con Microsoft Visual Studio 2010. 
 
El “programa” de extracción de datos y el “programa” generador de averías son 
dos partes de código que corren en un mismo programa para evitar problemas 
de interferencias entre los dos “programas”. En los anexos se presenta algún 
ejemplo de la programación realizada. 
  
                                            
12
 http://www.microsoft.com/es-es/default.aspx 
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3.1.2 Módulo cabina 
 
El módulo de la cabina lo forman los sistemas simulados13 que se han 
implementado y los futuros sistemas que se implantarán. Para cada sistema 
simulado se puede realizar la programación de una manera diferente ya que la 
Raspberry Pi permite muchos entornos de programación diferentes (ver 
apartado 2.2.1). El sistema simulado que está implementado, el sistema de 
precaución y avisos de emergencia del DC9, utiliza una combinación del 
sistema operativo Debian (Raspbian14) y el lenguaje de programación C. 
 
3.1.3 Primera prueba de comunicación 
 
Para comprobar que el diseño del bus aviónico de comunicación es válido se 
ha programado una pequeña arquitectura de cliente-servidor. 
 
 Cliente: El cliente se ha programado con el lenguaje de programación C 
en la Raspberry Pi. La función del cliente es ir recibiendo las cadenas de 
texto que le envía el servidor y las muestra por pantalla. 
 Servidor: El servidor corre en un PC y ha sido escrito con el lenguaje de 
programación C#. 
 
En esta primera prueba de comunicación el cliente simularía al módulo cabina y 
el servidor al módulo PC. El mensaje se envía desde el servidor y es 
encaminado por un router hacia el cliente. Las conexiones entre los elementos 
se realizan con cable UTP de categoría 5e y conectores RJ45. 
 
 
 
Figura 3.19 Esquema de la primera comunicación 
 
  
                                            
13
 Sistema formado por el sistema real de la cabina y la Raspberry Pi que actúa como “End 
System” 
14
 http://www.raspbian.org/ 
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En esta prueba el protocolo de comunicación no sería el mismo que el utilizado 
en el bus de comunicación del simulador aviónico, pero el protocolo de 
transporte sí, el protocolo UDP. El protocolo de comunicación no es el mismo 
porque aquí se utiliza un router para encaminar los mensajes. La diferencia 
recae en que para esta prueba se utilizan las 5 capas del protocolo TCP/IP y en 
el protocolo de comunicación diseñado solo se llega hasta la segunda capa, la 
capa de enlace. Aún y así el protocolo de comunicación utilizado para la prueba 
es compatible con el protocolo de comunicación diseñado y nos permite 
demostrar que la comunicación entre extremos sería posible con la 
implementación del bus aviónico de comunicación  
 
A continuación se muestran unas capturas de pantalla de la arquitectura 
cliente-servidor funcionando: 
 
 
 
 
Figura 3.20 Servidor de mensajes 
 
 
Tal y como podemos ver en la figura superior el servidor envía dos mensajes al 
cliente y este los recibe tal y como podemos ver en la figura de la página 
siguiente. 
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Figura 3.21 Receptor de mensajes 
 
 
En el anexo B encontramos los códigos completos de cliente y servidor. 
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3.2 “Flight Simulator Universal Inter-Process Communication 
4” (FSUIPC4) 
 
Para poder extraer los datos necesarios de FSX para el simulador de aviónica 
no tan solo se necesita un código, también una librería externa que nos permita 
interactuar con FSX. Esta librería externa es la “Flight Simulator Universal Inter-
Process Communication 4” (FSUIPC4). 
 
La librería ha sido desarrollada por Peter Dowson15 y se acopla a FSX como si 
fuese un módulo externo. La FSUIPC4 permite tener un control personalizado 
de la aeronave, pudiendo introducir cambios en FSX, así como extraer una 
serie de variables de FSX, denominadas “offsets”, para posteriormente ser 
utilizadas en alguna aplicación. Es esta última utilidad la que es de vital 
importancia para el bus aviónico y para el simulador aviónico, porque estos 
“offsets” nos darán la información necesaria para alimentar a los sistemas de la 
cabina del DC9. 
 
Hay que remarcar que el abanico de “offsets” que se pueden extraer con la 
librería es amplio. No obstante en algunos casos, como en el sistema de 
precaución y avisos de emergencia, no tenemos todos los “offsets” necesarios 
para generar la información que necesitan los sistemas de cabina. 
 
Para utilizar la librería únicamente hay que descargarla del enlace indicado en 
el pie de página de esta hoja y seguir unos sencillos pasos explicados también 
en el enlace de descarga. Hay que tener en cuenta que en el ordenador donde 
queramos utilizar la librería como mínimo se habrá tenido que ejecutar FSX una 
vez para que se puedan crear los archivos que necesita la librería FSUIPC4. 
 
3.3 Sistema de precaución y avisos de emergencia 
 
El sistema de precaución y avisos de emergencia en el McDonnell Douglas 
DC9 está compuesto por los siguientes elementos: [21] 
 
 Juegos de luces maestro de “Warning” y “Caution” situado en la visera 
de la cabina. 
 
 
Figura 3.22 Juego de luces maestro de “Warning” y “Caution” 
 
 
                                            
15
 http://www.schiratti.com/dowson.html 
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 Panel anunciador situado en el panel superior de la cabina. 
 
 
 
Figura 3.23 Panel anunciador 
 
 
3.3.1 Adaptación de las alertas 
 
Con la librería FSUIPC4 no podemos obtener gran parte de la información 
necesaria para las alertas que se muestran en el panel anunciador. Esto es 
debido fundamentalmente a dos causas: 
 
 La librería es amplía pero no contiene todo el detalle necesario para un 
simulador aviónico en la cabina real de una aeronave. 
 El McDonnell Douglas DC9 es un avión antiguo y ya no se incluye en el 
catálogo de aeronaves disponibles en FSX. 
 
Para poder solucionar el problema de que quedarán alertas sin encender se ha 
atacado el diseño desde diversos frentes: 
 
 Hay un conjunto de alertas las cuales se pueden tratar directamente con 
los “offsets” que se extraen de FSX y se atacarán con el “programa” de 
extracción de datos. 
 El otro conjunto de alertas se atacarán desde el “programa” que genera 
las averías. Cuando una avería simulada implique que se tiene que 
encender la correspondiente luz del sistema de precaución y avisos de 
emergencia, se enviará una señal para encender dicha luz. 
 
En la página siguiente encontramos un esquema con las luces del panel 
anunciador donde las alertas subrayadas son las que se pueden tratar 
directamente con los “offsets” que se extraen de FSX. 
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Figura 3.24 Esquema de luces del panel anunciador 
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3.3.2 Funcionamiento 
 
El sistema de precaución y avisos de emergencia del DC9 funcionará mediante 
diferente software en este simulador aviónico: 
 
 La parte de las luces para las que hay “offsets” adecuados (ver figura 
3.24) funcionará con el “programa” de extracción de datos y también con 
el “programa” de generación de averías. 
 El resto de luces funcionarán únicamente con el “programa” de 
generación de averías. 
  Todo el panel de luces podrá ser también controlado con una aplicación 
de testeo. Esta aplicación consistirá en un software desarrollado en 
Visual Basic que permitirá encender todas las alertas a la vez o las 
alertas que deseen, para comprobar el correcto funcionamiento del 
hardware del sistema de precaución y avisos de emergencia del DC9. 
 
A continuación se muestra un esquema con los diferentes modos de 
funcionamiento: 
 
 
 
Figura 3.25 Esquema de funcionamiento del sistema de precaución y avisos de 
emergencia 
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CAPÍTULO 4. ESCALABILIDAD 
 
 
El diseño de este bus aviónico de comunicaciones se ha realizado pensando 
en la escalabilidad, es decir, que sea un bus de comunicaciones válido para el 
simulador aviónico situado en la cabina del DC9 y que también pueda ser 
utilizado por otras aplicaciones. Esta polivalencia es posible por los siguientes 
motivos: 
 
 Gran parte de las características diseñadas para este bus aviónico de 
comunicación se basan en el estándar IEEE 802.3. Las especificaciones 
que establece este estándar son utilizadas diariamente por infinidad de 
aplicaciones y equipos. 
 El dispositivo que se utiliza como nexo de unión entre el bus aviónico y 
el sistema que se desea conectar, la Raspberry Pi, ofrece múltiples 
opciones de programación e interconexión. 
 
Para utilizar este bus de comunicaciones en otro sistema se deberán tener en 
cuenta los siguientes factores: 
 
 Dependiendo de cómo sean los sistemas que se desean conectar será 
necesario o no la utilización de una Raspberry Pi como nexo de unión 
del sistema con el bus aviónico. Por ejemplo, si el sistema a conectar es 
un ordenador o cualquier otro dispositivo con una conexión Ethernet no 
será necesaria la utilización de una Raspberry Pi en ese extremo. En 
cambio, si el sistema que se desea conectar es por ejemplo el 
acondicionamiento de un sensor sí que deberá haber una Raspberry Pi 
como nexo de unión. 
 Para cada sistema se tendrá que programar un software específico para 
interactuar con el bus aviónico de comunicaciones. 
 El paquete de datos utilizado para el intercambio de información deberá 
seguir las especificaciones marcadas. 
 
Teniendo en cuenta estos factores y siguiendo las especificaciones 
establecidas en el segundo capítulo de este trabajo, se puede implementar este 
bus aviónico de comunicaciones en otros sistemas. 
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Figura 4.26 Conexión de diversos sistemas mediante el bus aviónico de 
comunicación 
 
 
En la figura superior encontramos el esquema de interconexión de cuatro 
sistemas diferentes mediante el bus aviónico de comunicaciones. Los sistemas 
A y C serían sistemas con una conexión Ethernet disponible. Los sistemas B y 
D sistemas que no disponen de dicha conexión y necesitan una Raspberry Pi 
como nexo de unión con el bus. 
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CAPÍTULO 5. CONCLUSIONES 
 
 
5.1 Conclusiones generales 
 
En el instituto “Illa dels Banyols” está situada la cabina real de un McDonnell 
Douglas DC9 que se está transformando en un simulador de aviónica. Hasta el 
momento no había un diseño para las comunicaciones entre la cabina del DC9 
y el módulo PC que se encargará de la simulación de datos. Con este objetivo 
se ha diseñado un bus aviónico de comunicación. 
 
Este diseño se ha realizado optimizando diversos factores: 
 
 Flexibilidad a la hora de realizar las conexiones con los sistemas de la 
cabina. Esto se ha logrado utilizando una Raspberry Pi como nexo de 
unión entre el bus y los sistemas de cabina. 
 El bus aviónico de comunicación tenía que ser escalable. Así se ha 
concebido y el diseño no es tan solo válido para el simulador de 
aviónica, sino que también se podría utilizar para la interconexión de 
otros sistemas. 
 Tenía que utilizar una tecnología muy madura y ampliamente 
implantada para que sus costes de implementación no fuesen 
excesivos. 
 
Cuando sea implementado, el bus aviónico de comunicación diseñado hará 
posible el intercambio de datos entre el simulador de aviónica situado en la 
cabina del DC9 y el módulo PC que simula los datos. Esto se puede afirmar ya 
que el diseño es totalmente válido tal y como se ha demostrado en este trabajo 
con la pruebas de comunicación realizadas. 
 
5.2 Impacto ambiental 
 
La realización de este proyecto no ha supuesto ningún impacto para el medio 
ambiente. 
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ANEXO A. ARINC 429 
 
 
ARINC 429 
 
El estándar ARINC 429 indica de qué manera se debe comunicar el 
equipamiento aviónico y los sistemas a bordo dentro de una aeronave 
comercial. Establece especificaciones eléctricas, de cómo deben de ser las 
estructuras de los mensajes que contienen la información y de cómo tiene que 
ser el protocolo para establecer la comunicación entre equipamiento y 
sistemas.  
 
Historia y antecedentes  
 
El estándar ARINC 429 fue desarrollado a partir del existente estándar ARINC 
419. El ARINC 419 contiene especificaciones de comunicación digital para 
aviación comercial. En estas especificaciones encontramos cuatro tipos 
diferentes de topologías de cableado, estando entre ellas una topología en 
serie que utiliza un par trenzado de cable apantallado. Es esta topología en 
serie la que evoluciona hacia el estándar ARINC 429. 16 
 
La primera publicación del ARINC 429 fue en Abril de 1978 y aún existe hoy día 
bajo la nomenclatura de ARINC 429-15. Este estándar está dividido en tres 
partes: 
 
 Parte 1-15: Descripción funcional, interfaz eléctrica, asignación de 
etiquetas y formato del paquete de datos. 
 Parte 2-15: Estándares para paquetes de datos discretos. 
 Parte 3-15: Técnicas de transferencias de datos. 
 
Especificaciones 
 
En el ARINC 429 se definen tanto el hardware como los formatos de datos 
requeridos para la transmisión. El hardware consiste en un simple transmisor o 
fuente al que se le pueden conectar hasta 20 receptores en un par de cable 
trenzado. La transmisión se realiza en un único sentido y si se desea 
implementar una comunicación bidireccional se necesitan dos canales o dos 
buses.  
 
 
                                            
16
 Frodyma, Pat. “ARINC 429 Specification Tutorial”, 7-8 (2001) 
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A continuación se describen algunas de las especificaciones técnicas más 
relevantes:17 
 
Topología 
 
Las formas de conexión más utilizadas para conectar las “line replaceable 
units” o LRUs son la topología en estrella o la “bus-drop topology”. Cada LRU 
puede contener múltiples receptores y transmisores. 
 
 
 
 
Figura A.27 Topologías ARINC 429 
 
 
Como podemos ver en la figura superior la mayor parte de la topología utiliza 
una arquitectura punto a punto. Esta arquitectura nos proporciona una alta 
fiabilidad en la transferencia de datos. 
 
 
 
 
 
 
                                            
17
 Frodyma, Pat. “ARINC 429 Specification Tutorial”, 9-16 (2001) 
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Características del cableado 
 
En este bus de comunicación se utiliza un par de cable trenzado y apantallado 
con una impedancia de 78Ω. El apantallamiento debe ir conectado a tierra al 
final de cada tramo y en cada unión de líneas  tal y como podemos observar en 
la figura de la página siguiente: 
 
 
 
 
 
Figura A.28 Cableado ARINC 429 
 
 
Paquete de datos 
 
El protocolo del estándar ARINC 429 establece que el transmisor siempre 
estará emitiendo ya sean bien datos o estados nulos. El paquete de datos está 
formado por 32 bits y tiene la siguiente estructura: 
 
 
 
 
 
Figura A.29 Paquete de datos ARINC 429 
 
 
 
 Bit 32: Se trata de un bit de paridad. En el estándar está definido como 
el bit más significativo del paquete de datos y se utiliza para comprobar 
que no hay errores en los datos recibidos. 
 
 Bits 31-30: “Sign/Status Matrix” (SSM). El SSM puede indicar diferentes 
funciones, como por ejemplo indicar el estado del equipo emisor. 
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 Bits 29-11: 19 bits donde se almacenan los datos necesarios para 
equipos y sistemas. Los diferentes tipos de datos que admite este 
estándar son: 
 
o Binario (BNR) 
o Decimal codificado en binario (BCD) 
o Combinación de BNR y BCD 
o Datos de mantenimiento 
o Protocolo Williamsburg/Buckhorn 
 
 Bits 10-9: “Source/Destination Identifier” (SDI). Dos bits para indicar el 
origen y el destino de los datos. 
 
 Bits 8-1: “Label”. Indica el tipo de datos que son transmitidos en el 
paquete. 
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ANEXO B. ARQUITECTURA CLIENTE-SERVIDOR 
 
 
A continuación se detalla el código del cliente realizado en C: 
 
 
/*Receptor de datos*/ 
 
#include <sys/types.h> 
#include <sys/socket.h> 
#include <sys/un.h> 
#include <netinet/in.h> 
#include <netdb.h> 
#include <unistd.h> 
#include <errno.h> 
#include <stdio.h> 
#include <stdlib.h> 
#include <string.h> 
 
int abrir_socket_udp () 
{ 
 struct sockaddr_in dir_receptor; 
 struct sockaddr_in dir_emisor; 
 int des, aux, fromlen, modo, salir, l, p; 
 char *buffer [100]; 
  
 printf("Receptor de mensajes\n"); 
 
 /*Abrimos el socket*/ 
  
     des = socket (AF_INET, SOCK_DGRAM, 0); 
  
 if (des == -1) 
 { 
         printf ("Error al abrir el socket\n"); 
   return -1; 
 } 
 
    /*Rellenamos la estructura dir_receptor*/ 
 
 dir_receptor.sin_family = AF_INET; 
 dir_receptor.sin_port = htons ( 55555 ); 
 dir_receptor.sin_addr.s_addr = inet_addr ("192.168.0.222"); 
  
 /*Asignamos IP + puerto*/ 
 
 if (bind ( 
   des,  
    (struct sockaddr *)&dir_receptor,  
   sizeof (dir_receptor)) == -1) 
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 { 
  close (des); 
  printf ("Error al asignar el puerto al socket\n"); 
  return -1; 
 } 
 
  
 else 
 { 
  printf ("Socket + Bind ok!\n"); 
 } 
   
 /*Rellenamos la estructura dir_emisor*/ 
 
 dir_emisor.sin_family = AF_INET; 
 dir_emisor.sin_port = htons ( 55555 ); 
 dir_emisor.sin_addr.s_addr = inet_addr ("192.168.0.193"); 
 
 /*Limpiamos el buffer*/ 
 
 for (l=0; l<101; l++) 
      buffer[0] = '\0'; 
  
 /*Recibimos los datos*/ 
 
 salir = 0; 
  
  
 while ( salir == 0) 
 { 
 
  fromlen  = sizeof (dir_emisor); 
         aux = recvfrom (des, buffer, 100, 0, (struct sockaddr 
*)&dir_emisor, &fromlen); 
 
          if (aux > 0) 
         { 
                
   printf ("%s\n", buffer); 
   printf ("Numero de bytes recibidos: %d\n", aux); 
   for ( p=0; p<101; p++) 
                             buffer [0] = '\0'; 
         } 
 
         else 
         { 
                 printf ("Error al recibir el mensaje\n"); 
                 return -1; 
         } 
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  printf ("Pulsa 1 para salir o 0 para seguir recibiendo\n"); 
  scanf ("%d",&salir); 
 
  if (salir == 1)  
  { 
   modo = 0; 
   shutdown (des, modo); 
  } 
   
  else 
  { 
   salir = 0; 
  } 
 } 
 
} 
 
main () 
{ 
 int e; 
 
 e =  abrir_socket_udp (); 
} 
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Finalmente el código del servidor escrito en C#: 
 
 
using System; 
using System.Collections.Generic; 
using System.Linq; 
using System.Text; 
using System.Net; 
using System.Net.Sockets; 
 
namespace Servidor 
{ 
class Program 
{ 
static void Main(string[] args) 
{ 
Boolean a = false; 
Boolean exception_thrown = false; 
Socket emisor = new Socket(AddressFamily.InterNetwork, SocketType.Dgram, 
ProtocolType.Udp);/*Creación del socket UDP*/ 
IPAddress direcc_destino = IPAddress.Parse("192.168.0.222");/*Dirección IP 
de destino*/ 
IPEndPoint destino = new IPEndPoint(direcc_destino, 55555);/*Asignación de 
la dirección IP de destino y el puerto*/ 
 
Console.WriteLine("Servidor de mensajes"); 
 
while (a == false) 
{ 
Console.WriteLine("Escribe el mensaje o pulsa enter para salir"); 
string mensaje = Console.ReadLine(); 
 
if (mensaje.Length == 0)/*Si pulsamos enter sin escribir nada saldremos del 
programa*/ 
{ 
a = true; 
} 
 
else/*Código para el envió del mensaje*/ 
{ 
byte[] enviar_buffer = Encoding.ASCII.GetBytes(mensaje); 
Console.WriteLine("Enviando a IP: {0} Puerto: {1}", destino.Address, 
destino.Port); 
 
try 
{ 
emisor.SendTo(enviar_buffer, destino); 
} 
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catch (Exception send_exception) 
{ 
exception_thrown = true; 
Console.WriteLine("Exception {0}", send_exception.Message); 
} 
 
if (exception_thrown == false) 
{ 
Console.WriteLine("Mensaje enviado"); 
} 
 
else 
{ 
exception_thrown = false; 
Console.WriteLine("Mensaje no enviado"); 
} 
 
} 
 
 
 
 
} 
} 
 
} 
 
 
} 
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