Abstract. This paper is concerned with entire solutions for bistable reactiondiffusion equations with nonlocal delay in one-dimensional spatial domain. Here the entire solutions are defined in the whole space and for all time t ∈ R. Assuming that the equation has an increasing traveling wave solution with nonzero wave speed and using the comparison argument, we prove the existence of entire solutions which behave as two traveling wave solutions coming from both ends of the x-axis and annihilating at a finite time. Furthermore, we show that such an entire solution is unique up to space-time translations and is Liapunov stable. A key idea is to characterize the asymptotic behavior of the solutions as t → −∞ in terms of appropriate subsolutions and supersolutions. In order to illustrate our main results, two models of reaction-diffusion equations with nonlocal delay arising from mathematical biology are considered.
Introduction and main results
In this paper, we are concerned with entire solutions of the bistable reactiondiffusion equation with nonlocal delay of the form We call c the traveling wave speed and φ the profile of the wave front. These assumptions about the existence of traveling wave solutions have been justified for a number of important special cases of (1.1) and some more general cases.
For example, if h(x, t) = δ(t)δ(x), δ(·)
is the Dirac delta function, then (1.1) reduces to the local equation without delay (1.3) ∂u ∂t = d∆u + g (u, S(u)) , x ∈ R, t > 0.
There are many well-known results on traveling wave solutions of (1.3) with bistable nonlinearity; see Fife and McLeod [12, 13] , Volpert et al. [39] , etc. For the related results on convergency of solutions of (1.3), one can refer to Martin and Smith [27] and Poláčik [31, 32] . If S(u) = u and h(x, t) = δ(t − τ )δ(x), then (1.1) reduces to the local equation with a discrete delay (1.4) ∂u ∂t = d∆u + g (u (x, t) , u (x, t − τ )) , x ∈ R, t > 0, τ > 0.
For Huxley nonlinearity, Schaaf [36] showed that there is exactly one wave speed c such that (1.4) has a nontrivial strictly increasing traveling wave solution. Moreover, he gave the asymptotic behavior of such a traveling wave solution at infinity. Smith and Zhao [38] further proved the global asymptotic stability, Liapunov stability and uniqueness of traveling wave solutions of (1.4) with a bistable nonlinear term.
If h(x, t) = δ(t)J(x)
, then (1.1) reduces to the nonlocal equation J (x − y) b (u (y, t − τ )) dy, x ∈ R, t > 0, τ > 0, which was studied by Ma and Wu [26] . Under the bistable assumption, they proved the existence, uniqueness and global asymptotic stability of traveling wave solutions of (1.6). Recently, Wang et al. [42] studied the reaction advection diffusion equation with nonlocal delay and a bistable nonlinear term of the form (1.7) ∂u ∂t = d∆u + B ∂u ∂x + g u (x, t) ,
h (x−y, −s) S (u (y, t+s)) dyds (x, t) , and established the existence, uniqueness and global asymptotic stability of traveling wave solutions of (1.7).
Since time delay and nonlocality play very important roles in biological and epidemiological models (see Britton [5] and Ruan [34] ), they have a crucial effect on the dynamics of the equation (1.1); see Gourley et al. [19] , Li et al. [23, 24] , Wang and Li [40] and Wu [45] . There has been significant progress in the study of traveling wave solutions for both bistable and monostable equations; see, for example, Ai [1] , Ashwin et al. [2] , Billingham [4] , Faria et al. [14, 15] , Gourley and Kuang [17, 18] , Liang and Wu [25] , Ou and Wu [29] , Ruan and Xiao [35] , Wang et al. [41, 43] , Wu and Zou [46] , Zou [48] , and the references cites therein.
On the other hand, it has been observed that traveling wave solutions are special examples of the so-called entire solutions that are defined in the whole space and for all time t ∈ R. In particular, Chen and Guo [8] , Fukao et al. [16] , Guo and Morita [20] , Hamel and Nadirashvili [21, 22] , Morita and Ninomiya [28] and Yagisita [47] have shown that the study of entire solutions is essential for a full understanding of the transient dynamics and the structure of the global attractors. These studies showed the great diversity of different types of entire solutions of reaction-diffusion equations in the absence of time delay. By constructing a global invariant manifold with asymptotic stability, Yagisita [47] proved that, for the bistable equation, there exists an entire solution which behaves as two traveling wave solutions coming from both sides of the x−axis and annihilating in a finite time. The stability and uniqueness of entire solutions were also considered. Yagisita's argument was substantially simplified by Fukao et al. [16] , and the existence of an entire solution emanating from the unstable standing pulse solution of (1.1) was also obtained. For the Fisher-KPP equation, Hamel and Nadirashvili [21] established five-dimensional, four-dimensional and three-dimensional manifolds of entire solutions, respectively, by combining two traveling wave solutions with different speeds and coming from both sides of the real axis and some spatially independent solution. In [22] , Hamel and Nadirashvili further considered the existence of entire solutions of the Fisher-KPP equation in high-dimensional spaces and obtained an amazingly rich class of entire solutions. Chen and Guo [8] and Guo and Morita [20] developed a unified approach based on the comparison principle to find entire solutions for both the bistable and monostable cases. Furthermore, Chen et al. [9] considered entire solutions of reaction-diffusion equations with bistable nonlinearities for the case c = 0. Morita and Ninomiya [28] showed some novel entire solutions which are completely different from these observed in [8, 16, 20, 21, 22, 47] . However, the above mentioned results are only concerned with entire solutions of reaction-diffusion equations in the absence of time delay and nonlocality. The issue of the existence of entire solutions for a general bistable equation with nonlocal delay including the Huxley equation [36] and the single population with stage structure and distributed maturation delay [3] is still open. The goal of this paper is to resolve this issue.
In this paper, we consider some new types of entire solutions of (1.1). Our method is to construct appropriate supersolutions and subsolutions and then show the existence of the desired entire solutions by comparison and the continuity of the semiflow, which is inspired by Chen and Guo [8] and Guo and Morita [20] and are done in Section 4. Before doing that, we study the asymptotic behavior of traveling wave solutions at infinity in Section 3. Furthermore, the uniqueness and stability of such an entire solution are established in Section 5.
Throughout the paper, we always assume that (H1), (H2), (H3), (F1) and (F2) hold. Now we state our main results in this paper. 
In particular, the entire solution is Liapunov stable. Furthermore, assume that h(x, t) = J(x)δ(t − τ ) and Φ (x, t) is another solution of (1.1) satisfying 0 < Φ (x, t) < 1 and (U + ) there exist constants a > 0 and T 0 ∈ R, and functions l (·) and r (·) such that for all t ≤ T 0 and s ∈ [−τ, 0],
where α 0 and β 0 are constants satisfying
Then Φ (x, t) is also Liapunov stable, and there exist x 0 ∈ R and t 0 ∈ R such that 
In particular, the entire solution is Liapunov stable. Furthermore, assume that h(x, t) = J(x)δ(t − τ ) and Φ (x, t) is another solution of (1.1) satisfying 0 < Φ (x, t) < 1 and (U − ) there exist constants a > 0 and T 0 ∈ R, and functions l (·) and r (·) such that for all t ≤ T 0 and s ∈ [−τ, 0],
Then Φ (x, t) is also Liapunov stable, and there exist x 0 ∈ R and t 0 ∈ R such that [20] and Theorem 1.1 of Yagisita [47] . Theorem 1.2 concludes Theorems 1 and 2 of Chen and Guo [8] .
In the following, we give two applications of Theorems 1.1 and 1.2.
Example 1.5. Consider the typical Huxley nonlinearity
. This is a special case of equation (1.1) with S (u) = u and h (x, t) = δ (x) δ (t − τ ), τ ≥ 0. Following Theorem 3.13 of Schaaf [36, p. 603] , we know that (1.1) has an increasing traveling wave solution with speed c > 0 if a ∈ 0, 
If the bounded domain Ω is replaced by the whole real line (−∞, ∞), then the second equation of (1.10) reduces to
(1.11)
Ma and Wu [26] considered a special case (1.6) of (1.11). In [42] , we showed that (1.11) has an increasing traveling wave solution under the following conditions:
Assume that (C1) and (C2) hold. If the wave speed of the traveling wave solution of (1.11) is nonzero, then the existence and stability of the entire solutions of (1.11) follow from Theorems 1.1 and 1.2. If there exists τ 0 ∈ (0, τ) such that 
Preliminaries
In this section, we state some definitions and establish the comparison theorem for (1.1), which is needed in the sequel.
Let X = BU C (R, R) be the Banach space of all bounded and uniformly continuous functions from R into R with the usual supremum norm. Let X + = {ϕ ∈ X : ϕ (x) ≥ 0, x ∈ R} . It is easy to see that X + is a closed cone of X and X is a Banach lattice under the partial ordering induced by X + . By [10, Theorem 1.5], it then follows that the X−realization d∆ X of d∆ generates a strongly continuous analytic semigroup T (t) on X and T (t) X + ⊂ X + , t ≥ 0. Moreover, we have
Let C = C ([−τ, 0] , X) be the Banach space of continuous functions from [−τ, 0] into X with the supremum norm and let
+ is a positive cone of C. As usual, we identify an element ϕ ∈ C as a function from 
If v is both a supersolution and a subsolution on [0, b), then it is said to be a mild solution of (1.1).
In [42, 43] , we have established the following existence and comparison result.
for any J ≥ 0, x and z ∈ R with |x − z| ≤ J, and t > t 0 ≥ 0, where
and
Remark 2.4. For τ = 0, that is, for the equation without delay, Theorem 2.3 still holds.
Asymptotic behavior of traveling wave solutions
In this section, we will discuss the asymptotic behavior of traveling wave solutions of (1.1) at infinity. Define a function
where c ∈ R is a constant. Since e −iImλy and e −iImλcs are bounded, G (λ) is well defined in C. Obviously, G (0) = 1.
The lemma can be proved by condition (H3) and Lebesgue's dominated convergence theorem, so its proof is omitted.
Define two complex functions ∆ 0 (λ) and ∆ 1 (λ) by
where λ ∈ C. Then it is easy to see that the following result holds.
Lemma 3.2.
The equation ∆ i (λ) = 0 has two real roots λ i1 < 0 and λ i2 > 0 such that
In the following, we investigate the asymptotic behavior of traveling wave solutions at infinity. Our method is similar to that of Carr and Chmaj [6] which has been used by Wang et al. [43] (see also Diekmann and Kaper [11] ). We first provide a technical lemma about the asymptotic behavior of a positive decreasing function, which is given by Carr and Chmaj [6, Proposition 2.3] and is important to prove our results. 
, where k > −1 and E is analytic in the strip −α ≤Reλ < 0. Then
.
Lemma 3.4. Assume further thatφ (t) is an increasing traveling wave solution of
The proof of Lemma 3.4 follows from Theorem 2.3 and a similar argument to Lemma 2.5 of Smith and Zhao [38] .
Theorem 3.5. Assume that φ (t) is an increasing traveling wave solution of
, where
Theorem 2.3, and
Since lim t→+∞ U (t) = 0 and lim t→+∞ V (t) = 0, there exists t > 0 such that for any t > t ,
Then by Taylor's expansion, for any t > t ,
Now we show that for any t ∈ R, U (t) is integrable on [t, +∞) and there exists ρ > 0 such that sup t∈R U (t) e ρt < +∞. By Fubini's theorem and Lebesgue's dominated convergence theorem, we have, as y → +∞,
Since lim t→+∞ U (t) = 0 by Lemma 3.4, integrating (3.1) from t to +∞, we have that for any t > t ,
which implies that U (t) and V (t) are integrable on [t, +∞). Now we define a function W (t) = +∞ t U (s) ds, which is decreasing and satisfies lim t→+∞ W (t) = 0 and
Integrating (3.1) from t to +∞ with t > t , we get
Then, for any t > t , (3.2) implies that
which means that W (t) and
Since W (t) is decreasing, then for any t ∈ R, we have
Again, for z + cr ≥ 0,
Consequently, by (3.3), we have
Thus, there exists a sufficiently large K > 0 such that for any t > t and any p > 0,
Choosing p 0 > 0 sufficiently large, then there exists θ 0 ∈ (0, 1) such that for any
ρt } < ∞, which implies that sup t∈R {U (t) e ρt } < ∞. Next we prove that lim t→+∞ e −λ 11 t U (t) exists. For λ with −ρ <Reλ < 0, we define a two-sided Laplace transform of U by 
we have
By lim t→+∞ U (t) = 0 and lim t→+∞ V (t) = 0, we have
as t → +∞. Hence, the right-hand side of equality (3.4) is defined for λ with −2ρ < Reλ < 0. Now we use a property of Laplace transforms (Widder [44, p. 58] ). Since U (t) > 0, there exists a real number ϑ such that (λ) is analytic for ϑ < Reλ < 0 and (λ) has a singularity at λ = ϑ. Hence, (λ) is defined for Reλ > λ 11 . We rewrite (3.4) as
−λt dt is analytic for Reλ < 0. Also, the equation ∆ 1 (λ) = 0 does not have any zero with Reλ = λ 11 other than λ = λ 11 . In fact, let λ = λ 11 +iγ; then ∆ 1 (λ) = 0 implies 11 (y+cr) [cos γcr cos γy−sin γcr sin γy] dydr 11 (y+cr) [sin γcr cos γy + cos γcr sin γy] dydr = 0.
By using ∆ 1 (λ 11 ) = 0, then (3.5) can be rewritten as 
Since as t → +∞,
Using lim t→∞ U (t) = 0 and integrating the two sides of the equality dU (t) = cU (t) + g (1 − U (t) , (h * S(1 − U )) (t)) from t to +∞ , we have
Thus,
We have completed the proof of the first conclusion. The remainder can be proved by similar arguments. The proof is complete.
Existence of entire solutions
We study the following ordinary differential equation:
where N , c and α are positive constants. Solving this equation explicitly, we have
It is clear that the solution p (t) is monotone increasing. Let
Then from the identity p (t)−ct−ω = − 1 α ln {1 − re cαt /(1 + r) } and r = Ne αp(0) c, it follows that for some positive constant R 0 ,
We note that the above argument about p(t) was first given by Guo and Morita [20] (see also Fukao et al. [16] ). In the sequel of this section, we always assume that (1.1) has an increasing traveling wave solution φ with wave speed c > 0. By Theorem 3.5, there are positive constants k, K, µ, η such that
is a supersolution of (1.1) on (−∞, T ). p (t) is defined by (4.1) with α = λ 02 , p (0) ≤ 0 and
where L and β are defined in Theorem 3.5.
Proof. Define
where
Since for r ≥ 0, 
Consequently,
Note that p (t) < 0 for all t ≤ 0. Let U (x, t) =
R(x,t) φ (x+p(t))+φ (−x+p(t)) . Now we estimate U (x, t) .
Case I: λ 02 ≥ −λ 11 . We divide R into 3 regions.
(i) p(t) ≤ x ≤ −p(t). By (4.4), we have the estimate R (x, t) ≤ 4LK
2 e 2λ 02 p . Also, by (4.5), we have (ii) x ≤ p(t). It follows from (4.6) that 
.8) (iii) x ≥ −p(t). By the symmetry U (−x, t) = U (x, t) and (4.8), we obtain (4.9)
U (x, t) ≤ 4LK ηµ e λ 02 p .
Thus, combining (4.7)-(4.9) yields ∂u ∂t − d∆u − g (u (x, t) , (h * S (u)) (x, t)) ≥ 0. Case II: 0 < λ 02 < −λ 11 . In this case, since λ 02 and λ 11 satisfy
and G (λ 02 ) < G (λ 11 ), then
Then there exists δ > 0 with δ ≤ S (1) − S (0) such that
where β = max {−λ 1 , λ 2 } is defined in Theorem 3.5. As in the proof of Theorem 3.5, we can show that φ (t) e −βt is decreasing. Thus, we have 
In view of
we can take T 1 ≤ 0 so that for any t ≤ T 1 and x ≥ −p (t) ,
Thus, by (4.10)-(4.14), for any t ≤ T 1 and x ≥ −p (t) , we have
Consequently, for any t ≤ T 1 and x ≥ −p (t) , we have
where L = L + 
The estimate for x ≤ p can be derived as the case for x ≥ −p by the symmetry of U (x, t) . Hence,
In order to show that there exists T ≤ 0 so that u (x, t) is a supersolution of (1.1) in R × (−∞, T ), we first show the following claim.
Claim. There exists T ≤ 0 so that for every t < T, there are only a finite number of points in x ∈ R so that φ (x + p (t)) + φ (−x + p (t)) = 1.
In fact, if λ 02 > −λ 11 , then for sufficiently large x > −p (t) ,
and for sufficiently large |x| with x < p (t) ,
Similarly, we can show that for sufficiently large |x| > |p (t)| , 11 . If λ 02 = −λ 11 , we can take a T 2 < 0 so that for t < T 2 , µe −λ 02 p(t) − Ke λ 02 p(t) > 0. Then for sufficiently large x > −p (t), t < T 2 ,
By the symmetry, for sufficiently large |x| with x < p (t), t < T 2 , φ (x + p (t)) + φ (−x + p (t)) < 1. Now choose T = 0 if λ 02 > −λ 11 , T = T 1 if λ 02 < −λ 11 and T = T 2 if λ 02 = −λ 11 . Then the claim follows. So far, for T ≤ 0 defined in the above claim, we have proved for any x ∈ R and t ∈ (−∞, T ) with (x, t) ∈ A
and for every t < T, there are only a finite number of points in x ∈ R such that φ (x + p (t)) + φ (−x + p (t)) = 1. In the following, we show that u (x, t) is a supersolution of (
. By using the inequality (4.16) and a similar argument as in [42] and [43] for the function
we can show that for every
, is a supersolution of (1.1) on R×[0, T −T ). The proof is complete.
Lemma 4.2. u (x, t) = max {φ
Similarly, we can prove that for x < 0,
Using a similar argument as in [42] and [43] for the function
The proof is complete. x ∈ R and t ≥ 2(τ + 1), Consequently,
Then for s ≥ τ and t ∈ [s + 1, s + 5] , we have
Obviously, s ≥ τ is arbitrary, which implies that ∂ ∂x u (x, t) ≤ M 2 for any x ∈ R and any t ≥ τ + 1. Moreover,
Thus, for s ≥ 2τ + 1 and t ∈ [s + 1,
By the arbitrariness of s ≥ 2τ + 1, we have
for any x ∈ R and any t ≥ 2(τ + 1). Since u (x, t) satisfies
it follows that for any x ∈ R and any t ≥ 2(τ + 1),
. Applying a similar argument as in the previous part and combining the continuous second derivatives of g (u, v) and S (u), we can find a positive constant M 5 , which is independent of x, t and ϕ ∈ C [0, 1] , such that
for any x ∈ R and t ≥ 3(τ + 1). Similarly, we can find a positive constant M 6 , independent of x, t and ϕ ∈ C [0, 1] , such that
The proof is complete.
Theorem 4.4. There exists an entire solution
where u(x, t) and u(x, t) are given in Lemma 4.1 and Lemma 4.2, respectively. Moreover,
Proof. We denote a solution of (1.1) with initial data ϕ ∈ C [0, 1] 
To prove the continuation of a solution backward in time from ϕ * , we show that
where ϕ n is defined by (4.18). Then u n (x, n + s) = u (x, T + s; w n ) and
= 0. Here we note that it is easy to prove that for any
= 0, and we see that ϕ
Now we show that
. By comparison and the uniqueness of solutions, we have u n (x, t + ) = u (x, t; u (·, + ·; ϕ n )) ≥ u n (x, t) for any (x, t) ∈ R × (0, +∞). It follows from the arbitrariness of that u n (x, t) is increasing in t. Consequently, it is easy to obtain
combining ∂ 2 g (u (x, t) , (h * S (u)) (x, t)) ≥ 0 and S (u (x − y, t − r)) ≥ 0, then the strong maximum principle (Protter and Weinberger [33] ) gives
The proofs of (ii), (iii), (iv) and (v) are straightforward. This completes the proof.
Remark 4.5. In fact, the existence of the entire solution Φ can be proved as in Hamel and Nadirashvili [21] by applying Proposition 4.3.
Uniqueness and stability of entire solutions
In this section we show the uniqueness and stability of the entire solution Φ found in Theorem 4.4 under condition (U + ). In this section we always assume that Φ(x, t) is an entire solution of (1.1) and satisfies (U + ) and 0 < Φ(x, t) < 1. We will use the method of Chen and Guo [8] to show that Φ is only a translation of Φ.
Lemma 5.1. Let β 0 be as in (1.9) . Then there exists T 1 ∈ R such that 
Proof. Assuming that the assertion of the lemma were not true, then there exists an L > 0 and a sequence {t j } ∞ j=1 such that lim j→∞ t j = −∞ and 0 <r (
Denote by u (x, t; ϕ) the solution of (1.1) with initial ϕ. Since c > 0, by the following Lemma 5.3, there exists a constant
. Thus, by comparison, we have Φ (m (t j ) + ·, t j + t) ≥ u (·, t; ϕ) for all t > 0. This implies that M (t j + T (L )) ≥ β 0 for all integer j ≥ 0, which contradicts (5.1). The proof is complete.
Let
. [42] . That is, take the smaller between 1 and the supersolution in Chen [7] and Smith and Zhao [38] (or the larger between 0 and the subsolution) as a new supersolution (a new subsolution). ϕ (x, s) < α 1 , the solution of (1.1) with initial value ϕ satisfies 1] . Carefully observe the proof of Theorem 3.1 in [7] , the proof of Theorem 3.3 in [38] and the proof of Theorem 4.5 in [42] . We can find two constants K > 0 and ξ 0 > 0 such that for all ϕ ∈ C 
is defined in Proposition 4.3, and
Lemma 5.5. Assume that h(x, t) = J(x)δ(t − τ ); then for every ε and H > 0,
there exists r 0 (ε, H) < 0 such that for any r ≤ r 0 ,
Proof. Now let u (x, t; ψ) be the solution of (1.1) with initial value ψ (x, s). By Pazy Let 
Let w x, t; v + j (x, 0) be a solution of the following linear equation:
Claim. For given ε j > 0 and Y j ≤ 0, there exists Y j−1 with Y j−1 < Y j which is only dependent on ε j and Y j , such that if
We now prove the Claim. Take
Furthermore, take Λ 1j > 0 and Λ 2j > 0 such that ≤ 5ε, which implies that the assertion of the lemma holds. The proof is complete.
