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Abstract
We analyze three successively more general notions of reversibility and statistical infer-
ence: ordinary inverses, disintegrations, and Bayesian inferences. We provide purely cate-
gorical definitions of these notions and showhow each one is a strictly special instance of the
latter in the cases of classical and quantum probability. This provides a categorical founda-
tion for Bayesian inference as a generalization of reversing a process. To properly formulate
these ideas, we develop quantum Markov categories by extending recent work of Cho–
Jacobs and Fritz on classical Markov categories. We unify Cho–Jacobs’ categorical notion of
almost everywhere (a.e.) equivalence in a way that is compatible with Parzygnat–Russo’s
C∗-algebraic a.e. equivalence in quantum probability. We prove a universal no-broadcasting
theorem for 2-positive subcategories of quantum Markov categories.
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1 Introduction and outline
In his lectures on entropy, Gromov emphasized that concepts in mathematics should frequently
be revisited due to our constantly growing and changing perspectives, which may provide new
insight on old subjects [18]. Probability theory is no exception, and a dramatic change in view-
point on the structural foundations of probability theory has gained enormous momentum
recently [2, 6, 7, 10, 13, 14, 16, 17, 20–22, 25, 32]. However, most of the guiding examples towards
this perspective have come from classical probability theory. Here, we would like to continue
our investigation of quantum disintegrations by extending our work [36] to define and incor-
porate quantum Bayesian inference in abstract probability theory. We will define and analyze
the properties of, and relationships between, inverses, disintegrations (also known as regular
conditional probabilities or optimal hypotheses), and Bayesian inferences in the general context
of reversing dynamics in quantum Markov categories, which are also introduced in this paper.
This context is broad enough to include classical and quantum probability.1
More specifically, we show that invertible maps always have disintegrations and we classify
which deterministic maps are invertible in terms of disintegrations. We then prove disintegra-
tions are only possible for deterministic maps and disintegrations are automatically Bayesian
inferences. This shows that Bayesian inference is the most general of these three notions of
reversibility in the classical and quantum setting, i.e.
invertible ⇒ disintegrable ⇒ Bayesian invertible.
In the process of introducing disintegrations, one enlarges their original category to include
probabilistic morphisms that optimally reverse certain deterministic dynamics.2 Hence, one
now has new morphisms describing stochastic dynamics. In this work, we show that re-using
the notion of a disintegration is not sufficient to reverse these processes optimally. More pre-
cisely, if a stochastic morphism has a disintegration, then the original stochastic morphism is
necessarily essentially deterministic. Bayesian inference, the third notion of reversibility that
we will examine, correctly captures an appropriate reversal procedure that reduces to the dis-
integration case when the original dynamics is deterministic. Although some of these results
hold generally, we prove these claims in our twomain categories of interest: the first is the cate-
gory of finite sets and functions/stochastic maps (conditional probabilities), while the second is
the category of finite-dimensional unitalC∗-algebras and unital ∗-homomorphisms/completely
positive unital maps (quantum operations).
1Most of our results are stated in the finite-dimensional setting purely for simplicity. Nevertheless, many of the
results also hold for von Neumann algebras, though we have not explicitly checked if any continuity conditions
(such as normality) are required.
2Although this is reminiscent of what one does in the localization of a category with respect to a class of
morphisms, we have not made any explicit connection. It would be interesting to see the relationship, if one
exists. In our setup, one begins with a category of deterministic processes and uses a monad to construct a Kleisli
category, whose newmorphisms are thought of as describing stochasticdynamics. For classical (quantum) systems,
this categorical procedure takes us from evolution described by functions (∗-homomorphisms) on phase space (the
algebra of observables) to evolution described by Markov kernels [17, 25] (completely positive unital maps [43]).
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The notion of a.e. equivalence3 in classical probability theory plays an important role in
uniqueness properties. In [36], Russo and the author introduced the notion of a.e. equivalence
for maps between C∗-algebras equipped with states to determine the uniqueness of disinte-
grations. The definition is simple, intuitive, and is motivated by the Gelfand–Naimark–Segal
(GNS) construction. In [6], Cho and Jacobs introduced a categorical formulation of a.e. equiv-
alence valid for any (commutative) Markov category. In this paper, we will show that these
two notions agree for ∗-preserving morphisms4 in the quantum Markov category of von Neu-
mann algebras. This notion of a.e. equivalence also plays an essential role in determining the
uniqueness of quantum Bayesian inverses. Many of the important properties of disintegrations,
Bayesian inverses, and their relationships to each other discussed herewill be used in forthcom-
ing work on a quantum Bayes’ theorem [35,37]. Although, the topic of reversibility in quantum
mechanics has been studied in great depth in the literature (a small selection of references in-
clude [5,27,28,31,38]), the categorical approach we take here seems novel and is different from
alternatives in the literature [9, 26, 27]. The quantum Markov categories we define enable us
to reason probabilistically via diagrammatic techniques as a form of two-dimensional algebra,
similar to the growing subject of categorical quantum mechanics [8, 19].
The outline of this paper is as follows. In Section 3, we define classical and quantumMarkov
categories and provide the two main examples used in this work: finite sets with stochastic
maps and finite-dimensional C∗-algebras with completely positive unital (CPU) maps. Techni-
cally, the latter is modified to include all the morphisms needed to make it a quantum Markov
category. In Section 4, we adapt Fritz’ definition of a positive Markov category (cf. [14, Defini-
tion 11.22]) to the quantum setting. In Theorem 4.5, we prove that the category of CPU maps
forms a positive subcategory of the quantum Markov category of linear and conjugate-linear
maps on finite-dimensional C∗-algebras. We then prove the surprising result that ordinary
positivity (as opposed to complete positivity) in the quantum setting is not enough to satisfy
Fritz’ categorical definition of positivity. As a result, we call such subcategories 2-positive in-
stead. As a simple corollary, we prove a general no-cloning theorem for 2-positive subcate-
gories in Theorem 4.20. Section 5 reviews a.e. equivalence and contains several new results
such as Theorem 5.15, which shows that the notion of a.e. equivalence via GNS introduced
in [36, Definition 3.16] coincides with one of the two definitions of Cho–Jacobs a.e. equiva-
lence [6, Definition 5.1]. Section 6 defines disintegrations and Bayesian inference in quantum
Markov categories. Proposition 6.16 shows that every ∗-preserving morphism is a Bayesian in-
verse of its Bayesian inverse and Theorem 6.27 shows that a Bayesian inverse of a deterministic
morphism is a disintegration. Section 7 contains statements that were proven explicitly for fi-
nite sets and stochastic maps for which we did not find diagrammatic proofs. Section 8 does the
same, but for CPU maps on finite-dimensional C∗-algebras. In particular, Theorem 8.3 shows
that if a CPU map between two von Neumann algebras has a disintegration, then the map is
a.e. deterministic. Lastly, Theorem 8.27 proves that all disintegrations are Bayesian inverses.
3The a.e. here stands for almost everywhere and comes from measure theory. Probability theorists might in-
stead use a.s., which stands for almost surely.
4In a quantumMarkov category, there is Z2-grading and an involution morphism ∗ for every object. The notion
of a ∗-preservingmorphism isolates an important symmetry that is automatically satisfied in classical systems but
need not hold in quantum systems.
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2 What is Bayes’ theorem?
To provide a setting for our results, we would first like to illustrate that Bayes’ theorem can be
described purely diagrammatically [6, 7, 10, 13, 14].5 We will presently illustrate it in the case
of finite sets and stochastic maps (for the reader unfamiliar with the notation, we will briefly
review it after the statement of the theorem).
Theorem 2.1 (Bayes’ theorem). Let X and Y be finite sets, let {•}
p
X be a probability measure, and
let X f Y be a stochastic map. Then there exists a stochastic map Y
g
X such that6
{•}Y X
Y × Y X×XX× Y
p ///o/o/o/o/o/o/oqoo o/ o/ o/ o/ o/ o/ o/ o/
∆Y

∆X

g×idY
///o/o/o/o/o
idX×f
oo o/ o/ o/ o/ o/
=== , (2.2)
where {•}
q
Y is given by q := f ◦ p. Furthermore, for any other g ′ satisfying this condition, g =
q
g ′.
We quickly recall some notation to explain the theorem (see [14], [36], and [33] for a more
leisurely introduction).7 If X and Y are finite sets, a stochastic map X f Y is an assignment
sending x ∈ X to a probability measure fx on Y. The value of this probability measure on y ∈ Y
will be denoted by fyx. Stochastic maps are drawn with squiggly arrows to distinguish them
from deterministic maps (stochastic maps assigning Dirac delta measures), which are drawn
with straight arrows →. Such straight arrows correspond to functions. A single element set
will be denoted by {•}. A stochastic map {•}
p
X is precisely a probability measure on X.
Stochastic maps X f Y
g
Z can be composed via the Chapman–Kolmogorov equation
(g ◦ f)zx :=
∑
y∈Y
gzyfyx. (2.3)
Given X f Y and X ′ f
′
Y ′, the product X× X ′
f×f′
Y × Y ′ is defined by the product of
probability measures
(f× f ′)(y,y′)(x,x′) := fyxfy′x′ . (2.4)
Given
{•} X Y
p ///o/o/o
f ///o/o/o/o
h
///o/o/o/o , (2.5)
5In these references, Bayes’ theorem is formulated as a bijection between joint distributions and conditionals.
Our emphasis is on the process of inference from conditionals, which will be used more in the non-commutative
setting. Why this is so will be explained in [37]. To the best of our knowledge, the first reference that explicitly
draws the diagram (2.2) is Fong’s thesis [13] (see the section “Further Directions”), though it is formulated using
string diagrams. Here, we have elevated this diagram to encapsulate what the statement of Bayes’ theorem is.
6The equals sign in this diagram indicates that the diagram commutes. The notation is meant to be consistent
with higher categorical notation. Namely, we think of this equality as the identity 2-cell. We will not comment on
higher categorical generalizations in this paper.
7The reader may also enjoy the short introductory video lectures available at
https://www.youtube.com/playlist?list=PLSx1kJDjrLRQksb7H9fqRE8GVMJdkX-4A.
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f is p-a.e. equivalent to h, written f =
p
h, whenever
p
{
x ∈ X : fyx 6= hyx for some y ∈ Y
}
= 0, (2.6)
i.e. the set on which f and h differ is a set of p-measure zero. Finally, the map X
∆X
−−→ X× X is
determined by the function ∆X(x) := (x, x) for all x ∈ X.
With all this notation explained, the reader can now verify that the diagram (2.2) in Bayes’
theorem reads
gxyqy = fyxpx (2.7)
for all values of x ∈ X and y ∈ Y. This is Bayes’ rule for point events.8 The case of Bayes’ rule
for more general events is a simple consequence of this rule [35, 37]. The morphism g is called
the Bayesian inference associated to (f,p,q).
3 QuantumMarkov categories
We begin by defining our main categories of study and then working through a few examples.
The first definition (Definition 3.1) contains a few technical details and can be skipped on a
first reading. These details are merely included to make rigorous sense of the string diagrams
that will follow. Quantum Markov categories are defined in Definition 3.5. In what follows,
let Z2 = {0, 1} be the abelian group where 0 is the identity and 1+ 1 := 0 (addition modulo 2).
Given any group G, let BG be the one object category whose set of morphisms equals G with
composition given by the group operation. Wewill always write 0 for the identity element ofG.
The next definition of a graded-monoidal category is due to Fro¨hlich and Wall [15, Chapter 3].
Definition 3.1. Let G be a group. A category C equipped with a functor g : C → BG is called
a G-graded category. The functor g is called a grading on C and g(f) of a morphism f in C is
called the grade of f. A grading g is stable for all objects X in C and for all γ ∈ G, there exists
an isomorphism f in Cwith source X and grade γ. A collection of morphisms that is of a single
grade is said to be homogeneous. If H is another group and (D, h : D → BH) is an H-graded
category, a morphism of graded categories consists of a group homomorphism κ : G → H
together with a functor L : C→ D such that the grades of morphisms are preserved, i.e.
C D
BG BH
L //
Bκ
//
g

h

(3.2)
commutes. Given two G-graded categories (C, g) and (C ′, g ′), let Cg×g ′C
′ denote the (strict)
pullback
Cg×g ′C
′
C
C ′ BG
y
pi //
g
//
pi ′

g ′

, (3.3)
8If we set P(x|y) := gxy,P(y) := qy,P(y|x) := fyx, and P(x) := px, this equation reads P(x|y)P(y) = P(y|x)P(x)
in more standard (albeit abusive) notation.
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which is more explicitly given by the category whose objects are pairs (X,X ′) with X in C and
X ′ in C ′ and whose morphisms are pairs of morphisms (f, f ′) with the same grading (the pi and
pi ′ functors are the projections onto the respective factors). Thus, Cg×g ′C
′ inherits a canonical G-
grading. A G-monoidal category consists of a G-graded category (C, g) with a stable grading,
a morphism ⊗ : Cg×gC → C of graded categories, a section I : BG → C of g, and natural
isomorphisms (of grade 0) α : X⊗ (Y ⊗Z) → (X⊗ Y)⊗Z, c : X⊗ Y → Y ⊗X, and i : I⊗X → X
satisfying the usual axioms of a symmetric monoidal category. Note that I also refers to the
image of the single object in BG under the functor I.
In this entire paper, the groups G will always be either the trivial group or Z2. When the
group is Z2, we will use even and odd to denote grade 0 and grade 1, respectively. In this case,
Ceven, the collection all objects of C and their even morphisms, is a subcategory of C. The idea
behind a G-monoidal category C is to endow C with a partially defined tensor product, where
one is only allowed to take tensor products of morphisms of equal degrees (see also Propo-
sition 10.1 and the following discussion in [15] for an alternative viewpoint). The following
example illustrates this.
Example 3.4. The category of complex vector spaces together with the class of linear and
conjugate-linear maps can be endowed with a Z2-monoidal structure. Recall, a function V
f
−→
W is conjugate-linear iff f is additive and f(λv) = λf(v) for all v ∈ V and λ ∈ C (λ denotes
the complex conjugate of λ). If we declare linear maps to be grade 0 and conjugate-linear
maps to be grade 1, then the grade of their composites obey modular 2 arithmetic. The ten-
sor product of linear maps is defined in the usual way. The tensor product of conjugate-linear
maps can be defined similarly [42, Section 9.2.1]. However, if V
f
−→ W is linear and X
g
−→ Y
is conjugate-linear, then it is ambiguous how to define f⊗ g since (λv) ⊗ x = v⊗ (λx) while(
λf(v)
)
⊗ g(x) 6= f(v)⊗
(
λg(x)
)
. If all linear maps have grade 0 ∈ Z2 and all conjugate-linear
maps have grade 1 ∈ Z2, then this shows that the tensor product is actually defined on the
pullback (3.3). The section I : BZ2 → C in this case sends 0 to idC and 1 to ∗C, the complex
conjugation map from C to itself. The grading is stable because every complex vector space V
admits a real structure.9
Definition 3.5. A quantum Markov category is a Z2-monoidal category C together with a fam-
ily of morphisms ∆X : X /o/o //X×X, !X : X /o/o // I, and ∗X : X /o/o //X, all depicted in string diagram
notation as
∆X ≡
X
, !X ≡ X
, and ∗X ≡
X
, (3.6)
for all objects X in C. These morphisms are required to satisfy the following conditions
= = = = (3.7)
X⊗ Y = X Y I = X⊗ Y = X Y I
= (3.8)
9Choose a basis {eα} of V and define the conjugate-linear map V → V uniquely determined by λeα 7→ λeα for
all λ ∈ C and α in the index set for the basis. This isomorphism has grade 1.
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=
X⊗ Y
=
X Y
X
=
X
. (3.9)
The morphisms idX, ∆X, and !X are declared to be even for all X. The involutions ∗X are declared
to be odd.10 The map ∆X is sometimes called copy or duplicate and the map !X is sometimes
called delete or ground. If there is a subcategoryD of C that is also a quantumMarkov category
but satisfies, in addition,
X
X X
=
X
X X
∀ X (3.10)
then Deven is said to be a classical Markov subcategory of C. In general, a classical Markov
category is a symmetric monoidal category admitting all the structure above except that the
grading is trivial (therefore the involution is not present) and the commutativity axiom
= (3.11)
holds for all objects.
Remark 3.12. Note that we have dropped the condition that grounding is natural for every
morphism (cf. [14, Definition 2.1]) working more closely with Cho–Jacobs’ version (cf. [6, Defi-
nition 2.2]). The usual commutativity axiom (3.11) from Fritz’ definition of a Markov category
is a consequence of the axioms of a quantum Markov category and (3.10). This follows from
∗2=id
===
(3.10)
===
(3.7)
===
∗2=id
=== . (3.13)
Conversely, (3.7), (3.9), and (3.11) imply (3.10). The terminology ‘Markov category’ was first
used by Fritz [14]. The terminology ‘CD category’ was used earlier by Cho–Jacobs, which is
also where the axioms were first provided [6]. We prefer the terminology ‘Markov category’
because this sounds more appropriate for our generalization to the non-commutative context.11
Remark 3.14. The choice of a functor C → BZ2 means that the composite of two morphisms
of parities p1 and p2 is of parity (p1 + p2) mod 2. Pre- or post-composing with ∗ sets up two
bijections Ceven(X, Y) → Codd(X, Y). The distinction between even and odd morphisms seems
like it might make it a bit awkward for string diagram computations. However, we will see that
all string diagram computations will be done in a manner where they pass a “horizontal line
test,” namely where the morphisms at any height in the string diagram will always have the
same degree. Also note that we have to keep track of ∗I in computations, especially whenever
we pull ∗X through !X as in the last identity in (3.9). Fortunately, this will never show up in any
of the string-diagrammatic computations that will follow.
10A Z2-monoidal category has the property that the grading is stable. In a quantum Markov category, the choice
of a representative ∗X is additional structure.
11In quantum mechanics, the operations copy (C) and discard (D) are not quantum operations. Hence, if we
called our non-commutative analogues ‘non-commutative CD categories’ or ‘quantum CD categories,’ this might
cause some alarm in the quantum information community (cf. Example 3.23 and Theorem 4.20).
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The reason to include the odd involution ∗ is to generalize the computations from ordinary
Markov categories and classical probability theory [6, 14] to categories of quantum probability
(cf. Example 3.16 below). To see this, we first review the classical example.
Example 3.15. Our main example of a classical Markov category is FinStoch. An object of
FinStoch is a finite set. Amorphism from X to Y is aMarkov kernel/stochastic map/conditional
probability from X to Y. Such a morphism assigns to each element x ∈ X a probability measure
on Y. Composition is defined by the Chapman–Kolmogorov equation (i.e. summing over all
intermediaries). The tensor product is the cartesian product of sets and the product of Markov
kernels for morphisms. The tensor unit is the single element set, often denoted by {•}. The
maps ∆X and !X are given by ∆X(x) := (x, x) and !X(x) = • for all x ∈ X. Notice that axiom (3.11)
holds. See Section 2 above, [14, Example 2.5], and [36, Section 2.1] for more details. One can also
drop the condition that a morphism sends each point to a probability measure and instead as-
sociate to each point a signed (finite) measure. The resulting category is also a classical Markov
category (see Example 11.27 in [14] but drop the condition that the total measure must be 1).
Example 3.16. Our primary example of a quantum Markov category is fdC*-AlgUop. The
objects here are finite-dimensional unital C∗-algebras (henceforth, all C∗-algebras will be as-
sumed unital). Every such finite-dimensional C∗-algebra is ∗-isomorphic to a finite direct sum
of (square) matrix algebras [12, Theorem 5.5]. A matrix algebra will be written as Mn(C) indi-
cating the C∗-algebra of complex n×n matrices. On occasion, the shorthand Mn may be used
in place ofMn(C). A morphism from A to B in fdC*-AlgU
op is either a linear or conjugate-linear
unital map B /o/o //A (linear maps are declared even and conjugate-linear maps are declared
odd). Notice that the function goes backwards because of the superscript op (in the physics
literature, this convention is known as the Heisenberg picture). The tensor product (over C) is
the tensor product of finite-dimensional C∗-algebras. For example,
(⊕
x∈X
Mmx(C)
)
⊗

⊕
y∈Y
Mny(C)

 =⊕
x,y
(
Mmx(C)⊗Mny(C)
)
, (3.17)
where X and Y are finite sets labelling the matrix factors. The tensor product for morphisms
is defined when both are linear or conjugate-linear (cf. Example 3.4). The ∗ operation is the
involution on a C∗-algebra, which is conjugate-linear (this shows the grading is stable). IfB F
A is linear (conjugate-linear), then F ◦ ∗ is conjugate-linear (linear) since (F ◦ ∗)(λb) = F(λb∗) =
λF(b∗) = λ(F ◦ ∗)(b) (and similarly if F is conjugate-linear). We will ignore associators and
unitors in what follows. This is permissible thanks to Mac Lane’s coherence theorem [30].
We define the copy map ∆A from A to A⊗ A in fdC*-AlgU
op to be the multiplication map
determined on elementary tensors by
A⊗A
µA
A
A⊗ B 7−−→ AB.
(3.18)
in fdC*-AlgU. The map µA is linear and unital, but it is not a
∗-homomorphism unless A is
commutative. In fact, µA is not even positive in general (cf. Example 3.23). Nevertheless, it is
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coherent with the involution ∗ (in the sense of the last identity in (3.7)) because (ab)∗ = b∗a∗
for all a,b ∈ A. Finally, the discard map !A : A → C in fdC*-AlgU
op is defined to be the unit
inclusion map
C → A
λ 7→ λ1A
(3.19)
in fdC*-AlgU. Here are some of the conditions of a quantum Markov category and their corre-
sponding expressions in terms of these morphisms:
= = ⇐⇒ 1AA = A = A1A ∀ A ∈ A, (3.20)
A⊗B = A B
⇐⇒ (A⊗ B)(A ′ ⊗ B ′) = (AA ′)⊗ (BB ′) ∀ A,A ′ ∈ A, B,B ′ ∈ B, (3.21)
and
A
=
A
⇐⇒ (λ1A)
∗ = λ1A ∀ λ ∈ C. (3.22)
One can check that the rest of the axioms of a quantum Markov category are satisfied for
fdC*-AlgUop. In fact, the larger category where we drop the unit-preserving assumption on
the morphisms is also a quantum Markov category. In this paper, we will denote this latter
category by fdC*-Algop. We will be lax with our notation and from now on not distinguish
between the category fdC*-AlgU and its opposite. When we refer to fdC*-AlgU as a quantum
Markov category, we will always mean its opposite. In all the string diagrams that appear, the
only difference is that we will compose from the top to the bottom of the page (rather than from
the bottom to the top).
The following provides an example of an important subcategory of fdC*-AlgU that is neither
a quantum nor classical Markov category. Nevertheless, it is the main category of interest here
and the fact that it embeds into a quantumMarkov category is crucial for the theorems that will
follow for Bayesian inference and disintegrations.
Example 3.23. Let fdC*-AlgCPU be the subcategory of fdC*-AlgU consisting of the same ob-
jects as fdC*-AlgU but whose morphisms are (linear) completely positive unital (CPU) maps.
This is not a quantumMarkov category because there is no CPUmapA⊗A /o/o //A satisfying the
conditions of Definition 3.5. In fact, the no-cloning (no-broadcasting) theorem states that a CPU
map µA : A⊗A /o/o //A satisfying the first condition in (3.7), i.e. µA(1A ⊗A) = A = µA(A⊗ 1A)
for all A ∈ A, exists if and only if A is commutative (cf. [29, Theorem 6]). We will prove a more
general no-broadcasting theorem in the abstract setting in Theorem 4.20.
We now introduce a few properties that we wish to distinguish for certain morphisms in
quantum Markov categories. The first is the notion of a ∗-preserving morphism.
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Definition 3.24. Let C be a quantum Markov category. A morphism X f Y in C is said to be
∗-preserving iff f is natural with respect to ∗,12 meaning
X
f
Y
= f
X
Y
, i.e. f ◦ ∗X = ∗Y ◦ f. (3.25)
Example 3.26. A morphism (odd or even!) in fdC*-Alg is ∗-preserving if and only if it takes
self-adjoint elements to self-adjoint elements.
Remark 3.27. In a quantum Markov category C, copy ∆ is ∗-preserving if and only if Ceven is a
classical Markov category. The collection of all objects and ∗-preserving morphisms of C form
a subcategory of C.
Definition 3.28. Let C be a quantumMarkov category. An even (odd) morphism X f Y in C is
called causal13 iff the composite X f Y
!Y
I is equal to X
!X
I (X
∗X
X
!X
I). In pictures,
f =
(
f =
)
. (3.29)
Example 3.30. It follows from the axioms in Definition 3.5 that idX, ∆X, !X, and ∗X are auto-
matically causal for all X. A morphism in any of the categories of finite sets together with
morphisms that associate to each point a signed measure is causal iff the total measure associ-
ated to each point is 1. A morphism in any of the categories of finite-dimensional C∗-algebras
we have introduced is causal if and only if it is unital.
Definition 3.31. Amorphism X f Y in a quantum Markov category is called deterministic iff
f is ∗-preserving, causal, and natural with respect to ∆, meaning
X
f
Y Y
=
X
f f
Y Y
, i.e. ∆Y ◦ f = (f⊗ f) ◦∆X. (3.32)
Remark 3.33. In a quantum Markov category, the tensor product of two deterministic maps is
deterministic. This follows from naturality of the braiding, the definition of determinism, the
third identity in (3.8), and the second identity in (3.9).
Example 3.34. In FinStoch, deterministic maps correspond to functions, assignments where the
measures associated to points are Diracmeasures [33, Theorems 2.82 and 2.85]. In fdC*-AlgUop,
deterministic maps correspond to ∗-homomorphisms. Indeed, if f : B /o/o //A is a linear unital
map of C∗-algebras, then the ∗-preserving condition says f(B∗) = f(B)∗ for all B ∈ B and (3.32)
says f(BB ′) = f(B)f(B ′) for all B,B ′ ∈ B.
12This word ‘natural’ is meant in the categorical sense. The assignment ∗ assigns to each object X amorphism ∗X.
This assignment is natural (in the sense of natural transformations) precisely for morphisms that are ∗-preserving.
13This definition of causal is consistent with Cho–Jacobs [6] and the school on categorical quantum mechan-
ics [40]. It is merely just naturality (in the sense of natural transformations) with respect to the assignment that
sends each X to the morphism !X [14, Equation (2.5) in Definition 2.1].
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4 2-Positive subcategories
The following definition of positivity is due to Fritz [14, Definition 11.22]. However, based on
Example 4.13, we have decided to use the terminology ‘2-positivity’ instead.
Definition 4.1. LetM be a quantum Markov category. A subcategory14 C ⊆Meven is said to be
2-positive inM iff for every pair of composable morphisms X f Y
g
Z in C such that g ◦ f is
deterministic, the equality
f
g
Z Y
X
= f
g
f
Z Y
X
(4.2)
must also hold.
Remark 4.3. Let X f Y
g
Z be a composable pair of morphisms in a 2-positive subcategory
C of a quantum Markov category M such that g ◦ f is deterministic. LetW be any object of M.
Then (g⊗ idW) ◦ (f⊗ idW) = (g ◦ f)⊗ idW is deterministic by Remark 3.33 and
f⊗ idW
g⊗ idW
Z⊗W Y ⊗W
X⊗W
= f⊗ idW
g⊗ idW
f⊗ idW
Z⊗W Y ⊗W
X⊗W
. (4.4)
The fact that FinStoch is a 2-positive category was proved in [14, Example 11.25] (in fact,
this was proved for the larger category of Markov kernels between measurable spaces). Here,
we prove a non-commutative version of this result.
Theorem 4.5. The category fdC*-AlgCPU is a 2-positive subcategory of fdC*-AlgU.
To prove this theorem, we recall two important results regarding multiplicative properties
of CPU maps.
Lemma 4.6 (The Kadison–Schwarz inequality). Let B ϕ A be a CPU map between C∗-algebras.
Then
ϕ(A)∗ϕ(A) 6 ϕ(A∗A) ∀ A ∈ A. (4.7)
Proof. See [29, Proposition 6] (or [23] and [11] for the original references). 
Lemma 4.8 (The Multiplication Theorem). Let B ϕ A be a CPU map between C∗-algebras. Sup-
pose that ϕ(B∗B) = ϕ(B)∗ϕ(B) for some B ∈ B. Then
ϕ(B∗C) = ϕ(B)∗ϕ(C) and ϕ(C∗B) = ϕ(C)∗ϕ(B) ∀ C ∈ B. (4.9)
14The subcategory here need not be a classical or quantum Markov category. It also need not be a monoidal
category.
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Proof of Lemma 4.8. See [29, Theorem 4] or the more general result that we will prove later
(Lemma 8.28). 
Proof of Theorem 4.5. Let C G B F A be a pair of composable CPU maps of C∗-algebras such
that the composite F ◦G is a ∗-homomorphism. Then,
F
(
G(C)∗G(C)
)
6 F
(
G(C∗C)
)
by Kadison–Schwarz for G
= F
(
G(C)
)∗
F
(
G(C)
)
since F ◦G is deterministic
6 F
(
G(C)∗G(C)
)
by Kadison–Schwarz for F
(4.10)
holds for all C ∈ C. Thus, all inequalities become equalities. In particular,
F
(
G(C)∗G(C)
)
= F
(
G(C)
)∗
F
(
G(C)
)
∀ C ∈ C. (4.11)
By the Multiplicative Theorem (Lemma 4.8), this implies
F
(
G(C)∗B
)
= F
(
G(C)
)∗
F(B) ∀ C ∈ C, B ∈ B. (4.12)
Since F and G are ∗-preserving and ∗ is an involution, this reproduces condition (4.2). 
Example 4.13. The subcategory of all 2-positive unital maps between finite-dimensional C∗-
algebras is also a 2-positive subcategory of fdC*-AlgU. This is because all of the lemmas used
to prove Theorem 4.5 also hold for 2-positive unital maps. Somewhat surprisingly, however,
the subcategory of finite-dimensional C∗-algebras together with positive unital maps is not a
2-positive subcategory of fdC*-AlgU. To see this, take A = B = Mn(C) (with n > 2) and set
f := T =: g, where T is the map that takes the transpose of matrices. This map is known to be
positive and unital, but it is not 2-positive. Furthermore, g ◦ f = T2 = id, which is deterministic.
Nevertheless, we have
(ATB)T 6= ABT ∀ A,B ∈ A. (4.14)
This prompts the following questions. Is the subcategory of 2-positive unital maps the largest 2-
positive subcategory of fdC*-AlgU that contains all CPUmaps? This would support our choice
of using the terminology ‘2-positive.’ Furthermore, is the category of CPU maps the largest 2-
positive subcategory closed under the tensor product? Wewill not answer these questions here,
but if this is the case, then Fritz’ definition of a positive subcategory seems to capture not quite
positivity, but some categorical notion of 2-positivity.
Example 4.15. Based on the fact that the category of finite sets together with morphisms as-
signing signed measures to points embeds fully and faithfully into the (opposite of the) cate-
gory of finite-dimensional C∗-algebras together with linear maps, the latter is not a 2-positive
subcategory of itself. This follows immediately from the fact that FinStoch±, as defined in
[14, Example 11.27], is not positive.
2-positive subcategories of quantum Markov categories have several useful properties [14,
Remark 11.28].
Lemma 4.16. Let C be a 2-positive subcategory of a quantumMarkov categoryM. Then every morphism
in C that has an inverse in C is deterministic.
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Proof. Let X f Y be a morphism in Cwith inverse Y
g
X in C. Then
f
f◦g=idY
=====
f
g
f
(4.2)
===
f f
g
f
f◦g=idY
=====
f f
, (4.17)
where 2-positivity applies because g ◦ f = idX is deterministic. 
Corollary 4.18. Every invertible morphism in FinStoch or fdC*-AlgCPU is deterministic.
Proof. Combine Lemma 4.16 with Theorem 4.5. 
Remark 4.19. Note that the transpose map is a positive unital map with a positive unital in-
verse (itself). Nevertheless, it is clearly not deterministic. This is consistent with our earlier
observations that positive unital maps do not form a 2-positive subcategory of fdC*-AlgU.
Another interesting corollary for 2-positive subcategories is the following general no-broadcasting
theorem.
Theorem 4.20 (The no-broadcasting theorem for 2-positive subcategories). Let C be a 2-positive
subcategory of a quantum Markov category M containing only causal morphisms and also containing
the morphisms , , and for each object in C. In addition, suppose that C contains a morphism
satisfying
= = (4.21)
for every object in C. Then is commutative and in fact equals duplication for every object of C.
Remark 4.22. Before proving the no-broadcasting theorem, we explain the physical meaning of
the assumptions. The morphism is interpreted as discarding a system. The morphisms
and are interpreted as choosing one of two possible systems in a way that does not alter the
other system. The morphism is an operation that broadcasts the information in one system
to two copies of that system. Apriori, it is unrelated to the morphism which duplicates the
information in one system to two copies of that system. The condition (4.21) guarantees that
once information is transferred to the joint system, each of the two systems has a genuine copy
of the system. This means that the marginals of any state (cf. Definition 4.24) being broadcast
are equal. If we interpret the category C as one corresponding to admissible operations (say
for open system dynamics), then assuming that these morphisms are in Cmeans that these are
valid physical operations.
The calculation in the following proof is similar to the one in [14, Remark 11.29], though our
interpretation of the result is given a more physical meaning.
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Proof of Theorem 4.20. Set g := , h := , and f := .15 Then g ◦ f = id = h ◦ f by (4.21)
and is therefore deterministic. Hence,
(3.7)
==
(4.2)
==
(4.21)
===
(4.21)
===
(4.2)
==
(3.7)
== , (4.23)
which reproduces the identity (3.11) since = . 
An immediate corollary of this general theorem and Theorem 4.5 is a universal variant16
of the standard no-broadcasting theorem for quantum mechanics [4]. An alternative abstract
no-cloning theorem in the context of †-categories with a rather different proof is contained
in [8, Theorem 4.84]. There is also a no-cloning theorem proved in the framework of general
probabilistic theories [3] (Theorem 2 in [3] is closest to our version). It is interesting to point out
that unlike the proof in [3], we have not explicitly used any assumptions regarding convexity.17
Furthermore, we have also avoided an explicit †-structure as in [8], which shows that our result
applies to the larger setting of von Neumann algebras.
Definition 4.24. LetM be a quantumMarkov category and let C be a 2-positive subcategory of
M. A state on an object X in C is a causal morphism I
p
X in C. Such a state will be drawn in
string-diagrammatic notation as
p
X
. (4.25)
Similarly, if Θ and Y are also in C, a morphism Θ
q
Y inM is 2-positive if it is in C.
Remark 4.26. The preceding definition of states and 2-positive morphisms suffice for our main
two examples FinStoch and fdC*-AlgCPU. Indeed, every positive unital functional A /o/o //C
on a C∗-algebra A is automatically CP [41, Theorem 3]. Hence, the states we are considering
coincide with the usual states on C∗-algebras. However, we are not yet fully satisfied with this
definition as it leaves open several questions. For example, if for a given morphism g there
does not exist a morphism f nor h (with appropriate domains and codomains) such that g ◦ f or
h ◦g is deterministic, then this seems to suggest that adding the morphism g to the subcategory
causes the subcategory to remain 2-positive even if the morphism gmight have no other good
reason to be deemed positive. For instance, can this happen in fdC*-AlgU?
Convention 4.27. In everything that follows, for a given quantum Markov category, we will
always work with a 2-positive subcategory unless otherwise stated. This means that for any
quantum Markov category discussed, we will implicitly choose a 2-positive subcategory and
all 2-positive morphisms and states will be from that subcategory. When working with finite-
dimensional C∗-algebras, the 2-positive subcategory that we will always pick is fdC*-AlgCPU.
15We have colored the background of these diagrams to better illustrate the calculation in (4.23).
16We say universal because we have assumed the broadcasting operation is valid for all input states. The stan-
dard no-broadcasting theorem is a statement about subsets of states and their commutativity properties.
17The category of 2-dimensional topological cobordisms [24] is a classical Markov category that has no obvious
notion of a convex structure.
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5 Almost everywhere equivalence
The following definition is based on the insightful observation of Cho and Jacobs that a.e. equiv-
alence has a diagrammatic formulation [6]. However, we distinguish two versions of their def-
inition to isolate the one most suitable for the quantum Markov categories we will work with.
Definition 5.1. Let X and Y be objects in a 2-positive subcategory C of a quantum Markov
category M, let I
p
X be a state on X, and let f, g : X /o/o // Y be even morphisms in M. The
morphism f is said to be left/right p-a.e. equivalent to g iff
p
f
=
p
g
/
p
f
=
p
g
. (5.2)
When f is both right and left p-a.e. equivalent to g, we will say f is p-a.e. equivalent to g, and
the notation f =
p
gwill be used.
Remark 5.3. One can also replace the state I
p
Xwith an arbitrary 2-positive morphismΘ
p
X, as done by Fritz [14, Definition 13.1], to obtain more general notions of p-a.e. equivalence.
We will occasionally use this. Note that we demand p to be in C as opposed to M to avoid
developing an abstract theory of Jordan decompositions in this language.
The fact that we have two notions of a.e. equivalence may seem strange. We will see that for
∗-preserving morphisms, the two notions of a.e. equivalence are themselves equivalent. How-
ever, if the morphisms are not ∗-preserving, which can happen in the quantum setting (cf. Re-
mark 5.24, Proposition 5.36, andRemark 6.10), there are instances where the notions are actually
inequivalent.
Proposition 5.4. Let
Θ
X Y
WZ
f ///o/o/o/o/o/o
h
 O
O
O
O
k
oo o/ o/ o/ o/ o/ o/
g
OO
O
O
O
O
p
cc
c# c#
s ##
#c#c
(5.5)
be a (not necessarily commuting) diagram of ∗-preserving morphisms in a quantum Markov category.
Then
X
h
Z
f
Y
p
Θ
=
W
k
Z
g
Y
s
Θ
⇐⇒
X
f
Y
h
Z
p
Θ
=
W
g
Y
k
Z
s
Θ
. (5.6)
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Proof. Assume the left-hand-side of (5.6) holds. Then
f h
p
=
p
f h
=
p
f h
=
p
f h
=
p
f h
=
p
fh
=
s
gk
. (5.7)
One then rewinds the steps with f replaced by g, h replaced by k, and p replaced by s. A
completely analogous argument holds if the right-hand-side of (5.6) is assumed. 
Corollary 5.8. In a quantum Markov category (using the same notation as in Definition 5.1), f is right
p-a.e. equivalent to g if and only if f is left p-a.e. equivalent to g provided f,p, and g are ∗-preserving.
In particular, if f is left (or right) p-a.e. equivalent to g, then f is p-a.e. equivalent to g.
Proof. This follows from Proposition 5.4 in the special case described by the diagram
I
X Y
XX
f ///o/o/o/o/o/o
idX

idX
oo
g
OO
O
O
O
O
p
cc c#
c#
c#
p ###c
#c
#c . (5.9)

Remark 5.10. The ∗-preserving condition in Proposition 5.4, and hence Corollary 5.8, is crucial.
Here is a counter-example in the category of finite-dimensional C∗-algebras and unital linear
maps. Let A and B both beM2(C) and letω = tr(ρ · ), where ρ =
[
1 0
0 0
]
. Let F = idM2(C) and set
M2(C)
F′
M2(C)[
b11 b12
b21 b22
]
7−−−→
[
b11 b12
0 b22
]
.
(5.11)
Then, one can easily check thatω = ω ◦ F = ω ◦ F ′ and
ω
(
F(B)A
)
= ω
(
F ′(B)A
)
∀ A,B, while ω
(
AF(B)
)
6= ω
(
AF ′(B)
)
∀ A,B. (5.12)
This is because F ′ is not ∗-preserving. However, if ρ happens to commute with the images of F
and F ′, then the two notions agree and all the expressions in (5.12) are equal (due to the cyclicity
of trace). Therefore, one can view the difference of these two notions of a.e. equivalence as being
related to the non-commutativity present in the quantum setting.
Our notion of a.e. equivalence for morphisms ofC∗-algebras from [36] was motivated by the
GNS construction and had little to do with diagrammatic reasoning. Surprisingly, our notion
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coincides with the categorical Definition 5.1 due to Cho and Jacobs [6] when the morphisms
in question are ∗-preserving. However, there are subtle differences when the morphisms are
merely linear (this difference will be important for the notions of a.e. determinism and Bayesian
inference).
Lemma 5.13. Let A be a C∗-algebra, let A ω C be a state, let Pω be its support, and set P
⊥
ω :=
1A − Pω. Then
ω(A) = ω(PωA) = ω(APω) = ω(PωAPω) ∀ A ∈ A. (5.14)
In particular,ω(P⊥ωA) = 0 andω(AP
⊥
ω) = 0 for all A ∈ A.
Proof. See Section 1.14 of Sakai [39]. 
Theorem 5.15. Let A and B be finite-dimensional C∗-algebras (or more generally von Neumann alge-
bras), let A ω C be a state on A with corresponding support Pω, and let F,G : B /o/o //A be linear
maps. Consider the following four conditions.
(a) F is leftω-a.e. equivalent to G in the sense of Definition 5.1.
(b) F is rightω-a.e. equivalent to G in the sense of Definition 5.1.
(c) F(B)Pω = G(B)Pω for all B ∈ B.
(d) ω
((
F(B) − G(B)
)∗(
F(B) − G(B)
))
= 0 for all B ∈ B, i.e. F(B) − G(B) is in the null space
Nω := {A ∈ A : ω(A
∗A) = 0} ofω for all B ∈ B.
Then the following facts hold.
i. Conditions (b), (c), and (d) are equivalent.
ii. If F and G are ∗-preserving, then all conditions are equivalent.
Proof. you found me!
i. The equivalence between conditions (c) and (d) is not difficult to show if one recalls the
identity Nω = AP
⊥
ω (for a proof anyway, see Lemma 3.42 in [36]). To see that (b) is equiva-
lent to (c), first suppose (b) holds. This means
ω
(
AF(B)
)
= ω
(
AG(B)
)
∀ A ∈ A, B ∈ B. (5.16)
By linearity ofω, this is equivalent to
ω
(
A
(
F(B) −G(B)
))
= 0 ∀ A ∈ A, B ∈ B. (5.17)
In particular, one can set A :=
(
F(B) −G(B)
)∗
. This immediately gives condition (d), and
hence (c). Now, suppose (c) holds. Then
ω
(
AF(B)
) Lem 5.13
===== ω
(
AF(B)Pω
)
= ω
(
AG(B)Pω
) Lem 5.13
===== ω
(
AG(B)
)
(5.18)
for all A ∈ A and B ∈ B. This proves (c) implies (b). Thus, the last three conditions have
been shown to be equivalent.
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ii. This follows from the previous steps and Corollary 5.8 (ω is ∗-preserving because it is a
state), which proves (a) is equivalent to (b).

Remark 5.19. One of the convenient properties of condition (c) in Theorem 5.15 is that it is
linear and involves only a single variable, as opposed to the definition of right a.e. equivalence
from (5.2), which involves two variable inputs. More generally, we have the following result.
Given a diagram
C
A B
AC
foo o/ o/ o/ o/ o/ o/
h
OO
O
O
O
O
k
///o/o/o/o/o/o
f
 O
O
O
O
ω ###c
#c
ω
cc c#
c#
(5.20)
in fdC*-AlgCPU, if h(C)Pω = k(C)Pω for all C ∈ C, then
A
f
B
h
C
ω
=
A
f
B
k
C
ω
. (5.21)
However, the converse is not true in general. A simple example is given by the following. Set
A := M2(C), B := C, C := M2(C), and ω :=
1
2tr. Also, set f :=!M2 , h := id, and k := Ad
[
1 0
0 −1
].
Then Pω = 12 and the equality (5.21) holds, but h(C)Pω = h(C) 6= k(C) = k(C)Pω.
We have two reasonable notions of being deterministic almost everywhere. Although we
mostly work with states, we include the generalizations for 2-positive morphisms for future
reference (cf. Remark 5.3). The notion of a morphism being a.e. deterministic was introduced
recently by Fritz [14, Definition 13.10].
Definition 5.22. Let Θ
p
X be 2-positive and let X f Y be an even morphism in a quan-
tum Markov category. The morphism f is p-a.e. equivalent to a deterministic morphism iff
there exists a deterministic morphism X
g
Y such that f =
p
g. An even morphism f is p-a.e.
deterministic iff
p
ff
=
p
f
. (5.23)
Remark 5.24. In a classical Markov category,
p
ff
=
p
f
⇐⇒
p
f f
=
p
f
. (5.25)
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However, this is not generally true in a quantum Markov category even if f is ∗-preserving. This
is exactly because is not necessarily ∗-preserving. This has important consequences for a.e.
determinism even in the category of finite-dimensional C∗-algebras. In this more general con-
text, it would be more accurate to say f satisfies (5.23) iff f is right p-a.e. deterministic. However,
since we will mostly use (5.23), we prefer to drop the word ‘right.’
Example 5.26. Using the same notation as in Definition 5.22 but in the category FinStoch, a
stochastic map f is p-a.e. deterministic if and only if
fyxfy′xpxθ = δy′yfyxpxθ ∀ θ ∈ Θ, x ∈ X, y,y
′ ∈ Y. (5.27)
What this entails will be spelled out in more detail in Proposition 5.35.
Example 5.28. In the quantum Markov category fdC*-AlgU, given CPU maps B F A and a
state A ω C, F is ω-a.e. deterministic if and only if
F(B1)F(B2)Pω = F(B1B2)Pω ∀ B1,B2 ∈ B. (5.29)
This claim follows from Theorem 5.15. This equation gives us a reasonable notion of a.e. deter-
minism that provides interesting consequences (cf. Theorem 8.3 for example).
Lemma 5.30. In a classical Markov category,
p
f
=
p
g
=⇒
p
ff
=
p
gg
(5.31)
Proof. This follows from
p
ff
=
p
ff
=
p
gf
=
p
gf
=
p
gf
=
p
fg
=
p
fg
=
p
gg
=
p
gg
.
(5.32)

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Proposition 5.33. Let Θ
p
X be a 2-positive morphism in a classical Markov category. If X f Y is
p-a.e. equivalent to a deterministic map X
g
Y, then f is p-a.e. deterministic.
Proof. This follows from
p
ff
Lem 5.30
=====
p
gg
=
p
g
=
p
f
. (5.34)

Proposition 5.35. Given Θ
p
X
f
Y in FinStoch, f is p-a.e. deterministic if and only if f is p-a.e.
equivalent to a deterministic map.
Proof. We have already proved the reverse direction in greater generality for an arbitrary clas-
sical Markov category in Proposition 5.33. Hence, assume f is p-a.e. deterministic. Fix x ∈ X
and y,y ′ ∈ Y. By Example 5.26, fyxfy′x = δyy′fyx if there exists a θ such that pxθ > 0. In this
case, fyxfy′x = 0 when y 6= y
′ and (fyx)
2 = fyx. This means fyx ∈ {0, 1}. Since fx is a probability
measure, this implies there exists a unique y such that fyx = 1. Hence, for such x, set gyx := fyx.
Now, if x is such that pxθ = 0 for all θ, then set gx to be any (unit) point measure. Then g is
deterministic and f =
p
g. 
Lemma 5.30 turns out to be false in this more general setting. In fact, in the category of finite-
dimensional C∗-algebras and CPU maps, if a CPU map is a.e. deterministic, it is not necessary
equivalent to a deterministic map (see Remarks 8.19 and 8.21 for a counter-example).
Proposition 5.36. Lemma 5.30 does not generally hold in a quantum Markov category, even if all
morphisms are ∗-preserving.
Proof. We will supply a simple counter-example in the subcategory fdC*-AlgCPU of the quan-
tum Markov category fdC*-AlgU. Set B ≡ A := M2(C) and set ρ :=
[
1 0
0 0
]
. Let ω := tr(ρ · ) be
its associated state, and let Pω denote its support (in this case, ρ = Pω). For any λ ∈ (0, 1), set
F := λid+ (1− λ)AdPω + (1− λ)Ad
[
0 1
1 0
] ◦AdPω and
G := λid+ (1− λ)AdPω + (1− λ)AdP⊥ω ,
(5.37)
which explicitly shows that F and G are CP. In terms of their action on matrices, these maps are
given by
F
([
a b
c d
])
:=
[
a λb
λc (1− λ)a+ λd
]
and G
([
a b
c d
])
:=
[
a λb
λc d
]
, (5.38)
from which it easily follows F and G are unital, and therefore CPU. These maps are ω-a.e.
equivalent because multiplying both expressions by Pω on the right gives the same result (we
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are freely using the equivalent notions of a.e. equivalence from Theorem 5.15 because F and G
are CP and hence ∗-preserving). Using these formulas, we find
F
([
a b
c d
])2
Pω −G
([
a b
c d
])2
Pω =
[
0 0
λc((1− λ)a+ (λ− 1)d) 0
]
, (5.39)
which is non-zero in general. Therefore, the equality on the right-hand-side of (5.31) does not
hold in fdC*-AlgCPU. 
Remark 5.40. Although we have proved a.e. determinism does not imply a.e. equivalence to a
deterministic map for CPU maps, we have not made any claims regarding whether being a.e.
equivalent to a ∗-homomorphism implies a.e. determinism. We leave this question open.
Remark 5.41. Let B F A be a CPU map, let A ω C be a state, and let ξ := ω ◦ F be the
pullback state. Knowing what a CPU map does on PξBPξ does not uniquely determine the
map on BPξ. It is also not enough to know the value of that CPU map followed by AdPω . For
example, for a CPU map Mn(C)
F
Mn(C) and the density matrix ρ = e1e
∗
1 (e1 is the first
standard unit vector of Cn) with associated state ω = tr(ρ · ), if AdPω ◦ F is ω-a.e. equivalent
to AdPω , then F is not necessarily equal to the identity. However, if F is ω-a.e. equivalent to
the identity, then it is equal to the identity. The latter result was proved in [36, Theorem 3.67].
For the former statements, consider the n = 2 case and take the CPU map (which is even a
∗-isomorphism)
F
([
a b
c d
])
:= Ad[ 1 0
0 −1
]([a b
c d
])
=
[
a −c
−b d
]
. (5.42)
Then ω = ω ◦ F, AdPω ◦ F = AdPω , and F ◦AdPω = AdPω , but F 6= idMn . Thus, one should
keep in mind that there is a good deal of information about F(B) in F(B)Pω, which would be
lost if one worked with only PωF(B)Pω. This remark will be important in subsequent work [35]
when we compare and contrast our definition of quantum Bayesian inference to the Bayesian
inference of Leifer [26].
Definition 5.43. Let Θ
p
X
f
Y be a composable pair of morphisms in a quantum Markov
category where p is 2-positive and f is even. The morphism f is said to be p-a.e. causal iff
p
f
= p . (5.44)
Example 5.45. Given a state A ω C in fdC*-Alg (recall the end of Example 3.16 for our
definition of fdC*-Alg), a positive map B F A is ω-a.e. causal if and only if F(1B)Pω = Pω
by Theorem 5.15 and the first axiom in (3.7). Since P⊥ωF(1B)Pω = P
⊥
ωPω = 0 and PωF(1B)P
⊥
ω =
(P⊥ωF(1B)Pω)
∗ = 0 (because F is ∗-preserving), we conclude
F(1B) = PωF(1B)Pω + P
⊥
ωF(1B)P
⊥
ω = Pω +AdP⊥ω
(
F(1B)
)
. (5.46)
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This guarantees F(1B) > Pω since F is a positive map. In the case A = C
X and B = CY ,
the state ω corresponds to a probability measure p : I /o/o //X, and this condition means that
the corresponding map f : X /o/o // Y associates to each x ∈ X \Np a probability measure on
Y. However, it can assign any (possibly signed) measure on Y to each element of Np. Indeed,
condition (5.44) provides us with the equation
px =
∑
y∈Y
fyxpx = px
∑
y∈Y
fyx ∀ x ∈ X. (5.47)
When x ∈ X \Np, this gives the constraint
∑
y∈Y fyx = 1, but when x ∈ Np, this gives no
condition.
6 Abstract disintegrations and Bayesian inversion
Definition 6.1. Let M be a quantum Markov category and let C be a 2-positive subcategory of
M. Given states I
p
X and I
q
Y (which are in C), a causal morphism X f Y inM is said to
be state-preserving iff
I
X Y
p
 D
D
D
D
D
q
Z
Z
Z
Z
Z
f
///o/o/o/o/o/o
qqqqqq
qqqqqq
i.e.
p
f
=
q
. (6.2)
Such data will be denoted by (f,p,q). A disintegration of (f,p,q) is a causal morphism Y
g
X
such that
I
X Y
p
 D
D
D
D
D
q
Z
Z
Z
Z
Z
g
oo o/ o/ o/ o/ o/ o/
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼ and
X
YY
g
ZZ Z
Z
Z
Z
Z
f
 D
D
D
D
D
idY
oo
q ▼
▼▼
▼▼
▼
▼▼
▼▼
▼▼ , i.e.
q
g
=
p
and
q
=
q
g
f
. (6.3)
A disintegration is also called a regular conditional probability and an optimal hypothesis.18
A Bayesian inverse of (or a Bayesian inference for) (f,p,q) is a causal morphism Y
g
X such
that19
IY X
Y × Y X×XX× Y
p ///o/o/o/o/o/o/o/oqoo o/ o/ o/ o/ o/ o/ o/ o/
∆Y

∆X

g×idY
///o/o/o/o/o
idX×f
oo o/ o/ o/ o/ o/
=== , i.e.
q
g
X Y
=
p
f
X Y
. (6.4)
This condition will be referred to as the Bayes condition. It will often (though not always) be
assumed that the morphisms f and g are ∗-preserving and belong to C.
18Motivation for this terminology is provided in [36, Appendix A].
19In other words, one can ‘slide’ either stochastic map over ∆ but this swaps the probability measures and the
stochastic maps.
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Remark 6.5. It is a consequence of causality of f that g preserves states in the definition of a
Bayesian inverse. Indeed,
p
=
p
=
p
f
=
q
g
=
q
g
. (6.6)
However, causality is not necessary for this. It is enough that f is p-a.e. causal. Similarly,
if g is not assumed to be causal, then g is still q-a.e. causal if g, q, and p are ∗-preserving.
Once we learn that disintegrations are Bayesian inverses, this will also imply the same for
disintegrations. Nevertheless, we will not dwell on a.e. causality and mostly work with causal
morphisms since these physically correspond to probability-preserving processes.
Remark 6.7. The definition of a disintegration in Definition 6.1 differs from the one introduced
in [36] in that we are no longer assuming X f Y is deterministic. The reason for this is to
apriori allow the possibility for more morphisms to have disintegrations. However, it turns
out that a morphism X f Y together with a state I
p
X in FinStoch has a disintegration
if and only if f is p-a.e. deterministic (cf. Theorem 7.8). In the more general setting of finite-
dimensional C∗-algebras, we prove a similar result: if f has a CPU disintegration, then f is
p-a.e. deterministic (cf. Theorem 8.3).
The following Lemma shows that Bayesian inverses are a.e. unique whenever they are ∗-
preserving.
Lemma 6.8. Let I
p
X
f
Y be a composable pair of morphisms in a quantum Markov category with
p and q := f ◦p ∗-preserving states and f causal. If g, g ′ : Y /o/o //X are two Bayesian inverses of (f,p,q)
such that both g and g ′ are ∗-preserving, then g =
q
g ′.
Proof. By assumption,
q
g
=
p
f
=
q
g ′
. (6.9)
Applying Corollary 5.8 gives the required result. 
Without assuming g and g ′ are ∗-preserving in Lemma 6.8, we can only conclude that g is
left q-a.e. equivalent to g’. Since our convention of a.e. equivalence in the non-commutative
setting is right a.e. equivalence, this does not agree with our convention (unless g and g ′ are
∗-preserving or satisfy some other specialized condition).
Remark 6.10. In the category fdC*-AlgU, if two Bayesian inverses are not ∗-preserving, then
they need not be a.e. equivalent. Explicit examples are provided in [37].
The following proposition shows that disintegrations are functorial in appropriate quantum
Markov categories.
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Proposition 6.11. Let C ⊆ M be a 2-positive subcategory of a quantum Markov category where com-
posing state-preserving a.e. equivalence classes of morphisms in C is well-defined. If g : Z /o/o // Y and
f : Y /o/o //X are disintegrations of (X f Y, I
p
X,q := f ◦ p) and (Y
g
Z, I
q
Y, r := g ◦ q),
respectively, then f ◦ g is a disintegration of (g ◦ f,p, r) (all morphisms here are in C).
Proof. The probability-preserving condition is immediate. The composite f ◦g is causal because
the composite of causal morphisms is causal. The second condition follows from
Y Y
X
ZZ
f◦g
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|| |<
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|< idY
oo
idZ
oo
r
q
, (6.12)
since composing a.e. equivalence classes of morphisms is well-defined. 
Example 6.13. The composition of a.e. equivalence classes of morphisms is well-defined in our
main two examples, namely in FinStoch and fdC*-AlgCPU. See Proposition 3.106 in [36] for
precise details and a proof.
Bayesian inversion, on the other hand, is compositional in any quantum Markov category.
Proposition 6.14. If Z
g
Y and Y f X are Bayesian inverses of (X f Y, I
p
X,q := f ◦ p) and
(Y
g
Z, I
q
Y, r := g ◦ q), respectively, then f ◦ g is a Bayesian inverse of (g ◦ f,p).
Proof. As before f ◦ g is causal. Secondly, the calculation
r
g
f
=
q
g
f
=
q
f
g
=
p
f
g
. (6.15)
proves the Bayes condition. 
Proposition 6.16. Given causal ∗-preserving morphisms
I
X Y
p
 D
D
D
D
D
q
Z
Z
Z
Z
Z
f ///o/o/o/o/o/o
g
oo o/ o/ o/ o/ o/ o/
(6.17)
(with p and q states) in a quantum Markov category, if q = f ◦p and g is a Bayesian inverse of (f,p,q),
then f is a Bayesian inverse of (g,q,p).
24
Proof. This is an immediate consequence of Proposition 5.4 applied to the diagram
I
X Y
YX
f ///o/o/o/o/o/o
idX

g
oo o/ o/ o/ o/ o/ o/
idY
OO
p
cc c#
c#
c#
q ###c
#c
#c , (6.18)
which entails
q
g
=
p
f
⇐⇒
p
f
=
q
g
. (6.19)
The implication towards the right proves the proposition. 
Remark 6.20. The ∗-preserving assumption for the Bayesian inverses in Proposition 6.16 is
crucial. This is due to Remark 5.10.
Proposition 6.21. Let I
p
X be a state, let X f Y be causal and 2-positive and set q := f ◦ p.
i. If f is invertible, then f−1 is a disintegration of (f,p,q).
ii. If f is invertible with a 2-positive inverse f−1, then f−1 is a Bayesian inverse of (f,p,q).
Proof. If f is causal, then f−1 is causal as well because
f−1 =
f−1
f
= . (6.22)
i. The disintegration conditions for f−1 follow from
q
f−1
=
p
f
f−1
=
p
and
q
f−1
f
=
q
. (6.23)
ii. The Bayes condition for f−1 follows from 2-positivity since f−1 ◦ f = idX is deterministic:
p
f
=
p
f
f−1
f =
p
f−1
f
=
q
f−1
. (6.24)
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Alternatively, the Bayes condition also follows from Lemma 4.16. 
The following remark explains that Bayesian inversion defines a dagger functor on a.e.
equivalence classes. This is a generalization of Remark 13.9 in [14] to the non-commutative
setting.20 Note, however, that we have not described when Bayesian inverses exist, so this is not
a substantial generalization of Fritz’ result other than the fact that we can now include quan-
tum probability. Conditions for the existence of quantum Bayesian inverses will be addressed
in forthcoming work [37].
Remark 6.25. Let C ⊆M be a 2-positive subcategory of a quantumMarkov category containing
only causal ∗-preserving morphisms.21 Let I/C be the category whose objects are pairs (X, I
p
X) (with X in C and p a state) and a morphism from (X, I
p
X) to (Y, I
q
Y) is a morphism
X
f
Y in C such that f ◦ p = q. Such morphisms are called state-preserving. Let BI/C be
the subcategory of I/C consisting of the same objects as I/C but whose morphisms consist of all
Bayesian invertible morphisms (whose Bayesian inverses are also in C). Now, consider two a.e.
equivalent pairs of composable morphisms f, f ′ : (X, I
p
X)→ (Y, I
q
Y) and g, g ′ : (Y, I
q
Y)→ (Z, I r Z), i.e. f =
p
f ′ and g =
q
g ′, inBI/C. Then g ◦ f =p g
′ ◦ f ′ follows from
p
f
g
=
f g
q
g=
q
g′
===
f g ′
q
Prop 6.16
======
p
f
g ′
f=
p
f′
===
p
f ′
g ′
, (6.26)
where we have used a Bayesian inverse f for (f,p,q) in the first equality. One can also show
if f is p-a.e. equivalent to f ′ and f has f as a Bayesian inverse, then f is also a Bayesian inverse
of f ′. It is even easier to check that the identity is a Bayesian inverse of the identity for any
states. Hence, taking equivalence classes of morphisms in BI/C defines a category, which will
be denoted by BaeI/C. It consists of a.e. equivalence classes of causal ∗-preserving 2-positive
Bayesian invertible morphisms. These facts together with Propositions 6.14 and 6.16 say that
Bayesian inversion defines a dagger functor onBaeI/C. This is to be contrasted with the notion
of having a disintegration. Even in categories where composition of state-preserving a.e. classes
is well-defined so that disintegrations are compositional when they exist, if f has a disintegra-
tion g, it is almost never the case that f is a disintegration of g. More on this will be explained in
examples later in this work when we discover that having a disintegration of (f,p,q) imposes
constraints on f.
We now state a theorem that provides our first indication of how disintegrations are related
to Bayesian inverses. We will see many theorems of this sort throughout this work. However,
20The proof in [14, Proposition 13.8 and Remark 13.9] uses the notion of a causal subcategory (cf. [14, Defini-
tion 11.30]) of a Markov category. However, since we have not checked if fdC*-AlgCPU is causal in this sense, our
argument will be slightly different.
21We have not checked if 2-positive morphisms are necessarily ∗-preserving in the general setting. They are in
our main two examples FinStoch and fdC*-AlgCPU.
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the following theorem distinguishes itself in that we have a direct proof internal in the language
of string diagrams.
Theorem 6.27. Let I
p
X be a ∗-preserving state on X, let X
f
−→ Y be a deterministic map, and set
q := f ◦ p. If f has a ∗-preserving Bayesian inverse Y
g
X, then g is a disintegration of (f,p,q).
Proof. The state-preserving condition of a disintegration follows from Remark 6.5. The other
condition of a disintegration follows from the simple string diagram calculation:
q
=
p
f =
p
f f =
p
f
f
Prop 6.16
======
q
g
f
. (6.28)
The fact that f is deterministic was used in the second equality. 
Remark 6.29. The conclusion of Theorem 6.27 remains true if f is merely p-a.e. deterministic
and p-a.e. causal. The proof is given by filling in the second equality in (6.28) with
p
f =
p
f
=
p
ff
=
p
f f
, (6.30)
and then completing the calculation just as in (6.28).
7 Classical Bayesian inference
X
Y
f
In what follows, we gather some facts about inverses, disintegra-
tions and Bayesian inference in FinStoch. Many of the results here
are generalized in Section 8 in the quantum setting, and the reader
interested in the quantum-mechanical side may feel free to skip im-
mediately to that section. There are two main results of interest
here. Theorem 7.8 states that if a disintegration exists, then the
original map is a.e. deterministic. Theorem 7.11 states that disin-
tegrations are Bayesian inverses. Recall the notation that given a
probability measure {•}
q
Y on a finite set Y, we call (Y,q) a fi-
nite probability space and we let Nq ⊆ Y denote the null space of
q, i.e. Nq := {y ∈ Y : qy = 0}. It may be helpful to visualize a
probability-preserving map (X,p)
f
−→ (Y,q) in terms of combining water droplets as in the fig-
ure on the right [18], [36, Section 2.2]. A disintegration of (f,p,q) then splits the water droplets
back into the form above.
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Theorem 7.1. Let (X,p) and (Y,q) be finite probability spaces. Let f : X→ Y be a measure-preserving
function. Then there exists a disintegration g : Y /o/o //X of (f,p,q). Moreover, g is unique q-a.e. and a
formula for such a (representative of a) disintegration is given by
gxy :=
{
pxδyf(x)/qy if y ∈ Y \Nq
1/|X| if y ∈ Nq
. (7.2)
Proof. See Section 2.2 in [36] for details. 
However, disintegrations of stochastic maps (as opposed to functions) do not always exist.
We will show why in Theorem 7.8. Before we explain this, we will prove some interesting facts
about disintegrations. The first few facts establish how disintegrations generalize inverses.
Lemma 7.3. A stochastic map f : X /o/o // Y is deterministic if and only if
p
f =
p
f f
(7.4)
for all states p : {•} /o/o //X.
Proof. The forward implication follows immediately from the definition of f being determinis-
tic. For the reverse implication, fix x ∈ X and let p be the Dirac measure at x. The assumption
then reads (∆Y ◦ f ◦ p)(y,y′) = fyxδyy′ = fyxfy′x =
(
(f× f) ◦∆X ◦ p
)
(y,y′)
for all y,y ′ ∈ Y. Setting
y ′ = y gives fyx ∈ {0, 1}. Since xwas arbitrary and
∑
y∈Y fyx = 1, f is deterministic. 
Proposition 7.5. A deterministic map X
f
−→ Y is invertible if and only if both of the following facts hold.
i. For every probability measure {•}
q
Y, there exists a probability measure {•}
p
X such that
q = f ◦ p.
ii. For every probability measure {•}
p
X, f has a deterministic disintegration of (f,p,q := f ◦ p).
Proof. If f is invertible, then p := f−1 ◦ q satisfies q = f ◦ p. Furthermore, f−1 is a deterministic
disintegration. Conversely, suppose f satisfies the two conditions. The first condition implies f
is surjective by setting q := δy for various y ∈ Y. The second condition implies f is injective by
setting px :=
1
|X|
for all x ∈ X. In more detail, let g be a deterministic disintegration of (f,p,q).
If f were not injective, then there exists a y ∈ Y such that f−1({y}) contains more than a single
element. Since qy > 0 and px > 0 for all x ∈ f
−1({y}), it must be that 1 > gxy > 0 for those same
values of x. This contradicts the fact that g is deterministic. 
Corollary 7.6. A stochastic map X f Y is invertible if and only if both of the conditions in Proposi-
tion 7.5 hold.
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Proof. Suppose f is invertible. Then f is deterministic by Corollary 4.18. Hence, the forward
implication in Proposition 7.5 applies. Conversely, suppose the two conditions of Proposi-
tion 7.5 hold. Let p : {•} /o/o //X be an arbitrary state and let g be a deterministic disintegration of
(f,p,q := f ◦ p). Then,
p
f =
q
=
q
g
f
g
f
=
q
f f
g
=
p
f f
(7.7)
(the second equality follows from two applications of the equation f ◦ g =
q
idY and the inter-
change law). Since p was arbitrary, f is deterministic by Lemma 7.3. Hence, f is invertible by
the reverse implication in Proposition 7.5. 
Theorem 7.8. Let {•}
p
X be a probability measure on X, let X f Y be a stochastic map, and set
q := f ◦ p. If there exists a disintegration of (f,p,q), then f is p-a.e. equivalent to a deterministic map.
Proof. Let Y
g
X be such a disintegration and let x0 ∈ X \Np. Suppose to the contrary that
there exist distinct y0,y
′
0 ∈ Y such that fy0x0 , fy′0x0 > 0. Then qy0 ,qy
′
0
> 0 because q = f ◦ p. Let
Y˜ := {y˜0, y˜
′
0} be a two element set and define Y
pi
−→ Y˜ by
Y ∋ y 7→ pi(y) :=
{
y˜0 if y = y0
y˜ ′0 otherwise
. (7.9)
Let q˜ := pi ◦ q so that q˜y˜0 , q˜y˜′0 > 0. Since pi is deterministic, a disintegration Y˜
pi
Y of (pi,q, q˜)
exists by Theorem 7.1. By Proposition 6.11, h := g ◦ pi is a disintegration of (f˜ := pi ◦ f,p, q˜).
Hence, 0 = δy˜0y˜′0 =
∑
x∈X f˜y˜0xhxy˜′0
. This implies f˜y˜0xhxy˜′0 = 0 for all x ∈ X. Since f˜y˜0x0 > 0, this
entails hx0y˜′0 = 0. A similar calculation swapping y˜0 with y˜
′
0 yields hx0y˜0 = 0. However, since h
is a disintegration, p = h ◦ q˜ so that px0 = hx0y˜0q˜y˜0 + hx0y˜′0q˜y˜
′
0
= 0, a contradiction since it was
assumed that px0 > 0. 
This tells us that disintegrations are only possible for maps that are deterministic (almost
everywhere). So although we can use disintegrations to reverse deterministic maps, we cannot
use them to reverse stochastic maps in general. Therefore, one might ask if there is any reason-
able way to reverse stochastic maps. For this, we have Bayes’ theorem (Theorem 2.1). Proving
Bayes’ theorem is entirely straightforward—a formula for a Bayesian inverse g of (f,p,q) is
given by
gxy :=
{
pxfyx/qy if qy > 0
1/|X| otherwise
. (7.10)
We now describe how disintegrations are special kinds of Bayesian inverses.
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Theorem 7.11. Let {•}
p
X be a probability measure on X, let X f Y be a stochastic map, and set
q := f ◦ p. If there exists a disintegration Y
g
X of (f,p,q), then g is a Bayesian inverse of f.
Proof. The goal is to prove Bayes’ diagram commutes, i.e. fyxpx = gxyqy for all x ∈ X and
y ∈ Y. If px = 0, then 0 =
∑
y∈Y gxyqy (since p = g ◦ q) so that gxyqy = 0 for all y ∈ Y. Thus,
the diagram commutes for all x ∈ Np and y ∈ Y. To see that it also commutes when px > 0, it
suffices to assume f is deterministic by Theorem 7.8. In this case, we have
fyxpx
Thm 7.8
===== δyf(x)px
Thm 7.1
===== gxyqy. (7.12)

In conclusion, we have learned the following facts regarding disintegrations and Bayesian
inference in FinStoch.
Corollary 7.13. Let X and Y be finite sets, let {•}
p
X be a probability measure on X, let X f Y be a
stochastic map, and set q := f ◦ p.
i. A Bayesian inference for (f,p,q) always exists and is q-a.e. unique.
ii. The map f is p-a.e. equivalent to a deterministic map (or equivalently p-a.e. deterministic by Propo-
sition 5.35) if and only if a Bayesian inference of (f,p,q) is a disintegration of (f,p,q).
In summary, not every deterministic map is invertible, but every measure-preserving deter-
ministic map has a disintegration in the enlarged category including stochastic maps. In this
enlarged category, not every measure-preserving stochastic map has a disintegration, but every
such map has a Bayesian inverse and Bayesian inverses reduce to disintegrations if and only if
the original maps are a.e. deterministic. Howmuch of this remains true in the quantum setting?
What new insight does this perspective offer us in the quantum setting? What other categories
admit such structure and properties? The rest of this paper is dedicated to answering the first
question. The second question is the subject of a forthcoming paper [35] (partial answers in the
classical setting are provided in Jacobs’ recent work [22]). The last question has not yet been
explored by the author.
8 Quantum Bayesian inference
In what follows, we will use the conventions and terminology of [36], much of which was
reviewed in Example 3.16, Theorem 5.15, and elsewhere in this paper. Although disintegrations
were defined more generally in Definition 6.1, we set the notation here.
Definition 8.1. Let (A,ω) and (B, ξ) be finite-dimensional C∗-algebras equipped with states.
Let F : B /o/o //A be a CPU state-preserving map, i.e. ω ◦ F = ξ. A disintegration of ω over ξ
consistent with F is a CPU map G : A /o/o //B such that
C
A B
ω
\
\
\
\
\
ξ
 B
B
B
B
B
G ///o/o/o/o/o/o/o/o
qqqqqq
qqqqqq and
A
B B
F
\
\
\
\
\
G
BB
B
B
B
B
B
idB //
ξ
qqqqqq
qqqqqq , (8.2)
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the latter diagram signifying commutativity ξ-a.e. (cf. Theorem 5.15).
Note that we are assuming all morphisms are CPU. We now state and prove a theorem that
says if a state-preserving quantum operation has a disintegration, then the quantum operation
is deterministic almost surely. This is a non-commutative generalization of Theorem 7.8.
Theorem 8.3. Let A and B be finite-dimensional C∗-algebras, let A ω C be a state on A, let B F
A be a CPU map, and set ξ := ω ◦ F. If there exists a disintegration of (F,ω, ξ), then F is ω-a.e.
deterministic.
The proof of Theorem 8.3 will be broken up into a series of three Lemmas, which will be
useful in their own right. Our proof of Theorem 8.3 is completely inspired by (and closely
follows) the proof of Theorem 6.38 in Attal’s notes [1].
Lemma 8.4. Let A and B be finite-dimensional C∗-algebras, let A ω C be a state on A, let B F A
be a CPU map, set ξ := ω ◦ F, and suppose there exists a CPU A G B such that G ◦ F =
ξ
idB. Then
PξB
∗BPξ = PξG
(
F(B)∗F(B)
)
Pξ ∀ B ∈ B. (8.5)
Proof of Lemma 8.4. For any B ∈ B, we have
G
(
F(B)
)
Pξ = BPξ (8.6)
by the condition G ◦ F =
ξ
idB (cf. Theorem 5.15). Hence,
PξB
∗BPξ = PξG
(
F(B∗B)
)
Pξ by (8.6)
> PξG
(
F(B)∗F(B)
)
Pξ by Kadison–Schwarz for F
> PξG
(
F(B)
)∗
G
(
F(B)
)
Pξ by Kadison–Schwarz for G
=
(
G
(
F(B)
)
Pξ
)∗
G
(
F(B)
)
Pξ
= (BPξ)
∗BPξ by (8.6)
= PξB
∗BPξ.
(8.7)
Therefore, all intermediate equalities become equalities. 
Lemma 8.8. Let A ω C be a state and let Nω ⊆ A be its associated null space (see Theorem 5.15
item (d) for terminology). If A > 0 andω(A) = 0, then A ∈ Nω.
Proof of Lemma 8.8. Write A as A = D∗D. Then D ∈ Nω by assumption. Since Nω is a left ideal
in A (cf. [34, Construction 3.11]),D∗D ∈ Nω. 
Lemma 8.9. Let A and B be finite-dimensional C∗-algebras, let A ω C be a state on A, let B F A
be a CPU map. Then
F(B∗B)Pω = F(B)
∗F(B)Pω ∀ B ∈ B (8.10)
if and only if F isω-a.e. deterministic, i.e.
F(B∗C)Pω = F(B)
∗F(C)Pω ∀ B,C ∈ B. (8.11)
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Proof of Lemma 8.9. The only non-trivial direction is the forward one. Fix B,C ∈ B. On the one
hand, we have
F
(
(B+C)∗(B+C)
)
Pω =
(
F(B∗B) + F(B∗C) + F(C∗B) + F(C∗C)
)
Pω
=
(
F(B)∗F(B) + F(C)∗F(C)
)
Pω +
(
F(B∗C) + F(C∗B)
)
Pω
(8.12)
by (8.10). On the other hand, we have
F
(
(B+C)∗(B+C)
)
Pω = F(B+C)
∗F(B+C)Pω by (8.10)
=
(
F(B)∗F(B) + F(C)∗F(C)
)
Pω +
(
F(B)∗F(C) + F(C)∗F(B)
)
Pω.
(8.13)
Equating (8.12) with (8.13) gives(
F(B∗C) + F(C∗B)
)
Pω =
(
F(B)∗F(C) + F(C)∗F(B)
)
Pω. (8.14)
Since this is valid for all B and C, replacing Cwith iC gives
i
(
F(B∗C) − F(C∗B)
)
Pω = i
(
F(B)∗F(C) − F(C)∗F(B)
)
Pω. (8.15)
Dividing out by i and adding these two results gives
2F(B∗C)Pω = 2F(B)
∗F(C)Pω. (8.16)
Cancelling the 2 completes the proof. 
Proof of Theorem 8.3. Let G be a disintegration of (F,ω, ξ) and fix B ∈ B. By the Kadison–
Schwarz inequality for F, we have
F(B∗B) − F(B)∗F(B) > 0. (8.17)
Therefore,
ω
(
F(B∗B) − F(B)∗F(B)
)
= ξ
(
G
(
F(B∗B)
)
−G
(
F(B)∗F(B)
))
sinceω = ξ ◦ F
= ξ
(
PξG
(
F(B∗B)
)
Pξ − PξG
(
F(B)∗F(B)
)
Pξ
)
by Lemma 5.13
= ξ(0) by Lemma 8.4 since G ◦ F =
ξ
idB
= 0.
(8.18)
By (8.17) and Lemma 8.8, F(B∗B) − F(B)∗F(B) ∈ Nω. Since B was arbitrary, Lemma 8.9 implies
F is ω-a.e. deterministic. 
Remark 8.19. Our proof of Theorem 8.3 (and the three lemmas used) works for von Neumann
algebras. Attal’s Theorem 6.38 in [1] is similar in flavor but has different assumptions. It states
that if a CPU map F : B(H) /o/o //B(H) has a CPU left inverse G, then F is a ∗-homomorphism. In
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his theorem, H can be infinite-dimensional. If one allows a different codomain for F, then this
claim is false. Indeed, a simple example, even in finite dimensions, is
Mn(C)
F
Mm(C)
A 7−−→
[
A 0
0 1ntr(A)1m−n
] (8.20)
supposing n < m. A CPU left inverse of F is G = Ad[1n 0 ], where the 0 is of size (m− n)× n.
It is therefore interesting that merely adding a state-preserving assumption to Attal’s theorem
guarantees the ∗-homomorphism claim almost surely regardless of the domain and codomain
(and is even valid for von Neumann algebras).
Remark 8.21. Given the assumptions in Theorem 8.3, it is generally not true that F is ω-a.e.
equivalent to a deterministic morphism. This is because there are disintegrations of CPU maps
of the form Mn(C)
F
Mm(C), where m is not a multiple of n. Indeed, the example in Re-
mark 8.19 provides such an instance if one equips Mn(C) with a density matrix of the form[
ρ 0
0 0
]
, where ρ is of size n×n.
Proposition 8.22. Let A and B be finite-dimensional C∗-algebras. A CPU map B F A is a ∗-
isomorphism if and only if both of the following facts hold.
i. For every state B
ξ
C, there exists a state A ω C such that ξ = ω ◦ F.
ii. For every state A ω C, a deterministic disintegration of (F,ω, ξ := ω ◦ F) exists.
A large part of the following proof uses [29, Theorem 5] and its proof.
Proof of Proposition 8.22. If F is a ∗-isomorphism, the two properties immediately follow (set
ω := ξ ◦ F−1 and G := F−1). In the other direction, temporarily let ξ be any faithful state on
B and let ω be any state on A such that ξ = ω ◦ F. Since a disintegration G exists, faithfulness
of ξ guarantees G ◦ F = idB. Hence, F is injective. Note that this property of F is indepen-
dent of the states and disintegrations. Now that injectivity of F has been established, let ω
be any faithful state on A and set ξ := ω ◦ F. Suppose B ∈ B satisfies ξ(B∗B) = 0. Then
ξ(B∗B) = ω
(
F(B∗B)
)
= 0. Since F(B∗B) > 0 and since ω is faithful, F(B∗B) = 0 by Lemma 8.8.
Since F is injective, B∗B = 0, which entails B = 0. Hence, ξ is also faithful. Let G be a determin-
istic disintegration of (F,ω, ξ). Then G ◦ F = idB since ξ is faithful. Thus,
B∗B = G
(
F(B∗B)
)
> G
(
F(B)∗F(B)
)
= G
(
F(B)
)∗
G
(
F(B)
)
= B∗B ∀ B ∈ B (8.23)
by the Kadison–Schwarz inequality for F. Hence, all terms in (8.23) are equal. Therefore,
ω
(
F(B∗B) − F(B)∗F(B)
)
= ξ
(
G
(
F(B∗B)
)
−G
(
F(B)∗F(B)
)) (8.23)
=== ξ(0) = 0 ∀ B ∈ B (8.24)
because ω = ξ ◦ G. Since F(B∗B) − F(B)∗F(B) > 0 by Kadison–Schwarz for F and since ω is
faithful, F(B∗B) = F(B)∗F(B) for all B ∈ B. By the Multiplication Theorem (Lemma 4.8), F is
a unital ∗-homomorphism. Note that G is also injective because if G(A) = 0 then ω(A∗A) =
33
ξ
(
G(A∗A)
)
= ξ
(
G(A)∗G(A)
)
= 0, which entails A = 0 by faithfulness of ω. Since both F and
G are injective, finite-dimensionality of A and B imply they have the same dimension. Hence,
F−1 = G and so F is a ∗-isomorphism. 
We now move to Bayesian inference in quantum mechanics. Although we have formulated
the definition of a Bayesian inverse generally in Definition 6.1, we restate it here using the
notation of C∗-algebras.
Definition 8.25. Let B F A be a CPU map, let A ω C be a state, and set ξ := ω ◦ F. A
Bayesian inverse of F is a CPU map A G B such that
CB A
B⊗B A⊗AA⊗B
ω
oo o/ o/ o/ o/ o/ o/ o/ o/
ξ
///o/o/o/o/o/o/o/o
µB
 O
O
O
O
µA
 O
O
O
O
G⊗idBoo o/ o/ o/ o/ o/ idA⊗F ///o/o/o/o/o
=== . (8.26)
In the following theorem, we show that all disintegrations are Bayesian inverses in the cat-
egory fdC*-AlgCPU. Interestingly, the proof is general enough to avoid using an explicit for-
mula for disintegrations.
Theorem 8.27. Let A ω C be a state on A, let B F A be a CPU map, and set ξ := ω ◦ F. If there
exists a disintegration A G B of (F,ω, ξ), then G is a Bayesian inverse of F.
The proof of this theorem will use the following lemma.
Lemma 8.28. Let B ϕ A be a CPU map between C∗-algebras and let A ω C be a state. Suppose
that Pωϕ(B
∗B)Pω = Pωϕ(B)
∗ϕ(B)Pω for some B ∈ B. Then
Pωϕ(B
∗C)Pω = Pωϕ(B)
∗ϕ(C)Pω and Pωϕ(C
∗B)Pω = Pωϕ(C)
∗ϕ(B)Pω ∀ C ∈ B. (8.29)
Note that this lemma is not a consequence of, nor does it imply, Lemma 8.9 due to how the
supports are placed in the expressions. The proof of Lemma 8.28 below follows the same steps
as the proof of Theorem 4 in [29].
Proof of Lemma 8.28. Fix C ∈ B and λ > 0. Then
Pωϕ
(
(B+ λC)∗(B+ λC)
)
Pω > Pωϕ(B
∗)ϕ(B)Pω + λPω
(
ϕ(B∗)ϕ(C) +ϕ(C∗)ϕ(B)
)
Pω
+ λ2Pωϕ(C
∗)ϕ(C)Pω
(8.30)
by Kadison–Schwarz for ϕ. On the other hand,
Pωϕ
(
(B+ λC)∗(B+ λC)
)
Pω = Pωϕ(B
∗)ϕ(B)Pω + λPω
(
ϕ(B∗C) +ϕ(C∗B)
)
Pω
+ λ2Pωϕ(C
∗C)Pω
(8.31)
by assumption. Combining the two results, dividing by λ, and taking the limit λ→ 0 gives
Pω
(
ϕ(B∗C) +ϕ(C∗B)
)
Pω > Pω
(
ϕ(B∗)ϕ(C) +ϕ(C∗)ϕ(C)
)
Pω. (8.32)
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Replacing B by iB and C by −iC gives the reverse inequality. Hence,
Pω
(
ϕ(B∗C) +ϕ(C∗B)
)
Pω = Pω
(
ϕ(B∗)ϕ(C) +ϕ(C∗)ϕ(C)
)
Pω. (8.33)
Now, replacing C by iC and adding/subtracting, the resulting terms entail (8.29). Since C was
arbitrary, the lemma has been proved. 
Proof of Theorem 8.27. SinceG is a disintegration of (F,ω, ξ), we haveG◦F =
ξ
idB. By Lemma 8.4,
more specifically (8.7),
PξG
(
F(B)∗
)
G
(
F(B)
)
Pξ = PξG
(
F(B)∗F(B)
)
Pξ ∀ B ∈ B. (8.34)
Therefore, since ∗ is an involution,
PξG
(
AF(B)
)
Pξ
Lem 8.28
===== PξG(A)G
(
F(B)
)
Pξ
G◦F=
ξ
idB
===== PξG(A)BPξ ∀ A ∈ A, B ∈ B. (8.35)
This implies
ω
(
AF(B)
) ω=ξ◦G
==== ξ
(
G
(
AF(B)
))
= ξ
(
PξG
(
AF(B)
)
Pξ
)
(8.35)
=== ξ
(
PξG(A)BPξ
)
= ξ
(
G(A)B
)
(8.36)
for all A ∈ A and B ∈ B. 
The previous theorem has a converse, which we have already proved but we state it for the
special case for finite-dimensional C∗-algebras.
Theorem 8.37. Let A ω C be a state on A, let B F A be a ω-a.e. deterministic map, and set
ξ := ω ◦ F. If A G B is a Bayesian inverse of F, then G is a disintegration of (F,ω, ξ).
Proof. This is Theorem 6.27 and Remark 6.29 in the context of finite-dimensional C∗-algebras
and CPU maps. 
In conclusion, we have learned the following facts regarding disintegrations and Bayesian
inference in fdC*-AlgCPU.
Corollary 8.38. Let A and B be finite-dimensional C∗-algebras, let A ω C be a state on A, let
B
F
A be a CPU map, and set ξ := ω ◦ F.
i. If a Bayesian inference for (F,ω, ξ) exists, it is ξ-a.e. unique.
ii. Suppose a Bayesian inference G for (F,ω, ξ) exists. Then the map F is ω-a.e. deterministic if and
only if G is a disintegration of (F,ω, ξ).
iii. If (F,ω, ξ) has a disintegration G, then F is ω-a.e. deterministic and G is a Bayesian inference for
(F,ω, ξ).
iv. If F isω-a.e. deterministic, then a Bayesian inference exists if and only if a disintegration exists.
v. A Bayesian inference for (F,ω, ξ) need not exist.
Hence, not every deterministic map is invertible nor does every deterministic map equipped
with a state have a disintegration (cf. [36, Section 5.2]). Nevertheless, there are more determinis-
tic morphisms admitting disintegrations than inverses. In this enlarged category of C∗-algebras
and (state-preserving) CPU maps, more morphisms have Bayesian inverses. Therefore, we
have partially answered our first question addressed at the end of Section 7.
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