MapReduce is a scalable parallel computing framework for big data processing. It exhibits multiple processing phases, and thus an efficient job scheduling mechanism is crucial for ensuring efficient resource utilization. This work studies the scheduling challenge that results from the overlapping of the "map" and "shuffle" phases in MapReduce. We propose a new, general model for this scheduling problem. Further, we prove that scheduling to minimize average response time in this model is strongly NP-hard in the offline case and that no online algorithm can be constant-competitive in the online case. However, we provide two online algorithms that match the performance of the offline optimal when given a slightly faster service rate.
INTRODUCTION
MapReduce is a scalable parallel computing framework for big data processing that is widely used in data centers for a variety of applications including web indexing and data analysis. MapReduce systems such as Hadoop [1], Dryad [5] , and Google's MapReduce [3] have been deployed on clusters containing as many as tens of thousands of machines in a wide variety of industry settings.
The foundation of the MapReduce framework is that each job consists of multiple dependent phases, where each phase consists of multiple tasks that are run in parallel. In particular, each job must move through a map phase, a copy/shuffle phase, and a reduce phase. The map and reduce phases typically perform the bulk of the data processing, while the shuffle phase is mainly to transfer intermediate data. Crucially, tasks in each phase depend on results computed by the previous phases. As a result, scheduling and resource allocation is complex and critical in MapReduce systems.
The focus of this work is on scheduling challenges within the map and shuffle phases of a MapReduce cluster, and in particular coordination of the map and shuffle phases. Such a focus is natural not only because these phases are where most jobs spend the bulk of their time 1 , but also because it is possible to provide joint optimization of the map and shuffle phases. In contrast, in existing implementations of MapReduce, the reduce phase starts only when both the 1 For example, according to [6, 8] , only around 7% of the workload in a production MapReduce cluster are reduce heavy jobs.
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The map phase and shuffle phase can, and do, overlap each other significantly. By default, Hadoop allows the shuffle phase to start when the progress of the map phase exceeds 5%. This means that for a given job, some map tasks will have finished and had the corresponding intermediate data transferred to its reduce tasks, while other map tasks are still processing. However, to date, there do not exist principled designs for scheduling overlapping phases. In fact, coordination among the map and shuffle phases is typically non-existent in current MapReduce schedulers, which usually make job scheduling decisions in each phase individually, e.g., FIFO In this work we focus on the principled designs for scheduling overlapping phases. Our first contribution is the proposal of a model for studying the overlapping of the map and shuffle phases. Given this new model, our second contribution is the design and analysis of new coordinated scheduling policies for the map and shuffle phases that efficiently make use of phase overlapping in order to minimize the average response time.
MODEL
The model we propose is at the "job level" and our goal is to develop scheduling algorithms that minimize the average response time, i.e., the time between the arrival to the map phase and the completion at the shuffle phase.
Let us start with the workload. In a typical MapReduce cluster, each job is split into hundreds, or even thousands, of tasks. To develop a job level model, we ignore the number of tasks into which a job is divided and simply consider a job as certain amount of map workload (the map job size) and shuffle workload (the shuffle job size). Thus, an instance consists of n jobs J1, . . . , Jn, where each has a release/arrival time ri and a pair of job sizes (xi, yi) where xi is the map job size (i.e., computation needed) and yi is the shuffle job size (i.e., intermediate data size needing to be transferred). The assumption that each job contains a large number of tasks is very important, since it allows jobs to utilize all map or shuffle capacity if necessary. This corresponds to a fluid assumption in a typical queueing model. The MapReduce system itself is modeled by a map queue and a shuffle queue as shown in Figure 1 . Denote the map service capacity of the cluster by μm (i.e., total processing speed of all map slots) and the shuffle service capacity μc the shuffle capacity of the cluster (i.e., total network capacity for transferring intermediate data from map slots to reduce slots). Without loss of generality, we let μm = 1 and μc = 1 and normalize the job sizes accordingly.
Each job has to go through the map queue and shuffle queue; however the two phases may overlap each other, i.e., part of the job may enter shuffle queue before the entire job is finished at the map queue. This overlapping is not arbitrary, we require that the fraction of the workload of each job that has arrived to the shuffle queue at time t is not more than the fraction of the workload of the same job completed at the map phase at time t. This constraint comes from the fact that pieces of intermediate data are available to the shuffle phase only after they have been generated from the map phase. Once the entire job has finished at the shuffle phase, the job leaves the system we consider and moves on to the reduce phase.
To define the overlapping tandem queue model more formally, denote the job size of Ji at time t ∈ [ri, ∞) by (xi(t), yi(t)), i.e., the remaining job size, and define 1 y i (t)>0 to be an indicator function representing whether yi(t) is nonzero. Using this notation, we can state the scheduling objective and model constraints as follows:
where the objective is the sum of response times, the first two constraints bound the service rate of the map and shuffle queues, the third constraint provides the release/arrival times of the jobs, and the final constraint captures the fact that the progress in the shuffle phase is not faster than the progress in the map phase for each job.
The overlapping tandem queue model that we introduce here is clearly related to the traditional tandem queue model that has been studied in depth in the queueing and the scheduling communities [4, 7] . However, the phase overlapping that we model means that the overlapping tandem queue is fundamentally different from a traditional tandem queue model, which make our model novel from both theoretical and practical perspectives.
THE HARDNESS OF SCHEDULING A OVERLAPPING TANDEM QUEUE
To begin our study of scheduling in the overlapping tandem queue model we focus on understanding lower bounds on what is achievable, i.e., hardness results for the scheduling problem. Our analysis reveals that the problem is hard in two senses. First, computing the optimal schedule in the offline setting is strongly NP-hard. Second, in the online setting, no scheduling algorithm can achieve an average response time within a constant factor of the optimal offline schedule.
In the offline scheduling formulation, it is assumed that all information about job arrival times (release times) and job sizes are known to the algorithm in advance. Note that the offline scheduling problem is not just of theoretical interest, it is also practically important because of the batch scheduling scenario in which jobs are submitted to a MapReduce cluster in a "batch" and the algorithm does offline scheduling in order to clear all jobs. Unfortunately, in the overlapping tandem queue it is strongly NP-hard to minimize the average response time.
Theorem 1. In the overlapping tandem queue model it is strongly NP-hard to decide whether there exists a schedule with average response time no more than a given threshold, even if the arrival times and map sizes of all jobs are identical.
In the online setting, the release time of a job is the first time the scheduler is aware of the job information, including its release time and size information. A widely used metric to quantify the performance of an online algorithm is the competitive ratio, which is the worst case ratio between the cost of the online algorithm and the cost of the offline optimal solution. The theorem below highlights that no online scheduling algorithm can have a constant competitive ratio in the overlapping tandem queue model. 
ALGORITHM DESIGN
Given the results in the previous section highlighting the difficulty of scheduling in the overlapping tandem queue model, we cannot hope for efficient, optimal algorithms. However, we can hope to be near-optimal. In this section, we provide two algorithms (MaxSRPT and SplitSRPT) where MaxSRPT is nearly optimal if the map and shuffle sizes of jobs are "balanced" and SplitSRPT is nearly optimal if the map and shuffle sizes of jobs are "unbalanced".
MaxSRPT
It is well known that SRPT minimizes the average response time in a single server queue, and so it is a natural algorithm to try to extend to our model. However it is not clear what the "remaining size" should be in our setting. Our approach is to think of the "remaining processing time" of a job as the maximum of its remaining map size and remaining shuffle size. Intuitively, this is natural since this quantity is the time it takes for the job to finish in an idle system. This notion of "remaining processing time" motivates our definition of MaxSRPT:
Algorithm 1 (MaxSRPT). At time t, each station processes a job Ji having the minimum max(xi(t), yi(t)), where xi(t) and yi(t) are the remaining map size and the remaining shuffle size of job Ji at time t.
We have already seen that no online algorithm can be constant competitive, and so we focus on "resource augmentation" analysis, i.e., understanding how much extra capacity is necessary for MaxSRPT to match the performance of the offline optimal. The following theorem shows that MaxS-RPT can match the optimal average response time using only a small amount of extra capacity.
By saying 2α/(1 + α)-speed 1-competitive, we mean that the algorithm running with service capacity 2α/(1 + α) at both stations achieves average response time not more than that of the offline optimal algorithm running with service capacity 1 at both stations. Theorem 3 guarantees that MaxSRPT is at worst 2-speed 1-competitive. However it also highlights that if jobs tend to be balanced (i.e., α is small), then MaxSRPT is nearly optimal.
An important special case to study is the case of batch arrivals. Recall that minimizing the average response time is strongly NP-hard even in this setting. Since all jobs arrive at the same time and there are no future arrivals, scaling the speed is equivalent to scaling the time. Therefore, we obtain an approximation ratio from Theorem 3 immediately. Actually the approximation ratio in Corollary 4 is tight for any given α > 1 (and thus the resource augmentation result in Theorem 3 is also tight for any given α > 1).
SplitSRPT
The reason that MaxSRPT has worse performance when jobs are more unbalanced (i.e., α is big), is that it does not distinguish between map-heavy jobs and shuffle-heavy jobs. Motivated by this observation, in this section we present an alternative algorithm as follows. The basic idea behind this algorithm is to mix map-heavy jobs and shuffle-heavy jobs in order to ensure that the capacities at both stations are efficiently utilized.
Algorithm 2 (SplitSRPT). Denote Q(t) the set of jobs in the system at time t. Upon job arrival or departure, update β(t) = min J i ∈Q(t) max(xi/yi, yi/xi) (xi and yi are the original map size and shuffle size of Ji), μ1 = 1/(1+β(t)) and μ2 As with MaxSRPT, we provide two performance bounds for SplitSRPT: a resource augmentation bound for the online setting and an approximation ratio for the batch setting. In the online setting, we have the following resource augmentation guarantee.
Notice that we always have β ≥ 1 and thus 1 + 1/β ≤ 2. So, SplitSRPT is at worst 2-speed 1-competitive too. But, in contrast with MaxSRPT, the extra speed required by Split-SRPT approaches zero as jobs become more "unbalanced" (i.e., β is big). Thus the algorithms are complementary to each other.
Once again, a bound on the approximation ratio of Split-SRPT follows immediately from Theorem 5. We have Corollary 6. Consider a batch instance of n jobs with job sizes (xi, yi) and release times ri = 0 for i = 1, . . . , n. Denote β = mini max(xi/yi, yi/xi). SplitSRPT has an approximation ratio of 1 + 1/β, which is not more than 2.
Actually, the approximation ratio in Corollary 6 is tight for any given β > 1 (and thus the resource augmentation result in Theorem 5 is also tight for any given β > 1).
CONCLUSION
This work focuses on a challenging and important scheduling problem within MapReduce systems: how to schedule to minimize response time in the presence of phase overlapping of the map and shuffle phases.
The model presented here opens the door for an in depth study of how to schedule in the presence of phase overlapping. There are a wide variety of open questions remaining with respect to the design of algorithms to minimize response time. For example, are there algorithms with tighter worst-case guarantees? Is it possible for an online algorithm to be O(n 1/3 )-competitive? Is stochastic analysis feasible? Further, it is interesting and important to understand how to schedule in order to minimize other performance metrics, e.g., the number of deadlines met.
