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A strong law of large numbers related to multiple testing Normal
means
Xiongzhi Chen∗ and Rebecca W. Doerge†
Abstract
We study the number of rejections for conditional multiple testing in the Normal means
problem under dependence. We propose the concept of “principal covariance structure (PCS)”
and provide sets of sufficient conditions under which a strong law of large numbers (SLLN) holds
for the sequence of rejections for a multiple testing procedure conditional on the major vector in
the PCS. These conditions show how to construct approximate factor models for such a SLLN
to hold and that a PCS is almost sufficient and necessary for this purpose. The validity of the
SLLN implies that the false discovery proportion (FDP) of the conditional procedure eventually
is the same as its expectation almost surely. We also provide conditions that characterize the
type of dependence under which the sequences of rejections and FDP of the marginal MTP
satisfy a SLLN.
Keywords: Multiple hypotheses testing, false discovery rate, false discovery proportion, strong
law of large numbers, Hermite polynomial, principal covariance structure.
MSC 2010 subject classifications: Primary 62H15; Secondary 62E20.
1 Introduction
Consider a multiple testing scenario, referred to as the “Normal means problem”, where we assess
which among the many dependent Normal random variables have zero means when their covariance
matrix is known. This scenario is motivated by “marginal regression followed by multiple testing
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(MRMT)”, a strategy that has been widely used to assess associations in gene expression studies
(Owen, 2005), genome wide association studies (Fan et al., 2012), and brain imaging analysis
(Azriel and Schwartzman, 2015). MRMT is implemented in two steps: first the response variable
is regressed on each covariate to produce a regression coefficient under the assumption of Normal
random errors; then multiple testing is conducted to assess which regression coefficients are nonzero,
and conclusions are drawn on which covariates are associated with the response variable. The test
statistic to assess if a regression coefficient is zero has zero mean under the null hypothesis of no
association between the corresponding covariate and the response. Since the sample size in these
studies is often several hundreds or even a few thousands, the variance of a test statistic can be
very accurately estimated, and so are the covariances between the test statistics. Therefore, the
covariance matrix of the Normally distributed test statistics can be assumed to be known. This
leads to the Normal means problem.
Since the Normally distributed test statistics in the Normal means problem usually have com-
plicated dependence among them, the behavior of the number of rejections and the false discov-
ery proportion (FDP, Genovese and Wasserman, 2002) of a marginal multiple testing procedure
(MTP) based on marginal observations is unstable and sometimes even unpredictable; see, e.g.,
Owen (2005), Finner et al. (2007) and Schwartzman and Lin (2011). On the other hand, it has
been observed that often a major part of the dependence among the observations of a given data
set is induced by some factors. So, to adjust for dependence and estimate the quantities associ-
ated with the marginal MTP, a conditional multiple testing approach based on approximate factor
models has been taken; see Leek and Storey (2008), Friguet et al. (2009) and Fan et al. (2012).
Specifically, this approach decomposes complicated dependence into a major part that is induced
by factors and applies MTPs to p-values of the test statistics conditional on the factors. When
properly constructed and implemented, the conditional MTP does often give more stable and pow-
erful inference compared to the marginal MTP. However, its inferential results depend heavily on
the estimated or realized factors. This raises three interesting and important questions: For what
type of dependence will the FDP of the marginal MTP be highly concentrated around its expecta-
tion, the false discovery rate (FDR), and thus a conditional MTP is not needed? How to construct
approximate factor models, so that the conditional FDP is well concentrated around its expecta-
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tion, the conditional FDR? Can the conditional FDP be used to estimate the FDP of the marginal
MTP? However, satisfactory answers to these do not seem to be available in the literature yet.
In this article, we study the behavior of the conditional MTP for the Normal means problem
under dependence and provide partial answers to these questions. Assuming the joint Normality of
the test statistics as done in Friguet et al. (2009) and Fan et al. (2012), we provide an explicit formula
for the variance of the average number of conditional rejections, obtain bounds on the variance
of this number, and prove that a strong law of large numbers (SLLN) holds for the sequence of
conditional rejections under different sets of sufficient conditions. These conditions provide guidance
on how to construct approximate factor models for such a SLLN to hold. Specifically, if the SLLN
holds for the sequence of conditional rejections, then the difference between the conditional FDP
and its expectation converges almost surely (a.s.) to zero. However, the validity of the SLLN does
not necessarily imply that the difference between the conditional FDP and the FDP of the marginal
MTP converges to zero a.s. On the other hand, when the SLLN fails for the sequence of conditional
rejections, the bound on the variance of the average number of conditional rejections can be used
to provide a probabilistic bound on the deviation of the number of conditional rejections from its
expectation. As a by-product of these findings, we provide conditions that characterize the type of
dependence for which the sequences of rejections and FDP of the marginal MTP satisfy a SLLN,
so that a conditional MTP is not needed under such dependence.
To obtain these results, we embed the conditional multiple testing approach into multiple testing
the means of a high-dimensional random vector that can be decomposed into the sum of two
uncorrelated random vectors. We introduce the concept of “principal covariance structure (PCS)”
that connects the SLLN for the sequence of conditional rejections and the amount of dependence the
major summand in the decomposition accounts for. We show that for the Normal means problem,
PCS is almost sufficient and necessary for the SLLN to hold. Further, we introduce “incomplete
FDR” to measure the deficiency of the FDR of the conditional MTP as an estimate the FDR of the
marginal MTP when the SLLN fails. This provides a general framework for studying the stability
of conditional multiple testing means of a high-dimensional random vector and the accuracy of
estimating the FDP or FDR of the marginal MTP through their conditional versions.
The rest of the article is organized as follows. Section 2 introduces PCS and shows the connection
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between PCS, the SLLN for the sequence of conditional rejections, and estimating the FDP and
FDR of the marginal MTP. Section 3 presents our theoretical results for the Normal means problem
under dependence and discusses on how to construct approximate factor models such that the SLLN
to holds. Section 4 discusses the connection between the concepts and conditions we propose and
those in Fan et al. (2012). Section 5 contains a simulation study comparing our method to that of
Fan et al. (2012). Section 6 concludes the article and outlines a few questions worthy of further
investigation. We provide in the main text straightforward proofs but relegate longer ones in the
supplementary material.
2 Conditional multiple testing and estimating FDP and FDR
Let (Ω,F ,P) be the probability space on which all random vectors are defined, where Ω is the
sample space, F a sigma-algebra on Ω, and P the probability measure on F . In this section, we
introduce the “principal covariance structure (PCS)” and discuss its connection with the stability
of the sequence of conditional rejections and estimation of FDP and FDR of the marginal MTP.
Pick µ = (µ1, . . . , µm)
T ∈ Rm. Let η = (η1, . . . , ηm)T ∈ Rm be a random vector with zero mean
and covariance matrix Ση and v = (v1, . . . , vm)
T ∈ Rm be a random vector that is uncorrelated
with η and has zero mean and covariance matrix Σv. Let Σ = Ση + Σv and consider model
ζ = (ζ1, . . . , ζm)
T = µ + η + v. (2.1)
Then ζ has covariance matrix Σ. In particular, when η and v are two independent Normal random
vectors, ζ in (2.1) is a Normal random vector with covariance matrix Σ. On the other hand, if the
distribution of ζ is Normal, then the spectral decomposition of the covariance matrix Σ of ζ can
induce two uncorrelated random vectors η and v such that (2.1) holds.
Model (2.1) can also be interpreted as a factor model or a generalized linear mixed model, where
η encodes the factors or random effects. Further, the models in Leek and Storey (2008), Friguet
et al. (2009) and Fan et al. (2012) can essentially be written as (2.1), and their methods can be
regarded as being conditional on η.
4
2.1 Multiple testing based on marginal observations
Recall ζ has mean µ = (µ1, . . . , µm)
T . Consider multiple testing the ith null hypothesis Hi0 : µi = 0
versus Hi1 : µi 6= 0 for all 1 ≤ i ≤ m. Let Q0,m be the set of indices of the true null hypotheses whose
cardinality |Q0,m| is m0, Q1,m that for the false null hypotheses, and pi0,m = m−1m0 denote the
proportion of true null hypotheses. Given an observation ζ = (ζ1, . . . , ζm)
T , define pi = 1−Fi (ζi) as
the one-sided p-value and pi = 2Fi (− |ζi|) as the two-sided p-value for ζi, where Fi is the cumulative
distribution function (CDF) of ζi when µi = 0. We refer to these p-values as “marginal p-values”.
Consider the marginal MTP with a rejection threshold t ∈ [0, 1] that rejects Hi0 if and only
if (iff) pi ≤ t. Then it induces Rm (t) =
∑m
i=1 1{pi≤t} as the number of rejections and Vm (t) =∑
i∈Q0,m 1{pi≤t} as the number of false discoveries, where 1A is the indicator of a set A. Further,
the FDP and FDR of the MTP are respectively
FDPm (t) =
Vm (t)
Rm (t) ∨ 1 and FDRm (t) = E [FDPm (t)] , (2.2)
where a∨b = max {a, b} and E denotes expectation with respect to P. When the number m of tests
to conduct is large, we aim to control the FDR of the MTP at a given level α ∈ (0, 1) by choosing
an appropriate t or to estimate the FDP or FDR of the MTP at a given threshold t.
2.2 Conditional multiple testing and principal covariance structure
When Σ encodes strong dependence among the components ζi of the random vector ζ, it is usually
hard to well estimate the FDP or FDR of the marginal MTP. However, η encodes factors or mixed
effects associated with ζ and contributes Ση to the covariance structure Σ of ζ. So, when η
represents a dominant part of dependence among the ζi’s, the conditional p-values {pi|η}mi=1 have
a much weaker dependence structure, and a conditional MTP that assesses which µi’s are 0 based
on {pi|η}mi=1 may have a more stable FDP and provide valuable information on the FDP and FDR
of the marginal MTP; see Section 2.3 for a discussion. Specifically, with a rejection threshold
t ∈ [0, 1], the conditional MTP rejects Hi0 : µi = 0 iff (pi|ηi) ≤ t, i.e., it rejects Hi0 iff the p-value pi
conditional on ηi is no larger than t. This strategy has been taken by Friguet et al. (2009) and Fan
et al. (2012) to study the performance of the marginal MTP related to the Normal means problem,
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and will be referred to as the “conditional MTP”.
In contrast to the previous conditional MTP, another conditional MTP can be defined as follows.
First, conditional on η, compute the one-sided p-value p˜i = 1 − F˜i (ζi − ηi) or two-sided p-value
p˜i = 2F˜i (−|ζi − ηi|), where F˜i is the CDF of ζi − ηi when µi = 0. Then, with a rejection threshold
t ∈ [0, 1], reject Hi0 : µi = 0 iff p˜i ≤ t. This approach has also been taken by Friguet et al.
(2009) under the name of “factor-adjusted MTP” and by Fan et al. (2012) “dependence-adjusted
procedure” as an adaptive MTP, and will be referred to as the “adjusted conditional MTP”. We
will analyze the conditional MTP in the main text and the adjusted conditional MTP in the
supplementary material.
For the conditional MTP, let Xi = 1{pi≤t|η} be the indicator of whether the marginal p-value
pi conditional on η is no larger than t. Then Xi = 1{pi≤t|ηi}. In other words, for the conditional
MTP, Xi is the indicator of whether Hi0 is rejected conditional on η. We call {Xi}mi=1 the “sequence
of conditional rejections”. The conditional MTP induces the following quantities: the number of
conditional rejections Rm (t|η) =
∑m
i=1Xi, the number of conditional false discoveries Vm (t|η) =∑
i∈Q0,m Xi, the conditional FDP
FDPm (t|η) = Vm (t|η)
Rm (t|η) ∨ 1 ,
and conditional FDR FDRm (t|η) = Ev [FDPm (t|η)]. Here a random vector as a subscript of the
expectation E denotes the expectation with respect to the distribution of the random vector.
Now the key question is: how much dependence among the ζi’s should η account for in the
decomposition ζ = µ + η + v, so that the conditional FDP is well concentrated around its expec-
tation, the conditional FDR? To quantify this, we introduce the concept of “principal covariance
structure”. For a matrix A and q > 0, let ‖A‖q =
(∑
i,j |A (i, j)|q
)1/q
. Define the “covariance
partition index (CPI)” for ζ in model (2.1) as $m = m
−2 ‖Σv‖1. When the CPI $m is small, η
captures the major part of the covariance dependence for ζ and v has less dependent components.
In other words, when $m is small, the conditional FDP may concentrate around its expectation.
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When $m is suitably small such that
$m = m
−2 ‖Σv‖1 = O
(
m−δ
)
(2.3)
for some δ > 0, where O (·) denotes Landau’s big O notation, we say that ζ in (2.1) has a “principal
covariance structure (PCS)”. Further, we call η the “principal vector” and v the “minor vector”.
We remark that $m measures the relative magnitude of ‖Σv‖1 to m2. So, in the definition
of PCS in (2.3), $m asymptotically proportional to m
−δ and decreasing should be interpreted
as “the speed of increase of ‖Σv‖1 is slower in order than m2”. In other words, the absolute
covariances among components of the minor vector v accumulate at a rate slower than the square
of its dimension.
2.3 Connection between PCS, SLLN and estimating FDP and FDR
Since v and η are defined on (Ω,F ,P), we write v as v (ω) and η as η (ω) for ω ∈ Ω when
needed. Accordingly, the marginal quantities Rm (t) and FDPm (t) are identified respectively as
Rm (t,v (ω) ,η (ω)) and FDPm (t,v (ω) ,η (ω)). Further, Xi is identified as Xi (t,v (ω) |η (ω)), so
are the identificationsRm (t|η) = Rm (t,v (ω) |η (ω)), Vm (t|η) = Vm (t,v (ω) |η (ω)) and FDPm (t|η) =
FDPm (t,v (ω) |η (ω)).
Intuitively, the more concentrated Rm (t| η) and Vm (t|η) are around their expectations, the
more stable the conditional FDP is. For notational simplicity, we will denote by X cr∞ the sequence of
conditional rejections {Xi : 1 ≤ i ≤ m} ,m ≥ 1. In Section 3 and Appendix C of the supplementary
material, we will show that, for the Normal means problem under dependence, ζ having a PCS,
i.e., m−2 ‖Σv‖1 = O
(
m−δ
)
, is almost sufficient and necessary for X cr∞ to satisfy a SLLN in the
sense that
P
({
ω ∈ Ω : lim
m→∞m
−1 |Rm (t,v (ω) |η (ω))− Ev [Rm (t,v (ω) |η (ω))]| = 0
})
= 1. (2.4)
Under the same conditions and by the same techniques in Section 3, we will also show that the
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SLLN holds for the sequence of false conditional rejections {Xi : i ∈ Q0,∞} in the sense that
P
({
ω ∈ Ω : lim
m→∞m
−1 |Vm (t,v (ω) |η (ω))− Ev [Vm (t,v (ω) |η (ω))]| = 0
})
= 1. (2.5)
From these, we have:
Lemma 2.1. The validity of (2.4), (2.5) and
P
({
ω ∈ Ω : lim inf
m→∞ m
−1Rm (t,v (ω) |η (ω)) > 0
})
= 1 (2.6)
implies
P
({
ω ∈ Ω : lim
m→∞ |FDPm (t,v (ω) |η (ω))− Ev [FDPm (t,v (ω) |η (ω))]| = 0
})
= 1. (2.7)
However, (2.7) does not imply
P
({
ω ∈ Ω : lim
m→∞ |FDPm (t,v (ω) |η (ω))− FDPm (t,v (ω) ,η (ω))| = 0
})
= 1 (2.8)
unless Rm (t) is not a function of v a.s. or η (ω) is a constant a.s.
Proof. To obtain (2.7), we apply the dominated convergence theorem and the continuous mapping
theorem. When (2.4) holds, Rm (t,v (ω) |η) asymptotically is only a function of η a.s. Therefore,
P ({ω ∈ Ω : |Rm (t,v (ω) |η (ω))−Rm (t,v (ω) ,η (ω))| = 0}) < 1
unless Rm (t,v (ω) ,η (ω)) is not a function of v (ω) a.s. or η (ω) is a constant a.s., i.e., the second
claim of the lemma holds. This completes the proof.
Lemma 2.1 implies that, when the SLLN holds for X cr∞ and there is a positive proportion
of conditional rejections, the difference between the conditional FDP and its expectation, the
conditional FDR, converges to zero a.s. This further implies that
FDRm (t) =
∫
Ω
FDPm (t|η (ω))P (dη (ω)) , (2.9)
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i.e., the FDR of the marginal MTP can be estimated arbitrarily well by a Monte Carlo integration
of the conditional FDP based on a random sample {ηi}Ni=1 of the major vector η as m,N → ∞.
However, Lemma 2.1 also reveals that, even if the SLLN holds for the conditional FDP, the FDP of
the marginal MTP cannot be estimated arbitrarily well by the conditional FDP unless the former
does not depend on the minor vector or the major vector a.s.
In the ideal case where η (ω) = 0 a.s., i.e., ζ = µ+ v a.s., (2.4) and (2.5) are simply the SLLN
for {Rm (t)}m≥1 and {Vm (t)}m≥1 associated with the marginal MTP. Further, (2.7) in Lemma 2.1
is just the SLLN for {FDPm (t)}m≥1, i.e.,
P
{
ω ∈ Ω : lim
m→∞ |FDPm (t)− E [FDPm (t)]|
}
= 1;
see Section 3.4 for details on when this ideal case can be achieved. In this case, there is no need for
a conditional MTP in order to adjust for dependence or to probe into the behavior of the marginal
MTP.
Let η˜ denote a value assumed by η. When
P
({
ω ∈ Ω : lim
m→∞m
−1 |Rm (t,v (ω) |η˜)− Ev [Rm (t,v (ω) |η˜)]| = 0
})
= 1 (2.10)
for η˜ in the set Qt = {η (ω) : ω ∈ Dt} where Dt ∈ F with 0 < P (Dt) < 1, we say that “a partial
SLLN holds for X cr∞ on Dt”. In this case, we may only have
P
({
ω ∈ Ω : lim
m→∞ |FDPm (t,v (ω) |η˜)− Ev [FDPm (t,v (ω) |η˜)]| = 0
})
= 1 (2.11)
for each η˜ ∈ Qt. Namely, the conditional FDP can be far from its expectation for some realizations
of the major vector η. In this case, we can define the “incomplete FDR” as
iFDRm (t) =
∫
Dt
FDPm (t|η (ω))P (dη (ω)) , (2.12)
and the incomplete FDR is usually smaller than the FDR of the marginal MTP. Further, the
deficiency dFDRm (t), defined as dFDRm (t) = FDRm (t)−iFDRm (t), quantifies the loss in accuracy
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when estimating the FDR of the marginal MTP by the incomplete FDR.
We remark that a SLLN (or a partial SLLN) respectively for Rm (t|η) and Vm (t|η), together
with some conditions on their limiting behavior and an application of the continuous mapping
theorem and the dominated convergence theorem, can easily lead to a SLLN (or a partial SLLN)
for a continuous functional of Rm (t|η) and Vm (t|η). For example, this may be achieved for the
“realized false non-discovery rate”, defined in Genovese and Wasserman (2002) as the proportion
of accepted false null hypotheses among all accepted hypotheses. However, we will not elaborate
along this line here.
3 A SLLN for Normal means problem under dependence
In this section, we deal with the Normal means problem under dependence in the framework laid
out in Section 2. First, we will give in Lemma 3.2 the exact formula for the variance of the average
number of conditional rejections m−1Rm (t|η) and in Proposition 3.1 an upper bound for this
variance. Then we will provide sets of sufficient conditions under which the SLLN holds for the
sequence of conditional rejections X cr∞; see Corollary 3.1, Corollary 3.2 and Corollary 3.3. We will
also show in Section 3.4 the SLLN for the sequence of conditional false rejections and the sequences
of rejections and FDP of the marginal MTP. Examples in Appendix C of the supplementary material
will show that ζ having a PCS is almost sufficient to ensure the SLLN.
Let Nm (a,C) denote the Normal distribution (and its density) with mean a ∈ Rm and covari-
ance matrix C. Suppose η ∼ Nm (0,Ση) and v ∼ Nm (0,Σv) and that η and v are indepen-
dent. Then setting ζ = µ + η + v gives ζ ∼ Nm (µ,Σ) with Σ = Ση + Σv. On the other
hand, for ζ ∼ Nm (µ,Σ), using the spectral decomposition of Σ, we can construct uncorrelated
η ∼ Nm (0,Ση) and v ∼ Nm (0,Σv) such that ζ = µ+η+ v and Σ = Ση + Σv. Write Σ = (σ˜ij),
let Φ be the CDF of N1 (0, 1), and denote the standard deviation and variance of vi by σi,m and
σ2i,m. Throughout the rest of the article, Σ is not necessarily a correlation matrix or invertible but
we will exclude the trivial situation where the variance σ˜ii of ζi is 0 for some 1 ≤ i ≤ m.
For the conditional MTP, the marginal p-values are pi = 1−Φ
(
σ˜
−1/2
ii ζi
)
or pi = 2Φ
(
−σ˜−1/2ii |ζi|
)
.
We will analyze the conditional MTP in the main text but deal with the adjusted conditional MTP
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in Appendix E in the supplementary material since the conditions and techniques to derive a
(partial) SLLN for the sequence of rejections or false rejections for these procedures are almost
identical.
3.1 Hermite polynomial and Mehler expansion
We state some basic facts on Hermite polynomials and Mehler expansion, which will be used in the
proofs of our key results. Let φ (x) = (2pi)−1/2 exp
(−x2/2), i.e., φ is the standard Normal density,
and fρ be the density of standard bivariate Normal random vector with correlation ρ ∈ (−1, 1),
i.e.,
fρ (x, y) =
1
2pi
√
1− ρ2 exp
(
−x
2 + y2 − 2ρxy
2 (1− ρ2)
)
.
Let
Hn (x) = (−1)n 1
φ (x)
dn
dxn
φ (x)
be the nth Hermite polynomial; see Feller (1971) for such a definition of Hn. Then Mehler’s
expansion in Mehler (1866) implies
fρ (x, y) =
[
1 +
∞∑
n=1
ρn
n!
Hn (x)Hn (y)
]
φ (x)φ (y) . (3.1)
By Watson (1933), the series on the right hand side of (3.1) as a trivariate function of (x, y, ρ) is
uniformly convergent on each compact set of R× R× (−1, 1).
We now provide a very important bound on these polynomials:
Lemma 3.1. For the Hermite polynomials Hn(·), there is some constant K0 > 0 independent of n
such that ∣∣∣e−y2/2Hn (y)∣∣∣ ≤ K0√n!n−1/12e−y2/4 for any y ∈ R. (3.2)
3.2 Variance of the average number of conditional rejections
Let V· with a subscript denote the variance with respect to the distribution of the random vector in
the subscript, and so do the subscript in the covariance operator cov·. Recall the one-sided p-value
pi = 1 − Φ
(
σ˜
−1/2
ii ζi
)
, two-sided p-value pi = 2Φ
(
−σ˜−1/2ii |ζi|
)
, Xi = 1{pi≤t|η} and Rm (t|η) =
11
∑m
i=1Xi. To derive a formula for the variance Vv
[
m−1Rm (t|η)
]
for m−1Rm (t|η), we introduce
some notations. For a one-sided p-value pi, define t˜ = σ˜
1/2
ii Φ
−1 (1− t), r1,i = t˜− µi − ηi and r2,i =
−∞; for a two-sided p-value pi, define t˜ = −σ˜1/2ii Φ−1
(
2−1t
)
, r1,i = t˜−µi−ηi and r2,i = −t˜−µi−ηi.
Further, set cl,i = σ
−1
i,mrl,i for l = 1, 2, let ρij be the correlation between vi and vj for i 6= j, and
define  E1,m = {(i, j) : 1 ≤ i, j ≤ m, i 6= j, |ρij | < 1} ,E2,m = {(i, j) : 1 ≤ i, j ≤ m, i 6= j, |ρij | = 1} . (3.3)
Namely, E2,m records pairs (vi, vj) with i 6= j such that vi and vj are linearly dependent a.s.
Lemma 3.2. Set
I1 = m
−2
m∑
i=1
Vv [Xi] +m−2
∑
(i,j)∈E2,m
covv (Xi, Xj) (3.4)
and dn (c, c
′) = Hn (c)φ (c)−Hn (c′)φ (c′) for c, c′ ∈ R. Then
Vv
[
m−1Rm (t|η)
]
= I1 +m
−2 ∑
(i,j)∈E1,m
∞∑
n=1
ρnij
n!
Hn−1 (c1,i)Hn−1 (c1,j)φ (c1,i)φ (c1,j) (3.5)
for one-sided p-values, and
Vv
[
m−1Rm (t|η)
]
= I1 +m
−2 ∑
(i,j)∈E1,m
∞∑
n=1
ρnij
n!
dn−1 (c1,i, c2,i) dn−1 (c1,j , c2,j) (3.6)
for two-sided p-values.
Proof. Expand Vv
[
m−1Rm (t|η)
]
into summands involving integrals, use Mehler’s expansion in
Section 3.1 for ρij with (i, j) ∈ E1,m for the integrands in the double integrals, and observe
Hn−1 (x)φ (x) =
∫ x
−∞Hn (y)φ (y) dy for x ∈ R, we get the results. This completes the proof.
Lemma 3.2 gives the exact value for the variance of m−1Rm (t|η). In case the SLLN for X cr∞
fails, Lemma 3.2 can be used, e.g., in combination with Markov inequality, to give a bound on the
deviation of Rm (t|η) from its mean Ev [Rm (t|η)] for any m ≥ 1.
To obtain bounds on the variance Vv
[
m−1Rm (t|η)
]
, we introduce sets that describe different
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behavior of the ηi’s or vi’s. Define
E0 =
{
i ∈ N : σi,m > 0 for any m but lim inf
m→∞ σi,m = 0
}
(3.7)
and set E0,m = E0 ∩ {1, . . . ,m}, i.e., E0,m contains i such that the standard deviation σi,m of vi
can be arbitrarily small as m→∞. Further, define
Gm,η (t, εm) =
⋃
i∈E0,m
{ω ∈ Ω : min {|r1,i| , |r2,i|} < εm} (3.8)
for some εm > 0 (be determined later) such that limm→∞ εm = 0. Namely, Gm,η (t, εm) contains
ηi that is within distance εm from ±t˜− µi and whose variance ω2i,m is arbitrarily close to that of ζi
as m→∞. Note that Gm,η (t, εm) = ∅ when E0 = ∅ and that the Cartesian product E0,m×E0,m
contains distinct i and j for which the covariance
covv (Xi, Xj) = Ev [XiXj ]− Ev [Xi]Ev [Xj ]
may inflate the order of Vv
[
m−1Rm (t|η)
]
.
Proposition 3.1. Suppose for some δ > 0
m−2 ‖Σv‖1 = O
(
m−δ
)
and |E2,m| = O
(
m2−δ
)
. (3.9)
Let
σ0 = lim inf
m→∞ min {σi,m : σi,m 6= 0, 1 ≤ i ≤ m} (3.10)
and Dm,η (t, εm) = Ω \Gm,η (t, εm). If σ0 > 0, then
Vv
[
m−1Rm (t,v (ω) |η (ω))
]
= O
(
m−min{δ,1}
)
; (3.11)
otherwise, for each η˜ ∈ Qm,η = {η (ω) : ω ∈ Dm,η (t, εm)},
Vv
[
m−1Rm (t,v (ω) |η˜)
]
= O
(
ε−2m m
−min{δ,1}
)
. (3.12)
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Proposition 3.1 implies that, when there are not excessively many linearly dependent pairs
(vi, vj), i 6= j and ζ has a PCS, Vv
[
m−1Rm (t|η)
]
is of order m−δ when the limit σ0 of the minimum
of the nonzero standard deviations σi,m for the vi’s is positive, whereas Vv
[
m−1Rm (t,v (ω) |η˜)
]
is
of order m−δε−2m for η˜ ∈ Qm,η = {η (ω) : ω ∈ Dm,η (t, εm)} if σ0 = 0. In the latter case, a partial
SLLN for X cr∞ may hold as alluded in Section 2.3 and to be shown by Corollary 3.3. We suspect
that the bounds given in Proposition 3.1 on the variance Vv
[
m−1Rm (t|η)
]
cannot be improved
much due to the tightness of the upper bound on Hermite polynomials given in (3.2).
3.3 SLLN for the sequence of conditional rejections
Using Lemma 3.2 and the bounds provided in Proposition 3.1, we provide sets of sufficient conditions
under a PCS, in the order of how restrictive they are, under which the SLLN holds for the sequence
of conditional rejections X cr∞. These conditions show that the Normal random vector ζ having a
PCS is almost sufficient for such a SLLN to hold. The main result we rely on to prove the SLLN
is quoted as follows:
Lemma 3.3 (Lyons, 1988). Let {χn}∞n=1 be a sequence of zero mean, real-valued random variables
such that E
[
|χn|2
]
≤ 1. Set QN = N−1
∑N
n=1 χn. If |χn| ≤ 1 a.s. and
∑∞
N=1
N−1E
[
|QN |2
]
<∞, (3.13)
then limN→∞QN = 0 a.s.
Remark 3.1. A sequence {χn}∞n=1 that satisfies (3.13) is called “weakly dependent”. A sufficient
condition for the SLLN to hold for {χn}∞n=1 is E
[
|Qm|2
]
= O
(
m−δ
)
for some δ > 0, which implies
(3.13).
Recall ζ = µ+η+ v. As a corollary to Lemma 3.2, the following result ensures that the SLLN
holds for X cr∞ under potentially the simplest but strongest condition on the covariance structure of
ζ in terms of PCS.
Corollary 3.1. Let Rv = (ρij) be the correlation matrix of v. If
m−2 ‖Rv‖1 = O
(
m−δ
)
for some δ > 0, (3.14)
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then the SLLN holds for X cr∞.
Proof. Let C > 0 be a generic constant that can assume different (and appropriate) values at
different occurrences. Clearly,
m−2
∑
(i,j)∈E2,m
|covv (Xi, Xj)| ≤ 4m−2
∑
(i,j)∈E2,m
|ρij | = 4m−2 |E2,m| .
From (3.2), we see that (3.5) and (3.6) in Lemma 3.2 satisfy
Vv
[
m−1Rm (t|η)
] ≤ 4m−1 + 4m−2 ∑
(i,j)∈E2,m
|ρij |+m−2
∑
(i,j)∈E1,m
|ρij |
∞∑
n=1
n−7/6
≤ Cm−min{δ,1}.
Since the upper bound for Vv
[
m−1Rm (t|η)
]
is independent of η, the conclusion follows from
Lemma 3.3. This completes the proof.
Remark 3.2. Condition (3.14), i.e., m−2 ‖Rv‖1 = O
(
m−δ
)
, is on the correlations between com-
ponents vi of the minor vector v, whereas condition (2.3), i.e., m
−2 ‖Σv‖1 = O
(
m−δ
)
, is on the
covariances between the vi’s. Condition (3.14) excludes cases for which the covariance matrix of
v has a small magnitude but the correlations among components of v are still strong enough to
invalidate the SLLN for X cr∞.
Recall the set E2,m defined in (3.3). The following corollary from Proposition 3.1 ensures that
the SLLN holds under weaker conditions than those in Corollary 3.1.
Corollary 3.2. Assume (3.9), i.e., m−2 ‖Σv‖1 = O
(
m−δ
)
and |E2,m| = O
(
m2−δ
)
for some δ > 0.
If σ0 in (3.10), i.e., σ0 = lim infm→∞min {σi,m : σi,m 6= 0, 1 ≤ i ≤ m}, is positive, then the SLLN
holds for X cr∞.
Proof. Under the hypotheses, (3.11) holds, i.e., Vv
[
m−1Rm (t|η)
] ≤ Cm−min{δ,1}, for which the
upper bound is independent of η. Hence, by Lemma 3.3, the desired SLLN holds. This completes
the proof.
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Remark 3.3. When σ0 > 0, a PCS for ζ ensures that the correlations among components vi of the
minor vector v are weak. When (3.9) holds, there will not be excessively many linearly dependent
pairs (vi, vj) , i 6= j among the vi’s. So, the conditions in Corollary 3.2 have the same spirit as
condition (3.14) and ensure the SLLN for X cr∞.
We point out that in general not all conditions in Corollary 3.2 are satisfied since σ0 in (3.10)
equal to 0 does happen; see the examples in Appendix D of the supplementary material. Appendix C
of the supplementary material also contains an example constructed using Hadamard matrices for
which all hypotheses of Corollary 3.2 are satisfied. Our next result shows that a PCS alone is
usually only enough to induce a partial SLLN.
Corollary 3.3. Assume (3.9), i.e., m−2 ‖Σv‖1 = O
(
m−δ
)
and |E2,m| = O
(
m2−δ
)
. Set εm = m
−δ1
for any δ1 ∈
(
0,min
{
2−1δ, 2−1
})
and
Gt =
⋃
m≥1 {ω ∈ Ω : i ∈ E0,m,min {|r1,i| , |r2,i|} < εm} . (3.15)
Then
P
({
ω ∈ Ω : lim
m→∞m
−1 |Rm (t,v (ω) |η˜)− Ev [Rm (t,v (ω) |η˜)]| = 0
})
= 1 (3.16)
for each η˜ ∈ Qt = {η (ω) : ω /∈ Gt}. Namely, a partial SLLN holds for X cr∞ on Ω \Gt.
Corollary 3.3 implies that ζ having a PCS alone is usually only enough to induce a partial
SLLN for X cr∞ on the complement of Gt. Usually, Gt has small but not necessarily zero probability.
If P (Gt) = 0 in Corollary 3.3, then SLLN holds for X cr∞. However, a tight bound on P (Gt) is very
hard to obtain since P (Gt) is a function of both the mean vector µ of ζ and the major vector η in
the PCS and the distribution of η may be singular with respect to the Lebesgue measure.
3.4 SLLNs for conditional false rejections and for marginal rejections
In this subsection, we briefly discuss when a (partial) SLLN hold for the sequence of conditional
false rejections {Vm (t|η)}m≥1, the sequence of rejections {Rm (t)}m≥1, and the sequence of false
rejections {Vm (t)}m≥1 (all defined in Section 2). However, we omit presenting detailed proofs for
most claims to be made next since they follow almost identical arguments that lead to a (partial)
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SLLN for {Rm (t|η)}m≥1 and Lemma 2.1.
Firstly, the variance Vv
[
m−1Vm (t|η)
]
can be obtained by removing from the formula for
Vv
[
m−1Rm (t|η)
]
provided in Lemma 3.2 summands whose indices are not in the set Q0,m =
{1 ≤ i ≤ m : µi = 0} .
Secondly, in each of Proposition 3.1, Corollary 3.1, Corollary 3.2 and Corollary 3.3, if we
keep the conditions but replace Rm (t|η) by Vm (t|η), then the conclusions hold for {Vm (t|η)}m≥1.
This is because (i) the summands that make up the variance Vv
[
m−1Vm (t|η)
]
form a subset of
those that make up the variance Vv
[
m−1Rm (t|η)
]
and (ii) the bound on Vv
[
m−1Rm (t|η)
]
is
obtained by summing an upper bound on the absolute value of each summand in the decomposi-
tion of Vv
[
m−1Rm (t|η)
]
. In other words, the bounds on Vv
[
m−1Rm (t|η)
]
are also bounds on
Vv
[
m−1Rm (t|η)
]
, and so a (partial) SLLN hold for {Vm (t|η)}m≥1 under the same conditions.
Thirdly, suppose η is zero a.s., which implies Ση = 0, Σ = Σv and ζ = µ + v a.s., then he
conditional MTP is the marginal MTP. In this case, the set Gm,η (t, εm) defined in (3.8) changes
into
Gm (t, εm) =
⋃
i∈E0,m
{µi, σ˜ii : min {|r1,i| , |r2,i|} < εm} , (3.17)
where σ˜ii is the standard deviation of ζi and rij ’s are defined in the beginning of Section 3.2.
Namely, Gm (t, εm) restricts the joint behavior of the mean vector µ = (µ1, . . . , µm)
T and the
vector of standard deviations σ = (σ˜11, · · · , σ˜mm)T of the Normal random vector ζ.
In the rest of this subsection, we assume η = 0 a.s. Accordingly, Proposition 3.1 changes into:
Proposition 3.2. Assume η = 0 a.s. Suppose for some δ > 0, m−2 ‖Σv‖1 = O
(
m−δ
)
and
|E2,m| = O
(
m2−δ
)
. Let σ0 = lim infm→∞min {σi,m : σi,m 6= 0, 1 ≤ i ≤ m}. If σ0 > 0, then
V
[
m−1Rm (t)
]
= O
(
m−min{δ,1}
)
; (3.18)
otherwise, for each pair (µ,σ) /∈ Gm (t, εm),
V
[
m−1Rm (t)
]
= O
(
ε−2m m
−min{δ,1}
)
. (3.19)
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In addition, the set Gt defined in (3.15) changes into
Gt =
⋃
m≥1 {µi, σ˜ii : i ∈ E0,m,min {|r1,i| , |r2,i|} < εm} , (3.20)
and Corollary 3.3 into:
Corollary 3.4. Suppose η = 0 a.s. Assume m−2 ‖Σv‖1 = O
(
m−δ
)
and |E2,m| = O
(
m2−δ
)
for
some δ > 0. Set εm = m
−δ1 for any δ1 ∈
(
0,min
{
2−1δ, 2−1
})
. Then for each pair (µ,σ) /∈ G (t)
P
({
ω ∈ Ω : lim
m→∞m
−1 |Rm (t)− E [Rm (t)]| = 0
})
= 1. (3.21)
In contrast, in each of Lemma 3.2, Corollary 3.1 and Corollary 3.2, the conclusions hold for
{Rm (t)}m≥1 under the same conditions therein. Further, in each of Lemma 3.2, Proposition 3.2,
Corollary 3.1, Corollary 3.2 and Corollary 3.4, the conclusions also hold for {Vm (t)}m≥1 under the
same conditions therein. Specifically, we have
Proposition 3.3. Assume ζ ∼ Nm (µ,Σ). If the correlation matrix R of ζ satisfies m−2 ‖R‖1 =
O
(
m−δ
)
for some δ > 0, then m−1 |Rm (t)− E [Rm (t)]| and m−1 |Vm (t)− E [Vm (t)]| converge to
0 a.s. as m → ∞. If further lim infm→∞m−1Rm (t) > 0 a.s., then |FDPm (t)− E [FDPm (t)]|
converges to 0 a.s. as m→∞.
The complete proof of this proposition is given in Section B.4 in the supplementary material.
In summary, we have identified conditions under which the sequence of rejections and that of
false rejections of the marginal MTP satisfy the SLLN. In particular, the condition m−2 ‖Σ‖1 =
O
(
m−δ
)
is almost necessary and sufficient for the SLLN to hold for these sequences, and the
condition m−2 ‖R‖1 = O
(
m−δ
)
ensures the SLLN for them. These conditions, combined with the
second claim in Proposition 3.3, provide via the SLLN a partial answer to characterizing the type of
dependence under which the FDP of the marginal MTP is highly concentrated around its FDR for
the Normal means problem under dependence. In the simulation study in Section 5, we will provide
an example for which components of ζ follow a moving average model and m−2 ‖R‖1 = O
(
m−1
)
.
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3.5 Guide on how to construct approximate factor models
From the statements of Corollary 3.1, Corollary 3.2 and Corollary 3.3, we see that ζ having a PCS,
i.e., m−2 ‖Σv‖1 = O
(
m−δ
)
for some δ > 0, is almost sufficient to ensure that the SLLN holds for
the sequence of conditional rejections X cr∞. In Appendix C of the supplementary material, we show
by an example that ζ having a PCS is almost necessary for such a SLLN to hold. However, to ensure
the SLLN for X cr∞, it is essentially needed that ζ has a PCS and the correlations among components
of the minor vector v be weak enough. In this respect, Corollary 3.1 and Corollary 3.2 provide
two ways to construct an approximate factor model ζ = µ + η + v where η encodes the factors,
such that the SLLN holds for X cr∞. However, the way in Corollary 3.1 is more restrictive than that
in Corollary 3.2. Finally, when the correlation matrix R of ζ satisfies m−2 ‖R‖1 = O
(
m−δ
)
for
some δ > 0, Proposition 3.3 shows that there is no need for the conditional MTP or the adjusted
conditional MTP and that the marginal MTP has well concentrated sequences of rejections and
FDP in terms of a SLLN.
4 Related work
We discuss the relationship between the concepts and conditions proposed in this article and Fan
et al. (2012), since the latter studies conditional multiple testing for the Normal means problem
under dependence when the covariance matrix of the Normal random vector is a correlation matrix.
4.1 Relationship between PCS and PFA
Principal covariance structure (PCS) is a broader concept than “principal factor approximation
(PFA)” proposed in Fan et al. (2012) since PCS can be defined for the additive model (2.1) but
PFA is for the case where the covariance matrix of the Normal random vector is a correlation matrix.
However, when ζ ∼ Nm (µ,Σ) and Σ is a correlation matrix, PCS can be directly realized by PFA
as follows. Let {λi,m}mi=1 be the descendingly ordered (in i) eigenvalues (counting multiplicity) of
Σ whose corresponding eigenvectors are γi = (γi1, ..., γim)
T for 1 ≤ i ≤ m. For some integer k
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between 1 and m, setting w = (w1, ..., wm)
T ∼ Nm (0, I),
η =
k∑
j=1
λ
1/2
j,mγjwj and v =
m∑
j=k+1
λ
1/2
j,mγjwj
gives (2.1), i.e., ζ = µ+η+v. Clearly, ω2i,m =
∑k
j=1 λj,mγ
2
ij is the variance of ηi and σ
2
i,m = 1−ω2i,m
that of vi.
Recall Σv = (qij)m×m is the covariance matrix of v and set
ϑm = m
−1 ‖Σv‖2 . (4.1)
Then ϑm = m
−1
√∑m
i=k+1 λ
2
i,m. Pick a δ ∈ (0, 1] and assume the existence of the smallest k =
k (δ,m) between 1 and m such that ϑm = O
(
m−δ
)
. Then the decomposition ζ = µ + η + v such
that ϑm = O
(
m−δ
)
is referred to as PFA in Fan et al. (2012). However, the inequality
m−2 ‖Σv‖1 ≤ m−1 ‖Σv‖2
implies m−2 ‖Σv‖1 = O
(
m−δ
)
, i.e., a PCS for ζ is realized by PFA when Σ is a correlation matrix.
4.2 Relationship between key conditions
Suppose Σ is a correlation matrix and that the decomposition ζ = µ + η + v is obtained by PFA
in Section 4.1. Then m−2 ‖Σv‖1 ≤ m−1 ‖Σv‖2 always holds. Recall Rv = (ρij) is the correlation
matrix of v. Since the variance σ2i,m of vi is bounded by 1, we have m
−2 ‖Σv‖22 ≤ m−2 ‖Σv‖1 and
m−2 ‖Rv‖1 ≥ m−2 ‖Σv‖1. Further, m−2 ‖Rv‖1 ≤ 1, with strict inequality unless each pair (vi, vj),
i 6= j are linearly dependent a.s. In summary, we have
m−2 ‖Σv‖22 ≤ m−2 ‖Σv‖1 ≤ min
{
m−2 ‖Rv‖1 ,m−1 ‖Σv‖2
}
. (4.2)
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Therefore, when Σ is a correlation matrix, ζ having a PCS realized by PFA, i.e., m−2 ‖Σv‖1 =
O
(
m−δ
)
, is weaker than the condition
m−1 ‖Σv‖2 = O
(
m−δ
)
(4.3)
proposed by Fan et al. (2012) and the condition (3.14), i.e., m−2 ‖Rv‖1 = O
(
m−δ
)
used in Corol-
lary 3.1.
Condition (3.14), i.e., m−2 ‖Rv‖1 = O
(
m−δ
)
, ensures the SLLN for X cr∞ regardless of if Σ is a
correlation matrix. However, condition (4.3), i.e., m−1 ‖Σv‖2 = O
(
m−δ
)
, is not strong enough to
ensure such a SLLN when Σ is a correlation matrix; see Chen and Doerge (2014) for a thorough
discussion on this. Instead, to ensure the SLLN for X cr∞, we need to control the “average size” of
all correlations between components vi of the minor vector v in the decomposition ζ = µ + η + v
in terms of the conditions given in Corollary 3.1 or Corollary 3.2.
As for m−1 ‖Σv‖2 and m−2 ‖Rv‖1, it is very hard to analytically determine which is bigger in
order to determine which among the corresponding conditions (4.3) and (3.14) is stronger. However,
our simulation results provide evidence (as Figure 5.2) that, given the same upper bound on these
two quantities, m−1 ‖Σv‖2 achieved by PFA is usually larger than m−2 ‖Rv‖1 achieved by PCS
with (3.14), suggesting that our condition (3.14) is stronger than (4.3) in Fan et al. (2012) for the
purpose of inducing a SLLN for the sequences of (conditional) rejections and false rejections.
5 Simulation study
We present a simulation study to verify that the SLLN holds for the sequence of conditional
rejections based on Corollary 3.1 and for the sequence of rejections based on Proposition 3.3. Recall
Rv is the correlation matrix of the minor vector v and that R is the correlation matrix of the Normal
random vector ζ. If for some δ > 0, either m−2 ‖Rv‖1 = O
(
m−δ
)
or m−2 ‖R‖1 = O
(
m−δ
)
, we
say that ζ has a “principal correlation structure”. In the simulation, PCS is achieved by making ζ
have a principal correlation structure; see details in Section 5.2.
We empirically assess the validity of SLLN for the sequence of (conditional) rejections by check-
ing the sample variance of the average number of (conditional) rejections obtained from a large
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number of i.i.d. experiments. If the sequence of sample variances indexed by the dimension m
of the Normal random vector displays a strong trend of converging to 0 as m becomes larger and
larger, we accept the validity of the SLLN; otherwise, we reject it. For example, if the sample
variance of m−1Rm (t|η) ,m ≥ 1 shows a strong trend of converging to 0 as m increases, we accept
that the SLLN holds for Rm (t|η) ,m ≥ 1.
The simulation design in given in Section 5.1. We set the rejection threshold t so thatm−1Rm (t|η)
is not constant for all independent repetitions of each simulation setting with a fixed combination
of dependence type, sparsity regime and value of m, and that it is not zero for a repetition of the
sequence of simulation settings with the same dependence type and sparsity regime but increasing
m. This helps prevent any spurious convergence to 0 of a sequence of sample variances indexed by
m due to its corresponding sequence of average numbers of (conditional) rejections being constant
(or 0 in particular). When we report the simulation results, we simply refer to “sample variance”
as “variance”.
5.1 Simulation design
Recall that ζ ∼ Nm (µ,Σ) with µ = (µ1, . . . , µm)T . We consider 7 values for m as 500, 1000, 2000,
4000, 6000, 8000 or 10000. In order to compare our method with PFA in Fan et al. (2012), we
set Σ = (σ˜ij) as a correlation matrix and consider 6 types of dependence structure encoded by
Σ. Recall m0 as the number of zero µi’s and set pi1,m = 1 −m0m−1 as the proportion of nonzero
µi’s. We consider 3 sparsity regimes, i.e., pi1,m = 0.05,m
−0.4 or m−0.7, corresponding to the dense,
moderately sparse, and very sparse regime (termed so as in Jin (2008)). The nonzero µi’s are
generated independently such that their absolute values |µi| are from the uniform distribution on
the compact interval [0.5, 3.5] but each µi has probability 0.5 to be negative or positive. Note that
the magnitudes of the nonzero µi’s are more varying than those simulated in Fan et al. (2012),
since one major target there was to have uniformly, relatively large nonzero |µi|’s in order to well
estimate the conditional FDR of the conditional MTP there.
The 6 types of correlation matrix Σ = (σ˜ij) are given below:
• “Autoregressive”: σ˜ij = ρ|i−j|1{i 6=j} with ρ = 0.7. This is the autocorrelation matrix of an
autoregressive model of order 1. Since m−2 ‖Σ‖1 = m−1
(
1 + 2ρ1−ρ
)
+ O
(
m−2
)
. Proposi-
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tion 3.3 implies that we can directly implement the marginal MTP and that the SLLN will
hold for the sequences of rejections.
• “Block Dependence”: Σ = diag
{
Σ(1),Σ(2),Σ(3),Σ(4)
}
, where the dimension of Σ(i) is ci for
i = 1, . . . , 4 and c1 = 0.1m, c2 = 0.2m, c3 = 0.3m and c4 = 0.4m. The first 2 blocks of Σ are
structured but the rest not, and Σ is a.s. singular. The blocks are generated as follows.
Σ(1) (i, j) = ρ1{i 6=j} with ρ = 0.7. Σ(2) = SST with
S =
(
−1
4
1c2 ,
1
5
1c2 ,−
1
8
1c2 ,
(
1−
√
0.118125Ic2
))
,
where 1s is a column vector of s one’s and Is the s× s identity matrix. In fact,
Σ(2) = 0.118125× 1c21Tc2 + (1− 0.118125)× Ic1
since (−1/4)2 + (1/5)2 + (−1/8)2 = 0.118125, and Σ(2) is the correlation matrix a Normal
vector with equally correlated components and the correlations are generated by 3 factors.
Note that the types of dependence encoded by Σ(1) and Σ(2) were also used in the simulation
study in Fan et al. (2012).
Σ(3) is the sample correlation matrix of a c3 × 20 matrix of i.i.d. Binomial random variables
with total number of trials 10 and probability of success 0.7. For finite m, Σ(3) is singular
and has 20 positive eigenvalues a.s. Σ(4) is the sample correlation matrix of a c4 × 0.01c4
matrix of i.i.d. standard Normal random variables. Σ(4) is unstructured and a.s. singular.
• “Equi-correlation”: σ˜ij = ρ1{i 6=j} with ρ = 0.7.
• “Fractional Gaussian”:
σ˜ij =
1
2
[
(|i− j|+ 1)2H − 2 |i− j|2H + (|i− j| − 1)2H
]
1{i 6=j}
where the Hurst index H = 0.9. This type of long-range dependence is pertain to fractional
Gaussian noise (FGN), the increment process of fractional Brownian motion, and has been
used to model fluid dynamics. From equation (2.13) on page 52 of Beran (1994) or identity
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(10) of Zunino et al. (2008), we obtain
lim
|i−j|→∞
σ˜ij
H (2H − 1) |i− j|2H−2 = 1
for 0 < H < 1. So, when H = 0.7 we have σ˜ij ∼ 0.72 |i− j|−0.2 for i 6= j.
• “Moving Average”: Σ is a banded matrix of bandwidth b = 0.5m, where σ˜ij =
∑b−|i−j|
l=1 blb|i−j|+l
with bi =
1√
b
when 0 < |i − j| < b. Namely, Σ is the autocorrelation matrix of a moving
average model of order 0.5m. The smallest off-diagonal nonzero entry of Σ is 2m−1, i.e., the
weakest correlation among two different components of the Normal random vector ζ is 2m−1.
• “Unstructured Covariance”: generate an m× 0.01m matrix B of i.i.d. observations from the
standard Normal random variable, and set Σ as the sample correlation matrix of B. Note
that Σ is unstructured and a.s. singular.
We briefly comment on the ranges of dependence represented by the 6 types of correlation matri-
ces. When 0 < ρ < 1, 0.5 < H < 1 and |i− j| is large, we have ρ|i−j| < 2m−1 < |i− j|2H−2 < ρ.
So, the ranges of dependencies, ordered from the shortest to the longest, are roughly Autoregres-
sive, Moving Average, Fractional Gaussian, Equi-correlation, Block Dependence and Unstructured
Covariance. However, the first 4 types of dependencies are all structured. Specifically, Equi-
correlation and Autoregressive are much more structured than Fractional Gaussian, and Moving
Average is the least structured. In contrast, the dependency encoded by Block Dependence or
Unstructured Covariance is not structured. The properties of the 6 types of dependence will help
compare the efficiency of how PFA and PCS construct the major and minor vectors; see Figure 5.1
for an illustration.
The simulation is implemented as follows:
1. Fix a combination of m, pi1,m and Σ, and set the upper bound for PCS and PFA as 0.5m
−0.4,
i.e., the covariance matrix Σvpfa of the minor vector vpfa obtained by PFA satisfiesm
−1 ∥∥Σvpfa∥∥2 ≤
0.5m−0.4, and the correlation matrix Rvpcs of the minor vector vpcs obtained by PCS satisfies
m−2
∥∥Rvpcs∥∥1 ≤ 0.5m−0.4.
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2. Generate µ and apply PCS and PFA to obtain the major vectors ηpcs and ηpfa respectively;
the implementation of PCS is given in Section 5.2 and that of PFA in Section 4.1.
3. Repeat the following 1500 times:
(a) Generate vpfa and vpcs such that ζpfa = µ+ηpfa + vpfa and ζpcs = µ+ηpcs + vpcs both
follow Nm (µ,Σ).
(b) Apply the conditional or adjusted conditional MTP to ζpfa conditional on ηpfa and
to ζpcs conditional on ηpcs respectively. The adjusted conditional MTP is defined in
Section 2.2.
4. Obtain the sample variance of the average number of (conditional) rejections.
5. Repeat the previous steps to exhaust all 126 combinations of m, pi1,m and Σ.
5.2 Implementation of PCS
We implement PCS under the hypotheses of Corollary 3.1 and Proposition 3.3 through the following
steps:
1. Obtain the spectral decomposition Σ =
∑m
i=1 λiγiγ
T
i , where λi, i = 1, . . . ,m, descendingly
ordered in i, are the eigenvalues of Σ and γi is the eigenvector associated with λi.
2. For each integer k between 0 and m − 1, let Q˜k =
∑m
i=k+1 λiγiγ
T
i and standardize Q˜k into
a correlation matrix Qk. Note that Qk can be singular. Pick δ > 0 and a small, positive
constant C0. Find k0, the smallest integer k between 0 and m− 1, such that
m−2 ‖Qk‖1 ≤ C0m−δ. (5.1)
3. There are three cases for k0: (i) if k0 does not exist, adjust C0 or δ so that k0 exists; (ii)
if k0 = 0, set η = 0 and v = ζ; in this case a conditional MTP is not needed; (iii) if
0 < k0 ≤ m − 1, set Σv =
∑m
i=k0+1
λiγiγ
T
i , Ση =
∑k0
i=1 λiγiγ
T
i , η ∼ Nm (0,Ση) and
v ∼ Nm (0,Σv), so that ζ = µ + η + v and Σ = Ση + Σv.
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In the simulation study, we set δ = 0.4 and C0 = 0.5 to demonstrate our convergence results
without requiring m to be extremely large since the largest value of m we have is 10000. In general,
the choice of δ and C0 does affect the performance of conditional multiple testing based on PCS,
for which smaller C0m
2−δ makes the average number of (conditional) rejections more concentrated
around its expectation.
Since, to determine k0 in Step 2 of the implementation of PCS, computing the correlation matrix
Qk for each k = 0, . . . ,m can take some computational time when m is very large, in the simulation,
we let k run through a nonlinear sequence of distinct numbers 1, 2, . . . , 10, k˜1, . . . , k˜l,m, where each
k˜i is the integer part of 10× qi for i = 1, . . . , l, q is a prespecified positive real number that controls
the length of the sequence, and l is the integer part of logq
(
10−1m
)
. Specifically, q = 1.01 is set
when m < 103, and q = 1.02 when 103 ≤ m ≤ 104. The first 10 consecutive numbers in the
sequence is to cover types of dependence where only a very smaller number of eigenvectors of the
covariance matrix of the Normal random vector is needed to construct the major vector to achieve
PCS. Better performance of PCS in terms of more concentrated average number of conditional
rejections may be obtained if we implement exactly Step 2.
5.3 Summary of simulation results
We first assess the efficiency of PCS and PFA in constructing the major vector η in terms of
“projection dimension”. The projection dimension χ (η) of η is the number of eigenvectors of
the covariance matrix Σ of ζ used to construct η. χ (η) for PCS and for PFA are given in Fig-
ure 5.1. PCS adaptively determines χ (η) according to the complexity of the dependence structure
encoded by Σ, i.e., a more structured dependency leads to a smaller projection dimension. For
example, for Autoregressive, Σ already has principal correlation structure. So, the conditional
MTP becomes the marginal MTP and χ (η) = 0. Further, among the other 3 types of structured
dependence, Equi-correlation is more structured than Fractional Gaussian, and Moving Average is
the least structured. Accordingly, χ (η) based on PCS is the largest for Moving Average, smaller
for Fractional Gaussian, and the smallest for Equi-correlation. In contrast, χ (η) based on PCS
for unstructured dependence such as Block Dependence and Unstructured Covariance is usually
larger than those for the structured dependencies. However, χ (η) based on PFA does not seem
26
Autoregressive Block Dependence
Equi−correlation Fractional Gaussian
Moving Average Unstructured Covariance
0
100
200
300
400
0
20
40
60
0.50
0.75
1.00
1.25
1.50
10
20
30
40
50
0
50
100
150
200
0
50
100
150
500 1000 2000 4000 6000 8000 10000 500 1000 2000 4000 6000 8000 10000
500 1000 2000 4000 6000 8000 10000 500 1000 2000 4000 6000 8000 10000
500 1000 2000 4000 6000 8000 10000 500 1000 2000 4000 6000 8000 10000
Dimension of Normal random vector
Pr
oje
cti
on
 di
me
ns
ion
 of
 m
ajo
r v
e
ct
or
Method PCS PFA
Figure 5.1: The projection dimension χ (η) of the major vector η for different types of dependence
as the dimension of the Normal random vector ζ changes. χ (η) is the number of eigenvectors of
the covariance matrix Σ of ζ used to construct η. PCS (denoted by triangle) adaptively determines
χ (η) according to the complexity of the dependence structure Σ, i.e., a more structured dependence
leads to a smaller projection dimension. In contrast, the projection dimension based on PFA
(denoted by square) may be excessive (see Fractional Gaussian and Autoregressive) or insufficient
(see Moving Average).
to adaptive to the complexity of dependence. For example, it may be excessive (see Fractional
Gaussian and Autoregressive) or insufficient (see Moving Average).
Secondly, we discuss the achieved norms of the minor vectors obtained by PCS and by PFA.
Recall that vpfa is the minor vector obtained by PFA with norm d
pfa
m = m−1
∥∥Σvpfa∥∥2 and that vpcs
is the minor vector obtained by PCS with norm dpcsm = m−2
∥∥Rvpcs∥∥1, both of which are subject
to upper bound 0.5m−0.4. Figure 5.2 displays dpfam and dpcsm for different types of dependence and
different values m of the dimension of ζ. For all simulation settings dpfam ≥ dpcsm , and for a majority
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Figure 5.2: The norms of the minor vectors obtained by PCS (denoted by triangle) and PFA
(denoted by square). We see that the norm of the minor vector obtained by PCS is no larger
and often much smaller than that obtained by PFA in all settings. This suggests that principal
correlation structure based on PCS is very likely a stronger condition than PFA in Fan et al. (2012)
in order to induce a SLLN for the sequence of rejections for the conditional MTP.
of the simulation settings, dpcsm is much smaller than d
pfa
m . This provides evidence that principal
correlation structure based on PCS is very likely a stronger condition than PFA in Fan et al. (2012)
for the purpose of inducing a SLLN for the sequence of rejections for the conditional MTP.
Finally, we compare convergence results of m−1Rm (t|η) ,m ≥ 1 based on PCS with principal
correlation structure to those based on PFA. For each simulated type of dependence, the sequence
of variances of m−1Rm (t|η) based on PCS shows a strong trend of convergence to 0 as m increases,
whereas that based on PFA does not necessarily; see Figure 5.3 for the adjusted conditional MTP
and Figure 5.4 for the conditional MTP, both in the dense regime. For PFA, the variance of
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Figure 5.3: Variance of the average number of conditional rejections m−1Rm (t|η) of the adjusted
conditional MTP under different types of dependence. For PCS (denoted by triangle) we see
a steady trend that the variances converge to 0 as m increase. However, for PFA (denoted by
square), as m increases, the variances do not necessarily show a trend of converging to 0 (see Block
Dependence or Unstructured Covariance), or they can show a trend of slow convergence to 0 (see
Moving Average).
m−1Rm (t|η) under Block Dependence or Unstructured Covariance is instable and inflated. A
major reason for this is the large number ϑ0 of almost linearly dependent pairs of components of
the minor vector obtained by PFA; see Table 5.1. We have pointed out in Chen and Doerge (2014)
that the variance of m−1Rm (t|η) based on PFA may be inflated when ϑ0 is large, and our simulation
has confirmed this. Moreover, the variance of m−1Rm (t|η) based on PFA may display a trend of
very slow convergence to 0 as m increase; see, e.g., Moving Average for the adjust conditional
MTP. This is mainly because PFA insufficiently determines the projection dimension of the major
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m Dependence ϑ0 λ0 κ0
2000 Block Dependence 4 800 0.00000100
4000 Block Dependence 1438800 1600 0.08992500
6000 Block Dependence 3238200 2400 0.08995000
6000 Unstructured Covariance 35982002 0 0.99950006
8000 Block Dependence 10236800 2400 0.15995000
8000 Unstructured Covariance 63976000 1 0.99962500
10000 Block Dependence 15988002 3000 0.15988002
10000 Unstructured Covariance 283908 0 0.00283908
Table 5.1: Properties of the minor vector v = (v1, · · · , vm)T obtained by PFA: the number ϑ0 of
distinct pairs (vi, vj) whose absolute correlations (“absolute correlation” is the absolute value of
correlation) are at least 0.99999 = 1 − 10−5, the number λ0 of components of v whose standard
deviations are no larger than 10−5, and the proportion κ0 = ϑ0/m2. We have pointed out in Chen
and Doerge (2014) that the variance of the average number of conditional rejections m−1Rm (t|η)
based on PFA may be inflated when κ0 or λ0 is large. This has been confirmed by the instability
of the variance of m−1Rm (t|η); see, e.g., the cases Block Dependence or Unstructured Covariance
in Figure 5.3.
vector as shown in Figure 5.1. Lastly, the variances based on PFA and PCS for Autoregressive
or Equi-correlation have the same profile, because for Autoregressive PCS uses more eigenvectors
to construct the major vector and for Equi-correlation both PCS and PFA use one eigenvector to
construct the major vector as shown in Figure 5.1.
We collect in Appendix A and Appendix F of the supplementary material the simulation results
for the variances of the sequence m−1Rm (t|η) ,m ≥ 1 for the conditional MTP and for the adjusted
conditional MTP based on PCS or PFA in the moderately sparse and very sparse regimes. For
these variances, we observe very similar behavior as those in the dense regime presented above.
6 Discussion
For the Normal means problem under dependence, we have shown that a SLLN holds for the
sequence of conditional rejections under different sets of sufficient conditions. These conditions
provide guidance on how to construct approximate factor models so that the SLLN holds, and
characterize when the sequences of rejections of the marginal MTP satisfy the SLLN. In particular,
we have shown that the Normal random vector having a principal covariance structure (PCS) is
almost sufficient and necessary for this purpose, and that it having a principal correlation structure
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Figure 5.4: Variance of the average number of conditional rejections m−1Rm (t|η) of the conditional
MTP under different types of dependence. For PCS (denoted by triangle) we see a steady trend
that the variances converge to 0 as m increase. However, for PFA (denoted by square), as m
increases, the variances do not necessarily show a clear trend of converging to 0 (see Unstructured
Covariance).
ensures the validity of such a SLLN. Several consequences of the validity or failure of the SLLN for
the sequence of conditional rejections have been presented.
We outline three related topics that are worthy of further investigation: (1) Identify all ζ ∼
Nm (µ,Σ) such that the SLLN fails for the sequence of conditional rejections for the Normal means
problem when ζ only has a PCS, i.e., m−2 ‖Σv‖1 = O
(
m−δ
)
for some δ > 0. This task is equivalent
to identifying necessary and sufficient conditions for such a SLLN to hold under PCS. (2) For the
Normal means problem with ζ ∼ Nm (µ,Σ), suppose an estimate Σˆ of Σ is obtained and a PCS is
obtained using the spectral decomposition of Σˆ, quantify how the accuracy of Σˆ affects the results
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provided in this work. If Σ is unstructured and the sample size is proportional to the dimensionality
of ζ when Σˆ is constructed, this task may involve random matrix theory in order to understand
the relationship between the eigen-structures of Σ and Σˆ and obtain approximate factor models
such that the SLLN holds. (3) Using the general framework laid out in Section 2, study for model
(2.1) the behavior of conditional multiple testing the means of components of ζ when ζ follows a
general distribution and has a PCS. This task first requires identifying families of high-dimensional
distributions that can be well approximated by or closed under convolution, and then studying the
covariance between two conditional p-values possibly via orthogonal polynomials as in the Normal
case.
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Supplementary material for “A strong law of large numbers related
to multiple testing Normal means”
Xiongzhi Chen∗ and Rebecca W. Doerge†
In Appendix A, we provide simulation results, not presented in the main text, on the SLLN
associated with the conditional MTP. In Appendix B, we provide proofs related to the variance of
the average number of conditional rejections, the associated SLLN, and the SLLN for the sequence
of rejections for the marginal MTP. In Appendix C, we provide examples to illustrate that the
Normal random vector having a principal covariance structure is almost necessary and sufficient for
the SLLN to hold for the sequence of conditional rejections. In Appendix D, we provide examples
to illustrate that principal covariance structure realized by principal factor approximation can have
different component speeds. We discuss in Appendix E the SLLN associated with the adjusted
conditional MTP, and provide in Appendix F simulation study results for this.
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A Simulation results for conditional MTP
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Figure A.1: Variance of the average number of conditional rejections m−1Rm (t|η) of the conditional
MTP in the moderately sparse regime. For PCS (denoted by triangle) we see a steady trend that the
variances converge to 0 as m increase. However, for PFA (denoted by square), as m increases, the
variances do not necessarily show a clear trend of converging to 0 (see Unstructured Covariance).
For PCS, the tiny tilt in the variance when m = 10000 for Fractional Gaussian may be attributed
to the fact that, for this setting, the upper bound we set on m−1 ‖Rv‖1 is not stringent enough to
induce fast convergence of the variances, where v is the minor vector obtained by PCS.
36
Autoregressive Block Dependence
Equi−correlation Fractional Gaussian
Moving Average Unstructured Covariance
0e+00
1e−05
2e−05
0e+00
1e−05
2e−05
3e−05
0e+00
1e−06
2e−06
3e−06
0e+00
1e−05
2e−05
0.00000
0.00025
0.00050
0.00075
0.00100
0.00125
0e+00
2e−07
4e−07
6e−07
500 1000 2000 4000 6000 8000 10000 500 1000 2000 4000 6000 8000 10000
500 1000 2000 4000 6000 8000 10000 500 1000 2000 4000 6000 8000 10000
500 1000 2000 4000 6000 8000 10000 500 1000 2000 4000 6000 8000 10000
Dimension of Normal random vector
Va
ria
nc
e 
of
 a
ve
ra
ge
 n
u
m
be
r o
f c
on
di
tio
na
l r
eje
cti
on
s
Method PCS PFA
0.03 0.06 0.09
Mean of average number of conditional rejections
Figure A.2: Variance of the average number of conditional rejections m−1Rm (t|η) of the conditional
MTP in the very sparse regime. For PCS (denoted by triangle) we see a steady trend that the
variances converge to 0 as m increase. However, for PFA (denoted by square), as m increases,
the variances do not necessarily show a clear trend of converging to 0 (see Moving Average or
Unstructured Covariance).
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B Proofs
Let C > 0 be a generic constant that can assume different (and appropriate) values at different
occurrences. We provide proofs to Lemma 3.1, Proposition 3.1 and Corollary 3.3.
B.1 Proof of Lemma 3.1
Recall the nth Hermite polynomial defined by Mehler (1866) and used in Section 3.1 in the main
text as
Hn (x) = (−1)n 1
φ (x)
dn
dxn
φ (x) (B.1)
where
φ (x) = (2pi)−1/2 exp
(−x2/2) .
We aim to prove (3.2), i.e., for some constant K0 > 0 independent of n,
∣∣∣e−x2/2Hn (x)∣∣∣ ≤ K0√n!n−1/12e−x2/4 for any x ∈ R.
In order to show this, we need to use contents from three sections of Szego¨ (1939): Section
1.81 on the Airy function, Section 1.71 on Bessel functions, and Section 8.91 on the asymptotic
properties of Laguerre and Hermite polynomials defined there slightly differently. We describe the
strategy of proof first, which has three consecutive parts:
Part 1: Show that the Airy function A (x) defined in Section 1.81 and appearing in identity
(8.91.10) on page 236 of Szego¨ (1939) is uniformly bounded, i.e.,
sup
x∈R
|A (x)| <∞. (B.2)
Part 2: The nth (physicists’) Hermite polynomial Hˆn (x) is defined by (5.5.3) on page 102 of
Szego¨ (1939) as
e−x
2
Hˆn (x) = (−1)n
(
d
dx
)n
e−x
2
. (B.3)
We will show the relationship
Hˆn (x) = 2
n/2Hn
(√
2x
)
(B.4)
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for any x ∈ R.
Part 3: The identity (8.91.10) on page 236 of Szego¨ (1939) on Hˆn (x) reads
max
x∈R
e−x
2/2
∣∣∣Hˆn (x)∣∣∣ ∼= (2nn!)1/2 21/431/2pi−3/4n−1/12 max
t∈R
A (t) , (B.5)
where the notation ∼=, defined in paragraph 6 of page 1 of Szego¨ (1939), means that the ratio
between the two sequences on both sides of ∼= converges to 1. Since we have already shown that
the Airy function A (x) is uniformly bounded, we see from (B.2) and (B.5) that
max
x∈R
e−x
2/2
∣∣∣Hˆn (x)∣∣∣ ≤ K (2nn!)1/2 n−1/12 (B.6)
for some finite, positive constant K independent of n. Clearly, (B.6) implies inequality (30) of Hille
(1926), i.e., ∣∣∣Hˆn (x)∣∣∣ ≤ K02n/2√n!n−1/12ex2/2 (B.7)
holds for some constant K0 > 0 independent of n.
Finally, plugging (B.4) into (B.7) gives
∣∣∣2n/2Hn (√2x)∣∣∣ ≤ K2n/2√n!n−1/12ex2/2,
which is equivalent to
|Hn (x)| ≤ K
√
n!n−1/12ex
2/4. (B.8)
Now multiple both sides of (B.8) by e−x2/2, we get exactly inequality (3.2) in the main text.
Now we provide details for Parts 1 and 2.
Step 1: Let us show that the Airy function A (x) defined in Section 1.81 (pages 18 and 19)
of Szego¨ (1939) is uniformly bounded in x ∈ R. The facts we will use to show this are contained
in Section 1.81 and Section 1.71 of Szego¨ (1939). So, when we state them we will not explicitly
mention the source Szego¨ (1939) every time. Modulo a constant factor, the Airy function A (x) is
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defined by (1.81.1) and (1.81.4), i.e.,
A (x) = k (x) + l (x) ,
where
k (x) =
pi
3
(x/3)1/2 J−1/2
(
2 (x/3)3/2
)
and
l (x) =
pi
3
(x/3)1/2 J1/2
(
2 (x/3)3/2
)
,
where J· (x) is the Bessel function of the first kind. From (1.81.5), i.e.,
A (x) ∼= 2−13−1/4pi1/2 |x|1/2 exp
{
−2 (|x| /3)1/2
}
as x→ −∞,
we see limx→−∞A (t) = 0.
By the identity (1.71.11) on page 16 in Section 1.71 for the asymptotic order of Bessel functions
of the first kind as x→ +∞, i.e.,
Jα (z) = O
(
z−1/2
)
as z → +∞
for any real α, we see that
|A (x)| ≤ Cpix1/2
(
x3/2
)−1/2
= Cpix−1/4
as x → +∞. Therefore, limx→+∞ |A (t)| = 0. However, we already have limx→−∞A (t) = 0 and
A (x) is continuously differentiable in x for all x ∈ R. Thus, (B.2) holds, i.e., A (x) is uniformly
bounded in x for x ∈ R.
Step 2: Recall
Hˆn (x) = (−1)n e−x2 d
n
dxn
e−x
2
and
Hn (x) = (−1)n e−x2/2 d
n
dxn
e−x
2/2.
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Now we will show (B.4), i.e.,
Hˆn (x) = 2
n/2Hn
(√
2x
)
for n = 0, 1, ....
Obviously, Hˆ0 (x) = H0
(√
2x
)
. Let x =
√
2
2 x˜ for x˜ ∈ R. Then e−x
2
= e−x˜2/2. Once we justify
dn
dxn
e−x˜
2/2 = 2n/2
dn
dx˜n
e−x˜
2
for n = 1, 2, .... (B.9)
Then
Hˆn
(√
2
2
x˜
)
= (−1)n e−x˜2/2 d
n
dxn
exp
(−x˜2/2)
= 2n/2 (−1)n e−x˜2/2 d
n
dx˜n
e−x˜
2/2
= 2n/2Hn (x˜) , (B.10)
which is equivalent to (B.4), i.e., Hˆn (x) = 2
n/2Hn
(√
2x
)
.
To show (B.9), we use induction. Clearly, (B.9) holds automatically for n = 0. For n = 1, we
have by chain rule
d
dx
e−x˜
2/2 =
dx˜
dx
× d
dx˜
e−x˜
2
= 21/2
d
dx˜
e−x˜
2
.
Now suppose
dn
dxn
e−x˜
2/2 = 2n/2
dn
dx˜n
e−x˜
2
as the induction hypothesis. Then
dn+1
dxn+1
e−x˜
2/2 =
d
dx
(
dn
dxn
e−x˜
2/2
)
=
d
dx
(
2n/2
dn
dx˜n
e−x˜
2
)
= 2n/2
d
dx
dn
dx˜n
e−x˜
2
= 2n/2
dx˜
dx
× d
dx˜
dn
dx˜n
e−x˜
2
= 2(n+1)/2
dn+1
dx˜n+1
e−x˜
2
Therefore, (B.9) holds, and so does (B.4). This completes the whole proof.
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B.2 Proof of Proposition 3.1
Let ζij = covv (Xi, Xj) and Σv = (qij)m×m be the covariance matrix of v. Note that any vi whose
standard deviation σi,m = 0 contributes nothing to Vv
[
m−1Rm (t|η)
]
, so we only need to deal with
vi whose σi,m > 0. First, we deal with linearly dependent pairs (vi, vj) with i 6= j, i.e., pairs (i, j) ∈
E2,m, where E2,m is defined in (3.3). Since |E2,m| = O
(
m2−δ
)
, we have
m−2
∑
(i,j) ∈E2,m
|ζij | ≤ Cm−δ.
Further, m−2
∑m
i=1Vv [Xi] = O
(
m−1
)
. So, I1 defined in (3.4) satisfies |I1| = O
(
m−min{δ,1}
)
.
Next, we consider pairs (vi, vj) with i 6= j that are not linearly dependent, i.e., pairs (i, j) ∈ E1,m,
where E1,m is defined in (3.3). Recall c1,i = σ
−1
i,mr1,i and let Ψm =
∑
(i,j)∈E1,m ζij . For the rest of
the proof, we focus on the case of one-sided p-values since the case of two-sided ones can be dealt
with similarly.
Case 1: one-sided p-values. Then Lemma 3.2 and (3.2) imply
|Ψm| ≤ Ψ˜m = m−2
∑
(i,j)∈E1,m
|qij |
σi,mσj,m
∞∑
n=1
n−7/6 |ρij |n−1 exp
(−4−1c21,i) exp (−4−1c21,j)
and
Ψ˜m ≤ Cm−2
∑
(i,j)∈E1,m
|qij |
σi,mσj,m
exp
(−4−1c21,i) exp (−4−1c21,j) .
If σ0 > 0, then |E0| = ∅ and
Ψ˜m ≤ Cm−2
∑
(i,j)∈E1,m
|qij | ≤ m−2 ‖Σv‖1 = O
(
m−δ
)
(B.11)
by the assumption, where the upper bound in (B.11) is independent of η. This justifies (3.11). If
σ0 = 0, then |E0| 6= ∅. Recall r1,i = t˜− µi − ηi, r2,i = −∞, and Gm,η (t, εm) in (3.8), i.e.,
Gm,η (t, εm) =
⋃
i∈E0,m
{ω ∈ Ω : min {|r1,i| , |r2,i|} < εm} .
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Using the fact that
max
x>0
xe−4
−1x2y2 =
√
2y−1e−1/2 for any y > 0, (B.12)
we obtain, on the complement Dm,η (t, εm) of Gm,η (t, εm),
σ−1i,m exp
(−4−1c2l,i) ≤ 2e−1/2 |rl,i|−1 ≤ 2ε−2m
and
Ψ˜m ≤ 2e−1m−2
∑
(i,j)∈E1,m
|qij | |r1,i|−1 |r1,j |−1
∞∑
n=1
n−7/6 |ρij |n−1 .
This implies
|Ψm| ≤ Ψ˜m ≤ Cm−δε−2m (B.13)
and (3.12) for each η˜ in Qm,η = {η (ω) : ω ∈ Dm,η (t, εm)}.
Case 2: two-sided p-values. In this case, dn (c, c
′′) defined in Lemma 3.2 satisfies
∣∣dn (c, c′′)∣∣ ≤ |Hn (c)φ (c)|+ ∣∣Hn (c′′)φ (c′′)∣∣ ,
and the arguments for Case 1 lead to the same conclusions on Vv
[
m−1Rm (t, ω|η)
]
. This completes
the proof.
B.3 Proof of Corollary 3.3
Clearly, Gt ⊇ Gm,η (t, εm), where Gm,η (t, εm) is defined in (3.8), i.e.,
Gm,η (t, εm) = {ω ∈ Ω : i ∈ E0,m,min {|r1,i| , |r2,i|} < εm} .
Under the hypotheses of the theorem, the estimate
Vv
[
m−1Rm (t|η˜)
]
= O
(
ε−2m m
−min{δ,1}
)
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for η˜ ∈ Qt = {η (ω) : ω /∈ Gt} given in Proposition 3.1 reduces to
Vv
[
m−1Rm (t|η˜)
]
= O
(
m−min{δ−2δ1,1−2δ1}
)
for η˜ ∈ Qt.
Since min {δ − 2δ1, 1− 2δ1} > 0 by the choice of δ1, the conclusions follows from Lemma 3.3. This
completes the proof.
B.4 Proof of Proposition 3.3
When ζ = (ζ1, . . . , ζm)
T ∼ Nm (µ,Σ) with Σ = (σ˜ij) and its correlation matrix R satisfies
m−2 ‖R‖1 = O
(
m−δ
)
for some δ > 0, we can directly implement the marginal MTP. Recall the
one-sided p-value pi = 1 − Φ
(
σ˜
−1/2
ii |ζi|
)
, two-sided p-value pi = 2Φ
(
−σ˜−1/2ii |ζi|
)
, Xi = 1{pi≤t},
Rm (t) =
∑m
i=1Xi and Vm (t) =
∑
i∈Q0,m Xi. We follow the same arguments as those used to
analyze the marginal MTP.
We aim to show that the variance V
[
m−1Rm (t)
]
of m−1Rm (t) satisfies O
(
m−δ
)
. For a one-
sided p-value pi, define t˜ = σ˜
1/2
ii Φ
−1 (1− t), r1,i = t˜ − µi and r2,i = −∞; for a two-sided p-value
pi, define t˜ = −σ˜1/2ii Φ−1
(
2−1t
)
, r1,i = t˜ − µi and r2,i = −t˜ − µi. Further, set cl,i = σ˜−1/2ii rl,i for
l = 1, 2, let ρij be the correlation between ζi and ζj for i 6= j, and define the sets E1,m = {(i, j) : 1 ≤ i, j ≤ m, i 6= j, |ρij | < 1} ,E2,m = {(i, j) : 1 ≤ i, j ≤ m, i 6= j, |ρij | = 1} .
Namely, E2,m records pairs (ζi, ζj) with i 6= j such that ζi and ζj are linearly dependent. Then
V
[
m−1Rm (t)
]
(B.14)
= m−2
m∑
i=1
V [Xi] +m−2
∑
(i,j)∈E2,m
cov (Xi, Xj) +m
−2 ∑
(i,j)∈E1,m
cov (Xi, Xj) .
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However, we have m−2
∑m
i=1V [Xi] = O
(
m−1
)
since the |Xi|’s as uniformly bounded by 1 a.s., and
m−2
∣∣∣∣∑(i,j)∈E2,m cov (Xi, Xj)
∣∣∣∣ = O (m−2 |E2,m|)
= O
(
m−2 ‖R‖1
)
= O
(
m−δ
)
.
This implies
∣∣∣∣∣m−2
m∑
i=1
V [Xi] +m−2
∑
(i,j)∈E2,m
cov (Xi, Xj)
∣∣∣∣∣ = O (m−min{δ,1}) . (B.15)
So, we only need to deal with m−2
∑
(i,j)∈E1,m cov (Xi, Xj) in the right hand side (RHS) of (B.14).
Consider first one-sided p-values and pick a pair (i, j) ∈ E1,m. By the definition of covariance,
cov (Xi, Xj) =
∫ c1,i
−∞
∫ c1,j
−∞
[
fρij (x, y)− φ (x)φ (y)
]
dxdy (B.16)
=
∫ c1,i
−∞
∫ c1,j
−∞
∞∑
n=1
ρnij
n!
Hn (x)Hn (y) dxdy, (B.17)
where we have used Mehler expansion
fρ (x, y) =
[
1 +
∞∑
n=1
ρn
n!
Hn (x)Hn (y)
]
φ (x)φ (y) (B.18)
for |ρij | 6= 1, φ (x) = (2pi)−1/2 exp
(−x2/2), and the nth Hermite polynomial
Hn (x) = (−1)n 1
φ (x)
dn
dxn
φ (x) .
Since cov (Xi, Xj) is well-defined, the RHS of (B.17) is convergent. However, by Watson (1933),
the series on the RHS of (B.18) as a trivariate function of (x, y, ρ) is uniformly convergent on
each compact set of R × R × (−1, 1). Therefore, we can interchange the order of summation and
integration on the RHS of (B.17) to obtain
cov (Xi, Xj) =
∞∑
n=1
∫ c1,i
−∞
∫ c1,j
−∞
ρnij
n!
Hn (x)Hn (y) dxdy. (B.19)
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Plugging into (B.19) the identity
Hn−1 (x)φ (x) =
∫ x
−∞
Hn (y)φ (y) dy
for x ∈ R and n ≥ 1, we have
cov (Xi, Xj) =
∞∑
n=1
ρnij
n!
Hn−1 (c1,i)Hn−1 (c1,j)φ (c1,i)φ (c1,j) .
Now consider two-sided p-values and pick a pair (i, j) ∈ E1,m. Then
cov (Xi, Xj) =
∫ c1,i
c2,i
∫ c1,j
c2,j
∞∑
n=1
ρnij
n!
Hn (x)Hn (y) dxdy.
Following the previous arguments for the case of one-sided p-values, we obtain
cov (Xi, Xj) =
∞∑
n=1
ρnij
n!
dn−1 (c1,i, c2,i) dn−1 (c1,j , c2,j) ,
where for c, c′ ∈ R
dn
(
c, c′
)
= Hn (c)φ (c)−Hn
(
c′
)
φ
(
c′
)
.
By Lemma 3.1, i.e.,
∣∣∣e−y2/2Hn (y)∣∣∣ ≤ K0√n!n−1/12e−y2/4 for any y ∈ R, (B.20)
and the uniform boundedness of φ, we have
∣∣∣(n!)−1Hn−1 (c1,i)Hn−1 (c1,j)φ (c1,i)φ (c1,j)∣∣∣ ≤ Cn−7/6
and ∣∣∣(n!)−1 dn−1 (c1,i, c2,i) dn−1 (c1,j , c2,j)∣∣∣ ≤ Cn−7/6
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for a generic constant C > 0. So, for each (i, j) ∈ E1,m and both types of p-values,
|cov (Xi, Xj)| ≤ |ρij |
∞∑
n=1
n−7/6
and ∣∣∣∣∣∣m−2
∑
(i,j)∈E1,m
cov (Xi, Xj)
∣∣∣∣∣∣ ≤ Cm−2
∑
(i,j)∈E1,m
|ρij |
∞∑
n=1
n−7/6
≤ Cm−2
∑
(i,j)∈E1,m
|ρij |
= Cm−2 ‖R‖1
= O
(
m−δ
)
(B.21)
by also observing that
∑∞
n=1 n
−7/6 is convergent. Combining (B.14), (B.15) and (B.21), we have
V
[
m−1Rm (t)
]
= O
(
m−min{δ,1}
)
+O
(
m−δ
)
= O
(
m−δ
)
(B.22)
for both types of p-values. By Lemma 3.3, the SLLN holds for
{
m−1Rm (t)
}
m≥1. Identical argu-
ments assert that V
[
m−1Vm (t)
]
= O
(
m−δ
)
, and hence the SLLN holds for
{
m−1Vm (t)
}
m≥1.
Finally, we show the second claim. By the assumption, lim infm→∞m−1Rm (t) > 0 a.s. Setting
r∗ = lim infm→∞m−1Rm (t). Then r∗ > 0 a.s.,
lim inf
m→∞ E
[
m−1Rm (t)
] ≥ r∗ > 0, (B.23)
and
Rm (t) ∨ 1 = Rm (t) for all m large enough. (B.24)
Recall FDPm (t) =
Vm(t)
Rm(t)∨1 . So, (B.24) implies
FDPm (t) =
m−1Vm (t)
m−1Rm (t)
(B.25)
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for all m large enough, and with (B.23) the continuous mapping theorem implies a.s.
lim
m→∞
∣∣∣∣∣FDPm (t)− E
[
m−1Vm (t)
]
E [m−1Rm (t)]
∣∣∣∣∣ = 0. (B.26)
Since by (B.23) a.s. ∣∣∣∣∣FDPm (t)− E
[
m−1Vm (t)
]
E [m−1 (Rm (t) ∨ 1)]
∣∣∣∣∣ ≤ 2, (B.27)
applying the dominated convergence theorem together with (B.24), (B.26) and (B.27) gives
lim
m→∞E
[
FDPm (t)−
E
[
m−1Vm (t)
]
E [m−1Rm (t)]
]
= 0. (B.28)
Applying (B.24), (B.26) and (B.28) to the decomposition
FDPm (t)− E [FDPm (t)]
= FDPm (t)−
E
[
m−1Vm (t)
]
E [m−1Rm (t)]
−
(
E [FDPm (t)]−
E
[
m−1Vm (t)
]
E [m−1Rm (t)]
)
= FDPm (t)−
E
[
m−1Vm (t)
]
E [m−1Rm (t)]
− E
[
FDPm (t)−
E
[
m−1Vm (t)
]
E [m−1Rm (t)]
]
gives a.s.
lim
m→∞ |FDPm (t)− E [FDPm (t)]| = 0.
This completes the proof.
C Two examples related to the SLLN
We provide two examples to illustrate respectively when the SLLN holds for the sequence of condi-
tional rejections X cr∞ and when it fails to hold. These examples demonstrate that a PCS is almost
sufficient and necessary for such a SLLN to hold and that the conditions provided in Corollary 3.2
may be the weakest possible.
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C.1 An example for which the SLLN holds
We construct a sequence {ζm}m=2m′ , m′ ≥ 2 with ζm ∼ Nm (µm,Σm), for which the hypotheses
of Corollary 3.2 are satisfied. The sequence is constructed by carefully designing the eigenvalue
sequence {λi,m}mi=1 of Σm and the use of normalized Hadamard matrices (see, e.g., Hedayat and
Wallis (1978) for the definition of Hadamard matrix). For this sequence of ζm, there are 2
−1m
pairs (vi, vj), i 6= j for which vi and vj are linearly dependent in the decomposition ζm = µ+η+v
with v = (v1, . . . , vm)
T , for which Σv is the covariance matrix of v.
Lemma C.1. There exist sequences m = 2m
′
with m′ ∈ N and m′ ≥ 2, µm ∈ Rm and positive
definite Σm such that the following hold:
1. lim infm→∞ λm,m = 1− ε∗ for some ε∗ ∈ (0, 1).
2. Each ζm ∼ Nm (µm,Σm) admits decomposition ζm = µm + η + v with m−1 ‖Σv‖2 ≤ m−1/2,
i.e., (4.3) holds with δ = 1/2.
3. There exists ε∗ ∈ (0, 1) with ε∗ < ε∗, such that, for any such m and any 1 ≤ i ≤ m,
σ2i,m =
1
m
∑m
j=2−1m+1 λj,m and
√
2−1 (1− ε∗) ≤ min
1≤i≤m
σi,m ≤ max
1≤i≤m
σi,m ≤
√
2−1 (1− ε∗). (C.1)
Proof. First, we construct the needed positive eigenvalues {λi,m}mi=1 with λi,m ≥ λi+1,m for 1 ≤
i ≤ m − 1. Pick k = 2−1m and {εj}kj=1 such that 0 < εj < εj+1 < 1 for all 1 ≤ j ≤ k − 1. Let
λk+j,m = 1− εj and λj,m = 1 + εj for 1 ≤ j ≤ k. Then
∑m
i=1 λi,m = m and
m−1
√∑m
j=k+1
λ2j,m = m
−1 ‖Σv‖2 ≤ m−1/2. (C.2)
Now force lim infm→∞ εj = ε∗ and lim supm→∞ εj = ε∗ for some 0 < ε∗ < ε∗ < 1. Thus, the first
claim holds.
Secondly, we construct the desired orthogonal matrix Tm and ζm. Take Qm to be a Hadamard
matrix of order m = 2m
′
for m′ ≥ 2 and let Tm = 1√mQm = (γij). Then m = 0 (mod 4), γij = ± 1√m
for any 1 ≤ i ≤ j ≤ m, and ∑mj=2−1m+1 γ2ij = 2−1. Recall w = (w1, ..., wm)T ∼ Nm (0, I). For
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1 ≤ i ≤ m, let
ηi =
k∑
j=1
√
λj,mγijwj , vi =
m∑
j=k+1
√
λj,mγijwj (C.3)
and ζi = µi + ηi + vi for any µm = (µ1, . . . , µm)
T . Since (C.2) holds, so does the second claim.
Thirdly, the variance σ2i,m of vi satisfies
σ2i,m =
m∑
j=2−1m+1
λj,mγ
2
ij =
1
m
m∑
j=2−1m+1
λj,m.
Further,
σi,m ≥ λm,m
m∑
j=2−1m+1
γ2ij ≥ 2−1 (1− ε∗)
and
σi,m ≤ λ2−1m+1,m
m∑
j=2−1m+1
γ2ij ≤ 2−1 (1− ε∗) .
Therefore, (C.1) holds, which completes the proof.
Using discrete Fourier transform, the sequence {ζm}m=2m′ in Lemma C.1 can be made such
that σ2i,m = 1/2 for all 1 ≤ i ≤ m and all m = 2m
′
with m′ ≥ 2; see Abreu and Pereira (2015)
for details on how to construct the orthogonal matrix Tm for this purpose. From Lemma C.1, we
obtain the following sequence of ζm ∼ Nm (µm,Σm) for which exactly 2−1m pairs of (vi, vj), i 6= j
are linearly dependent.
Corollary C.1. There exist sequences m = 2m
′
with m′ ∈ N and m′ ≥ 2, µm ∈ Rm and Σm such
that the assertions of Lemma C.1 hold. Further, ρi,i′ = −1 for any 1 ≤ i ≤ 2−1m and i′ = 2−1m+i,
i.e., (vi, v2−1m+i) for 1 ≤ i ≤ 2−1m are linearly dependent.
Proof. We keep the construction given in Lemma C.1 but choose a particular Hadamard matrix
Qm. In Lemma C.1 and its proof, take the Hadamard matrix Qm with m = 2
m′ from Sylvester’s
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construction as follows: start from Q2 =
 1 1
1 −1
, and apply the recursive formula
Q2m′ = Q2 ⊗Q2m′−1 =
 Q2m′−1 Q2m′−1
Q2m′−1 −Q2m′−1
 , (C.4)
where ⊗ is the Kronecker product.
By the construction of Q2m′ , no two rows of Q2m′−1 will be proportional to each other. However,
each row of −Q2m′−1 is the reflection of a row of Q2m′−1 with respect to the origin of R2
m′−1
.
Therefore, ηi+2−1m = ηi and vi+2−1m = −vi for 1 ≤ i ≤ 2−1m. However, vi and vi′ are not
proportional to each other for 1 ≤ i < i′ ≤ 2−1m or 2−1m+ 1 ≤ i < i′ ≤ m. Consequently,
ζi =
 µi + ηi + vi for 1 ≤ i ≤ 2
−1m
µi + ηi−2−1m − vi−2−1m for 2−1m+ 1 ≤ i ≤ m.
(C.5)
This completes the proof.
Finally, we have the following:
Proposition C.1. For the sequence ζm ∼ Nm (µm,Σm) with m = 2m′ and m′ ≥ 2 obtained in
Corollary C.1, the hypotheses of Corollary 3.2 are satisfied and the SLLN holds for X cr∞.
Proof. Recall Σv = (qij)m×m and Rv = (ρij) are respectively the covariance matrix and correlation
matrix of v = (v1, . . . , vm)
T . Let B4 =
{
(i, i′) : 1 ≤ i ≤ 2−1m, i′ = 2−1m+ i}. Then ρi,i′ = −1 and
|qij | = σi,m for any (i, i′) ∈ B4. Next consider (i, i′) such that 1 ≤ i < i′ ≤ 2−1m. Then
qi,i′ =
m∑
j=2−1m+1
λj,mγijγi′j =
1
m
m∑
j=2−1m+1
λj,m sgn
(
γijγi′j
)
. (C.6)
Since Q2m′−1 is a Hadamard matrix and
√
2m′−1Q2m′−1 is orthogonal, the number of positive terms
among the summands in (C.6) must be equal to that of negative terms and must be 4−1m. This
implies ∣∣qi,i′∣∣ = 1
m
4−1m∑
l=1
(ε2l−1 − ε2l) ≤ ε1 − ε2−1m
m
≤ 1
m
.
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However, 2−1 (1− ε∗) ≤ σ2i,m ≤ 2−1 (1− ε∗). So,
max
1≤i<i′≤2−1m
∣∣ρi,i′∣∣ ≤ (2m)−1 (1− ε∗) .
Similarly,
max
{
max
2−1m+1≤i<i′≤m
∣∣ρi,i′∣∣ , max
(i,i′)∈B3
∣∣ρi,i′∣∣} ≤ (2m)−1 (1− ε∗) ,
where
B3 =
{(
i, i′
)
: 1 ≤ i ≤ 2−1m, 2−1m+ 1 ≤ i′ ≤ m, i′ 6= 2−1m+ i} .
Therefore, the hypotheses of Corollary 3.2 are satisfied, and the conclusion of Corollary 3.3 hold.
This completes the proof.
By modifying the eigenvalues {λi,m}mi=1 constructed in Lemma C.1 and using the orthonormal
eigenvectors of Hadamard matrices provided in Yarlagadda and Hershey (1982), we can construct
a sequence ζm ∼ Nm (µm,Σm) with m = 2m′ and m′ ≥ 2, each with the decomposition ζm =
µm + η + v, such that a positive proportion of the m variances σ
2
i,m for the vi’s converge to zero
at different speeds and that another positive proportion of these m variances are all uniformly
bounded away from zero. However, we will not pursue this here.
C.2 An example for which the SLLN fails without PCS
Recall ζ ∼ Nm (µ,Σ), Xi = 1{pi≤t|η} and Rm (t|η) =
∑m
i=1Xi. So, {Xi : 1 ≤ i ≤ m} is a sequence
of dependent Bernoulli random variables, and m−1Rm (t|η) is the average location of the “random
walk” induced by {Xi}mi=1. Recall that we write Xi as Xi (t,v (ω) |η˜) when v takes value v (ω) and
η takes value η˜.
Consider the representation ζ = µ + η + v where η ∼ Nm (0,Ση) and v ∼ Nm (0,Σv) are
uncorrelated and Σ = Ση + Σv = (σ˜ij). If Ση and Σv are not closely tied together so that ζ at
least has a PCS, then the SLLN can fail to hold for X cr∞. The following example illustrates this and
shows that a PCS is almost necessary for such a SLLN to hold.
Proposition C.2. For m ≥ 3 there exist a sequence of ζm ∼ Nm (0,Σm) such that ζm = η + v
for two uncorrelated Normal random vectors η and v. However, for this sequence there exits a set
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Ht ∈ F with P (Ht) > 0 such that the SLLN fails for {Xi (t,v (ω) |η˜) : 1 ≤ i ≤ m =∞} for each
η˜ ∈ Qt = {η (ω) : ω ∈ Ht}.
Proof. First, we construct the covariance matrices Ση and Σv. Let γ˜1 =
(
−√2
2 ,
√
2
2 , 0, . . . , 0
)T
,
γ˜2 =
(√
2
2 ,
−√2
2 , 0, . . . , 0
)T
and γ˜3 = 1m, where 1m is a column of vector of m 1’s. Then γ˜
T
i γ˜j = 0
when i 6= j. Let Ση = γ˜1γ˜T1 , T˜ = (γ˜3, γ˜2), and Σv = T˜T˜
T
.
Secondly, we construct the sequence of Normal random vectors {ζm}m, each with decomposition
ζm = η + v for two uncorrelated Normal random vectors η and v. Let w1 ∼ N1 (0, 1) and
w˜2 = (w2, w3)
T ∼ N2 (0, I2) such that w1 and w˜2 are independent. Set η = γ˜1w1 and v = T˜w˜2.
Then η ∼ Nm (0,Ση) and v ∼ Nm (0,Σv), and η is uncorrelated with v. Note that Ση and Σv are
singular. Set ζm = η + v. Then ζm ∼ Nm (0,Σm) and Σm = Ση + Σv. Note that Σm is singular
since rank (Σm) ≤ 3. Let η = (η1, . . . , ηm)T and v = (v1, . . . , vm)T . Then,
η1 = −
√
2
2
w1, η2 =
√
2
2
w1 and ηi = 0 for 3 ≤ i ≤ m, (C.7)
and
v1 = w2 +
√
2
2
w3, v2 = w2 −
√
2
2
w3 and vi = w2 for 3 ≤ i ≤ m. (C.8)
Finally, we show that the SLLN fails for {Xi : 1 ≤ i ≤ m =∞}. Recall t˜ = −Φ−1
(
2−1t
)
,
r1,i = t˜ − ηi, r2,i = −t˜ − ηi for two-sided p-values or r2,i = −∞ for one-sided p-values, and
cl,i = σ
−1
i,mrl,i for l = 1, 2. Define
Ai = {r2,i ≤ vi ≤ r1,i}
for 1 ≤ i ≤ m. Then A1 = {r2,1 ≤ v1 ≤ r1,1} and A2 = {r2,2 ≤ v2 ≤ r1,2}. Further, for 3 ≤ i ≤ m,
Ai =
{−t˜ ≤ w2 ≤ t˜} for two-sided p-values and Ai = {−∞ ≤ w2 ≤ t˜} for one-sided p-values.
Let Yi = 1{pi≥t|η}, θi = Ev [Yi], Y¯m = m
−1∑m
i=1 Yi and θ¯m = m
−1∑m
i=1 θi. Since (pi|η) ≥ t iff
|ζi| ≤ t˜ iff vi ∈ Ai, we have
θi =
∫
Ai
1√
2pi
exp
(
−1
2
x2
)
dx =
∫ c1,i
c2,i
1√
2pi
exp
(
−1
2
x2
)
dx
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and
P
(
Y¯m − θ¯m = 1− θ¯m
)
= P (v1 ∈ A1, v2 ∈ A2, v1 ∈ A3) (C.9)
conditional on η. Clearly, there exits a set Ht ∈ F independent of m such that: (i) P (Ht) > 0, (ii)
lim supm→∞max1≤i≤m θi < 1 conditional on each η˜ ∈ Qt, where Qt = {η (ω) : ω ∈ Ht}, and (iii)
the right hand side of (C.9) is positive conditional on η˜ ∈ Qt. Thus, conditional on η˜ ∈ Qt,
P
(
lim sup
m→∞
∣∣1− θ¯m∣∣ > 0) > 0. (C.10)
Since
− (Y¯m − θ¯m) = m−1Rm (t,v (ω) |η˜)− Ev [m−1Rm (t,v (ω) |η˜)] ,
(C.10) implies that the SLLN does not hold for {Xi : 1 ≤ i ≤ m =∞}. This completes the proof.
In the example provided by Proposition C.2, the failure of the SLLN for X cr∞ is mainly due to
m−2 ‖Σv‖1 = O (1) and that there are O
(
m2
)
linearly dependent pairs (vi, vj), i 6= j. In this case,
ζm does not have a PCS, and
{
m−1Rm (t|η) : m ≥ 1
}
is dominated by a random walk induced by
components of v and η given by (C.7) and (C.8).
D PCS via PFA with different component speeds
As described in Section 4.1, principal covariance structure (PCS) can be realized by principal
factor approximation (PFA) when ζ ∼ Nm (µ,Σ) has a correlation matrix Σ. Recall that σi,m
is the standard deviation of the ith component vi of v in the decomposition ζ = µ + η + v.
The magnitudes of {σi,m}mi=1 control the speed of PFA, affect the dependence structure among
components of v, and play a crucial role in the asymptotic analysis on the number of conditional
rejections Rm (t|η) =
∑m
i=1 1{pi≤t|η}. We provide examples for which PCS is realized by PFA and
PFA has different component speeds in terms of the magnitudes of {σi,m}mi=1. These examples
demonstrate that the quantity
σ0 = lim inf
m→∞ min {σi,m : σi,m 6= 0, 1 ≤ i ≤ m}
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can be zero and that the conditions of Corollary 3.2 are very weak.
Let On denote the set of n × n orthogonal matrices. For a symmetric matrix A, A  0 (or
A  0) means that A is positive definite (or positive semidefinite). Recall Σv = (qij)m×m is the
covariance matrix of v. We have the following example for which σi,m = 0 for 1 ≤ i ≤ 2−1m for
m ≥ 4 and m even.
Lemma D.1. For all even m ≥ 4 and any µ ∈ Rm, there exists Σm  0, a block diagonal (not
diagonal) matrix, such that ζ ∼ Nm (µ,Σm) admits decomposition ζ = µ+η+v with m−1 ‖Σv‖2 ≤
m−1/2. However, σi,m = 0 for 1 ≤ i ≤ 2−1m and σi,m = 1 for 2−1m+ 1 ≤ i ≤ m.
Proof. First, we construct the needed positive eigenvalues {λi,m}mi=1 with λi,m ≥ λi+1,m. Pick
k = 2−1m and {εj}kj=1 such that 0 < εj < εj+1 < 1 for all 1 ≤ j ≤ k − 1. Let λk+j,m = 1− εj and
λj,m = 1 + εj for 1 ≤ j ≤ k. Then
∑m
i=1
λi,m = m and m
−1
√∑m
j=k+1
λ2j,m ≤ m−1/2. (D.1)
Next, we construct Σm and ζ. Keep k = 2
−1m. Let Q1 ∈ Ok and Q2 ∈ Om−k. Define
Tm = diag {Q1,Q2}. Then, Tm = (γij)m×m is orthogonal such that
max
1≤i≤k
max
k+1≤j≤m
γij = 0 but
m∑
j=k+1
γ2ij = 1 for all k + 1 ≤ i ≤ m. (D.2)
Let w = (w1, ..., wm)
T ∼ Nm (0, I). Set Dm = diag {λ1,m, ..., λm,m} and ζ = µ+Tm
√
Dmw for any
µ ∈ Rm. Then ζ ∼ Nm (µ,Σm) with Σm = TmDmTTm, and Σm  0 is a block diagonal matrix.
Finally, we obtain the desired decomposition. Recall w = (w1, ..., wm)
T ∼ Nm (0, I). Set
η =
k∑
j=1
λ
1/2
j,mγjwj and v =
m∑
j=k+1
λ
1/2
j,mγjwj . (D.3)
Then, ζ = µ + η + v. Further, from the identity
m−1 ‖Σk,v‖2 = m−1
√∑m
j=k+1
λ2j,m (D.4)
and (D.1), we have m−1 ‖Σv‖2 ≤ m−1/2. Recall σ2i,m =
∑m
j=k+1 λj,mγ
2
ij . However, (D.2) implies
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σi,m = 0 for 1 ≤ i ≤ k and σi,m = 1 for k + 1 ≤ i ≤ m. This completes the proof.
In Lemma D.1, it can be easily seen that Σm is a block diagonal matrix if and only if Tm is. The
Normal random vector ζ ∼ Nm (µ,Σm) provided in Lemma D.1 has a block diagonal correlation
matrix Σm and a decomposition ζ = µ+η+ v where vi = 0 almost surely (a.s.) for 1 ≤ i ≤ k and
ηi = 0 a.s. for k+ 1 ≤ i ≤ m. Such a Normal random vector ζ presents a simpler case for multiple
testing which µi’s are zero since (ζ1, ..., ζk)
T are independent of (ζk+1, ..., ζm)
T , where ζi is the ith
component of ζ.
We have the following example for which each σi,m ∈ (0, 1) for 1 ≤ i ≤ m for any finite m:
Lemma D.2. For any m ≥ 2, there exists an orthogonal matrix Tm = (γij)m×m such that γij 6= 0
for all 1 ≤ i ≤ j ≤ m. Thus, for any µ ∈ Rm there exits Σm  0 and ζ ∼ Nm (µ,Σm), such that
ζ admits decomposition ζ = µ + η + v and that σi,m ∈ (0, 1) for each 1 ≤ i ≤ m and finite m. In
particular, for m ≥ 4 and m even, Σm can be chosen so that m−1 ‖Σv‖2 ≤ m−1/2.
Proof. Denote by 〈·, ·〉 the inner product in Euclidean space, by ⊥ the orthogonal complement with
respect to 〈·, ·〉, and ‖·‖ the Euclidean norm induced by 〈·, ·〉. Let Sm−1 = {x ∈ Rm : ‖x‖ = 1} be
the unit sphere in Rm.
First, we show the existence of orthogonal matrix Tm = (γij)m×m such that γij 6= 0 for all
1 ≤ i ≤ j ≤ m. Pick u = (u1, ..., um)T ∈ Sm−1 such that 0 < min1≤i≤m |ui| < max1≤i≤m |ui| < 1
and 2u2i 6= 1 for all 1 ≤ i ≤ m. Define Π = {x ∈ Rm : 〈x,u〉 = 0}. Then Π is a hyperplane in Rm
with normal u. Let L = {xu : x ∈ R}. Then Π = L⊥. Let T˜m be the reflection with respect to
Π that keeps Π invariant but flips u. Then T˜mx = x − 2 〈x,u〉u for all x ∈ Rm. In particular,
T˜mei = ei − 2 〈ei,u〉u = ei − 2uiu, where ei ∈ Rm has the only non-zero entry, 1, at its ith entry.
By the construction of u, for each 1 ≤ i ≤ m each entry of T˜mei is non-zero. Consequently, the
matrix Tm with the m columns γi = T˜mei = (γi1, ..., γim)
T is orthogonal and none of the γij ’s is
zero.
Now we construct the covariance matrix Σm and decomposition. Take any m positive numbers
{λi,m}mi=1 and set Dm = diag {λ1,m, ..., λm,m}. Then ζ = µ + Tm
√
Dmw for any µ ∈ Rm satisfies
ζ ∼ Nm (µ,Σm) with Σm = TmDmTTm. Let η and v be defined by (D.3). Then, ζ = µ +
η + v. Since σ2i,m =
∑m
j=k+1 λj,mγ
2
ij , we see σi,m ∈ (0, 1) for each 1 ≤ i ≤ m and all finite m.
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Specifically, for m ≥ 4 even, if {λi,m}mi=1 is chosen to be those given in the proof of Lemma D.1,
then m−1 ‖Σv‖2 ≤ m−1/2. This completes the proof.
We provide the third example where lim inf
m→∞ σm,m > 0.
Corollary D.1. For m ≥ 4 even and any µ ∈ Rm, there exists Σm  0 such that the following
hold:
1. lim infm→∞ λm,m = λ0 for some λ0 > 0.
2. Each ζm ∼ Nm (µm,Σm) admits decomposition ζ = µ + η + v with m−1 ‖Σv‖2 ≤ m−1/2.
3. σi,m ∈ (0, 1) for each 1 ≤ i ≤ m and finite m but lim inf
m→∞ σm,m > 0.
Proof. Take k, i.e., k = 2−1m and the eigenvalues {λi,m}mi=1 constructed in the proof of Lemma D.1
but restrict ε2−1m to be such that lim infm→∞ ε2−1m = ε0 for some ε0 > 0. Then the first claim
holds.
Take the u and T˜m constructed in the proof of Lemma D.2 but let um = u0 for a fixed, small
positive constant u0 (e.g., u0 = 10
−5 can be used). Take Tm = (γij)m×m induced by T˜m under the
canonical orthonormal basis {ei}mi=1 such that the ith column of Tm is T˜mei. Then none of the
entries γij of Tm is zero, γim = −2uiu0 for 1 ≤ i ≤ m− 1 but γmm = 1− 2u20. Define η and v by
(D.3) an ζ = µ + Tm
√
Dmw for any µ ∈ Rm. Then the second claim holds.
Finally, recall σ2i,m =
∑m
j=k+1 λj,mγ
2
ij . Then the third claim holds since
σm,m =
m∑
j=k+1
λj,mγ
2
mj ≥ λm,mγ2mm = λm,m
(
1− 2u20
)2
and
lim inf
m→∞ σm,m ≥ (1− ε0)
(
1− 2u20
)2
> 0.
This completes the proof.
In fact, we can further construct more elaborate sequence of {ζm}m with ζm ∼ Nm (µm,Σm)
such that among {σi,m}mi=1 all the following three types of behavior occur for some 1 ≤ i, i′, i′′ ≤ m:
1. σi,m ∈ (0, 1) for each m but lim infm→∞ σi,m > 0.
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2. σi′,m ∈ (0, 1) for each m and limm→∞ σi′,m = 0.
3. σi′′,m = 0 for some finite m.
Corollary D.2. For large and even m ≥ 8 and any µ ∈ Rm, there exists Σm  0 such that the
following hold:
1. lim infm→∞ λm,m = λ0 for some λ0 > 0.
2. Each ζm ∼ Nm (µm,Σm) admits decomposition ζ = µ + η + v with m−1 ‖Σv‖2 ≤ m−1/2.
3. σi,m ∈ (0, 1) for each 1 ≤ i ≤ m− 1 and finite m and but σm,m = 0.
4. limm→∞ σ1,m = 0 and lim infm→∞ σ2−1m+1,m > 0.
Proof. Take the k, i.e., k = 2−1m and eigenvalues {λi,m}mi=1 constructed in the proof of Corol-
lary D.1. Then the first claim holds.
Take u = (u1, ..., um)
T ∈ Sm−1 such that uk+1 = u˜0 for some fixed, small constant 0 < u˜0 < 8−1,
um = 2
−1√2, ui = 0 for i = k + 2, ...,m − 1, and ui > 0 for 1 ≤ i ≤ k but lim
m→∞u1 = 0. Define Π
and L as in Lemma D.2 with respect to u, and let T˜m be the reflection with respect to Π. Then
T˜mei = ei − 2uiu. Let the matrix Tm have its ith column γi = T˜mei. Define η and v by (D.3)
and ζ = µ + Tm
√
Dmw for any µ ∈ Rm. Then the second claim holds.
Finally, recall σ2i,m =
∑m
j=k+1 λj,mγ
2
ij . Then σi,m ∈ (0, 1) for i 6= m, σm,m = 0,
σ21,m = 4λk+1,mu
2
1u˜
2
0 + 2
−1λm,mu21,
and
σ2k+1,m = λk+1,m
(
1− 2u2k+1
)2
+ λm,m (2uk+1um)
2 .
Therefore, limm→∞ σ1,m = 0, and lim infm→∞ σk+1,m > 0 since
σ2k+1,m ≥ (1− ε0)
[(
1− 2u˜20
)2
+ 2u˜20
]
.
So, the third and fourth claims hold. This completes the proof.
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E SLLN associated with adjusted conditional MTP based on PCS
For the adjusted conditional MTP based on PCS, rather than providing complete proofs we will
just point out the differences in the conditions and arguments, if any, that lead to the corresponding
SLLN. In this section, we will maintain the same notations used in Section 3 in the main text and
point out the differences in their meanings if any. Now abbreviate “adjusted conditional MTP” as
“acMTP”. For the acMTP, the one-sided p-value is p˜i = 1 − Φ
(
σ−1i,m (ζi − ηi)
)
, and the two-sided
p˜i = 2Φ
( − σ−1i,m|ζi − ηi|) by observing ζi − ηi = µi + vi and µi + vi ∼ N1(µi, σ2i,m). When η = 0
a.s., the acMTP is just the marginal MTP.
For the acMTP, let Xi = 1{p˜i≤t} be the indicator of whether p˜i is no larger than t. Then
Xi = 1{p˜i≤t|η}, and the acMTP rejects Hi0 : µi = 0 iff p˜i ≤ t. Set Rm (t|η) =
∑m
i=1Xi. The key to
derive the SLLN for {Rm (t|η)}m≥1 is to obtain the variance Vv
[
m−1Rm (t|η)
]
for m−1Rm (t|η)
by expanding Vv
[
m−1Rm (t|η)
]
into summands each being an integral. Compared to the deriva-
tion for the variance the average number of rejections for the conditional MTP in Section 3, the
only difference are the changes in the upper and lower limits in the summands that made up
Vv
[
m−1Rm (t|η)
]
. Specifically, we only have to change the t˜’s defined in the beginning of Sec-
tion 3.2 into t˜ = σi,mΦ
−1 (1− t) for a one-sided p-value p˜i or t˜ = −σi,mΦ−1
(
2−1t
)
for a two-sided
p-value p˜i, maintain the definitions of all other quantities (with Xi taking the new meaning here),
and the results in Section 3 in the main text hold verbatim with their original arguments.
For conciseness of presentation, we will not restate these results for the acMTP except the
following. Recall Rv is the correlation matrix of the minor vector v and that R is the correlation
matrix of the Normal random vector ζ.
Proposition E.1. Consider the sequence of conditional rejections and that of conditional false
rejections of the acMTP. If for some δ > 0, m−2 ‖Rv‖1 = O
(
m−δ
)
, then the SLLN holds for both
sequences. If m−2 ‖R‖1 = O
(
m−δ
)
, then we can set η = 0 a.s. in the definition of p˜i for each
1 ≤ i ≤ m and each m, the acMTP becomes the marginal MTP, and the SLLN also holds for the
two sequences.
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F Simulation results for adjusted conditional MTP
We provide simulation study results to demonstrate that as claimed the SLLN holds for the sequence
of rejections for the “adjusted conditional MTP (acMTP)”. The simulation design and its imple-
mentation are the same as Section 5.
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Figure F.1: Variance of the average number of conditional rejections m−1Rm (t|η) of the acMTP
in the moderately sparse regime. For PCS (denoted by triangle) we see a steady trend that the
variances converge to 0 as m increase. However, for PFA (denoted by square), as m increases,
the variances do not necessarily show a clear trend of converging to 0 (see Block Dependence or
Unstructured Covariance).
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Figure F.2: Variance of the average number of conditional rejections m−1Rm (t|η) of the acMTP
in the very sparse regime. For PCS (denoted by triangle) we see a steady trend that the variances
converge to 0 as m increase. However, for PFA (denoted by square), as m increases, the variances
do not necessarily show a clear trend of converging to 0 (see Block Dependence or Unstructured
Covariance).
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