ABSTRACT
INTRODUCTION
For virtual testing of how a product behaves when it is being used, engineering simulation packages such as finite-element and multibody simulations have become widespread. What these commercial engineering simulation packages do generally not offer is built-in functionality to include human control of interaction with products. Also, functionality to include embedded artifact control is limited.
Our research work aims to enhance simulation-based testing of products by including human-artifact interaction without making the simulation interactive, i.e., without introducing human subjects and without investing in VR and haptics equipment. This way, we expect virtual testing to become more easily deployable in conceptual design. A secondary goal is to facilitate inclusion of embedded control in artifacts for virtual testing of those products that have built-in control mechanisms. Ultimately our efforts are to result in a solution for full software-in-the-loop (SIL) simulation of interactions with products.
Although conventional engineering simulation software lacks extensive built-in support for control, software-based solutions that offer the potential to enhance simulations with human and/or artifactual control functionality do exist in other domains and application areas such as ergonomics, human motor science, psychology and computer science. This paper aims to (i) present a survey of the state of the art based on the literature in those fields, and (ii) indicate directions for implementation of SIL human and artifact control in simulations of the use of products. A proof-of-concept implementation based on these findings was actually already presented in [1] [2] [3] . However, the control related survey in this paper has not been previously published in this form.
The remainder of the paper is structured as follows. In Section 2 we have outlined the most important terminology related to control in the context of simulations. This includes the important distinction between continuous and discrete or logical control. In Section 3, we discuss the various forms of control in artifacts and humans, and we discuss the reasoning models about human control behavior from the literature on human motor science and cognitive psychology. Section 4 discusses approaches for inclusion of continuous control in artifacts and humans. Section 5 addresses logical control and how it has been applied in simulations of artifact systems and humans, respectively. Section 6 further elaborates on the application of scenarios as the key concept for simulations based on conjectured human decisionmaking. In Section 7 the findings are discussed and Section 8 wraps up with the conclusions. Further work is addressed in Section 9.
TERMINOLOGY
This review covers both 'the control of simulations' and 'simulation of control'. Although fundamentally different notions, they are often implemented based on the same principles. The distinction between 'control of simulation' and 'simulation of control' refers to the system boundary considered for simulation.
Control of simulations implicates that a simulation receives inputs from (and, in the case of a closed loop, produces outputs to) a control mechanism that is considered to be external. In the case of SIL simulation, this external control mechanism has been programmed into a piece of software connected to the simulation software [4] . The term 'control of simulation' especially applies if processing of control cannot be considered a true simulation, because it is not (or not completely) based on models derived from the laws of nature. This is for instance the case if the control has been specified as instructions or as a conjectured set of actions (e.g., a scenario).
On the other hand, the term simulation of control applies in all cases where the execution of control is simulated [5] , i.e., it is processed based on behavioral models. In that case it is not important whether the control is considered to be inside or outside the system boundary of the simulated system.
A fundamental distinction in both cases is the one between continuous control and logical (discrete) control. Continuous control mechanisms are based on signals directly corresponding to physical phenomena, e.g., motion. The behavior of such mechanisms is typically simulated based on constructs such as algebraic descriptions, block diagrams, and bond graphs that the authors have evaluated in [6, 7] . For the review here we have deemed it sufficient to discuss the application of continuous control simulations to humans and artifacts. In this case, separate consideration of the concept 'control of simulation' is irrelevant, because continuous SIL control is generally based on simulation with behavioral models [e.g., 8].
Logical or discrete control mechanisms need a different treatment, since they are either simulated or executed based on constructs that have not extensively been discussed in [6, 7] . In these mechanisms, logical operations are performed on information that is interpreted from physical effects that can be observed in signals (Figure 1 ).
Constructs operating on such interpretations disregard the physical background of the signals. Also, they can be based on other foundations than modeling of behavior, which makes the distinction between 'control of simulation' and 'simulation of control' relevant. In Section 5, the various representations for logical control are reviewed based on their representation potential and ease of use.
In the next section the specific types of control in artifacts and humans are introduced.
CONTROL BEHAVIORS OF ARTIFACTS AND HUMANS
In artifacts, control is usually implemented to engage actuators based on input from sensors [e.g., 9]. Mechanisms for artifactual control are subdivided into two main categories, namely, analog control and digital control. These correspond to 'continuous' and 'discrete' control, respectively. Typically, in continuous control a control signal constantly applies corrections to a controlled signal so that the corrected output signal remains close to a set value.
Continuous control in artifacts is usually realized by hardware components that process physical quantities (e.g., voltage or pressure) as signals. Most commonly analog electronics is used. Such mechanisms are typically simulated based on differential equations. These equations refer to the physics variable carrying the control signal (e.g., electrical voltage) or alternatively as a continuously changing information flow derived from the variable [10] . On the other hand, embedded digital control mechanisms, such as microcontrollers and programmable logic devices (PLDs), are usually simulated as discrete-event systems performing logical operations on interpreted signals [11] .
Theories on human control cover a wide variety of responses to external stimuli, such as walking, looking, reaching, grasping, drawing, keyboarding, speaking, etc. [12] . Human motor scientists have developed various approaches to model the control of interactions, which can be considered analogous to artifactual control in that it activates muscles (human actuators) based on input from perception (human sensors). The literature agrees that signals from the sense organs are processed by the central nervous For instance, Stelmach proposed a decomposition scheme with five generic stages (Figure 2) , namely, detection, recognition, decision-making, response selection and response execution [13] . These generic stages have a lot in common with other subdivisions, such as the ones proposed in [14] and [15] . In fact, detection and recognition are considered preparations for the inputs of control, while decision-making, response selection and response execution represent the actual control. Involving conscious cognitive processes, decision-making is typically considered 'high-level' control, whereas response execution (i.e., the actual motion of limbs) is treated as 'low-level' control [16] .
A common approach in contemporary cognitive psychology is to model decision-making based on logic [17] . Response selection has been considered a hierarchical structure of options in which a choice is logically derived based on the task at hand [16] . Response execution has been described as an eye-limb coordination exercise [18] . Findings over the past decennia indicate that the human brain specifies the input to response execution as movements based on positions, angles, velocities, and angular velocities rather than on forces and accelerations [e.g., 19]. The theory of invariants, i.e., generalized and parameterized motion patterns, allows us to ignore the influence of eye-limb coordination in responseexecution modeling [20] .
As we just mentioned, modeling of decision-making is typically done based on logic. Regarding the other stages of control, there is still much debate in the literature whether these are to be modeled as discrete (logic-based) or continuous. The discrete-information processing theory considers and models the human as a processor of information, comparable to a computer [13] , and as a composition of receptors, effectors, and an intervening control system, with information processing concerned primarily with the operations of the control system.
The applications of continuous simulation models in the literature concentrate on response execution. Costello [21] reserved continuous models for small corrections, while he considered large-scale movements to be represented by discrete models. Sanders [22] proposed two stages of response execution, namely, (i) response programming, which suggests logical control, and which seems to correspond to Costello's large-scale movement planning, and (ii) motor adjustment, which is supposed to produce "instructed muscle tension", in other words, it specifies the force required. This also seems to be in agreement with findings that the velocity and position control signals that are input to response execution are generally considered to be discrete and pulsatile [23] .
Concludingly, findings from the literature (which does not appear to be decisive) suggest that computational modeling and specification control of human movements can be kept relatively simple by applying two principles. The first is to implement generalized and parameterized motion patterns. If these invariants are available, they can be used to circumvent simulation of eye-limb coordination, and thus disregard the role of perception in motor adjustments. The second principle is to model/specify response selection and execution as logical control, with the exception of the final translation of motion patterns to muscle forces, which is modeled as continuous control. As a wrap-up, Figure 3 shows how the various types and stages of control that the literature distinguishes in humans and artifacts are related, and how they come together in physical interactions. In most of the approaches reviewed in the next sections the physics of interaction (central box in Figure 3 ), if included in simulation, is limited to a selection of mechanical behaviors, i.e., rigid-body kinetics, deformations, and kinematics. What we also disregarded is how metabolic processes (digestion, breathing, blood flow, etc.) provide the energy needed for human cognition and motion. We have assumed that this omission is acceptable in forms of product use where fatigue and exhaustion can be ignored, i.e., outside applications such as sports and warfare.
SIMULATION OF CONTINUOUS CONTROL BEHAVIOR OF ARTIFACTS AND HUMANS
As was explained in Section 2, simulation of continuous control has already been discussed in [6, 7] . The typical simulation constructs for continuous control behavior are based on non-geometric representations such as block diagrams and bond graphs, for which various modeling and simulation packages are available [e.g.,10]. Matlab Simulink is often used to model block diagrams because many commercial packages for continuous simulation (e.g., finite element analysis, multibody dynamics) offer an interface with it [24] .
Continuous simulation of human control behavior is typically applied to investigate response execution of movements. In the investigated literature three types of models have been used: (i) conventional signalcorrecting control loops, (ii) posture frames that have been pre-recorded or that are pre-calculated based on optimization algorithms, and (iii) artificial neural nets (ANNs).
Examples of behavior simulated as a conventional control loop are eye-hand coordination in vehicle control [e.g.,25] and interactive compensation of machine behavior [e.g.,15]. In both examples, the physical transfer of information entered by the human into the machine -e.g., by operating an interface element -is a step that is skipped. An example that includes physics was proposed by Multon et al. [26] , who combined simulation of low-level motion control with kinematics and rigid-body kinetics of the human arm.
Series of posture frames that are used to control human-motion simulations are typically obtained from motion-capture devices. For commercial human modeling and simulation packages that operate on geometric/anatomical models of the whole human body (e.g., LifeModeler [27] and Anybody [28] ) this is the most common form of input. Based on inverse dynamics these packages analyze the motions prescribed by the frames to compute muscle forces. This approach is inflexible because it only permits motions exactly as they have been captured from a specific human subject in a specific interaction, thus allowing open-loop simulations only.
Recent approaches have aimed to overcome this disadvantage by applying optimization algorithms to calculate incremental changes between arbitrary start and end postures. In 'memory-based motion simulation' (MBMS) Park et al. [29] used a database with so-called root motions, which were captured from human subjects between particular pairs of start postures and end postures. To find motions between other pairs of postures, the most similar root motion was retrieved from the database and then adapted to match the new start and end posture by minimizing the deviation from the root motion. In the Santos virtual human, Yang et al. [30] implemented a different, so-called 'multi-objective' optimization algorithm to calculate the most likely intermediate postures based on minimum potential energy, preference for 'neutral postures', and three other factors.
By considering the end position before computation these approaches effectively create a closed loop in low-level control without considering feedback based on perception. On the other hand there are three potential disadvantages: (i) what must be specified beforehand is the exact end posture (and not only the position of a landmark, such as the fingertip), (ii) pre-calculation of motion frames distributes the computational load unevenly over the simulation runtime, because all postures must be computed before the simulated movement can start (Nevertheless, it has been claimed that Santos can perform simulations in real time [31] ), and (iii) during the simulated movement, intervening interactions with other bodies may occur that necessitate recomputation.
The third group of approaches is based on ANNs. An example is the simulation of steering behavior of airplane pilots that was performed by Martens [32] . In this simulation the actuation of muscles and the physical interaction between the human and the controls of the plane were not considered, nor was a geometric/anatomical model of the human body. Instead, the output control signals of the human were directly converted to positions of the control stick.
Reil and Husbands [33] used ANNs in simulations of human walking. Based on evolutionary principles a best-performing network was selected. The approach has been further developed for application with geometric/anatomical models of the whole human body, and brought to the market as the commercial software package Endorphin (naturalmotion.com) which has successfully been applied to generate human motion animations for the entertainment industry [34] . To prepare simulations of action sequences, typical 'behaviors' selected from a library (e.g., 'jump', 'stagger', 'writhe') are scheduled on a timeline together with events such as predefined occurrences of forces acting on the human body [35] .
LOGICAL CONTROL IN SIMULATIONS

Formal Representations
The most common logics-based representations of control mechanisms and processes are finite automata or state machines. They prescribe transitions between states of a system, which are triggered by specified input [36] . Control signals can be assigned to transitions or states as output [37] . Three categories of logics-based representations can be distinguished: (i) formal language-based (using procedural logic in the form of text and declarative codes), (ii) algebraic/numeric (using matrix representations, Boolean algebra, and temporal logic), and (iii) graphical [38] .
Graphical representations include informal graphical symbol constructs typically based on directed graphs [39] , and formal, numerically processable symbolic constructs. We have concentrated on these below. Graphical representations such as the one in Figure 4 are generally easier to comprehend since (i) hierarchy and parallelism in complex systems can be shown more clearly, (ii), graphics allow selective reading depending on the level of details needed, and (iii) the number of concepts to be held in shortterm memory is smaller [40] . Graphical representations with multiple uses are state transition diagrams (STDs) [41] , Markov models [42] , Petri nets [43] , and statecharts [44] . Additionally, a large number of 'dialects' of varying significance have been developed to extend these representations. The most important dialects of Petri nets are stochastic, timed, and high-level Petri nets [45] , and the most important dialects of statecharts are stochastic and timed statecharts, as well as modecharts [46, 47] . Various software packages exist for specification, modeling and simulation of STDs [48] , Petri nets (informatik.unihamburg.de/TGI/PetriNets) and statecharts [44] . Considering its basic representation potential, the STD has become the most elementary representation for finite automata. It specifies transitions between global states of the whole control system and it can be converted to any other of the other, more 'advanced' representations. Conversions from Petri nets to statecharts and vice versa are also possible [e.g., 49, 50] .
The 'advanced' representations have been developed to support (i) probabilistic transitions (Markov models, stochastic Petri nets, and stochastic statecharts), (ii) timing, i.e., delayed transitions (timed Petri nets, timed statecharts, and modecharts), (iii) distributed or concurrent states (Petri nets and statecharts), and (iv) hierarchical decomposition (statecharts and high-level Petri nets).
Probabilistic transitions are needed to model non-deterministic systems. The capability to represent timing makes it possible to model countdown timers and latency in the control system. Distributed states, concurrency, and hierarchy are applied to avoid 'state explosion', i.e., the need for a large number of states and transitions in STDs and Markov models, which makes these representations hard to work with [47] . Based on these considerations, it can be concluded that statecharts and Petri nets, which support distributed states, concurrency, and hierarchy (either by default or by using dialects), offer the highest representation potential.
Logical Control Of Artifact Simulation And Simulation Of Logical Control
In Artifacts In physical artifacts, digital circuits and embedded software are the typical discrete subsystems for which automata have been used as a representation. In the development of products and systems, automata are often deployed as virtual prototypes of digital circuits or embedded software.
Letting automata (which may be linked to a simulation model) execute the instructions intended for the physical discrete subsystems is a form of emulation, i.e., a specific type of simulation that has been defined as "software added to one computer system to enable it to execute programs written for another system" [51] . It is based on an exact transcript of instructions rather than on a model of behavior. After [47] . In a Petri net, distributed states are modeled with discrete tokens, which can be interpreted as processed units distributed over the plant [e.g., 53]. The popularity of Petri nets in industrial automation can also be attributed to the fact that the international standard for sequential function charts, which are used to design PLDs, is based on them [54] .
Statecharts have become the prevalent representations in virtual prototyping of most other products and systems, e.g., cars and airplanes [55] , and elevators [11, p.217].
Logical Control Of Human Interaction Simulation And Simulation Of Logical Control
In Humans Logical control appears in three types of human simulation models. The first category is that of models addressing only one of the stages depicted in Figure 2 , in particular decision-making and response selection. They can not be directly used in interaction simulations but they can be used as simulation components. The second category addresses specific use processes on an abstract level. It does not involve models of the human body. The third, most advanced category is integrated into full geometric/anatomical human-body models and potentially lends itself to full-fledged use-process simulations.
The decision-making models in the first category are known as 'cognitive architectures'. In these architectures, such as ACT-R and EPIC [56, 57] , logic is represented as production rules in accordance with common practice in cognitive psychology [17] . A response selection model belonging in the first category is the hierarchical structure in [58] that has been proposed in line with [16] to select grasping responses based on logical evaluation of shapes and dimensions of objects.
The second category typically applies a radical approach to modeling of interaction control by bypassing both perception and human motor control. This can be achieved by directly modeling the effects of human control on the artifact with which the human interacts. This approach, which was also taken by [ref. 32] in Section 4, is particularly feasible if the artifact is a given specific product, e.g., an airplane or a car. For instance, using an STD combined with evolutionary algorithms, Fogel [59] modeled response execution of pilots as motions of the steering components of the airplane rather than motions of the arms and hands.
The combined human models in the third category also incorporate various subsets of constructs and models that have been reviewed in [6, 7] and they involve some logic to provide high-level control.
Perhaps the most well-known example in this category is the Jack manikin developed at the University of Pennsylvania and nowadays commercially marketed by Siemens as Vis Jack. Jack is a semi-autonomous virtual human that makes decisions based on commands interactively entered by the user acting as human in the loop. The commands are conjectures about decision-making formulated in near-natural language, e.g., 'walk around the room' [60] . They activate behavioral models of lower-level decisionmaking that have been coded in a language-based (C++) finite automata representation called 'parallel transition networks'. Lower-level control is based on stored sequences of animation frames. Additionally Jack offers limited possibilities to simulate the physics of interaction with artifacts (kinematics and quasistatic force computations).
Carruth et al. [61] presented an ACT-R enabled digital human model, ACT-R/DHM, based on Santos (see Section 4). So far, the most progress they made has been in vision simulation. In human-product interaction simulations, ACT-R/DHM perceives and recognizes interaction features (e.g., buttons) in 3D static product models [62] . Based on the perceived features, the ACT-R cognition simulation synthesizes motor control commands to interact with the product (e.g., 'reach for the button'), which Santos's low-level control simulation algorithms convert to movements. The control loop is closed by the vision simulation that feeds the progress of the task back to the cognition simulation.
So far, the project does not include behaviors manifested by artifacts, and it is limited to control of simple tasks. A disadvantage of using cognitive architectures is that new tasks must be included by adding modules to the production system, which is a labor-intensive endeavor involving empirical research with human subjects and procedural language-based programming of rules.
As an alternative to control exerted by simulated cognition, the original developers of Santos have proposed the consideration of scenarios to schedule high-level motor control in human-product interactions based on conjecture [63] . Actually, the scenario (also known as use case) appears to have become the prevalent umbrella concept for the specification of conjectured human actions, in particular on the level of decision-making. As such it has been widely applied in software development, for requirements engineering and also simulation, but so far its application to forms of interaction other than between human and computer has largely been limited to the use of informal representations (e.g., storyboards) to support creative processes [e.g., 64].
Being the prevailing alternative to cognitive simulations for decision-making, the concept of scenarios is now further elaborated in the next section by (i) giving an account of the literature explaining the concept and (ii) reviewing its current applications to simulation of use processes.
SCENARIO-BASED CONTROL IN INTERACTION SIMULATION
A scenario of use has been defined as one possible way for a human user to control his interaction with a given product in given surroundings. Its execution usually means going through a series of choices from subsequently available options. Stanton and Baber [65] explained scenarios of use by referring to Newell and Simon's theory of human problem solving [66] . The viewpoint they adopted is that the goal of using a product is to solve a problem. To that end, the user moves through a decision tree from the initial state 'problem unsolved' to the goal state 'problem solved', selecting between available operations. Each junction in the tree has various paths representing state-transforming operations, of which one is selected. Each of the possible routes that connect junctions is a scenario of use, and the set of all possible scenarios forms a scenario tree [67] .
This common interpretation has been criticized for two reasons. Firstly, if use actions fail, the scenario does not end in a goal state 'problem solved'. Therefore, 'negative' scenarios should also be considered [68] . Secondly, the tree representation is known to have limitations in terms of flexibility of representation. Therefore, more general terms like 'organized sets of scenarios' or 'scenario networks' have been suggested to include other, more flexible arrangements of possible scenarios [e.g., 69]. Actually, if we consider the state machine in Figure 4 as a description of user operations for a manually operated heater/fan combination it is an example of an organized set of scenarios.
There have been efforts to use organized sets of scenarios to achieve logical control over concrete operation and/or simulation processes. These have been typically implemented as control models by using the representations discussed in Section 5. In software engineering, organized sets of scenarios are commonly used in requirements specification, verification, and prototyping [69] . Since software prototyping is usually done by executing or emulating the program under development, while physical interaction with hardware (mouse, keyboard, etc.) is usually not investigated, additional simulations are not needed. The logical control representations typically used are statecharts and, to a lesser extent, Petri nets, and STDs [e.g., 70]. The dominance of statecharts in this application area can possibly be attributed to the fact that they have become a standard representation in the unified modeling language UML [71] .
Outside the domain of software engineering, the majority of the scenario-based control approaches have been developed for computer animations in training, gaming, and entertainment. In these approaches movements are mostly generated based on key framing, i.e., on predefined frame sequences rather than on simulated physics [72] . A more advanced approach was implemented for training purposes in the 'Iowa driving simulator' [73] . This simulator projected virtual humans driving around in virtual cars, and it performed physics simulation controlled by combined scenarios specified as statecharts. In contrast to the approach in software prototyping, these covered not only human decision-making, but also the control by artifact subsystems.
There is no general consensus on whose actions scenarios should describe. In their strictest sense, scenarios in their application to the use of products as explained in [65] Figure 4 .
Example of a simple state machine: statechart of embedded control in a heating/cooling system distinguish human control from artifact control in scenarios [e.g., 69], or they include actions by other humans (e.g., other traffic participants in the Iowa driving simulator) .
In the support of product design, the application of scenarios as a means to control simulations of use processes with inclusion of human motor control and physical interaction has been scarce. In the investigated literature only two references to the application of scenarios in this area could be found. The first was in a side remark on possible implementation in the Santos virtual human (see Section 5.3). In the other, Hou et al. [74] claimed to have implemented scenarios to simulations of human-product interaction with a geometric/anatomical model of the whole human body. Unfortunately, implementation details are missing, and no reports on further developments after 2007 could be found.
In the final section of the paper, we will briefly introduce our own approach, in which simulations of human-product interaction are controlled by graphically represented scenarios of human decisionmaking and specifications of embedded control in artifacts.
DISCUSSION
From the viewpoint of application of human-artifact interaction simulation, control should be considered in the following respects. Firstly, many products include control mechanisms. These can be continuous and/or discrete. A simulation approach that supports comprehensive simulation of use processes should include this control. For modeling and simulation of continuous control in artifacts, the industry typically uses block diagrams, which therefore can be considered the preferred representation form. For modeling and emulation of discrete control several representations are in use. Outside the area of manufacturing logistics, where Petri nets prevail, statecharts seem to be becoming the dominant representation form in the industry.
Secondly, humans apply control in their interactions with products. Since human control applies to interaction with virtually any product, its inclusion in simulations is even more essential than that of control embedded in products. Human control manifests itself chiefly in motor control, i.e., control of muscles in order to move limbs and other body parts. Human-motor scientists have distinguished highlevel control, which relies on cognition, and low-level control, which is subconscious and relies on eyelimb coordination. In many human simulation approaches, high-level control (and in some cases also low-level control) is not simulated but performed by a human in the loop.
High-level human control can also be simulated, based on cognitive architectures such as ACT-R. Alternatively it may be substituted by a conjecture of human decision-making that is specified as a scenario specification, and executed by software in the loop. So far, the use of scenario specifications to control use-process simulations has largely been restricted to the field of human-computer interaction, where continuous processes such as motor control and physical interaction are disregarded. Common logical representations that are often used for scenarios, such as statecharts, have already successfully been applied for closed-loop control of (continuous) simulations of physics in artifacts [e.g., 55].
Low-level control in existing virtual human simulation approaches is, like high-level control, either performed by a human in the loop or simulated. An open-loop alternative is to use pre-recorded motioncapture frames or animation frames. Recent optimization-based approaches can achieve results equiva- references: Feyen et al. [75] LifeModeler [27] , Anybody [28] , Abdel-Malek et al. [31] , Park et al. [29] , Carruth et al. [61] , NaturalMotion [35] , Jack [76] lent to closed-loop simulations of low-level motion control, as long there are no interventions between start and end posture [e.g., 29, 63] .
In design support systems, geometric/anatomical models of the whole human body have become popular means to tune dimensions of products to humans [e.g., 75]. Most of these are conventionally limited to static posture investigations. In this paper, more advanced full-body models have passed in review that also incorporate behavioral simulation capabilities for the mechanics of physical interaction. Some of these models have intentionally been developed to offer use-process simulation as a form of design support. To wrap up the review of control, we have subjected the full-body models to a closer inspection in order to assess the state of the art in integrating control and various mechanics behaviors in interaction simulation. This outline will serve as a starting point for the conclusions.
The overview in Table 1 brings together the most advanced simulation approaches for full-body models that were reviewed in this paper as well as some conventional ergonomic human models that were reviewed by Feyen et al. in 2000 [75] . Two main groups of capabilities of these models turned out to be discriminating, i.e., (i) the range of physical (mechanical) interaction behaviors covered and (ii) the control-related functionality that is included.
(i) Range of physical (mechanical) interaction behaviors covered. All of the models support simulations of human-body kinematics and none of them support simulation of deformations or non-mechanical behavior. Most support rigid-body kinetics of humans and kinematics of artifacts. Full rigid-body kinetics of artifacts and, in particular, deformation is poorly supported by the models.
(ii) Control-related functionality. None of the approaches support embedded control in artifacts. All include some form of low-level human motor control, but in many cases it is based on an open loop (i.e., it gives input to simulations but does not react on simulation outcomes), of a human in the loop. Only the models based on the latest developments reported in [29] and [31] offer software-in-the-loop support for closed-loop low-level motor control. The control-related functionality of human-artifact interaction simulation is the focus area of this paper. The conclusions below concentrate on how to resolve the issues of control, which are primarily about closing loops.
CONCLUSIONS
Geometric and anatomical models of the human body are frequently used by designers. The current models lack capabilities that allow them to engage in interactions with virtual products in software-inthe-loop simulations. Now that low-level human motor control can effectively be simulated as a closed loop based on optimization algorithms, the key challenges are (i) closing the loop of human decision making and (ii) closing the loop of feedback from physical interaction with artifacts. A third problem would be to include embedded control in artifacts. Although no approach involving human models offers this functionality, many artifact-only simulations offer it. It can therefore be expected that solving problem (ii) suffices to include this aspect.
Regarding the incorporation of human decision-making in simulations, some success has been reported based on cognitive architectures. However, to support a broad range of decision-making processes specific to interactions with various products, a lot of programming work and additional research will be needed. As an alternative to cognitive simulation, scenarios offer an attractive option that is closer to informal methods already in use by designers. The currently known formal scenario-based approaches have focused on human-computer interaction, and they do not address human motor control and physical interaction between humans and products. However, in applications to artifact-only simulations it has been shown that easy-to-use graphical representations can act as closed-loop control mechanisms over continuous simulations similar to that of low-level motor control and the physics of human-product interaction. They have even been used to represent decision-making of virtual humans in the Iowa driving simulator. Therefore it is reasonable to assume that an approach for human-artifact interaction simulations can be developed in which formal scenarios represent a designer's conjecture about human decision-making in a closed loop.
The absence of feedback from physical interaction with artifacts in the current approaches can possibly be attributed to the fact that in real humans this feedback goes through perception, which relies on complex processes that are hard to model and simulate. Ignoring the filtering role of perception is a simplification that has been successfully applied in certain dedicated interaction simulations (e.g., automotive and aeronautical). It implies that simulation outcomes are used as direct inputs to control mechanisms (continuous or discrete). Therefore, if we accept a tradeoff in accuracy and realism, it is possible to include feedback from physical interaction even though we are not able to simulate perception.
Based on the findings laid down in this survey, we can thus say that closing the control loops in simulation of human-artifact interaction is possible, and that it can be realized without novel technological and scientific breakthroughs, i.e., relying on principles that are already used in related fields. By using conjectured scenarios and simplified feedback of physical interaction, the realism of the simulation is possibly compromised. Validation of a new approach based on these principles is needed to conclude to what extent this is acceptable.
FURTHER WORK
Building upon findings of the survey presented in this paper a new approach is being developed to enable testing virtual use of products. The new approach uses the scheme in Figure 3 as a template for closing control loops in interaction simulation, focusing on inclusion of high-level human decision making based on scenario bundles and integrated simulation of the physics of interaction with nucleus-based models. The current stage of development is that of a proof-of-concept implementation, which has been presented in [1, 2] and also validated in [3] . Figure 5 shows how the scheme in Figure 3 was operationalized as two distinct layers dealing with control and simulation respectively. The control elements of interaction simulation have been brought together in a logistics layer, which contains a scenario bundle describing human decision-making, a model of low-level human motion control, and a procedure structure in which the embedded control of the product is specified. In the proof-of-concept implementation, both the scenario bundle as the procedure structure were represented by statecharts, using Matlab/Simulink Stateflow. The simulation layer was connected to the control in Simulink. It was realized with MSC Adams, using multibody techniques to create proxies of nucleus-based models, for which no software has been developed yet.
Regarding the control of interactions, the current proof of concept lacks sophisticated simulation capabilities for low-level human motion control, which has been provisionally substituted by a coarse workaround based on logical instructions. As was shown in this survey, recent developments (which have emerged after the current proof of concept reached its current status) have made it possible to simulate low-level human motion control with sufficient fidelity. Knowledge from these developments should be adopted into our approach to enable full inclusion of human control of mechanical interaction.
