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"Cyberenvironments will 
enable the on-demand 
creation of new science and 
engineering sub-disciplines 
that allow community 
knowledge and shared 
resources to be quickly 
gathered around problems 
of interest." . 
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An Expert Opinion 
the research process 
One could argue that scientists have been slowly losing the capa-
bilities that enabled the scientific revolution. Hundreds of years ago, 
the top minds in any given culture had access to the overwhelming 
majority of their culture's knowledge. There wasn't that much data 
to go around, and thinkers tended to congregate at the intellectual 
epicenters. They all used a common format-text and drawings, even 
if it did mean you had to speak several languages. And they all used 
a very limited set of tools. Mostly, they had their brains, pencils, 
and benefactors. 
That systemic view is something we've lost, locking up knowledge in 
a variety of tools and databases and individual disciplines. Cyberen-
vironments-integrated, end-to-end software systems that will make 
cyberinfrastructure as accessible and usable as Web browsers made 
the Internet-mitigate that loss. They'll give researchers the ability 
to make connections across the whole of human knowledge and to 
have the global perspective that enabled their forebearers' revolu-
tionary advances. 
Cyberenvironments support the re-engineering of science and engi-
neering research processes. Part of their role will be to provide an 
easy-to-use interface to local and shared instruments, sensor arrays, 
data stores and data sets, computational systems, networks, scien-
tific and engineering applications, data analysis and visualization 
tools, and services, all within a secure framework. They go beyond 
simply providing access to cyber-resources by enhancing researchers' 
abilities to manage complex projects and automate processes within 
and across projects and disciplines. They also allow researchers to 
collaborate effectively with colleagues near and far. Cyberenviron-
ments can also be tailored to allow researchers and educators to 
interact with the cyberinfrastructure using concepts and approaches 
familiar to their specific discipline. 
Cyberenvironments are frequently thought of as being limited to 
gateways to large-scale computational capabilities or community 
data stores or as collaboration spaces. They are also often assumed 
to be Web portal-based and disconnected from local tools. We realize 
that these definitions are not sufficient to capture the full potential 
of cyberinfrastructure and satisfy the future needs of scientists and 
engineers. In particular, future cyberenvironments must: 
lill> Allow researchers to manage large-scale and complicated 
scientific projects and processes. 
lill> Allow researchers to manage the diverse and large-scale 
experimental, computational, and data resources needed to 
address challenging problems and complex phenomena. 
lill> Bridge local, institutional, and national cyberinfrastructure 
to create a seamless environment that assures the most ef-
ficient and effective resources and capabilities are brought 
to bear on the problem at hand. 
lill> Assist in the bi-directional connection between raw or 
group research artifacts (data, notes, plans, etc.) and pub-
lished artifacts (vetted data, annotations, best practices, 
reviews, and papers) to enhance the flow of information 
between basic research and application and between 
research and education. 
In effect, they will enable the on-demand creation of new science 
and engineering sub-disciplines that allow community knowledge 
and shared resources to be quickly gathered around problems 
of interest. 
To provide these capabilities, NCSA is developing high-level service 
abstractions, above those currently available in the cyberinfrastruc-
ture, and additional capabilities for automating or semi-automating 
processes. The concept of visual knowledge discovery-using data 
analysis to categorize, cluster, and extract features from large data 
sets coupled with interactive visualization-is a prime example of 
new capabilities needed to allow users to quickly digest data and 
build understanding. Similarly, capabilities to manage semantic 
information about data and resources will enable higher-level capa-
bilities such as provenance tracking, annotation, and collaborative 
data curation. There are a growing number of projects developing 
the kinds of rich capabilities that cyberenvironments will ultimately 
need. We are at the forefront of applied research and development in 
these areas. 
NCSA is also enhancing the sustainability, adaptability, and scal-
ability of cyberenvironments. We're using current and emerging tech-
nologies such as Web and grid services, translating or integrating 
middleware (for example, NCSA's MyProxy), global unique identifiers 
and metadata, workflow and provenance, and semantic descriptions 
of resources and data. These technologies reduce the burden of cou-
pling cyberinfrastructure into cyberenvironments making it easier to 
integrate components from many sources. Meanwhile, they maintain 
the environments' end-to-end nature. Revamping current develop-
ment methods and tools to support this approach will be crucial to 
producing persistent cyberenvironments that support and evolve 
with research over decades. 
James D. Myers 
Associate Director, Cyberenvironments and Technologies 
NCSA 
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Capturing 
the 'scholarly 
knowledge cycle' 
Anne Trefethen leads the United Kingdom's e-Science 
Core Programme and is executive director of the Inter-
disciplinary e-Research Centre at Oxford University. 
She sat down with NCSA's J. William Bell at SCOS, the 
annual high-performance computing conference, to 
discuss the state of thee-Science program and its impli-
cations for similar efforts. 
Q: Start out by giving us a feel for what the U.K. e-Science pro-
gram is, what your high-level goals are. 
A: The U.K. e-Science program has been going now for almost five 
years. In that time, the investment has gone into people-re-
search-not machines or networks. The goal of the program has 
been to use science problems as a driver to create the infrastruc-
ture to support future scientific research. We've been trying to 
build an infrastructure that allows scientists to make collaborative 
teams distributed globally ... 
What we've also been trying to do is make sure the focus is not 
on computers, because the focus has been historically about us-
ing distributed computers but it's really about using distributed 
resources of any kind. So making it easy for scientists to use 
large facilities. To be able to use collaborative technologies. To 
bring in specialists within their development phase or at a critical 
moment. To be able to access databases remotely. To be able to 
do that means a lot of work to agree to data standards, to other 
standards. And we have found that for the majority of the science 
applications in the U.K. the focus is about data-data manage-
ment, data federation, data curation, and there are many issues to 
solve here. 
Q: You talked about using science problems as the driver. NCSA 
is really starting a defined, explicit push to incorporate those 
community engagement issues into the way that we build in-
frastructure. [See "Five in Focus" in this issue of Access.] Why 
has that been important for the e-Science program? 
A: It really was important. The program was set up with joint funds 
to these science problems and to generic infrastructure ... The part 
of the program that I direct is looking at the generic technolo-
gies to support e-Science, while the science applications have 
been funded by various research councils in the U.K. oriented 
toward particular fields like medicine or the natural sciences. Each 
looking at their separate discipline, but the resulting science ap-
plications are interdisciplinary bringing together the application 
scientists and the computer scientists. This program is somewhat 
unusual because it's funded across all research councils. That's 
made it easier for scientists to collaborate with other disciplines 
because the funding has been there to promote that... 
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I Questions & Answers 
At the time the program was started, we weren't sure, as tech-
nologists, that this was the right way to do it. Now, I'm utterly 
convinced that it was. In the beginning, we took what the U.S. 
had developed and created an infrastructure that people could 
begin to use. It helped our technologists get up to speed about 
what's required in building these types of things. It helped our 
scientists begin to understand what was useful. But you always 
have that tension between actually solving science and building a 
sustainable infrastructure. 
Q: So is that tension inherent in combining science and 
cyberinfrastructure or is it a matter of how the challenges 
tend to be attacked? 
A: It's the nature of how it's attacked. I don't think there's inherent-
Ly a real issue, but, because there's been a cross-over of technolo-
gies, there's an issue of bringing them closer together and making 
them mature. 
Q: You mentioned the decision to use some U.S. technology as 
the base. Flesh that out for us. 
A: We had three pieces of software that we used as the base of our 
grid. Those were the Globus Toolkit, SRB, and Condor. [The Globus 
Alliance's Globus Toolkit and the University of Wisconsin's Condor 
were both developed, in part, under the auspices of NCSA. The 
Storage Resource Broker is a product of NCSA's sister site, the San 
Diego Supercomputer Center.] We created a starter kit, including 
those utilities. That was used as the basis for some national grid 
efforts, but we also used it, if you Like, to build the knowledge 
base in the U.K. Nobody had used these technologies very much. 
We were using it as the technology to build grids, but partly also 
to understand what the issues were. 
This was back in the summer of 2001. Condor was a mature piece 
of software; it's been developed for many, many years. SRB, for 
example, was not that mature, though. What that Led to was very 
strong collaboration between teams in the U.K. and [teams in 
the U.S.] As I said earlier though, most of the applications in 
the U.K. had data issues to solve, which unfortunately this set of 
software didn't address and so we invested in the development of 
data services for data access and integration-OGSA-DAI. 
Q: Once you have people invested and have them doing real work 
on real systems-regardless of their discipline-how do you 
keep them invested? How do you give them the opportunity to 
expand the horizons? 
A: [Important] activity right now surrounds the concept of sustain-
ability. We're working very closely with the group in the U.K. that 
funds networking and digital Libraries, JISC, to embed this infra-
structure in the universities ... They're Leveraging e-Science work to 
develop what they call virtual research environments. Essentially, 
what they are doing is raising the Level, bringing to the existing 
environments the capabilities of e-Science technologies. 
Q: You had talked about generic technologies. Are the virtual 
research environments an attempt to give those more special-
ized faces for disciplines? 
A: They're trying to meet the needs of particular groups. For in-
stance, one of the VRE projects is working with archeologists to 
determine the things that they need to bring in databases, collect 
data, and compare them. Another is Looking at what a VRE for 
the humanities would Look Like. At this stage, that's collecting 
requirements and building prototypes and getting input from the 
user communities. 
This goes all the way down to the most basic, generic resources. 
But the focus of the VREs is on the higher Levels, which often 
times means some kind of application or community portal. 
Q: Sounds similar to what NCSA is doing with cyberenviron-
ments, though we're trying to avoid focusing too much on that 
front end. Is the growth of the audience for these things-re-
gardless of how deep they go down the stack toward an all-en-
compassing solution or of what you call them-changing what 
is expected of these environments? 
A: Yes, that's right. We're trying to give people an environment 
to work in. If someone has developed various components for a 
particular computational environment, say MATLAB, that per-
son should be able to use any grid resource and work through 
common tools. 
I'm sure we share the same vision-that of enabling the whole 
scholarly knowledge cycle, as we call it in the U.K. Being able to 
generate the data through simulation, curate it, have it Linked 
to publications and used in further research. That whole cycle 
of data usage is important. We have to acknowledge that and 
capture it. 
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"The NCSA/NOAO collaborative effort provides a backbone for 
secure data access, which is a vital component for astronomical 
portals and multi-location image archives," says Chris Miller, an 
assistant astronomer at Cerro Tololo Inter-American Observatory and 
one of the collaborators on the NOAO portal project. "These security 
measures are currently missing from ... most astronomical archive 
tools and services." 
By leveraging grid technologies-including the Globus Toolkit, 
NCSA's MyProxy, and PURSe (Portal-based User Registration Sys-
tem)-NCSA and developers from both Argonne National Laboratory 
and the National Virtual Observatory project have simplified the 
authentication and authorization process for users. When users log 
in, the portal knows which services and data they can access and 
which are withheld from them. 
This prototype portal (http:/ /nvo.noao.edu) was demonstrated 
in January 2006 at the American Astronomical Society Meeting in 
Washington, D.C. "Our demo included the ability for users to register 
and log on so that only they could see their proprietary data," Miller 
explains. "The next version, scheduled to be complete by July, will 
have a fully implemented security model developed by NCSA in col-
laboration with the NOAO." 
The grid-based security framework will serve as an international 
standard for virtual observatory interoperability. 
"The development of this security model is fully within the 
standards and procedures defined by the International Virtual 
Observatory Alliance," Miller says. "Thus, led by Ray Plante and 
Ramon Williamson at NCSA, and in collaboration with the NOAO Data 
Products Program Team based in Chile, we are leading the nation in 
applying a standard user authentication and authorization model to 
astronomical portals, archives, and analysis services." 
Testing the prototype pipeline 
In July, the LSST project will hold its first Data Challenge, a 
test designed to evaluate the development of the data pipeline. The 
challenge will provide feedback for the team and will help the col-
laborators further refine the requirements of the LSST pipeline. 
"The challenge will mimic the data transport and processing 
as it will happen in real life once the telescope is operating," says 
Cristina Beldica, project manager for NCSA's LSST effort. 
When the observatory begins operation in 2013, data will move 
from the telescope to a nearby base camp, where some limited data 
processing will take place in order to provide feedback to the tele-
scope and rapid alerts to the astronomy community. From the base 
camp, raw data will be transmitted to archive centers for processing, 
storage, and dissemination to astronomy researchers. During the July 
Data Challenge, three TeraGrid sites will stand in for the telescope 
site, the base camp, and a data archive center and simulated data 
provided by LSST collaborators will move from stage to stage. 
"What we're striving to do is get a big enough volume of data 
to show that our system will scale to the unprecedented data rates 
we'll see when the telescope is operational," Beldica says. 
A new data challenge will be held each year to see how far the 
development has come and how far it needs to go to be ready for 
the 2013 tsunami of data. 
This research is supported by the National Science Foundation. 
Spring 06 
The effort to build the LSST is overseen by the LSST Corporation. 
The institutional members of this collaboration are: 
Brookhaven National Laboratory 
Harvard-Smithsonian Center for Astrophysics 
Johns Hopkins University 
Las Cumbres Observatory, Inc. 
Lawrence Livermore National Laboratory 
National Optical Astronomy Observatory 
Pennsylvania State University 
Research Corporation 
Stanford Linear Accelerator Center 
Stanford University Kavli Institute for Particle Astrophysics 
University of Arizona 
University of California, Davis 
University of Illinois at Urbana-Champaign 
University of Washington 
Other partners and sponsors include: 
Google Corporation 
Lucent Technologies 
Microsoft Corporation 
National Center for Supercomputing Applications 
National Science Foundation 
Stanford University 
U.S. Department of Energy, Office of Science 
Access Online: http:/ jaccess.ncsa.uiuc.edujCoverStoriesjlsst 
For more information: http:/ jwww.lsst.org 
Team members 
At NCSA 
Cristina Beldica 
Chris Cribbs 
Greg Daues 
David Fleming 
Stephen Pietrowicz 
Ray Plante 
Ramon Williamson 
http:/ jwww.noao.edu/ 
http:/ jarchive.noao.edujnsa/ 
http:/ jnvo.noao.edu 
At NOAO 
Irene Barg 
Andrew Cooke 
Alvaro Egafia 
Chris Miller 
Nelson Saavedra 
Rob Seaman 
Chris Smith 
Nelson Zarate 
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nderstanding 
Cyberinfrastructure 
Story by J. William Bell and Trish Barker 
Infographic by Blake Harvey 
Cyber-resources 
NCSA operates one of the largest scientific computing 
facilities in the world, with more than 40 teraflops of 
computing capacity available to support academic 
research. NCSA provides the resources to store, 
manage, analyze, and visualize the increasing 
quantities of data generated by researchers-and the 
network connectivity to move the data and make it 
available to the user community. These 
cyber-resources are crucial to progress in science and 
engineering, as well as other endeavors. They are the 
heart of any cyberenvironment. 
The major usage mode of the past 20 years for 
high-end computing-allocation of time to a single 
investigator, submission of jobs by the investigator 
and her students to a queue, progress through the 
queue, execution of the job, spooling of the output 
to a file to be analyzed later-is giving way to new 
models. These new models, and the new 
communities using them, vary. NCSA is working 
closely with the scientific and engineering 
communities that it serves to determine how best 
to deliver the needed resources and services-even 
as they are emerging. 
Cyberenvironments 
Cyberenvironments are end-to-end systems that integrate 
cyberinfrastructure-local and shared instruments, sensor 
arrays, data stores and data sets, computational systems, 
networks, scientific and engineering applications, and data 
analysis and visualization tools. They go beyond simply 
providing access to cyber-resources by adding services that 
enhance researchers' abilities to manage 
complex projects, to automate processes, to 
connect projects and disciplines, and to 
collaborate effectively both near and far. 
Cyberenvironments will re-engineer the 
research process. 
Cyberenvironments are built on technologies 
such as portals, workflow engines, and 
semantic data and service descriptions. This 
allows cyberenvironments to evolve by 
adding new applications, tools, and services 
as scientific understanding grows. They are 
tailored to individual communities so that 
researchers and educators can interact with 
cyberinfrastructure using concepts and 
approaches familiar to their discipline. 
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· · · · · • · · · · · · · · • • · Science communities 
• 
• The need for cyber-resources is rapidly expanding. 
Many new communities now or soon will require 
supercomputing and related services to advance 
their research objectives. Many communities that 
have used supercomputing for years can't take full 
advantage because of the challenges that 
cyberscience presents in terms of managing 
complex projects, collaborating, automating 
processes, and connecting the community's ideas. 
need from emerging innovative systems. They help us 
devise better production-quality cyber-resources and 
new means of using them. And they help us build 
tailored, useful cyberenvironments. The constant back 
and forth ensures that we have a clear understanding 
of what the communities want to accomplish and 
that they have a clear understanding of what we 
intend to deliver. Cybereducation, meanwhile, ensures 
that the next generation of researchers is ready for a 
changing world. 
Because of the prime role communities conducting 
cyberscience play, we engage them at every turn. 
We work with them to understand what they will 
Cybereducation 
The advantages of the national cyberinfrastruc-
ture won't be realized without researchers who 
understand and can leverage the new capabili-
ties that it provides. Ensuring that today's 
undergraduate and graduate students learn 
about and interact with cyberinfrastructure is 
key to ensuring its success and assuring its role 
in promoting innovations and breakthroughs. 
NCSA intends to bring cyberinfrastructure into 
the nation's undergraduate and graduate 
classrooms. Just as the cyberenvironments NCSA 
creates will empower scientists and engineers, 
they also will ease the integration of computa-
tional methods into science and engineering 
curricula. With cyberenvironments at their 
disposal, educators can introduce their students 
to the concepts and techniques of computational 
science without bogging down in minutia. The 
focus can remain squarely on the science. 
Innovative systems 
Petascale computing is now a realizable goal that 
will impact all scientific and engineering 
applications, not just those requiring the highest 
level of capability. But the optimum pathway to 
petascale computing is unclear. To address the 
issues surrounding petascale computing, NCSA 
created the Innovative Systems Laboratory (ISL). 
The ISL will allow NCSA and its collaborators to 
thoroughly test and evaluate the performance of 
new computing technologies for key scientific and 
engineering applications. Initial activities will be 
focused on high-end computing platforms. Other 
elements of the cyberinfrastructure will also 
be considered. 
NCSA's ongoing relationship with research 
communities and with vendors affords the center 
a unique opportunity to bridge the two and help 
guide the development and use of emerging 
technologies. The ISL also allows the center to 
more fully understand and better prepare those 
technologies before they are put to broad use as 
production cyber-resources. 
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by J. William Bell 
Tailored allo arion managem nt on CSAs Tung ten cluster 
prov an important part of many re earchers' workflows. 
Once the allocations have been made and the highest-quality proj-
ects have been given set amounts of time, there are two straightfor-
ward ways of scheduling users on a supercomputer. One is egalitar-
ia n. A queuing system applies a set of rules-based on the amount 
of time a particular job is going to take, how many processors are 
going to be used, and the like-and puts people in line to wait their 
turn. The other is totalitarian. The decks are cleared for a big user, 
and he or she runs on a massive number of processors, perhaps the 
whole machine, for a long time. 
Neither approach is ideal, and neither addresses more nuanced 
or immediate needs. 
Take the case of the MILC collaboration, which studies quantum 
chromodynamics. In 2004, they received an allocation of four mil-
lion CPU hours on NCSA's Tungsten duster. By any reckoning, even 
one that comprises researchers at nine institutions, that's a massive 
allocation of time. 
To use those resources sensibly and efficiently requires human 
decisions and policies that are well tuned to the various ways that 
researchers use the center's systems. 
"Sitting down, going to talk to the users, and figuring out what 
they want. It's the only way to do this" when you have a broad 
variety of user needs, according to John Towns, who leads NCSA's 
Persistent Infrastructure Directorate. "'This doesn't work for me' is 
the last thing you want to hear." 
Tailored allocation management 
A powerful machine is still important, and Tungsten is certainly 
that. It has a peak capability of more than 15 trillion calculations 
per second, making it the largest computer supported by the Na-
tional Science Foundation and available for open scientific research. 
A popular machine is also important, and Tungsten is that, too. 
In September 2005, about 162 million normalized units of comput-
ing time were allocated on Tungsten-about 20 percent of the total 
parceled out by NSF across the nation. User requests for Tungsten 
were almost double that number, far exceeding the number avail-
able. This made Tungsten the most requested and the most allocated 
system in NSF's arsenal in September. 
Tungsten Special Usage (stack area) 
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Graph showing the largest users of block allocations on Tungsten, along 
with the number of processors reserved and the length of the reservation. 
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"If you allocate this large and popular a resource in the tradi-
tional ways, somebody always suffers. People with large runs wait a 
long time in the queues or don't get to run at all because the queu-
ing system is set up to handle a large number of smaller jobs. Or the 
smaller jobs get brushed aside in order to dedicate the machine to 
large jobs. It's a tough balance to strike," Towns says. 
"Tungsten is a resource that satisfies specific needs of the user 
community. It's a critical part of their research workflow," NCSA Di-
rector Thorn Dunning says. "That means we have to tailor allocations 
to suit them. We planned for this sort of approach when we installed 
Tungsten, and the popularity and productivity among users really 
showed us that it was the right way to go." 
Tailored allocation management means that specific pieces of 
the machine are dedicated to particular users for given periods of 
time. These periods are planned in advance so that users know when 
they're going to get access, how long they're going to have it, and 
how much computing oomph they're going to have available. These 
dedicated runs give users the capability they need to complete 
crucial computations that must be done in a specific timeframe, that 
require an unusually large number of processors, or that otherwise 
give the queuing system fits. The dedicated runs still leave room for 
a traditional capacity-oriented system, with smaller jobs passing 
through the queue and running unimpeded. 
About 40 percent of Tungsten is currently dedicated 
to tailored allocations. 
"Nobody else is routinely allocating time this way. But it's the 
best way to provide access that balances individual productivity 
and servicing a large number of users. We want to be responsive to 
individual requests while still ensuring success for a broad range of 
people and disciplines," Towns says. "When we strike that balance, 
our users do special things." 
Access Online: http:/ /access.ncsa.uiuc.edu/CoverStories/tungsten 
A STITCH IN TIME 
What sort of users take advantage of tailored 
allocation management? And why? Here are 
some examples. 
: · · · · David Baker 
University of Washington 
David Baker and his team are in the business 
of refining protein structures. These structures are 
traditionally derived using limited experimental data or by 
starting from first principles and simulating the structure 
from scratch. This group's technique combines the two to 
produce much more accurate models. 
A tailored account on NCSA's Tungsten cluster gave 
the team more than just the power they needed. 
"We'd never computed on this system when we got 
our special allocation," he says, and they were still in 
search of the precise approach that they would use for 
their structure refinements. A tailored allocation is "very 
good for methods development. Having dedicated time 
over days allows you to make such rapid progress. You 
try different things quickly and get daily feedback. That's 
really, really helpful as you're trying to get on your feet." 
Currently, the team has an in-house server system 
dedicated to conducting these sorts of protein structure 
refinements. It serves an entire community of researchers 
and is overtaxed. NCSA is configuring a portion of its 
Radium cluster to provide additional capacity to those 
researchers. It will expand their back-end capacity 
without any front-end change; researchers will 
continue to interact with the server as 
they always have. 
The MILC collaboration 
Members of the MILC collaboration are drawn to the 
strongest force in nature-the force that binds together 
quarks into the protons and neutrons that form the nuclei of 
atoms. Their quantum chromodynamics calculations proceed 
in two steps. Ground state configurations are calculated 
through Monte Carlo simulations, then the group, along 
with many other physicists carrying out numerical studies of 
quantum chromodynamics, uses those to simulate and explore 
a wide variety of other physical attributes of the 
subatomic world. 
The bottleneck is the Monte Carlo calculations. "Each 
ground state configuration is generated from the preceding 
one, so we cannot run jobs in parallel or start one job before 
the previous one ends," explains the University of California, 
Santa Barbara's Robert Sugar, a member of the collaboration. 
"As a result, we are in a poor position to compete for 
time with many of the users of normal queues who can have 
several jobs in the queues at once," Sugar says. Without 
a tailored allocation on Tungsten, there would be a ripple 
effect throughout the field. "The Department of Energy and 
the National Science Foundation spend approximately $750 
million per year on their experimental programs in high-
energy physics. A significant fraction of that is devoted to 
the study of weak decays of strongly interacting particles, a 
primary focus of our research. 
"Our calculations are needed in order to fully capitalize 
on the investments being made in the experiments, and our 
results are needed in a timely fashion in order to keep pace 
with experiments," he says. 
Joel Tohline 
Louisiana State University 
Every time a team of astrophysicists from 
Louisiana State University makes a run on 
Tungsten, a star is born-a pair of them, in 
fact. Tidal interactions among these stars can 
cause material to transfer between the stars and 
distort the stars' gravities, densities, sizes, and 
distance from one another. In some cases, the stars 
even merge in a spectacular and violent cosmic event. 
Work by this team is altering scientists' thinking on the 
mass ratio at which binary stars return to stability instead of 
coming to a catastrophic end. 
When they asked for one of three tailored allocations 
on Tungsten, they had just received a referee report from 
a submission to The Astrophysical Journal. It said that "the 
conclusions we drew in the paper would be significantly 
strengthened if we could repeat one of our extended 
simulations using slightly different initial parameters. We knew 
from experience that, running on 128 processors with the usual 
interruptions, this simulation would require many months to 
complete," says Joel Tohline, the professor at Louisiana State 
who led the team. 
A week-long, 512-processor run on Tungsten was set up in 
short order, and the publication went to print. There are broader 
implications of working closely with users to supply the sort of 
time and support they need, though. 
"In any given year-or decade, for that matter-the most 
interesting problems in computational astrophysics-substitute 
physics, biology, etc., as you like-are often those that push 
the limits of available resources. To make meaningful progress ... 
we design our simulations each year to take advantage of 
available computational resources at the national centers such 
as NCSA," Tohline says. 
"Our peers and funding agencies expect to see measurable 
progress on challenging and timely, relevant problems. If we 
invest our time performing a simulation that can be completed 
in a week's time on 32 processors, it is not likely to be 
addressing one of the most challenging problems that presently 
confront us. NCSA's commitment to dedicate major resources 
when they're needed to a single problem is in synch with this 
overall philosophy. It has contributed demonstrably to my 
group's ability to make significant contributions to our field." 
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by Trish Barker 
David Baker Ros tta code i unlo king the crets 
CSA i providing 
to its broad community of users. 
Proteins play a host indispensable roles. There a 
proteins that catalyze the c mical reactions i 
· erent nzymes sparking ousands of different critical reactions. 
There ar ransport proteins, such as the hemoglobi sponsible 
for carrying iron through the blood. Collagen and elastin provide 
structure, while other proteins are responsible for muscle movement. 
Some proteins store amino acids to nurture developing embryos 
and baby mammals. Hormonal proteins, like insulin, coordinate the 
body's essential functions, while receptor proteins in the membranes 
of nerve cells detect chemical stimuli. And defensive proteins fight 
disease-causing bacteria and viruses. 
In order to better understand these processes, biologists need 
to better understand the underlying proteins. That understanding 
could help researchers craft therapies to combat diseases caused by 
missing or malfunctioning proteins. 
To understand a proteins function, you must know its structure. 
Proteins are strings of amino acids, but these strings are folded 
and tangled into complex three-dimensional structures; the unique 
structure of each protein allows it to function in a unique way. 
Currently the standard techniques for determining protein structure 
are X-ray crystallography and nuclear magnetic resonance, but 
these techniques are time-consuming and therefore ill-suited to 
determining the structures of the hundreds of thousands of proteins 
of interest to scientists. Some proteins cannot be crystallized at 
all. And according to University of Washington researcher David 
Baker these processes can be a difficult and tedious. To reduce the 
difficulty, relieve the tedium, and realize costs savings, Baker is 
working to develop another method, one that relies on computation 
rather than experimentation. 
According to findings published in Science in 2005, the 
computational code Baker has developed, called Rosetta, can-in 
some cases-predict the detailed structures of small proteins nearly 
as well as experimentation. Baker is using the high-performance 
cyber-resources at NCSA to continue his efforts to determine 
accurate protein structures and to refine his computational models. 
In the future, his computational technique could be a cheaper, 
simpler alternative to experimentation for the derivation of small 
proteins structures, providing structures of comparable or even 
superior accuracy. 
Baker's work has been accelerated by an innovative allocation 
model NCSA has instituted that allows users with critical needs to 
employ dedicated blocks of time on the center's compute systems. 
NCSA has also assisted the broad base of Rosetta users by providing 
access to its Condor flock, Radium, for calculations submitted to a 
community Rosetta portal. 
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High-resolution refinement of CASP6 target 199(left), a remote homology model, and 263(right), a fold recognition model. The starting models (shown in blue) are refined 
to produce the refinement ensemble (in red), and the researchers can select the best predicted structures based on Rosetta full-atom energy (Y axis on the scatter plots). As 
illustrated in the scatter plot as well as the structural superimposition cartoon, the best refined model has improved root-mean-square-deviation (rmsd, X axis on the scatter 
plot) to the native structure than the starting models. 
The key to decoding proteins 
Baker's code is aptly named. Like the Rosetta stone that 
provided the key to translating Egyptian hieroglyphs into English, 
Baker seeks the code book that wiLL aLLow researchers to translate 
a known sequence of amino acids into a protein structure. Rosetta 
combines both the physical model of macromolecular interactions 
and algorithms for finding the Lowest-energy structure for an amino 
acid sequence. 
Baker uses a homologous known protein structure to provide a 
rough idea of what the protein structure might Look Like. That initial 
structure is modified in a search for the structure of the new protein. 
The code "jiggles it around until it settles on the Lowest-energy 
structure," Baker says. 
Of course, examining every conceivable sequence is impos-
sible-there are just too many permutations that a Long string of 
amino acids can form. So Baker's Rosetta code makes choices about 
what variations to explore, using the homologous protein 
as a model. 
"Rosetta makes predictions about what parts of the model it 
thinks are Likely to be correct and keeps those areas the same and 
introduces a Lot of variations in the areas it thinks are Likely to 
change," Baker says. 
Different processors are making different decisions-one 
processor might hold onto the structure of the middle of the model 
protein while introducing changes at the ends, while another proces-
sor might retain the structure of the ends and change the middle. 
Baker Likens the protein quest to searching for the Lowest el-
evation on the planet. If you dropped just one probe in one random 
area, that explorer would have to search and search and search and 
search and search. Or you could aLLow the probe to perform an in-
complete search for a defined period, providing an unreliable result. 
Multiple explorers in multiple areas can cover more ground in 
Less time. 
"More explorers increase your chances of success," Baker says. 
Likewise when it comes to protein structures, "to reaLLy explore the 
space, you need a Large number of processors. Each additional bit of 
computer power is more conformations that can be searched." 
Using the cyber-resources at NCSA, "we've been able to do 
enough exploration to see that the method works," Baker says. 
There are about 16 cases in which the computational method 
has generated a structure that is very dose to the experimentaLLy 
known structure. 
Innovative usage models 
Baker's team worked with the San Diego Supercomputer Center 
on the paraLLelization that was needed to adapt the Rosetta code 
to run on high-performance computing systems. Then in 2005 the 
other member of the National Science Foundation-funded Cyberinfra-
structure Partnership, NCSA, began to provide substantial compute 
resources. To help Baker make rapid progress, NCSA provided him 
with dedicated access to the center's Tungsten Linux duster, setting 
aside 128 nodes of the duster for several months. 
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"What was really great about having the dedicated time is that 
we could test new ideas quickly and get feedback," Baker says. 
"He falls into this rapidly growing class of researchers who 
really need blocks of time on substantial fractions of the available 
resources to make progress on their research," explains John Towns, 
who oversees NCSA's cyber-resources as the leader of the center's 
Persistent Infrastructure Directorate. "During the year, anywhere 
between 20 percent to 60 percent of Tungsten is serving 
these requests." 
In addition to his own research, Baker has also shared Rosetta 
with the broader biology research community. He established a 
Web portal, called Robetta, that allows other researchers to run 
Rosetta jobs. Initially, jobs submitted through the Robetta portal 
were running on a small cluster in Baker's lab, but this cluster was 
overwhelmed by the volume of submitted jobs, forcing scientists to 
endure months-long wait times. 
NCSA worked with members of Baker's research team and the 
Condor development team from the University of Wisconsin to 
provide integration of the Condor workload management system sup-
porting Robetta with NCSA's Condor resources to mirror the Robetta 
server at NCSA. The added computational power of NCSA's Condor 
flock, Radium, will be able to burn through the backlog of com-
munity jobs. The goal is to bring the throughput time down to days 
instead of months, enabling more researchers to complete more runs 
using Rosetta. 
This research is supported by the National Institutes of Health. 
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News & Notes 
-Arden Bem.ent visits 
On January 25, 2006, NCSA held an official dedication for its 
new 142,000-square-foot home. "This celebration recognizes the 
dedication, hard work, and ingenuity of NCSA's staff in building 
and operating the computing infrastructure upon which the nation 
depends," said NCSA director Thorn Dunning. "Building a national 
cyberinfrastructure is a 'contact sport' that involves scientists and 
engineers, software developers, and computer technologists. By 
bringing all of us together, the new NCSA building will foster the 
collaborations that will be needed for success." 
Also speaking at the dedication ceremony were: Illinois 
Secretary of State Jesse White; U.S. Representative Tim Johnson, 
a member of the House Science Committee; University of Illinois 
President Joseph White; Chancellor Richard Herman; and National 
Science Foundation Director Arden Bement. 
Bement then kicked off NCSA's 20th Anniversary Distinguished 
Lecture Series with a talk titled "Un-Common Sense: Recipe for 
a Cyber Planet." Bement discussed the benefits of "uncommon 
sense" as the United States meets the challenges posed by global 
problems, including global competition, and the scientific and 
technological advances that will be required to address those 
challenges. 
"I'm certain NCSA will continue to take the lead in meeting 
these challenges," he said. 
-All NCSA, SDSC systems available via TeraGrid 
For the first time, users requesting high-performance computing 
resources from the National Science Foundation will have access to 
all computational resources at the San Diego Supercomputer Cen-
ter (SDSC) and NCSA within the TeraGrid environment. Scheduled 
to be completed in April 2006, the move will provide users with 
access to all of NCSA's and SDSC's compute power and other cyber-
infrastructure services, such as high-speed networking, storage, 
software, and accounting. The addition of the Tungsten, Radium, 
and Copper systems at NCSA and SDSC's DataStar and Blue Gene 
systems will bring the TeraGrid's total computational performance 
to a peak of about 110 trillion calculations per second. 
This effort stems from the ongoing collaborations between 
the TeraGrid program and the SDSC/NCSA Cyberinfrastructure Part-
nership (CIP). The CIP was created so that the two supercomputer 
centers could work together to provide a "virtual facility" of coor-
dinated user services and resources. NCSA and SDSC are founding 
partners of the TeraGrid program and have deployed large dusters 
and other resources within the TeraGrid environment for several 
years. The current move is a result of 
the transition of the TeraGrid program 
from a development to an operational 
program and reflects the maturity of 
the current TeraGrid 
en vi ron ment. 
The change means that TeraGrid 
users with "roaming" allocations will 
now have access to all NSF-supported Te ra G rl·d™ 
systems at NCSA and SDSC, as well as I ~ 
the TeraGrid systems at other resource 
sites around the country. Users can use a roaming allocation to run on 
the systems at opportune times, explore their code's performance on 
new architectures, or expand their science via grid workflows. 
Between October 2004 and November 2005, NCSA delivered 344 
million normalized units of computing power to the TeraGrid research 
community-more than half the TeraGrid's total. Altogether, TeraGrid's 
resource providers have delivered more than 676 million NUs. 
News & Notes I 
RAPID RESPONSE TO 
HURRICANE KATRINA 
In the wake of Hurricane Katrina, scientists and research centers from across the 
country came together in an effort to provide crucial information on the contaminated 
floodwaters. Floodwaters containing organic and chemical pollutants such as sewage 
and oil covered many of the coastal regions of Mississippi and Louisiana, and there is 
potential for additional spills as commerce resumes in the Gulf. In order to better re-
spond to spills and aid cleanup, the National Oceanic and Atmospheric Administration's 
(NOAA) Office of Response and Restoration sought key surface current information for 
input to their trajectory models. On-demand, rapid response computing at NCSA played 
an important role in providing this information. 
Richard Leuttich and Brian Blanton from the University of North Carolina at 
Chapel Hill used their three-dimensional hydrodynamics code to simulate the 60-day 
forecast of water velocity and water surface elevation needed by the NOAA's Office 
of Coast Survey to provide near-shore, high-resolution input into hazard trajectory 
models. The required computational runs were completed in about 15 hours on NCSA 
resources, with little delay between when the requests were made and when the runs 
were initiated. 
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NCSA connects families 
with soldiers in Iraq Mary Kuetemeyer of Savoy, Illinois, knows the frustration of missed connections. Since September 2005 her son, 1st Lt. Christopher 
Kuetemeyer, has been assigned to convoy security at Camp Taji, 
near Baghdad. His occasional calls are precious but impossible to 
plan for. "He wouldn't know when he could call," says Kuetemeyer. 
Jakobsson and his long-time collaborators' molecular 
dynamics simulations of bacterial protein channels like 
this one aid in the design of a future generation of semi-
conductors and transducers for nanodevices-ideas that 
dovetail with the new National Center for Biomimetic 
Nanoconductors. Image courtesy of Narayana Aluru, See-
Wing Chiu, Eric Jakobsson, Karl Hess, Jay Mashl, Umberto 
Ravaioli, and Trudy van der Straaten. 
"One time I was right outside-! was 
outside the house for just 10 min-
utes-and when I came back in, he had 
called-and I couldn't call him back. I 
felt terrible." 
But Kuetemeyer and her husband, 
Dave, were recently able to catch up 
with their son face to face. On December 
21, 2005, NCSA hosted more than 50 
family members of soldiers stationed at 
Camp Taji and Camp Al-Asad. In confer-
ence rooms equipped with large plasma 
displays and Polycom videoconferencing 
systems, the families were able both to 
see and talk with their soldiers via 
satellite link. 
The videoconferencing sessions were 
coordinated by Nancy Komlanc, director 
of education for NCSA's Technology Research, Education, and Com-
mercialization Center (TRECC), who realized that the extraordinary 
communications capability at NCSA would enable the complex under-
taking. It was a joint effort by NCSA employees, military technicians 
at Taji and Al-Asad, and the Freedom Calls Foundation. 
NCSA employees welcomed the military families into the build-
ing with refreshments and escorted them to the videoconferencing 
rooms. Other staffers kept track of time and made sure the calls pro-
ceeded on schedule. Technical support and expertise were provided 
by George Estes and Ken Jackson, both of NCSA's video technology 
group, who helped ensure that there would be no dropped connec-
tions and adjusted camera angles. 
Jakobsson Leads new National Center 
for Biomimetic Nanoconductors 
NCSA Senior Research Scientist Eric Jakobsson was recently 
announced as director of the National Center for Biomimetic 
Nanoconductors, a newly formed NIH Nanomedicine Development 
Center. The broad goal is to develop a technology that combines 
silicon wafers with biological or biomimetic transport molecules 
as a foundation for devices that accomplish many of the functions 
of biological membranes. Jakobsson calls the center a "direct 
descendent" of the work he and his collaborators have done over 
the years with the support and expertise that NCSA offers. 




