Abstract. For N ≥ 4 we present a series of * -homomorphisms ϕ n : C(S + N ) → B n where S + N is the quantum permutation group. They are not necessarily representations of the quantum group S + N but they yield good operator algebraic models of quantum permutation matrices. The C * -algebras B n allow the construction of an inverse limit B ∞ which defines a compact matrix quantum group S N G ⊆ S 
Introduction
In [Wan98] Sh. Wang introduced quantum versions of the classical permutation groups S N , the so-called quantum permutation groups S + N , which are examples of compact matrix quantum groups in the sense of Woronowicz, see [Wor87] . The C * -algebra C(S + N ) is given by the universal unital C * -algebra
is a magic unitary where a matrix is called a magic unitary if and only if its entries are projections summing up to 1 in every row and column. The name quantum permutation group is justified by the fact, that one obtains its classical analogue, S N (or rather C(S N )), by adding commutativity to the generators. In this article we are interested in models of C(S + N ), i.e.
* -homomorphisms ϕ : C(S + N ) → B from C(S + N ) to C * -algebras B. We do not require ϕ to respect the comultiplication, hence we are only interested in finding "good" * -homomorphisms for the C * -algebra C(S + N ). This is linked to the research on matrix models in [BN17] or on Hopf images in [BB10] . As S + N coincides with S N if and only if N ≤ 3 we concentrate on the situation N ≥ 4. In fact, we construct a whole series of models (ϕ n ) n∈N whose kernels become smaller and smaller for increasing n. As an example for N = 4, we consider where A := C * (p, q projections) and
is the magic unitary constructed by
Here,
and ⊥ is defined as in [Wor87] . The choice of the matrix R might be a bit surprising for the reader familiar with the canonical proof of the noncommutativity of C(S + 4 ), where one usually uses the matrix R with the second and third column swapped. However, R behaves much better under the operation ⊥ (see also Example 3.10), hence our choice. We define π n+1,n : B n+1 → B n by dividing out the relations p = q = 1 in the last two legs of B n+1 ⊆ (A ⊗ A) ⊗(n+1) . The construction for general N is analogous (the definition of M 1 being slightly more elaborate) and we obtain the following commuting diagram. 
· · ·
The lower row of the diagram is an inverse system and admits an inverse limit (B ∞ , M ∞ ). The central result of this article is the following.
Theorem (Theorem 4.6). G := B ∞ , M ∞ is a compact matrix quantum group fulfilling S N G ⊆ S + N . In the situation of N ∈ {4, 5} it follows from the maximality of the inclusion S N ⊆ S + N proved in [Ban18] that the constructed inverse limit is equal to S + N . We have to leave it open whether we have G = S + N for N ≥ 6. Our results may be interpreted in the sense that Woronowicz's operation ⊥ applied iteratively to the representation R as above is powerful enough to finally reproduce all of C(S + N ), at least in the cases N = 4 and N = 5. Hence, R ⊥ n yields good models of quantum permutation matrices for practical purposes such as in [LMR18] , see also Section 3.4. In Section 5, we comment on how to generalize the presented ideas and results in the situation of easy quantum groups, of which the (quantum) permutation groups are special cases. We show that the construction of an inverse system and the corresponding inverse limit as above can be performed whenever a suitable starting pair (B 1 , M 1 ) is given.
Preliminaries
In this section we define compact matrix quantum groups and quantum permutation groups S + N . Throughout this work, let ⊗ denote the minimal tensor product of C * -algebras and we write [n] for the set of natural numbers {1, . . . , n}.
2.1. The categories C N and compact matrix quantum groups.
Definition 2.1. Consider for given N ∈ N the category C N whose objects are pairs (D, M) where
• the C * -algebra D is generated by the N 2 entries of M.
Arrows in C N between objects (D 1 , M 1 ) and (D 2 , M 2 ) are * -homomorphisms ϕ sending the entries of M 1 canonically onto the entries of M 2 , i.e.
In [Wor87] Woronowicz defined C * -algebraic compact matrix quantum groups.
Definition 2.2. Let N ∈ N and let (A, u) be an object in the category C N such that u is a unitary and u ( * ) := u * ij is invertible. Assume that there exists a unital
Then we denote A also by C(G), u by u G and G := C(G), u G is a compact matrix quantum group of size N.
Compact matrix quantum groups are generalizations of (unitary) compact matrix groups, compare [Tim08, Prop. 6.1.10].
2.2. Quantum permutation groups. We now come to the definition of the objects of interest in this work, the quantum permutation groups as defined by Wang in [Wan98] .
Definition 2.3.
(a) Given for some N ∈ N a matrix u = (u ij ) 1≤i,j≤N with entries in some unital * -algebra, we call u a magic unitary if its entries are projections (i.e. u ij = u * ij = u 2 ij ) that sum up to 1 in every row and column. (b) Let N ∈ N and u be an N ×N-matrix of generators. Define
Then we call the compact matrix quantum group S 
We write in addition S N G if the arrow from A, u to C(S N ), u S N is not injective (i.e. not invertible). 
is a surjective * -homomorphism onto a noncommutative C * -algebra. Usually, one uses a variant of R where the second and third columns are swapped, but we prefer this matrix R for later purposes. 3.1. The ⊥ -product. We start by defining the so-called ⊥ -product of matrices, compare [Wor87] .
Definition 3.1. Given two matrices M 1 ∈ M N (A) and M 2 ∈ M N (B) for two C * -algebras A and B, we define the matrix
an N ×N-matrix with entries in A ⊗ B (or any suitable C * -subalgebra of it).
Lemma 3.2. If M 1 and M 2 are magic unitaries, so is
Proof. Straightforward.
3.2. The matrix M 1 .
Definition 3.3.
(a) We define the C * -algebra A by
the universal unital C * -algebra generated by two projections. 
Definition 3.5. Let L be a natural number such that each permutation σ ∈ S N can be written as a product of at most L transpositions.
Lemma 3.6. Consider the object (B 1 , M 1 ) in C N from Definition 3.5. There exists a diagram of the form
Proof. The existence of ϕ 1 is by Lemma 3.2. In order to prove existence of the arrow
, we start with the matrices R (a,b), * , the matrix M 1 and the C * -algebra B 1 . Dividing out in all appearing legs the commutativity relations pq = qp, we obtain matrices R
1 is magic and its entries pairwisely commute. It remains to prove the following claim:
In order to prove the statement ( * ) for given σ ∈ S N , we define
and observe that it suffices to construct a * -homomorphism
We write σ −1 as a product of l transpositions τ α,β = (α, β) ∈ S N with α < β such that l is as small as possible:
i.e. we find, among other ⊥ -factors, matrices R
, * that appear from left to right in this order. Let's say these matrices appear in the ⊥ -product from Equation 3.3 at positions k 1 , . . . , k l . Define a quotient map µ on B ′ 1 in the following way:
(i) In each of the legs k 1 , . . . , k l we apply a quotient map µ 1 that divides out exactly the relation 1−p = q = 1. Note that we have
In each of the remaining legs we apply a quotient map µ 0 that divides out exactly the relations p = q = 1. Note that we have
Recall that a permutation matrix σ fulfils
and thus m
Remark 3.7. Obviously, there is an arrow
is a magic unitary with commuting entries. The composition ν := ν ′ • φ with φ from Lemma 3.6 is an arrow
3.3. The matrices M n .
Definition 3.8. Consider the object (B 1 , M 1 ) in C N from Definition 3.5. Define
By Remark 3.7, we have for every n ∈ N an arrow
given by restricting (id B 1 ) ⊗n ⊗ ν to B n+1 . We obtain a commuting diagram of the form C S
In particular, by Lemma 3.2, every pair (B n , M n ) defines a model of C(S + N ). Remark 3.9. Considering φ 1 : B 1 → C(S N ) as described in Lemma 3.6, the composition
3.4. More models of C(S + 4 ). We end this section by listing further models of C(S + 4 ). They may be used in order to obtain additional models in the general case of C(S + N ) by filling up the diagonal with units. In the following let A always be the C * -algebra as in Definition 3.3.
Example 3.10. The idea of the matrices R (a,b),(c,d) (and the associated models (A, R (a,b),(c,d) )) originates in the matrix
which is usually taken into account when proving non-commutativity of C(S + 4 ). However, we have
and the corresponding object in C 4 is equivalent to (A, R). Therefore, any ⊥ -product of matrices R gives an object ( B n , M n ) equivalent to (A, R), i.e. the sequence of models ϕ n : C(S + 4 ) → B n exists, but, as a sequence, it is trivial. Note that the inverse of π 2n,n , the arrow
defines a comultiplication on B n such that ( B n , M n ) becomes a compact matrix quantum group. This seems not to be the case for the objects (B m , M m ) from Definition 3.8, see also Remark 3.14 below.
Example 3.11. In order to obtain a model for C(S + 4 ), the symbols p and q do not have to be on the diagonal of R (a,b),(c,d) . The matrix
from the introduction gives an example for such a matrix.
Example 3.12. As mentioned in the introduction, the second ⊥ -power of R is
and it is obviously not equivalent to the model given by R.
Example 3.13. The third ⊥ -power of R is given by
If A 3 ⊆ A ⊗3 denotes the C * -subalgebra generated by the entries of R ⊥ 3 , then the matrix R ⊥ 3 allows an arrow
The proof is analogous to the proof of part (c) in Lemma 3.6 apart from the fact that the claim ( * ) can be directly checked in the present case. Consequently, all R ⊥ n with n ≥ 3 allow a corresponding arrow φ n to C(S 4 ), u S 4 .
Remark 3.14. Let us comment a bit on the matrix R and its powers as in Examples 3.11, 3.12 and 3.13.
(a) The pair (A, R) does not allow an arrow ν to (C, 1 M N (C) ), hence we cannot define the arrows π n+1,n as in Definition 3.8 and their existence is unclear. This is why we focused on even ⊥ -powers of R and defined in the introduction M 1 := R ⊥ R. Roughly speaking, every ⊥ -multiplication with R in some sense "swaps" the second and third column such that every second ⊥ -power of R has the p's and q's in the right places. 4.1. Inverse limits of inverse systems. Inverse systems and inverse limits can be defined in a much more general context, see for example [Phi88] and the references mentioned there. However, we stick to a very special situation such that its description and the proof of existence becomes easy to handle.
Consider for N ∈ N the category C N from Definition 2.1. We call a diagram of the form
←−−− · · · an inverse system. Recall, see for example [Mac71] , that the limit of a diagram as above is the minimal object (D ∞ , M ∞ ) in C N that allows a commuting diagram of the form
Minimality says that for every other object (B, M) that allows a diagram of this form,
such that each arrow φ n in Diagram 4.1 factors through ψ, i.e. for every n ∈ N the following diagram commutes:
Lemma 4.1. Let (D n , M n ) n∈N , π n+1,n n∈N be an inverse system in C N . Denote for n ∈ N the entries of M n with m (n) ij . If for all 1 ≤ i, j ≤ N the sequence of (i, j)-th entries (m (n) ij n∈N is bounded, then the limit (D ∞ , M ∞ ) of the inverse system exists. We denote it by lim
and call it the inverse limit of the given inverse system.
Proof. Existence and uniqueness is not difficult to prove, see for example [Phi88] . However, to keep this work self-contained, we present an own proof. We start with the proof of existence.
Step 1: Construction of (D ∞ , M ∞ ): Consider the free * -algebra D generated by N 2 symbols m Note that (f n ) n∈N is bounded pointwise by assumption, so f exists. We have φ ′ n = π n+1,n • φ ′ n+1 and π n+1,n is norm-decreasing as it is a * -homomorphism. Therefore, the sequence f n n∈N is increasing and the supremum that defines f is in fact a limit. Evidently, f gives a C * -norm on the quotient D ∞ := D/ ker(f ) and we define D ∞ to be its completion. Considering the m (∞) ij as elements in D ∞ and defining
, the pair (D ∞ , M ∞ ) is an object in our category C N . Existence of the arrows
φn −→ (D n , M n ) for every n ∈ N can now be proved as follows: Firstly, we have ker(f ) ⊆ ker(f n ) because f := sup f n . Secondly, it holds ker(f n ) = ker(φ 
ij by construction. We conclude that a diagram as in Picture 4.1 exists, so we can turn towards the universal property of (D ∞ , M ∞ ), described by Diagram 4.3.
Step 2: Universal property of (D ∞ , M ∞ ): Consider an object (B, M) as described in Diagram 4.2. Denote with B ⊆ B the * -subalgebra generated by the entries of M. By the definition of a limit we need to prove the existence of the commuting Diagrams 4.3. It suffices to prove existence of an arrow ψ from (B, M) to (D ∞ , M ∞ ) as there is at most one arrow from one object to another. To do so, we consider first a * -algebraic expression b in the letters m ij and we letb be the expression b but every letter m ij is replaced by m (∞) ij . By the properties of our considered category, it holds ψ n (b) = φ n (b) for every n ∈ N. As the ψ n : B → D n are norm-decreasing, we deduce
i.e. the mapping m ij → m (∞) ij defines a norm-decreasing * -homomorphism from B to D ∞ and it can be extended to a * -homomorphism ψ : B → D ∞ . This finishes the proof of existence.
Step 3: Uniqueness of (D ∞ , M ∞ ) Uniqueness up to isomorphism is clear by the universal property of a limit. In the case of two limit objects we could switch roles to construct invertible arrows between them.
4.2. The inverse limit (B ∞ , M ∞ ). Considering the sequence of models (B n , M n ) n∈N as constructed in Section 3, we have an inverse system
←−−− · · · .
Its inverse limit lim
exists by Lemma 4.1. The matrix M 1 is a magic unitary as it defines a model of C(S + 4 ), see Lemma 3.6. By Lemma 3.2, all matrices M n are magic unitaries and so does M ∞ , hence the inverse limit above defines a model of C(S + N ),
It is larger than all models (B n , M n ) in the sense that we have, by definition of the limit of a diagram, arrows from (B ∞ , M ∞ ) to every (B n , M n ).
In this section we prove that this inverse limit is a compact matrix quantum group. It only remains to show that on B ∞ there exists a comultiplication ∆ that fulfils
In order to prove this, we consider the following situation. Consider some N ∈ N with N ≥ 4 and let P be a * -polynom in the indeterminants (X ij ) 1≤i,j≤N . For n ∈ N ∪ {∞} we define P (M n ) to be the element in B n obtained by inserting the entries of M n canonically into P . Analogously, let P (M n ⊥ M n ) be given by
Existence of the comultiplication ∆ on B ∞ as described above is proved once we have shown the inequality
The following results will be crucial in order to prove Theorem 4.6, saying that (B ∞ , M ∞ ) yields a CMQG. The logical structure is as follows: Lemma 4.2 is preparatory for Lemma 4.3 which in turn entails Lemma 4.4. Eventually, Lemma 4.4 and Lemma 4.5 are used in Theorem 4.6.
Lemma 4.2. Consider the arrows
which exist by the property of an inverse limit. Let a 1 , . . . , a N ∈ B ∞ be linearly independent. Then there is a K ∈ N such that φ k (a 1 ), . . . , φ k (a N ) ∈ B k are linearly independent for all k ≥ K.
In particular, we find for any non-zero a i some K ∈ N such that φ k (a i ) = 0 for all k ≥ K.
Proof. Recall from the construction of an inverse limit, compare Lemma 4.1, that the sequence of C * -semi norms φ n (·) Bn n∈N is increasing and its limit is the norm · B∞ . We now use induction on N ∈ N to prove our claim. For N = 1 we observe that a collection with only one element a 1 is linearly independent if its element is non-zero, so we have 0 = a 1 B∞ = lim k→∞ φ k (a 1 ) B k . In particular φ k (a 1 ) is non-zero for all up to finitely many k ∈ N. Now let the statement be proved for some N ∈ N and consider linear independent elements a 1 , . . . , a N +1 ∈ B ∞ . We assume the opposite of our claim, i.e. we find arbitrary large k ∈ N such that φ k (a 1 ), . . . , φ k (a N +1 ) are linearly dependent. By the induction hypothesis we find K ∈ N such that φ k (a 1 ), . . . , φ k (a N ) are linearly independent for all k ≥ K. So we find some
With the same arguments as before we find some
Defining π m,n := π n+1,n • . . . • π m,m−1 , we conclude that
is a C * -norm on the algebraic tensor product B ∞ ⊙ B ∞ .
Proof. Recall that the algebraic tensor product B ∞ ⊙ B ∞ is linearly spanned by elements x ⊗ y with x, y ∈ B ∞ . For the proof we fix 0
, all b i = 0 and a 1 , . . . , a N linearly independent. Note that the sequence φ n ⊗ φ n (x) Bn⊗Bn n∈N is increasing, so the supremum in the statement is in fact a limit. The statement is proved if we find an
By Lemma 4.2 we find K ∈ N such that for all k ≥ K the elements φ k (a 1 ), . . . , φ k (a N ) are linearly independent. As all b i are non-zero, we find by Lemma 4.2 some
as the first legs are linearly independent and the second ones are non-zero. In particular, it holds
We even have that g defines a norm on B ∞ ⊗ B ∞ and it is equal to the norm on the minimal tensor product. Proof. Recall that the norm of a minimal tensor product · B⊗C of two C * -algebras is by construction the smallest C * -norm on B ⊙C and it is defined by the supremum of the C * -seminorms (ξ 1 ⊗ ξ 2 )(·) B(H 1 )⊗B(H 2 ) where ξ 1 and ξ 2 are representations of B on H 1 and C on H 2 , respectively and ξ 1 ⊗ ξ 2 is the product representation of B ⊙ C on H 1 ⊗ H 2 . Furthermore, ξ 1 ⊗ ξ 2 is faithful if both ξ 1 and ξ 2 are and in this case it holds · B⊗C = (ξ 1 ⊗ ξ 2 )(·) B(H 1 )⊗B(H 2 ) . It holds g ≤ · B∞⊗B∞ because the C * -semi norms (φ n ⊗ φ n )(·) Bn⊗Bn all appear in the collection of semi norms (ξ 1 ⊗ ξ 2 )(·) B(H 1 )⊗B(H 2 ) as we can combine φ n with a faithful representation of B n . Conversely, we have g ≥ · B∞⊗B∞ because g defines by Lemma 4.3 a C * -norm on B ∞ ⊙B ∞ . As · B∞⊗B∞ is by definition the smallest possible C * -norm on B ∞ ⊙B ∞ , we have g ≥ · B∞⊗B∞ Combing both inequalities, we conclude that g equals the minimal tensor product norm on B ∞ ⊙ B ∞ , and therefore on the whole B ∞ ⊗ B ∞ .
The following result is preparatory for Theorem 4.6.
Lemma 4.5. For any n ∈ N it holds (4.5)
(or any suitable C * -subalgebra).
Proof. Starting with the * -polynomial P , we obtain the left side of Equation 4.5 by replacing X ij by m (2n) ij and the right side by replacing it by
kj . Equality of both sides follows from the associativity of the ⊥ -product which in turn follows from the associativity of the tensor product: It holds for 1
Theorem 4.6. The C * -algebra B ∞ together with its matrix of generators M ∞ = m (∞) ij 1≤i,j≤N defines a compact matrix quantum group G = (B ∞ , M ∞ ).
Proof. As mentioned above, the only thing left to prove is the existence of a * -homomorphism ∆ :
and this can be guaranteed by proving the inequality (4.6)
for all * -polynomials P as described above. Due to the fact that the sequence φ n (·) Bn is not only bounded but also increasing and its limit defines the norm · B∞ , it holds
Using the inclusion of C * -algebras B 2n ⊆ B n ⊗ B n together with Lemma 4.5 and Lemma 4.4, we conclude
Hence, Inequality 4.6 is true and G := (B ∞ , M ∞ ) is a compact matrix quantum group.
The proof of Theorem 4.6 even shows that the comultiplication ∆ on the compact matrix quantum group G = (B ∞ , M ∞ ) is isometric. Moreover, the diagram
further shows that the constructed compact matrix quantum group lies in between the quantum permutation group and its classical analogue, compare Definition 2.5. 
It is a long standing conjecture (see for instance [Ban18] ) that the inclusion S N ⊆ S + N is maximal, i.e. there is no compact matrix quantum group strictly in between them.
Conjecture 4.8. For all N ∈ N ≥4 , there is no quantum group G with S N G S + N . This has been proved in [Ban18] for the cases N = 4 and N = 5. Exploiting this, we obtain the following result and question. Moreover, we are wondering whether the inverse system (B n , M n ) is stationary at some point (we believe this is not the case). We phrase it as the following question.
Question 4.11. Are there polynomials P n in the generators u ij ∈ C(S + N ) such that ϕ n (P n ) = 0 for ϕ n : C(S + N ) → B n , but ϕ n+1 (P n ) = 0? We believe that such polynomials exist although we cannot prove it. Such a sequence (P n ) n∈N would show that none of the maps ϕ n is injective. Note that (at least for N = 4 and N = 5) the models (B n , M n ) approximate C(S + N ) completely, hence the ⊥ operation applied on such simple matrices as in Definition 3.5 or Example 3.11 is powerful enough to reproduce C(S + N ) eventually. In the case that Question 4.11 is answered affirmatively, one can produce infinitely many mutually different quantum permutation matrices using the ⊥ operation.
Generalization to easy quantum groups
Orthogonal easy quantum groups have been defined for the first time in [BS09] and they have been generalized in [TW18] and [TW17] to unitary easy quantum groups. This section is aimed for readers familiar with easy quantum groups and we refer to the references above for more details. The notions of (two-coloured) partitions and quantum group relations, see below, are adopted from [JW18] .
The definition of easy quantum groups is based on Tannaka-Krein duality, see [Wor88] , saying that there is a one-to-one correspondence between compact matrix quantum groups and their intertwiner spaces. To define an easy quantum group, one starts with a so-called category of two-coloured partitions (of sets) and associated to it a collection of intertwiner spaces (which defines a compact matrix quantum group). In this work, however, we reduce the theory of easy quantum groups to a simple construction: Starting with (suitable) sets Π of partitions, one can associate to every partition p ∈ Π a collection of quantum group relations R p (u) on the canonical generators of a compact matrix quantum group C G N (Π) . We finish this section by generalizing the result of the last section to arbitrary easy quantum groups, compare Proposition 5.5: Given for N ∈ N an easy quantum group (G N (Π), u G N (Π) ) -which is an object in C N -and an arrow (G N (Π), u G N (Π) ) 
