Abstract-Voltage collapse is an event that causes major concern to the power system utility nowadays. The effect can be catastrophic to the power system where it can cause total collapse to the operation of the system. The study of the voltage collapse phenomenon can provide a way to prevent this event from happening. There have been many methods developed to study the criteria of voltage collapse phenomenon but static analysis probably provide the best way to study this phenomenon. Conventional Newton Raphson method has the singularity problem on its Jacobian matrix and thus could not give the solution. To overcome this problem, one of the solutions is the Continuation Power Flow (CPF) method. CPF method is a very powerful method that can give the solution without having the singularity problem. The key to the CPF method is through the predictor and corrector technique used. This paper focuses on improvement of the time taken by the CPF method by enforcing the General Minimal Residual (GMRES) method at the initial point at the start up. The robustness of the standard CPF method is also improved using the new CPF-GMRES method. The convergence properties of this new method will be analysed and compared with the standard CPF method.
INTRODUCTION
Power system involves generation, transmission and distribution. The major concern is to maintain the supply to customer without any failure. The first step is knowing the total power that needs to be transfer is by running the power flow solution. The power flow or load flow problem is the main issue of the power system analysis. Voltage stability is very closely associated with the power flow problem and it is a major concern in order to maintain the supply.
According to Taylor, voltage stability or voltage collapse is viewed as a steady-state problem for static power flow analysis [1] . Meanwhile, voltage instability or voltage collapse is the process of the absence of voltage stability and the voltage decrease. This will lead to voltage collapse and cause the blackout. Taylor also mentioned that power system will undergo voltage collapse if postdisturbance equilibrium voltages are below acceptable limits. This explains that the voltage collapse or voltage instability scenario will happen when the transfer voltage is out from the adequate limit. In other word voltage collapse occurs when the system is unable to meet the demand and it is usually related to a poor reactive power support. Voltage instability and voltage collapse situation very likely to occur, imposing important limitations on power system operation.
Nowadays voltage stability becomes more and more important due to many factors. One of the factors is the generation becomes centralized in fewer but power plan becomes larger. Therefore the voltage controlled buses becomes fewer. The electrical distances between generation and loads also become longer. The extensive use of shunt capacitor compensation in the power system can also affect the voltage stability. Voltage instability caused by line and generator outages and as well as operation of system closer to its limit due to massive demands. A power system is a dynamic process mainly involves the loads and voltage control. Although voltage stability involves dynamics, power flow based static analysis methods are often useful for rapid approximate analysis.
In early 1990's researchers proposed a new method to replace conventional Newton-Raphson for calculation of the power flow. They believed that the conventional method has a convergence problem when it reaches the critical loading point. This is due to singularity problem in the Newton-Raphson method when it reaches ill conditioned point [2] , [3] , [4] , [5] . From NewtonRaphson, so-called nose curve for stability is drawn using saddle-nose bifurcation step.
Even though the CPF can avoid the singularity problem, unfortunately in some cases the convergence error is still a problem and the robustness of the system is still doubtful. This convergence problem occurs due to the sharp turning point and the step cutting technique used [3] . Applying the predictor to a sharp nose curve close to the bifurcation will yield a large step. Therefore there is no crossing with the bifurcation branch of the equilibria and creates convergence problems for the corrector part of the method. The right answer will be produced by a step cutting, however, if the step is cut below the convergence tolerance of the Newton solver, the analysis will give incorrect value as the solution. Therefore the 
A. Continuation Power Flow
The Continuation Power Flow method is a powerful tool to detect the voltage collapse point because of its ability to generate the whole PV curve without having the singularity problem. The Jacobian matrix from power flow [6] ,
becomes singular at the voltage stability limit. Conventional power flow algorithms are subjected to the convergence problems at operating condition near the stability limit. To overcome this problem, continuation power flow algorithm has been proposed. This algorithm will solve the problem by reformulating the power flow equations and by ensuring the system remains in wellconditioned at all possible loading conditions. In other words, the algorithm gives the solution of the power flow problem for stable and unstable equilibrium points [6] . This continuation power flow uses an iterative process involving predictor and corrector steps.
The use of the predictor is to find an approximation for the next solution. Usually tangent, first-order polynomial, or zero order polynomial predictor is employed. The parameterization is a mathematical way of identifying each solution on the solution curve. Parameterization augments the system of power flow equations. The corrector is usually an application of Newton method to the augmented system of equations. The step length control can be done by optimal fixed step length or by adaptive step length control.
B. Generalized Minimized Residual
GMRES is a member of the family of Krylov subspace iterative methods, which produces a sequence x k of approximations to the solution ‫ݔ‬ ൌ ‫ܣ‬ ିଵ ܾ of linear system [7] , [8] . In general, the Krylov subspace iterates are described by
Where ‫ݔ‬ is the initial estimate of the solution to Ax=b and ‫ܭ‬ ሺ‫ݎ‬ ǡ ‫ܣ‬ሻ is the k-th Krylov subspace:
In particular, GMRES creates a sequence ‫ݔ‬ that minimizes the norm of the residual at step k over the k-th Krylov subspace as follows
At step k GMRES applies the Arnoldi process to a set of k orthonormal basis vectors for the kth Krylov subspace to generate the next basis vector. When the norm of the newly created basis vector is sufficiently small, GMRES solves the following (k + 1) x k least squares problem . To solve the least squares problem, a Modified Gram-Schmidt procedure is generally used. A forward difference approximation can be used to compute the directional derivatives used by GMRES. Since the Jacobian matrix is only used by GMRES in matrix vector multiplications, it is possible to avoid the cost of creating the Jacobian matrix. The Jacobian does require a significant amount of memory storage, which can be avoided by the forward difference scheme. This approach may be worthwhile when trying to solve large systems with a small amount of memory.
C. Preconditioner
The convergence rate of iterative methods is relying on spectral properties of the coefficient matrix. A preconditioner is a matrix that can transform the linear system into another solution, which has the same solution but has more positive spectral properties [9] . As an example if a matrix M in some way, the transformed system is
has the same solution as the original system ‫ݔܣ‬ ൌ ܾ , but the spectral properties of its coefficient matrix ‫ܯ‬ ିଵ ‫ܣ‬ may be more favourable. The use of the preconditioner in iterative methods will cause the solution more complicated. Therefore, it is suggested to apply during the initial setup and per iteration, there is a trade-off between the cost of constructing and applying the preconditioner and the gain in convergence speed. The initial computational step has to be amortized over the iterations or over repeated use of the same preconditioner in multi linear system. The application of preconditioners gives an amount of work proportional to the number of variables [9] .
A preconditioner should carefully approximate the original linear system coefficient matrix so that the iterative solver iterates for the preconditioned system converge faster than the iterative solver iterates for the original system. Also, the preconditioners should be relatively easy to use in a linear solve, since the matrix vector products now contain a linear solve step. For a well-behaved matrix A (e.g., a matrix with tightly clustered eigenvalues) iterative solver will converge quickly to a solution x that satisfies the given user defined residual tolerance. However, for an ill-behaved matrix A (e.g., a matrix with widely scattered eigenvalues) iterative solver will converge slowly to a solution x, if at all. Hence, preconditioning is essential for practical applications.
As stated in [9] , there are four types of preconditioning. They are: 1) Point diagonal of J The point diagonal of J is the easiest of the four to create. The preconditioner is a diagonal matrix so the linear solve steps is quick. However, the point diagonal preconditioner does not represent the original matrix well, thereby only slightly decreasing the amount of work necessary to find a solution to the linear system.
2) Incomplete factorization of J The incomplete LU (ILU) factorization is a column oriented LU factorization (in the complete LU factorization, this is sometimes called the algorithm (SI) which discarded all fill-in elements. In fact, fill-in is not even computed, so that both extra storage and extra floating-point operations are avoided. The incomplete factorization of J is an attempt to factorize the matrix J without computing any elements that would cause fill-in. The resulting factors L and U have the same sparsity pattern as J . This approach has two advantages. First the number of nonzero of the factors is known beforehand, so allocation of memory is straightforward. Second, since floating point operations are confined to the nonzero of the original matrix, the quantity of work necessary to compute the preconditioner is also known beforehand and lit does not depend on the ordering. This is not the case with a complete LU factorization, where the necessary storage grows with the amount of fill-in and so does the work.
3) Block diagonal of J (P -and Q -V blocks) The block diagonal of J is also easy to create. The P -and Q -V sub-blocks of the Jacobian are used to precondition the entire original Jacobian. In this case, the off-diagonal blocks are ignored. 4) Fast decoupled approximation of J An extension of the block diagonal idea is the Fast Decoupled approach to power flow. While the Fast Decoupled Jacobian approximation can be used on its own as a power flow solver, it can also be employed as a preconditioner in the Newton-GMRES solution algorithm. There are situations in which the Fast Decoupled approach may not be robust enough to solve the power flow equations efficiently; hence the Newton approach is required.
In this paper, the block diagonal of J preconditioner has been selected as it was found to be the right preconditioner for this work by comparing the analysis between those stated preconditioner.
II. METHODOLOGY
Basic algorithm of GMRES was programmed in MATLAB and tested on several large sparse matrices for evaluation. Similar procedure was also applied to the CPF method. Both methods were then combined to form the CPF-GMRES method or referred as a CPF-GMRES solver. Figure 1 shows the algorithm for implementing the CPF method. Initial point was determined by solving the base case load flow. Once the step size ı, was chosen, the predicted solution was then computed. From the predicted solution, the continuation parameter, ݁ ,was chosen and the corrected solution was calculated using the modified Newton Raphson method in which additional equation is inserted in the Jacobian matrix where ߟ is defined as an appropriate value for the ݇ ௧ element of y. The GMRES method is designed to solve nonsymmetrical linear systems. The most popular form of GMRES is based on a modified Gram-Schmidt orthonormalization procedure. GMRES methods for power flow has been proposed by several researchers and they have proven that power flow with GMRES method are capable to overcome the shortcomings of previous methods such as Gauss-Seidal, Newton and Fast Decoupled method [10] , [11] , [12] . Equation for power flow is solved iteratively using matrix-vector multiplications without factorization. In GMRES method,the residual r0 will determine the accuracy and the convergence properties of the iterative solution. GMRES is using the forward approximation scheme, therefore, the cost of creating the Jacobian matrix can be minimized and thus can limit the amount of the memory storage. At the same time, because of the amount of memory storage has been reduced, the time to get to the solution can be minimized. The basic Krylov subspace that exists in the GMRES algorithm, gives an opportunity to avoid the convergence problem that exist in LU direct method. Preconditioner can accelerate the process of the GMRES method by giving the approximation to the original of Jacobian matrix. Figure 2 shows the algorithm of the new CPF-GMRES method. The proposed method use Newton-GMRES at the beginning of the process to get the first solution for the system. By using this first solution, the next solution is obtained through CPF-GMRES solver. This CPF-GMRES solver uses Block Diagonal preconditioner to solve the whole iteration to get the predictor and finally solve the corrector part. This new method has the ability to generate full Ȝ-V curve as the CPF method does and has the ability to generate solution faster. It is able to give the solution faster because of the existence of the GMRES method and at the same time minimizes the amount of memory storage compared to the standard CPF method. For this new method, several preconditioner had been tested and the choice of the preconditioner used was the block diagonal of Jacobian because the block diagonal of Jacobian is the approximate to the original Jacobian and thus can accelerate the linear solve step. Four systems have been tested to prove the reliability of the new algorithm namely, IEEE 14 bus system, the IEEE 118 bus system, the IEEE 300 bus system and 275kV Malaysia's system. The results were then compared with the standard CPF method. Table 1 shows the comparison in terms of computational time between the standard CPF method and CPF-GMRES method for IEEE 14 and IEEE 118 bus system. It clearly shows that the performance of the CPF-GMRES method is better compared to the standard CPF. This is attributed to the improvement made on the algorithm, which eliminates the matrix factorization, and contribution from spares matrix-vector multiplications in GMRES as mentioned previous. Figure 3 and Figure 4 show the resulting curves at bus 10 for IEEE 14 bus system. The CPF-GMRES method produces similar result as standard CPF method. Both methods give similar voltage collapse point. This illustrate that the CPF-GMRES method is able to generate full Ȝ-V curve as the standard CPF does. Table 2 shows the comparison made on CPF-GMRES solver and standard CPF method for IEEE 300 bus system and 275kV Malaysia's system. The sharp turning point and step cutting technique used in standard CPF [9] creates problem for the solver to converge. It may produce the right answer; however, if the step is cut below the convergence tolerance of the Newton solver, the program will take this incorrect value as a solution. The predictor, when applied to a sharp nose curve close to bifurcation, yields a large step. This creates convergence problems for the corrector part of the method, since there is no crossing with the bifurcation branch of the equilibria. In contrast, the CPF-GMRES solver yields a better performance in completing the whole solution curve with the total time of 14.3036 seconds and 10.0029 seconds for IEEE 300 bus system and 275kV Malaysia system respectively. The solution curves for IEEE 300 bus system are shown in Figure 5 and 6. Meanwhile solution curve for 275 kV Malaysia system is presented in Figure 7 and 8. The results, as expected, show a very good agreement as obtained using the IEEE data systems. For the 300 bus system, the number of iterations to get to the solution curve is 36 for CPF and 34 with CPFGMRES solver. The solution curve in Figure 7 clearly shows that the standard CPF faced a convergence problem during the analytical analysis whilst with the new solver; the solution curve can be drawn successfully, as shown in Figure 8 . This curve also shows that the new CPF-GMRES solver is able to trace the upper and lower equilibrium point as well as voltage collapse point. 
IV. CONCLUSION
The CPF method is a powerful algorithm to overcome the singularity problem in Newton Raphson method. CPF method offers the continuation of the power flow solution and has the ability to detect the bifurcation point or known as the manifold point. However, the drawback of the CPF method is the length of the time taken to get to the solution. Therefore the CPF-GMRES had been proposed to minimize the time taken to get to the solution. Results have proven that the method is reliable in term of the accuracy and speed if compared to the standard CPF method. In addition, the results show a very good agreement as obtained using the IEEE bus data systems. This study shows that for a large system, the conventional CPF face a convergence problem in getting the solution. This was evidence in the studies done on the IEEE 300 bus system and 275kV Malaysia system. The new method has been applied to the two systems to prove that this method is capable in solving the convergence problem and it has been found to be successful in eliminating the convergence problem
