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En los u´ltimos tiempos se ha comprobado un aumento del inter e´s en la
aplicacio´n de las Redes Neuronales Artificiales a la previsio´n de series
temporales, intentando explotar las indudables ventajas de estas herra-
mientas. En este artı´culo se calculan previsiones de series no estacionarias
o no invertibles, que presentan dificultades cuando se intentan pronosticar
utilizando la metodologı´a ARIMA de Box-Jenkins. Las ventajas de la apli-
cacio´n de redes neuronales se aprecia con ma´s claridad, cuando se trata
de pronosticar sistemas multivariantes no estacionarios.
The application of artificial neural networks to forecasting non-statio-
nary or non-invertible time series
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1. INTRODUCCI ´ON
Es un hecho conocido que para que el modelo de una serie temporal ARIMA pue-
da ser utilizado correctamente, se deben cumplir las condiciones de estacionariedad e
invertibilidad (Box and Jenkins, 1970). En los modelos autorregresivos (AR), estas con-
diciones se cumplen si todas las raı´ces del polinomio caracterı´stico esta´n situadas fuera
del cı´rculo unidad; la misma condicio´n asegura la invertibilidad de los modelos media
mo´vil (MA). Para los modelos autorregresivos y media mo´vil (ARMA), existen varias
condiciones que garantizan la estacionariedad e invertibilidad del modelo para determi-
nadas localizaciones de las raı´ces de los polinomios caracterı´sticos de los factores AR
y MA (Huang, 1990; Huang and Anh, 1993).
Si estas condiciones no se cumplen, la metodologı´a de Box-Jenkins llevarı´a al ca´lculo
de previsiones fuera de unos lı´mites razonables, por lo que, en el caso de series tem-
porales no estacionarias o no invertibles, es necesario realizar transformaciones previas
que garanticen estas dos condiciones antes de pasar a la estimacio´n del modelo y al
posterior ca´lculo de las previsiones.
Una de las caracterı´sticas fundamentales de las Redes Neuronales Artificiales (RNAs)
es su capacidad de «aprender» a partir de los ejemplos que se le proporcionan, sin
hacer suposiciones a priori sobre los modelos y relaciones que subyacen en la serie
temporal (Zhang et al., 1998). Esta propiedad hace que sea posible calcular previsiones
de cualquier serie temporal sin tener la necesidad de asegurar previamente ninguna de
las condiciones comentadas anteriormente (estacionariedad e invertibilidad). Por tanto,
el tratamiento de los datos, no dependera´ de si es estacionaria o no, sino que sera´ el
mismo que se lleva a cabo con el resto de las series temporales (normalizacio´n de los
datos, eliminacio´n de la tendencia, etc.)
Hemos querido demostrar estos hechos, utilizando RNAs para calcular previsiones de
varias series temporales no estacionarias o no invertibles. En el apartado 2 se hace una
breve introduccio´n a las redes neuronales artificiales, destacando las dos arquitecturas
que se utilizan en este estudio; posteriormente se pronostican dos modelos autorregre-
sivos no estacionarios de o´rdenes 1 y 2 (en los apartados 3 y 4 respectivamente); en el
apartado 5 se calculan previsiones de un modelo media mo´vil no invertible de orden
2. Hasta aquı´, todos los sistemas pronosticados son univariantes, pero donde verdade-
ramente se comprueba la utilidad de las RNAs, es al calcular previsiones de sistemas
multivariantes, como se puede comprobar en el apartado 6, en el que se han aplica-
do las RNAs en el ca´lculo de previsiones de un sistema multivariante no estacionario.
Terminamos el estudio resumiendo las conclusiones alcanzadas.
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2. REDES NEURONALES ARTIFICIALES
En este apartado describiremos brevemente la estructura de una red neuronal (espe-
cialmente el Perceptro´n Multicapa (MLP) y las redes de Elman, que son las que uti-
lizaremos en este estudio), pero antes intentaremos establecer lo que se entiende por
Computacio´n Neuronal. Con este te´rmino definimos el estudio de estructuras de ca´lculo
paralelo basadas en procesadores elementales adaptables (neuronas) ampliamente inter-
conectados que, a partir del aprendizaje mediante ejemplos, almacenan conocimiento
experimental y lo hacen disponible para su uso.
(a) (b)a) b)
Figura 2.1. Ejemplos de Redes Neuronales «Feedforward» (a) y «Feedback» (b).
El Perceptro´n Multicapa (Multilayer Perceptron, MLP), tambie´n conocido como Red
Backpropagation (Backpropagation Net, BPN) es uno de los modelos de Red Neuronal
Artificial ma´s conocidos y utilizado en la pra´ctica como clasificadores de patrones y
aproximadores de funciones (Lippman, 1987; Freeman and Skapura, 1991). Pertenece
a la clase de las denominadas redes no realimentadas o «feedforward», su topologı´a es la
de un sistema neuronal estructurado en capas (Fig. 2.1.a), donde la informacio´n siempre
fluye desde la capa de entrada, cuyo u´nico papel es el de enviar los datos de entrada al
resto de la red, hacia la de salida, atravesando la capa o capas ocultas. Esencialmente
son las capas internas las encargadas de realizar el procesamiento de la informacio´n,
extrayendo rasgos caracterı´sticos de los datos de entrada. Aunque existen multitud de
variantes, normalmente cada neurona de una capa se conecta a todas las neuronas de
la capa siguiente; sin embargo, no existe conexio´n, ni por tanto interaccio´n, entre las
neuronas de una misma capa.
El algoritmo de entrenamiento ma´s habitualmente utilizado en el MLP es el denomi-
nado «Retro-propagacio´n» (Backpropagation, BP; Rumelhart and McClelland, 1986;
Rumelhart et al., 1986). Se trata de un aprendizaje de tipo supervisado en el que se
muestra a la red neuronal tanto los patrones de entrada como su salida deseada, la red
aprendera´ a asociarlos por medio de la regla de aprendizaje, modificando los pesos
sina´pticos. Mediante este tipo de aprendizaje una red neuronal puede aproximar una
compleja funcio´n a partir de muestras de ella o clasificar patrones a partir de ejemplos
correctamente clasificados.
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El BP, pese a ser de lenta convergencia y no garantizar el alcance de un mı´nimo glo-
bal de la funcio´n de error, es un algoritmo muy utilizado por su relativa simplicidad
y eficiencia. Se han propuesto en la literatura muchas variaciones para resolver estos
problemas (Freeman and Skapura, 1991). Uno de los ma´s utilizados para acelerar la
convergencia y eliminar posibles oscilaciones en torno a mı´nimos locales, es la adicio´n,
a la hora de variar los pesos, de un determinado te´rmino denominado momento, que
tiene en cuenta la anterior variacio´n de los pesos.
El segundo tipo de redes que se utilizan en este estudio son las redes parcialmente
recurrentes (Recurrent Neural Networks, RNN). Estas redes tienen una arquitectura ba-
sada en el MLP, pero con alguna modificaciones que las hacen especialmente intere-
santes para aplicarlas a prediccio´n. En ellas existe una capa con neuronas especiales
(denominada capa contextual) en la que se guarda la activacio´n del instante anterior de
las neuronas de otra capa (la de salida en las Redes de Jordan, o la oculta en las de
Elman). En la figura 2.2. se pueden observar las dos estructuras ma´s tı´picas de redes








ed Parcialmente currente de JordanRed Parcialmente Recurrente de Elman Red Parcialmente Recurrente de Jordan
Figura 2.2. Arquitecturas tı´picas de Redes Parcialmente Recurrentes.
Las recurrencias aparecen, si consideramos que la copia de la activacio´n de la capa de
neuronas normales a la capa contextual se realiza a trave´s de unas conexiones con pesos
fijos con valor 1. La particularidad de las redes parcialmente recurrentes de poder captar
la evolucio´n temporal de una variable en instantes consecutivos las hacen especialmente
interesantes y apropiadas para prediccio´n (Debar et al., 1992; Dorffner et al., 1994;
Gordon et al., 1991; Lee and Park, 1992; Kamijo and Tanigawa, 1993).
3. MODELO AR(1) NO ESTACIONARIO
Si tenemos un modelo autorregresivo de orden uno:
(1−φ1B) · xt = εt
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Para que el proceso sea estacionario, se debe cumplir que el para´metro φ 1 satisfaga la
condicio´n |φ1| < 1 (Box and Jenkins, 1970), lo que equivale a decir que la raı´z de la




Figura 3.1. Cı´rculo unidad.
Para comprobar la capacidad de las RNAs para pronosticar series temporales no estacio-
narias, hemos simulado la serie temporal llamada AR1 que tiene el siguiente modelo:
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Red Neuronal
Figura 3.2. Serie AR1 (modelo AR(1) no estacionario).
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Se puede comprobar que no se cumple la condicio´n de estacionariedad, pues φ 1 =
1,01> 1. En la figura 3.2, se ha representado la serie AR1 simulada (la zona sombreada
representa la zona que se pronostica), y a su derecha, se muestran las previsiones cal-
culadas empleando un perceptro´n multicapa 14-7-1 (14 neuronas en la capa de entrada,
7 en la oculta y 1 en la salida).
4. MODELO AR(2) NO ESTACIONARIO
Supongamos ahora el modelo autorregresivo de orden 2:
(1−φ1B−φ2B2) · xt = εt
Como ya se ha dicho en el caso anterior, para que el proceso sea estacionario, se debe
cumplir que las raı´ces del polinomio caracterı´stico este´n fuera del cı´rculo unidad, lo
cual implica que los para´metros del modelo φ1 y φ2 cumplan las siguientes condiciones
(Box and Jenkins, 1970): ⎧⎪⎨
⎪⎩
φ2 +φ1 < 1
φ2 −φ1 < 1
−1 < φ2 <+1
Estas tres condiciones se pueden representar gra´ficamente en unos ejes φ 1 y φ2, de
forma que si el punto designado por (φ1, φ2) esta´ situado dentro del tria´ngulo, se puede
demostrar que el proceso es estacionario, y si esta´ situado sobre los bordes o fuera del







φ1 +φ2 < 1 φ2 −φ1 < 1
Figura 4.1. La zona sombreada implica estacionariedad.
Hemos simulado seis combinaciones de los para´metros φ1 y φ2 que hacen no estaciona-
rio un proceso AR(2), obteniendo las series temporales llamadas AR21, . . ., AR26. En
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la tabla 4.1, se muestran los valores de los para´metros de las seis series y su situacio´n
con respecto al tria´ngulo. Por ejemplo, el modelo de Box-Jenkins de la serie AR21 sera´:
xt −1,2 · xt−1+ xt−2 = εt
Tabla 4.1. Series No Estacionarias AR(2).































En las figuras 4.2 hasta 4.7, se presentan las series y las previsiones que se han calculado
para cada una de ellas.







Figura 4.2. Serie AR21 (modelo AR(2) no estacionario).
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Figura 4.3. Serie AR22 (modelo AR(2) no estacionario).









Figura 4.4. Serie AR23 (modelo AR(2) no estacionario).
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Figura 4.5. Serie AR24 (modelo AR(2) no estacionario).












Figura 4.6. Serie AR25 (modelo AR(2) no estacionario).
9








Figura 4.7. Serie AR26 (modelo AR(2) no estacionario).
5. MODELO MA(2) NO INVERTIBLE
Si tenemos ahora un proceso que presenta un modelo Media Mo´vil de orden 2:
xt = (1−θ1B−θ2B2) · εt
Las condiciones de estacionariedad de los modelos autorregresivos, aquı´ se convierten
en condiciones de invertibilidad, por lo tanto los para´metros θ 1 y θ2 deben cumplir (Box
and Jenkins, 1970): ⎧⎪⎨
⎪⎩
θ2 +θ1 < 1
θ2 −θ1 < 1
−1 < θ2 <+1
Al igual que ocurrı´a en los procesos autorregresivos, se pueden representar gra´ficamente
estas condiciones, de tal manera que si el punto designado por (θ 1, θ2) esta´ situado
dentro del tria´ngulo, el proceso es invertible mientras que si esta´ fuera o sobre el borde,








θ1 +θ2 < 1 θ2 −θ1 < 1
Figura 5.1. La zona sombreada implica invertibilidad.
Hemos simulado las seis combinaciones de los para´metros θ1 y θ2, que hacen no in-
vertible el proceso, obteniendo las series MA20, MA21, . . ., MA25. En la tabla 5.1, se
muestran los valores de los para´metros, que hemos utilizado para la obtencio´n de cada
una de las series, y la situacio´n del punto (θ1,θ2) con respecto al tria´ngulo.
Tabla 5.1. Series No Invertibles MA(2).
Serie Situación Parámetros Serie Situación Parámetros





























En las figuras 5.2 hasta 5.7, se han representado las seis series temporales y las previ-
siones que se han calculado en cada uno de los casos.
En todas las series anteriores, se han calculado previsiones utilizando el programa de
simulacio´n de redes neuronales SNNS 4.2 (Stuttgart Neural Network Simulator). Las
arquitecturas que se han probado son el Perceptro´n Multicapa (MLP) y las Redes Par-
cialmente Recurrentes de Elman (ELM). En cada caso se ha seguido un proceso de
prueba y error para determinar el nu´mero adecuado de neuronas tanto en la capa de
entrada como en la capa oculta.
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Figura 5.2. Serie MA20 (modelo MA(2) no invertible).







Figura 5.3. Serie MA21 (modelo MA(2) no invertible).
12









Figura 5.4. Serie MA22 (modelo MA(2) no invertible).









Figura 5.5. Serie MA23 (modelo MA(2) no invertible).
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Figura 5.5. Serie MA23 (modelo MA(2) no invertible).







Figura 5.6. Serie MA24 (modelo MA(2) no invertible).
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Figura 5.7. Serie MA25 (modelo MA(2) no invertible).
Tabla 5.2. Resultados del ca´lculo de previsiones.
Serie Temporal Arquitectura y Configuracio´n MAD (1) MSE (2) MAPE (3)
AR1 MLP 14-7-1 0.074267 0.009043 2.59 %
AR21 MLP 8-3-1 0.686762 0.601951 1.30 %
AR22 MLP 6-4-1 519103.7 5.93E+11 28.84 %
AR23 MLP 10-6-1 9.98E+22 1.50E+46 28.62 %
AR24 MLP 13-8-1 0.359097 0.179917 0.58 %
AR25 MLP 8-4-1 0.982656 1.360244 13.94 %
AR26 MLP 6-4-1 1.38E+26 3.05E+52 17.58 %
MA20 ELM 16-9-1 0.565675 0.461447 1.63 %
MA21 MLP 11-7-1 0.378792 0.185006 1.09 %
MA22 ELM 8-5-1 0.531488 0.449266 1.52 %
MA23 ELM 10-6-1 0.894204 1.442150 2.56 %
MA24 ELM 10-6-1 1.120516 2.158522 3.21 %
MA25 MLP 12-7-1 0.617539 0.622427 1.77 %
(1) MAD (Mean Absolute Deviation).
(2) MSE (Mean Squared Error).
(3) MAPE (Mean Absolute Percentage Error).
15
En la tabla 5.2, se muestran las configuraciones de las redes seleccionadas para calcular
las previsiones de todas estas series no estacionarias o no invertibles, y los estadı´sticos
empleados para medir la calidad de las previsiones.
Es destacable el hecho de que en todos los modelos autorregresivos estudiados, la mejor
arquitectura encontrada fue el MLP, mientras que en los modelos de media mo´vil, en la
mayorı´a de los casos se obtuvieron mejores resultados con redes recurrentes de Elman.
Esto confirma los estudios de Dorffner (1996), en los que se identifican los modelos
autorregresivos de Box-Jenkins con el Perceptro´n Multicapa y los modelos media m o´vil
con la filosofı´a del funcionamiento de las redes parcialmente recurrentes (de Jordan o
de Elman).
6. SISTEMA MULTIVARIANTE NO ESTACIONARIO
Un caso particularmente interesante es el de los sistemas multivariantes no estaciona-
rios. A la dificultad propia de los sistemas multivariantes, se suma el hecho de que
alguna o todas las series que componen el sistema, sean no estacionarias.
Presentamos como ejemplo el sistema denominado ARUMA33 (Huang and Anh, 1993),


































Figura 6.1. Sistema Multivariante ARUMA33.
En la figura 6.1, se han representado las dos series que componen el sistema multiva-
riante y en la figura 6.2, las previsiones calculadas para cada una de ellas. En este caso
se han utilizado dos redes neuronales: un perceptro´n multicapa 12-8-1 para pronosticar
la Serie 1, y otro perceptro´n 12-9-1 para calcular las previsiones de la Serie 2. Igual que
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en los casos anteriores, se han llevado a cabo distintas pruebas para encontrar el nu´mero
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Figura 6.2. Previsiones para el Sistema Multivariante ARUMA33.
7. CONCLUSIONES
En este trabajo se ha demostrado el potencial de las Redes Neuronales Artificiales como
herramienta para el ca´lculo de previsiones de series temporales.
En aquellos casos en los que aplicar la metodologı´a cla´sica de Box-Jenkins es difı´cil o
lleva a resultados inaceptables debido a las caracterı´sticas de la serie temporal que se
desea pronosticar, por ejemplo cuando se trata de series no estacionarias y/o no inverti-
bles, es necesario realizar una serie de transformaciones de la serie temporal para que
se asegure la estacionariedad y/o la invertibilidad.
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Las Redes Neuronales gracias a su capacidad de «aprender» a partir de los ejemplos
que se le proporcionan, sin hacer suposiciones a priori sobre los modelos y relaciones
que subyacen en la serie, pueden ser aplicadas directamente, lo que facilita considera-
blemente el proceso de ca´lculo de previsiones.
Hemos querido demostrar este hecho, calculando previsiones de varias series tempora-
les: 7 modelos autorregresivos no estacionarios, 6 modelos media mo´vil no invertibles,
y un sistema multivariante no estacionario de 2 entradas y 2 salidas.
En el caso de las series univariantes, la arquitectura que se demostro´ ma´s adecuada para
los modelos autorregresivos fue el MLP, mientras que para los modelos de media mo´vil,
los mejores resultados se obtuvieron con redes recurrentes de Elman. Los problemas de
la aplicacio´n de la metodologı´a de Box-Jenkins, son au´n mayores cuando se aplican
al ca´lculo de previsiones de sistemas multivariantes, mientras que en el caso de las
redes neuronales, su tratamiento no difiere del necesario para los sistemas univariantes,
como hemos podido demostrar calculando prono´sticos de un sistema multivariante no
estacionario.
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ENGLISH SUMMARY
THE APPLICATION OF ARTIFICIAL NEURAL
NETWORKS TO FORECASTING
NON-STATIONARY OR NON-INVERTIBLE TIME
SERIES
R. PINO∗




There has recently been noticeably increased interest in the application of
Artificial Neural Networks to forecasting times series, and attempts have
been made to exploit the undoubted advantages of these tools. This paper
deals with non-stationary or noninvertible times series that are problema-
tical if forecasting uses the Box-Jenkins’ ARIMA methodology. The advan-
tages of applying neural networks can be appreciated more clearly in the
case of multivariate non-stationary system forecasting.
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1. INTRODUCTION
It is well known that a time series has to meet the stationarity and invertibility conditions
in order to be correctly modelled by an ARIMA model. AutoRegresssive (AR) models
meet these conditions if all the roots of the characteristic polynomial are outside the
unit circle; the same condition also ensures the invertibility of Moving Average (MA)
models. For autoregressive and moving average (ARMA) models, several conditions
exist that guarantee stationarity and invertibility for certain locations of the roots of the
characteristic polynomial of AR and MA factors.
If these conditions are not met, Box-Jenkins methodology would lead to forecasts be-
yond reasonable limits, so that it would be necessary to undertake some prior transfor-
mations to the time series before estimating the model and then making the forecast.
One of the characteristics of Artificial Neural Nets (ANNs) resides in their ability to
«learn» from the examples they are provided with, without making a priori suppositions
about the models and underlying correlations in a given time series. This fact makes
possible to calculate forecasts for any time series without having to previously test the
stationarity and invertibility.
The aim of this job is to demonstrate the affirmations made in the previous paragraph
by using ANNs to calculate forecasts for several non-stationary or non-invertible time
series.
2. ARTIFICIAL NEURAL NETS
This section will briefly describe the structure of Multilayer Perceptron (MLP) and
Recurrent Neural Nets (RNNs).
MLP, also known as Backpropagation Net (BPN) is one of the most used ANN models
as pattern classifier and function approximator. It belongs to the category of feedfor-
ward nets, and is structured in layers where the information flows from the input layer,
through the hidden layers, to the output layer. The information processing is responsi-
bility of the hidden layers.
The most commonly training algorithm for MLP is the Backpropagation (BP), an algo-
rithm that is widely used because of its simplicity and efficiency.
The second type of net used in this study are Recurrent Neural Nets (RNN). These nets
have an architecture based on MLP, but with certain modifications, as the presence of
a contextual layer. The ability of RNNs for detecting the time evolution of a variable




Forecasts were calculated for several time series: seven non-stationary AR models, six
non-invertible MA models and a 2-input 2-output non-stationary multivariate system.
For all these series, Box-Jenkins methodology showed little forecasting accuracy.
For the univariate cases, MLP proved to be the more adequate architecture for AR mo-
dels, whilst best results for MA models were obtained with RNNs. For the multivariate
case, the best results were provided by MLP.
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