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Abst rac t - -The  regularization method used to solve VolterrA (particularly Radon integral equations) 
is considered. The recurr~ce relation of certain integrais is calculated. In addition, we describe A 
modification of S. AUiney and F. Sgallari method. Numerical examples are also reported. 
1. INTRODUCTION 
Consider the Volterra integral equation of first kind 
g(z )= Kn(z,y)f(y) dy, (1) 
where 
Tn(z/y) 0 < z0 < z < 1. 
Kn(z,y) - ~/1 - (z/y) 2' 
We note that this equation is of Abel type. This equation is an ill-conditioned problem and the 
solution may not exist for some given g(x) [1]. Even if there is a solution most probably, it will 
not be unique. 
Using discretization for the numerical solution of equation (1), we obtain a linear system 
Af  = g. We observe that a small random variation of the data g(zk), or a rounding error 
in the computation of the matrix elements, may introduce an unacceptable perturbation on the 
computed solution of the linear system. To avoid these difficulties we adopt he classical Tikhonov 
regularization procedure, see [2--4]. 
In practice, we try to compute a regularized solution (or "quasi-solution") of (1) which mini- 
mizes the quadratic functional 
ilA] - gll~ + a2 a2(]),  
which is near to the exact solution f in the sense of the L~-norm. If f~ is appropriately chosen, 
the second term has a "smoothing" or stabilizing effect on the "quasi-solution" f.
2. PHILLIPS AND TWOMEY SUGGESTIONS [5] 
Phillips and Twomey considered the method in which they seek f = Lf(x0), f ( z l ) , . . . ,  ](zn)] T, 
which minimizes the expression of the form 
IIAf - gll~ + a2 ~-'~{f(yi+l) - 2f(yi) + f(yi-1)} 2 (2) 
i----0 
(some boundary conditions for f(Y-1) and f(Yn+l) are required here and for convenience we set 
each to zero at present). 
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Expression (2) is equivalent to the following expression 
I IA f  - gll~ + ~2 n2(f), (3) 
where f~2(f) = II/h f[l~. 
Following Twomey we can show that the vector which minimizes (3) 
f = (ATA + (~2H)'rA'r9, where he takes H to be the symmetric matrix 
can be written as 
H = 
5 -4  1 
-4  6 -4  1 
1 -4  6 -4  
1 1 1 
-4  
1 -4  5. 
we note that H takes the following form 
H = R2"rR2, 
-2  1 
R2 = 1 -2  1 . 
".. 
1 -2  
Phillips supposed that the kernel K was square, non-singular matrix [K(zl, z j)] while Twomey [5] 
supposed that K = [K(zi, yj)] was rectangular. 
We observe in passing that Twomey (1963) minimizes 
n-1  
l iar - gll~ + a2 E{f (y i _ l )  _ 2f(yi) -t- f(yi+l)} 2, 
i---1 
which is equivalent to 
where •2(f) = IIR2 fll~, and 
I IA f  - g[l~ + a2 ~22(f), 




-2  1 
1 -2  1 
1 -2  1 0 0 0 
-2  5 -4  1 0 0 
H = R~R2 = "'" 
1 -4  6 -4  1 0 
0 1 -4  6 -4  1 
3. THE METHOD OF REGULARIZAT ION SUGGESTED BY T IKHONOV [1] 
A generalized regularization theory was put forward by Tikhonov [1]. He assumes that there 
exists a unique solution to the ill-posed problem 
~ 1 Kn(;g,8)  z(8) ds = u(x) ,  O< xo <x < 1. (4) 
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This solution may be obtained by minimizing the functional 
Ma[z(s), u(.)] = N[z(s), .( .)]  + ~, ~(~(s)) (5) 
and is "near" to the exact solution z in the sense of the L2 norm. 
N[zCs), u(,)] = IIA(=, z(s)) - u(z)ll~, 
° f] f~(.(s)) = ~ IIP~ ,III, a(~, z(s)) = 
i=0  
Kn(z, s) z(s) ds, 
where R / i s  a matrix obtained the ith order derivatives of the elements of R~-i, fl(z) is called 
the regularizing, and M a the additive functionMs, respectively. 
Three orders of regularization are considered. 
4. THE DISCRETE PROBLEM 
Now, we can introduce a discretization scheme for the numerical solution of the following 
equation 
g(z) = S(y)T. ~/1 -~zly) 2' 0 < Zo < z < z < 1. (6) 
We consider in the interval [z0, 1] a discrete set of points {zo < zl < z2 < -.. < zjv+i - 1} 
and the linear interpolation for S at nodes zj, we take 
'( z(k )=~ 1-cos  k = 0,1,2,...,N + 1. 
At each point zk, k = 0, 1, 2, . . . ,  N, equation (6) is 
_kL  :s+' dy . 
g(zt) - S(y)Tn(?)%I1 ( z i /y ) l  j=k zj 
(7) 
For any z 6 [zj,zj+,], we present he function f as 
f ( z )  ~ f ( z j )  zj+l . - -  z z -- zj  
- -  hj +f(z j+ l )  hj ' (8) 
where hj = zj - zj+i. Thus, (7) can be rewritten as 
g(z,) = E f (z j )  1"4- "s÷i  
dy 
j=k- .. ~ .,,~ %/1- (zt/y) l
x/,'+'~. (~)  d" + , r ' "~  (~)  ,,d,, 1~,. 
. . : ,  ~/1 - ( , , , / y )  1 h-7 J,~j " ~/1  - ( z t / I#)" . l  J 
The integrals 
c Bl(k, j) - T, J x j  
c B2(k,j) = T, 
~" z j  
@ 
ydy 
~/ I  - (=UyP  ' 
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can be written as 
[¢o.-' =h/=j+, cos nO de, 
BI(k, j )  - =k 
Jcos -1  =k/x j  COS 20  
cos-' =hl=i+~ cos nO dO. 
B2(k,j) = ~ ~-1,~, / ,~ co:---~ 
For the evaluation of Bl(k,j), B2(k,j), see the Appendix, now (7) can be written as a linear 
algebraic system: 
Af - g, (9) 
where f -- [f(x0), f ( z l ) , . . . ,  f(zN)] T. And A is the upper triangular matrix with elements 
ak~ -" (l ÷ ~)Bl(k,k) 
akj= [( l  ÷~)B l (k , j )  
B2(k,k) 
hk ' 
B2(k,J) l  [ Bl (k , j -  1) 
hj J + L 
B2(k,j-1)] 
+ h j -x  " 
(10) 
For any k = 0, 1, 2, . . . ,  N and j > k. The right hand side g is given by gk = g(zk) - -  f (ZN+I )  
x [-(zN/hN)Bl(k, N) + (1/hlv)B2(k, N)]]. Then, equation (9) constitutes a system of (N + 1) 
equations in the (N + 2) unknowns f(z0), f ( z l ) , . . . ,  f(ZN+l) and, generally, cannot be solved. 
So, we require a prescribed value of f(ZN+l), in our case, we take f(zN+l) -- 0. 
5. S. ALLINEY AND F. SGALLARI'S APPROACH [6] 
S. Alliney and F. Sgallari consider in the interval [z0, 1] a discrete set of points {z0 < Xl < 
x2 < -.- ,XN+I = 1} and the linear intepolation for f at nodes xj, where 
zk = xo+kh,  k = 0 ,1 ,2 , . . . ,N  + 1. 
They also compute a regularized solution f of the system (9) of equations, which ndnimizes the 
quadratic functional 
IlAf - o11~ + ~2 n2(f), 
and is near to the exact solution f in the sense of the L2-norm. 
They take the functional f~2 as 
2 
~2(f) = ~ I1~ fll~ = IIRo III2 + IIR~ fll~ + IIR2 fll~, 
i=0  
where R0 is the identity matrix of order (N + 1) and R1, R2 are the matrices of dimensions, 
N x (N + 1) and (N - 1) x (N + 1), respetcively, given by [il° l 
RI = -X  ~" (11) 
. . .  
0 0 -~ 
and 
R2 = 
1 2 1 Ws -~'x g's 0 
1 2 1 0 
l 2 l 
(12) 
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6. THE SUGGESTED METHOD OF REGULARIZAT ION 
In our method, we take the points zk such that 
zt'-~ 1-cos 9 k = 09192, . . .9N,  
and try to compute a regularized solution (or "quasi-solution") f of the system (9) which mini- 
mizes the quadratic functional 
I IA f  - g1122 + o? n~(f)9 
where fl2(f) take a form at one of the following cases. 
CASE 1. 
2 
n2(f) = ~ I1~ fl[~ - IIRt fl[~ + IIR2 fll~, 
i=1 






t /  [-- -~ - - -~  ~-~ 
° ' .  9 
1 2 
where v = max [z(/~) - z(k + 1)[. k 
CASE 2. 
3 
a2(f) -- E IIn., fll~ = IIR~ fll~ + IIR,_ fll~ + IIR~ fll~, 
i=1 
where Rt, R2 are as in the first case, 
°°o 
1 3 3 1 
CASE 3. ~2(f)  = I]R1 f[]~. 
CASE 4. ~2( f )= [JR2 f[]~. 
CAsE 5. ~2(f) = IIR3fll~. 
In each of these cases we have obtained improved results for P~don's integral equation (see 
Section 7). The optima] value of the regularization parameter ~ may be obtained using a simple 
bisection algorithm. 
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7. NUMERICAL  RESULTS 
The examples considered in this paper suggested that our method is an interesting versatile 
technique, which is easy to implement by a computer. 
In Table 1, we consider the case when 
~(f )  = IIR~ fll~ + IIR2 fll~. 
In Table 2, we consider the case when 
n2( f )  = IIR~ f l l~ + IIR~ f l l~ -4- IIR3 f l l~. 
In Table 3, n2(f )  = IIR3111~. In Table 4, n2(f )  = lIRa fll~ -4- IIR3 111~. 
As we can see from the above results, the eigenvalues obtained from the system produced by 
using the regularization method are very close to the exact solution. 
In all the numerical experiments reported here, we assume z0 = 0.0009 and 50 discrete points zh 
in [z0, 1]. The order n of the Chebyshev polynomial was 15, and the extreme value of f(z) was 
taken as f ( zN+z)  = 0. If we assume in equation (1) f ( z )  = 1.0, we are able to compute g(z~), 
k = 0, 1, 2,..., N, using equation (6) at the discrete points. 
According to the value of g, we solve the discrete system using our regularization method, and 
determine the approximate solution f , (P i ) ,  i = 0, 1 , . . . ,  N.  
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APPENDIX  
Here, we will give some details about the evaluation of Bl(k,j) and B2(k,j). We recall that 
Bl (k , j )  = Jzj Tn ~1 - (=k/V) 2' 
C . j+'  ( ? )  ydg 
B2(~,~) = j .  T,, ~/1 - (=k/~) ~' 
J 
where 0 < :si < 1 for any index i. 
Using the change of variables zk/y ~ cos ~b, and the well-known relation 
T.(t) = cos(,', co* -1 t), 
we ]~LILve 
[cos -1 =,./=j+, cosnq~ d¢5, 
Bl(k,j) = ~,, Jco,-, =k/t; co,2---~ 
fco=- t =h/=j+l 
82(k, j) = =~ / =s..._~_~ d~. 
Jco, - t  =k/=./ COS3 ~ 
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Table 1. 
Computed solution Exact solution Error 























































































































0.1000000E+01 0.I 732766E--03 
0,1000000E-l-01 0.1927612E--03 
-01 0.1000000E+01 0.2163472E-03 
~01 0.1000O00E+01 0.2452635E-03 
-01 0.1O00000E+01 0.2810298E--03 
-01 0.1000000E+01 0.3251575E-O3 
-01 0.1000000E+01 0.3786316E--03 
-01 0.1000000E+01 0.4412215E--03 
~01 0,1000000E+01 0.5106966E--03 
-01 0.1000000E+01 0.5820154E--03 
-01 0,1000000E-l-01 0.6465568E-03 
k01 0.1000000E+01 0.6915070E-03 
~01 0.1000000E+01 0.6996431E--03 
~01 0.1000000E+01 0.6499342E-~3 
k01 0.1000000E+01 0.5195465E--03 
-01 0.1000000E+01 0.2878724E-03 
-00 0.1000000E+01 0.5697048E-04 
00 0.1000000E+01 0.5091020E-03 
~00 O.1000000E+O1 0.1033751E-02 
O0 0.1000000E+01 0.1555028E--02 
00 0.1000G00E+O1 0.1944094E-02 
-00 0.1000000E+01 0.2009810E-02 
.00 O.1000000E-{-01 0.1494554E-O2 
-00 0.1000000E+01 0.7877410E--O4 
-01 0.1000000E+01 0.2601541F.,-O2 
~01 0.1000000E+01 0.6920381E-02 
~01 0.1000000E+01 0.1320790E-01 
-01 0.1000000E+01 0.2167927E-01 
~01 0.1000000E+01 0.3235553Fr-01 
-01 0.1000000E+01 0.4499610E-01 
~-01 0.100(X)(~E+01 0.5907573E-01 
-01 0.1000000E+01 0.7385628E+01 
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Table 2. 
Computed solution Exact solution Error 
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Table 3. 
Computed solution Exact solution Error 
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Table 4. 
Computed solution Exact solution Error 




































































































































0.I 000000E+01 0.3729829E-03 
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In order to evaluate B l (k , j )  and B2(k , j )  in this form, it is useful to have the following: Consider the integrals 
/~o' -t =kl=i+l co6n¢ 
(B )  n = ¢o, - t  *h/zj+z __c°6n~b d~b, (B1) n = Xk de ,  
J~o,-, =,./=j c=4, ./co,-, =,./=~ 
c o j - I  ='-/=i+1 cozn4, d~b, (B2)" = (=(k)) 2 ~3----~ 
Jcos-  z z , . /x j  
and cos(n + 1)~ = cos n~b cos ¢ - sinn~bsin ~b, co6(n -- 1)~b ---- cos n~bcos~b "l- sin n~bain~b. Then, we have 
cos(n -t- 1)~b = 2 cos ~b cos n~b - cos(n -- 1)#5. 
From the last relation, 
sinn~b c° ' - z  zt /=j+s B n - l ,  B n'l'l = 2 ~ 
I n Icos-t zk/z j 
(B1) n+] = 2x(k)(B)n - (B1) "-1, and 
(B2)  n+l  = 2x(k ) (B1)  n - (B2)  " -1 .  
From that  recurrence relation, we can write a subroutine in a program which evaluates (B1)n and (B2)"  for any . .  
