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1. INTRODUCTION 
In an interesting recent paper [l] Keener investigated properties of solu- 
tions of differential equations of the form 
Y” + PWY =fW (1.1) 
Broadly speaking, Keener’s paper was concerned principally with non- 
oscillation. The present paper is, on the contrary, primarily concerned with 
oscillatory phenomena. We shall suppose that p(x) and f(x) are of class C 
and nonnegative for x 3 a, withf(x) + 0 on any subinterval. With Eq. (1 .l) 
we associate the corresponding homogeneous equation 
y” +lwy = 0. 
Let y,(x) and y2(x) be solutions of (1.2) defined by the conditions 
(1.2) 
Y&4 = 0, Y&4 = 1, 
x’(a) = 1, yz’(a) = 0. 
(1.3) 
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DIFFERENTIAL EQUATION J'" + f(X)J' = f(X) 
Note that the Wronskian 
Y,(X) Y2(4 - TX) = lyl’(x) y2’(x) = - 1, 
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(1.4) 
and that a particular solution of (1.1) is 
= Ylb9 Yd4 
Jdx) = Ia I yl(t) yz(t) f(t) dt. 
Further, ye(x) is the unique solution of (1.1) satisfying the conditions 
YOW = YO’W = 0. 
We recall that the general solution y(x) of (1.1) can be written in the form 
where ci and ca are constants. 
The solution ye(x) plays an important role in what follows. Note that for 
x > a, but near a, ye(x) > 0. For, the determinant is, for each fixed x, a 
solution of (1.2). At t = a, this solution assumes the value y,(x) y,(a), which 
is positive for x > a, but near a. The conclusion then follows from the 
essential positiveness off(x). 
It is easy to verify that if y(x) is a solution of (I. 1) and yi(~) is any solution 
of (1.2), 
[Y(X) YI’M - Y’(X) r&X = - /‘n(4 f(x) dx. a (1.5) 
If, in particular, y(x) = ye(x), and yr(x) is the solution of (1.2) defined by 
(1.3), (1.5) becomes 
~064 Y,‘(X) - YO’(X)Y~~ = - j-Z ~,(x)fW dx. (1.6) a 
It follows that if there is a smallest zero x = c > a of y,(x), then ye(c) > 0. 
Further, ye(x) > 0 on (a, c), for otherwise suppose x0 is the smallest zero >a 
of ye(x), a < x0 < c. We have upon setting x = x0 in (1.6) that 
- Yo’(Xo) YAXO) < 0. 
But yo’(xo) < 0 and yl(xo) > 0. 
We begin with the following extension of a result due to Keener. 
(l-7) 
THEOREM 1.1. Ifp(x) and f(x) are continuous for x > a, with f(x) > 0 
and not identically.zero on any subinterval, the so&ion ye(x) of (1.1) is positive 
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for a < x < c, where c is the smallest zero > a of y,(x), defined by (1.3). If 
c fails to exist, yO(x) > 0 for x > a. 
The final statement of the theorem remains to be proved. In this case, 
the integral in (1.6) is negative for all x. The supposition that y,,(x) has a 
first zero x = x,, > a leads again to (I .7), and the contradiction follows. 
2. THE CONJUGATE POINT 
If U(X) is a nonnull solution of (1.2) for which u(b) = u(c) = 0, c is a 
conjugate point of 6. If 6 < c and U(X) # 0 on (6, c), c is the&t conjugate 
point of b. It is appropriate to regard c as a conjugate point of b with respect 
to both Eqs. (1.1) and (1.2). 
Consider next the family of solutions of (1, l), 
Y(X) = Yh 4 = Yd4 + ~Yl(X), (2.1) 
through a fixed point, here x = a, of the x-axis. We note that y’(u) = 01. 
It is readily seen that two different members of the family intersect in points 
[ci , yO(ci)], where x = ci is conjugate to x = a, and only in such points. In 
the strip Q < x < c, if the first conjugate point x = c exists, the curves 
Y =YoW + UYl( x > f orm afield; that is, through each point of the strip there 
passes one and only one member of the family. For, let (x0 , y,,) be any point 
in the strip. Then (Y = [y,, - yO(xo)]/yl(x,), and yr(x,,) # 0. 
Suppose that the first conjugate point x = c of x = a exists. Then all 
solutions (2.1) pass through the point PC: [c, y,(c)]. Consider first a member 
of the family (2.1) with 01 < 0. Such a solution is initially negative for x > a, 
but since it must pass through PC , the solution must vanish on the (open) 
interval (a, c). Further, if /3 < 01 < 0, the first positive zero of y(x, a) must 
precede that of y(x, /3) (recall that the solutions can intersect only in the point 
[c, Y&I)* 
We continue with a lemma. 
LEMMA 2.1. I f  y(x) and w(x) are any two solutions of (1 .l), 
[Y(X) w’(x) - Y’(X) QWI: = Ia’ [Y(X) - w(x)1 f (x) dx, (2.2) 
for all x > a, with a arbitrary. 
The proof is immediate, and the result is valid for all continuous functions 
f(x) and P(x)- 
We return to our discussion of solutions y(x, a) = y(x) through a point 
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x = a of the x-axis. We consider the case 01 < 0, and recall that y,,(c) > 0. 
We have seen that such a solution has a zero on (a, c). It cannot, however 
have a second zero on this interval. For suppose that for 01 < 0, fixed, 
Y(d) = r(e) = 0 (n < d < e < c). 
Then a solution W(X) = y(x, /3) (18 < 01 must also have two zeros x = g and ) 
x = h on this interval with 
d<g<h<e 
(recall that the solutions can only intersect at x = c). Further, y(x) - w(x) > 0 
on [d, e]. We apply (2.2) on the interval [d, e] and have 
y’(d) w(d) - y’(e) w(e) > 0. (2.3) 
But, y’(d) > 0, y’(e) < 0, while w(d) < 0 and w(e) < 0, which contradicts 
(2.3). 
Before we discuss solutions of (1.1) that vanish at x = a with slope 01 > 0 
it will be convenient to establish a number of preliminary results. First, we 
have several lemmas. 
LEMMA 2.2. If  x = c is a conjugate point of x = a, every solution of (1.1) 
that passes through the point [c, y,(c)] is a member of the family y,,(x) + cays. 
To prove the lemma recall that every solution of (1.1) can be written in 
the form yO(x) + ayr(x) + ,8ya(x). The condition, 
YOW = Yd4 + aYl(c> + 15312(C)> 
then implies /3 = 0. 
Next, we state an extension of a basic result due to Keener. His proof 
remains valid. 
LEMMA 2.3. If  p’(x) > 0 and f  ‘(x) < 0 for x 3 a, and if p(x) and f(x) 
are not constant on a common subinterval, a solution of (1.1) that is tangent to 
the x-axis at a point x = b > a is positive on the interval [a, 6). 
LEMMA 2.4. If  x = ci (cl = c) is a conjugate point of x = a, 
s Ci y,(x)f (x) dx = - Y&~)Y,‘(c,). a (2.4) 
This is an immediate consequence of (1.6). We note that yl’(ci) < 0, 
when i is odd, and > 0, when i is even. 
Next, we have a theorem. 
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THEOREM 2.1. Suppose that p(x) 2 0, f(x) 2 0, p’(x) 2 0, f’(x) < 0, 
and that p(x) and f(x) are not constant on a common subinterval. If x = a 
possesses two consecutive conjugate points x = c1 , x = c2 (a < c1 < cz), the 
solution yO(x) has a jirst zero x = b with c1 < b < c2 . 
To prove the theorem, let w(x) be the solution of (1.1) determined by the 
conditions w(cz) = w’(ca) = 0. By Lemma 2.3, w(x) > 0 on [a, ca). But 
w(x) = Yo(4 + c!Yl(X) + PY2W accordingly, w(u) = /3 > 0. But, 
w(ca) = y0(c2) + ,5y’yz(cz) = 0, and y2(c2) > 0. It follows that y,,(ca) < 0. A 
reference to Theorem 1.1 completes the proof. 
COROLLARY. Under the hypotheses on p(x) and f(x) in Theorem 2.1 the 
solution y  = y,,(x) of (1.1) vanishes at x = c2 ifl p(x) and f(x) are positiwe 
constants. In this case, yO(x) is positive except for double zeros at 
x = c2 , cq ) cg ).. . . 
When p(x) and f(x) are positive constants, the conclusion of the corollary 
is readily verified. Conversely, to suppose y,,(ca) = 0 contradicts the assump- 
tion of Theorem 2.1 that not both p(x) and f ( ) x are simultaneously constant. 
The corollary is proved. 
EXAMPLE. The differential equation, 
Y” + [4(x + 1)2 - 4(” ; 1)” I Y = 4 + $ ) 
has p(x) and f(x) > 0, with p’(x) > 0 and f’(x) < 0 for x > 0. Taking 
a = 0 one readily verifies that 
YOW = (& + (x :1y 
[+ sin(x2 + 2x) - cos(x2 + 2x)] . 
The first two conjugate points here are 
and 
Cl = (1 + +‘a - 1, c2 = (1 + 241’2 - 1, 
yo(4 = (1+&4 [ (2%. ; 1)3’4 - l] < 0. 
We note also that yO(x) = 1 - cos x is a solution of 
y+y=1, 
and that in this instance ca = b = 2~. 
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THEOREM 2.2. The solution y,,(x) separates the strip a < x < c into two 
parts. A member of the field 
Y = Yk 4 = Y&4 + ~Yl(4, (2.5) 
that passes through a point below the curve y  = yO(x), passes through (a, 0) and 
[c, yO(c)] and has a single zero on the interval (a, c). Its slope at x = a is 01 < 0. 
If  /3 < 01 < 0, the zero of y(x, /3) follows that of y(x, a). 
The curve y  = y(x) of the family (2.5) through a point lying above the curve 
y  = yO(x) passes through (a, 0), with slope a > 0, and through the point 
[c, y,,(c)]. I f  y&x) has a first zero x = b > a, the curve y  = y(x) has a Jirst 
zero x = x1 > a on the interval (c, b). I f  /? > cy > 0, the solution y(x, p) has a 
Jirst zero x = x2 > a and c < x2 < x1 . 
There is no member of the family (2.5) that passes through the point (c, 0). 
It is the only point on the interval [a, b) with this property. 
The first paragraph of Theorem 2.2 has been established. The final 
paragraph is readily understood, for there is no number (Y that satisfies the 
equation, 
0 = YOW + ~Yl(4 
since yO(c) > 0. 
To establish the statements in the second paragraph we note that because 
y,,(x) > 0 for a < x 6 c, a solution (2.5) passing through a point above the 
curve y = yO(x) cannot intersect that curve on (a, c), and accordingly, cannot 
intersect the x-axis on (a, c]. Thus, OL > 0. This solution intersects y = y,,(x) 
at [c, ya(c)], where its slope is <yO’(c). It cannot intersect y = ye(x) on 
(c, b], because b < cs . It must then have a zero on (c, b). The proof that 
xa < x1 is similar and is omitted. 
The following result complements the Corollary to Theorem 2.1. 
THEOREM 2.3. If  p(x) and f  ( ) x are p t’ osz zve, with f  ‘(x) < 0 and p’(x) > 0 
for x > a, and if f  (x) and p(x) are not constant on a common subinterval, Eq. 
(1.2) is oscillatory and any solution of (1.1) can have at most one double zero. 
When f(x) and p(x) are constants, a solution that has one double zero has all 
double zeros, and conversely. 
One sees at once that all solutions of (1.2) are oscillatory on [a, co). The 
existence of two double zeros would contradict Lemma 2.3. It remains to 
show that when f(x) and p(x) are constants, a solution that has one double 
zero has all its zeros double. To see this, note that we are dealing with a 
solution y,,(x) of (1.1). Suppose the double zero occurs at x = a and that its 
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next zero is at x = b > a. Multiplying both members of (1.1) by 2y0’(x) and 
integrating by parts one has 
Ilvf +PY," - 2f~ol"a = fb'y: - 2f'y,)dx7 (2.6) 
or 
Inasmuch as y,,(x) > 0 on (a, b), y,‘(b) = 0 iff f’(x) = p’(x) = 0 on [a, b]. 
THEOREM 2.4. Let p(x) andf(x) b e nonnegative and of class C' for x 3 a, 
with p’(x) 3 0 and f  ‘(x) < 0. I f  IQ. (1.2) is oscillatory, so is the solution y,,(x) 
of (1.1). 
Ifbothp(x) andf( ) p t x are osi ive constants, the conclusion of the theorem is 
immediate, so suppose that not both p(x) and f(x) are identically constant. 
Let x = cr and x = cs (a < ci < cs) be the first two conjugate points of 
x = a. Then, by Theorem 2.1, ya(x) has a zero x = b < ca , and y,,‘(b) < 0 
(Theorem 2.3). Let y = w(x) be the solution of (1.1) that is tangent to the 
x-axis at x = b, and suppose that x = b, > b is the first conjugate point of 
x = b. We have at once that y,,(x) must vanish at a point x = d of (b, b,). 
Continuing we have that y,‘(d) > 0, and if x = dl and x = d, (d < d, < d,) 
are the first conjugate points of x = d, that y,,(x) must have zero on the 
interval (dl , d,). 
It is clear that the process may be continued thus completing the proof of 
the theorem. 
When p(x) > 0, p’(x) >, 0, f(x) < 0 and f  ‘(x) > 0, we may set z = -y 
in (l.l), and we have 
zb + p(x) x = -f(x). 
The preceding analysis then applies. In effect, the pictures described in 
Theorems 2.2 and 2.3, for example, are simply reflected in the x-axis. 
3. BOUNDEDNESS OF SOLUTIONS 
We note in passing the following result on boundedness of solutions. 
THEOREM 3.1. I f  the solutions of (1.2) are bounded, and if s: 1 f(x)\ dx < co, 
the solutions of (1.1) are also bounded. 
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The proof follows immediately from consideration of the general solution, 
of (1.1). 
It is well known, for example, that sufficient conditions that the solutions 
of (1.2) be bounded are that p(x) be positive and of class C’ with p’(x) > 0 
on [a, co). 
4. AN ANALOG OF THE B&HER-OSGOOD THEOREM 
We again suppose that in addition to the conditionsp(x) > 0 andf(x) 3 0, 
these functions are of class C’ for x > Q and that p’(x) > 0 whilef’(x) 6 0. 
In this section we shall suppose that there exists an oscillatory solution y(x) 
of (l.l)-that is, a solution that vanishes infinitely often for x > a. 
We wish to develop an analog of the B&her-Osgood theorem [2] for an 
oscillatory solution of (1.1). It is clear from the equation 
y” SY = 1, (4.1) 
of which an oscillatory solution is 1 + 2 sin x, that one cannot expect the 
B&her-Osgood result to hold without some modification. (Note also that 
(4.1) possesses nonoscillatory solutions such as 1, 1 + 4 sin x.) 
THEOREM 4.1. Let p(x) and f(x) be of class C’ and nonnegative, with 
p’(x) 3 0 and f’(x) < 0 f  OY x > a, and let y(x) be un oscillatory solution of 
(1.1). I f  x0 < x1 < x2 < x3 ure consecutiwe zeros of y(x) with y(x) > 0 on 
(‘%I 9 x1), y(x) < 0 on (x1 , xJ, y(x) > 0 on (x2 , x3), let x = 6, c, d be, res- 
pectively, the points on these subintervals at which y(x) attains its maximum, 
minimum, maximum values. Then 
Y(b) 3 - Y(C) and Y(b) b Y(d)* (4.2) 
Thus, each peak is at least as high as the next and its amplitude is at least as 
great as that of the next following pit. 
We shall begin by establishing the first inequality (4.2). To that end, note 
that since y(x) < 0 on (xi , x2), y’(x) can change sign at most once on this 
interval, for y”(x) >, 0 there. Let x = b, be the last relative maximum point 
on (x,, , x1), and suppose that y(b,) < - y(c). We multiply both members of 
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(1.1) by 2y’(x) and integrate from b, to c. After the usual integration by parts 
we have 
CY% + ~(4 ~~64Icbl = jb; WY” + %I’1 dx. (4.3) 
On the interval (b, , c), y’(x) < 0; consequently, 
It would follow that 
PW [Y”(C) - YVJI d 09 
which provides a contradiction. Accordingly, y(b,) >, - y(c). 
If y(b,) is the absolute maximum y max on (x,, , xi), the proof is complete. 
If it is not, then ymax > y(b,) > - y(c). 
We turn our attention to the second inequality in (4.2) and suppose that 
y(b) <y(d). It will follow that - y(c) <y(b) <y(d). We apply (4.3) on the 
interval (b, d) obtaining 
[Y’~(x) + $($r2(G? = ld (P’Y” + 2fy’) dx 
= [2f(x)r(x)l: + jbd (P’Y” - 2f’r) dx. 
Thus, 
P(d) y2W - ~(4 ~~(4 
G 2LfWy(d) - f(b) y(b)1 + y”(d) k(d) - P(b)1 + 2~60 [f(b) - f(d)l. 
It follows that 
~(4 b2W - y2@)l G 2f(b) [y(d) - y(b)l, 
and thus that 
~(4 b(d) + y(b)1 G 2f(Q 
But y(d) > y(6), and we have 
f@) - P@)Y@) > 0. 
However, x = b is a relative maximum point of y(x), and 
Y’W = f(b) - P(b) YW G 0. 
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From this contradiction we infer the truth of the second inequality (4.2), and 
of the theorem. 
The computer was applied to the systems 
y” + (1 + qy = l/(1 + xl29 
Y(O) = 0, y’(0) = - 1, 
and 
z” + x = l/(1 + x)2, 
z(0) = 0, z’(0) = 1. 
The solution y(x) of the former, at least initially, has maximum and minimum 
points that decrease steadily in amplitude, while the solution Z(X) of the latter 
has maximum values that decrease steadily, while the minimum values also 
decrease steadily-that is, their absolute values increase steadily. 
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