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Abstract We study a new class of elliptic variational-hemivariational inequalities in reflex-
ive Banach spaces. An inequality in the class is governed by a nonlinear operator, a convex
set of constraints and two nondifferentiable functionals, among which at least one is con-
vex. We deliver a result on existence and uniqueness of a solution to the inequality. Next, we
show the continuous dependence of the solution on the data of the problem and we introduce
a penalty method, for which we state and prove a convergence result. Finally, we consider
a mathematical model which describes the equilibrium of an elastic body in unilateral con-
tact with a foundation. The model leads to a variational-hemivariational inequality for the
displacement field, that we analyse by using our abstract results.
Keywords Variational-hemivariational inequality · Clarke subdifferential · Existence and
uniqueness · Continuous dependence · Penalty operator · Frictional contact
Mathematics Subject Classification 47J20 · 47J22 · 49J53 · 74M10 · 74M15
1 Introduction
The theory of variational inequalities is traced back to early sixties when it was created and
initially developed to deal with the Signorini problem. This theory can be considered as the
fruitful interaction of elasticity theory and mathematical analysis, and since then it has gone
through substantial development, see for instance [1–3, 17, 25] and the references therein. It
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was built on arguments of monotonicity and convexity, including properties of the subdiffer-
ential of a convex function. On the other hand, the theory of hemivariational inequalities has
started in early eighties with the pioneering works of Panagiotopoulos [24–26] and is based
on properties of the Clarke subdifferential, defined for locally Lipschitz functions which may
be nonconvex. Analysis of hemivariational inequalities, including existence and uniqueness
results, can be found in [13, 21, 23, 26]. Both variational and hemivariational inequali-
ties have been intensively used in the study of various problems in Mechanics, Physics and
Engineering Sciences and, in particular, in Contact Mechanics. References on this matter in-
clude [10, 12, 14, 16, 20, 21, 25, 26, 28, 29, 31], among others. Variational-hemivariational
inequalities represent a special class of inequalities, in which both convex and nonconvex
functions are involved. The interest in their study being motivated by various problems in
Mechanics, as explained in [23] and the references therein.
We note that several classes of variational-hemivariational inequalities have been stud-
ied very recently in the following contributions. Some of them extend results which can
be found in the monograph [23]. In [5] the author obtained results on existence of barrier
solutions for multivalued variational inequalities including variational-hemivariational in-
equalities as special case. We refer to [6] to a survey paper which provides an analytical
framework that allows to present in a unifying way and to extend a number of recent results.
Paper [19] studies an interesting class of generalized quasi-variational hemivariational in-
equalities which involve multivalued mapping, and delivers results on existence of solution
to optimal control problems. The existence of solutions for the variational-hemivariational
inequalities in reflexive Banach spaces has been delivered in [32]. There, using the notion
of the stable-quasimonotonicity some existence results are proved when the constrained set
is nonempty, bounded or unbounded, closed and convex. Furthermore, we refer to [15] for
existence results for elliptic and evolutionary variational and quasi-variational inequalities
involving different types of pseudomonotone operators and a recessivity assumption that
extends the classical coercivity conditions.
In [11] we have studied variational-hemivariational inequalities of the form: find u ∈ V
such that





θ(γ v) − θ(γ u))dΓ
+ j 0(u;v − u) ≥ 〈f, v − u〉 for all v ∈ V. (1)
These inequalities have been formulated in a particular functional framework, since in (1)
we assumed that Γ ⊆ ∂Ω is a measurable part of the boundary of an open bounded subset Ω
of Rd (with d being a positive integer), V is a closed subspace of H 1(Ω;Rs) (with s ≥ 1),
F : V → L2(Γ ) and θ : Rs →R are Lipschitz continuous with constants LF and Lθ , respec-
tively, Fv ≥ 0 for all v ∈ V , θ is convex, and γ : V → L2(Γ ;Rs) denotes the trace operator.
For these inequalities we proved an existence and uniqueness result of the solution, based
on arguments of surjectivity for pseudomonotone operators and the Banach fixed point ar-
gument. Then, we studied the continuous dependence of the solution with respect to the data
and we proved a convergence result. We also introduced a finite element discrete scheme for
the numerical approximation of the inequalities, we showed their unique solvability, and we
derived error estimates. In addition, we considered an example of frictional contact prob-
lem with normal compliance which leads to a variational-hemivariational inequality of the
form (1) where the unknown is the displacement field. We applied our abstract results in the
study of this problem and we obtained existence, uniqueness, convergence and error esti-
mate results. Finally, we studied a history-dependent version of variational-hemivariational
inequality (1), in our recent paper [30].
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In this paper we continue the study of elliptic variational-hemivariational inequalities, ex-
tending part of our results obtained in [11] to variational-hemivariational inequalities with
unilateral constraints, in the abstract framework of reflexive Banach spaces. For such in-
equalities there is a need to use arguments different to those used in [11]. The analysis of
this new class of variational-hemivariational inequalities, including their unique solvability
and the continuous dependence of the solution on the data, represents one of the traits of
novelty of this paper. It also contains a convergence result that we state and prove by us-
ing a penalty method. Considering such kind of inequalities lays the functional background
in the study of elastic contact problems with unilateral constraints and nonmonotone inter-
face laws. To illustrate this statement, we introduce a new model of contact different to that
considered in [11], for which we apply our abstract results.
The paper is organized as follows. In Sect. 2 we give a simple example which provides
the physical motivation of our abstract study. Then, in Sect. 3 we fix the notation and re-
call preliminary material from nonlinear analysis. The class of variational-hemivariational
inequalities is introduced in Sect. 4 where we state and prove an abstract existence and
uniqueness result. Its proof is based, again, on arguments of surjectivity for pseudomono-
tone operators and the Banach fixed point theorem, but with a choice of spaces and operators
different to that used in [11]. Next, in Sect. 5 we investigate the continuous dependence of
the solution with respect to the data. In Sect. 6 we introduce a class of penalized prob-
lems, prove their unique solvability and the convergence of the corresponding solutions to
the solution of the original problem, as the penalty parameter converges to zero. Finally,
in Sect. 7 we deal with a unilateral contact problem for elastic materials in which the fric-
tional contact conditions are in a subdifferential form. This contact problem is expressed as
a variational-hemivariational inequality for the displacement field, for which we apply our
abstract results, including the convergence theorem associated to the penalty method.
2 A Spring-Rod System with Unilateral Constraints
The abstract results we present in this paper are useful in the study of various mathematical
models which describe the equilibrium of elastic bodies in frictional contact with a foun-
dation. In Sect. 7 we shall present an example which illustrate the applicability of those
results. Nevertheless, to provide the reader the physical motivation of our abstract study, we
start with a very simple one-dimensional example which we present in what follows.
Consider an elastic rod which occupies the interval [0,L] on the Ox axis. The rod is
fixed at its end x = 0 and its extremity x = L is situated at the distance g from a rigid
obstacle. The gap between the rod and the obstacle is filled in two nonlinear springs S1 and
S2 which are attached both to the rod and the obstacle. The natural length of the springs is g,
and the system is in equilibrium when no forces are acting on the rod. This physical setting
in depicted in Fig. 1. Assume now that the rod is submitted to the action of a body force of
density f0, which acts along the Ox. Then, the problem of finding the equilibrium of the
rod in the physical setting above can be formulated as follows.
Problem 1 Find a displacement field u : [0,L] → R and a stress field σ : [0,L] → R such
that
σ(x) = E du
dx
(x) for x ∈ (0,L), (2)
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Fig. 1 The rod-spring system with unilateral constraints
dσ
dx
(x) + f0(x) = 0 for x ∈ (0,L), (3)











) + p2(u(L)) if u(L) = g.
(5)
A brief description of the equations and conditions in Problem 1 is the following. First,
(2) represents the elastic constitutive law in which E > 0 is the Young modulus of the mate-
rial and the derivative du
dx
represents the linearized strain field. Equation (3) is the equilibrium
equation and condition (4) represents the displacement condition. We use it here since the
rod is assumed to be fixed at the end x = 0. Conditions (5) represent the contact conditions
in which our interest is and which we describe in detail.
Inequality u(L) ≤ g shows that the displacement in x = L is subjected to unilateral con-
straint. This constraint arises from the physical setting, since the obstacle is assumed to be
rigid and, therefore, its penetration is not allowed. Equality u(L) = g corresponds to the




) + p2(u(L)) if u(L) < g
shows that when the springs are partially compressed, then the stress in x = L depends
only on the displacement field in x = L and has an additive decomposition. Here, pi are
given continuous functions which describe the reaction of the springs Si , for i = 1,2, and
are positive for a positive argument and negative for a negative argument. Such kind of
decomposition is natural since the springs are connected in parallel. In addition, when the
springs are in compression (i.e., when 0 < u(L) < g) then their reaction is in the negative
direction of the Ox axis (since σ(L) < 0) and when the springs are in extension (i.e., when
u(L) < 0), then their reaction is in the positive orientation of the Ox axis (since σ(L) > 0).




) + p2(u(L)) ≤ 0




) − p2(u(L)) ≤ 0.
Therefore,
σ(L) = σe(L) + σa(L), (6)
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where
σe(L) = σ(L) + p1
(
u(L)




) − p2(u(L)) ≤ 0. (8)
We conclude from (6)–(8) that, when the springs are totally compressed, then the pressure
exerted in x = L, σ(L), is decomposed into two parts: an elastic one, σe(L), and an addi-
tional one, σa(L), both negative. The additional pressure prevents the displacement of the
extremity x = L of the rod in such a way that the constraint u(L) ≤ g is satisfied.




pi(s) ds for all r ∈ R, (9)
for i = 1,2. We assume that p1 is an increasing function and, therefore, q1 is a convex
function. Moreover, the following inequality holds
q1(r) − q1(s) ≥ p1(s)(r − s) for all r, s ∈ R. (10)
In contrast, the function p2 is not assumed to be monotone and this represents the main
novelty of our rod-spring model. As a consequence, the function q2 could be nonconvex.
Nevertheless, it satisfies the equality
q02 (s; r) = p2(s)r for all r, s ∈R, (11)
where q02 (s; r) denotes the generalized directional derivative of q2 at the point s in the di-
rection r , see Definition 8 below.
We use the space
X = {v ∈ H 1(0,L) | v(0) = 0}
which is a real Hilbert space with the canonical inner product. We denote by X∗ and 〈·, ·〉
the dual of X and the duality pairing between X∗ and X, respectively. We assume that
f0 ∈ L2(0,L) and we define the set K , the operator A : X → X∗, the element f ∈ X∗ and
the functions ϕ : X → R, j : X →R by














for all v ∈ V, (14)








f0v dx for all v ∈ V. (16)
To derive the variational formulation of Problem 1 we assume in what follows that (u,σ )
are sufficiently smooth functions which satisfy (2)–(5) and let v ∈ K . First, we perform an













f0(v − u)dx + σ(L)
(
v(L) − u(L)) − σ(0)(v(0) − u(0)).
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f0(v − u)dx + σ(L)
(




v(L) − u(L)) = (σ(L) + p1(u(L)) + p2(u(L)))(v(L) − g)





v(L) − u(L)) − p2(u(L))(v(L) − u(L)),
then we use the contact condition (5) and the definition (12) of the set K , to deduce that
σ(L)
(
v(L) − u(L)) ≥ −p1(u(L))(v(L) − u(L)) − p2(u(L))(v(L) − u(L)). (18)













)−q1(u(L))+q02 (u(L);v(L)−u(L)) ≥ 〈f, v −u〉. (19)
On the other hand, a simple computation based on (15) and Definition 8 below shows that
j 0(u;v) = q02
(
u(L);v(L)) for all u,v ∈ V, (20)
where j 0(u;v) denotes the generalized directional derivative of j at the point u in the di-
rection v. We now substitute the constitutive law (2) in (19), then we use definitions (13),
(14) and equality (20) to obtain the following variational formulation of Problem 1: Find a
displacement field u ∈ K such that
〈Au,v − u〉 + ϕ(v) − ϕ(u) + j 0(u;v − u) ≥ 〈f, v − u〉 for all v ∈ K. (21)
Recall that q1 is a convex function and, therefore, the function ϕ is convex. On the other
hand, the function j could be nonconvex. We conclude from above that inequality (21)
represents a variational-hemivariational inequality. This example motivates to consider in-
equalities of the form (21) in an abstract functional framework. Their analysis is performed
in Sects. 4–6.
3 Preliminaries
In this part we recall the preliminary material on subdifferentials and monotone type oper-
ators which will be used in the next sections. For more details, we refer to several mono-
graphs, e.g., [7–9, 21, 23].
We use the following notation. Let X be a real normed space with norm denoted by ‖·‖X .
By 〈·, ·〉 we denote the duality pairing between X∗ and X, X∗ being topological dual to X.
Let 0X be zero element in X. The symbol w-X is used for the space X endowed with the
weak topology while 2X
∗
denotes the set of all subsets of X∗. Unless otherwise stated, we
always assume that X is a Banach space.
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For a multivalued operator T : X → 2X∗ , its domain D(T ), range R(T ) and graph Gr(T )
are defined, respectively, by
D(T ) = {x ∈ X | T x = ∅}, R(T ) =
⋃
{T x | x ∈ X},
Gr(T ) = {(x, x∗) ∈ X × X∗ | x∗ ∈ T x}.
We start with the following definition.
Definition 2 An operator T : X → 2X∗ is called monotone if 〈u∗ − v∗, u − v〉 ≥ 0 for all
(u,u∗), (v, v∗) ∈ Gr(T ). It is maximal monotone, if it is monotone and maximal in the
sense of inclusion of graphs in the family of monotone operators from X to 2X
∗
. Operator
T is called coercive, if 〈u∗, u〉 ≥ α(‖u‖X)‖u‖X for all (u,u∗) ∈ Gr(T ) with a function
α : R+ → R such that limr→+∞ α(r) = +∞. Furthermore, given u0 ∈ X, T is said to be
u0-coercive, if there exists a function α : R+ → R with limr→+∞ α(r) = +∞ such that for
all (u,u∗) ∈ Gr(T ), we have 〈u∗, u − u0〉 ≥ α(‖u‖X)‖u‖X .
Next, we recall the notions of pseudomonotonicity and generalized pseudomonotonicity
for a multivalued operator.
Definition 3 Let X be a reflexive Banach space. A multivalued operator T : X → 2X∗ is
pseudomonotone if:
(a) for every u ∈ X, the set T u ⊂ X∗ is nonempty, closed and convex;
(b) T is upper semicontinuous from each finite dimensional subspace of X into w-X∗;
(c) for any sequences {un} ⊂ X and {u∗n} ⊂ X∗ such that un → u weakly in X, u∗n ∈ T un
for all n ≥ 1 and lim sup〈u∗n, un − u〉 ≤ 0, we have that for every v ∈ X, there exists
u∗(v) ∈ T u such that
〈
u∗(v), u − v〉 ≤ lim inf〈u∗n, un − v〉.
Definition 4 Let X be a reflexive Banach space. A multivalued operator T : X → 2X∗ is
generalized pseudomonotone if for any sequences {un} ⊂ X and {u∗n} ⊂ X∗ such that un → u
weakly in X, u∗n ∈ T un for n ≥ 1, u∗n → u∗ weakly in X∗ and lim sup〈u∗n, un − u〉 ≤ 0, we




〉 = 〈u∗, u〉.
The relationship between these notions is given by the following result (cf. [9, Proposi-
tions 1.3.65 and 1.3.66]).
Proposition 5 Let X be a reflexive Banach space and T : X → 2X∗ .
(a) If T is pseudomonotone, then it is generalized pseudomonotone.
(b) If T is a bounded generalized pseudomonotone operator such that for all u ∈ X, T u is
a nonempty, closed and convex subset of X∗, then T is pseudomonotone.
Given u0 ∈ X and T : X → 2X∗ , a multivalued operator Tu0 is defined by Tu0(v) = T (v +
u0) for all v ∈ X. We recall the following surjectivity result which is a consequence of
Theorem 2.12 in [23] and will be used in next sections.
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Theorem 6 Let X be a reflexive Banach space, T1 : X → 2X∗ a pseudomonotone operator
and T2 : X → 2X∗ a maximal monotone operator, and u0 ∈ D(T2). Assume that T1 is u0-
coercive in the sense of Definition 2, and either T1u0 or T2u0 is bounded. Then T1 + T2 is
surjective, i.e., R(T1 + T2) = X∗.
We hereafter recall the definitions of the convex and the Clarke subdifferentials.
Definition 7 Let ϕ : X → R ∪ {+∞} be a proper, convex and lower semicontinuous func-
tion. The mapping ∂ϕ : X → 2X∗ defined by
∂ϕ(x) = {x∗ ∈ X∗ | 〈x∗, v − x〉 ≤ ϕ(v) − ϕ(x) for all v ∈ X}
is called the subdifferential of ϕ. An element x∗ ∈ ∂ϕ(x) is called a subgradient of ϕ in x.
Definition 8 Let h : X → R be a locally Lipschitz function. The generalized (Clarke) di-
rectional derivative of h at the point x ∈ X in the direction v ∈ X is defined by
h0(x;v) = lim sup
y→x, λ↓0
h(y + λv) − h(y)
λ
.
The generalized gradient (subdifferential) of h at x is a subset of the dual space X∗ given by
∂h(x) = { ζ ∈ X∗ | h0(x;v) ≥ 〈ζ, v〉 for all v ∈ X }.
A locally Lipschitz function h is said to be regular (in the sense of Clarke) at the point x ∈ X
if for all v ∈ X the one-sided directional derivative h′(x;v) exists and h0(x;v) = h′(x;v).
Finally, we recall several definitions for single-valued operators.
Definition 9 A single-valued operator A : X → X∗ is said to be monotone, if for all u,
v ∈ X, we have 〈Au − Av,u − v〉 ≥ 0. It is called maximal monotone, if it is monotone,
and 〈Au − w,u − v〉 ≥ 0 for any u ∈ X entails w = Av. Operator A is called bounded, if
A maps bounded sets of X into bounded sets of X∗. It is said to be coercive, if 〈Au,u〉 ≥
α(‖u‖X)‖u‖X for all u ∈ X, where α : R+ → R is a function such that with limr→+∞ α(r) =
+∞. Moreover, A is called pseudomonotone, if it is bounded and un → u weakly in X with
lim sup〈Aun,un − u〉 ≤ 0 imply 〈Au,u − v〉 ≤ lim inf〈Aun,un − v〉 for all v ∈ X.
Remark 10 It can be shown that an operator A : X → X∗ is pseudomonotone, if and only
if it is bounded and un → u weakly in X together with lim sup〈Aun,un − u〉 ≤ 0 yield
lim〈Aun,un − u〉 = 0 and Aun → Au weakly in X∗.
4 An Existence and Uniqueness Result
Let X be a reflexive Banach space. Given an operator A : X → X∗, functions ϕ : K ×
K →R, j : X →R and a set K ⊂ X, we consider the following problem.
Problem 11 Find an element u ∈ K such that
〈Au,v − u〉 + ϕ(u, v) − ϕ(u,u) + j 0(u;v − u) ≥ 〈f, v − u〉 for all v ∈ K.
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For the study of Problem 11, we need the following hypotheses on the data.
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
A : X → X∗ is such that
(a) it is pseudomonotone.
(b) there exist αA > 0, β, γ ∈ R and u0 ∈ K such that
〈Av,v − u0〉 ≥ αA ‖v‖2X − β ‖v‖X − γ for all v ∈ X.
(c) strongly monotone, i.e., there exists mA > 0 such that




ϕ : K × K →R is such that
(a) ϕ(η, ·) : K →R is convex and lower semicontinuous on K,
for all η ∈ K.
(b) there exists αϕ > 0 such that
ϕ(η1, v2) − ϕ(η1, v1) + ϕ(η2, v1) − ϕ(η2, v2) ≤ αϕ‖η1 − η2‖X‖v1 − v2‖X




j : X →R is such that
(a) j is locally Lipschitz.
(b) ‖∂j (v)‖X∗ ≤ c0 + c1‖v‖X for all v ∈ X with c0, c1 ≥ 0.
(c) there exists αj > 0 such that
j 0(v1;v2 − v1) + j 0(v2;v1 − v2) ≤ αj‖v1 − v2‖2X
for all v1, v2 ∈ X.
(24)
K is nonempty, closed and convex subset of X. (25)
f ∈ X∗. (26)
In the statement of Problem 11 the function ϕ(u, ·) is assumed to be convex and the
function j is locally Lipschitz and, in general, nonconvex. For this reason, inequality in
Problem 11 is called a variational-hemivariational inequality. The motivation to study Prob-
lem 11 comes from the fact that it contains, as particular cases, various problems considered
in the literature.
1. For j ≡ 0, Problem 11 reduces to the elliptic quasivariational inequality of the first kind
of the form
u ∈ K, 〈Au,v − u〉 + ϕ(u, v) − ϕ(u,u) ≥ 〈f, v − u〉 for all v ∈ K
studied in [31], for instance.
2. For j ≡ 0 and K = X, Problem 11 reduces to the elliptic quasivariational inequality of
the second kind of the form
u ∈ X, 〈Au,v − u〉 + ϕ(u, v) − ϕ(u,u) ≥ 〈f, v − u〉 for all v ∈ X
considered in [31].
3. For j ≡ 0 and ϕ(u, v) = ϕ(v), Problem 11 takes the form of the elliptic variational in-
equality of the first kind of the form
u ∈ K, 〈Au,v − u〉 + ϕ(v) − ϕ(u) ≥ 〈f, v − u〉 for all v ∈ K
treated in [18, 31].
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4. For j ≡ 0, K = X and ϕ(u, v) = ϕ(v), Problem 11 reduces to the elliptic variational
inequality of the second kind of the form
u ∈ X, 〈Au,v − u〉 + ϕ(v) − ϕ(u) ≥ 〈f, v − u〉 for all v ∈ X
studied in [2, 18, 31].
5. For j ≡ 0 and ϕ ≡ 0, Problem 11 reduces to the elliptic variational inequality of the form
u ∈ K, 〈Au,v − u〉 ≥ 〈f, v − u〉 for all v ∈ K
considered in [2, 4, 17, 18].
6. For ϕ ≡ 0, K = X, from Problem 11, we obtain the elliptic hemivariational inequality of
the form
u ∈ X, 〈Au,v〉 + j 0(u;v) ≥ 〈f, v〉 for all v ∈ X
investigated in [23].
7. For j ≡ 0, ϕ ≡ 0 and K = X, Problem 11 reduces to the elliptic equation
u ∈ X, Au = f.
Remark 12 Note that the variational-hemivariational inequality (1) studied in [11] is of form
in Problem 11 with K = X = V and ϕ(u, v) = ∫
Γ
(Fu)θ(γ v) dΓ for u, v ∈ V . In this case,
hypothesis (23)(b) holds with αϕ = ‖γ ‖LF Lθ .
Remark 13 We note that if A : X → X∗ is strongly monotone, i.e., (22)(c) holds and
‖Av‖X∗ ≤ a0 + a1‖v‖X for all v ∈ X
with a0, a1 ≥ 0, then A satisfies (22)(b) with constant αA = 12 mA.
Remark 14 It can be proved that for a locally Lipschitz function j : X → R, hypothe-
sis (24)(c) is equivalent to the following condition:
〈
∂j (v1) − ∂j (v2), v1 − v2
〉 ≥ −αj‖v1 − v2‖2X for all v1, v2 ∈ X. (27)
The latter is the so-called relaxed monotonicity condition and it was extensively used in the
literature, cf., e.g., [21]. Note also that if j : X → R is a convex function, then (24)(c) or,
equivalently, condition (27) always holds since it reduces to the monotonicity of the (convex)
subdifferential, i.e., αj = 0.
We provide below some examples of functions which satisfy condition (24)(c). The mul-
tivalued subdifferential condition is obtained by applying the “filling in a gap procedure”.




p(s) ds for r ∈ R, (28)
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It is clear that j is locally Lipschitz and ∂j (r) ⊂ [p(r),p(r)] for r ∈ R. If additionally p
satisfies the condition
p(r1) ≤ p(r2) + M(r2 − r1) for all r1, r2 ∈R with M ≥ 0,
then j satisfies the relaxed monotonicity condition (24)(c) with αj = M .
The following two examples provide subdifferentials which are single-valued and multi-
valued, respectively.




0 if r < 0,
r if 0 ≤ r < 1,
2 − r if 1 ≤ r < 2,√
r − 2 + r − 2 if 2 ≤ r < 6,
r if r ≥ 6.
This function is continuous and nonconvex, and it is neither monotone, nor Lipschitz contin-
uous. Define the function j : R→ R by (28). Since j ′(r) = p(r) for all r ∈ R, it is clear that
j is a C1 function, and thus it is locally Lipschitz. Since |p(r)| ≤ |r| for r ∈R, we know that





(r2 − r1) ≤ (r1 − r2)2 for all r1, r2 ∈R.
We combine this inequality with equality j 0(r1; r2) = p(r1)r2 valid for all r1, r2 ∈ R, to see
that condition (24)(c) is satisfied with αj = 1. Hence, j satisfies the hypothesis (24).
Example 17 Let p : R→ R be the discontinuous function given by
p(r) =
{
0 if r < 0,
e−r + a if r ≥ 0,
where a ≥ 0. Then the function j defined by (28) has the form
j (r) =
{
0 if r < 0,
−e−r + ar + 1 if r ≥ 0,




0 if r < 0,
[0,1 + a] if r = 0,
e−r + a if r > 0
and j satisfies condition (24)(c) with αj = 1.
Further examples of nonconvex functions satisfying condition (24) can be found in [22].
Our existence and uniqueness result for Problem 11 is the following.
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Theorem 18 Assume (22)–(26) and, in addition, assume the smallness conditions
αϕ + αj < mA, (29)
αj < αA. (30)
Then, Problem 11 has a unique solution u ∈ X.
Proof of Theorem 18 is carried out in several steps. In the rest of the section, we assume
conditions (22)–(30). Let η ∈ K be given and consider the following auxiliary problem.
Problem 19 Find uη ∈ X such that uη ∈ K and
〈Auη, v − uη〉 + ϕ(η, v) − ϕ(η,uη) + j 0(uη;v − uη) ≥ 〈f, v − uη〉 for all v ∈ K. (31)
We will prove the following result.
Lemma 20 Problem 19 has a unique solution uη ∈ X.
Proof For the existence part, we apply Theorem 6. We define ϕ̃η : X → R∪ {+∞} by
ϕ̃η(v) =
{
ϕ(η, v) if v ∈ K,
+∞ otherwise
for v ∈ X. Using this notation, Problem 19 is equivalent to: find uη ∈ X such that
〈Auη, v − uη〉 + ϕ̃η(v) − ϕ̃η(uη) + j 0(uη;v − uη) ≥ 〈f, v − uη〉 for all v ∈ X. (32)
Next, we consider the following problem: find uη ∈ X such that
Auη + ∂j (uη) + ∂ϕ̃η(uη)  f. (33)
We introduce two multivalued operators T1, T2 : X → 2X∗ which appear in (33) and are
defined by
T1v = Av + ∂j (v), T2v = ∂ϕ̃η(v) for v ∈ X,
respectively.
We claim that the operator T1 is bounded, u0-coercive in the sense of Definition 2 and
pseudomonotone.
The boundedness of the operator T1 follows easily from the boundedness of A and the
growth condition (24)(b) on ∂j . In order to establish the u0-coercivity of T1, we use hypothe-
ses (22)(b), (24)(c), Remark 14 and the following inequality which follows from (24)(b)
|〈∂j (u0), v − u0〉| ≤ (c0 + c1‖u0‖X)‖v − u0‖X.
We have
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〈T1v, v − u0〉 = 〈Av,v − u0〉 +
〈
∂j (v) − ∂j (u0), v − u0
〉 + 〈∂j (u0), v − u0〉




≥ (αA − αj )‖v‖2X − ‖v‖X
(
β + 2αj‖u0‖X + c0 + c1‖u0‖X
)




for all v ∈ X. Taking into account hypothesis (30), the u0-coercivity of T1 follows.
We now prove that the operator T1 is pseudomonotone. First, we observe that since for
all v ∈ X, the set Av + ∂j (v) is nonempty, closed and convex in X∗, it is enough to show, cf.
Proposition 5, that T1 is generalized pseudomonotone. Second, it is easy to see by hypotheses
(22)(c), (24)(c) and (29), and Remark 14 that the operator T1 is strongly monotone, i.e.,
〈T1v1 − T1v2, v1 − v2〉 ≥ (mA − αj )‖v1 − v2‖2X for all v1, v2 ∈ X.
Next, in order to show that T1 is generalized pseudomonotone, let un ∈ X, un → u weakly
in X, u∗n ∈ T1un, u∗n → u∗ weakly in X∗ and lim sup〈u∗n, un − u〉 ≤ 0. We need to prove that
u∗ ∈ T1u and 〈u∗n, un〉 → 〈u∗, u〉. Using the strong monotonicity of T1, from the relation
(mA − αj )‖un − u‖2X ≤
〈
u∗n, un − u
〉 − 〈T1u,un − u〉,
we deduce that un → u in X. From u∗n ∈ T1un, we have u∗n = wn + zn with wn = Aun
and zn ∈ ∂j (un). Since A and ∂j are bounded operators, by passing to a subsequence, if
necessary, we may assume that wn → w and zn → z both weakly in X∗ with some w,
z ∈ X∗. Therefore, from u∗n = wn + zn, we immediately have u∗ = w + z. Exploiting the
equivalent condition for the pseudomonotonicity of A in Remark 10, we have Aun → Au
weakly in X∗, which gives w = Au. On the other hand, because X  v → ∂j (v) ∈ 2X∗
has a closed graph with respect to the strong topology in X and weak topology in X∗, we
infer that z ∈ ∂j (u). Hence, u∗ = w + z ∈ Au + ∂j (u) = T1u. Since u∗n → u∗ weakly in
X∗ and un → u in X, it is clear that 〈u∗n, un〉 → 〈u∗, u〉. This shows that T1 is generalized
pseudomonotone and also that T1 is pseudomonotone, which completes the proof of the
claim.
Finally, from hypothesis (23)(a) and the definition of ϕ̃η , we know that ϕ̃η is proper,
convex and lower semicontinuous with domϕ̃η = K . It is well known, cf., e.g., [9, Theo-
rem 1.3.19] that the operator T2 = ∂ϕ̃η : X → 2X∗ is maximal monotone with D(∂ϕ̃η) = K .
We are now in a position to apply a surjectivity result of Theorem 6 and deduce that there
exists uη ∈ X a solution to inclusion (33). In what follows we observe that every solution to
problem (33) is a solution to problem (32). Indeed, let uη ∈ X be such that
Auη + ξη + θη = f (34)
with ξη ∈ ∂ϕ̃η(uη) and θη ∈ ∂j (uη). We have
〈ξη, v − uη〉 ≤ ϕ̃η(v) − ϕ̃η(uη) for all v ∈ X,
〈θη, v〉 ≤ j 0(uη;v) for all v ∈ X.
Combining (34) with the last two inequalities, we obtain
〈Auη, v − uη〉 + ϕ̃η(v) − ϕ̃η(uη) + j 0(uη;v − uη) ≥ 〈f, v − uη〉 for all v ∈ X.
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This implies that uη ∈ X solves problem (32). We conclude that Problem 19 has at least one
solution uη ∈ K .
For the uniqueness part, let u1, u2 ∈ K be solutions to Problem 19, for the same fixed η,
i.e.,
〈Au1, v − u1〉 + ϕ(η, v) − ϕ(η,u1) + j 0(u1;v − u1) ≥ 〈f, v − u1〉 for all v ∈ K,
〈Au2, v − u2〉 + ϕ(η, v) − ϕ(η,u2) + j 0(u2;v − u2) ≥ 〈f, v − u2〉 for all v ∈ K.
Taking v = u2 in the first inequality and v = u1 in the second one, adding them, we obtain
〈Au1 − Au2, u2 − u1〉 + j 0(u1;u2 − u1) + j 0(u2;u1 − u2) ≥ 0.
From the strong monotonicity of A and hypothesis (24)(c), we have
(mA − αj )‖u1 − u2‖2X ≤ 0
which, due to the smallness condition (29), implies u1 = u2. This completes the proof of the
lemma. 
Define now the operator Λ : K → K by
Λη = uη for η ∈ K,
where uη ∈ K denotes the unique solution of Problem 19.
Lemma 21 The operator Λ has a unique fixed point.
Proof Let η1, η2 ∈ K and u1 = uη1 , u2 = uη2 ∈ K be the unique solutions of Problem 19
corresponding to η1, η2, respectively. From the inequalities
〈Au1, v − u1〉 + ϕ(η1, v) − ϕ(η1, u1) + j 0(u1;v − u1) ≥ 〈f, v − u1〉 for all v ∈ K,
〈Au2, v − u2〉 + ϕ(η2, v) − ϕ(η2, u2) + j 0(u2;v − u2) ≥ 〈f, v − u2〉 for all v ∈ K,
we have
〈Au1 − Au2, u1 − u2〉 ≤ ϕ(η1, u2) − ϕ(η1, u1) + ϕ(η2, u1) − ϕ(η2, u2)
+ j 0(u1;u2 − u1) + j 0(u2;u1 − u2).
We use the strong monotonicity of A, hypotheses (23)(b) and (24)(c), and obtain
mA‖u1 − u2‖2X ≤ αϕ‖η1 − η2‖X‖u1 − u2‖X + αj‖u1 − u2‖2X.
Consequently,
‖Λη1 − Λη2‖X = ‖u1 − u2‖X ≤ αϕ
mA − αj ‖η1 − η2‖X.
From condition (29), by applying the Banach contraction principle, we deduce that there
exists a unique η∗ ∈ K such that η∗ = Λη∗. This completes the proof of the lemma. 
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We now have all the ingredients to provide the proof of the main result in this section.
Proof of Theorem 18 For the existence, let η∗ ∈ K be the fixed point of the operator Λ. We
write inequality (31) for η = η∗ and observe that uη∗ = Λη∗ = η∗. Hence, we conclude that
the function η∗ ∈ K is a solution to Problem 11.
The uniqueness of a solution to Problem 11 is proved directly. Let u1, u2 ∈ K be solu-
tions, i.e.,
〈Au1, v − u1〉 + ϕ(u1, v) − ϕ(u1, u1) + j 0(u1;v − u1) ≥ 〈f, v − u1〉 for all v ∈ K,
〈Au2, v − u2〉 + ϕ(u2, v) − ϕ(u2, u2) + j 0(u2;v − u2) ≥ 〈f, v − u2〉 for all v ∈ K.
From these inequalities, we obtain
〈Au1 − Au2, u1 − u2〉 ≤ ϕ(u1, u2) − ϕ(u1, u1) + ϕ(u2, u1) − ϕ(u2, u2)
+ j 0(u1;u2 − u1) + j 0(u2;u1 − u2).
Conditions (22)(c), (23)(b) and (24)(c) imply
mA‖u1 − u2‖2X ≤ αϕ‖u1 − u2‖2X + αj‖u1 − u2‖2X
from which, due to the smallness assumption (29), it follows that u1 = u2. This completes
the proof of the theorem. 
5 Continuous Dependence on the Data
In this section we study the continuous dependence of the solution on the data. We assume
the hypotheses of Theorem 18 and denote by u ∈ X the unique solution to Problem 11,
guaranteed by this theorem.
Let ρ > 0 be a parameter. Consider the functions ϕρ , jρ and fρ which satisfy hypotheses
(23), (24) and (26) with constants αϕρ and αjρ , respectively. Assume that
there exists m0 ∈R such that αϕρ + αjρ ≤ m0 < mA, for all ρ > 0, (35)
αjρ < αA for all ρ > 0, (36)
and consider the following version of Problem 11.
Problem 22 Find uρ ∈ K such that
〈Auρ, v − uρ〉 + ϕρ(uρ, v) − ϕρ(uρ,uρ) + j 0ρ (uρ;v − uρ) ≥ 〈fρ, v − uρ〉 for all v ∈ K.
Theorem 18 guarantees that Problem 22 has a unique solution uρ ∈ X, for each ρ > 0.
We now consider the following hypotheses.
⎧⎪⎨
⎪⎩
There exists a function G : R+ → R+ and g ∈R+ such that
ϕ(η, v) − ϕ(η,η) − ϕρ(η, v) + ϕρ(η, η) ≤ G(ρ)
(‖η‖X + g)‖η − v‖X
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⎧⎪⎨
⎪⎩
There exists a function H : R+ →R+ and h ∈R+ such that
j 0(u;v) − j 0ρ (u;v) ≤ H(ρ)
(‖u‖X + h)‖u − v‖X




fρ → f in X∗, as ρ → 0. (39)
Our main result in this section is the following.
Theorem 23 Assume that (22)–(26), (29), (30), (35)–(39) hold. Then uρ → u in X as
ρ → 0.
Proof Let ρ > 0. We take v = uρ in Problem 11 and v = u in Problem 22, and obtain
u ∈ K, 〈Au,uρ − u〉 + ϕ(u,uρ) − ϕ(u,u) + j 0(u;uρ − u) ≥ 〈f,uρ − u〉
uρ ∈ K, 〈Auρ,u − uρ〉 + ϕρ(uρ,u) − ϕρ(uρ,uρ) + j 0ρ (uρ;u − uρ) ≥ 〈fρ,u − uρ〉.
Adding the two inequalities, we have
〈Auρ − Au,uρ − u〉 ≤ ϕ(u,uρ) − ϕ(u,u) + ϕρ(uρ,u) − ϕρ(uρ,uρ)
+ j 0(u;uρ − u) + j 0ρ (uρ;u − uρ) + 〈fρ − f,uρ − u〉. (40)
Next, we write
ϕ(u,uρ) − ϕ(u,u) + ϕρ(uρ,u) − ϕρ(uρ,uρ)
= ϕ(u,uρ) − ϕ(u,u) − ϕρ(u,uρ) + ϕρ(u,u)
+ ϕρ(u,uρ) − ϕρ(u,u) + ϕρ(uρ,u) − ϕρ(uρ,uρ)
and, using assumption (37) and condition (23)(c), we find that
ϕ(u,uρ) − ϕ(u,u) + ϕρ(uρ,u) − ϕρ(uρ,uρ)
≤ G(ρ)(‖u‖X + g)‖uρ − u‖X + αϕρ ‖uρ − u‖2X. (41)
In a similar way, writing
j 0(u;uρ − u) + j 0ρ (uρ;u − uρ)
= j 0(u;uρ − u) − j 0ρ (u;uρ − u) + j 0ρ (u;uρ − u) + j 0ρ (uρ;u − uρ)
and, using assumption (38) and condition (24)(c), we infer that
j 0(u;uρ − u) + j 0ρ (uρ;u − uρ)
≤ H(ρ)(‖u‖X + h)‖uρ − u‖X + αjρ ‖uρ − u‖2X. (42)
Next, we use estimates (40)–(42), conditions (35), (36) and (22)(c) to find that
(mA − m0)‖uρ − u‖X ≤ G(ρ)
(‖u‖X + g) + H(ρ)(‖u‖X + h) + ‖fρ − f ‖X∗ .
Taking into account (37)–(39), we deduce that uρ → u in X, as ρ → 0 which concludes the
proof. 
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6 A Penalty Method
In this section we will prove the existence and uniqueness of solution to the variational-
hemivariational inequality by applying a penalty method. We consider the following prob-
lem.
Problem 24 Find an element u ∈ K such that
〈Au,v − u〉 + ϕ(v) − ϕ(u) + j 0(u;v − u) ≥ 〈f, v − u〉 for all v ∈ K.
Note that Problem 24 is a particular case of Problem 11 obtained for the function ϕ
independent of the first variable. We need the following additional hypotheses:
ϕ : X → R is convex and lower semicontinuous, (43)
{
j : X → R is such that lim sup j 0(un;v − un) ≤ j 0(u;v − u)
for all v ∈ X and un → u weakly in X. (44)
We adopt the following notion of the penalty operator, see [27].
Definition 25 A single-valued operator P : X → X∗ is said to be a penalty operator of K
if P is bounded, demicontinuous, monotone and K = {x ∈ X | Px = 0X∗ }.
The next result provides an example of a penalty operator. Recall that any reflexive Ba-
nach space X can be always considered as equivalently renormed strictly convex space and,
therefore, the duality map J : X → 2X∗ , defined by




for all x ∈ X
is a single-valued operator. Details can be found in [9, Proposition 1.3.27] and [33, Proposi-
tion 32.22].
Lemma 26 Let X be a reflexive Banach space, J : X → X∗ be the duality mapping and
PK : X → X be the projection operator on K . Then the mapping P = J (I −PK) (I denotes
the identity map on X) is a penalty operator of K .
Assume in what follows that P : X → X∗. Then, for every λ > 0, we consider the fol-
lowing penalized problem.
Problem 27 Find an element uλ ∈ X such that
〈Auλ, v − uλ〉 + 1
λ
〈Puλ, v − uλ〉 + ϕ(v) − ϕ(uλ) + j 0(uλ;v − uλ) ≥ 〈f, v − uλ〉 (45)
for all v ∈ X, where P : X → X∗ is the penalty operator of K .
Our main result of this section is the following.
Theorem 28 Assume (22), (24)–(26), (43), (44), P is a penalty operator of K and
αj < min{αA,mA}. (46)
Then
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(i) for each λ > 0, there exists a unique solution uλ ∈ X to Problem 27;
(ii) uλ → u in X, as λ → 0, where u ∈ K is a unique solution to Problem 24.
Proof We start with the proof of (i). It is obvious that under hypothesis (43), the function
ϕ : X ×X → R defined by ϕ(η, v) = ϕ(v) for η, v ∈ X satisfies condition (23) with αϕ = 0.
Using the properties of the penalty operator stated in Definition 25 and the fact that D(P ) =
X, it follows (see Exercise I.9 in Sect. 1.9 of [9]) that P is bounded, hemicontinuous and
monotone. From Proposition 27.6 of [33], we deduce that P is a pseudomotone operator.
Now, we consider the operator Aλ : X → X∗ defined by Aλ = A + 1λP for λ > 0. From
hypothesis (22), it is clear that Aλ is pseudomonotone, u0-coercive and strongly monotone.
Therefore, by applying Theorem 18, we deduce that for each λ > 0 there exists a unique
solution uλ ∈ X to Problem 27.
Next, we pass to the proof of (ii). We claim that there are an element ũ ∈ X and a sub-
sequence of uλ, denoted in the same way, such that uλ → ũ weakly in X, as λ → 0. To this
end, we will establish the boundedness of {uλ} in X. First, by hypothesis (24), we have
j 0(uλ;u0 − uλ) = j 0(uλ;u0 − uλ) + j 0(u0;uλ − u0) − j 0(u0;uλ − u0)
≤ αj‖uλ − u0‖2X +
∣∣max{〈ζ,uλ − u0〉 | ζ ∈ ∂j (u0)}∣∣
≤ αj‖uλ − u0‖2X +
(
c0 + c1‖u0‖X
)‖uλ − u0‖X. (47)
Subsequently, since ϕ is convex and lower semicontinuous, it admits an affine minorant, cf.,
e.g., Proposition 5.2.25 in [8], that is, there are l ∈ X∗ and b ∈R such that
ϕ(v) ≥ 〈l, v〉 + b for all v ∈ X. (48)
We now put v = u0 ∈ K in Problem 27, use (47), (48) and the strong monotonicity of the
operator A, and obtain
mA‖uλ − u0‖2X ≤ 〈Auλ − Au0, uλ − u0〉 = 〈Auλ,uλ − u0〉 − 〈Au0, uλ − u0〉
≤ 1
λ
〈Puλ,u0 − uλ〉 + ϕ(u0) − ϕ(uλ) + j 0(uλ;u0 − uλ)
+ 〈f − Au0, uλ − u0〉
≤ − 1
λ
〈Pu0 − Puλ,u0 − uλ〉 + ϕ(u0) − 〈l, uλ〉 − b + αj‖uλ − u0‖2X
+ (c0 + c1‖u0‖X)‖uλ − u0‖X + ‖f − Au0‖X∗‖uλ − u0‖X.
Hence, by the monotonicity of P , we have
(mA − αj )‖uλ − u0‖2X ≤
∣∣ϕ(u0)∣∣ + ‖l‖X∗‖uλ‖X + |b|
+ ‖uλ − u0‖X
(
c0 + c1‖u0‖X + ‖f − Au0‖X∗
)
,
which, due to (46), implies that there is a constant C > 0 independent of λ such that
‖uλ‖X ≤ C. Thus, from the reflexivity of X, we deduce, by passing to a subsequence, if
necessary, that
uλ → ũ weakly in X, as λ → 0 (49)
with some ũ ∈ X. This implies the claim.
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Next, we show that ũ ∈ K is a solution to Problem 24. From (45), exploiting hypotheses
(22), (24) and property (48), we obtain
1
λ
〈Puλ,uλ − v〉 ≤ 〈Auλ, v − uλ〉 + ϕ(v) − ϕ(uλ) + j 0(uλ;v − uλ) + 〈f,uλ − v〉
≤ −〈Auλ − Av,uλ − v〉 − 〈Av,uλ − v〉 + ϕ(v) − ϕ(uλ)
+ (c0 + c1‖uλ‖X)‖uλ − v‖X + 〈f,uλ − v〉
≤ (‖Av − f ‖X∗ + c0 + c1‖uλ‖X)‖uλ − v‖X + ϕ(v) − ϕ(uλ)
≤ (‖Av − f ‖X∗ + c0 + c1‖uλ‖X)‖uλ − v‖X + ‖l‖X∗‖uλ‖X + |b| + ϕ(v)
for all v ∈ X. Since ‖uλ‖X ≤ C, we infer that
1
λ
〈Puλ,uλ − v〉 ≤ cv for all v ∈ X, (50)
where cv depends on v and is independent of λ. Choosing v = ũ in (50), we have
lim sup
λ→0
〈Puλ,uλ − ũ〉 ≤ 0. (51)
Exploiting the pseudomonotonicty of P , cf. Definition 9, from (49) and (51), we have
〈P ũ, ũ − v〉 ≤ lim inf
λ→0
〈Puλ,uλ − v〉 for all v ∈ X. (52)
From (51) and (52), we obtain 〈P ũ, ũ − v〉 ≤ 0 for all v ∈ X. Hence, choosing v = ũ + w
with w ∈ X, we get 〈P ũ,w〉 = 0 for all w ∈ X. So, it is clear that P ũ = 0 which means that
ũ ∈ K .
Subsequently, testing (45) by v ∈ K and using the monotonicity of P , we have
〈Auλ,uλ − v〉 ≤ − 1
λ
〈Pv − Puλ, v − uλ〉 + ϕ(v) − ϕ(uλ) + j 0(uλ;v − uλ) + 〈f,uλ − v〉,
which implies that
〈Auλ,uλ − v〉 ≤ ϕ(v) − ϕ(uλ) + j 0(uλ;v − uλ) + 〈f,uλ − v〉 (53)
for all v ∈ K . Using (49) and weak lower semicontinuity of ϕ (recall that this follows from





) ≤ 0. (54)
On the other hand, from hypothesis (44) and (49), it follows that
lim sup
λ→0
j 0(uλ; ũ − uλ) ≤ 0. (55)
Now, taking v = ũ ∈ K in (53) and using (49), (54) and (55), we obtain
lim sup
λ→0
〈Auλ,uλ − ũ〉 ≤ 0.
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This inequality together with (49) and the pseudomonotonicity of A implies
〈Aũ, ũ − v〉 ≤ lim inf
λ→0
〈Auλ,uλ − v〉 for all v ∈ X. (56)
We are now in a position to pass to the upper limit in (53). Using (49), weak lower semicon-
tinuity of ϕ and (44), we obtain
lim sup
λ→0
〈Auλ,uλ − v〉 ≤ ϕ(v) − ϕ(̃u) + j 0(̃u;v − ũ) + 〈f, ũ − v〉, (57)
for all v ∈ K . Combining (56) and (57), we have
〈Aũ, ũ − v〉 ≤ ϕ(v) − ϕ(̃u) + j 0(̃u;v − ũ) + 〈f, ũ − v〉,
for all v ∈ K . Hence, it follows that ũ ∈ K is a solution to Problem 24.
Since Problem 24 has a unique solution u ∈ K , we deduce that ũ = u. This implies that
every subsequence of {uλ} which converges weakly has the same limit and, therefore, it
follows that the whole sequence {uλ} converges weakly to u.
In the final step of the proof, we prove that uλ → u in X, as λ → 0. We take v = ũ ∈ K
in both (56) and (57) to obtain
0 ≤ lim inf
λ→0
〈Auλ,uλ − ũ〉 and lim sup
λ→0
〈Auλ,uλ − ũ〉 ≤ 0,
respectively, which gives 〈Auλ,uλ − ũ〉 → 0, as λ → 0. Therefore, using the strong mono-
tonicity of A and the convergence uλ → u weakly in X, we have
mA‖uλ − u‖2X ≤ 〈Auλ − Au,uλ − u〉 = 〈Auλ,uλ − u〉 − 〈Au,uλ − u〉 → 0,
as λ → 0. It follows from here that uλ → u in X which completes the proof of the theo-
rem. 
We end this section with the following result, which provides sufficient conditions for
functions which satisfy our hypotheses (24) and (44).
Lemma 29 Let X and Y be reflexive Banach spaces, ψ : Y → R be a function which satis-
fies (24) and ψ (or −ψ ) is regular, and let M : X → Y be given by Mv = Lv + v0, where
L : X → Y is a linear compact operator and v0 ∈ Y is fixed. Define the function j : X → R
by j (v) = ψ(Mv) for v ∈ X. Then the function j satisfies conditions (24) and (44).
Proof From the chain rule for the Clarke subgradient, cf. Proposition 3.37 of [21], it is clear
that j is locally Lipschitz and
(a) ∂j (u) ⊂ L∗∂ψ(Mu) for all u ∈ X,
(b) j 0(u;v) ≤ ψ0(Mu;Lv) for all u,v ∈ X,
and if ψ (or −ψ ) is regular, then j (or −j ) is regular and (a) and (b) hold with equalities.





∥∥L∗∥∥(c0 + c1‖Mv‖Y )
≤ c0
∥∥L∗∥∥ + c1∥∥L∗∥∥(‖Lv‖Y + ‖v0‖Y ) ≤ c̃0 + c̃1‖v‖X
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for all v ∈ X with c̃0 = c0‖L∗‖ + c1‖L‖‖v0‖Y and c̃1 = c1‖L‖2, where ‖L‖ = ‖L‖L(X,Y )
and ‖L∗‖ = ‖L∗‖L(Y ∗,X∗). This means that j satisfies condition (24)(b).
Next, using (b) and condition (24)(c) for ψ , we obtain
j 0(v1;v2 − v1) + j 0(v2;v1 − v2)
≤ ψ0(Mv1;L(v2 − v1)) + ψ0(Mv2;L(v1 − v2))
≤ αψ‖L‖2‖v1 − v2‖2X
for all v1, v2 ∈ X. Therefore, j satisfies (24)(c) with αj = αψ‖L‖2. We conclude from above
that j satisfies condition (24).
In order to establish condition (44) for j , we suppose that un → u weakly in X and
v ∈ X. From the compactness of the operator L : X → Y , we have Mun = Lun + v0 →
Lu+ v0 = Mu in Y . Exploiting the upper semicontinuity of ψ0(·; ·), cf. Proposition 3.23(ii)
of [21], it follows that




≤ ψ0(Mu;L(v − u)) = j 0(u;v − u).
Note that the last equality follows from the regularity of ψ (or −ψ ). Thus, the function j
satisfies (44) which concludes the proof. 
7 A Contact Problem with Unilateral Constraints
In this section we introduce and study an elastic contact problem for which the results of
Sects 4–6 can be applied. The classical formulation of the problem is the following:
Problem 30 Find a displacement field u : Ω → Rd , a stress field σ : Ω → Sd and an inter-
face force ξν : Γ3 → R such that
σ = Fε(u) in Ω, (58)
Divσ + f 0 = 0 in Ω, (59)
u = 0 on Γ1, (60)
σν = f 2 on Γ2, (61)
uν ≤ g, σν + ξν ≤ 0, (uν − g)(σν + ξν) = 0, ξν ∈ ∂jν(uν) on Γ3, (62)
‖σ τ‖ ≤ Fb(uν), −σ τ = Fb(uν) uτ‖uτ‖ if uτ = 0 on Γ3. (63)
Here and below Ω represents the reference configuration of the elastic body and is as-
sumed to be an open, bounded, connected set in Rd (d = 2, 3) with a Lipschitz boundary
∂Ω = Γ . The set Γ is partitioned into three disjoint and measurable parts Γ1, Γ2 and Γ3
such that meas (Γ1) is positive. We use the notation x = (xi) for a generic point in Ω ∪ Γ
and ν = (νi) for the outward unit normal at Γ . The indices i, j , k, l run between 1 and d
and, unless stated otherwise, the summation convention over repeated indices is used. Nota-
tion Sd stands for the space of second order symmetric tensors on Rd . On the spaces Rd and
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S
d we use the inner products and the Euclidean norms defined by
u · v = uivi, ‖v‖ = (v · v)1/2 for all u = (ui), v = (vi) ∈Rd ,
σ · τ = σij τij , ‖τ‖ = (τ · τ )1/2 for all σ = (σij ), τ = (τij ) ∈ Sd ,
respectively. For a vector field, notation vν and vτ represent the normal and tangential com-
ponents of v on Γ given by vν = v · ν and vτ = v − vνν. Also, σν and σ τ represent the
normal and tangential components of the stress field σ on the boundary, i.e., σν = (σν) · ν
and σ τ = σν − σνν.
A description of the equations and conditions in Problem 30 is the following. First, equa-
tion (58) is the constitutive law for elastic materials in which F represents the elasticity
operator and ε(u) denotes the linearized strain tensor. Equation (59) is the equilibrium
equation in which f 0 represents the density of the body forces. We use it here since we
assume that the process is static and, therefore, we neglect the inertial term in the equation
of motion. Conditions (60) and (61) represent the classical displacement-traction boundary
conditions. They show that the body is fixed on Γ1 and surface tractions of density f 2 act
on Γ2. Relations (62) and (63), formulated on the surface Γ3, represent the contact and the
friction law, respectively. Here g > 0, ∂jν denotes the Clarke subdifferential of the given
function jν , and Fb denotes a positive function, the friction bound. More details and me-
chanical interpretation on static contact models with elastic materials could be found in the
book [21].
Note that condition (62) models the contact with a foundation made of a rigid body
covered by a layer made of elastic material, say asperities. It shows that the penetration
is restricted, since uν ≤ g, where g represents the thickness of the elastic layer. Also, when
there is penetration, as far as the normal displacement does not reach the bound g, the contact
is described with a multivalued normal compliance condition since, in this case, −σν = ξν ∈
∂jν(uν). It follows from here that the unknown ξν could be interpreted as the opposite of
the normal stress on the contact surface. The friction law (63) has already been used in
[30], associated to a multivalued normal compliance contact condition without unilateral
constraint. Note that the friction bound Fb is assumed to depend on the normal displacement
uν , which is reasonable from the physical point of view, as explained in [30]. Considering
the friction law (63) associated to the normal compliance contact condition with unilateral
constraints (62) represents the novelty of our contact model.
In the rest of the paper we use standard notation for Lebesgue and Sobolev spaces and,
in addition, we use the spaces V and H defined by
V = {v = (vi) ∈ H 1(Ω;Rd) | v = 0 a.e. on Γ1},
H = {τ = (τij ) ∈ L2(Ω;Sd)}.
Here and below we still denote by v the trace of an element v ∈ H 1(Ω;Rd). The space H
will be endowed with the Hilbertian structure given by the inner product
(σ ,τ )H =
∫
Ω
σij (x)τij (x) dx, σ, τ ∈ H





H, u,v ∈ V
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and the associated norm ‖ · ‖V . Recall that, since meas(Γ1) > 0, it follows that V is a real
Hilbert space. Moreover, by the Sobolev trace theorem, we have
‖v‖L2(Γ3;Rd ) ≤ ck‖γ ‖‖v‖V for all v ∈ V,
ck > 0 being a constant in the Korn inequality and ‖γ ‖ being the norm of the trace operator
γ : V → L2(Γ3;Rd).




F : Ω × Sd → Sd is such that
(a) there exists LF > 0 such that∥∥F(x,ε1) −F(x,ε2)∥∥ ≤ LF‖ε1 − ε2‖
for all ε1,ε2 ∈ Sd , a.e. x ∈ Ω.
(b) there exists mF > 0 such that(
F(x,ε1) −F(x,ε2)
) · (ε1 − ε2) ≥ mF‖ε1 − ε2‖2
for all ε1,ε2 ∈ Sd , a.e. x ∈ Ω.
(c) F(·,ε) is measurable on Ω for all ε ∈ Sd .
(d) F(x,0Sd ) = 0Sd for a.e. x ∈ Ω.
(64)
In addition, the friction bound Fb and the potential function jν are such that
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
Fb : Γ3 ×R →R is such that
(a) there exists LFb > 0 such that∣∣Fb(x, r1) − Fb(x, r2)∣∣ ≤ LFb |r1 − r2|
for all r1, r2 ∈R, a.e. x ∈ Γ3.
(b) Fb(·, r) is measurable on Γ3 for all r ∈R.
(c) Fb(x, r) = 0 for all r ≤ 0, Fb(x, r) ≥ 0 for all r ≥ 0,




jν : Γ3 ×R →R is such that
(a) jν(·, r) is measurable on Γ3 for all r ∈R and there
exists e ∈ L2(Γ3) such that jν(·, e(·)) ∈ L1(Γ3).
(b) jν(x, ·) is locally Lipschitz on R for a.e. x ∈ Γ3.
(c) |∂jν(x, r)| ≤ c0 + c1|r| for a.e. x ∈ Γ3,
for all r ∈R with c0, c1 ≥ 0.
(d) j 0ν (x, r1; r2 − r1) + j 0ν (x, r2; r1 − r2) ≤ αjν |r1 − r2|2
for a.e. x ∈ Γ3, all r1, r2 ∈R with αjν ≥ 0.
(66)
Finally, we assume that the densities of body forces and surface tractions have the regularity
f 0 ∈ L2
(
Ω;Rd), f 2 ∈ L2(Γ2;Rd). (67)
Next, we introduce the set of admissible displacement fields U , and the element f ∈ V ∗
defined by
U = {v ∈ V | vν ≤ g a.e. on Γ3}, (68)
〈f ,v〉 = (f 0,v)L2(Ω;Rd ) + (f 2,v)L2(Γ2;Rd ) for all v ∈ V. (69)
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Then, using integration by parts and standard arguments we derive the following variational
formulation for Problem 30.
Problem 31 Find a displacement field u ∈ U such that
(








j 0ν (uν;vν − uν) dΓ ≥ 〈f ,v − u〉 for all v ∈ U.
We proceed with the following existence and uniqueness result.
Theorem 32 Assume (64)–(67) and, in addition, assume the smallness condition
(LFb + αjν )c2k ‖γ ‖2 < mF . (70)
Then Problem 31 has a unique solution u ∈ U .
Proof We shall apply Theorem 18 in the following functional framework: X = V , K = U ,
A : V → V ∗, 〈Au,v〉 = (Fε(u),ε(v))H for u,v ∈ V, (71)






)‖vτ (x)‖dΓ for u,v ∈ V, (72)







dΓ for v ∈ V (73)
and f ≡ f ∈ V ∗ defined by (69). To this end we verify that for A defined by (71), hypothesis
(64) implies (22) with αA = mA = mF (cf. [21], p. 205); for ϕ defined by (72), (65) implies
(23) with αϕ = LFbc2k‖γ ‖2. Hypothesis (66)(a) guaranties that the function j , given by (73),
is well defined, and conditions (24)(a) and (b) follow from (66)(b) and (c), respectively (see








dΓ for all u,v ∈ V
combined with the hypotheses (66)(d). Thus, (24) holds with αj = αjν c2k‖γ ‖2. Moreover,
it is easy to see that the set (68) is a nonempty, closed, convex set in V and, therefore,
condition (25) is satisfied. In addition, for f , assumption (67) implies (26). Next, consider-
ing the above relationships between constants, we immediately have that assumption (70)
implies smallness conditions (29) and (30). Theorem 32 is now a direct consequence of
Theorem 18. 
Note that the unknowns of the contact problem 30 are the displacement field u, the stress
field σ and the interface force ξν . In contrast, its variational formulation, Problem 31, is
formulated only in terms of displacement. We conclude that Theorem 32 provides the unique
weak solvability of Problem 30, in terms of displacement. However, once the displacement
field is obtained by solving Problem 31, then the stress field σ is uniquely determined by
using the constitutive law (58). This implies the uniqueness of the solution to Problem 30,
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in u and σ . Nevertheless, since the subdifferential is in general a multivalued operator, the
inclusion ξν ∈ ∂jν(uν) does not provide the uniqueness of ξν . Therefore, we are not able to
provide the uniqueness of the contact interface force.
Next, we mention that Theorem 23 can be used to study the dependence of the weak
solution of Problem 30 with respect to perturbations of the data and to prove its continuous
dependence on the friction bound, the normal compliance function, and the densities of
body forces and surface tractions. Such a result was already obtained in [30] in the study
of a frictional contact problem without unilateral constraints and, therefore, we skip the
details. Instead, we illustrate the use of the abstract result in Theorem 23 in the study of
the frictionless version of Problem 30. To this end, we assume in what follows that friction
bound vanishes, i.e.,
Fb ≡ 0, (74)
and we consider a normal compliance function pν which satisfies
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
pν : Γ3 ×R →R+ is such that
(a) there exists Lpν > 0 such that∣∣pν(x, r1) − pν(x, r2)∣∣ ≤ Lpν |r1 − r2|
for all r1, r2 ∈R, a.e. x ∈ Γ3.
(b)
(
pν(x, r1) − pν(x, r2)
)
(r1 − r2) ≥ 0
for all r1, r2 ∈R, a.e. x ∈ Γ3.
(c) pν(x, r) = 0 for all r ≤ 0, a.e. x ∈ Γ3.
(d) pν(·, r) is measurable on Γ3 for all r ∈R.
(75)
A typical example is the function pν(x, r) = r+ for all r ∈R, a.e. x ∈ Γ3, where r+ denotes
the positive part of r . Then, for every penalty parameter λ > 0, we consider the following
frictionless contact problem without unilateral constraint.
Problem 33 Find a displacement field uλ : Ω → Rd , a stress field σ λ : Ω → Sd and an
interface force ξλν : Γ3 →R such that
σ λ = Fε(uλ) in Ω, (76)
Divσ λ + f 0 = 0 in Ω, (77)
uλ = 0 on Γ1, (78)
σ λν = f 2 on Γ2, (79)
− σλν = 1
λ
pν(uλν − g) + ξλν, ξλν ∈ ∂jν(uλν) on Γ3, (80)
− σ λτ = 0 on Γ3. (81)
Here and below uλν and σλν denote the normal components of the unknowns uλ and
σ λ, and σ λτ represents the tangential part of the tensor σ λ, respectively. Also, λ may be
interpreted as a deformability coefficient of the foundation, and then 1
λ
is the surface stiffness
coefficient.




pν(uν − g)vν dΓ for all u,v ∈ V. (82)
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Then, the variational formulation of Problem 33, in terms of displacement, is the following.











j 0ν (uλν;vν − uλν) dΓ ≥ 〈f ,v − uλ〉 for all v ∈ V.
Note also that, since we assume (74), Problem 31 can be reformulated in a simplified
way, as follows.
Problem 35 Find a displacement field u ∈ U such that
(
Fε(u),ε(v) − ε(u))H +
∫
Γ3
j 0ν (uν;vν − uν) dΓ ≥ 〈f ,v − u〉 for all v ∈ U.
We have the following existence, uniqueness and convergence result.
Theorem 36 Assume (64), (66), (67) and (75) and, moreover, assume that
αjν c
2
k ‖γ ‖2 < mF , (83)
either jν(x, ·) or − jν(x, ·) is regular on R for a.e. x ∈ Γ3. (84)
Then
(i) there exists a unique solution u ∈ U to Problem 35;
(ii) for each λ > 0, there exists a unique solution uλ ∈ V to Problem 34;
(iii) uλ → u in V , as λ → 0.
Proof (i). The unique solvability of Problem 35 is a direct consequence of Theorem 32 since
condition (70) is guaranteed by assumption (83) and LFb = 0.
(ii) and (iii). We use Lemma 5.7 in [31] to see that assumption (75) on the function pν
implies that the operator P defined by (82) is monotone, Lipschitz continuous and P v = 0V ∗
if and only if v ∈ U . Therefore, it follows from Definition 25 that P is a penalty operator
of U . On the other hand, the compactness of the trace operator and assumption (84) allow








dΓ for all v ∈ L2(Γ3;Rd).
As a result, we deduce that the function j satisfies conditions (24) and (44). Moreover,
condition (43) is obviously satisfied since, in our case, ϕ ≡ 0 . We are now in a position to
use Theorem 28 in order to conclude the proof of the theorem. 
In addition to the mathematical interest in the convergence result in Theorem 36 (iii), it
is important from the mechanical point of view, since it shows that the weak solution of the
elastic frictionless contact problem with a deformable foundation approaches, as closely as
one wishes, by the solution of an elastic frictionless contact problem with a rigid-deformable
foundation, with a sufficiently small coefficient of deformability of the foundation.
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