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I. INTRODUCTION
We consider the following stationary nonlinear Schrödinger equation
where V : R N → R and K : R N → R + are bounded continuous function, f : R → R is continuous and λ is a positive parameter.
As mentioned in paper (Ref. 8) , problem (1.1) is essentially related to the study of standing-wave solutions of the typical nonlinear Schrödinger equations, which may arise in many fields of physics such as describing the propagation of light in some nonlinear dielectrics, 12 etc. In particular, from equation (2) of Ref. 8 , we see that the potential V(x) changes sign for our problem (1.1) is reasonable. From a physics point of view, for a laser with a Gaussian distribution, the blue-detuned laser means a repulsive potential for the condensate, while a red-detuned laser by changing the frequency will become an attractive potential. This provides a physical mechanism for the sign change of V(x), see, e.g., Ref. 15 .
We say that a function u is a bound state of (1.1), if u ∈ H 1 (R N )\{0} and satisfies
For a bound state u of (1.1), its energy is given by
Furthermore, a function u 0 is called a ground state of (1.1) if u 0 is a bound state of (1.1) and I λ (u 0 ) ≤ I λ (u) holds for any bound state u of (1.1). Moreover, they also proved that, if
) is necessary to get a ground state of (1.1). As mentioned in Remark 2 of Ref. 1, we can find a ground state solution of (1.1) with f(u) = |u| p − 1 u by considering the following minimization problem
where
Then we have the following embedding theorem, which is often used later.
Since the work of Ambrosetti, Felli and Malchiodi 1 , there are many papers dealing with problem (1.1) in the case of V(x) vanishing at infinity, see, for example, Refs. 3-7, 13, 20, and 23, but usually, one assumes V(x) ≥ 0 on R N . There seem few results on (1.1) if V(x) changes sign and vanishes at infinity.
The main aim of this paper is to study the existence of bound state and ground state of (1.1) when the potential V(x) < 0 on a bounded domain in R N and V(x) may vanish at infinity. Precisely, we assume that V(x) satisfies
There exist a 1 , a 2 , R 0 > 0 and 0 < α < 2 such that
Remark 1.1:
It is easy to see that condition (V 2 ) implies that given in (V 1 ) must be bounded, hence V(x) changes sign. Moreover, condition (V 2 ) also implies that V(x) → 0 as |x| → + ∞ is allowed.
In Ref. 10, Ding and Szulkin studied the existence of bound states for problem (1.1) when V(x) may change sign and satisfies:
(V 2 ) There exists b > 0 such that the set {x ∈ R N : V (x) < b} is nonempty and has finite measure.
In Ref. 17, Szulkin and Weth studied the existence of ground state for problem (1.1) when 0 belongs to a spectral gap of − + V.
However, if lim |x|→+∞ V (x) = 0, then V(x) does not satisfy the above condition (V 2 ) , and 0 does belong to the essential spectral of − + V, that is, our conditions on V(x) are essentially different from that of Refs. 10 and 17. In this paper, under conditions (V 1 ) and (V 2 ) we prove that problem (1.1) has a sign changing bound state and a sign changing ground state by merging some ideas used in Refs. 10 and 17. Furthermore, based on our results, some significant differences on the energy properties of sign-changing solutions to problem (1.1) between V(x) > 0 and V(x) changes sign are given in the end of this section.
Our main results are as follows: Furthermore, in order to get a ground state of (1.1) in the asymptotically linear case, the following monotonicity condition on f is required.
(F 4 ) u →f(u)/|u| is strictly increasing on ( − ∞, 0) and on (0, ∞). Finally, we give some properties on the energy of sign changing solutions to problem (1.1) when V(x) changes sign, which are quite different from that of V(x) > 0. Based on Theorems 1.2 and 1.4, we know that, if the potential V(x) changes sign, then problem (1.1) has a ground state which also changes sign as λ > 0 large. That is, when V(x) changes sign, problem (1.1) can have a sign-changing solution with the least energy among all other weak solutions. This is impossible in the case of V(x) being positive in R N . Some more details will be explained in what follows.
) and (K) be satisfied. For H V given in (1.3), we define
By condition (V), it follows from Proposition 1.1 that there exists u λ ∈ H V such that, for any λ > 0,
p−1 u λ is a ground state of (1.1) and its energy, that is the least energy among all the solutions of (1.1), is equal to (
. Therefore, similar to Ref. 19 we have,
Note that c 2 (λ) = c λ is the least energy. Hence, under condition (V) the energy of sign-changing solutions for (1.1) is larger than two times the least energy. This property on the energy of signchanging solutions is called "energy doubling" in Ref. 21 . So, in the case where V(x) > 0, the energy doubling property essentially means that any sign-changing solution of (1.1) must not be a ground state. In fact, Weth proved in Ref.
21 that the energy of a sign-changing solution for problem (1.1) is strictly larger than 2c λ if V and K are positive constants. However, when V(x) changes sign, the above energy doubling property is no longer true for sign-changing solutions of problem (1.1). This fact is essentially a straightforward consequence of our Theorem 1.2. For sign-changing V(x), H V defined in (1.3) may not be a Banach space, but H V + is a Banach space. So, in this case, we can still define c 1 (λ) and c 2 (λ) by simply replacing H V by H V + in (1.4) and (1.5). To avoid the notations confusion, we denote now c 1 (λ) and c 2 (λ) byc 1 (λ) and c 2 (λ), respectively. Then we have the following theorem, which is proved in the end of the paper.
Theorem 1.5: Under the assumptions of Theorem 1.2, let
Thenc 1 (λ) > 0 can be achieved andc 1 (λ) >c 2 (λ) for λ large enough.
As we discussed above, if V(x) > 0,c 1 (λ) =c 2 (λ) is indeed the least energy of solutions of problem (1.1) and it can be expressed by using S λ in (1.3). If V(x) changes sign, Theorem 1.5 tells us the situation is totally different. In this case, Theorem 1.2 implies thatc 1 (λ) is the least energy for the solutions of problem (1.1), which is strictly large thanc 2 (λ), but it cannot be expressed by S λ in (1.3) since S λ < 0 for λ large, see the proof of Lemma 4.1. This observation show that it is impossible to get solutions of (1.1) by looking for critical points of I λ over the so called Nehari manifoldÑ 2 (λ). This phenomenon is also quite different from the case of V(x) being positive.
II. AN EIGENVALUE PROBLEM
For each λ > 0, we define the weighted Sobolev space
Its scalar product and norm are given by
λ , respectively.
Clearly, H 1 (R N ) ⊂ E λ and E λ is a Hilbert space. Let
then F λ is a closed linear subspace of E λ . Similar to 10 , for λ > 0, we consider the following eigenvalue problem
λ is weakly continuous. Therefore, as a result of Theorems 4.45 and 4.46 of Ref. 22 we have the following proposition, which is the spectral theorem for compact self-adjoint operators together with the Courant-Fischer minimax characterization of eigenvalues.
Proposition 2.1: Suppose that V satisfies (V 1 )(V 2 ), then for any fixed λ > 0, problem (2.1) has a sequence of positive eigenvalues {μ
, which may be characterized by 
Remark 2.1: For μ 1 (λ) defined by Proposition 2.1, it follows from Proposition 2.2 that there exists λ * > 0 large such that μ 1 (λ) ≤ 1 for all λ ≥ λ * . Set
Then we have the following orthogonal decomposition:
III. BOUND STATE SOLUTION
The aim of this section is to prove that problem (1.1) has a bound state solution, that is, we are going to prove Theorems 1.1 and 1.3. To this end, we need to find first a nonzero critical point of the following energy functional
Then, this critical point is essentially a weak solution of ( Hence, it is a bound state of (1.1) .
In what follows, we are going to prove that I λ has a nonzero critical point in E λ by considering the following two cases, respectively.
), where σ is given by (1.2) ;
Case B. Asymptotically linear.
Then, two kinds of linking theorems should be used. In Case A, the following classical linking theorem due to Rabinowitz is used For applying the above linking theorem, we need the following lemmas.
Lemma 3.1: Let f(u) = |u|
p − 1 u and p ∈ (σ,
Proof: For any u ∈ E + λ ⊕ F λ , let u = u 1 + u 2 with u 1 ∈ E + λ and u 2 ∈ F λ . Since u 1 , u 2 λ = 0 and u 2 ∈ F λ , we see that
Combining (3.2) and (3.3) we have, for 
Thus (i) of this lemma holds. Let e m(λ) + 1 (λ) be an eigenfunction of μ m(λ) + 1 (λ). Then for
is finite dimensional, we see that I λ (u) → − ∞ as u λ → + ∞. Thus (ii) of this lemma holds.
Lemma 3.3: Let f(u) = |u|
).
Suppose (V 1 )(V 2 ) and (K) hold. Then for each λ > 0, I λ satisfies the (PS) condition.
Proof: Let {u n }⊂E λ be such that
), we have, for n large enough,
By (V 1 )(V 2 ), we have, for any > 0,
Since is bounded, K(x)| ≥ K 0 for some K 0 > 0, we know that { u n λ } is bounded. By Proposition
), so I λ satisfies the (PS) condition.
Proof of Theorem 1.1: By Proposition 3.1 and Lemmas 3.1 to 3.3, there exists λ * > 0 such that for each λ ≥ λ * , I λ has a nonzero critical point u λ in E λ . The same as the proof of Theorem 16 in Ref. 1 , we know that u λ ∈ L 2 (R N ). Thus u λ is a bound state of (1.1).
In Case B, that is, f(s) is asymptotically linear in s at infinity, we recall that {u m }⊂E λ is called a Cerami sequence at level c, (C) c sequence in short, for the energy functional I λ if
We say that I λ satisfies the (C) c condition if any (C) c sequence has a convergent subsequence. In this case, we shall use the following proposition, which is a variant version of Rabinowitz's linking theorem, see Proposition 2.3 of Ref. 10 . In the classical Rabinowitz's linking theorem, it is assumed that I satisfies Palais-Smale condition. However, the (C) c condition is sufficient for the deformation lemma, and hence for the following linking theorem. Before going the proof of Theorem 1.3, we give some lemmas which are required in applying Proposition 3.2.
Proposition 3.2: Let E be a real Hilbert space. Suppose that I
∈ C 1 (E, R), E = E 1 ⊕E 2 ,
Lemma 3.4: Let
Proof: For u ∈ E + λ ⊕ F λ , similar to the proof of Lemma 3.1, we have, . By (K V, f ), there exists R 1 > R 0 with R 0 given by (V 2 ), such that
> L for all |x| ≥ R 1 . Therefore,
Combining (3.5) and (3.6), by choosing > 0 small enough, we see that the lemma holds.
Lemma 3.5: Suppose (V 1 )(V 2 )(F 1 ) − (F 3 ) and (K V, f ) hold . Then for each k ∈ N, there exists
λ k > k, w k ∈ E + λ k ⊕ F λ k and R(λ k ) > ρ(λ k ),
where ρ(λ k ) is given by Lemma 3.4, such that
where is given by (V 1 ). We claim that there exists λ k > k such that
where l > 0 is given by (F 2 ). Indeed, for the above fixed j k , by Proposition 3.2, there exists k > k such that μ j k ( k ) = 1. Then by the continuity we deduce that there exists
It follows from the definition of E
Thus (i) of this lemma holds. Let e j k (λ k ) be an eigenfunction of μ j k (λ k ) and we denote e j k (λ k ) by w k for simplicity. Since
Noting that E
Then by (3.11) we see that (ii) of this lemma holds.
Lemma 3.6: Suppose (V 1 )(V 2 )(F 1 ) − (F 3 ) and (K V, f ) hold . For each fixed
here E * λ denotes the dual space of E λ , then {u n } has a strongly convergent subsequence.
Proof: First we prove that { u n λ } is bounded. Argue by contradiction, we assume that u n λ n → +∞. Setting w n = u n u n λ , we have w n λ = 1, and then there exists w ∈ E λ such that w n w weakly in E λ . From (3.12), we have
This implies
We claim that w ≡ 0.
Moreover by (K V, f ), there exists R 2 > 0 large enough and η ∈ (0, 1) such that
and
Then from (3.13) we get 1 ≤ 
By (F 3 ) we have G(u n (x))
n → +∞ for a.e. x ∈ A. Therefore, from (3.12), we have
This is a contradiction. Thus { u n λ } is bounded. Now we show that {u n } has a convergent subsequence. Motivated by Ref. 18 , we introduce a smooth function ξ R : 14) and for some constant C 0 > 0, which is independent of R, there holds
Then, by (V 2 ), we see that for all n ∈ N and R ≥ R 0 , 16) where
since α ∈ (0, 2). Thus by (3.12) , for all R ≥ R 0 , we have
. Since α ∈ (0, 2) by (V 2 ), for any > 0, there exists R( ) ≥ R 0 such that
Then, by (V 2 ), we get, for R( ) ≤ R ≤ |x| ≤ 2R,
This implies
Thus, by (3.15) and (3.19), we get, for all n ∈ N and R ≥ R( ),
Then, for all n ∈ N and R ≥ R 1 , we have
Combining (3.17), (3.20) , and (3.21) we get, for all n ∈ N and R ≥ R( ) > R 1 ,
Therefore, for each fixed λ ≥ 1 and for any > 0, there exists n( ) > 0 and R( ) > 0 such that for all n ≥ n( ) and R ≥ R( ), there holds
Then by a standard procedure, we can show that {u n } has a strongly convergent subsequence.
Proof of Theorem 1.3: By Proposition 3.1 and Lemmas 3.4 to 3.6, we get for each k ∈ N, there exists λ k > k such that I λ k has a nonzero critical point v λ k in E λ k . Then similar to the proof of Theorem 1.1 in Ref. 11 , we know that v λ k ∈ L 2 (R N ). Thus v λ k is a bound state of (1.1) for each λ = λ k .
IV. SIGN-CHANGING GROUND STATE
In this section, we claim first that any nonzero critical point of I λ for (1.1) must change sign for λ large enough, that is, we have the following lemma. Proof: We argue by contradiction, let u be a nonzero critical point of I λ which does not change sign. Without loss of generality, we may assume that u ≥ ( ≡)0 a.e. in R N . Then the strong maximum principle implies that u is a positive supersolution of − + λV in R N . So, it follows from the Allegretto-Piepenbrick positivity principle, see, e.g., Theorem 1.5.12 in Ref. 9 , that
On the other hand, by (V 1 ), there exists a compact subset 0 ⊂ and a positive constant c = c( 0 ) such that V(x) ≤ − c for all x ∈ 0 . Then we can choose a function Proof: By (F 3 ) and (K V, f ), we know that K(x)f(u) ≥ 0 for u ≥ 0. Then similar to the proof of Lemma 4.1, we get the conclusion of this lemma.
In Sec. III, we proved that for some λ > 0, there is a nonzero critical point u ∈ E λ of I λ for (1.1). Moreover, under the conditions of Theorems 1.1 and 1.3, any nonzero critical point u ∈ E λ is also in L 2 (R N ). That is, u is a bound state for (1.1). Finally we need to prove that for such λ > 0, (1.1) has also a ground state solution, that is, there existsū ∈ E λ such that I λ (ū) = 0 and I λ (ū) ≤ I λ (v) for any nontrivial critical point v of I λ in E λ . Here we give only a proof of Theorem 1. Thus we have c 1 > 0. Choosing {u n } ⊂ M λ such that I λ (u n ) n → c 1 > 0 and noting I λ (u n ) = 0 for all n ∈ N, it follows from Lemma 3.6 that there existsū ∈ E λ such that I λ (ū) = c 1 and I λ (ū) = 0. Since M λ contains all nontrivial critical points of I λ in E λ , it follows thatū is a ground state solution of (1.1). Then by Lemma 4.2 we complete the proof of Theorem 1.4.
Finally, we turn to proving our Theorem 1.5.
Proof of Theorem 1.5: First, by Theorem 1.2, we know thatc 1 (λ) andc 2 (λ) are well defined for λ large enough. Moreover, by the proof of Theorem 1.4, we havec 1 (λ) > 0 and there exists u λ ∈ H V + with u ± λ ≡ 0 such that I λ (u λ ) =c 1 (λ). Then, similar to the proof of (1.6), we deduce that c 1 (λ) ≥ 2c 2 (λ).
