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Abstract
Sampling logconcave functions arising in statistics and machine learning has been a subject
of intensive study. Recent developments include analyses for Langevin dynamics and Hamil-
tonian Monte Carlo (HMC). While both approaches have dimension-independent bounds for
the underlying continuous processes under sufficiently strong smoothness conditions, the result-
ing discrete algorithms have complexity and number of function evaluations growing with the
dimension. Motivated by this problem, in this paper, we give a general algorithm for solving
multivariate ordinary differential equations whose solution is close to the span of a known basis
of functions (e.g., polynomials or piecewise polynomials). The resulting algorithm has polyloga-
rithmic depth and essentially tight runtime — it is nearly linear in the size of the representation
of the solution.
We apply this to the sampling problem to obtain a nearly linear implementation of HMC for
a broad class of smooth, strongly logconcave densities, with the number of iterations (parallel
depth) and gradient evaluations being polylogarithmic in the dimension (rather than polynomial
as in previous work). This class includes the widely-used loss function for logistic regression
with incoherent weight matrices and has been subject of much study recently. We also give a
faster algorithm with polylogarithmic depth for the more general and standard class of strongly
convex functions with Lipschitz gradient. These results are based on (1) an improved contraction
bound for the exact HMC process and (2) logarithmic bounds on the degree of polynomials that
approximate solutions of the differential equations arising in implementing HMC.
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1 Introduction
The complexity of sampling a high-dimensional density of the form e−f(x) where f is a convex
function is a fundamental problem with many applications [LS90, LS92, LS93, LV06a, LV06b, Dal17,
DK17, DRD18, DCWY18]. The focus of this paper is to give very fast, i.e., nearly linear time
algorithms, for a large subclass of such densities. A motivating and important case is the loss
function for logistic regression, widely used in machine learning applications [Ber44, Pam00, NJ02,
HJLS13, Bac14]:
n∑
i=1
φi(a
⊤
i x)
where φi are convex functions; a popular choice is φ(t) = log(1 + e
−t). Sampling according to e−f
for this choice of f corresponds to sampling models according to their KL-divergence, a natural and
effective choice for classification problems [HJLS13].
A general approach to sampling is by an ergodic Markov chain whose stationary distribution
is designed to have the desired density. Traditionally, this is done via a Metropolis filter, which
accepts a proposed (random) next step y from the current point x with probability min{1, f(y)f(x)}.
While very general, one downside of this approach is the possibility of high rejection probabilities,
which typically force local steps to be very small. Nevertheless, for arbitrary logconcave functions
(including nonsmooth ones), this approach has the current best guarantees [LV06b].
Another family of algorithms is derived from an underlying continuous stochastic process with
the desired stationary density. A classic example of such a continuous process is Brownian motion.
To sample a convex body for example, one could use Brownian motion with a boundary reflection
condition. This is written as the stochastic equation:
dXt = dWt
with reflection at the boundary of the domain, and dWt being infinitesimal Brownian motion. To
sample from the density proportional to e−f(x), one can use the stochastic differential equation,
dXt = −∇f(Xt)dt+
√
2dWt.
By the classical Fokker-Planck equation, under mild assumptions on f , the stationary density of
this process is proportional to e−f(x).
How can we turn these continuous processes into algorithms? One approach is to take small
rather than infinitesimal steps, and this leads to the Langevin dynamics, of which there are multi-
ple flavors [Dal17, DK17, ZLC17, RRT17, DRD18, CCBJ18, CCAY+18, CFM+18]. Starting with
Dalalyan [Dal17], it has been established that these dynamics converge in polynomial (in dimension)
time for strongly logconcave functions, with the underdamped version converging in O(
√
d) itera-
tions (and polynomial dependences on appropriate condition numbers) [CCBJ18]. The dependence
on dimension seems unavoidable in the discretized algorithm, even though the continuous process
has no such dependence.
Hamiltonian Monte Carlo. HMC is a random process that maintains a position x and velocity
pair v. To sample according to e−f , we define a Hamiltonian H(x, v) = f(x) + 12‖v‖2. At each
step v is chosen randomly from N(0, I) and x is updated using the following Ordinary Differential
Equation (ODE) for a some fixed time interval.
dx(t)
dt
= v(t),
dv(t)
dt
= −∇f(x(t)).
2
method # iterations/ # gradients total time reference
parallel depth per iteration
Ball Walk/Hit-and-run1 d3, d4 1 d5, d6 [LV06b]
LMC1 κ2d, κ3d3 1 κ2d2, κ3d4 [Dal17]
LMCO1 κ2d, κ2d2.5 1 κ2d4, κ2d5.5 [Dal17]
Damped Langevin κ2d0.5 1 κ2d1.5 [CCBJ18]
MALA1 κd, κd2 1 κd2, κd3 [DCWY18]
HMC κ6.5d0.5 1 κ6.5d1.5 [MS17]
HMC1,2 κ2.75d0.25, κ3.5d0.25 1 κ2.75d1.25, κ3.5d1.25 [MV18]
HMC2 κ1.5 1 κ1.5d This paper
HMC κ1.5 κ0.25d0.5 κ1.75d1.5
Table 1: Summary of results, d is the dimension, κ is the condition number of ∇2f . We use the
parallel depth of the algorithm as the number of iterations. We suppress polylogarithmic terms and
dependence on the error parameter. Ball walk/hit-and-run apply to general logconcave distributions,
the rest assume strongly logconcave with Lipschitz gradient and possibly more. In all previous work,
for simplicity, we report the most favorable bounds by making various assumptions such as κ≪ d.
This process has the particularly nice property that it conserves the value of H, and as a result there
is no need to apply a Metropolis filter. HMC has been studied in many works [MS17, MV18, LV18].
Mangoubi and Smith [MS17] gave the following guarantee for strongly logconcave densities.
Theorem 1.1 ([MS17]). Let f be a smooth, strongly convex function s.t. for all y
m2 · I  ∇2f(y) M2 · I.
Then, HMC converges to the density proportional to e−f in O˜((M2/m2)2) iterations with each
iteration being the exact solution of an ODE.
For the resulting algorithm presented in [MS17], which needs to approximate the solution of the
ODE, the number of function evaluations and overall time grow as square-root of the dimension
(and a higher polynomial of the condition number). Table 1 summarizes related work on sampling
logconcave functions with various structural assumptions. In all these cases, even with higher-order
smoothness and incoherence assumptions, the number of gradient/function evaluations grows as
a polynomial in d. A special case of much interest is Bayesian logistic regression. To address
this [MV18] define an incoherence parameter and achieve the previously best dependence on the
dimension of d1/4 for functions with bounded incoherence. They note that this is nearly optimal for
the leapfrog implementation of HMC they use. Improving the complexity further, and in particular
the dependence on the dimension d is an important open problem. This brings us to our main
motivating question:
For what class of functions can we avoid polynomial dependence on dimension (in an algorithm)?
Can we do this for the logistic loss function?
1 have different bounds for warm start and general (cold) start. We stated the runtime for cold start in green
color.
2 make smoothness and incoherence assumptions motivated by and applicable to Bayesian logistic regression.
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1.1 Results
We begin with an informal statement of our result for sampling from a class that includes the logistic
loss function.
Theorem 1.2 (Informal version of Theorem 5.7). Let A = [a1; a2; · · · ; an] ∈ Rn×d, φi : R → R
with its k-th derivatives bounded by O(1)k and
f(x) =
n∑
i=1
φi(a
⊤
i x) +
m2
2
‖x‖2.
Suppose that ∇2f has condition number κ and τ = ‖AA⊤‖∞→∞. Then we can find a random point
X whose Wasserstein distance to Y drawn from the density proportional to e−f satisfies
W2(X,Y ) ≤ ǫ√
m2
using O˜(κ1.5 + τm2 ) iterations, where each iteration takes O˜(d) time and O˜(1) evaluations of ∇f .
Remark 1.3. The 1√m2 term in the error is needed to make the statement invariant under scaling
of f .
For the logistic loss3 φ(t) = log(1 + e−t), we have φ′(t) = − 11+et , and it has Cauchy estimate
M = 1 with radius r = 1 (See Lemma D.2). The above result has the following application,
Corollary 1.4 (Logistic loss sampling). Let f(x) =
∑n
i=1 φi(a
⊤
i x)+
m2
2 ‖x‖2 with φ(t) = log(1+e−t).
Let τ = ‖AA⊤‖∞→∞ and suppose that ∇2f(x) M2 ·I for all x. Starting at the minimum x(0) of f ,
we can find a random point X whose Wasserstein distance to Y drawn from the density proportional
to e−f satisfies
W2(X,Y ) ≤ ǫ√
m2
using O˜( τm2 + κ
1.5) iterations with κ = M2m2 . Each iteration takes O˜(d) time and O˜(1) matrix-vector
multiplications for A and A⊤.
Remark 1.5. Lemma A.4 shows that ‖AA⊤‖∞→∞ = Θ(λmax(AA⊤)) for sparse enough matrix
AA⊤. Since λmax(AA⊤) usually has the same order as M2, the number of iterations is dominated
by the κ1.5 term.
The above results extend and improve previous work substantially. First, in all previous algo-
rithms, the number of functions calls was polynomial in the dimension d, while the dependence here
is polylogarithmic. Second, our incoherence assumption for logistic regression is simpler and milder.
Third, due to the nature of how we implement each step, the parallel depth of the algorithm is
just the number of iterations, i.e., polylogarithmic in the dimension and O˜(1) when the condition
numbers are bounded. Fourth, the runtime and depth of our algorithm depends polynomially in
log(1/ǫ) while all previous (nearly) linear time algorithms depends polynomially in 1/ǫ
We also give an improved bound on the complexity of sampling from e−f when f is strongly
convex and has a Lipschitz gradient (no further smoothness assumptions).
3The logistic function is g(t) = 1
1+e−t
and the logistic loss is − log(g(t)) = log(1 + e−t).
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Theorem 1.6. (Strongly Convex). Given a function f such that 0 ≺ m2 · I  ∇2f(x)  M2 · I
for all x ∈ Rd and 0 < ǫ < √d. Starting x(0) at the minimum of f , we can find a random point X
whose Wasserstein distance to Y drawn from the density proportional to e−f satisfies
W2(X,Y ) ≤ ǫ√
m2
using O(κ1.5 log(dǫ )) iterations where κ =
M2
m2
. Each iteration takes O
(
κ
1
4 d
3
2
ǫ log
(
κd
ǫ
))
time and
O
(
κ
1
4 d
1
2
ǫ log
(
κd
ǫ
))
evaluations of ∇f , amortized over all iterations.
The previous best bound was κ2
√
d iterations [CCBJ18]. This result is one of the key surprises of
this paper. Although this problem has been studied extensively with specifically-designed algorithms
and analysis, we show how to get a better result by a general ODE algorithm and a general analysis
which works for any ODE. Furthermore, our algorithm is the first to achieve polylogarithmic depth
dependence on the dimension, which seemed impossible in prior work.
The above results are based on three ingredients: (1) a new contraction rate for HMC of κ1.5,
improving on the previous best bound of κ2 (2) a proof that a solution to ODE’s arising from HMC
applied to the above problem are approximated by (piecewise) low-degree polynomials and (3) a
fast (nearly linear time and polylog parallel depth) algorithm for solving multivariate second-order
ODEs.
We next present the multivariate high-order ODE guarantee. This generalizes and improves
on the guarantee from [LV17]. While we state it below for the case of the piecewise polynomial
basis of functions, it applies to any basis of functions. This is a general result about solving ODE
efficiently, independent of the application to sampling. The only assumptions needed are that the
ODE function is Lipschitz and that the solution is close to the span of small number of basis of
functions. These natural assumptions suffice to get around the worst-case complexity lower bounds
for solving such general ODEs [KF82, Ko83, Ko10, Kaw10, KC12].
Theorem 1.7 (Informal version of Theorem 2.5 for 1st order ODE). Let x∗(t) ∈ Rd be the solution
of the ODE
d
dt
x(t) = F (x(t), t), x(0) = v
where F : Rd+1 → Rd, x(t) ∈ Rd and v ∈ Rd. Given some L and ǫ > 0 such that
1. There exists a piece-wise polynomial q(t) such that q(t) on [Tj−1, Tj ] is a degree Dj polynomial
with
0 = T0 < T1 < · · · < Tn = T
and that ∥∥∥∥q(t)− ddtx∗(t)
∥∥∥∥ ≤ ǫT ,∀t ∈ [0, T ]
2. The algorithm knows about the intervals [Tj−1, Tj ] and the degree Dj for all j ∈ [n].
3. For any y, z ∈ Rd,
‖F (y, t) − F (z, t)‖ ≤ L‖y − z‖,∀t ∈ [0, T ].
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Assume LT ≤ 1/16000. Then, we can find a piece-wise polynomial x(t) such that
max
t∈[0,T ]
‖x(t)− x∗(t)‖ . ǫ.
using O˜ (
∑n
i=1(1 +Di)) evaluations of F and O˜ (d
∑n
i=1(1 +Di)) time.
We suspect these methods will be useful in many other settings beyond the focus application of
this paper. Moreover, the result is nearly optimal. Roughly speaking, it says that the complexity of
solving the ODE is nearly the same as the complexity of representing the solution. The assumption
that LT < 1 is essential, as otherwise after longer time, the solution can blow up exponentially.
Also, the assumption on the piece-wise polynomial approximation has a certain universality since
this is how one implicitly represents a function using any iterative method. Finally, each iteration
of the ODE algorithm, the collocation method, can be fully parallelized; as a result the parallel time
complexity of the sampling algorithms in this paper are polylogarithmic in the dimension.
1.2 HMC and improved contraction rate
We give an improved contraction rate for HMC, stated explicitly as Algorithm 1. We give two
Algorithm 1 Hamiltonian Monte Carlo Algorithm
1: procedure HMC(x(0), f, ǫ, h) ⊲ Theorem 3.2
2: Suppose that f is m2 strongly convex with M2 Lipschitz gradient on R
d.
3: Assume that the step size h ≤ m
1/4
2
2M
3/4
2
.
4: Let the number of iterations N = 1θ · log
(
4
ǫ2
(‖∇f(x(0))‖22
m2
+ d
))
with θ = m2h
2
8 .
5: for k = 1, 2, · · · , N do
6: Generate a Gaussian random direction v ∼ N (0, Id).
7: Let x(t) be the HMC defined by
d2x
dt2
= −∇f(x), dx
dt
(0) = v, x(0) = x(k−1).
8: Find a point x(k) such that ⊲ Theorem 2.5
‖x(k) − x(h)‖2 ≤ ǫ := θ · ǫ
2
√
m2
.
9: end for
10: return x(N).
11: end procedure
contraction bounds for the ideal HMC. The first bound is (m2M2 )
1.5 using T ∼ m
1/4
2
M
3/4
2
. The second
bound shows that there is a T that gives the optimal contraction bound m2M2 . However, as we will
see this part cannot be used to bound the overall mixing time, because the time T depends on
the point we use for coupling, which is unknown to the algorithm. We keep this as evidence for a
possible m2M2 bound. The improvement is from κ
2 in previous work to κ1.5.
Lemma 1.8 (Contraction bound for HMC). Let x(t) and y(t) be the solution of HMC dynamics
on e−f starts at x(0) and y(0) with initial direction x′(0) = y′(0) = v for some vector v. Suppose
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that f is m2 strongly convex with M2 Lipschitz gradient., i.e., m2 · I  ∇2f(x)  M2 · I for all x.
Then, for 0 ≤ t ≤ m
1/4
2
2M
3/4
2
, we have that
‖x(t)− y(t)‖22 ≤
(
1− m2
4
t2
)
‖x(0) − y(0)‖22.
Furthermore, there is t ≥ 0 depending on f, x(0), y(0), and v such that
‖x(t)− y(t)‖22 ≤
(
1− 1
16
m2
M2
)
‖x(0) − y(0)‖22.
1.3 Techniques
In this paper we give bounds on the Collocation Method for solving ODEs. To ensure the algorithm
is applicable to the ODE’s that arise in the sampling application, we need to show that the solution
of the ODE is close to a low-rank basis. Given only bounds on the Hessian of a function, we do this
by approximating the solution of the ODE with a piecewise degree two polynomial. For smooth
functions, we can use low-degree polynomials.
The proofs of the degree bounds go via the Cauchy-Kowalevsky method, by showing bounds
on all derivatives at the initial point. To do this for multivariate ODE’s, we use the method of
majorants, and reduce the problem to bounding the radius of convergence of one-variable ODEs.
The improved convergence guarantees for exact HMC are also based on better analysis of the
underlying ODE, showing that a larger step size than previously known is possible.
For many optimization and sampling methods, there are corresponding customized versions that
deal with decomposable functions by sampling terms of the functions. These algorithms usually
take nearly linear time with the number of iterations being polynomial in the dimension. Often, an
improvement in the general case would lead to an improvement in the decomposable case. To limit
the length of this paper, we focus only on results with polylogarithmic depth. Therefore, in Table
1, we do not list algorithms that involve sampling each term in decomposable functions [BFR16,
DSM+16, DRW+16, BFFN17, DK17, CWZ+17, NDH+17, CFM+18]. We expect our techniques
can be further improved for decomposable functions by sampling individual terms.
Outline of paper. Then we give the main ODE algorithm and guarantees in Section 2. We give
the proof of the improved convergence bound for HMC in Section 3. We use both parts to obtain
improved guarantees for sampling strongly logconcave functions with Lipschitz gradients in Section
4 and smooth functions, including logistic loss in Section 5.
Some preliminaries including standard definitions and well-known theorems about ODEs are in
an appendix. Remaining proofs about ODEs are in Appendix B. In Appendix C, we present some
useful tools for Cauchy estimates. Appendix D shows how to calculate the Cauchy estimates of
some function which are extensively used in practice.
2 ODE Solver for any basis
In this section, we analyze the collocation method for solving ODEs [Ise09]. This method is classical
in numerical analysis. The goal of this section is provide an introduction of this method and provide
a non-asymptotic bounds for this method. In [LV17, LV18], we applied this method to obtain faster
algorithms for sampling on polytopes. Unfortunately, the particular version of collocation method
we used assume the solution can be approximated by a low-degree polynomial, which heavily restrict
the set of functions we can sample.
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To give an intuition for the collocation method, we first consider the following first-order ODE
d
dt
x(t) = F (x(t), t), ∀0 ≤ t ≤ T,
x(0) = v.
where F : Rd+1 → R. The collocation method is partly inspired by the Picard-Lindelöf theorem,
a constructive existence proof for a large class of ODE. Therefore, we will first revisit the proof of
Picard-Lindelöf theorem for first-order ODE.
2.1 Picard-Lindelöf theorem
In general, we can rewritten the first-order ODE as an integral equation
x(t) = v +
∫ t
0
F (x(s), s)ds for all 0 ≤ t ≤ T.
To simplify the notation, we use C([0, T ],Rd) to denote Rd-valued functions on [0, T ]. We define
the operator T from C([0, T ],Rd) to C([0, T ],Rd) by
T (x)(t) = v +
∫ t
0
F (x(s), s)ds for all 0 ≤ t ≤ T. (1)
Therefore, the integral equation is simply x = T (x).
Banach fixed point theorem shows that the integral equation x = T (x) has a unique solution if
there is a norm, and j ∈ N such that the map T ◦j has Lipschitz constant less than 1. Recall that
T ◦j is the composition of j many T , i.e.,
T ◦j(x) = T (T (· · · T︸ ︷︷ ︸
j many T
(x) · · · )).
Picard-Lindelöf theorem shows that if F is Lipschitz in x, then the map T ◦j has Lipschitz
constant less than 1 for some positive integer j.
Lemma 2.1. Given any norm ‖ · ‖ on Rd. Let L be the Lipschitz constant of F in x, i.e.
‖F (x, s)− F (y, s)‖ ≤ L‖x− y‖ for all x, y ∈ Rd, s ∈ [0, T ].
For any x ∈ C([0, T ],Rd), we define the corresponding norm
‖x‖ def= max
0≤t≤T
‖x(t)‖.
Then, the Lipschitz constant of T ◦j in this norm is upper bounded by (LT )j/j!.
Proof. We prove this lemma with a stronger induction statement
‖(T ◦j x)(h)− (T ◦j y)(h)‖ ≤ L
jhj
j!
‖x− y‖ for all 0 ≤ h ≤ T.
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The base case j = 0 is trivial. For the induction case j, we can upper bound the term as follows
‖ T ◦j x(h) − T ◦j y(h)‖
= ‖ T T ◦(j−1) x(h)− T T ◦(j−1) y(h)‖
≤
∫ h
0
‖F (T ◦(j−1) x(s), s)− F (T ◦(j−1) y(s), s)‖ds
≤ L
∫ h
0
‖ T ◦(j−1) x(s)− T ◦(j−1) y(s)‖ds by f is L Lipschitz
≤ L
∫ h
0
Lj−1sj−1
(j − 1)! ‖x− y‖ds by the induction statement
=
Lj
j!
hj‖x− y‖.
This completes the induction.
2.2 Intuition of collocation method
To make the Picard-Lindelöf theorem algorithmic, we need to discuss how to represent a function
in C([0, T ],Rd). One standard way is to use a polynomial pi(t) in t for each coordinate i ∈ [d]. In
this section, we assume that there is a basis {ϕj}Dj=1 ⊂ C([0, T ],R) such that for all i ∈ [d], dxidt is
approximated by some linear combination of ϕj(t).
For example, if ϕj(t) = t
j−1 for j ∈ [d], then our assumption is simply saying dxidt is approximated
by a degree D−1 polynomial. Other possible basis are piecewise-polynomial and Fourier series. By
Gram-Schmidt orthogonalization, we can always pick nodes point {ci}Dj=1 such that
ϕj(ci) = δi,j for i, j ∈ [D].
The benefit of such basis is that for any f ∈ span(ϕj), we have that f(t) =
∑D
j=1 f(cj)ϕj(t).
For polynomials, the resulting basis are the Lagrange polynomials
ϕj(t) =
∏
i∈[D]\{j}
t− ci
cj − ci for j ∈ [D].
The only assumption we make on the basis is that its integral is bounded.
Definition 2.2. Given a D dimensional subspace V ⊂ C([0, T ],R) and node points {cj}Dj=1 ⊂ [0, T ].
For any γϕ ≥ 1, we call a basis {ϕj}Dj=1 ⊂ V is γϕ bounded if ϕj(ci) = δi,j and we have
D∑
j=1
∣∣∣∣∫ t
0
ϕj(s)ds
∣∣∣∣ ≤ γϕT for t ∈ [0, T ].
Note that if the constant function 1 ∈ V, then we have
1 =
D∑
j=1
1(cj)ϕj(t) =
D∑
j=1
ϕj(t).
Hence, we have
T =
∫ T
0
1ds ≤
D∑
j=1
∣∣∣∣∫ T
0
ϕj(s)ds
∣∣∣∣ ≤ γϕT.
9
Therefore, γϕ ≥ 1 for most of the interesting basis. This is the reason why we simply put it as an
assumption to shorten some formulas.
In the section 2.5, we prove that for the space of low degree polynomial and piece-wise low
degree polynomial, there is a basis on the Chebyshev nodes that is O(1) bounded.
Assuming that dxdt can be approximated by some element in V, we have that
dx
dt
(t) ∼
D∑
j=1
dx
dt
(cj)ϕj(t) =
D∑
j=1
F (x(cj), cj)ϕj(t).
Integrating both sides, we have
x(t) ≈ v +
∫ t
0
D∑
j=1
F (x(cj), cj)ϕj(s)ds. (2)
This inspires us to consider the following operator from C([0, T ],Rd) to C([0, T ],Rd):
Tϕ(x)(t)i = vi +
∫ t
0
D∑
j=1
F (x(cj), cj)iϕj(s)ds for i ∈ [d]. (3)
Equation (2) can be written as x ≈ Tϕ(x). To find x to satisfies this, naturally, one can apply the
fix point iteration and this is called the collocation method.
2.3 Collocation method
From the definition of (3), we note that Tϕ(x) depends only on x(t) at t = cj . Therefore, we can
only need to calculate Tϕ(x)(t) at t = cj . To simplify the notation, for any x ∈ C([0, T ],Rd), we
define a corresponding matrix [x] ∈ Rd×D by [x]i,j = xi(cj). For any d × D matrix X, we define
F (X, c) as an d×D matrix
F (X, c)i,j = F (X∗,j , cj)i. (4)
where X∗,j is the j-th column of X. Finally, we define Aϕ as a D ×D matrix
(Aϕ)i,j =
∫ cj
0
ϕi(s)ds. (5)
By inspecting the definition of (3), (4) and (5), we have that
[Tϕ(x)] = v · 1⊤D + F ([x], c)Aϕ
where 1D is a column of all 1 vector of length D. Hence, we can apply the map Tϕ by simply
multiply F ([x], c) by a pre-compute D ×D matrix Aϕ. For the basis we considered in this paper,
each iteration takes only O˜(dD) which is nearly linear to the size of our representation of the
solution.
We state our guarantee for a first-order ODE (Algorithm 2).
Theorem 2.3 (First order ODE). Let x∗(t) be the solution of an d dimensional ODE
x(0) = v,
dx(t)
dt
= F (x(t), t) for all 0 ≤ t ≤ T .
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Algorithm 2 Collocation Method
1: procedure CollocationMethod(F, v, T, ϕ, c) ⊲ Theorem 2.4
2: Let N =
⌈
log
(
T
ǫ maxs∈[0,T ] ‖F (v, s)‖
)⌉
⊲ Choose number of iterations
3: Let Aϕ be the matrix defined by (Aϕ)i,j =
∫ cj
0 ϕi(s)ds.
4: X(0) ← v · 1⊤D. ⊲ 1D is a column of all 1 vector of length D
5: for j = 1, 2, · · · , N − 1 do
6: X(j) ← v · 1⊤D + F (X(j−1), c)Aϕ. ⊲ Matrix F (X, c) is defined in Eq. (4)
7: ⊲ Note that we evaluate D many F every iteration in this matrix notation.
8: end for
9: x(N)(t)← v + ∫ t0 ∑Di=1 F (X(N)∗,i , ci)ϕi(s)ds
10: return x(N)
11: end procedure
We are given a D dimensional subspace V ⊂ C([0, T ],R), node points {cj}Dj=1 ⊂ [0, T ] and a γϕ
bounded basis {ϕj}Dj=1 ⊂ V (Definition 2.2). Given some L and ǫ > 0 such that
1. There exists a function q ∈ V such that∥∥∥∥q(t)− ddtx∗(t)
∥∥∥∥ ≤ ǫT ,∀t ∈ [0, T ].
2. For any y, z ∈ Rd,
‖F (y, t) − F (z, t)‖ ≤ L‖y − z‖,∀t ∈ [0, T ].
Assume γϕLT ≤ 1/2. Then the algorithm CollocationMethod (Algorithm 2) outputs a
function x(N) ∈ V such that
max
t∈[0,T ]
‖x(N)(t)− x∗(t)‖ ≤ 20γϕǫ.
The algorithm takes O
(
D log
(
T
ǫ maxs∈[0,T ] ‖F (v, s)‖
))
evaluations of F .
Next we state the general result for a k-th order ODE. We prove this via a reduction from higher
order ODE to first-order ODE. See the proof in Appendix B.
Theorem 2.4 (k-th order ODE). Let x∗(t) ∈ Rd be the solution of the ODE
dk
dtk
x(t) = F
(
dk−1
dtk−1
x(t), · · · , x(t), t
)
di
dti
x(0) = vi,∀i ∈ {k − 1, · · · , 1, 0}.
where F : Rkd+1 → Rd, x(t) ∈ Rd, and v0, v1, · · · , vk−1 ∈ Rd.
We are given a D dimensional subspace V ⊂ C([0, T ],R), node points {cj}Dj=1 ⊂ [0, T ] and a γϕ
bounded basis {ϕj}Dj=1 ⊂ V (Definition 2.2). Given some L and ǫ > 0 such that
1. For i ∈ [k], there exists a function q(i) ∈ V such that∥∥∥∥q(i)(t)− didtix∗(t)
∥∥∥∥ ≤ ǫT i ,∀t ∈ [0, T ].
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2. For any y, z ∈ Rkd,
‖F (y, t)− F (z, t)‖ ≤
k∑
i=1
Li‖yi(t)− zi(t)‖,∀t ∈ [0, T ].
Assume γϕLT ≤ 1/8 with L =
∑k
i=1 L
1/i
i . Then, we can find functions {q(i)}i∈{0,1,··· ,k−1} ⊂ V
such that
max
t∈[0,T ]
∥∥∥∥q(i)(t)− didtix∗(t)
∥∥∥∥
p
= 20(1 + 2k)γϕ
ǫ
T i
,∀i ∈ {0, 1, · · · , k − 1}.
The algorithm takes O(D log(C/ǫ)) evaluations of F where
C = (4γϕT )
k · max
s∈[0,T ]
‖F (vk−1, vk−2, · · · , v0, s)‖+
k−1∑
i=1
(4γϕT )
i ‖vi‖ .
Note that the statement is a bit awkward. Instead of finding a function whose derivatives are
same as the derivatives of x∗, the algorithm approximates the derivatives of x∗ individually. This
is because we do not know if derivatives/integrals of functions in V remain in V. For piece-wise
polynomials, we can approximate the j-th derivative of the solution by taking (k − j)-th iterated
integral of q(k), which is still a piece-wise polynomial.
In section 2.5, we give a basis for piece-wise polynomials (Lemma 2.10). Using this basis, we
have the following Theorem.
Theorem 2.5. (k-th order ODE) Let x∗(t) ∈ Rd be the solution of the ODE
dk
dtk
x(t) = F
(
dk−1
dtk−1
x(t), · · · , x(t), t
)
di
dti
x(0) = vi,∀i ∈ {k − 1, · · · , 1, 0}.
where F : Rkd+1 → Rd, x(t) ∈ Rd, and v0, v1, · · · , vk−1 ∈ Rd. Given some L and ǫ > 0 such that
1. There exists a piece-wise polynomial q(t) such that q(t) on [Tj−1, Tj ] is a degree Dj polynomial
with
0 = T0 < T1 < · · · < Tn = T
and that ∥∥∥∥q(t)− dkdtkx∗(t)
∥∥∥∥ ≤ ǫT k ,∀t ∈ [0, T ]
2. The algorithm knows about the intervals [Tj−1, Tj ] and the degree Dj for all j ∈ [n].
3. For any y, z ∈ Rkd,
‖F (y, t) − F (z, t)‖ ≤
k∑
i=1
Li‖yi − zi‖,∀t ∈ [0, T ].
Assume LT ≤ 1/16000 with L = ∑ki=1 L1/ii . Then, we can find a piece-wise polynomial x(t) such
that
max
t∈[0,T ]
∥∥∥∥ didtix(t)− didtix∗(t)
∥∥∥∥
p
.
ǫk
T i
,∀i ∈ {0, 1, · · · , k − 1}.
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using O(D log(C/ǫ)) evaluations of F with the size of basis D =
∑n
i=1(1 +Di) and
O
(
dmin
(
n∑
i=1
(1 +Di)
2,D log(CD/ǫ)
)
log(C/ǫ)
)
time where
C = O(T )k · max
s∈[0,T ]
‖F (vk−1, vk−2, · · · , v0, s)‖+
k−1∑
i=1
O(T )i ‖vi‖ .
Remark 2.6. The two different runtime come from two different ways to the integrate of basis in
Lemma 2.10. The first one is an navie method which is good enough for all our application. The
second one follows from multipole method which gives an nearly linear time to the size of the basis
with an extra log dependence on the accuracy.
In the rest of this section, we prove the first-order guarantee, Theorem 2.3
2.4 Proof of first order ODE
First, we bound the Lipschitz constant of the map T ϕ. Unlike the Picard-Lindelöf theorem, we are
not able to get an improved bound of the Lipschitz constant of the composite of T ϕ. Fortunately,
the Lipschitz constant of the map T ϕ is good enough for all applications in this paper.
Lemma 2.7. Given any norm ‖ · ‖ on Rd. Let L be the Lipschitz constant of F in x, i.e.
‖F (x, s)− F (y, s)‖ ≤ L‖x− y‖ for all x, y ∈ Rd, s ∈ [0, T ].
Then, the Lipschitz constant of T ϕ in this norm is upper bounded by γϕLT .
Proof. For any 0 ≤ t ≤ T ,
‖ T ϕ(x)(t)− T ϕ(y)(t)‖ =
∥∥∥∥∥∥
∫ t
0
D∑
j=1
F (x(cj), cj)ϕj(s)ds−
∫ t
0
D∑
j=1
F (y(cj), cj)ϕj(s)ds
∥∥∥∥∥∥
≤
D∑
j=1
∣∣∣∣∫ t
0
ϕj(s)ds
∣∣∣∣ · max
t∈[0,T ]
‖F (x(t), t) − F (y(t), t)‖
≤ γϕLT · max
s∈[0,t]
‖x(t)− y(t)‖
≤ γϕLT‖x− y‖.
where the third step follows by
∑D
j=1 |
∫ t
0 ϕj(s)ds| ≤ γϕT for all 0 ≤ t ≤ T .
For the rest of the proof, let x∗ϕ denote the fixed point of T ϕ, i.e., T ϕ(x∗ϕ) = x∗ϕ. The Banach
fixed point theorem and Lemma 2.7 shows that x∗ϕ uniquely exists if T ≤ 1Lγϕ .
Let x∗ denote the solution of the ODE, i.e., the fixed point of T , with T (x∗) = x∗. Let x(0)
denote the initial solution given by x(0)(t) = v and x(N) denote the solution obtained by applying
operator T ϕ for N times. Note that x(N)(t) is the output of CollocationMethod in Algorithm 2.
Let q ∈ V denote an approximation of ddtx∗ such that∥∥∥∥q(t)− ddtx∗(t)
∥∥∥∥ ≤ ǫT .∀t ∈ [0, T ]
The next lemma summarizes how these objects are related and will allow us to prove the main
guarantee for first-order ODEs.
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Lemma 2.8. Let L(j) be the Lipschitz constant of the map T ◦jϕ . Assume that L(N) ≤ 1/2. Then,
we have
‖x(N) − x∗‖ ≤ L(N)‖x(0) − x∗‖+ 2‖x∗ϕ − x∗‖, (6)
‖x∗ϕ − x∗‖ ≤ 2 · ‖ T ◦Nϕ (x∗)− x∗‖, (7)
‖x∗ − T ◦Nϕ (x∗)‖ ≤
N−1∑
i=0
L(i) · ‖x∗ − T ϕ(x∗)‖, (8)
‖x∗ − T ϕ(x∗)‖ ≤ 2γϕ · ǫ. (9)
Proof. We prove the claims in order.
For the first claim,
‖x(N) − x∗‖ ≤ ‖x(N) − x∗ϕ‖+ ‖x∗ϕ − x∗‖ by triangle inequality
= ‖ T ◦Nϕ (x(0))− T ◦Nϕ (x∗ϕ)‖+ ‖x∗ϕ − x∗‖
≤ L(N)‖x(0) − x∗ϕ‖+ ‖x∗ϕ − x∗‖
≤ L(N)‖x(0) − x∗‖+ L(N)‖x∗ − x∗ϕ‖+ ‖x∗ϕ − x∗‖
≤ L(N)‖x(0) − x∗‖+ 2‖x∗ϕ − x∗‖
where the last step follows by L(N) ≤ 1.
For the second claim,
‖x∗ϕ − x∗‖ = ‖ T ◦Nϕ (x∗ϕ)− x∗‖ by x∗ϕ = T ◦Nϕ (x∗ϕ)
≤ ‖T ◦Nϕ (x∗ϕ)− T ◦Nϕ (x∗)‖+ ‖ T ◦Nϕ (x∗)− x∗‖ by triangle inequality
≤ L(N) · ‖x∗ϕ − x∗‖+ ‖ T ◦Nϕ (x∗)− x∗‖ by the definition of L(N)
≤ 1
2
‖x∗ϕ − x∗‖+ ‖ T ◦Nϕ (x∗)− x∗‖ by L(N) ≤ 1/2
For the third claim,
‖x∗ − T ◦Nϕ (x∗)‖ ≤
N−1∑
i=0
‖ T ◦iϕ (x∗)− T ◦(i+1)ϕ (x∗)‖
≤
N−1∑
i=0
L(i) · ‖x∗ − T ϕ(x∗)‖
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For the last claim,
‖x∗(t)− T ϕ(x∗)(t)‖
= ‖ T (x∗)(t)− T ϕ(x∗)(t)‖
=
∥∥∥∥∥∥
∫ t
0
F (x∗(s), s)ds−
∫ t
0
D∑
j=1
F (x∗(cj), cj)ϕj(s)ds
∥∥∥∥∥∥
=
∥∥∥∥∥∥
∫ t
0
d
dt
x∗(s)ds−
∫ t
0
D∑
j=1
d
dt
x∗(cj)ϕj(s)ds
∥∥∥∥∥∥
≤
∥∥∥∥∥∥
∫ t
0
(
d
dt
x∗(s)− q(s))ds−
∫ t
0
D∑
j=1
(
d
dt
x∗(cj)− q(cj))ϕj(s)ds
∥∥∥∥∥∥
+
∥∥∥∥∥∥
∫ t
0
q(s)ds−
∫ t
0
D∑
j=1
q(cj)ϕj(s)ds
∥∥∥∥∥∥
≤
∫ t
0
∥∥∥∥ ddtx∗(s)− q(s)
∥∥∥∥ ds+ D∑
j=1
∥∥∥∥ ddtx∗(cj)− q(cj)
∥∥∥∥ ∣∣∣∣∫ t
0
ϕj(s)ds
∣∣∣∣+ 0
≤ (1 + γϕ) · ǫ+ 0
where the first step follows by T (x∗) = x∗, the second step follows by the definition of T and Tϕ,
the third step follows by x∗(t) is the solution of ODE, the fourth step follows by triangle inequality,
the second last step follows by q ∈ V, and the last step follows by ‖ ddtx∗− q‖ ≤ ǫT and the definition
of γϕ.
Now, we are ready to prove Theorem 2.3.
Proof. Using Lemma 2.8, we have
‖x(N) − x∗‖ ≤ L(N)‖x(0) − x∗‖+ 2‖x∗ϕ − x∗‖ by Eq. (6)
≤ L(N)‖x(0) − x∗‖+ 4‖ T ◦Nϕ (x∗)− x∗‖ by Eq. (7)
≤ L(N)‖x(0) − x∗‖+ 4
N−1∑
i=0
L(i) · ‖x∗ − T ϕ(x∗)‖ by Eq. (8)
≤ L(N)‖x(0) − x∗‖+ 8
N−1∑
i=0
L(i) · γϕ · ǫ. by Eq. (9)
Using the assumption that γϕLT ≤ 12 , Lemma 2.7 shows that L(1) ≤ 12 and hence L(j) ≤ 12j .
Therefore, we have
‖x(N) − x∗‖ ≤ 1
2N
‖x(0) − x∗‖+ 16γϕ · ǫ = 1
2N
‖x∗ − x∗(0)‖ + 16γϕ · ǫ (10)
To bound ‖x∗ − x∗(0)‖, for any 0 ≤ t ≤ T
x∗(t) = x∗(0) +
∫ t
0
F (x∗(s), s)ds.
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Hence, we have that
‖x∗(t)− x∗(0)‖ ≤
∥∥∥∥∫ T
0
F (x∗(0), s)ds
∥∥∥∥+ ∥∥∥∥∫ t
0
(F (x∗(s), s)− F (x∗(0), s)) ds
∥∥∥∥
≤
∥∥∥∥∫ T
0
F (x∗(0), s)ds
∥∥∥∥+ L ∫ t
0
‖x∗(s)− x∗(0)‖ds.
Solving this integral inequality (see Lemma A.6), we have that
‖x∗(t)− x∗(0)‖ ≤ eLt
∥∥∥∥∫ T
0
F (x∗(0), s)ds
∥∥∥∥ .
Now, we use LT ≤ 12 and get
‖x∗(t)− x∗(0)‖ ≤ 2
∥∥∥∥∫ T
0
F (x∗(0), s)ds
∥∥∥∥ .
Picking N =
⌈
log2
(
T
ǫ maxs∈[0,T ] ‖F (x∗(0), s)‖
)⌉
, (10) shows that the error is less than 20γϕǫ.
2.5 A basis for piece-wise polynomials
In this section, we discuss how to construct a bounded basis for low-degree piece-wise polynomials.
We are given n intervals {[Ii−1, Ii]}ni=1 where I0 = 0 and In = T . In the ith interval [Ii−1, Ii], we
represent the function by a degree Di polynomial. Formally, we define the function subspace by
V def=
n⊕
i=1
Vi with Vi def=

 Di∑
j=0
αjt
j
 · 1[Ii−1,Ii] : αj ∈ R
 . (11)
The following Lemma shows we can construct the basis for V by concatenating the basis for Vi.
Lemma 2.9. For i ∈ [n], we are given a γi bounded basis {ϕj,i}Dij=0 for the subspace Vi ⊂ C([Ii−1, Ii],R)
on nodes point {cj,i}Dij=0. Then, {ϕj,i}i,j is a
∑n
i=1 γi(Ii − Ii−1) bounded basis for the subspace⊕n
i=1 Vi ⊂ C([I0, In],R).
Proof. For any t ≥ 0, we have
n∑
i=1
Di∑
j=0
∣∣∣∣∫ t
I0
ϕi,j(s)ds
∣∣∣∣ ≤ n∑
i=1
 Di∑
j=0
∣∣∣∣∣
∫ t
Ii−1
ϕi,j(s)ds
∣∣∣∣∣ 1t≥Ii−1

≤
n∑
i=1
γi(Ii − Ii−1)
where we used that ϕi,j is supported on [Ii−1, Ii] in the first inequality.
Next, we note that the boundedness for basis is shift and scale invariant. Hence, we will focus
on obtaining a basis for (t− 1)-degree polynomial on [−1, 1] for notation convenience.
For [−1, 1], we choose the node points cj = cos(2j−12t π) and the basis are
ϕj(x) =
√
1− c2j cos(t cos−1 x)
t(x− cj) .
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It is easy to see that ϕj(ci) = δi,j. To bound the integral, Lemma 91 in [LV17] shows that∣∣∣∣∫ y−1 ϕj(x)dx
∣∣∣∣ ≤ 2000t for all y ∈ [−1, 1].
Summing it over t basis functions, we have that γϕ ≤ 2000. Together with Lemma 2.9, we have the
following result:
Lemma 2.10. Let V be a subspace of piecewise polynomials on [0, T ] with fixed nodes. Then, there
is a 2000 bounded basis {ϕ} for V. Furthermore, for any vector v, it takes O(∑ni=1(1 +Di)2) time
to compute v⊤Aϕ where Di is the maximum degree of the i-th piece.
Alternatively, one can find u such that ‖u− v⊤Aϕ‖ ≤ ǫT‖v‖∞ in time
O
(
rank(V) log(rank(V)
ǫ
)
)
.
Proof. The bound follows from previous discussion. For the computation cost, note that
(v⊤Aϕ)(i,j) =
∑
i′,j′
∫ c(i,j)
0
v(i′,j′)ϕ(i′,j′)(s)ds.
where (i, j) is the j-th node at the i-th piece. For any i 6= i′, the support of ϕ(i′,j′)(s) is either
disjoint from [0, c(i,j)] (if i
′ > i) or included in [0, c(i,j)] (if i′ < i). Hence, we have that∫ c(i,j)
0
ϕ(i′,j′)(s)ds =
{
0 if i′ > i∫∞
−∞ ϕ(i′,j′)(s)ds if i
′ < i
.
Therefore, we have
(v⊤Aϕ)(i,j) =
∑
i′<i,j′
v(i′,j′) ·
∫ ∞
−∞
ϕ(i′,j′)(s)ds+
∑
j′
v(i,j′) ·
∫ c(i,j)
0
ϕ(i,j′)(s)ds.
Note that
∫ c(i,j)
0 ϕ(i′,j′)(s)ds can precomputed. Since there are
∑n
i=1(1 +Di) many pairs of (i, j),
the first term can be computed in
∑n
i=1(1 +Di) time. Since there are
∑n
i=1(1 +Di)
2 many pairs
of (i, j, j′), the second term can be computed in
∑n
i=1(1 +Di)
2 time.
Theorem 2.12 gives another way to compute the integration and its runtime is
O
(
rank(V) log(rank(V)
ǫ
)
)
.
Remark 2.11. Experiment seems to suggest the basis we proposed is 1 bounded.
Here is the theorem we used above to compute the Lagrange polynomials.
Theorem 2.12 ([DGR96, Section 5]). Let φi be the Lagrange basis polynomials on the Cheby-
shev nodes cj = cos(
2j−1
2t π) for j ∈ [t], namely, φi(s) =
∏
j 6=i
s−cj
ci−cj . Given a polynomial p(s) =∑t
j=1 αjφj(s) represented by {αj}tj=1, one can compute {ℓi}ti=1 such that∣∣∣∣ℓi − ∫ ci
0
p(s)ds
∣∣∣∣ ≤ ǫ‖α‖∞
in time O(t log( tǫ)).
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3 Improved Contraction Bound for HMC
In this section, we give an improved contraction bound for HMC (Algorithm 1). Each iteration of
Algorithm 1 solve the HMC dynamics approximately. In the later sections, we will discuss how to
solve this ODE.
To give a contraction bound for the noisy HMC, we first analyze the contraction of the ideal
HMC. We reduce the problem of bounding the contraction rate of the ideal HMC to the following
lemma involving a matrix ODE.
Lemma 3.1. Given a symmetric matrix H(t) such that 0 ≺ m2 · I  H(t)  M2 · I for all t ≥ 0.
Consider the ODE
u′′(t) = −H(t) · u(t),
u′(0) = 0.
Let α(t) = 1‖u(0)‖2
∫ t
0 (t − s) · ‖H(s)u(0)‖2ds. For any 0 ≤ T ≤ 12√M2 such that α(T ) ≤
1
8
√
m2
M2
, we
have that
‖u(T )‖22 ≤
(
1−max
(
1
4
m2T
2,
1
2
√
m2
M2
· α(T )
))
· ‖u(0)‖22.
Using this lemma, we prove both parts of the main contraction bound, Lemma 1.8.
Proof of Lemma 1.8. Let error function e(t) = y(t)− x(t). The definition of HMC shows that
e′′(t) = −(∇f(y(t))−∇f(x(t))) = −H(t) · e(t)
where H(t) =
∫ 1
0 ∇2f(x(t) + s(y(t)− x(t)))ds. By the strong convexity and the Lipschitz gradient
of f , we have that
m2 · I  H(t) M2 · I.
Hence, we can apply Lemma 3.1.
To get the first bound, we bound the α(t) defined in Lemma 3.1 as follows
α(t) =
1
‖e(0)‖2
∫ t
0
(t− s) · ‖H(s)e(0)‖2ds ≤M2
∫ t
0
(t− s)ds = M2 t
2
2
.
Therefore, for 0 ≤ t ≤ m
1/4
2
2M
3/4
2
, we have that α(t) ≤ 18
√
m2
M2
and hence Lemma 3.1 gives the first
bound.
To get the second bound, we note that α(t) is increasing and hence there is t such that α(t) =
1
8
√
m2
M2
. Using such t in Lemma 3.1 gives the second bound.
Now, we prove the main technical lemma of this section, a contraction estimate for matrix ODE.
We note that not all matrix ODEs come from some HMC and hence it might be possible to get a
better bound by directly analyzing the HMC.
Proof of Lemma 3.1. Let e1 denote the basis vector that it is 1 in the first coordinate and 0 every-
where else.
Without loss of generality, we can assume ‖u(0)‖2 = 1 and u(0) = e1.
The proof involves first getting a crude bound on ‖u(t)‖2. Then, we boast the bound by splitting
the movement of u(t) into one parallel to e1 and one orthogonal to e1.
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Crude bound on ‖u(t)‖2:
Integrating both sides of u′′(t) = −H(t) · u(t) twices and using u′(0) = 0 gives
u(t) = u(0)−
∫ t
0
(t− s)H(s)u(s)ds. (12)
We take the norm on both sides and use 0  H(s) M2 · I to get
‖u(t)‖2 ≤ 1 +M2 ·
∫ t
0
(t− s)‖u(s)‖2ds.
Applying Lemma A.5 to this equation and using t ≤ 1
2
√
M2
gives
‖u(t)‖2 ≤ cosh(
√
M2t) ≤ 6
5
Putting it back to (12) gives
‖u(t)− e1‖2 ≤
∫ t
0
(t− s)‖H(s) · u(s)‖2ds =
∫ t
0
(t− s) ·M2 · 6
5
ds =
6
10
M2t
2.
In particular, for any 0 ≤ t ≤ 1
2
√
M2
, we have that
5
6
≤ u1(t) ≤ 7
6
. (13)
Improved bound on ‖u(t)‖2:
Let P1 be the orthogonal projection to the first coordinate and P−1 = I − P1. We write
u(t) = u1(t) + u−1(t) with u1(t) = P1u(t) and u−1(t) = P−1u(t), namely, u1(t) is parallel to e1 and
u−1(t) is orthogonal to e1.
Fix any 0 ≤ t ≤ T . Let β(t) = e⊤1 u(t). By the definition of u, we have
u′′(t) = −β(t) ·H(t)e1 −H(t)u−1(t). (14)
Integrating both sides twice and using u−1(0) = 0, we have
u−1(t) =
∫ t
0
(t− s)P−1u′′(s)ds
= −
∫ t
0
(t− s) · β(s) · P−1H(s)e1ds−
∫ t
0
(t− s)P−1H(s)u−1(s)ds.
Taking norm on both sides and using that 0  H(t) M2 · I and 56 ≤ β(s) ≤ 76 , we have that
‖u−1(t)‖2 ≤
∫ t
0
(t− s) · β(s) · ‖H(s)e1‖2ds+M2 ·
∫ t
0
(t− s) · ‖u−1(s)‖2ds
≤ 7
6
∫ t
0
(t− s) · ‖H(s)e1‖2ds+M2 ·
∫ t
0
(t− s) · ‖u−1(s)‖2ds
≤ 7
6
α(T ) +M2 ·
∫ t
0
(t− s) · ‖u−1(s)‖2ds (15)
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where α(T )
def
=
∫ T
0 (T − s) · ‖H(s)e1‖2ds. Solving this integral inequality (Lemma A.5), we get
‖u−1(t)‖2 ≤ 7
6
α(T ) · cosh(
√
M2t) ≤ 7
6
α(T ) · cosh(1/2) ≤ 4
3
α(T ) (16)
where the second step follows from t ≤ 1
2
√
M2
, and the last step follows from cosh(1/2) ≤ 87 .
Next, we look at the first coordinate of (14) and get
β′′(t) = −β(t) · e⊤1 H(t)e1 − e⊤1 H(t)u−1(t)
≤ −5
6
e⊤1 H(t)e1 + ‖H(t)e1‖2 · ‖u−1(t)‖2. (17)
To bound the last term, we note that
‖H(t)e1‖2 =
√
e⊤1 H2(t)e1
≤
√
M2 · e⊤1 H(t)e1 by H2(t) M2 ·H(t)
=
√
M2
m2
√
m2
e⊤1 H(t)e1
e⊤1 H(t)e1
≤
√
M2
m2
· e⊤1 H(t)e1 by m2 ≤ e⊤1 H(t)e1. (18)
Using this into (17) and α(T ) ≤ 18
√
m2
M2
, we have
β′′(t) ≤ −e⊤1 H(t)e1 ·
(
5
6
− 4
3
√
M2
m2
α(T )
)
≤ −2
3
e⊤1 H(t)e1.
Hence, we have that
β(t) ≤ 1− 2
3
∫ t
0
(t− s) · e⊤1 H(s)e1ds. (19)
Using (19), β(t) ≥ 56 and (16) gives
‖u(t)‖22 = β2(t) + ‖u−1(t)‖22
≤ 1−
∫ t
0
(t− s) · e⊤1 H(s)e1ds+
(
4
3
∫ T
0
(T − s) · ‖H(s)e1‖2ds
)2
≤ 1−
∫ t
0
(t− s) · e⊤1 H(s)e1ds+ 2
√
M2
m2
∫ T
0
(T − s) · e⊤1 H(s)e1ds · α(T )
= 1−
∫ t
0
(t− s) · e⊤1 H(s)e1ds
(
1− 2
√
M2
m2
α(T )
)
≤ 1− 1
2
∫ t
0
(t− s) · e⊤1 H(s)e1ds
where we used (18) at the second inequality and α(T ) ≤ 18
√
m2
M2
at the end.
Finally, we bound the last term in two way. One way simply uses e⊤1 H(s)e1 ≥ m2 and get∫ t
0
(t− s) · e⊤1 H(s)e1ds ≥
m2
2
t2
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which implies
‖u(t)‖22 ≤ 1−
m2
4
t2.
For the other way, we apply (18) to get that∫ t
0
(t− s) · e⊤1 H(s)e1ds ≥
∫ t
0
(t− s) · ‖H(t)e1‖2
√
m2
M2
ds =
√
m2
M2
· α(T ).
where the last step follows by the definition of α(T ). Thus, we have
‖u(t)‖22 ≤ 1−
1
2
√
m2
M2
α(T ).
Finally, we analyze the contraction of the noisy HMC.
Theorem 3.2 (Contraction of noisy HMC). Suppose f is m2 strongly convexity with M2 Lipschitz
gradient. For any step-size h ≤ m
1/4
2
2M
3/4
2
, let X ∼ HMC(x(0), f, ǫ, h) and Y ∼ e−f . Then, we have
that
W2(X,Y ) ≤ ǫ√
m2
.
In addition, the number of iterations is
N = O
(
1
m2h2
)
· log
(
‖∇f(x(0))‖22/m2 + d
ǫ
)
.
Proof. To prove the W2 distance, we let x
(k) be the iterates of the algorithm HMC. Let y(k) be
the k-th step of the ideal HMC starting from a random point y(0) ∼ e−f with the random initial
direction identical to the algorithm HMC. Let x∗(k) be the 1 step ideal HMC starting from x(k−1)
with the same initial direction as y(k). Lemma 1.8 shows that
‖x∗(k) − y(k)‖22 ≤
(
1− m2h
2
4
)
‖x(k−1) − y(k−1)‖22.
Let θ = m2h
2
8 , then θ ≤ 1/(4κ
3/4)
8 ≤ 1/32. By the assumption of the noise, we have ‖x(k)−x∗(k)‖2 ≤
ǫθ
2
√
m2
. Hence, we have
‖x(k) − y(k)‖22 = ‖(x∗(k) − y(k)) + (x(k) − x∗(k))‖22
≤ (1 + θ) ‖x∗(k) − y(k)‖22 + (1 + 1/θ)‖x(k) − x∗(k)‖22
≤ (1 + θ) (1− 2θ)‖x(k−1) − y(k−1)‖22 + (1 + 1/θ)‖x(k) − x∗(k)‖22
≤ (1− θ) ‖x(k−1) − y(k−1)‖22 + (1 + 1/θ)‖x(k) − x∗(k)‖22
≤ (1− θ) ‖x(k−1) − y(k−1)‖22 + (2/θ) ·
ǫ2θ2
4m2
.
where the second step follows by (a + b)2 ≤ (1 + θ)a2 + (1 + 1/θ)b2, the third step follows by
‖x∗(k) − y(k)‖22 ≤ (1 − 2θ)‖x(k−1) − y(k−1)‖22, the fourth step follows by (1 + θ)(1 − 2θ) ≤ (1 − θ),
the fifth step follow by θ ≤ 1/4 and ‖x(k) − x∗(k)‖2 ≤ ǫθ2√m2 .
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Applying this bound iteratively gives
‖x(k) − y(k)‖22 ≤ (1− θ)k ‖x(0) − y(0)‖22 +
ǫ2
2m2
. (20)
Let x(min) be the minimum of f . Then, we have
‖x(0) − y(0)‖22 ≤ 2‖x(0) − x(min)‖22 + 2‖y(0) − x(min)‖22. (21)
For the first term, the strong convexity of f shows that
‖x(0) − x(min)‖22 ≤
1
m2
‖∇f(x(0))‖22. (22)
For the second term, Theorem 1 in [DM16] shows that
E
[
‖y(0) − x(min)‖22
]
≤ d
m2
. (23)
Combining (20), (21), (22) and (23), we have
E
[
‖x(k) − y(k)‖22
]
≤ (1− θ)k
(
2‖∇f(x(0))‖22
m22
+
2d
m2
)
+
ǫ2
2m2
.
Picking
k =
1
θ
· log
 2‖∇f(x(0))‖22m22 + 2dm2
ǫ2
2m2
 = 1
θ
· log
(
4
ǫ2
(
‖∇f(x(0))‖22
m2
+ d
))
,
we have that
E
[
‖x(k) − y(k)‖22
]
≤ ǫ
2
m2
.
This proves that W2(X,Y ) ≤ ǫ√m2 .
4 Strongly Convex functions with Lipschitz Gradient
In this section, we give a faster sampling algorithm for strongly convex functions with Lipschitz
gradient. The purpose of this section is to illustrate that our contraction bound and ODE theorem
are useful even for functions that are not infinitely differentiable. We believe that our bound can
be beaten by algorithms designed for this specific setting.
4.1 Bounding the ODE solution
First, we prove that the HMC dynamic for these functions can be well approximated by piece-wise
degree-2 polynomials. Note that this only requires that the Hessian has bounded eigenvalues.
Lemma 4.1 (Smoothness implies the existence of degree-2 polynomial approximation). Let f be a
twice-differentiable function such that −M2 ·I  ∇2f(x) M2 ·I for all x ∈ Rd. Let 0 ≤ h ≤ 12√M2 .
Consider the HMC dynamic
d2x
dt2
(t) = −∇f(x(t)) for 0 ≤ t ≤ h,
dx
dt
(0) = v1,
x(0) = v0.
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For any integer k, there is a continuously differentiable k-piece degree 2 polynomial q such that
q(0) = v0,
dq
dt (0) = v1 and
∥∥∥d2qdt2 (t)− d2xdt2 (t)∥∥∥2 ≤ ǫh2 for 0 ≤ t ≤ h with
ǫ =
2M2h
3
k
(‖v1‖2 + ‖∇f(v0)‖2 · h) .
Proof. Let x(t) be the solution of the ODE. We define a continuously differentiable k-piece degree-2
polynomial q by
q(0) = v0 and q
′(t) =
dx(tpre)
dt
· tnext − t
tnext − tpre +
dx(tnext)
dt
· tpre − t
tnext − tpre
with tpre =
⌊
t
h/k
⌋
· hk and tnext = tpre + hk . Clearly, we have that q(0) = x(0) = v0 and dqdt (0) =
dx
dt (0) = v1. Also, we have that∥∥∥∥d2qdt2 (t)− d2xdt2 (t)
∥∥∥∥
2
=
∥∥∥∥∥
∫ tnext
tpre
d2x
dt2
(s)ds − d
2x
dt2
(t)
∥∥∥∥∥
2
≤ h
k
max
0≤t≤h
∥∥∥∥d3xdt3 (t)
∥∥∥∥
2
≤ M2h
k
max
0≤t≤h
∥∥∥∥dxdt (t)
∥∥∥∥
(24)
where we used that d
3x
dt3
(t) = −∇2f(x(t))dxdt (t) at the end.
Therefore, it suffices to bound the termmax0≤t≤h
∥∥dx
dt (t)
∥∥. Using again that d3x
dt2
(t) = −∇2f(x(t))dxdt (t),
we have that
dx
dt
(t) =
dx
dt
(0) +
d2x
dt2
(0) · t+
∫ t
0
(t− s) · d
3x
dt3
(s)ds
= v1 −∇f(v0) · t−
∫ t
0
(t− s) · ∇2f(x(s))dx
dt
(s)ds.
Hence, for 0 ≤ t ≤ h, we have that∥∥∥∥dxdt (t)
∥∥∥∥
2
≤ ‖v1‖2 + ‖∇f(v0)‖2 · h+M2 ·
∫ t
0
(t− s)
∥∥∥∥dxdt (t)
∥∥∥∥
2
ds.
Solving this integral inequality, Lemma A.5 shows that
max
0≤t≤h
∥∥∥∥dxdt (t)
∥∥∥∥ ≤ (‖v1‖2 + ‖∇f(v0)‖2 · h) · cosh(√M2 · h) ≤ 2 (‖v1‖2 + ‖∇f(v0)‖2 · h)
where we used that h ≤ 1
2
√
M2
. Applying this in (24) gives this result.
The precise runtime depends on how accurate we need to solve the ODE, namely, the parameter
ǫ in Lemma 4.1. The term ‖v1‖2 can be upper bounded by O(
√
d) with high probability since v1
is sampled from normal distribution. The term ‖∇f(v0)‖2 is much harder to bound. Even for a
random v0 e
−f , the worst case bound we can give is
‖∇f(v0)‖2 = ‖∇f(v0)−∇f(x∗)‖2 ≤M2‖v0 − x∗‖2 .
√
κM2d
where we used that ‖v0 − x∗‖2 .
√
d/m2 for random v0 e
−f [DM16]. This is not enough for
improving existing algorithms, as we would need
√
κd time per iteration. The crux of this section
is to show that ‖∇f(v0)‖2 = O(
√
M2d) for most of the iterations in the HMC walk if the process
starts at the minimum of f . This is tight for quadratic f .
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Lemma 4.2 (Smoothness implies expected gradient is upper bounded). Let f be a function such
that −M2 · I  ∇2f(x)  M2 · I for all x ∈ Rd. Let x(k) be the starting point of the kth step in
HMC(x(0), f, ǫ, h) (Algorithm 1) with step size h ≤ 1
8
√
M2
. Then, we have that
1
N
E
[
N−1∑
k=0
‖∇f(x(k))‖22
]
≤ O
(
f(x(0))−minx f(x)
h2N
+M2d+
ǫ2
h4
)
ǫ is the error in solving the HMC defined in Algorithm 1.
Proof. Consider one step of the HMC dynamic. Note that
d
dt
f(x(t)) = ∇f(x(t))⊤dx
dt
.
Hence, we have
d2
dt2
f(x(t)) =
dx
dt
⊤
∇2f(x(t))dx
dt
+∇f(x(t))⊤d
2x
dt2
=
dx
dt
⊤
∇2f(x(t))dx
dt
− ‖∇f(x(t))‖2 by d
2x
dt2
= −∇f(x(t))
≤ M2 · ‖dx
dt
‖22 − ‖∇f(x(t))‖2. by ∇2f(x(t)) M2 · I (25)
In Lemma 4.1, we proved that ‖dxdt ‖2 ≤ 2
(‖dxdt (0)‖2 + ‖∇f(x(0))‖2 · h) for all 0 ≤ t ≤ h. Using
this, we have that
‖∇f(x(t))−∇f(x(0))‖ ≤ M2‖x(t)− x(0)‖2
≤ M2
∫ t
0
‖dx
dt
(t)‖2dt
≤ 2M2h ·
(
‖dx
dt
(0)‖2 + ‖∇f(x(0))‖2 · h
)
which implies
‖∇f(x(t))‖ = ‖∇f(x(0))‖ ± 2M2h
(
‖dx
dt
(0)‖ + ‖∇f(x(0))‖ · h
)
. (26)
Using our choice of h, we have that ‖∇f(x(t))‖ ≥ 12‖∇f(x(0))‖ − 2M2h · ‖dxdt (0)‖2. Putting these
estimates into (25) gives
d2
dt2
f(x(t))
≤ 2M2
(
‖dx
dt
(0)‖2 + ‖∇f(x(0))‖2h2
)
− 1
4
‖∇f(x(0))‖2 + 2M2h · ‖∇f(x(0))‖ · ‖dx
dt
(0)‖
≤ 2M2
(
‖dx
dt
(0)‖2 + ‖∇f(x(0))‖2h2
)
− 1
4
‖∇f(x(0))‖2 + 2 · (1
8
‖∇f(x(0))‖)2 + 2 · (16M2h‖dx
dt
(0)‖)2
= (2M2 + 512M
2
2 h
2)‖dx
dt
(0)‖2 − (1
4
− 2M2h2 − 1
32
)‖∇f(x(0))‖2
≤ 10M2 · ‖dx
dt
(0)‖2 − 1
8
‖∇f(x(0))‖2
24
where we used that h ≤ 1
8
√
M2
at the last two equations.
Since dxdt (0) is sampled from normal distribution, we have that
E[f(x(h))] ≤ f(x(0)) +
∫ h
0
(h− t) d
2
dt2
f(x(t))dt
= f(x(0)) + 5M2 · h2 · E
[
‖dx
dt
x(0)‖2
]
− h
2
16
‖∇f(x(0))‖2
= f(x(0)) + 5M2 · h2 · d− h
2
16
‖∇f(x(0))‖2
where the last step follows from E[‖dxdt (0)‖2] = d.
For the ODE starting from x(k), we have that
E[f(x(h))] ≤ f(x(k))− h
2
16
‖∇f(x(k))‖2 +O(M2 · d · h2).
To compare f(x(h)) and f(x(k+1)), we note that the distance between x(k+1) and x(h) is less than
ǫ in ℓ2 norm. Using (26) and the fact ∇2f M2I, the function value changed by at most
ǫ · ‖∇f(x(k+1))‖+M2 · ǫ2 = 2ǫ · ‖∇f(x(k))‖+O(ǫM2
√
dh+ ǫ2M2)
with high probability. Hence, we have
E[f(x(k+1))] ≤ f(x(k)) + 2ǫ‖∇f(x(k))‖ − h
2
16
‖∇f(x(k))‖2 +O(ǫM2
√
dh+ ǫ2M2 +M2dh
2)
≤ f(x(k)) + 2ǫ‖∇f(x(k))‖ − h
2
16
‖∇f(x(k))‖2 +O(ǫ2M2 +M2dh2)
≤ f(x(k)) + 2ǫ‖∇f(x(k))‖ − h
2
16
‖∇f(x(k))‖2 +O( ǫ
2
h2
+M2dh
2)
≤ f(x(k))− h
2
32
‖∇f(x(k))‖2 +O( ǫ
2
h2
+M2dh
2)
where the step follows from 2ab ≤ a2 + b2, the third step follows from our choice of h, the second
last step follows by 2ǫ‖∇f(x(k))‖ ≤ h264‖∇f(x(k))‖2 + 64 ǫ
2
h2
.
Summing k from 0 to N − 1, we have
N−1∑
k=0
E
[
f(x(k+1))− f(x(k)) + h
2
32
‖∇f(x(k))‖2
]
≤ N · O
(
ǫ2
h2
+M2dh
2
)
Using f(x(N)) ≥ minx f(x) and reorganizing the terms gives the desired result.
Remark 4.3. Both Lemma 4.1 and Lemma 4.2 do not need convexity.
4.2 Sampling
Now, we can apply our algorithm for second-order ODEs to the HMC dynamic. To control the
gradient of the initial point in a simple way, we start at the algorithm at a local minimum of f .
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Theorem 1.6. (Strongly Convex). Given a function f such that 0 ≺ m2 · I  ∇2f(x)  M2 · I
for all x ∈ Rd and 0 < ǫ < √d. Starting x(0) at the minimum of f , we can find a random point X
whose Wasserstein distance to Y drawn from the density proportional to e−f satisfies
W2(X,Y ) ≤ ǫ√
m2
using O(κ1.5 log(dǫ )) iterations where κ =
M2
m2
. Each iteration takes O
(
κ
1
4 d
3
2
ǫ log
(
κd
ǫ
))
time and
O
(
κ
1
4 d
1
2
ǫ log
(
κd
ǫ
))
evaluations of ∇f , amortized over all iterations.
Proof. The number of iterations follows from Theorem 3.2 with
h =
m
1/4
2
16000M
3/4
2
. (27)
To approximate the HMC dynamic, we apply the ODE algorithm (Theorem 2.5). Now, we
estimate the parameters in Theorem 2.5. Note that L1 = 0, L2 = M2, L =
√
M2, T = h,
LT ≤ 1/16000, ǫODE = ǫ·
√
m2h2
16 . Hence, if the solution is approximated by a k-piece degree 2
polynomial, we can find it in O(dk) · log( CǫODE ) time and O(k) · log( CǫODE ) evaluations where
C = O(h2)‖∇f(v0)‖+ h‖v1‖
with v0 and v1 are the initial point and initial velocity of the dynamic.
Finally, Lemma 4.1 shows that the ODE can be approximated using a
k
def
=
2 ·M2h3 (‖v1‖2 + ‖∇f(v0)‖2 · h)
ǫ/(
√
m2 · κ3/2)
piece degree 2 polynomials where v0 is the initial point and v1 is the initial velocity. Since v1 is
sampled from normal distribution, we have that
k .
1
ǫ
(
κ
1
4
√
d+
‖∇f(v0)‖2√
M2
)
.
in expectation.
Now, we apply Lemma 4.2 with ǫ =
√
m2h
2ǫ/16 and use the fact that f(x(0)) − minx f(x) ≤
‖∇f(x(0))‖22
m2
, we have
E
[
1
N
N−1∑
k=0
‖∇f(x(k))‖22
]
.
‖∇f(x(0))‖22
m2h2N
+M2d+
ǫ2
h4
.
‖∇f(x(0))‖22
m2h2N
+M2d+m2ǫ
2
. ‖∇f(x(0))‖22 +M2d+m2ǫ2
. ‖∇f(x(0))‖22 +M2d
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where the third step follows from N ≥ 1
m2h2
, our choice of h and ǫ (i.e., Eq. (27)), and we used that
ǫ ≤ √d at the end. Hence, the expected number of evaluations per each HMC iterations (amortized
over all HMC iterations) is
O(k) · log( C
ǫODE
) .
1
ǫ
(
κ
1
4
√
d+
‖∇f(x(0))‖+√M2d√
M2
)
log
(
h2(‖∇f(x(0))‖+√M2d) + h
√
d
ǫODE
)
.
1
ǫ
(
κ
1
4
√
d+
‖∇f(x(0))‖√
M2
)
log
(
1
ǫ
(
‖∇f(x(0))‖√
m2
+ κ3/4
√
d
))
where the last step follows from our choice of ǫODE =
ǫ·√m2h2
16 and our choice of h =
m
1/4
2
16000M
3/4
2
. Since
we start at the minimum of f , ‖∇f(x(0))‖ = 0 and this gives the expected number of evaluations.
Similarly, we have the bound for expected time. This completes the proof.
5 Sampling from Incoherent Logistic Loss Functions and More
In this section we prove Theorem 5.7. Since the function
f(x) =
n∑
i=1
φi(a
⊤
i x) +
m2
2
‖x‖22,
the HMC dynamic for sampling e−f(x) is given by
d2
dt2
x(t) = −∇f(x(t)) = −A⊤φ′(Ax)−m2x
where the ith row of A ∈ Rn×d is a⊤i , ∀i ∈ [n] and φ′ : Rn → Rn is defined by
φ′(s) =
(
d
ds1
φ1(s1),
d
ds2
φ2(s2), · · · , d
dsn
φn(sn)
)
.
To simplify the proof, we let s(t) = Ax(t). Then, s satisfies the equation
d2
dt2
s(t) = F (s(t)) where F (s) = −AA⊤φ′(s)−m2s. (28)
Ignoring the term m2s, F consists of two parts the first part −AA⊤ is linear and the second part is
decoupled in each variable. This structure allows us to study the dynamic s easily. In this section,
we discuss how to approximate the solution of (28) using the collocation method.
The proof consists of (a) bounding ‖s(t)‖∞, (b) bounding Lipschitz constant of F and (c)
showing that s(t) can be approximated by a polynomial.
5.1 ℓ∞ bound of the dynamic
Lemma 5.1 (ℓ∞ bound of the dynamic). Let x(j) be the jth iteration of the HMC dynamic defined
in Algorithm 1 with
f(x) =
n∑
i=1
φi(a
⊤
i x) +
m2
2
‖x‖22.
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Assume that m2 · I  ∇2f(x)  M2 · I for all x, |φ′(s)| ≤ M for all s, and that τ = ‖AA⊤‖∞→∞.
Let s(j) = Ax(j). Suppose that the step size T ≤ 12√m2 , we have that
max
j∈[N ]
‖s(j) − s(0)‖∞ = O
(√
τ
m2
+
τM
m2
)
· log(dN/η)
with probability at least 1− η.
Proof. We ignore the index of iteration (j) and focus on how s changes within each ODE first.
For any 0 ≤ t ≤ T and for any i, we have that
si(t) = si(0) + s
′
i(0)t−
∫ t
0
(t− ℓ)(AA⊤φ′(s(ℓ)))idℓ−m2
∫ t
0
(t− ℓ)si(ℓ)dℓ. (29)
Using τ = ‖AA⊤‖∞→∞ and |φ′(s)| ≤M , we have
|si(t)− si(0)| ≤ T · |s′i(0)| +
∫ T
0
(T − ℓ) · τ ·Mdℓ+m2
∫ t
0
(t− ℓ)|si(ℓ)− si(0)|dℓ+ 1
2
m2T
2|si(0)|
=
1
2
m2T
2 · |si(0)| + T · |s′i(0)| +
1
2
T 2 · τM +m2
∫ t
0
(t− ℓ)|si(ℓ)− si(0)|dℓ.
Solving this integral inequality (Lemma A.5), we get
|si(t)− si(0)| ≤
(
1
2
m2T
2 · |si(0)| + T · |s′i(0)| +
1
2
T 2 · τM
)
· cosh(√m2t)
≤ 1
4
|si(0)| + 2T · |s′i(0)| + T 2 · τM (30)
where we used that t ≤ T ≤ 12√m2 .
Using this estimate back to (29), we have∣∣∣∣si(T )− si(0)− s′i(0)T + 12m2T 2si(0)
∣∣∣∣
≤
∫ T
0
(T − ℓ)|AA⊤φ′(s(ℓ))i|dℓ+m2
∫ T
0
(T − ℓ)|si(ℓ)− si(0)|dℓ
≤
∫ T
0
(T − ℓ)τMdℓ+m2
∫ T
0
(T − ℓ)
(
1
4
|si(0)| + 2T · |s′i(0)| + T 2 · τM
)
dℓ
=
1
2
T 2 · τM + 1
2
m2T
2 ·
(
1
4
|si(0)| + 2T · |s′i(0)|+ T 2 · τM
)
≤ 1
2
T 2 · τM + 1
2
m2T
2 ·
(
1
4
|si(0)| + 1√
m2
· |s′i(0)| +
1
4m2
· τM
)
=
5
8
T 2 · τM + 1
8
m2T
2|si(0)| + 1
2
√
m2T
2 · |s′i(0)|
where the second step follows from |AA⊤φ′(s(ℓ))i| ≤ τM and (30), the third step follows from∫ T
0 (T − ℓ)dℓ = 12T 2, the fourth step follows from T ≤ 12√m2 .
Note that we bounded how much each iteration of the HMC dynamic can change the solution.
Writing it differently, we have
s
(j+1)
i = (1−
1
2
m2T
2)s
(j)
i + s
(j)
i
′
(0) · T + β
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where
|β| ≤ 1
4
m2T
2|s(j)i (0)|+
√
m2T
2 · |s(j)i
′
(0)|+ τM · T 2.
Note that s
(j)
i
′
(0) ∼ N (0, (A⊤A)i) and that
λmax(A
⊤A) = λmax(AA⊤) ≤ ‖AA⊤‖∞→∞ = τ.
Therefore, s
(j)
i
′
(0)T ∼ αi · N (0, 1) with 0 ≤ αi ≤
√
τT . Now, we simplify the dynamic to
s
(j+1)
i = (1− δ)s(j)i + αiN (j) + β
where δ := 12m2T
2, αi ≤ a :=
√
τT , and
|β| ≤ δ
2
|s(j)i (0)| + b|N (j)|+ c
with b :=
√
m2τT
2 and c := τM · T 2.
Applying Lemma 5.2, we have that
Pr
[
max
j∈[N ]
|s(j)i − s(0)i | ≥ C ·
(
a√
δ
+
c+ b
δ
)
log(N/ǫ)
]
≤ ǫ
for some constant C. Taking union bound over i ∈ [d], the bound follows from the calculation
a√
δ
+
c+ b
δ
=
√
2τT√
m2T
+
τM · T 2 +√m2τ · T 2
2m2T 2
&
√
τ
m2
+
τM
m2
.
Lemma 5.2 (Bounding the Martingale). Let X(i) be a sequence of random variable such that
X(i+1) = (1− δ)X(i) + αiN (i) + β
where N (i) ∼ N (0, 1) are independent, αi ≤ a, β ≤ δ2 |X(i)| + b|N (i)| + c with positive a, b, c and
0 < δ ≤ 1. For some constant universal C > 0, we have that
Pr
[
max
i∈[k]
|X(i) −X(0)| ≥ C ·
(
a√
δ
+
c+ b
δ
)
log(k/ǫ)
]
≤ ǫ
for any 0 < ǫ < 1.
Proof. We will first show that X(i) cannot grow to large. The proof of the other direction is similar.
Consider the potential Φ(i) = E
[
eλX
(i)
]
. Note that
Φ(i+1) ≤ E
[
eλ((1−δ)X
(i)+αiN(i)+b|N(i)|+c+ δ2 |X(i)|)
]
≤ eλcE
[
eλ(1−δ)X
(i)+ δ
2
|X(i)|
]
E
[
eλ(αiN
(i)+b|N(i)|)
]
,
where we used that N (i) are independent. Picking λ ≤ 1a+b and using N (i) ∼ N (0, 1) and |αi| ≤ a,
we have that
E
[
eλ(αiN
(i)+b|N(i)|)
]
≤ eO(λb+λ2a2).
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Therefore, for any η > 0, we have
Φ(i+1) ≤ eO(λc+λb+λ2a2) ·
(
E
[
eλ(1−δ)X
(i)+ δ
2
|X(i)|1X(i)≤η
]
+E
[
eλ(1−
δ
2
)X(i)1X(i)>η
])
≤ eO(λc+λb+λ2a2) ·
(
eλη +E
[
eλX
(i)−λ
2
δη
])
≤ eO(λc+λb+λ2a2+λη) + eO(λc+λb+λ2a2)−λ2 δηΦ(i).
Choose η = Θ( c+b+λa
2
δ ) such that O(λc+ λb+ λ
2a2)− λ2 δη ≤ 0. Hence, we have
Φ(i+1) ≤ eO(λc+λb+λ2a2+λη) +Φ(i) ≤ eO(λc+λb+λ
2a2
δ
) +Φ(i).
Picking an appropriate λ, we have the result.
5.2 Lipschitz constant of F
Now, we bound the Lipschitz constant of function F .
Lemma 5.3 (Lipschitz bound of function F ). Let Lφ′ be the Lipschitz constant of φ
′, i.e.,
‖φ′(s1)− φ′(s2)‖∞ ≤ Lφ′‖s1 − s2‖∞,∀s1, s2.
The function F defined in (28) has Lipschitz constant (Lφ′τ+m2) in ℓ∞ norm where τ = ‖AA⊤‖∞→∞.
Proof. Note that
‖F (s1)− F (s2)‖∞ = ‖AA⊤(φ′(s1)− φ′(s2))‖∞ +m2‖s1 − s2‖∞
≤ τ · ‖φ′(s1)− φ′(s2)‖∞ +m2‖s1 − s2‖∞
≤ (τ · Lφ′ +m2) · ‖s1 − s2‖∞,
where the second step follows by ‖AA⊤‖∞→∞ = τ , and second step follows by φ′ is Lφ′-Lipschitz
function.
Remark 5.4. If we think of the role of F in our second order ODE (28), then F is in fact inde-
pendent of dsdt . Therefore L1 = 0 and L2 = Lφ′τ +m2.
5.3 Existence of low-degree solutions
Next, we establish bounds on the radius up to which the solution to the ODE (28) have a low-degree
polynomial approximation.
Lemma 5.5 (Low-degree polynomial approximation). Assume that ‖AA⊤‖∞→∞ = τ and that for
all i, φ′i has Cauchy estimate M with radius r, i.e.,
∀l ≥ 0,∀a ∈ R, |(φi)(l+1)(a)| ≤M · l! · r−l.
Let s∗(t) ∈ Rn denote the solution of the ODE (28).
For any
0 ≤ T ≤ r
4
(
(Mτr +m2r(r + ‖s(0)‖∞))1/2 + ‖s′(0)‖∞
)−1
and any 0 < ǫ < 1, there is a degree D = 2 ⌈4 + log2(1/ǫ)⌉ polynomial q : R→ Rn such that
q(0) = s∗(0), q′(0) = s∗′(0), and
∥∥∥∥ d2dt2 q(t)− d2dt2 s∗(t)
∥∥∥∥
∞
≤ ǫ · r
T 2
,∀t ∈ [0, T ]
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First, we verify the condition in Lemma A.9.
Lemma 5.6. (Bounding derivatives of F ). Under the same assumptions in Lemma 5.5, we have
‖DkF (s)[∆1,∆2, · · · ,∆k]‖∞ ≤ g(k)(0) ·
k∏
j=1
‖∆j‖∞,∀k ≥ 0,∀∆1, · · · ,∆k.
where
g(x) =
τ ·M +m2 · (r + ‖s‖∞)
1− r−1x .
Proof. Recall that φ′(x) = (φ′1(x1), φ
′
2(x2), · · · , φ′n(xn)), ∀x ∈ Rn. We have
‖AA⊤Dkφ′(s)[∆1,∆2, · · · ,∆k]‖∞
≤ τ · ‖Dkφ′(s)[∆1,∆2, · · · ,∆k]‖∞ by ‖AA⊤‖∞→∞ = τ
≤ τ ·max
i∈[n]
|φ(k+1)i | · |∆1,i| · |∆2,i| · · · |∆k,i|
≤ τ ·max
i∈[n]
|φ(k+1)i |
k∏
j=1
‖∆j‖∞
≤ τ ·M · k! · r−k ·
k∏
j=1
‖∆j‖∞.
Next, the derivatives of the m2s term in F (s) = −AA⊤φ′(s) − m2s can be bounded by the
derivatives of x → m2(‖s‖∞ + x), which then can be bounded by the derivatives of x → m2(r +
‖s‖∞)/(1 − r−1x). This explains the second part of the function g.
Proof of Lemma 5.5. Theorem A.7 and Lemma 5.6 shows that
‖s∗(k)(0)‖∞ ≤ k!α
k
r−1
= r · k! · αk (31)
where
α = max
((
4
3
· (Mτ +m2(r + ‖s(0)‖∞)) · r−1
)1/2
, 2 · ‖s′(0)‖∞r−1
)
.
Since s∗ is real analytic at 0 (Theorem A.7), around t = 0, we have
s∗(t) =
∞∑
k=0
s∗(k)(0)
k!
tk.
Apply Theorem A.7 repeatedly at every t such that s∗(t) is defined, we can show that the above
equation holds as long as the right hand side converges.
31
Let q(t) =
∑D
k=0 s
∗(k)(0)tk. Then, we have that∥∥∥∥ d2dt2 q(t)− d2dt2 s∗(t)
∥∥∥∥
∞
≤
∥∥∥∥∥
∞∑
k=D+1
s∗(k)(0)
(k − 2)! t
k−2
∥∥∥∥∥
∞
≤ r ·
∞∑
k=D+1
k!
(k − 2)!α
ktk−2
≤ r
T 2
·
∞∑
k=D+1
(k − 1)k
2k
=
r
T 2
· 2−D(D2 + 3D + 4)
≤ 162
−D/2r
T 2
where we used (31) at the second inequality, αT ≤ 12 at the third inequality, and D ≥ 1 at the
fourth inequality.
5.4 Main result
Theorem 5.7 (Formal version of Theorem 1.2). Let A = [a1; a2; · · · ; an] ∈ Rn×d, φi : R→ R be a
function, and
f(x) =
n∑
i=1
φi(a
⊤
i x) +
m2
2
‖x‖2.
Let τ = ‖AA⊤‖∞→∞ and suppose that
1. f has M2 Lipschitz gradient, i.e., ∇2f(x) M2 · I for all x,
2. φ′i has Cauchy estimate M with radius r, i.e., ∀i ∈ [n], ℓ ≥ 1, s ∈ R, |φ(l+1)i (s)| ≤M · l! · r−l.
Starting at x(0), we can output a random point X such that
E
Y∝e−f
[‖X − Y ‖22] ≤ ǫ√m2
using N . k log
(
k
ǫ
( ‖∇f(x(0))‖2
m2
+ d
))
iterations with
k . κ1.5 +
Mτ
m2r
log(dN) +
τ
m2r2
log2(dN) with κ =
M2
m2
.
Each iteration takes O(d log3(1δ )) time and O(log
2(1δ )) evaluations to the function φ
′ and the matrix
vector multiplications for A and A⊤, with
δ = Ω(
1
r
)
√
λmin(A⊤A)
n ·m2 ·
ǫ
k
.
Proof. The proof consists of bounding the cost of each HMC step in Algorithm 1 and bounding the
number of steps.
Cost per iteration:
As we discussed in this section, we consider the ODE (28) instead. We will use Theorem 2.5 to
solve the ODE (28). Hence, we need to bound the parameters of Theorem 2.5, which are summarized
in Table 2.
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Parameters Value Source
k 2 Eq. (28)
L1 0 Lemma 5.3 and Remark 5.4
L2
Mτ
r +m2 Lemma 5.3 and Remark 5.4
D O(log(1/δ)) Lemma 5.5
C O(r) Eq. (34)
ǫODE O(δr) Eq. (33)
Table 2: Summary of parameters of Theorem 2.5
Parameters D and ǫODE: Let s denote its solution. Lemma 5.5 shows that if
h ≤ r
4
(
(Mτ · r +m2r(r + ‖s(0)‖∞))1/2 + ‖s′(0)‖∞
)−1
, (32)
for any δ > 0, there is a degree O(log(1/δ)) polynomial q such that
q(0) = s(0), q′(0) = s′(0), and
∥∥∥∥ d2dt2 q(t)− d2dt2 s(t)
∥∥∥∥
∞
≤ δ · r
T 2
for t ∈ [0, h]. (33)
Parameter C: To apply Theorem 2.5, we first show parameter C ≤ O(r) as follows:
C . h · (h ‖F (s(0))‖∞ + ‖s′(0)‖∞)
≤ h ·
(
h
(∥∥∥AA⊤φ′(s(0))∥∥∥
∞
+ ‖m2s(0)‖∞
)
+ ‖s′(0)‖∞
)
≤ h2τ ∥∥φ′(s(0))∥∥∞ + h2m2‖s(0)‖∞ + h‖s′(0)‖∞
≤ h2τM + h2m2‖s(0)‖∞ + h‖s′(0)‖∞
≤ r
16
+
r
16
+
r
4
≤ r. (34)
where the second step follows from (28) and triangle inequality, the third step follows from
‖AA⊤‖∞→∞ = τ , the fourth step follows from φ′ has Cauchy estimate M with radius r, and the
last step follows from (32).
Now, Theorem 2.5 shows that if h satisfies (32) and that
h ≤ 1
16000
1
L
=
1
16000
1
L1 +
√
L2
=
1
16000
√
r
Mτ +m2r
, (35)
then, we can find p such that
‖s(h)− p‖∞ ≤ O(δ · r) (36)
using O(log(1δ ) log(
C
δ·r )) = O(log
2(1δ )) evaluations of φ
′
i and O(d log
2(1δ ) log(
C
δ·r )) = O(d log
3(1δ ))
time.
To understand the condition in Eq. (32), we note that s′(0) = Av where v ∼ N (0, I). Hence,
s∗′(0) ∼ N (0, A⊤A). Note that λmax(A⊤A) = λmax(AA⊤) ≤ ‖AA⊤‖∞→∞ = τ . Hence, we have
that
‖s′(0)‖∞ = O(1) ·
√
τ · log(dN/η)
with probability at least 1− η probability for all N iterations. In Lemma 5.1, we proved that
‖s(0)‖∞ = O
(√
τ
m2
+
τM
m2
)
· log(dN/η)
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with probability at least 1− η for all N iterations.
Putting the bound on ‖s′(0)‖ and ‖s(0)‖ into the right hand side of Eq. (32) gives
1
r
(√
Mτ · r +m2r(r + ‖s(0)‖∞) + ‖s′(0)‖∞
)
(37)
.
√
Mτ
r
+
√
m2 +
√
m2
r
(√
τ
m2
+
τM
m2
)
log(dN/η) +
√
τ
r
√
log(dN/η)
≤ M
3/4
2
m
1/4
2
+
(
(τm2)
1/4
r1/2
+
√
Mτ
r
+
√
τ
r
)√
log(dN/η)
≤ M
3/4
2
m
1/4
2
+
(√
τ
r
√
log(dN/η) +
√
m2√
log(dN/η)
+
√
Mτ
r
+
√
τ
r
)√
log(dN/η)
.
M
3/4
2
m
1/4
2
+
√
τ
r
log(dN/η) +
√
Mτ
r
√
log(dN/η)
where the second step follows by Eq. (32), the third step follows by
√
m2 ≤ M
3/4
2
m
1/4
2
and
√
log(dN/η) ≥
1 , the fourth step follows by ab ≤ a2+b2, the fifth step follows by√log(dN/η) ≥ 1 and√m2 ≤ M3/42
m
1/4
2
.
Therefore,
h = Θ
(√
Mτ
r
√
log(dN/η) +
√
τ
r
log(dN/η) +
M
3/4
2
m
1/4
2
)−1
(38)
satisfies the condition in Eq. (32) and Eq. (35). It also satisfies the condition in Theorem 3.2
(h ≤ m
1/4
2
2M
3/4
2
).
Next, we note that the corresponding HMC dynamic x∗(h) is given by
x∗(h) = (A⊤A)−1A⊤s∗(h).
Let p be the approximate of s∗(h) we find using Theorem 3.2 and q = (A⊤A)−1A⊤p, then, we have
‖x∗(h)− q‖2 = ‖(A⊤A)−1A⊤s∗(h)− (A⊤A)−1Ap‖2
≤ ‖(A⊤A)−1A⊤‖2→2 · ‖s∗(h)− p‖2
≤ ‖(A⊤A)−1A⊤‖2→2 ·O(
√
n · r · δ)
≤ (λmin(A⊤A))−
1
2 ·O(√n · r · δ),
where the first step follows by definition of x∗(h) and q, the second step follows by definition of ‖‖2→2
norm, the third step follows from ‖s∗(h)− p‖2 ≤ O(
√
nrδ) (implied by (36) and ‖‖2 ≤
√
n‖‖∞).
Using such q as an approximation of x∗(h) in Algorithm 1, Theorem 3.2 shows that the W2 error
of the sampled point is bounded by
O
(
(λmin(A
⊤A))−
1
2 · √n · r · δ
)
≤ ǫ · θ
2
√
m2
.
where θ = m2h
2
8 and the last step follows from picking
δ = c · 1
r
√
λmin(A⊤A)
n ·m2 · ǫ · θ
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for some small enough c. The cost of each iteration follows from Theorem 2.5 and all parameters
we pick.
Number of iterations:
Theorem 3.2 shows that the number of iterations is
O
(
1
θ
)
·
(
log
(
1
θ · ǫ
)
+ log
(
‖∇f(x(0))‖2
m2
+ d
))
.
Finally, we bound the term 1/θ as follows
1
θ
.
1
m2
(
Mτ
r
log
(
dN
η
)
+
τ
r2
log2
(
dN
η
)
+
M
3/2
2√
m2
)
= κ1.5 +
Mτ
m2r
log
(
dN
η
)
+
τ
m2r2
log2
(
dN
η
)
.
where we used κ = M2/m2 and (38).
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Appendix
A Preliminaries
A.1 Notation
For any function f , we define O˜(f) to be f · logO(1)(f). In addition to O(·) notation, for two
functions f, g, we use the shorthand f . g (resp. &) to indicate that f ≤ Cg (resp. ≥) for an
absolute constant C.
Definition A.1 (p→ q norm). Given matrix A ∈ Rn×d, we define ‖‖p→q norm as follows
‖A‖p→q = max
x∈Rd
‖Ax‖q
‖x‖p .
‖A‖∞→∞ is a special case where p =∞ and q =∞.
Definition A.2 (Wasserstein distance). The k-th Wasserstein distance between two probability
measure µ and ν is
Wk(µ, ν) =
(
inf
(X,Y )∈C(µ,ν)
E
[
‖X − Y ‖k
])1/k
,
where C(µ, ν) is the set of all couplings of µ and ν.
Definition A.3 (Cauchy’s estimates). We say function φ has Cauchy estimate M and radius of
convergence r, if for all x ∈ R and for all integers l ≥ 0
|φ(l)(x)| ≤M · l! · r−l.
Lemma A.4. If the number of non-zeros for each row of AA⊤ is bounded by s, then
λmax(AA
⊤) ≤ ‖AA⊤‖∞→∞ ≤
√
s · λmax(AA⊤).
Proof. Let v be the maximum eigenvalue of AA⊤. Then, we have that
AA⊤v = λmax(AA⊤) · v.
Since ‖AA⊤‖∞→∞ = max‖v‖∞=1 ‖AA⊤v‖∞, we have that λmax(AA⊤) ≤ ‖AA⊤‖∞→∞.
For the another direction,
‖AA⊤‖∞→∞ = max
i
∑
j
|AA⊤|ij ≤ max
i
√
s ·
√∑
j
(AA⊤)2ij
≤ √s ·max
i
max
‖v‖2=1
e⊤i AA
⊤v =
√
s · λmax(AA⊤).
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A.2 Simple ODEs
We prove two helper lemmas (Lemma A.5 and A.6) for the later use.
Lemma A.5. Given a continuous function v(t) and positive scalars β, γ such that
0 ≤ v(t) ≤ β + γ
∫ t
0
(t− s)v(s)ds.
We have that v(t) ≤ β cosh(√γt) for all t ≥ 0.
Proof. Let v(t) be the solution of the integral equation v(t) = β + γ
∫ t
0 (t − s)v(s)ds. Note that v
satisfies the ODE
v′′(t) = γv(t), v′(0) = 0, v(0) = β.
Solving it, we have v(t) = β cosh(
√
γt). Hence, it suffices to prove that v(t) ≤ v(t) for all t ≥ 0.
Fix any ǫ > 0. We let T be the supremum such that (1+ǫ)v(t) ≥ v(t) for all 0 ≤ t ≤ T . Suppose
T < +∞. Then, we have that
v(T ) ≤ β + γ
∫ T
0
(T − s)v(s)ds ≤ β + (1 + ǫ)γ
∫ T
0
(T − s)v(s)ds < (1 + ǫ)v(T ).
By the continuity of v and v, we show that T is not the supremum. This is a contradiction.
Therefore, T = +∞ for any ǫ > 0.
Lemma A.6. Given a continuous function v(t) and positive scalars β, γ such that
0 ≤ v(t) ≤ β + γ
∫ t
0
v(s)ds.
We have that v(t) ≤ βeγt for all t ≥ 0.
Proof. The proof is identical to Lemma A.5.
Let v(t) be the solution of the integral equation v(t) = β + γ
∫ t
0 v(s)ds. Note that v satisfies the
ODE
v′′(t) = γv(t), v′(0) = 0, v(0) = β.
Solving it, we have v(t) = β exp(γt). Hence, it suffices to prove that v(t) ≤ v(t) for all t ≥ 0.
Fix any ǫ > 0. We let T be the supremum such that (1+ǫ)v(t) ≥ v(t) for all 0 ≤ t ≤ T . Suppose
T < +∞. Then, we have that
v(T ) ≤ β + γ
∫ T
0
v(s)ds ≤ β + (1 + ǫ)γ
∫ T
0
v(s)ds < (1 + ǫ)v(T ).
By the continuity of v and v,we show that T is not the supremum. This is a contradiction. Therefore,
T = +∞ for any ǫ > 0.
A.3 Cauchy Estimates and Method of Majorants
In order to prove the solution of the HMC dynamic can be approximated by a low degree polynomial,
we first give a general bound the kth derivative of the second order ODE u′′(t) = F (u(t)), by reducing
it to bounding derivatives of a one-variable ODE. The low degree result then follows from: first, we
take the Taylor expansion of the original function; second, truncate it at a certain degree; finally we
can claim that the low-degree truncation provides a good approximation to the original function.
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Theorem A.7. Given vectors v1, v0 ∈ Rd and any norm ‖ · ‖ on Rd. Let U ⊂ Rd be a neighborhood
of v0 and that F : U → Rd is real analytic near v0. Suppose that
‖D(k)F (v0)[∆1,∆2, · · · ,∆k]‖ ≤ k! · a · ck
k∏
j=1
‖∆j‖ for all k ≥ 0.
Then, the ODE
d2
dt2
u(t) = F (u(t)),
d
dt
u(0) = v1, u(0) = v0 (39)
has a unique real analytic solution around t = 0. Furthermore, we have
‖u(k)(0)‖ ≤ k!α
k
c
∀k ≥ 1
with α = max(
√
4
3ac, 2‖v1‖c).
Theorem A.7 involves two steps. The first step (Lemma A.9) involves bounding the derivatives
of the solution of the multivariate ODE (39) by its scalar version. The second step (Lemma A.10)
involves bounding the scalar ODE directly.
The first step follows directly from the majorization proof of Cauchy–Kowalevski theorem. See
[vdH03] for an introduction of the method of majorants. This theorem usually stated qualitatively
without an explicit bound. For completeness, we include a proof for the first step.
Theorem A.8 (Cauchy–Kowalevski theorem [Cau42, Kow75, Kas83, Nak94]). Given vectors vk−1,
vk−2, · · · , v0 ∈ Rd. Let U ⊂ Rkd+1 be a neighborhood of z def= (vk−1, vk−2, · · · , v0, 0) and that
F : U → Rd is a real analytic near z. Then, the ODE
dk
dtk
x(t) = F
(
dk−1
dtk−1
x(t), · · · , x(t), t
)
,
di
dti
x(0) = vi,∀i ∈ {k − 1, · · · , 1, 0}
has a unique real analytic solution around t = 0.
Lemma A.9. (Bounding multivariate ODE by scalar ODE). Given vectors v1, v0 ∈ Rd and any
norm ‖ · ‖ on Rd. Let U ⊂ Rd be a neighborhood of v0 and that F : U → Rd is a real analytic near
v0. Suppose that
‖D(k)F (v0)[∆1,∆2, · · · ,∆k]‖ ≤ f (k)(0)
k∏
j=1
‖∆j‖ for all k ≥ 0
for some real analytic function f around 0. Then the ODE (39) has a unique real analytic solution
around t = 0. Furthermore, for any b ≥ ‖v1‖, we have
‖u(k)(0)‖ ≤ ψ(k)(0) ∀k ≥ 1
where ψ is the solution of the ODE
ψ′′(t) = f(ψ(t)), ψ′(0) = b, ψ(0) = 0.
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For many functions F , including the HMC dynamic or complex analytic F , we can pick bound
the derivatives of F by the function f(x) = a1−cx for some a and c in Lemma A.9. Therefore, we
only need to give a bound on the scalar ODE for this function f .
Lemma A.10. (Bounding scalar ODE) Let f(x) = a1−cx with positive a and c. Let ψ(t) denote the
solution of the ODE
ψ′′(t) = f(ψ(t)), ψ′(0) = b, ψ(0) = 0
with b ≥ 0. Then,
ψ(k)(0) ≤ k!α
k
c
∀k ≥ 1
with α = max(
√
4
3ac, 2bc).
Finally, we note that Theorem A.7 follows from Lemma A.9 and Lemma A.10 with f(x) =
a
1−cx .
B Deferred Proof for ODE (Section 2)
B.1 Proof of general k-th order ODE
The goal of this section is to prove Theorem 2.4.
Proof. We define x(t) ∈ Rkd,
x(t) = (x1(t), x2(t), · · · , xk(t)) =
(
c1
dk−1
dtk−1
x(t), c2
dk−2
dtk−2
x(t), · · · , ckx(t)
)
,
where x1(t) ∈ Rd, x2(t) ∈ Rd, · · · , xk(t) ∈ Rd. We define the norm on Rkd by ‖x‖ =
∑k
i=1 ‖xi‖.
Then we have
d
dt
x(t) =
(
c1
dk
dtk
x(t), c2
dk−1
dtk−1
x(t), · · · , ck d
dt
x(t)
)
.
In order to have F (x(t), t) = ddtx(t), we let
F (x(t), t) =
(
c1F
(
c−11 x1(t), c
−1
2 x2(t), · · · , c−1k xk(t), t
)
, c2c
−1
1 x1(t), c3c
−1
2 x2(t), · · · , ckc−1k−1xk−1(t)
)
.
Now, we check that indeed
d
dt
x(t) =
(
c1
dk
dtk
x(t), c2
dk−1
dtk−1
x(t), · · · , ck d
dt
x(t)
)
=
(
c1F
(
dk−1
dtk−1
x(t),
dk−2
dtk−2
x(t), · · · , x(t), t
)
, c2
dk−1
dtk−1
x(t), · · · , ck d
dt
x(t)
)
=
(
c1F
(
c−11 x1(t), c
−1
2 x2(t), · · · , c−1k xk(t), t
)
, c2c
−1
1 x1(t), c3c
−1
2 x2(t), · · · , ckc−1k−1xk−1(t)
)
F (x(t), t).
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We bound the Lipschitz constant of function F by
‖F (y(t), t) − F (z(t), t)‖ ≤ c1
k∑
i=1
Lic
−1
i ‖yi(t)− zi(t)‖+
k−1∑
i=1
ci+1c
−1
i ‖yi(t)− zi(t)‖
=
k−1∑
i=1
(c1Lic
−1
i + ci+1c
−1
i )‖yi(t)− zi(t)‖+ c1Lkc−1k ‖yk(t)− zk(t)‖.
We choose c1 = 1, ci =
∑k
j=i L
(i−1)/j
j +
1
T
i−1 , ∀i ∈ {2, · · · , k} where T = 4γϕT . Then we can
calculate for each i ∈ [k − 1],
c1Lic
−1
i + ci+1c
−1
i =
Li∑k
j=i L
(i−1)/j
j +
1
T
i−1
+
∑k
j=i+1 L
i/j
j +
1
T
i∑k
j=i L
(i−1)/j
j +
1
T
i−1
=
Li
L
(i−1)/i
i +
∑k
j=i+1L
(i−1)/j
j +
1
T
i−1
+
∑k
j=i+1L
i/j
j +
1
T
i∑k
j=iL
(i−1)/j
j +
1
T
i−1
≤ L1/ii +
k∑
j=i+1
L
1/j
j +
1
T
=
k∑
j=i
L
1/j
j +
1
T
For i = k, we have
c1Lkc
−1
k =
Lk
L
(k−1)/k
k +
1
T
k−1
≤ L1/kk .
Thus,
‖F (y(t), t) − F (z(t), t)‖ ≤
 k∑
j=1
L
1/j
j +
1
T
 · k∑
i=1
‖yi(t)− zi(t)‖ =
 k∑
j=1
L
1/j
j +
1
T
 ‖y(t)− z(t)‖.
It gives the following Claim:
Claim B.1. Function F has Lipschitz constant L =
∑k
j=1L
1/j
j +
1
T
.
Then, we consider the following first order ODE,
d
dt
x(t) = F (x(t), t),
x(0) = (c1vk−1, c2vk−2, · · · , ckv0)
Let x∗(t) ∈ Rkd denote the optimal solution, then
x∗(t) =
(
c1
dk−1
dtk−1
x∗(t), c2
dk−2
dtk−2
x∗(t), · · · , ckx∗(t)
)
.
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Now, we prove that ddtx
∗(t) is approximate by some element in Vd. Let q : R → Rkd be defined as
follows
q(t) =
(
c1q
(k)(t), c2q
(k−1)(t), · · · , ckq(1)(t)
)
.
Then, ∥∥∥∥q(t)− ddtx∗(t)
∥∥∥∥
=
∥∥∥∥(c1q(k)(t), c2q(k−1)(t), · · · , ckq(1)(t))− (c1 dkdtkx∗(t), c2 dk−1dtk−1x∗(t), · · · , ck ddtx∗(t)
)∥∥∥∥
=
k∑
i=1
ci
∥∥∥∥q(k+1−i)(t)− dk+1−idtk+1−ix∗(t)
∥∥∥∥
≤
k∑
i=1
ci
ǫ
T
k+1−i =
1
T
ǫ
k∑
i=1
ci
T
k−i︸ ︷︷ ︸
ǫ
.
By the assumption on T , we have that γϕLT ≤ 1/2 and hence theorem 2.3 finds
x(N)(t) = (x
(N)
1 (t), x
(N)
2 (t), · · · , x(N)k (t)) ∈ Rkd
such that
‖x(N)(t)− x∗(t)‖ ≤ 20γϕǫ (40)
This implies that ∥∥∥∥c−1i x(N)(t)− dk−idtk−ix∗(t)
∥∥∥∥ ≤ 20c−1i γϕǫ,∀i ∈ [k]. (41)
To bound the last term, we show the following Claim:
Claim B.2. Let ǫ = ǫ
∑k
i=1
ci
T
k−i . If we choose c1 = 1 and ci =
∑k
j=i L
(i−1)/j
j +
1
T
i−1 , ∀i ∈
{2, · · · , k}, then
c−1i ǫ ≤
ǫ
T
k−i (2k + 1).
Proof. For each i ∈ [k],
c−1i ǫ = c
−1
i ǫ
k∑
j=1
cj
T
k−j =
ǫ
T
k−i
k∑
j=1
cjc
−1
i
T
i−j
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We can lower bound the term
cjc
−1
i
T
i−j as follows,
cjc
−1
i
T
i−j =
∑k
l=j L
(j−1)/l
l +
1
T
j−1
T
i−j
(
∑k
l=i L
(i−1)/l
l +
1
T
i−1 )
=
∑k
l=j L
(j−1)/l
l +
1
T
j−1∑k
l=i T
i−j
L
(i−1)/l
l +
1
T
j−1
≤
∑k
l=j L
(j−1)/l
l +
1
T
j−1
1
T
j−1
= 1 +
k∑
l=j
(L
1/l
l T )
j−1
Therefore, we have
c−1i ǫ =
ǫ
T
k−i
k∑
j=1
cjc
−1
i
T
i−j
≤ ǫ
T
k−i
k∑
j=1
1 + k∑
l=j
(L
1/l
l T )
j−1

≤ ǫ
T
k−i
2k + k∑
j=1
(
k∑
l=1
L
1/l
l T
)j
≤ ǫ
T
k−i
2k + k∑
j=1
(1/2)j

where we used γϕLT ≤ 1/8 at the end. Thus we complete the proof of Claim.
Now, using the claim to (41), we have the error is
20(2k + 1)γϕ
ǫ
T
k−i ≤ 20(2k + 1)γϕ
ǫ
T k−i
.
To bound the number of iterations needed in the log term in Theorem 2.3, we note that∫ T
0
‖F (x(0), s)‖ds = c1
∥∥∥∥∫ T
0
F (c−11 x1(0), c
−1
2 x2(0), · · · , c−1k xk(0), s)ds
∥∥∥∥ + T · k−1∑
i=1
ci+1c
−1
i ‖xi(t)‖
=
∥∥∥∥∫ T
0
F (
dk−1
dtk−1
x(0),
dk−2
dtk−2
x(0), · · · , x(0), s)ds
∥∥∥∥ + T · k−1∑
i=1
ci+1
∥∥∥∥ dk−idtk−ix(0)
∥∥∥∥ .
Note that
ci+1 ≤
k∑
j=1
L
i/j
j +
1
T
i
≤ Li + 1
T
i
≤ 2
T
i
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where we used LT ≤ 12 . Hence, the number of iterations we need is
O
(
D log
(
1
ǫ
(∥∥∥∥∫ T
0
F (vk−1, vk−2, · · · , v0, s)ds
∥∥∥∥+ k−1∑
i=1
‖vi‖
T
k−i−1
)))
= O
(
D log
(
1
ǫ
(
T
k−1 ·
∥∥∥∥∫ T
0
F (vk−1, vk−2, · · · , v0, s)ds
∥∥∥∥+ k−1∑
i=1
T
i ‖vi‖
)))
where we used ǫ ≥ ǫ · ck ≥ ǫ
T
k−1 .
C Deferred Proof for Cauchy Estimates (Section A.3)
In this section, we provide the proofs of some core Lemmas/Claims used for proving Theorem A.7.
Lemma A.9. (Bounding multivariate ODE by scalar ODE). Given vectors v1, v0 ∈ Rd and any
norm ‖ · ‖ on Rd. Let U ⊂ Rd be a neighborhood of v0 and that F : U → Rd is a real analytic near
v0. Suppose that
‖D(k)F (v0)[∆1,∆2, · · · ,∆k]‖ ≤ f (k)(0)
k∏
j=1
‖∆j‖ for all k ≥ 0
for some real analytic function f around 0. Then the ODE (39) has a unique real analytic solution
around t = 0. Furthermore, for any b ≥ ‖v1‖, we have
‖u(k)(0)‖ ≤ ψ(k)(0) ∀k ≥ 1
where ψ is the solution of the ODE
ψ′′(t) = f(ψ(t)), ψ′(0) = b, ψ(0) = 0.
Proof. Theorem A.8 shows that the solution u uniquely exists and is real analytic around 0. There-
fore, we can take derivatives on both sides of u′′(t) = F (u(t)) and get
u(3)(t) = DF (u(t))[u(1)(t)],
u(4)(t) = DF (u(t))[u(2)(t)] +D2F (u(t))[u(1)(t), u(1)(t)]
u(5)(t) = DF (u(t))[u(3)(t)] + 2D2F (u(t))[u(2)(t), u(1)(t)] +D3F (u(t))[u(1)(t), u(1)(t), u(1)(t)]
... =
...
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Therefore, we have
‖u(3)(0)‖ = ‖DF (u(0))[u(1)(0)]‖
≤ f (1)(0)‖u(1)(0)‖
‖u(4)(0)‖ = ‖DF (u(0))[u(2)(0)] +D2F (u(0))[u(1)(0), u(1)(0)]‖
≤ ‖DF (u(0))[u(2)(0)]‖ + ‖D2F (u(0))[u(1)(0), u(1)(0)]‖
≤ f (1)(0)‖u(2)(0)‖ + f (2)(0)‖u(1)(0)‖2
‖u(5)(0)‖ = ‖DF (u(0))[u(3)(0)] + 2D2F (u(0))[u(2)(0), u(1)(0)]
+D3F (u(0))[u(1)(0), u(1)(0), u(1)(0)]‖
≤ ‖DF (u(0))[u(3)(0)]‖ + ‖2D2F (u(0))[u(2)(0), u(1)(0)]‖
+ ‖D3F (u(0))[u(1)(0), u(1)(0), u(1)(0)]‖
≤ f (1)(0)‖u(3)(0)‖ + 2f (2)(0)‖u(2)(0)‖‖u(1)(0)‖ + f (3)(0)‖u(1)(0)‖3
... =
...
Similarly, Theorem A.8 shows that the solution ψ uniquely exists and is real analytic around 0.
By expanding ψ′′(t) = f(ψ(t)) at t = 0, we see that
ψ(3)(0) = f (1)(0)ψ(1)(0),
ψ(4)(0) = f (1)(0)ψ(2)(0) + f (2)(0)(ψ(1)(0))2,
ψ(5)(0) = f (1)(0)ψ(3)(0) + 2f (2)ψ(2)(0)ψ(1)(0) + f (3)(0)(ψ(1)(0))3,
... =
...
Since ‖u(1)(0)‖ ≤ b = ψ(1)(0) , ‖u(2)(0)‖ = ‖F (u(0))‖ ≤ f(0) = ψ(2)(0).
For k = 3, 4, 5, · · · , we have
‖u(3)(0)‖ ≤ f (1)(0)‖u(1)(0)‖ = f (1)(0)ψ(1)(0) = ψ(3)(0)
‖u(4)(0)‖ ≤ ψ(4)(0)
‖u(5)(0)‖ ≤ ψ(5)(0)
... ≤ ...
Thus, we have that ‖u(k)(0)‖ ≤ ψ(k)(0) for all k ≥ 1.
Lemma A.10. (Bounding scalar ODE) Let f(x) = a1−cx with positive a and c. Let ψ(t) denote the
solution of the ODE
ψ′′(t) = f(ψ(t)), ψ′(0) = b, ψ(0) = 0
with b ≥ 0. Then,
ψ(k)(0) ≤ k!α
k
c
∀k ≥ 1
with α = max(
√
4
3ac, 2bc).
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Proof. Let ψ˜(t) = 1c
(
1−√1− αt) with α = max(√43ac, 2bc). Note that
ψ˜′′(t) =
α2
4c(1− αt)3/2 = f˜(ψ˜(t)) with f˜(x) =
α2
4c(1 − cx)3 .
Since α2 ≥ 43ac, we have that
f˜ (k)(0) =
a
3
· (k + 2)!
2
ck ≥ k! · a · ck = f (k)(0).
Also, we have that ψ˜(0) = 0 and ψ˜′(0) = α2c ≥ b. Hence, Lemma A.9 shows that
ψ(k)(0) ≤ ψ˜(k)(0) = α
k
c
k∏
i=1
|2i − 3|
2
≤ k!α
k
c
for all k ≥ 1.
D Cauchy Estimates of Some Functions
We first state a useful tool,
Lemma D.1. Let f : U → C be holomorphic and suppose that DR = {z : |z − z0| ≤ R} ⊂ U . Let
γR = {z : |z − z0| = R} denote the boundary of DR. For all n ≥ 0
|f (n)(z0)| ≤ n!
Rn
max
z∈γR
|f(z)|.
D.1 Logistic loss function
Lemma D.2 (Property of Logistic loss function). Let φ(t) = log(1 + e−t), then we know that φ′(t)
has Cauchy estimate M = 1 with radius r = 1.
Proof. Given the definition of φ(t), it is easy to see that
φ′(t) =
−1
1 + et
.
Let f(z) = 11+ez . Let z = a+ bi. We have
|f(z)| =
∣∣∣∣ 11 + ea cos b+ iea sin b
∣∣∣∣ = 1√(1 + ea cos b)2 + (ea sin b)2 = 1√1 + 2ea cos b+ e2a
Let z0 = a0 + ib0. We choose R = 1, then (a− a0)2 + (b− b0)2 = 1. Since we only care about real
numbers, we have b0 = 0. Then we know that b ∈ [−1, 1], which means cos b ∈ [0.54, 1]. Thus, we
have, √
1 + 2ea cos b+ e2a ≥
√
1 + ea + e2a ≥ 1.
Thus,
∣∣∣ 11+ez ∣∣∣ ≤ 1. Therefore, using Lemma D.1, for all real z0,
|f (n)(z0)| ≤ n!
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D.2 Pseudo-Huber loss function
Huber function [Hub64] has been extensively studied in a large number of algorithmic questions, e.g.
regression [CW15b, CW15a], low-rank approximation [SWZ19], clustering [BFL16], sparse recovery
[NSW19]. Formally speaking, the Huber loss function can be defined as
f(x) =
{
x2
2δ , if |x| ≤ δ;
|x| − δ/2, otherwise .
where δ > 0 is a parameter. For many applications, the Pseudo-Huber loss function can be used as
a smooth alternative for the Huber loss function.
Lemma D.3 (Property of Pseudo-Huber function). Fix any δ > 0. Let φ(x) =
√
x2 + δ2 − δ, then
we know that φ′(x) has Cauchy estimate M = 1 with radius r = δ/2.
Proof. Given the definition of function φ(x), it is easy to see that
φ′(x) =
x√
x2 + δ2
Let f(z) = z√
z2+δ2
. Let z = a+ bi. We have
|f(z)| =
∣∣∣∣∣ (a+ bi)√(a+ bi)2 + δ2
∣∣∣∣∣ =
∣∣∣∣ (a+ bi)√a2 − b2 + δ2 + 2abi
∣∣∣∣ = |(a+ bi)||√a2 − b2 + δ2 + 2abi|
For the numerator, we have |(a+ bi)| = √a2 + b2. For the denominator, we have
|
√
a2 − b2 + δ2 + 2abi| = ((a2 − b2 + δ2)2 + 4(ab)2)1/4
Let z0 = a0 + ib0. We choose R =
δ
2 , then (a− a0)2 + (b− b0)2 = (δ/2)2. Since we are only real
z0, we have b0 = 0. Then we know that b ∈ [− δ2 , δ2 ]. Thus
|f(z)| =
√
a2 + b2
((a2 − b2 + δ2)2 + 4(ab)4)1/4
≤
√
a2 + δ
2
4(
(a2 − δ24 + δ2)2 + 0
)1/4 =
√
a2 + δ
2
4√
a2 + 3δ
2
4
≤ 1.
Therefore, using Lemma D.1, for all real z0,
|f (n)(z0)| ≤ n! · (2/δ)n.
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