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We give a complete description of almost permutative varieties of algebras over an
inﬁnite ﬁeld in arbitrary characteristic.
In the present paper, we deal with associative algebras over a ﬁeld. Recall that a permutation
identity is one of the form
x1x2 · · · xn = x1σx2σ · · · xnσ,
where σ is a nontrivial permutation of a set {1, 2, . . . , n}.
Varieties or algebras that satisfy such identities are referred to as permutative. Permutation
identities were brought up for consideration within the framework of semigroup theory in the late
1950s [1]. In ring theory, to our knowledge, these were ﬁrst treated in [2]. There, it was proved that
every permutative variety of algebras over a ﬁeld of characteristic 0 has the Specht property. Later,
that result was generalized to the case of algebras over an arbitrary Noetherian commutative ring
with unity [3]. Apart from combinatorial considerations, permutation identities play a noticeable
part in research on structural aspects of ring theory [4].
We are interested in the description of permutative varieties in the language of forbidden
algebras. A list of such algebras can be created, for instance, by writing out generating algebras for
almost permutative varieties, i.e., minimal elements in the lattice of all nonpermutative varieties.
In fact, by Zorn’s lemma, every nonpermutative variety contains an almost permutative variety.
Therefore, a variety is permutative iﬀ it lacks any such generating algebra.
In this paper, we give a complete description of almost permutative varieties of algebras over
an inﬁnite ﬁeld in arbitrary characteristic. Note that a characterization of similar varieties can
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also be obtained for algebras over a ﬁnite ﬁeld. In the case of rings, we may limit ourselves to
describing almost permutative varieties generated by a ﬁnite ring. The above-mentioned results
were announced in [5, 6]; their detailed proofs will be presented later on.
In order to formulate our main results, we need identities and the notation for varieties. As
usual, for two elements x and y, the commutator xy − yx is denoted by [x, y].
Throughout the paper, p is assumed to be prime or equal to zero. We introduce a one-parameter
series TZp. A variety TZ0 is deﬁned by the identities
[x, y]u[z, t] = 0, (1)
[[x, y][z, t], u] = 0, (2)
[x[y, z]t, u] = 0, (3)
x[y, z]t = [x, y][z, t]− [x, z][y, t], (4)
x[y, z]t + t[y, x]z + z[y, t]x = 0, (5)
while TZp (p > 0), along with (1)-(5), is deﬁned also by
xpu[y, z] = 0, (6)
[y, z]uxp = 0, (7)
[xp[y, z], u] = 0, (8)
[[y, z]xp, u] = 0, (9)
[xypz, u] = 0, (10)
[xpyp, z] = 0, (11)
xyp + ypx = yxyp−1, (12)
xypz − zypx = [z, x]yp + yp[z, x]. (13)
Our goal is not to minimize the list of identities. Therefore, for instance, identity (3) is included,
despite its being an obvious consequence of (2) and (4).
Denote by TDp (p > 2) a variety satisfying the identities
[x, y][z, t] = 0, (14)
[[x, y], z] = 0, (15)
xp = 0. (16)
We will write TD0 for a variety speciﬁed by (14) and (15). The last variety in the series, TD2,
is given by
x2y2 = 0, (17)
[x2, y] = 0. (18)
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THEOREM. A variety of algebras over an inﬁnite ﬁeld of characteristic p ≥ 0 is almost
permutative if and only if it coincides with TZp or with TDp.
The varieties in the formulation of the theorem are generated by algebras that have a visual
matrix representation.
Let F be a ﬁeld and U an algebra over F . Put
TZ(U) =
⎧
⎪⎨
⎪⎩
⎛
⎜
⎝
a b c
0 0 d
0 0 a
⎞
⎟
⎠
⎫
⎪⎬
⎪⎭
, TD(U) =
⎧
⎪⎨
⎪⎩
⎛
⎜
⎝
a b c
0 a d
0 0 a
⎞
⎟
⎠
⎫
⎪⎬
⎪⎭
,
where a, b, c, d run through U ,
KF, n = 〈k1, k2, . . . | kikj = kjki, kni = 0, i, j = 1, 2 . . .〉 for n > 0, and
KF, 0 = 〈k1, k2, . . . | kikj = kjki, i, j = 1, 2 . . .〉.
PROPOSITION 1. Let F be an inﬁnite ﬁeld of characteristic p ≥ 0. The varieties TZp and
TDp are generated by algebras TZ(KF,p) and TD(KF,p), respectively.
From the theorem and Proposition 1, we can readily obtain a characterization of permutative
varieties in the language of forbidden algebras.
COROLLARY 1. Let F be an inﬁnite ﬁeld of characteristic p ≥ 0. A variety of F -algebras is
permutative if and only if it does not contain algebras TZ(KF,p) and TD(KF,p).
1. AUXILIARY RESULTS
In this section, we look into general properties of almost permutative varieties. Let F be a ﬁeld.
A free F -algebra with a countable set X of generators is denoted by F 〈X〉 and its elements are
called polynomials. Recall that an ideal of F 〈X〉 that is closed under endomorphisms is referred to
as a T -ideal. It is easy to verify that the set of all polynomials f(x¯), for which the equality f(x¯) = 0
is an identity of some variety M, form a T -ideal. Such is called an ideal of identities for M and
is denoted by T (M). Furthermore, a T -ideal generated by a polynomial f is denoted by T (f). A
polynomial is said to be homogeneous with respect to a variable x if the degrees of all its monomials
with respect to x are equal. A polynomial is polyhomogeneous if it is homogeneous with respect
to all of its variables. Every polynomial uniquely decomposes into a sum of polyhomogeneous
polynomials consisting of the maximum possible number of monomials. Such polyhomogeneous
polynomials are called polyhomogeneous components of a given polynomial. It is well known that
for inﬁnite ﬁelds, every T -ideal is polyhomogeneous. This means that together with any polynomial
f , such an ideal will contain all polyhomogeneous components of f .
LEMMA 1 [2]. Every permutative variety satisﬁes an identity of the form
t1 · · · tn[x, y]tn+1 · · · ts = 0.
Until the end of this section, we denote by V an arbitrary almost permutative variety of algebras
over an inﬁnite ﬁeld.
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LEMMA 2. Let f(x¯) /∈ T (V). Then, for some n and s, it is true that
t1 · · · tn[t0, ts+1]tn+1 · · · ts ∈ T (f) + T (V).
Proof. The ideal T (f)+T (V) is a T -ideal deﬁning a proper and, hence, permutative subvariety
of V. For some n and s, therefore, we arrive at the required inclusion
t1 · · · tn[t0, ts+1]tn+1 · · · ts ∈ T (f) + T (V).
The lemmas below will essentially facilitate ﬁnding identities for almost permutative varieties.
Let I be an arbitrary subset of F 〈X〉 and f(x, t¯) a polynomial. We say that f is linear in a variable
x modulo I if
f(x + y, t¯)− f(x, t¯)− f(y, t¯) ∈ I.
LEMMA 3. Let f(x, t¯) be a polyhomogeneous polynomial linear in x modulo T (V), and let
the degree of f with respect to x be greater than 1. Then f(x, t¯) ∈ T (V).
Proof. Denote by k the degree of f with respect to x. By hypothesis, k > 1. Suppose f(x, t¯) /∈
T (V). In view of Lemma 2,
x1 · · · xn[y1, y2]xn+1 · · · xs + g ∈ T (V);
here g is a sum of terms like uf(b, c1, . . .)v, where u, b, ci, and v are some polynomials. In view of the
linearity condition, we may assume that b is a monomial. Therefore, every letter of b occurs in each
term of f(b, c1, . . .) at least k times. In other words, no monomial in g is multilinear. The property
of T (V) being polyhomogeneous implies that x1 · · · xn[y1, y2]xn+1 · · · xs ∈ T (V). Contradiction.
LEMMA 4. Let f and g be polynomials.
(a) If x1 · · · xmf(y¯)z1 · · · zk = 0 is an identity of V, then f(y¯) = 0 is also an identity of V.
(b) If f(h(t¯), y¯) = 0 is an identity of V for any h ∈ T (xz), then f(x, y¯) = 0 likewise is an
identity of V.
(c) Let f(x¯)tg(z¯) = 0 be an identity of V. Then the following conditions are satisﬁed:
if f(x¯) /∈ T (V) then [x, y]tg(z¯) ∈ T (V);
if g(z¯) /∈ T (V) then f(x¯)t[y, z] ∈ T (V);
if g(z¯) /∈ T (V) and f(x¯) /∈ T (V) then [x, u]t[y, z] ∈ T (V).
Proof. (a), (b) Suppose f(x¯) /∈ T (V). By Lemma 2, V has an identity of the form
t1 · · · tn[t0, ts+1]tn+1 · · · ts = h(t¯), (19)
where h(t¯) ∈ T (f). In case (a) left multiplication by x1 · · · xm and right multiplication by z1 · · · zk
will turn the right part of (19) into an identity. The same eﬀect can be gained in case (b) via
substitutions ti !→ xizi (i = 0, 1, . . . , s+1). As a result, in either case (19) will be transformed into
a permutation identity. Contradiction.
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(c) Again we use Lemma 2. For instance, let f(x¯) /∈ T (V). Then V satisﬁes identity (19).
Multiplying (19) on the right by tg(z¯) will turn its right part into an identity, while the left part
of (19), after applying items (a) and (b), will assume the desired form [x, y]tg(z¯). Similarly, if
g(z¯) /∈ T (V) then f(x¯)t[y, z] = 0 is an identity of V. But if, simultaneously, f(x¯) /∈ T (V), then we
obtain [x, u]t[y, z] ∈ T (V) by taking the commutator [y, z] as g(z¯) in the last equality and using
the argument above. The lemma is proved.
In view of Lemma 4(c), there are two possibilities for V: either V possesses an identity [x, u]t[y, z]
or identities for V are not constructed by multiplying extraneous polynomials not in T (V). We show
that the last alternative is impossible. To do this, we need a method proposed in [7].
Let f(x¯) be a polynomial multilinear in all variables. We make the convention that f |xi=v
denotes a polynomial obtained by substituting in f a (possibly empty) word v for xi. For example,
if f = xyz+yzx+yxz then f |x=1 = 3yz. We introduce yet another designation. Let xiu1, . . . , xiuk
all be monomials in f starting with the letter xi; then we put fxi = u1 + · · ·+ uk. It is easy to see
that fxi does not depend on xi, and
f(x¯) =
∑
i
xifxi(x¯).
For instance, for the same polynomial f = xyz + yzx + yxz, we have fy = zx + xz.
LEMMA 5 [7]. Let f(x¯) = 0 and h(y¯) = 0 be multilinear identities for some variety M. Then,
for any i, m = 1, 2, . . . ,
f |xi=1zhym(y¯) = 0
is an identity of M.
Proof. We rewrite h(y¯) as follows: h(y¯) = ymhym +
∑
j
ujymvj , where uj and vj are some
polynomials. Consider a polynomial such as
g = f |xi=1zhym +
∑
j
f |xi=ujzvj .
It is easy to see that g is a consequence of h. This fact is obvious if f is a monomial, while in the
general case, it follows from the linearity of the construction. It remains to observe that the whole
sum (except the ﬁrst term) is a consequence of f . Thus f |xi=1zhym ∈ T (M).
LEMMA 6. Every almost permutative variety V satisﬁes an identity [x, u]t[y, z] = 0.
Proof. Assume the contrary. By Lemma 2, V has an identity of the form f(x¯) = 0, where
f(x¯) = x1 · · · xn[x0, xm+1]xn+1 · · · xm + g(x¯),
and g ∈ T ([x, y][z, t]). In this instance we may assume the following: ﬁrst, f = 0 is a multilinear
identity, and so m ≥ 2; second, f = 0 has the least degree among all identities of this sort in V.
Since f |xm=1 and f are of the same form, but the degree of f |xm=1 is smaller than the degree of
f , f |xm=1 cannot lie in T (V). Let h(y¯) = 0 be a multilinear identity of minimal degree in V. Then
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hy1 /∈ T (V). By Lemma 5, f |xm=1zhy1 = 0 is an identity of V. If we apply Lemma 4(c) we obtain
[x, y]u[z, t] ∈ T (V). Contradiction.
LEMMA 7. If an almost permutative variety V satisﬁes an identity [[x, y], z] = 0, then, for
any multilinear polynomial f(x¯) in T (V) and any i, a polynomial f |xi=1 also lies in T (V).
Proof. Note that for h(x, y, z) = [[x, y], z], we have hx = yz (see the notation before Lemma 5).
According to Lemma 5, together with any multilinear identity f(x¯) = 0, V also satisﬁes identities
f |xi=1uyz = 0 (i = 1, 2, . . .). In view of Lemma 4(a), therefore, f |xi=1 = 0 (i = 1, 2, . . .) are
identities as well.
2. PROOF OF THE THEOREM: NECESSITY
In this section, we show that every almost permutative variety V is contained in one of the
varieties mentioned in the formulation of the theorem.
PROPOSITION 2. If [x, u][y, z] /∈ T (V), then V is a subvariety of TZp.
Proof. By Lemma 6, V satisﬁes identity (1). It is easy to see that V has identity (2) too. Indeed,
in view of Lemma 2,
x1 · · · xn[t, y]xn+1 · · · xs ∈ T ([x, y][z, t]) + T (V).
The substitution t !→ [x, u][z, t] turns the above inclusion into the following:
x1 · · · xn[[x, u][z, t], y]xn+1 · · · xs ∈ T ([x, y][z, t][u, v]) + T (V).
To obtain identity (2), it remains to observe that [x, y][z, t][u, v] = 0 is an identity of V and discard
redundant variables using Lemma 4(a).
Our present goal is to establish the availability of identities (4) and (5).
LEMMA 8. Suppose that under the hypotheses of Proposition 2,
g(x0, . . . , xm+1) = x0f(x1, . . . , xm)xm+1
and f(x¯) is linear in all variables modulo T (V). In addition, let
g(x0, . . . , u[xi, y]︸ ︷︷ ︸
i
, . . . , v[xj , z]
︸ ︷︷ ︸
j
, . . . , xm+1) = 0
be an identity of V for any i and j (0 ≤ i < j ≤ m + 1) and for arbitrary (possibly empty) words
u and v. Then f(x1, . . . , xm) = 0 is an identity of V.
Proof. Assume f(x1, . . . , xm) /∈ T (V). By Lemma 4(a), g(x0, . . . , xm+1) /∈ T (V), and in view
of Lemma 2,
x1 · · · xn[y1, y2]xn+1 · · · xs ∈ T (g) + T (V).
It is not hard to verify that under the hypothesis of the lemma, the substitution y1 !→ t[y1, z1],
y2 !→ [y2, z2] turns the above inclusion into the following:
x1 · · · xn[t[y1, z1], [y2, z2]]xn+1 ∈ T (V).
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Now it suﬃces to use an identity [x, u]t[y, z] = 0 and apply Lemma 4(a). Ultimately we obtain an
identity [y1, z1][y2, z2] = 0. Contradiction.
We come back to the proof of Prop. 2.
Put f(x, y, z, t) = x[y, z]t−([x, y][z, t]−[x, z][y, t]). It is easy to see that this polynomial satisﬁes
the hypotheses of Lemma 8, Obviously, the polynomials [u, v]f(x, y, z, t) and f(x, y, z, t)[u, v] are
in T ([x, y]z[u, v]). Veriﬁcation that commutators substituted for any two variables turn f(x, y, z, t)
into 0 modulo (1) and (2) is routine and so omitted. By virtue of Lemma 8, f(x, y, z, t) = 0 is an
identity of V. Thus V satisﬁes identity (4). Recall that (2) and (4) imply (3).
It is easy to verify that the polynomial x[y, z]t+t[y, x]z+z[y, t]x now satisﬁes all the conditions
imposed on f in Lemma 8. In view of this lemma, therefore, V possesses identity (5).
If the ground ﬁeld F is a ﬁeld of characteristic 0, then the proof of the proposition is completed.
We turn to the case p > 0. Notice that all polynomials in (6)-(9) satisfy the hypothesis of Lemma 3.
The polynomials each is linear in x modulo T (V) (recall that V satisﬁes (1)-(5)) and has degree p
with respect to x. Identities (6)-(9) are satisﬁed in V by Lemma 3. A similar argument applies to
polynomials in (10) and (11), which are linear in y modulo (1)-(9).
Now we embark on identity (12). In view of Lemma 8, V satisﬁes
s+p+1(y¯) =
∑
σ∈Sp+1
y1σ · · · y(p+1)σ = 0.
In fact, by virtue of (1)-(4),
s+p+1(u[y1, x], v[y2, z], y3, . . . , yp+1)
= p!u[y1, x]v[y2, z]y3 · · · yp+1 + p!v[y2, z]u[y1, x]y3 · · · yp+1 = 0,
while all the other hypotheses of Lemma 8 are obvious. Consider a polynomial h(x, y) = xpy +
yxp +
p−1∑
s=1
xsyxp−s. It is not hard to verify that
h(x + z, y) − h(x, y) − h(z, y) =
p−1∑
s=1
1
(p− s)!s!s
+
p+1(x, . . . , x︸ ︷︷ ︸
s times
, z, . . . , z
︸ ︷︷ ︸
p − s times
, y) ∈ T (V).
If we apply Lemma 8 to h(x, y) we obtain an identity h(x, y) = 0. Note that (4) gives rise to an
identity x[x, y]x = 0, which can be used to write the identity proved immediately above in the
form xpy + yxp = xyxp−1, i.e., of identity (12).
Finally, we show that V satisﬁes (13). To do this, we write the following chain of equalities:
t[x2, x1]yp + typ[x2, x1]
(7)
= (−x1[t, x2]− x2[x1, t])yp + typ[x2, x1]
(11)
= −[t, x2]ypx1 − [x1, t]ypx2 + typ[x2, x1]
(10)
= tx1ypx2 − tx2ypx1 + typx1x2 − typx2x1
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+ typ[x2, x1]
= tx1ypx2 − tx2ypx1.
Thus V satisﬁes
t([x2, x1]yp + yp[x2, x1]− x1ypx2 + x2ypx1) = 0.
If we remove the variable t from the above identity in accordance with Lemma 4(a) we arrive
at (13).
Thus V is contained in TZp. The proposition is proved.
PROPOSITION 3. Let V satisfy an identity [x, y][z, t] = 0. Then V is contained in TDp.
Proof. First we show that [x, [y, z]] = 0 is an identity of V. Assume the contrary. Then, in view
of Lemma 2, our variety contains an identity of the form
f(t¯) = t1 · · · tn[tn+1, tn+2]tn+3 · · · ts + g(t¯) = 0,
and g(t¯) ∈ T ([[x, y], z]). Suppose that f(t¯) = 0 depends on the minimum possible number of
variables among identities of this form. Since T (V) is polyhomogeneous, we may assume that f(t¯)
is a polynomial of degree 1 with respect to all variables. Clearly, s ≥ 3, i.e., there is at least one
letter to the left or right of the commutator [tn+1, tn+2]. Let it be on the left. Then
f(t¯) = t1a(t2, . . . , ts) + b(t¯) + c(t2, . . . , ts)t1,
where a − t2 · · · tn[tn+1, tn+2]tn+3 · · · ts ∈ T ([[x, y], z]), b, c ∈ T ([[x, y], z]), and the variable t1 in b
occurs only in the commutators. Therefore,
b(zt1, . . . , ts)− (zb(t¯) + b(z, t2, . . . , ts)t1) ∈ T ([x, y][u, v]).
Consider a polynomial such as
h(z, t¯) = zf(t¯) + f(z, t2, . . . , ts)t1 − f(zt1, . . . , ts)
(14)
= z(a(t2, . . .) + c(t2, . . .))t1.
Obviously, h(z, t¯) = 0 is an identity of V. Consequently, a(t2, . . .)+ c(t2, . . .) = 0 is also an identity
in view of Lemma 4(a). The last identity has the same form as f = 0, but a smaller number of
variables, the latter being a contradiction with the choice of f . Thus [[x, y], z] ∈ T (V), proving the
proposition for the case where charF = 0.
Now let charF = p > 0.
LEMMA 9. Suppose that a complete linearization f˜(z¯) with respect to all variables of a
polynomial f depends on at least three variables, and moreover, f˜ |zk=1 ∈ T (V) for any k. Then
f = 0 is an identity of V under the hypotheses of Prop. 3.
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Proof. Suppose f /∈ T (V). By Lemma 2, V satisﬁes a multilinear identity of the form
[t1, t2]t3 · · · tn =
∑
a(t¯)f˜(b1, b2, . . .)c(t¯).
This, in view of Lemma 7, remains to be an identity after the substitution
t3 !→ 1, . . . , tn !→ 1.
Since f˜(z¯) depends on at least three variables, this substitution will turn the right part into a
polynomial in T (V). As a result, we face an identity [t1, t2] = 0. Contradiction. The lemma is
proved.
In order to complete the proof of Proposition 3, as f in the hypothesis of Lemma 9 we need
only take a polynomial xp, if charF = p > 2, and polynomials x2y2 and [x2, y] if charF = 2. Then
f˜ =
∑
σ∈Sp
z1σ · · · zpσ
in the former case, and f˜ = [z1, z2][z3, z4] or f˜ = [[x, y], z] in the latter case. Obviously, these
polynomials satisfy all the necessary conditions.
Thus if charF = p > 2, then identities (14)-(16) are satisﬁed in V. If, however, charF = 2, then
V satisﬁes (17) and (18).
3. PROOF OF THE THEOREM: SUFFICIENCY
In this section, we show that the varieties given in the hypothesis of the theorem are almost
permutative. We need to verify that, ﬁrst, the varieties in the hypothesis are all nonpermutative,
and second, that their proper subvarieties are all permutative.
LEMMA 10. The varieties TZp and TDp contain algebras TZ(KF,p) and TD(KF,p),
respectively. In this case the algebras mentioned are nonpermutative.
The proof is an easy exercise and so omitted.
It remains to verify the following:
PROPOSITION 4. All proper subvarieties of TZp and TDp are permutative for any p ≥ 0.
Proof. Let M be one of the varieties TZp or TDp. By Lemma 10, M is nonpermutative.
Therefore, M contains an almost permutative subvariety V. We argue to state that this subvariety
cannot be proper.
Suppose the contrary. Then T (V) \ T (M) contains a polynomial f(x¯). We show that either
f(x¯) ∈ T (M) or f = 0 implies a permutation identity for V.
First let M = TDp. We may assume that
f(x¯) = αxk11 x
k2
2 · · · xknn +
∑
[xi, xj ]hi(x¯),
with ki < p for all i = 1, . . . , n.
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If α = 0, then we multiply f(x¯) by [y, z] and then linearize the resulting polynomial. Such a
transformation modulo the ideal T (TDp) will give rise to an identity of the form
α[y, z]t1 · · · tk1+···+kn = 0.
Contradiction.
Let α = 0. If p = 0 then we can think of the identity f = 0 as being multilinear. In view of
Lemma 7, f = 0 remains an identity after substituting 1’s for some of the variables. From f = 0,
we can now derive an identity [x, y] = 0. Let p > 0. Multiplying f(x¯) by the respective powers of
the variables xk will produce, modulo xp = 0 (p > 2) and [y, z]x2 = 0 (p = 2), an identity of the
form [x1, x2]x
p−1
1 x
p−1
2 · · · xp−1n = 0. By virtue of Lemma 4(c), V satisﬁes [x1, x2]xp−11 xp−12 = 0. Let
g(x1, t1, t2, . . . , tp) = 0 be a complete linearization of the last identity with respect to x2. Then it
is easy to see that
g(x1, zt1, t2, . . . , tp)− g(x1, t1, t2, . . . , tp)z
(14)
= [x1, zt1]x
p−1
1 t2 · · · tp − [x1, t1]xp−11 t2 · · · tpz
(14),(15)
= [x1, z]x
p−1
1 t1 · · · tp.
This, together with Lemma 4(a), implies [x1, z]x
p−1
1 = 0. If we repeat the previous step we obtain
[y, z]t1 · · · tp = 0. Contradiction.
Now let M = TZp. First we argue to state several facts about TZp.
LEMMA 11. The variety TZp satisﬁes the following identities:
x[x, y]x = 0, (20)
xp+1 = 0 if p > 0, (21)
ypxzp = 0 if p > 0. (22)
Proof. Identity (20) derives from (4) if we take z = t = x, while (21) follows from (12) for
y = x. Identity (22) can be obtained by multiplying (12) on the right by zp, applying (7) to the
right part, and cancelling equal monomials xypzp.
LEMMA 12. Let p > 0 and h(x, y¯) be a polynomial of degree p with respect to x. Then there
exists a polynomial g(x, y¯) of degree 1 with respect to x such that h(x, y¯) = g(xp, y¯) is an identity
of TZp.
Proof. It suﬃces to prove the above statement for a monomial h. Let h = u0xk1u1xk2u2 · · ·
xksus, where ui are nonempty words over an alphabet y1, y2, . . . , while k1 + · · · + ks = p. We use
induction on s. For s = 1, the statement is trivial. Let s ≥ 2. Then
h =u0xk1 [u1, xk2 ]u2 · · · xksus + u0xk1+k2u1u2 · · · xksus
(3)
= u0xp−k2[u1, xk2]u2 · · · us + u0xk1+k2u1u2 · · · xksus
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=u0xp−1[u1, x]u2 · · · us + u0xp−k2[u1, xk2−1]xu2 · · · us
+ u0xk1+k2u1u2 · · · xksus.
In the ﬁrst term of the resulting sum, all x are collected together modulo (12) and (20): i.e,
xp−1[u1, x] = xp−1u1x− xpu1 (20)= xu1xp−1 − xpu1 (12)= u1xp + xpu1 − xpu1 = u1xp.
The second term can be discarded, for it is itself an identity in view of (20). In the third term, all
x are collected in xp by the inductive assumption. Lemma 12 is proved.
LEMMA 13. A subvariety of TZp is permutative if it satisﬁes one of the identities [x, y][z, t] =
0, ypxy = 0, or xpyp + αypxp = 0 (for p > 0).
Proof. By virtue of identity (4), [x, y][z, t] = 0 implies a permutation identity x[y, z]t = 0.
Suppose that p > 0 and that ypxy = 0 is satisﬁed. In view of (21), it can be written in the
form yp[x, y] = 0. Linearizing this identity yields
p∑
i=1
(p− 1)!y1 · · · yˆi · · · yˆj · · · yp+1yi[x, yj ] = 0
(xˆi means that a variable xi does not occur in a respective product). The substitution y1 !→
[y1, z1], y2 !→ [y2, z2]u leads, in view of (1), to an identity y3 · · · yp+1[y1, z1][y2, z2]ux = 0. To obtain
[y1, z1][y2, z2] ∈ T (V), it remains to use (4).
Lastly, let xpyp + αypxp = 0 be satisﬁed. Linearizing this identity gives
p∑
i=1
(p − 1)!xpyiy1 · · · yˆi · · · yp + α
p∑
i=1
(p− 1)!y1 · · · yˆi · · · ypyixp = 0.
Substituting y1 !→ [y1, x]u, using (7), and applying Lemma 4(a) will turn the above identity into
xpy1x = 0, which implies permutativity, as shown above.
We come back to the proof of Prop. 4. Recall that V is an almost permutative subvariety of
TZp, and
f(x¯) ∈ T (V) \ T (TZp).
We may assume that for any i, the degree of a polynomial f(x¯) with respect to xi is equal to
1, p, or p + 1. Indeed, in the case of zero characteristic, we may deal with multilinear identities
only. Let p > 0. By Lemma 12, letters that occur in a monomial p times can be collected together.
Therefore, (6), (7), (20), and (21) transform into an identity of TZp every monomial of degree not
less than p + 2 with respect to some variable. In addition, if f(x¯) has degree k with respect to
x1, and 1 < k < p, then we can linearize f(x¯) with respect to x1. A polynomial g(y, x1, x2, . . .) =
f(x1 + y, x2, . . .)− f(x1, x2, . . .) − f(y, x2, . . .) cannot be contained in T (TZp). In fact, otherwise,
for any λ in the ground ﬁeld,
g(λx1, x1, x2, . . .) = (λ + 1)kf(x¯)− f(x¯)− λkf(x¯)
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= ((λ + 1)k − λk − 1)f(x¯) ∈ T (TZp).
Since 1 < k < p, the ﬁeld contains an element λ such that
(λ + 1)k − λk − 1 = 0.
Hence f(x¯) ∈ T (TZp). We have arrived at a contradiction showing that we can eﬀect a complete
linearization of f with respect to variables whose degree is less than p.
Thus the degree of f with respect to any of its variables is equal to 1, p, or p + 1.
Suppose ﬁrst that f has at least one variable whose degree is not 1. The case where two or more
variables occur in f(x¯) in degrees not less than p will rather readily lead us to a contradiction.
Due to Lemma 12 and identities (11) and (12), any such polynomial can be written in the form
αxpypx1 · · · xn +βypxpx1 · · · xn. According to Lemma 4(a), V will then satisfy an identity αxpyp +
βypxp = 0. By Lemma 13, therefore, α = β = 0. This means that f ∈ T (TZp). Contradiction.
Consider a more complicated case where exactly one variable occurs in each monomial of f at
least p times. Then this polynomial, in view of Lemma 12 and identity (10), is rewritten as follows:
n∑
i<j
βijxiy
pxjx1 · · · xˆi · · · xˆj · · · xn +
n∑
i=1
γiy
pxix1 · · · xˆi · · · xn
+
n∑
i=1
δix1 · · · xˆi · · · xnxiyp + λypx1 · · · xny.
(23)
If n = 1, then all βij are equal to 0. Note also that if n > 2, then
xiy
pxjx2 = xiypx2xj + xiyp[xj, x2]
(8)
= xiypx2xj + yp[xj , x2]xi.
If we apply (10) and (9) we obtain
xiy
px2x1 = x1ypx2xi + x2[x1, xi]yp.
In view of this, we may assume that all βij in (23) (except maybe β12) are equal to 0. We
claim that β12, γi, and δi equal 0. The substitution xk !→ [z, t]u in (23) leads to an identity
γky
p[z, t]ux1 · · · xˆk · · · xn = 0, for k = 2, and to an identity (β12 + γ2)yp[z, t]ux1x3 · · · xn = 0 for
k = 2. It is not hard to see that γk = 0 (k = 2) and γ2 = −β12. Otherwise, by Lemma 4(a),
V satisﬁes an identity yp[z, t] = 0; hence it satisﬁes ypzy = 0, which is impossible in view of
Lemma 13. A similar substitution xk !→ u[z, t] (k = 1, 2, . . .) gives rise to equalities δk = 0 (k = 1)
and δ1 = −β12. Note that for n = 1, all γk and δk are equal to 0. For n > 1, the monomial in (23)
modulo T (TZp) is rewritten as follows:
f(y, x¯) = β12(x1ypx2x3 · · · xn − ypx2x1x3 · · · xn − x2x3 · · · xnx1yp) + λypx1 · · · xny.
It is easy to verify that β12 = 0. Otherwise, if we multiply f on the right by [z, y] and use
Lemma 4(a) we obtain an identity yp[z, y] = ypzy = 0 satisﬁed in V, which implies permutativity
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in view of Lemma 13. Therefore, we may assume that γi, δi, and βij are all equal to 0. The remaining
case λ = 0, due to Lemmas 4(b) and 13, leads us to a contradiction with the nonpermutativity of
V. Thus if f is not multilinear then f ∈ T (TZp).
Now let f(x¯) be a multilinear polynomial, and let it have the least number of variables among
all such polynomials in T (V)\T (TZp). Notice that f(x¯) must necessarily be the sum of commutator
monomials. Otherwise, it is a simple matter to obtain a permutation identity by multiplying f(x¯)
on the left by [y, z]u.
Variables in commutator monomials can be rearranged using the obvious equality
[x, y]z + [y, z]x + [z, x]y = x[y, z] + y[z, x] + z[x, y]. (24)
By virtue of this fact, we may include x1 in the commutator and write
f(x¯) =
n∑
i=2
αi[x1, xi]x2 · · · xˆi · · · xn + g,
where g ∈ T (y[z, t]). Let αi = 0 for some i. Multiplying f(x¯) on the left by [u, v], making
the substitution xi !→ [xi, y], and applying (1), we obtain an identity of V of the form
αi[u, v][xi, y]x1x2 · · · xn = 0. This, by Lemmas 4(a) and (13), implies permutativity, if αi = 0.
Hence αi = 0 for all i.
In view of (4) and (24), we may assume that
f(x¯) =
n∑
i=2
βix2 · · · xˆi · · · xn[x1, xi] + g,
where g ∈ T ([x, y][z, t]). Now if we multiply f(x¯) on the right by [u, v] and make the same
substitution we see that βi = 0 for all i. Consequently, f ∈ T ([x, y][z, t]).
We rewrite f so that x1 and x2 will be contained in commutators. This can be done since V
satisﬁes (2) and the following identities:
[a, b][xj , xi]x1
(24),(1)
= −[a, b][xi, x1]xj − [a, b][x1, xi]xj,
[x1, xi][a, b]x2
(24),(1)
= −[x1, xi][b, x2]a− [x1, xi][x2, a]b,
x2[a, b][x1, xi]
(24),(1)
= −a[b, x2][x1, xi]− b[x2, a][x1, xi].
Furthermore, by virtue of (24), we may assume that for n ≥ 5, x1 and x2 are not both contained
in one commutator together. For n = 4, (4) and (5) imply
[x1, x2][x3, x4] = [x1, x3][x2, x4]− [x4, x2][x1, x3] + [x4, x1][x2, x3]
− [x3, x2][x4, x1] + [x3, x4][x2, x1].
For n = 4, we therefore assume that x1 and x2 both occur together only in the right commutator.
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In accordance with (4), we now replace in f the product [xi, x2][x1, xj ] by the diﬀerence
[xi, x1][x2, xj ]− xi[x1, x2]xj. By the above, we can suppose that
f(x¯) =λ[x3, x4][x1, x2] +
∑
i,j>2
γij[xi, x1][x2, xj ]x3 · · · xˆi · · · xˆi · · · xn
+
∑
i,j>2
δijxi[x1, x2]xjx3 · · · xˆi · · · xˆi · · · xn,
with λ = 0 if n ≥ 5. The substitution xi !→ [xi, y], xj !→ [xj , z]v transforms our polynomial into
γij[xi, y][xj , z]vx1 · · · xˆi · · · xˆj · · · xn.
Consequently, it follows by Lemmas 4(a) and 13 that the coeﬃcients γij equal 0 for any i and
any j.
If n = 4, then
f(x¯) = λ[x3, x4][x1, x2] + δ34x3[x1, x2]x4 + δ43x4[x1, x2]x3.
Substituting x3 !→ [x3, y]u in the identity f = 0 and using (1), we arrive at an identity
δ43x4[x1, x2][x3, y]u = 0. And substituting x4 !→ [x4, y]u in f = 0 gives rise to an identity
δ34x3[x1, x2][x4, y]u = 0, which entails δ34 = δ43 = 0 in view of Lemmas 4(a) and (13). The
case λ = 0 signiﬁes that [x3, x4][x1, x2] ∈ T (V). Contradiction.
Now let n > 4, i.e., λ = 0. The substitution x3 !→ [x3, y]u modulo (1) and (2) transforms f = 0
into the following identity:
( n∑
i=4
δi3
)
[x1, x2][x3, y]ux4 · · · xn = 0,
which, in view of Lemmas 4(a) and 13, means that
n∑
i=4
δi3 = 0. If in f we replace the coeﬃcient δ43
by −
n∑
i=5
δi3 and group the terms we arrive at
f(x¯) =
n∑
i=5
δi3(xi[x1, x2]x3x4 − x4[x1, x2]x3xi)x5 · · · xˆi · · · xn
+
n∑
j=4
δ3jx3[x1, x2]xjx4 · · · xˆj · · · xn
+
n∑
i,j>3
δijxi[x1, x2]xjx3x4 · · · xˆi · · · xˆj · · · xn
(3)
=
n∑
i=5
δi3x3[x4, xi][x1, x2]x5 · · · xˆi · · · xn
+
n∑
j=4
δ3jx3[x1, x2]xjx4 · · · xˆj · · · xn
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+
n∑
i,j>3
δijx3xi[x1, x2]xjx4 · · · xˆi · · · xˆj · · · xn
=x3h(x1, x2, x4, . . . , xn).
By Lemma 4(a), h ∈ T (V). On the other hand, h has the same form as f , but a smaller number of
variables, the latter being a contradiction with the choice of f . The proposition is proved.
4. PROOF OF THE THEOREM: CONSEQUENCES
Proof of the theorem. Lemma 10 and Proposition 4 show that the varieties TZp and TDp are
almost permutative. Furthermore, every almost permutative variety is contained in TZp or in TDp,
as follows by Props. 2 and 3. At the same time, Proposition 4 implies that such a variety cannot
be a proper subvariety of TZp and TDp. The theorem is proved.
Immediate consequences of Lemma 10 and the theorem are Proposition 1 and Corollary 1.
Proof of Proposition 1. By our theorem, the varieties TZp and TDp are almost permutative.
Hence any of their nonpermutative algebras cannot generate a proper subvariety, i.e., such generates
the entire variety. It remains to appeal to Lemma 10. The proposition is proved.
Proof of Corollary 1. By Zorn’s lemma, every nonpermutative variety contains an almost
permutative subvariety. Consequently, according to our theorem and Proposition 1, a variety is
permutative iﬀ it does not contain algebras TZ(KF,p) and TD(KF,p).
Below is a statement, which is valid for inﬁnite ﬁelds in positive characteristic but is invalid for
ﬁnite ﬁelds and for ﬁelds in zero characteristic.
COROLLARY 2. Let F be an inﬁnite ﬁeld of characteristic p > 0. If, in a variety, all nil
algebras of index ≤ p + 1 (for p > 2) or of index ≤ 4 (for p = 2) are permutative, then the variety
is permutative itself.
Proof. In view of Corollary 1, it suﬃces to verify that neither TZ(KF,p) nor TD(KF,p) lies in
our variety. By Lemma 10, the algebra TZ(KF,p) is nonpermutative, and by Lemma 11, it satisﬁes
an identity xp+1 = 0. Thus TZ(KF,p) is a nonpermutative nil algebra of index at most p + 1; i.e.,
TZ(KF,p) is not contained in our variety. The algebra TD(KF,p) likewise is nonpermutative and
satisﬁes xp = 0 (p > 2) or x4 = 0 (p = 2). Consequently, TD(KF,p), too, is not contained in the
variety under consideration.
REFERENCES
1. M. Yamada and N. Kimura, “Note on idempotent semigroups. II,” Proc. Japan. Acad., 34,
No. 2, 110-112 (1958).
2. V. N. Latyshev, “On the Specht property of some varieties of associative algebras,” Algebra
Logika, 8, No. 6, 660-673 (1969).
533
3. A. N. Krasil’nikov, “Finiteness of a basis of identities for some varieties of associative rings,”
in Algebraic Systems [in Russian], Ivanovo (1991), pp. 18-26.
4. T. E. Nordahl, “On permutative semigroup algebras,” Alg. Univ., 25, No. 3, 322-333 (1988).
5. O. Finogenova, “Characterizing non-matrix properties of varieties of algebras in the language
of forbidden objects,” Serdica Math. J., 38, Nos. 1-3, 473-496 (2012).
6. O. B. Finogenova, “Almost permutative varieties of associative algebras,” Mal’tsev Readings
(2012), p. 114.
7. A. R. Kemer, “Remarks on the prime varieties,” Isr. J. Math., 96, Pt. B, 341-356 (1996).
534
