NMR spectroscopy is one of the most powerful and versatile analytic tools available to chemists. The discrete Fourier transform (DFT) played a seminal role in the development of modern NMR, including the multidimensional methods that are essential for complex biomolecules, but it suffers from well-known limitations.
Introduction
NMR spectroscopy can probe all states of matter and quantify the composition of mixtures, structures of molecules, dynamics of rate processes, and thermodynamics of association. This versatility comes at a price; useful sensitivity and high resolution requires expensive magnets and lengthy experiments. The introduction of Fourier Transform (FT) NMR enabled dramatic improvements in sensitivity and resolution 1 . In FT-NMR, the response of spins to a strong RF pulse is recorded, and the discrete FT (DFT) is used to compute the spectrum. In 2D NMR, for example, a delay between two RF pulses, representing an "indirect" time dimension, is parametrically sampled by repeating the experiment using different values for the time delay. Successive Fourier transformation along the rows and the columns of the resulting data matrix yields a two-dimensional spectrum. FT-NMR readily generalizes to arbitrary numbers of dimensions 2 , enabling the resolution of individual nuclear resonances in complex systems.
The time required for a multidimensional NMR experiment is directly proportional to the number of samples in the indirect dimensions. Together, the requirements of uniform sampling (required by the DFT) with sufficiently small increments of the delay time to span the width of the spectrum (the Nyquist condition 3 ) and long evolution times (for high resolution) mean that high-resolution spectra require lengthy experiments. Conversely, shorter experiments result in lower resolution spectra. Conventional uniform sampling in a high-resolution 3D experiment can require over a week of measuring time. While 3D experiments have become routine, resolution along the indirect dimensions is usually substantially less than the acquisition dimension. 4D
experiments are far from routine, because of the time required to collect data sufficient for even moderate resolution.
The subject of this Account is the use of nonuniform sampling (NUS) methods in multidimensional NMR. NUS permits high-resolution spectra to be obtained from short data records, drastically reducing experiment times. NUS can also be tailored to increase sensitivity.
We focus on maximum entropy (MaxEnt) reconstruction, one of a number of non-Fourier methods of spectrum analysis suitable for NUS data, because it is particularly versatile and robust. Fast NMR methods are a burgeoning area of development 4 , and NUS represents just one approach, but one of the most general.
The MaxEnt method. MaxEnt reconstruction finds the spectrum that maximizes the entropy while maintaining consistency with the measured data. The use of entropy as a measure of missing information originated with Shannon and is the foundation for information theory 5 .
Consistency of the computed spectrum f with the measured data d is defined by the condition
where C(f, d) is the unweighted χ-squared statistic,
and C 0 is an estimate of the noise level; iDFT is the inverse DFT, and m is a "mock data" vector given by iDFT(f). The constrained optimization problem is converted to an unconstrained optimization through introduction of a new objective function
where S(f) is the entropy. The unconstrained problem is to find the f that minimizes Q(f, d),
where the value of the Lagrange multiplier λ is adjusted to obtain C = C 0 . C(f,d) and S(f), and thus Q(f,d), readily generalize to multiple dimensions. The seminal development of the "Cambridge" algorithm 6 , which is both robust and highly efficient, launched the modern application of the maximum entropy principle in NMR. Extensions to the Cambridge algorithm have provided additional performance gains and adapted it to the requirements of phase-sensitive NMR data 3 .
A schematic diagram for MaxEnt reconstruction is shown in Figure 1 . The algorithm begins with a trial spectrum equal to zero everywhere. At each iteration, m is computed from the current value of f. The algorithm constructs a small set of direction vectors, and computes a quadratic approximation to the entropy in the subspace spanned by these vectors. In principle multidimensional MaxEnt spectra can be reconstructed by computing the overall entropy of the full spectrum, or by computing a series of sub-spectra. For example, a 2D
MaxEnt spectrum can be computed via a series of 1D MaxEnt reconstructions in the indirect dimension following Fourier processing of the acquisition dimension. If the constraint, C 0 , is kept constant between sub-spectra, variation in the weighting (λ) of the constraint and the entropy can result. This will introduce small changes in the reconstruction between subspectra and may have a significant effect on peak shapes. By using a constant value for λ, one can eliminate the variation of the nonlinearity between sub-spectra and obtain the same result as reconstructing the entire spectrum at once. A good estimate of λ can be made by finding representative sub-spectra where the constraint C(f, d)=C 0 is satisfied and using the value of λ found for these sub-spectra to perform the complete reconstruction. The same strategy can be applied to higher dimensions, i.e. a 3D spectrum can be constructed as a series of 2D plane reconstructions. The approach of using a fixed value of λ, rather than a fixed value of C 0 , is called the constant-λ algorithm. noise near the baseline is suppressed more effectively than noise superimposed on top of broad features. This result implies an important distinction between signal-to-noise-ratio (SNR) and sensitivity. Applying the same transformation to both the signal and the noise cannot improve sensitivity, since peaks that are comparable in height to the noise level will be reduced by the same amount as the noise. The SNR may increase, but small peaks will be just as difficult to distinguish as before. In this special case, gains in SNR in the MaxEnt reconstruction are purely cosmetic. In the more general case, there may be real sensitivity gains 10,11 . However, a prudent investigator will always question whether gains in SNR really correspond to gains in sensitivity. 9 Note that as λ increases, the relative weight given to the constraint term in the objective function increases, and the transformation becomes more nearly linear. This property has been used to perform MaxEnt reconstructions that are nearly linear. 12 The nonlinearity of MaxEnt has important implications when quantification of peak intensities or volumes is required, such as nuclear Overhauser effect measurements. One approach is to tightly constrain the reconstruction to match the data, which forces the reconstruction to be nearly linear (although at the expense of noise suppression) 12, 13 . Another is to inject synthetic signals into the time domain data prior to reconstruction. A calibration curve can then be constructed by comparing measured intensities or volumes to the known amplitudes of the injected signals 14 .
MaxEnt is just one of a host of methods that have been developed as alternatives to the DFT for reconstructing spectra from NUS data. Some methods place restrictions on the way the data are sampled, for example along radial vectors in time. Others support arbitrary sampling schemes. Strengths and weaknesses of the various methods have been compared recently 4 .
Sampling fundamentals. The Nyquist sampling theorem states that to unambiguously determine frequencies, the sampling interval Δt must be at least as short as the reciprocal of the spectral width SW spanned by frequency components in the signal. Frequencies higher than 1/Δt are aliased, or mirrored about the spectral limits. The interval between frequency elements (the digital resolution) of the DFT is 1/NΔt, where N is the number of samples collected; NΔt is the maximum evolution time. The number of samples required to maintain a given maximum evolution time increases with magnetic field strength, because increasing field increases SW.
NUS schemes that sample a subset of the evolution times normally sampled using uniform sampling are called on-grid. In schemes such as radial, spiral or concentric ring, the samples do not fall on this Cartesian grid 15 . Exponentially-biased random (on-grid) sampling was the first general NUS approach applied to multidimensional NMR 16 . By analogy with matched filter apodization 17 , biasing the sampling scheme toward shorter evolution times, using an exponential weighting to match the decay rate of the signal envelope, improves sensitivity. We refer to this as envelope-matched sampling (EMS). Generalizations to sine-modulated signals, where the signal is small at the beginning, and constant-time experiments, where the signal envelope does not decay, utilize the same rationale 18, 19 . Distributions other than random have been employed;
Poisson gap sampling 20 avoids long gaps between samples while ensuring the samples are approximately randomly distributed.
It bears emphasizing that Nyquist condition does not apply to NUS: NUS invariably introduces sampling artifacts that are a form of aliasing 21 . To a good approximation, the positions and amplitudes of the sampling artifacts relative to true signals can be derived a priori from the sampling scheme. The point-spread function (PSF) is the spectrum of a real-valued sampling function K consisting of the value 1 for samples included in the NUS scheme and the value zero for samples not included in the scheme. For on-grid sampling, the PSF can be computed using the DFT. K has the property that when it multiplies a uniformly sampled data vector, element-wise, it results in a data vector in which the values not sampled in the NUS scheme have the value zero. The DFT of this zero-augmented NUS data (referred to as nonuniform DFT, nuDFT 22 ) is equal to the convolution of the DFT spectrum of the uniformly sampled data with the PSF. Thus estimating the spectrum of an NUS data set is equivalent to deconvolving the PSF from the DFT spectrum of the zero-augmented data. While nuDFT provides useful insights into the nature of NUS artifacts, it is not a DFT of NUS data, nor is it a very good estimator of the spectrum of NUS data. In addition to the PSR, another useful metric for sampling schemes is the sensitivity relative to uniform sampling. The relative sensitivity depends on the sampling scheme and the nature of the signals, principally the decay rate (or ! * ) of the signal envelope; in contrast the PSR depends only on the sampling scheme. The relative sensitivity r(K) of a sampling scheme with sampling function K for a hypothetical signal can be estimated from the signal amplitude captured by a NUS scheme divided by that for uniform sampling having the same maximum evolution times t max . For an exponentially decaying signal, the relative sensitivity of a scheme K spanning a two-dimensional grid with size n 1 by n 2 is approximately given by
where the elements of p are given by
R 2 (1) and R 2 (2) are the signal envelope decay rates, and SW(1) and SW (2) are the spectral widths in the two dimensions. A more accurate estimate would include the amount of noise captured by the NUS scheme, compared to uniform sampling. Recently systematic efforts to improve sensitivity using NUS have been reported 12, 24 .
The magnitudes of artifacts in NUS spectra depend on the distribution of sampled evolution times and the sampling coverage γ(K)=k/N, with k equal to the number of nonzero entries in K and N the total number of elements in K, which is the fraction of the evolution times from a uniform grid that are sampled by K. For the example above,
the PSR increases with increasing γ, with only the zero-frequency element of the PSF having a non-zero value for γ=1. Because large values of the nonzero frequency components result from correlations among the sampled evolution times, K composed of random evolution times will have the smallest sampling artifacts, and highest PSR, for a given coverage. For decaying sinusoids, a random sampling scheme will not have the highest sensitivity. A compromise between sensitivity and small artifacts leads to biased random sampling distributions, such as EMS 17 . PSFs, together with PSRs and relative sensitivity are shown in Fig. 3 for some representative sampling schemes, for sampling coverages of 0.3, 0.1, and 0.05. The importance of randomness in sampling schemes for suppressing sampling artifacts has been explored in depth 21, 25 .
The resolution of any sampling scheme along a given dimension, whether uniform or nonuniform, is largely determined by t max . Using the DFT, resolving spectral features separated by the natural linewidth requires sampling at evolution times of πT 2 or longer, but sampling beyond 1.26T 2 results in diminishing returns on sensitivity 26 . With MaxEnt, sampling to 1.26T 2 usually resolves spectral components separated by the natural linewidth, and thus represents a reasonable compromise between sensitivity and resolution for decaying signals. For experiments in which the evolution period is constant-time, the signal decay is determined mainly by field inhomogeneity (RF and B 0 ), and so practical limits on t max are imposed by the inhomogeneity or length of the constant time period, rather than T 2 .
The degree to which reducing sampling coverage via NUS can reduce experiment time, of the spectrum have also been shown to play a role 27, 28 . Increasing dimensionality helps in two ways, by decreasing the coherence of sampling and by increasing the sparsity of the spectrum.
Sparsity helps because non-Fourier methods of spectrum analysis such as MaxEnt and l 1 -norm reconstruction work best for recovering sparse spectra 28 . As we show below, sampling coverage can conservatively be around 1/3 for each NUS dimension (e.g. roughly an order of magnitude reduction relative to uniform sampling for two indirect dimensions), even for challenging signals with high dynamic range, while more aggressive reductions have been used successfully for low dynamic range signals.
Optimal sampling. As noted above in the discussion of sensitivity, optimizing sampling schemes can be challenging. Additional optimization can be realized by adjusting the sampling grid.
Nonuniform sampling on an oversampled grid has been shown to shift artifacts to the edges of the spectrum, outside the desired spectral window, although the magnitude of sampling artifacts is not affected 29 . Because a sampling scheme that is optimal for one signal will not necessarily be optimal for a signal containing different frequency components, the design of efficient sampling schemes involves tradeoffs. Simply put, no single NUS scheme will be best suited for all experiments. Despite these challenges, prior knowledge about the signal can successfully inform the design of efficient sampling schemes. One approach is to use "greedy" or adaptive sampling, in which a sampling scheme is iteratively generated by asking what sample (corresponding to a specific combination of indirect evolution times), added to samples already measured, will most improve some metric of performance. Suitable metrics can be derived from the PSF (to minimize sampling artifacts), the relative sensitivity, the ability to resolve expected resonances based on statistical knowledge of chemical shift distributions 30 , or from characteristics of the spectrum reconstruction prior to the next sample 31, 32 . A caveat is that while prior knowledge can greatly improve sampling efficiency when it is accurate, highly-tailored sampling schemes can be less robust than more general sampling schemes when there are deviations from the underlying assumptions 23 or high levels of experiment noise.
NUS in action. One compelling reason for adopting NUS in multidimensional NMR
experiments is dramatic savings in data collection time, without loss of resolution. The potential savings increase with magnetic field strength and with dimensionality. The time required for a multidimensional experiment is directly proportional to the number of evolution times sampled in the indirect dimensions,
where t acq is the time required to sample one FID, t rc is the recycle time between transients, n t is the number of FIDs co-averaged, k is the number of samples in the indirect dimensions (for uniform sampling = The total number of samples required for uniform sampling to either limit greatly exceeds the number typically acquired or the time devoted to data collection 33 . This means that higher dimensionality experiments that employ uniform sampling are usually sub-optimal both in sensitivity per unit time and in resolution.
In their seminal application of NUS and MaxEnt, Barna et al. 34 demonstrated rather conservative coverage ranging from 0.25 to 0.125. More substantial reductions in sampling coverage have subsequently been reported for 3D and 4D experiments, with coverages well below 0.01 common 35 , and reaching 0.0016 36 . NUS is not the only means for reducing the time required for multidimensional NMR experiments; in the SOFAST approach, the time between FIDs is reduced 37 . As SOFAST (and related methods) and NUS are complementary, they can be combined, achieving greater speedup than either approach alone 29, 38 .
Rovnyak et al. exploited NUS to resolve separate resonances reflecting magnetically inequivalent 17 O nuclei in the unit cell of hydroxyapatite crystals 39 . NUS has also been used to obtain high-resolution spectra for disordered proteins, which exhibit narrow spectral dispersion and hence crowded spectra 38, 40, 41 . The higher resolution afforded by NUS has also enabled novel assignment strategies for protein spectra that are not practical with uniform sampling 35, 42 . MaxEnt reconstruction begins with empirical data and a preliminary trial spectrum f (typically a blank spectrum). f is inverted (DFT -1 ) to create "mock" data (m) that is compared with the empirical data (d). An update to the trial spectrum is computed by searching along the gradients of the entropy and the constraint (the agreement between the empirical and mock data). The algorithm converges to the unique MaxEnt solution when the gradient of the objective function O = S-λC is zero and the gradients of S and C are antiparallel. Figure 2 . Nonlinear transformation for analytic MaxEnt. In the special case that MaxEnt is used to compute the n-element spectrum from an n-element FID, the MaxEnt spectrum is equivalent to applying a monotonic nonlinear transformation to the DFT of the FID. The nonlinear transformation (A) depends on the value of λ; in the limit of large λ (the constraint weighted more heavily than the entropy), the transformation becomes nearly linear. For small λ, the transformation scales down small amplitude signals more than large amplitude signals (B). 13 C/ 1 H planar crosssections at a 1 H frequency of 8.14 ppm. The one-dimensional cross-sections through the plots are of the 13 C row at the weakest peak ( 15 N frequency of 120.5 ppm), scaled so that the highest and lowest amplitudes are aligned. A) Using a full dataset, 6656 data samples, processed using LP extrapolation in each indirect dimension, shifted sine-bell apodization, and DFT; this data set required 36 hours of data collection B) using 100 uniformly-sampled data points (10 increments in each indirect dimension); this data requires 25 minutes of data collection. The spectrum was computed by LP extrapolation in each indirect dimension, apodization using a shifted sine-bell, and DFT. C) using NUS, with 100 random samples selected according to an exponentially weighted distribution, reconstructed using MaxEnt; this data also requires 25 minutes of data collection. D) Same as C), except using nuDFT instead of MaxEnt. The weak peak near the center of the 13 C trace in A is the "tail" of a peak at a nearby 1 H frequency; this disappears because of the narrower peaks in C. Projections of the full spectrum onto the 13 C/ 1 H plane. The one-dimensional cross-sections through the plots are expansions depicted by the rectangular boxes, scaled to align the maxima and minima. A) Using the full 6656 sample data set, processed using LP extrapolation in the indirect dimensions, shifted sine-bell apodization, and DFT (36 hours of data collection) B) using 400 uniformlysampled data points (20 increments in each indirect dimension, 25 minutes of data collection). The spectrum was computed by LP extrapolation in each indirect dimension, apodization using a shifted sine-bell, and DFT. C) using NUS, with 400 random samples selected according to an exponentially weighted distribution, reconstructed using MaxEnt; this data also requires 25 minutes of data collection. D) Same as C), except using nuDFT instead of MaxEnt. 
