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Résumé 
Dans ce mémoire, nous étudions une version de la formule d'immersion de Fokas-
Gel'fand pour les surfaces solitoniques plongées dans des espaces multidimensionnels. 
Une technique de construction des surfaces bidimensionnelles associées aux solutions 
des systèmes non-linéaires intégrables est présentée. Nous montrons qu'il est possible 
de construire des surfaces solitoniques plongées dans des algèbres de Lie associées 
à trois formes de paires de Lax pour des équations différentielles ordinaires et par-
tielles i~tégrables. Les équations de Gauss-Mainardi-Codazzi pour ces surfaces sont 
des déformations infinitésimales de la représentation de courbure nulle pour ces équa-
tions. Nous concentrons ce mémoire sur la caractérisation géométrique des surfaces 
solitoniques pour plusieurs équations différentielles apparaissant en physique et en 
mathématiques telles que les équations de Sturm-Liouville, des fonctions elliptiques 
de Jacobi et de P-Weierstrass, de Sine-Gordon, de Bianchi, de Ernst et de Schr6din-
ger non-linéaire. Pour le cas des fonctions elliptiques de Jacobi et de P-Weierstrass 
ainsi que pour l'équation de Strum-Liouville, la fonction d'onde du problème linéaire 
spectral a pu être construite explicitement. Dans ce cas, nous avons pu construire 
leurs surfaces solitoniques (plongées dans des espaces multidimensionnels euclidiens) 
associées à différents types de symétries, plus particulièrement pour les symétries 
conformes en paramètre spectral, pour les symétries de jauge ainsi que pour diverses 
symétries généralisées. 
Sébastien Bertrand A. Michel Grundland 
Abstract 
In this master thesis we investigate a version of the Fokas-Gel'fand immersion 
forrriula for solitonic surfaces immersed in multidimensional spaces. A method to 
construct bidimensional surfaces associated with solutions of integrable nonlinear sys-
tems is shown. We demonstrate that it is possible to construct solitonic surfaces 
immersed in Lie algebras associated with three forms of Lax pairs for integrable 
ordinary and partial differential equations. The Gauss-Mainardi-Codazzi equations 
for those surfaces are infinitesimal deformations of the zero curvature representation 
for these equations. We concentrate on the geometrical characterization of solitonic 
surfaces for sorne differential equations arising in physics and mathematics such as 
Sturm-Liouville, P-Weierstrass and Jacobi elliptic functions , Sine-Gordon, Bianchi, 
Ernst and nonlinear Schr6dinger equations. For the cases of P-Weierstrass and Jacobi 
elliptic functions along with Sturm-Liouville equations, the wavefunctions of their li-
near spectral problem have been constructed explicitly. So we could construct their 
solitonic surfaces (immersed in multidimensionnal Euclidean spaces) associated with 
different types of symmetries, i.e. conformaI symmetries in the spectral parameter, 
gauge symmetries and generalized symmetries. 
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Chapitre 1 
Introduction 
1.1 Objectifs 
The book of nature is written in 
the language of mathematics. 
- Galileo Galilei 
L'objectif de ce mémoire est d 'utiliser une nouvelle version de la formule d'im-
mersion pour les surfaces soli toniques plongées dans des espaces multidimensionnels 
(isomorphes à des algèbres de Lie). Cette formule d'immersion a été proposée récem-
ment par Fokas-Gel'fand [38,39] (les conditions nécessaires), puis reformulée avec les 
conditions suffisantes [49 ,51] pour construire des surfaces bidimensionnelles en terme 
d'invariance des symétries généralisées, des symétries de jauge [23,36] et des symé-
tries conformes en terme du paramètre spectral (la formule d'immersion de Sym-Tafel 
[88,89]). Cette approche permet d'établir une transformation bijective entre ces sy-
métries pour les modèles intégrables et leurs surfaces correspondantes plongées dans 
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une algèbre de Lie. Il est démontré dans ce mémoire qu 'à chaque symétrie commune 
d 'équation différentielle partielle (EDP) ou d 'équation différentielle ordinaire (EDO) 
intégrables et de son problème linéaire spectral, il est possible de construire des sur-
faces solitoniques pour lesquelles les équations de Gauss-Mainardi-Codazzi sont équi-
valentes aux déformations infinitésimales de la représentation de courbure nulle de 
leur problème linéaire spectral correspondant. L'énoncé inverse a aussi été démon-
tré. Si la fonction d'immersion d'une surface solitonique plongée dans l'algèbre de 
Lie est donnée alors il est possible de déterminer toutes les symétries généralisées 
de la courbure nulle (équivalente à l'équation initiale) et de son problème linéaire 
spectral correspondant. Ces considérations théoriques sont illustrées par plusieurs 
surfaces associées aux modèles intégrables; soit les équations différentielles partielles 
Sine-Gordon, Sinh-Gordon, Ernst, Schr6dinger non-linéaire ainsi que Bianchi et soit 
les équations différentielles ordinaires de Painlevé, Jacobi elliptiques, P-Weierstrass 
elliptique, Sturm-Liouville ainsi que Riccati. Nous établissons pour ces modèles les 
équations structurelles, plus particulièrement les deux premières formes fondamen-
tales ainsi que les relations de Gauss-Weingarten et Gauss-Mainardi-Codazzi, la cour-
bure de Gauss et la courbure moyenne de même que la fonctionnelle de Willmore. 
Ces éléments sont exprimés en terme des fonctions du modèle considéré. La procédure 
proposée de construction des surfaces correspondant à des solitons de ces systèmes 
mène à divers types de surfaces qui seront discutés dans ce mémoire. 
Dans ce mémoire, nous avons plus particulièrement construit plusieurs nouvelles 
surfaces soli toniques pour les équations différentielles elliptiques associées aux fonc-
tions de Jacobi. De nouvelles surfaces pour les fonctions en et dn , avec sn qui était 
déjà connue dans la littérature [50], ont été présentées. Ces trois fonctions forment la 
base des douze fonctions de Jacobi puisqu'elles permettent de générer les neuf autres. 
Nous avons aussi présenté de nouvelles surfaces associées à la fonction elliptique de 
P-Weierstrass. De plus, nous avons construit les surfaces pour l'équations de Sturm-
Liouville et nous avons présenté les surfaces pour le cas du potentiel de Lamé pour 
les trois types de symétrie, c'est-à-dire les symétries conformes selon le paramètre 
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spectral, les symétries de jauge ainsi que les symétries généralisées. Nous avons trouvé 
une nouvelle paire de Lax appartenant à l'algèbre $[(2, C), puis nous avons construit 
ses surfaces associées. Finalement, nous avons solutionné l'équation de récurrence de 
l'équation de Sine-Gordon pour les ordres 0, 1 et 2 ce qui nous a permis d 'obtenir des 
symétries généralisées non-triviales et nous avons construit les surfaces associées et 
caractérisé les surfaces. 
1.2 Motivation 
L'intérêt d'étudier les surfaces solitoniques des modèles intégrables est motivé par 
diverses applications en physique dans les domaines suivants : gravité bidimension-
nelle [47], théorie des champs quftntiques, théorie des cordes (bosoniques [65,80,81] et 
supercordes [15]) ; en physique statistique: modèle de Ising [73], théorie des champs 
de jauge (par exemple réduction des champs de Yang-Mills qui sont leur propre es-
pace dual vers le modèle de Ernst pour les ondes gravitationnelles cylindriques [1 ,8]), 
transition de phase (agrandissement d 'un réseau cristallin, déformation de membrane, 
ondes de surface, etc. [32,76]) ; en dynamique des fluides: le mouvement des frontières 
entre les régions de différentes densités et viscosités [20] . 
En biologie et en biochimie, les surfaces jouent un rôle essentiel dans plusieurs 
applications des phénomènes non-linéaires pour l'étude des membranes biologiques 
et des vésicules; par exemple pour les longues molécules protéïniques [33,70,79], le 
modèle des membranes Canham-Helfrich [68]. Ces modèles macroscopiques peuvent 
découler de modèles microscopiques et permettent d'expliquer les propriétés de base 
et les formes à l'équilibre pour les membranes biologiques et les interfaces des liquides 
[86]. 
En mathématiques, l'intérêt porte sur la classification pour obtenir une liste des 
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surfaces soli toniques associées aux modèles intégrables aussi complète que possible, 
d 'identifier parmis elles les cas connus, incluant les cas oubliés depuis longtemps, de 
découvrir de nouvelles classes de surfaces intégrables associées aux nouveaux systèmes 
intégrables, par exemple pour les équations de type Painlevé, de discuter de leur 
structure de singularités associées aux équations de Painlevé ainsi que comment les 
singularités se manifestent sur les surfaces. 
1.3 Bref aperçu de l'intégrabilité 
La notion de système intégrable provient du contexte de la mécanique classique 
pour les équations du mouvement qui peuvent être résolues par quadrature. Dans 
cette branche de la physique, un système mécanique est décrit par 2n coordonnées, Pi , 
qi, i = 1, ... , n et l'évolution de ce système est donnée par les équations du mouvement 
i = 1, ... , n , 
où H = H(Pi , qi) est l'Hamiltonien [13]. Il a été démontré que ce type de système 
mécanique a n fonctions en involution 1 et indépendantes au sens qu 'elles ont des gra-
dients linéairement indépendants , et tel que H est l'une d 'elles. De plus, une fonction 
f est dite la première intégrale du système si f et H sont en involution. La théorie 
moderne des systèmes intégrables a considérablement augmenté les classes exactement 
résolubles. Ceci a permis d 'explorer de nouveaux phénomènes physiques tel que les 
solitons et les « breathers ». 
En 1968, Lax [69] a introduit le concept de paire de Lax pour l'équation Korteweg-
de-Vries (KdV) pour construire des solutions exactes par la méthode de diffusion 
inverse [5]. L'équation de KdV était considérée comme la condition de compatibilité 
d'une paire d 'opérateurs linéaires commutants. De façon plus générale, la notion de 
1. Deux fonctions f et 9 sont dites d 'involution si leur crochet de Poisson est nul. (Voir l'Annexe 
A.3 sur la structure de Poisson.) 
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paire de Lax permet une autre représentation des équations du mouvement sous la 
forme 
(1.1 ) 
où les matrices dépendent des variables dynamiques et d 'un paramètre spectral À E te. 
Il est remarquable que l'équation de Lax soit une équation d 'évolution isospectrale 
pour la matrice de Lax L. L'intégrale du système du mouvement apparaît alors comme 
les valeurs propres de l'opérateur linéaire L. Toutefois, il n 'y a pas de méthode systé-
matique pour établir l'existence d 'une paire de Lax avec un paramètre spectral même 
si le système est intégrable ou si une paire de Lax est connue explicitement sans son 
paramètre spectral. 
En 1972, Zakharov et Shabat [100] ont montré que la méthode fonctionnait aussi 
pour une autre équation d 'évolution non-linéaire, c'est-à-dire l'équation non-linéaire 
de Schrodinger. En utilisant ces résultats , Ablowitz et al. [3,4] ont étendu la méthode 
de diffusion inverse vers les systèmes matriciels et ont trouvé de nouvelles équations 
qui peuvent être résolues par cette méthode. Un exemple d 'équation est l'équation de 
Kadomtsev-Petviashvili, qui est en fait une version de KdV en 2+ 1 dimensions. 
1.4 Découverte des solitons 
Le phénomène des solitons a été observé pour la première fois en 1834 par J. Scott 
Russell [85]2 : 
« J 'étais en train d 'observer le mouvement d'un bateau qui était rapidement 
tiré dans un canal étroit par une paire de chevaux quand le bateau s'est , 
soudainement arrêté contrairement à la masse d'eau dans le canal qu 'il 
avait mise en mouvement; elle s'est accumulée à la proue du bateau dans 
un état violent d 'agitation, puis l 'a laissé soudainement derrière elle, en 
2. Traduction libre 
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houlant de l'avant avec une grande vitesse, en assumant la forme d'une 
large élévation solitaire, un volume d'eau bien défini, lisse et arrondi, qui 
continua sa course tout le long du canal apparemment sans changer sa 
forme ou diminuer sa vitesse. ( ... J Telle, dans le mois d'août de 1834, a 
été ma première chance d'entrevue avec ce singulier et beau phénomène, 
(un soliton}. .. » 
C'est en 1895 que Korteweg et de Vries ont dérivé l'équation KdV [66] 
6 
le modèle de la propagation d'une onde d'eau dans un canal peu profond. Ils ont 
obtenu des solutions sous la forme d'onde stationnaire qui ont la forme 
c,dE IR. 
Il s'agit d'une élévation solitaire de hauteur 2c2 se déplaçant à une vitesse c2 vers la 
gauche. Il est à noter que les ondes avec de plus petites amplitudes voyagent moins 
rapidement que celles à grandes amplitudes. 
La théorie moderne des solitons a commencé avec l'étude numérique des interac-
tions d'ondes solitaires pour l'équation de KdV par Zabusky et Kruskal [97] où ils ont 
inventé le nom soliton pour décrire ces ondes qui agissent comme des particules et qui 
se collisionnent sans perdre leur forme. Ceci a mené aux solutions multisolitoniques 
exactes et la méthode de diffusion inverse. 
L'existence de solutions solitoniques de l'équation non-linéaire de Schrodinger a 
été prouvée par Zakharov et Shabat [99] en utilisant la transformation de diffusion 
inverse et pour les solutions à N solitons par les transformations de Darboux [72], la 
méthode bilinéaire de Hirota [21,58,82] et les techniques Wronskiennes [41,42,77]. La 
méthode d'Hirota est basée sur une transformation de l'équation de départ vers une 
équation bilinéaire, alors les multisolitons sont exprimés sous la forme de polynômes de 
fonctions exponentielles. Pour les techniques Wronskiennes, cette méthode formule les 
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solutions solitoniques en terme du déterminant du Wronskien de N fonctions. Cette 
méthode permet une vérification assez directe que les fonctions obtenues satisfont 
l'équation différentielle. 
Une technique de construction des surfaces bidimensionnelles associées aux solitons 
du système intégrable (pour les équations différentielles partielles non-linéaires et les 
équations différentielles ordinaires non-linéaires) qui peut être écrit sous la forme de 
la courbure nulle sera présentée. Il sera démontré qu 'il est possible de constuire des 
surfaces solitoniques pour lesquelles les équations de Gauss-Mainardi-Codazzi sont 
équivalentes à des déformations infinitésimales de la représentation de courbure nulle 
pour les équations considérées. 
1.5 Plan du mémoire 
Le mémoire est organisé de la façon suivante. Dans le Chapitre 2, nous donnons 
un aperçu général de la théorie des groupes et de leur classification. Pour ce faire , 
nous commençons par introduire le concept de groupes et de sous-groupes tout en 
donnant des exemples bien connus. Par la suite, nous introduisons le concept d 'espace 
topologique (en général et de Hausdorff) , d'application et de variété différentiable. 
La section 2.3 est consacrée au groupe de Lie tandis que la section 2.4 amène le 
concept d'algèbre de Lie ainsi que les éléments, tels que les sommes directe et se-
midirecte, le centralisateur, le normalisateur, le radical, le nilradical, etc, permettant 
de les classifier. Cette section donne comme exemple la classification de l'algèbre des 
symétries de l'équation de chaleur puis décrit la procédure pour classifier les algèbres: 
le twist de Goursat pour les algèbres twisted et non-twisted et les algèbres splitting 
et non-splitting. À la section suivante, nous introduisons le concept de groupe local 
de transformation. La section 2.6 discute des groupes de symétrie associés aux équa-
tions différentielles. Nous y décrivons la déformation des graphes par des éléments du 
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groupe, la méthode des prolongations des champs de vecteurs dans l'espace de Jet où 
nous devons redéfinir la dérivée totale et introduire l'opérateur prolongation d'ordre 
n, puis nous utilisons le critère de symétrie pour obtenir le groupe de symétries du 
système d'équations différentielles et son algèbre correspondante. Cette section pré-
sente beaucoup d'exemples, tels que les symétries de l'équation de chaleur et des 
équations de Navier-Stokes. La section 2.7 est entièrement consacrée à la réduction 
par symétrie des équations différentielles qui permet d 'obtenir des solutions particu-
lières de ces équations où nous donnons la procédure et nous l'appliquons à l'équation 
de Kadomtsev-Petviashvili. Dans la dernière section de ce chapitre, nous traitons de 
l'intégrabilité au sens de Painlevé. Pour ce faire, nous discutons des conditions né-
cessaires pour qu 'une équation différentielle possède la propriété de Painlevé. ous 
nous attardons plus particulièrement sur le test de Painlevé et nous l'appliquons, à 
titre d'exemple, à l'équation différentielle ordinaire de Painlevé Pl et à l'équation de 
Sine-Gordon. 
Le Chapitre 3 se concentre sur les surfaces solitoniques associées aux équations 
différentielles ordinaires. La section 3.1 traite de la formule d 'immersion de Fokas-
Gel 'fand telle que les surfaces peuvent être construites via trois déformations infi-
nitésimales, les symétries spectrales (ou la formule d 'immersion de Sym-Tafel), les 
transformations de jauge et les symétries généralisées. Dans la section suivante, nous 
introduisons certains concepts de base de géométrie différentielle, soit les équations de 
Gauss-Weingarten et Gauss-Mainardi-Codazzi, la première et la deuxième formes fon-
damentales et le repère mobile, les courbures moyenne et de Gauss ainsi que les points 
umbiliques de la surface. Nous donnons par la suite une description quaternionique des 
surfaces puis nous introduisons la formule d'immersion d'Ennerper-Weierstrass [37,93]. 
Nous terminons cette section par l'introduction d'une métrique pseudo-euclidienne 
donnée par la forme de Killing et par la classification des surfaces invariantes présen-
tées par Bobenko [18]. À la section 3.3, nous introduisons les équations différentielles 
elliptiques. Pour l'étude de ces équations, nous construisons une paire de Lax dans 
l'algèbre de Lie .5[(2, IR) dont la représentation de la courbure nulle est équivalente à 
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l'équation différentielle de départ. Ensuite, nous trouvons une solution au problème 
linéaire spectral et nous étudions certaines symétries généralisées de notre équation de 
départ. Nous caractérisons notre surface via les formes fondamentales, les courbures 
et les points umbiliques. Dans la section 3.4, nous considérons le cas des fonctions 
elliptiques de Jacobi où nous donnons certaines propriétés et où nous construisons des 
surfaces pour les fonctions elliptiques cn et dn de Jacobi. La section 3.5 considère les 
fonctions elliptiques de P-Weierstrass où nous donnons quelques propriétés associées 
aux surfaces intégrables et où nous construisons certaines surfaces solitoniques. La 
section 3.6 est consacrée à la caractérisation des équations différentielles de Painlevé 
Pl où nous donnons la paire de Lax et où nous étudions la formule d'immersion de 
Sym-Tafel, puis nous donnons quelques propriétés de Painlevé P6. Nous consacrons la 
section 3.7 à l'étude des surfaces associées au problème de Sturm-Liouville. Dans cette 
section, nous construisons une paire de Lax dans l'algèbre .5[(2, IR) et nous solutionnons 
son problème linéaire spectral pour un potentiel arbitraire. Nous considérons un cas 
particulier de l'équation de Riccati et nous la transformons pour retrouver l'équation 
de Sturm-Liouville et donc avoir sa paire de Lax associée. Nous étudions également 
l'équation de Lamé qui est un potentiel particulier de l'équation de Sturm-Liouville et 
nous construisons des surfaces soli toniques pour les symétries spectrales, une transfor-
mation de jauge et pour quelques symétries généralisées. Finalement, nous étudions 
dans cette section la caractérisation de la surface pour la transformation de jauge. À 
la fin de ce chapitre, nous effectuons un résumé des conclusions et des perspectives 
futures rattachées à ce chapitre. 
Le Chapitre 4 se concentre sur l'étude des équations différentielles partielles via 
leurs symétries et la surface soli tonique associée. Ce chapitre commence par donner 
une description des surfaces, c'est-à-dire que nous expliquons en détailla formule d'im-
mersion de Fokas-Gel'fand. Pour ce faire , dans un premier temps, nous introduisons 
la notion de dérivée de Fréchet puis nous considérons une déformation infinitésimale 
et nous en étudions les conséquences différentielles et les conséquences pour la surface 
construite. Nous étudions plus particulièrement les déformations associées aux symé-
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tries conformes selon le paramètre spectral, aux symétries de jauge ainsi qu'aux symé-
tries généralisées. La section suivante traite exclusivement de l'équation ·bien connue 
de Sine-Gordon où sa paire de Lax prend ses valeurs dans l'algèbre de Lie .5u(2). Dans 
cette section, nous trouvons les deux premières formes fondamentales , les courbures 
moyennes et de Gauss pour la formule d'immersion de Sym-Tafel et pour les symé-
tries généralisées. Nous obtenons aussi des symétries non-triviales pour cette équation. 
Par la suite, à la section suivante, nous traitons de l'équation de Sinh-Gordon où nous 
comparons les résultats obtenus pour Sine-Gordon avec ceux de Sinh-Gordon. Dans la 
section 4.4, nous étudions l'équation non-linéaire de Schr6dinger via ses formes fonda-
mentales et ses courbures moyennes et de Gauss à la fois pour les symétries conformes 
selon le paramètre spectral et selon les symétries généralisées. De plus, à la section 
4.5, nous étudions l'équation de Ernst de la relativité générale dans l'algèbre g((2, C) 
et également dans l'algèbre .5((2, C). La section suivante est consacrée à l'équation de 
Bianchi. 
Pour ce qui est du chapitre 5, nous introduisons le concept de loi de conservation 
et l'opérateur d'homotopie. Nous commençons par introduire le théorème de Noether 
pour sa première formulation ainsi que pour sa deuxième formulation. Toutefois, cette 
méthode est longue et fastidieuse , alors il est utile d 'introduire l'opérateur d'homotopie 
qui permet d 'utiliser les symétries de changement d'échelle qui sont beaucoup plus 
faciles à trouver. Dans ce chapitre, nous présentons plusieurs exemples tels que KdV, 
SWW ainsi que Sine-Gordon que nous étudions en détail. 
Finalement , l'annexe sert à éclaircir certaines notions et définitions concernant les 
systèmes intégrables. 
Chapitre 2 
Aperçu de la théorie des groupes et 
de leur classification 
Ce chapitre est inspiré de la littérature en général, néanmoins beaucoup de ré-
sultats proviennent du livre de Peter Olver [78]. Nous tentons ici de donner un léger 
aperçu de la théorie des groupes et de leur classification principalement via des dé-
finitions, des théorèmes et des exemples. Dans la première section, nous définissons 
ce qu'est un groupe pour permettre aux lecteurs de se familliariser avec le concept 
si ce n 'était pas déjà le cas. Par la suite, nous introduisons le concept de variété et 
d'application dans le section 2.2. À la section 2.3, nous introduisons le concept de 
groupe de Lie. Il est à noter que ce sera les groupes de Lie qui seront principalement 
utilisé tout le long de ce mémoire. De plus, il nous faut définir ce qu 'est une algèbre 
de Lie, soit le générateur infinitésimal du groupe. Dans cette section, nous définissons 
certaines propriétés qui permettent de classifier ces algèbres et donc le groupe de Lie 
associé. Nous décrivons aussi dans cette section comment effectuer la méthode de 
Goursat [44] pour les sous-algèbres dites splittings ou non-splittings. La connaissance 
des groupes de transformation locale, discutés dans la section 2.5, est nécesaire à la 
bonne compréhension des groupes de symétries des équations différentielles qui sont 
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expliqués dans la section 2.6. Il est à noter que cette section et la suivante sont en fait 
un résumé du livre [78]. En ce qui a trait au groupe de symétrie des équations différen-
tielles, nous expliquons la méthodes de la prolongation qui permet de trouver toutes 
les symétries continues de l'équation associée. Nous utilisons entre autres l'équation 
de chaleur ainsi que le système d'équations de avier-Stokes pour illustrer la méthode. 
La section 2.7 traitant de la réduction par symétrie est un exemple de l'utilité de la 
théorie des groupes. En effet, la réduction permet d 'obtenir des solutions non-triviales 
à des équations différentielles autant ordinaires que partielles comme nous avons fait 
dans cette section pour l'équation de Kadomstev-Petviashvili cylindrique. Nous ter-
minons ce chapitre sur le test de Painlevé qui est la condition nécessaire à ce que 
l'équation (EDP ou EDO) soit intégrable en se basant sur [26]. Nous effectuons le test 
de Painlevé sur la première transcendante de Painlevé dans le cas des EDO et sur 
"l'équation de Sine-Gordon pour le cas des EDP à titre d'exemple. 
2.1 Groupes 
D éfinition 2.1. Un groupe est un ensemble G avec une loi de multiplication 
G x G MG: (g , h) M 9 0 h 
qui obéit aux lois suivantes : 
1. Associativité : 
9 0 (h 0 k) = (g 0 h) 0 k 
2. Élément identité : 
V g,h,k E G. 
Il existe un élément neutre e E G qui doit être unique tel que 
goe=eog=g v 9 E G. 
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3. Inverse : 
Il exite un inverse h E G unique pour chaque 9 E G tel que 
9 0 h = h 0 9 = e où h = 9 - 1. 
Définition 2.2. Un groupe est dit abélien, ou commutatif, si 
goh=hog V h ,g E G. 
Exemple 2.1 : Soit (IR, +), les nombres réels sous l'action de l'addition forment un 
groupe. L'identité est 0 et l'inverse de r E IR est -r E IR. 
Exemple 2.2 : Le groupe des permutations. Soit Sn , l'ensemble des permutations 
des nombres {l , 2, 3, .. . , n}. Une permutation de {l , 2, 3, ... , n} est une bijection. 
Œ: {1 , 2, 3, ... ,n} -t {1 , 2, 3, ... , n}. 
Les éléments {o-(l) , Œ(2), ... , Œ(n)} sont simplement les éléments originaux {l, 2, ... , n} 
placés dans un ordre différent. Au total, l'ensemble Sn contient n! éléments. Sn est 
un groupe sous la composition de permutations. En effet, l'élément identité de Sn est 
simplement la permutation identique 
Œ(l) = 1, Œ(2) = 2, Œ(n) = n. 
La permutation inverse est construite simplement en renversant les différentes opé-
rations de G. C'est que, pour tout k E {l , 2, 3, ... , n} 3Nk E {l, 2, 3, ... , n} tel que 
Œ(Nk ) = k (puisque que Œ est surjectif). De plus, Nk est unique puisque Œ est injectif. 
Par conséquent, l'inverse de Œ est défini par 
Œ- 1 : {l , 2, 3, ... , n} -t {l , 2, 3, ... , n} par k r-7 N k . 
L'associativité découle de l'associativité de la composition de fonctions: 
[(Œ 0 7) 0 w](k) = (Œ 0 7)(w(k)) , 
= Œ[7(W(k))], 
= Œ[(7 0 w)(k)], 
= [Œ 0 (70 w)](k) Vk E {l , ... , n.} 
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Alors, Sn est un groupe. 
Exemple 2.3 : L'ensemble des matrices n x n réelles (ou complexes) non-singulières 
forme un groupe sous l'action de la multiplication matricielle, que nous appelons 
GL(n, IR) (ou GL(n, CC)), le groupe général linéaire. Voici quelques groupes fréquem-
ment rencontrés, 
GL(n, IR) = {A E IRn xn: detA =1- O}, 
GL(n, CC) = {A E ccnxn : det A =1- O} , 
SL(n,IR) = {A E IRn xn: detA = 1} , 
O(n) = {A E IRnxn : AT A = I}, 
U(n) = {A E ccnxn : AtA = I} , 
SU(n) = {A E ccnxn : AtA = l , det(A) = 1}, 
Général linéaire réel, 
Général linéaire complex, 
Spécial linéaire réel, 
Orthogonal, 
Unitaire, 
Spécial unitaire. 
Définition 2.3. Un sous-ensemble H d'un groupe C est appelé sous-groupe s'il est 
lui-même un groupe sous l'opération agissant sur G. 
Exemple 2.4 : SL(n , IR) est un sous-groupe de GL(n, IR) . 
Définition 2.4. Si H est un sous-groupe du groupe G, alors V x E C, nous définissons 
xH x - 1 = {xhx- 1 : h EH}, 
que nous appellons le conjugué de H par x. Si 
x H x-1 = H Vx E G 
alors H est appelé un sous-groupe normal de G. 
2.2 Variétés et topologies 
Définition 2.5. Un espace topologique (X , T) est un ensemble X avec une classe T 
de sous-ensembles de X défini de la façon suivante : 
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1. L 'ensemble vide 0 et l 'espace entier X appartiennent à T. 
2. Toute intersection finie d'éléments de T est un élément de T. 
3. Toute union d 'éléments de T est un élément de T. 
La classe T est appelée la topologie sur X et ses éléments sont appelés des ouverts. Un 
sous-ensemble de X est dit fermé si son complément dans X est ouvert. La ferm eture 
S d 'un ensemble S est l 'intersection de tous les ensembles fermés contenant S. 
Exemple 2.5 : Si X = {a , b, c, d}, alors 
T = {0, {a} , {a , b} , {a , c} , ... , {a, b, c}, ... , {a, b, c, d}} 
est une topologie sur X. 
Définition 2 .6 . Un espace topologique est dit de Hausdorff si pour tout p, q E X 
tels que p i=- q, il existe des ensembles ouverts Sp, Sq E T, tels que p E Sp, q E Sq et 
SpnSq=0. 
Exemple 2.6 : Topologie de Hausdorff. Dans l'espace JR2, considérons tous les 
disques ouverts de la forme 
où Xo E JR2 est un point fixé et E > 0 est un nombre réel et positif. La topologie 
est définie d'une telle façon que les ensembles ouverts consistent en toutes unions et 
toutes intersections finies du disque ouvert dans JR2. Cette topologie est clairement de 
Hausdorff. 
Définition 2.7. Une application <p : (X, T) t--7 (Y, u) d'un espace topologique à l 'autre 
est dite continue si l'image inverse (sous q)) d'un ensemble ouvert quelconque de Y 
sous u est un ensemble ouvert de X sous T. 
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D éfinition 2.8. Une variété M différentiable de n dimensions est un espace topolo-
gique de Hausdorff avec une collection d'applications (système de coordonnées) 
tels que 
1. Chaque application <Pi est une bijection d'un ensemble ouvert Ui de M vers un 
ensemble ouvert <Pi ( Ui) de]Rn. 
2. L'union de tous les ensembles Ui est l'espace M. 
3. Sur n'importe quelle intersection U i n Uj, l'application 
est une application différentiable (COO) de]Rn vers ]Rn. 
-1 
<Pi 0 <Pj 
[Rn 
FIGURE 2.1 - Variétés et applications 
Les variétés sont utiles parce qu'elles nous permettent de généraliser le calcul 
différentiel et les autres concepts de la géométrie non-plane. Localement, la structure 
est toujours plane. 
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Exemple 2.7 : Topologie de la sphère de rayon 1. 
Il s'agit d 'une variété non triviale de dimension 2. Aucun système de coordonnées ne 
peut couvrir entièrement la sphère, alors nous prenons les ensembles ouverts 
Ul = S2 - {(O, 0, 1)} , U2 = S2 - {( 0, 0, -1)} 
en enlevant les pôles « Nord »et « Sud »respectivement. Définissons les systèmes de 
coordonnées comme suit: 
cPl : Ul -+}R2 : cPl(X, y, z) = (_X_, -y-) , 
1 -z 1- z 
cP2 : U2 -+ }R2 : cP2(X, y, z) = (_X_, -y-) . 
l+ z l+ z 
Les systèmes de coordonnées cPl et cP2 correspondent à une projection stéréographique 
au travers des « pôles Nord et Sud »respectivement. 
z z 
N 
(X,Y) 
(X,Y) 
s s 
FIGURE 2.2 - Projection de la topologie de la sphère en deux dimensions 
Définition 2.9. Si M et N sont deux variétés de dimensions m et n respectivement, 
alors une application F : M -+ N est dite lisse si pour tout système de coordonnées 
cPi : Ui -+ }R7n dans M et pour tout système de coordonnées 'l/Jj : Vj -+ }Rn dans N, 
l'application 
est C'~o comme application }R7n vers }Rn. 
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F N 
<pj 
111 -1 
'rj oFo<Pj 
FIGURE 2.3 - Applications lisses 
2.3 Groupes de Lie 
D éfinition 2 .10 . Un groupe de Lie est un groupe qui possède aussi la structure d'une 
variété différentiable, où l'opération de groupe 
G x G --+ G : (g, h) r-+ g 0 h 
et l'application inverse 
sont des applications lisses. 
Exemple 2 .8 : Le groupe G = ffi,n sous l'addition est un groupe de Lie. En effet, les 
opérations 
et 
sont lisses. 
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Exemple 2.9 : Le groupe 80(2). 
{ [
COS e 
SO(2) = . 
sme 
- Sine] } 
, 0 ~ e < 27r 
cose 
C'est un groupe de Lie puisqu 'il est associé avec la variété SI de dimension 1, et 
l 'addition des angles et e H -e sont toutes des opérations différentiables . 
Définition 2.11. Une variété M est connexe si elle ne peut être divisée en deux 
parties non vides, Ml et M2' telles que Ml n M 2 et Ml n M2 sont toutes les deux 
vides, où Mi est une f ermeture de Mj . 
Proposition 2.1. Si G est un groupe de Lie, alors la composante connexe de G 
contenant l 'identité est un sous-groupe normal de G. 
Exemple 2.10 Le groupe 0(3). Le groupe de Lie 0(3) a deux composantes 
connexes: 
1. La composante connexe à l 'identité contient toutes les matrices orthogonales 
(A T A = 1) avec un déterminant de 1. Cette composante est un sous-groupe 
de 0(3) et est appelée SO(3), le groupe spécial orthogonal qui correspond aux 
rotations en trois dimensions. 
2. La composante qui n 'est pas connexe à l 'identité contient toutes les matrices 
orthogonales avec un déterminant de - 1. Cette composante correspond aux 
rotations augmentées d 'une réflexion (opération discrète) . Ce n'est pas un sous-
groupe de 0(3) . 
A E 0(3) et det(-A) = (-1)3det(A) = -det(A), T: A ---+-A. 
Définition 2.12. Un sous-groupe de Lie H d'un groupe de Lie G est un sous-groupe 
de G qui est lui-même un groupe de Lie et où la transformation de l'identité 
id: H ---+ G 
est lisse. 
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2.4 Algèbre de Lie 
Définition 2.13. Une algèbre de Lie 9 est un espace vectoriel réel ou complexe avec 
une loi de multiplication interne, [X, Y], appelée crochet de Lie qui possède les pro-
priétés suivantes : 
1. Bilinéarité pour tout a, b E lR( ou C) , VX, Y, Z E 9, 
faX + bY, Z] = a[X, Z] + b[Y, Z], 
2. Antisymétrie pour tout X, Y E 9, 
[Y,X] = -[X, Y], 
3. Identité de Jacobi pour tout X , Y, Z E 9, 
[X, [Y, Z] ] + [Z, [X , Y]] + [Y, [Z, X]] = O. 
Une algèbre de Lie est abélienne (ou commutative) si 
[X, Y] = [Y, X] = 0, v X , Y E 9 . 
Définition 2 .14. Un sous-ensemble f) ç 9 d'une algèbre de Lie 9 est appelée sous-algèbre 
(de Lie) si f) est fermé sous le crochet de Lie hérité de 9. 
Si nous écrivons [f) , f) ] pour représenter {[X, Y] : X, Y E f)} , alors f) est une sous-
algèbre si 
[f) , f) ] ç f) . 
Défini tion 2.15. Supposons qu'une algèbre de Lie 9 peut être écrite comme une 
somme, 
9 = 91 + 92 
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(dans le sens d'une addition d'espaces vectoriels) où 91 et 92 sont des sous-algèbres 
de Lie. Soit [91, 92], représente l 'ensemble 
{[X, YJ : X E 91, Y E 92}' 
Si [91, 92J = 0, 9 est appelé une somme directe de 91 et 92, alors est elle dénotée par 
9 = 91 E9 92· 
Si [91 , 92J ç 92, 9 est appellé une somme semi-direcie de 91 et 92, alors elle est dénotée 
par 
9 = 91 -13 92· 
Exemple 2.11 : L'algèbre de translation 
définie tel que 
est une somme directe, 
Définition 2.16. Une sous-algèbre f) d 'une algèbre de Lie 9 est appelée un idéal si 
[f) , 9J ç f) , 
c'est-à-dire 
v X E f) , y E 9, [X, YJ E f) . 
Il est à noter que si 9 = 91-13 92, alors g2 est un idéal de g. 
Définition 2.17. Le centralisateur Cg(g) d 'une algèbre de Lie 9 est le plus grand idéal 
f) tel que 
Cg(f)) = {f) E g l [f) , gJ = O} , 
c'est-à-dire la plus grande sous-algèbre qui commute avec l'algèbre entier. 
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Définition 2.18. Le normalisateur d'une sous-algèbre ~ d'un groupe de Lie 9 est la 
sous-algèbre 
N ( ~ ) = {X E 9 : [X, Y] E ~ , \l'y E ~ }. 
Définition 2.19 . Soit 9 une algèbre de Lie. Considérons la séquence de sous-algèbres 
suivante qui est déterminée récursivement 
g(O) = g, 
o •• , 
où n = {O, 1, 2, ... } . Alors 9 est dit résoluble s'il existe un certain k tel que 
g (k) = {O} . 
Sinon, elle est dite parfaite. 
Nous pouvons aussi considérer la séquence de sous-algèbres 
g(O) = g, g(l) = [g, g(O)], g(2) = [g, g(l)], ... , g (n+l) = [g, g (n)], ... 
où n = {O, 1, 2, ... } . Alors 9 est dit nilpotente s'il existe un certain k tel que 
g (k) = {O}, 
ce qui revient à dire que sa série centrale se termine. 
Définition 2.20 . Le radical R(g) d 'une algèbre de Lie 9 est l'idéal maximal résoluble. 
Il est unique et contient tous les autres idéaux résolubles. 
Définition 2.21. Le nilradical est l 'idéal nilpotent maximal. On peut montrer que 
N R (g) ç R(g) ç g. 
Définition 2 .22. Une algèbre de Lie 9 est dite simple si elle ne contient aucun idéal 
non-trivial, c'est-à-dire que, ses seuls idéaux sont {O} et g. Une algèbre de Lie 9 est 
dite semi-simple si elle s'exprime comme la somme directe d'algèbres simples. 
Proposition 2.2 . Toute algèbre de Lie 9 de dimension finie peut être décomposée 
sous la forme 
9 = S-fl R(g) 
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où R(g) est le radical de 9 et S est semi-simple. Ceci se nomme la décomposition de 
Lévi. 
Exemple 2.12 : L'algèbre euclidienne. 
Il s'agit de l'algèbre euclidienne de dimension 2 contenant deux translations Pl , P2 et 
une rotation L3' Les relations de commutations sont 
alors la séquence est 
ce qui indique que e(2) est une algèbre de Lie résoluble. Toutefois, 
alors e(2) n'est pas nilpotente. Le radical de e(2) est R(e2) = e2, puisque e2 est déjà 
résoluble. 
Exemple 2.13 : L'algèbre de Heisenberg. L'algèbre de Heisenberg {el , e2, e3} est 
définie comme 
alors 
g(l) = {e3} , g(2) = {a} , 
g(l) = {e3} , g(2) = {a} . 
L'algèbre de Heisenberg est donc nilpotente. 
Exemple 2.14 : L'algèbre sl(2,IR). Soit 8l(2, IR) = {T, D , Cl, où 
[D, Tl = -T, [D , Cl = C, [T, Cl = 2D. 
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Cette algèbre de Lie n 'est pas résoluble (et n 'est pas nilpotente). En fait , elle ne 
contient aucun idéal non-trivial. Ainsi , 8l(2 , IR) est une algèbre simple. 
Exemple 2.15 : Symétries de l'équation de chaleur. L'algèbre de Lie de symétrie 
9 pour l'équation de chaleur [78] 
est générée par six champs de vecteurs: 
- X = ox, T = Ot, 
- D = uOu, L = xOx + 2tfJt, 
translations en x et en t, 
dilatations en u et en x, t , 
- B = 2tox - xuou, 
- C = 4txox + 4t2ot - (x2 + 2t)uou , 
Boost galiléen, 
transformation conforme, 
et par une famille d'espaces vectoriels de dimension infinie SU) 
satisfait l'équation de chaleur ft = f xx · 
En effectuant le simple changement de base que voici 
- X / := X = Ox 
- T' := T = Ot 
- D' : = D = uOu 
- L' '= IL - I D = Ixo + tOt - lu8 
. 24 2 x 4 u 
- B' := B = 2tfJx - xuou 
- C' := ~C = xtox + t20t - ~ (x2 + 2t) uOu , 
f(x , t )ou où f 
la table de commutation est donnée comme suit (pour les composantes à dimension 
finie) 
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[VI , V2] L' T' C' X' B' D' 
L' 0 -T' C' _lX' 2 lB' 2 0 
T' T' 0 2L' 0 2X' 0 
C' -C' -2L' 0 _lB' 2 0 0 
X' lx' 2 0 lB' 2 0 -D' 0 
B' _lB' 2 -2X' 0 D' 0 0 
D' 0 0 0 0 0 0 
TABLEAU 2.1 - Table des commutateurs de l'algèbre de symétrie de l'équation de 
chaleur 
ous reconnaissons l'algèbre {L' ,T' ,C'} comme.s[(2 , IR) (simple) , et {X' , B' , D'} 
comme l'algèbre de Heisenberg (résoluble). En fait, {X', B' , D'} est le radical de g. 
Alors la décomposition de Lévi de 9 est donnée par 
9 = {L' , T' , C'} -B {X' , B' , D'} . 
'-v--' '-v-" 
simple radical 
2.4.1 Classification d'algèbres simples 
Pour traiter les algèbres de Lie simples, il faut trouver toutes les sous-algèbres 
maximales de g. Pour ce faire, choisissons une représentation matricielle (réelle ou 
complexe) de 9 de dimension finie. Cette représentation agissant dans un espace V 
nous laisse deux choix possibles, soit que la sous-algèbre maximale laisse des sous-
espaces de V invariants, soit qu 'elle ne laisse aucun sous-espace de V invariant. S'il y 
a invariance, on classifie tous les sous-espaces invariants selon l'action de G et nous 
trouvons les sous-algèbres de matrices laissant invariant chaque sous-espace. On dit 
alors que la sous-algèbre est plongée réductiblement dans l'algèbre. Les sous-espaces 
invariants sont caractérisés par leur signature (ou seulement par leur dimension dans 
le cas d'un espace euclidien). Les matrices trouvées constituent la (les) sous-algèbre(s) 
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recherchée (s ) . 
Si la sous-algèbre ne laisse aucun sous-espace invariant, alors elle est soit simple, 
semi-simple ou réductive. Une algèbre réductive est la somme directe d'une algèbre 
semi-simple et d'une algèbre abélienne. On cannait toutes les sous-algèbres semi-
simples des algèbres simples. On construit donc les sous-algèbres réductives en trou-
vant les centralisateurs des algèbres semi-simples dans g. Si une des sous-algèbres 
trouvées est simple, alors nous réappliquons la procédure, sinon nous utiliserons une 
autre technique qui sera décrite plus loin. 
2.4.2 Sous-algèbres de sommes directes 
Soit 
g =~ E9 t. 
Il faut utiliser la méthode du twist de Goursat [44]. Cette méthode permet de détermi-
ner les sous-algèbres twisted et non-twisted. Une algèbre non-twisted est une algèbre 
conjuguée à une somme directe de sous-algèbres ~ et ~ respectivement; 
Une algèbre twisted n 'est pas conjuguée à une algèbre de ce type. On commence 
tout d 'abord par classifier les sous-algèbres de ~ et ~ sans oublier les sous-algèbres 
triviales. On forme alors une liste des toutes les sous-algèbres de ~ et ~ avec leur 
normalisateur respectif. On crée une liste des sous-algèbres non-twisted en effectuant 
toutes les combinaisions 
possibles. 
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Le twist de Goursat sert à généraliser les algèbres twisted. Deux sous-algèbres 
f)j ,a ç f) et ek,b ç e (j , k sont les dimensions des sous-algèbres) , peuvent être torsadées 
ensemble s' il existe un homomorphisme d'une vers l 'autre. On choisit alors une base 
de f)j ,a = al , ... , aj et nous construisons l'homomorphisme le plus général 
j2k~1. 
On utilise alors les propriétés des homomorphismes et la table de commutations pour 
éliminer certaines des constantes. Par la suite, il faut appliquer le normalisateur 
pour simplifier les paramètres. Pour ce faire, nous utilisons la formule de Baker-
Cam p bell-Hausdorff 
e>'XYe->'X = y + '\[X, Y] + ,\2 [X , [X, Y]] + ,\~ [X , [X , [X , Y]]] + .. . 
2 3. 
2.4.3 Sous-algèbres de sommes semi-directes 
Nous voulons classifier les algèbres de types 
9 = f) -j;l N , 
où N est l 'idéal de 9, ce qui est simplifié si on peut trouver un idéal abélien. On débute 
tout d 'abord par la classification des sous-algèbres de f) (qui peuvent être simples, 
être une somme directe ou une somme semi-directe). Nous devons alors construire les 
algèbres splitting et les algèbres non-splitting. Pour les algèbres splitting, la procédure 
est la suivante: 
1. Pour chaque sous-algèbre f)i de f) , trouver tous les sous-espaces invariants M,a 
de N qui sont également des sous-algèbres, incluant les sous-algèbres triviales 
0etN: 
M,a çN, 
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2. Classifier les sous-espaces selon l'action du normalisateur de Qi dans CI). 
3. Créer une nouvelle liste de toutes les algèbres splitting 
et trouver le normalisateur de chacun des 9i,a' 
Afin de trouver les sous-algèbres non-splitting, nous suivons la méthode suivante. 
Pour chacune des sous-algèbres splitting, nous considérons une base de la forme 
9i,a = {ta , Xj}, ta E Q, X j EN, 
1 :::; a :::; f i = dim(Qi), j:::; r = dim(M,a). 
La procédure est alors 
1. Compléter la base {Xj } vers une base de N, 
r + s = dim(N) 
et former l'espace vectoriel 
s 
v = {ta + L Catt Ytt , X j } , a = 1, ... , f i, j = 1, ... , r. 
tt=l 
On écrit les relations de commutation 
Il faut maintenant imposer que cet espace soit une algèbre de Lie, du moins 
[V, V] ç V. 
Cette condition implique que 
pour t.outes valeurs de a, b, a, j et li. En général, ces équations ne sont pas très 
simples à résoudre. Le travail est simplifié lorsque certains coefficients sont nuls. 
Le cas où N est abélien est évidemment le plus simple. 
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2. Une solution aux équations précédentes forme une algèbre de Lie. Nous réduisons 
par la suite les constantes à l'aide du normalisateur 
avec GN = exp(N). 
Si N est abélien, on peut générer des cobords à partir de la table de commuta-
tions. En effet, nous calculons les commutateurs 
Le résultat de ceux qui sont non nuls pourront , selon un choix libre de À, simpli-
fier certains coefficients. Il ne restera alors qu 'à appliquer le normalisateur pour 
simplifier au maximum les derniers coefficients. Ceci nous donne alors la liste 
des sous-algèbres non-splitting. 
En appliquant ces procédures itérativement, nous obtenons une liste de toutes les 
sous-algèbres de g. Chacune des ces sous-algèbres permet d 'obtenir une réduction du 
nombre de variables indépendantes de l'équation aux dérivées partielles (EDP) qui 
possédait cette algèbre de symétrie. Il est à noter qu'il peut exister des automor-
phismes externes, relatifs à l'éqùation. Ainsi , certaines sous-algèbres peuvent fournir 
la même réduction. Habituellement, ces automorphismes sont assez simples à voir, 
par exemple les réflexions x -+ -x sur les variables indépendantes peuvent ne pas 
modifier l'équation. 
2.5 Groupes de transformations locales 
D éfinition 2.23. Un groupe de transformations locales agissant sur IRn consiste en 
un groupe de Lie Gavee l 'identité e et d'un ensemble ouvert V défini comme 
{ e} x IRn ç V ç G x IRn 
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et une application lisse 
4> : V -7 IRn 
qui satisfait les conditions, 
1. 4>(e, x) = x, pour tout x E IRn , 
2. 4>(g, 4>(h, x)) = 4>(g 0 h, x) pour tout g, hE G et xE IRn. 
Si V = G x IRn, alors le groupe d'action de G est global. Toutefois, plus généralement, 
pour chaque x E IRn, l'action du groupe est limitée à un certain voisinage de l'identité 
e dans G. De là, nous référons au groupe de transformations locales. 
Les générateurs infinitésimaux sont associés à un groupe de transformations lo-
cales. Soit g, l'algèbre de Lie de G. Alors chaque élément a E 9 génère un sous-groupe 
à un paramètre exp[ta] de a. Le générateur infinitésimal de IRn correspondant est le 
champ de vecteurs 4>( a) dont la valeur à x E IRn est 
4>(a)lx = :t It=o <I>(exp(ta) , x). (2.1) 
Si x = (Xl, ... , xP) sont les coordonnées de IRP, alors les champs de vecteurs prennent 
la forme 
il = e(x) a~l + ... + ÇP(x) a~p· (2.2) 
Ainsi, le champ de vecteurs a qui génère la transformation à un paramètre 
4>(exp(ta),x) = (4)I(t ,X), ... ,cf>P(t,x)) 
aux fonctions de coordonnées 
i = 1, ... , p. 
À l'inverse, soit un espace vectoriel donné du type (2.2), le groupe de transfor-
mations à un paramètre généré est trouvé en solutionant le système d'équations aux 
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dérivées ordinaires (EDOs) 
dXi = Ci(X-) . 1 dt '" 1, = , ... , p, 
Les champs de vecteurs de IRn peuvent aussi être vu comme des opérateurs de 
dérivées partielles de premiers ordre qui agissent sur des fonctions lisses F : IRn -+ IR : 
iJF(x) = çI(x)aaF + ... + C(x)aaF . 
Xl Xn 
L'application 4; de l'algèbre de Lie vers le champ de vecteurs définie par (2. 1) préserve 
les crochets de Lie : 
4;([a,,6]) = [4;(a), 4;(,6)]. (2.3) 
De là, les générateurs infinitésimaux d 'un groupe de transformations locales forment 
une algèbre de Lie de dimension finie d 'un champ de vecteurs dans IRn. À l 'inverse, 
avec une algèbre de Lie de dimension finie du champ de vecteurs de IRn, le théorème 
de Frobenius dit qu'il y a un groupe de transformations locales dont les générateurs 
infinitésimaux sont précisément les champs de vecteurs en question. 
Exemple 2.16 : Générateurs infinitésimaux et groupes de transformations 
locales. Soit G = IR avec la coordonnée t et considérons l'action de groupe sur IR2 
suivant: 
4;(t;x, y) = (1 ~ ty ' 1 ~ ty ) ' 
ICI 
1 1 V = {(t , X, y) : (y > 0 et t < -) ou (y = 0) ou (y < 0 et t > - n. 
y y 
L'action n 'est donc pas globale. Elle ne peut être définie pour un point en dehors de 
V. De là, les coefficients du générateur infinitésimal sont 
çI(x, y) = :t (1 ~ ty ) It=o = ((1 ~~y)2 ) It=o = xy, 
e (x , y) = :t (1 ~ ty ) 1 t=O = ( ( 1 ~2ty) 2 ) 1 t=O = y2. 
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Alors le générateur est 
_ 8 2 8 
v = xy 8x + y 8y' 
Dans le but de retrouver notre transformation, nous résolvons les équations différen-
tielles pour i = i(x, y, t) et y = y(x, y, t) 
di 
dt = x y , 
i(t = 0) = x, 
dy -2 
dt = Y , 
y(t = 0) = y , 
dy -2 dy -1 
-d = y => ~ = dt => ---::- = t + f (x, y), 
t Y Y 
-1 . Y 
quand t = 0 --7 - = f(x , y). Alors y(x, y, t) = 1 t ' Y -y 
di __ iy di Y 
-d =xy= =>--::-= dt=>lni=-ln(l-yt)+lnf(x,y) , 
t 1 - yt x 1 - yt 
=> i = ~(x, y), à t = 0, alors x = f(x , y) => i(x, y , t) = x 
-.yt 1 - yt 
Une fonction F : ]Rn --7 ]Rm est dite G-invariante si pour tout x E ]Rn, F(gx) = 
F( x) lorsque gx est défini. Similairement, un sous-ensemble S c ]Rn est appelé un sous 
ensemble G-invariant si pour tout .'E E S, gx E S quand g.'E est défini. Il est à noter que 
si F est une fonction G-invariante, toutes les lignes de niveaux de F sont des ensembles 
G-invariants. Même si un ensemble S d 'une sous-variété donnée par un affaissement 
vers zéro d'une fonction, et S est G-invariant , alors il n 'est pas nécessairement vrai 
que F soit une fonction G-invariante. Le groupe de symétrie d'une ligne de niveau 
d 'une fonction (c'est-à-dire que le plus grand groupe de transformations laisse la ligne 
de niveau invariante) va généralement contenir plus de symétries que le groupe de 
symétries de la fonction. Le théorème qui suit donne le critère _ infinitésimal pour 
l'invariance d'une fonction ou d'une sous-variété [78]. 
Théorèm e 2 .1. Supposons que G est un groupe de Lie de transformations connexes 
agissant sur ]Rn, tel que pour tout x E ]Rn, G x = {g : gx est défini} est aussi connexe. 
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Soit F : ]Rn -+ ]Rm une fon ction différentiable dont les matrices de Jacobi sont de rang 
maximal en tout point de l 'espace. 
1. F est une fonction C-invariante si et seulement si 
k = 1, ... ,m, (2.4) 
pour chaque générateur infinitésimal a de C et tout x E ]Rn. 
2. La sous-variété S = {x : F(x) = O} est C-invariante si et seulement si (2.4) est 
satisfaite pour chaque générateur infinitésimal a et pour chaque x E S. 
Preuve: La nécessité de l'équation (2.4) provient de la différentiation de l'équation 
F(exp(ta)x) = 0, a E 9,x E S, 
par rapport à t et en l'évaluant à t = O. Pour démontrer la suffisance, supposons que 
le jacobien de F à Xo soit de rang maximal. Alors, par le théorème de la fonction 
implicite, nous devons changer localement les coordonnées pour que F ait la forme 
Ainsi S = {(O , ... , O,Xm+l''' '' Xn)}. La condition infinitésimale (2.4) implique que a, 
lorsqu'il est restreint à S, a la forme am+l(x)~ + ... + an(.1:)~, x E 5. Alors 
UXm +l UXn 
le sous-groupe à un paramètre exp(ta) obtenu en intégrant le système requis d 'EDO 
laisse évidemment 5 localement invariant. De là pour chaque x E 5, il y a un voisinage 
Nx de ° dans 9 tel que pour a E Nx, exp(ta)x E 5. Maintenant exp :9 -+ C recouvre 
un voisinage suffisament petit de ° dans 9 d'une manière homéomorphique sur un 
voisinage de e dans C. Ainsi pour chaque x E 5, il y a un voisinage Nx de e dans C 
(dépendant continuellement de x) tel que quand 9 E Nx, gx E 5. Finalement, pour 
montrer que 5 est invariant sur C, x E 5 donné, soit Hx = {g E C : g.1: est défini et 
gx E 5}. Il est simple de montrer que Hx est ouvert et aussi, si 9 Eclos Hx, alors gx 
n'est pas défini. Ceci implique, par la connexion de C x, que Hx = C x et ainsi 5 est en 
effet invariant sur C . Pour prouver la permière partie du théorème, il suffit de noter 
que F est invariant si et seulement si toutes les lignes de niveau de F sont invariants. 
Toutefois, la seconde partie du théorème implique la première partie. 0 
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2.6 Groupe de symétrie des équations différentielles 
Cette section est principalement un résumé des résultats présentés dans le livre de 
P. Olver [78] concernant les groupes de symétrie des équations différentielles. 
Soit 
li = 1,2, ... , s, (2.5) 
un système d'équations aux dérivées partielles, où x = (xl, ... , xP) E ffi.P représente 
les variables indépendantes et où u = (u1, . .. , uq) E ffi.q représente les variables dé-
pendantes. u(n) indique que la fonction ~1/ dépend aussi des dérivées de u jusqu'à un 
ordre n . 
x = {x E ffi.P}, U = {u E ffi.q}, X x U = espace des coordonnées. 
Les solutions u = f( x) du système (2.5) sont identifiables avec les graphes r qui sont 
des sous-variétés de X x U de dimension p 
r = {(x , f(x))} C X x U. 
Un groupe de symétrie du système (2.5) est un groupe local de transformations G 
agissant sur X x U qui préserve l'espace des solutions de (2.5). Chaque solution de 
notre système est transformée en une autre solution de notre fonction. 
En général, pour une fonction u = f(x) donnée, définie dans un voisinage N d'un 
point Xo EX, le graphe de f est l'ensemble 
r = {( x, f( x)) : x EN}. 
Pour g E G fermé à l'identité e, nous pouvons définir l'ensemble 
gr = {1Y(g; x, 1L) : (:r , u) Er}. 
Puisque G agit continuellement et e laisse r inchangé, nous pouvons trouver un voi-
sinage de e dans G tel que pour tout g à l'intérieur, gr est le graphe d 'une certaine 
nouvelle fonction u = j(u), explicitement construite comme suit. 
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u u 
r gr 
x x 
--------~-------- --------~--------
FIGURE 2.4 - Génération de nouveaux graphes via la multiplication par le groupe. 
Si <p = (g; x , u) = (x , iL) où Xi = X~(x , u) , iLQ = U;(x, u), alors le graphe gr est 
donné par les équations paramétriques 
Xi = X~(x , f(x)), iLQ = U;(x , f(x)) 
et nous trouvons f = g 0 f en éliminant x des équations et en exprimant iL en terme 
de la nouvelle variable x. 
Exemple 2.17 : Le groupe des rotations 80(2) . p = q = 1, G = 50(2) est le 
groupe des rotations agissant sur X x U = JR2. Les transformations sont 
x = x cos e - u sin e, iL = x sin e + u cos e, où 0 ~ e ~ 2n . 
Ainsi, si nous considérons la fonction f(x) = ax + b, nous obtenons 
x = X 0 (.7: , f (x)) = x cos e - (ax + b) sin e = x ( cos e - a sin e) - b sin e, 
iL = Uo(x , f(x)) = xsine + (ax + b) cose = x(sine + acose) + bcose. 
Nous pouvons solutionner la première équation pour x 
x + bsin e 
x= . 
cose - asine 
Alors, 
iL = x sin e + u cos e, 
= .7: sin e + (ax + b) cos e, 
( . e e) ( x + bSine) bcose(cose - asine) = sm + a cos + . , cœe-a~ne cœe-affine 
sin e + a cos e _ b 
----------x + . 
cos e - a sin e cos e - a sin e 
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La fonction transformée est donc 
- f-( -) ' f-( -) sin e + a cos e _ b u= x ou x = x+-----
, cos e - a sin e cos e - a sin e 
Définition 2.24. Soit 
b. (x u(n)) = 0 v , , (2.6) 
un système d'équations aux dérivées partielles avec p variables indépendantes et q 
variables dépendantes. Un groupe de symétrie est un groupe de transformations locales 
G agissant sur X x U tel que chaque fois que u = f (x) est une solution du système 
(2.6). 
ft = j( i) = go f( i) g E G 
est aussi une solution du système (2.6) pour n'importe quel g E G. 
Question: Comment obtenir le plus grand groupe de symétrie locale continu pour 
un système d'équations différentielles donné? 
Réponse: La méthode des prolongations des champs de vecteurs. 
Nous allons construire un espace représentant les différentes dérivées présentes 
dans notre système (appelé jet bundle) et alors nous réalisons le système comme une 
sous-variété d 'un tel espace. 
Définissons le multi-indice J = (jI, .. . jp) où chaque ji est un entier non négatif et 
nous définissons 
111 = jI + ... + jp = k. 
Les diverses dérivées des variables dépendantes ua selon les variables indépendantes 
Xi sont exprimées en terme de ke ordre de dérivées partielles selon Xi. 
alJI aJ = . . a JI a Jp Xl ..• Xp 
Chapitre 2. Introduction 37 
Tel que 
C< 
U j = ~ JI ~ jp 
VXl ",VXp 
Nous étendons l'espace des coordonnées X x U jusqu'au jet bundle 
qui est l'espace des coordonnées et toutes les dérivées jusqu'à l'ordre k inclusivement. 
Soit un système donné, 
i = 1, ... , S 
d'EDP, une solution est seulement une fonction lisse f : X -+ U, telle que 
~(x; f(x) , ojf(x)) O. 
Si G est un groupe de transformations locales agissant sur l'espace X x U, il y a une 
action locale induite de G sur l'espace de jet entier Yk. Ceci constitue la prolongation 
d'une transformation de coordonnées de G vers une transformation incluant aussi les 
dérivées. Le problème est que les transformations de groupe et leurs prolongations sont 
souvent fortement non-linéaires. Ceci peut faire en sorte que de telles prolongations 
sont difficiles à utiliser. Toutefois, pour solutionner ce problème, nous devons effectuer 
l'analyse de prolongation au niveau de l'algèbre de Lie où tous les opérateurs sont 
linéaires. 
Soit un sous-groupe de G à un paramètre donné, nous définissons la ke prolonga-
tion de son générateur infinitésimal associé a comme étant le générateur infinitésimal 
d'action de sous-groupe à un paramètre étendu jusqu'au ke ordre jet bundle. 
Définition 2.25. Soit une fonction différentiable F(x , u , Uj) donnée, nous définissons 
la dérivée totale Di (i = 1, .. . , p) comme la dérivée de F traitant U comme une fonction 
de x qui est 
o q IJI=k 0 
Di = ~ + " " u~ ~ vxt ~ ~ 'vuC< 
c<=1 J J 
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Exemple 2.18 : Dérivées totales. Pour p = 2, q = 1, k = 2, nous avons Xi = (x, y) 
et U = (u) donc les dérivées totales sont 
a a a a a. a a 
Dx = -a + ux -a + uxx -a + U XY -a + uxxx -a + uxxY -a + U XYY -a ' x U U x uy U xx uxy U yy 
a a a a a a a 
D y = -a +uY -a +uYY -a +uYX -a +uYYY -a +uYYX -a +uYXX -a . y U 'uv 'U x 'U yy 'uYx 'Uxx 
Exemple 2.19 : Dérivées totales et multi-indice. Si 
alors 
étant donné un mult i-indice J = (JI, ... ,jp), nous définis on 
Théorème 2.2 . Supposons Œ un champ de vecteur lisse 
p. a q a 
Œ = '" çl(X, u)-a . + '" cjP(x, u)-a ~ Xl ~ ua 
i=1 a=1 
dans l'espace X x U. Alors, la ke prolongation de Œ est le champ de vecteurs 
dans le jet bundle Yb où les fonctions des coefficients (cjP) sont données par 
Chapitre 2. Introduction 39 
Exemple 2.20 : Première prolongation de 80(2). p = q = 1, G = SO(2) dont 
les actions induisent des transformations de la forme 
x = x cos 8 - u sin 8, 
il = x sin 8 + u cos 8. 
Le générateur infinitésimal est 
où 
Ç'(x,u) = !(XCOs8-usin8)1 = (-xsin8-ucos8)lo=0 = -u, 
0=0 
cI>(x, 'U) = :8 (x sin 8 + 'U cos 8) 1 = (x cos 8 - 'U sin 8) 10=0 = x. 
0=0 
Alors , 
o 0 
a = -u- +X-. OX ou 
o La première prolongation est pr(l)(a) = a + cl>x~, où 
UUx 
alors 
o 0 0 pr(l)a = -u- + x - + (1 + (ux )2)-. OX ou oUx 
Exemple 2.21 : Prolongation d'ordre supérieur. Considérons le cas p = 2, q = 1 
général. Nous avons les variables indépendantes x, t et la variable dépendante u. Le 
plus général espace vectoriel sur X x U est 
La première prolongation est 
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Similairement, 
r/>t = Dt( r/> - uxç - UtT) + Uxtç + UttT, 
r/>t = r/>t - çtUx + (r/>u - Tt)Ut - çuUxUt - Tu(Ut? 
Pour la deuxième prolongation, nous avons 
Nous donnons la formule pour r/>xx 
Similairement, nous pouvons trouver r/>tt et r/>xt 
r/>tt = DZ( r/> - uxç - UtT) + Uttxç + UtttT, 
r/>U = r/>tt + ut(2r/>tu - Ttt) - Uxçtt + u~(r/>uu - 2Ttu) 
r/>xt = DtDx(r/> - uxç - UtT) + Uxxtç + UxttT, 
r/>xt =r/>xt + Ux(r/>tu - çxt) + Ut (r/>xu - Txt) + UxUt(r/>uu - Çxu - Ttu) 
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Théorème 2.3. Supposons que a et fJ sont des champs de vecteurs lisses sur X x U. 
Alors, 
p~k) [aa + bfJ] = ap~k) [a] + bp~k) [fJ], 
p~k) [a, fJ ] = [p~k)a, p~k) fJ], (2.7) 
ce théorème est tiré de (78, Théorème 2.39j. Nous pouvons comparer l 'application de 
l'équation (2.3) avec l'équation la prolongation de (2.7). 
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Théorème 2.4. : Le critère de symétrie. Supposons que ,6./.1 (x , u(n)) = 0, 1/ = 
{1 , ... , s} est un système d'EDP. Soit C un groupe connexe de transformations locales 
agissant sur X x U tel que pour chaque générateur infinitésimal a de C, 
Alors C est un groupe de symétrie du système ,6. /.1 = o. 
Exemple 2.22 : Symétries généralisées. Considérons l'équation différentielle du 
premier ordre 
,6. = (u - x) ux + (u + x) = 0 
dont la première prolongation est 
En appliquant cette prolongation à notre équation, nous obtenons 
pr(1) (a),6. = (-u8x + x8u + (1 + u;)duJ[(u - x)ux + (u + x)], 
= ux[(u - x)ux + (u + x)], 
Nous pouvons voir que cette prolongation est toujours nulle quand ,6. = 0, elle est 
donc une symétrie de l'EDO. Comme nous l'avons vu précédemment, si nous avons 
une solution u = f(x) de ,6. ,alors la solution ü = Bf(x) est aussi une solution de ,6.. 
Si la solution u est , par exemple, une spirale, alors la solution ü sera aussi une spirale, 
mais ayant subi une rotation. 
Théorème 2.5. Supposons ,6.(u, U(k)) = 0 un système d'EDP avec p variables indé-
pendantes et q variables dépendantes, tel que les matrices de Jacobi de ,6. ont un rang 
maximal en tout point. Supposons en plus que pour tout point 
(xa , ua) E y~ = {(x, 'u(k) : ,6.(x, uk) = o} c X x uk, 
il y a une solution u = f(x) définie dans le voisinage de Xa tel que Ubk) =p~k) f(xa). 
Supposons C un groupe de transformations locales connexe agissant sur X x U = 
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IRP x IRq, l'espace des variables dépendantes et indépendantes. Alors G est un groupe 
de symétrie du système si et seulement si pour chaque générateur infinitésimal a de 
G, 
lorsque 
Dans le but de déterminer le plus large groupe (continu) de symétries d'un système 
d'EDP, nous devons; 
1. Commencer avec l'espace vectorielle plus général et calculer sa prolongation. 
2. Utiliser le théorème du critère de symétrie pour déterminer les conditions aux-
quelles les coefficients du champ de vecteurs doivent obéir pour que le champ 
de vecteurs soit un générateur infinitésimal de symétrie. 
3. Déterminer l'algèbre de Lie des symétries infinitésimales, et intégrer pour trou-
ver le groupe G des transformations de symétrie. 
Définition 2.26. Un groupe de transformations G à un paramètre est un groupe de 
transformations agissant dans l 'espace X x U dépendant de façon continue d 'un pa-
ramètre E tel que tout élément 9 E G est décrit par la valeur du paramètre E, c'est-
à-dire 9 = g(E). De plus, ces éléments forment un groupe agissant sur un élément 
(x , u) E X x U de la façon suivante: 
1. L 'élément identité est défini pour E = 0 : g(O) . (x, u) = (.'E, u). 
2. L 'action est fermée et associative: g( El) . (g( (2) . (x , u)) = g( El + (2) . (x, u). 
3. L'action est infiniment différentiable par rapport au paramètre E. 
D éfinition 2 .27. Soit .6. un système d 'équations différentielles d 'ordre n et G un 
groupe de transformations locale agissant sur l 'espace des variables dépendantes et in-
dépendantes. On dit que G est un groupe de symétrie du système d'équations 
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différentielles D. si l 'action prolongée de G laisse l'ensemble des solutions Sb. inva-
riant, c'est-à-dire que si (x, u) E Sb., alors (x, ü(n)) =p-fn)g . (x, u(n)) E Sb., où u(n) 
dénote les fonctions indépendantes et toutes leurs dérivées partielles. 
Exemple 2 .23 : Base du champ de vecteurs pour l'équation de chaleur.[78] 
L'équation de chaleur à une dimension est 
Ut = Uxx · (2.8) 
Ici, p = 2, q = 1, k = 2. Soit D. := 'Ut - Uxx = 0, nous cherchons les symétries de 
l'équation D. = o. Le champ de vecteurs le plus général est 
a a a 
ex = ç(x, t, u)-a + T(X , t, u)-a + cp(x, t, u)-a . 
x . t U 
Nous devons calculer la seconde prolongation 
où les coefficients cpx, cpt , cpxx , cpxt , cptt sont à déterminer en utilisant la formule de pro-
longation. En appliquant le critère de symétrie, nous calculons 
D'après le critère de symétrie, si Œ est une symétrie infinitésimale, nous devons avoir 
A.t _ A.xx = 0 quand 0 
'fi 'fi Ut - U xx = . 
Les coefficients cpt et cpxx ont déjà été déterminés et nous pouvons les substituer dans 
l'équation. Remplaçant Ut par Uxx partout, nous égalons les coefficients des diverses 
dérivées partielles de U dans le but d'obtenir ses équations déterminantes: 
- UxUxt 0= 2Tu (a) 
- 'Uxt 0= 2Tx (b) 
- (uxx? 0= -Tu +Tu (c) 
- (Ux )2uxx 0= Tuu (d) 
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- 'Ux'Uxx o = -Çu + 2Txu + 3çu (e) 
- Uxx 0= CPu - Tt + Txx - CPu + 2çx (f) 
- (Ux)3 0= Çuu (g) 
- (Ux)2 0= - CPuu + 2çxu (h) 
- Ux o = -çt - 2cpxu + Çxx (i) 
- 1 0= CPt - CPxx (j) 
Ce sont les c0nditions qui doivent être satisfaites par ç, T et cP si a doit être une 
symétrie infinitésimale. En suivant les étapes que voici : 
- (a) et (b) => T = T(t) , 
- (c) est identiquement satisfait, de même que (d), 
- l'équation (e) montre que ç = ç(x, t), 
- l'équation (f) implique Tt = 2çx, alors Çxx = 0, 
- l'équation (g) est identiquement satisfaite et (h) montre que cP = a(x, t)u+f3(x, t ) 
pour fonctions arbitraires a et f3, 
- l'équation (i) implique que çt = -2ax , 
- finalement , l'équation (j) implique que a t = a xx et f3t = f3xx, tel que a xxx 
0, axt = 0 => çtt = O. 
De là, nous obtenons 
ç = Cl + C4X + 2C5 t + 4c6xt , 
T = C2 + 2C4t + 4c6t2, 
cP = (C3 - C5 X - 2c6t - C6 X2 )U + f3 (x, t) , 
où Cl, ... , C6 sont des constantes d'intégration et f3 est une fonction arbitraire sujette à 
la condition f3t = f3xx. Puisque les constantes sont arbitraires et qu'elles ne dépendent 
d'aucune façon entre elles, nous pouvons prendre les constantes une à une, en la 
définissant à 1 et les autres à a sans perdre de généralité. En effectuant cette méthode, 
nous obtenons une base pour notre algèbre de Lie caractérisant totalement notre 
espace vectoriel. 
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De là, l'algèbre de Lie de symétries infinitésimales est générée par les six champs 
de vecteurs suivants: 
(qui forment la base de l'algèbre de Lie de l'exemple 2.15) et par la famille d'espaces 
vectoriels de dimension infinie 
où f3 satisfait l'équation de chaleur, c'est-à-dire 
f3t = f3xx' 
En intégrant , nous trouvons les groupes de symétrie de l'équation de chaleur (2.8) à 
un paramètre : 
Il t u Type transformation 
GI x+À t u Translation en x 
G2 x t+À u Translation en t 
G3 x t eÀu Dilatation en u 
G4 eÀx e2Àt u Dilatation en x et en t 
G5 x - 2Àt t u e(Àx-À
2 t ) Boost galiléen 
x t -Àx :':: G6 uV1 + 4Àtexp Transformation conforme 1 + 4Àt 1 + 4Àt 1 + 4Àt 
G{3 x t u + Àf3 (x , t) Principe de superposition 
TABLEAU 2.2 - Groupes de symétrie et leur interprétation physique pour l'équation 
de chaleur. 
où G{3 provient du fait que l'équation (2.8) est linéaire. 
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Exemple 2.24 : Base de l'algèbre des équations de Navier-Stokes. Les équa-
tions de Navier-Stokes pour un fluide incompressible sont données par 
Px + uux + VU y + WUz = ~u, 
Py + uvx + VVy + WVz = ~v, 
Pz + uwx + VWy + WWz = ~w , 
Ux + Vy + W z = o. 
Dans ce cas, p = 3, soit (x, y , z), et q = 4, soit (u , v, w , P). Un champ de vecteurs 
typique dans X x U = ]R3 X ]R4 est donné par 
où les fonctions-coefficients dépendent de (x , y , z, u, v , w , P). Le critère infinitésimal 
de symétrie pour les équations de Navier-Stokes donne 
7rx + u cpx + v CPy + w cpz + uxcp + uy'lj; + UzX = cpxx + CPyy + cpzz, 
7rY + u'lj;x + v'lj;y + w'lj;z + vxCP + vy'lj; + VzX = 'lj;xx + 'lj; yy + 'lj;zz, 
7r
z + uXx + VXy + WXz + wxCP + wy'lj; + WzX = Xxx + xyy + Xzz , 
cpx + 'lj;Y + e = o. 
Ici cpJ, 'lj; J , XJ et 7r J sont les fonctions-coefficients de la seconde prolongation de Œ. À 
partir de là, nous obtenons les équations suivantes 
çy + fJx = 0, Çz + ( x -= 0, 
fJz + (y = 0, CPv + fJx = 0, 
'lj;u + ç,y = 0, Xu + Ç,z = 0, 
CPw + ( x = 0, 'lj;w + ( y = 0, 
Xv + fJz = 0, CPu = 7rp + Ç,x, 
'lj;v = 7rp + fJy , XW = 7rp + ( z, 
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ce qui nous donne la solution générale 
7r = Cs - 2c7 P. 
Pour terminer, nous sommes en mesure de générer la base du champ de vecteurs , soit 
Q7 = a8x + y8y + z8z - 'U8u - v8v - w8w - 2P8p , 
Qs = 8p . 
Il est facile de vérifier que les six premiers cas forment les générateurs infinitésimaux du 
groupe d'action du mouvement des rigides. Les trois premiers cas sbnt les translations, 
les cas 4, 5 et 6 sont les rotations. Nous pouvons voir aussi que les équations de 
Navier-Stokes sont invariantes sous translation de pression. Pour le cas 7, il s'agit 
d'une transformation d'échelle, soit 
Ceci implique que si ('U, v, w , P) sont des fonctions dépendantes de (x , y, z ) qui sont 
solutions des équations de Navier-Stokes, alors l'équation suivante est aussi une solu-
tion 
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2.7 Réduction par symétrie des équations différen-
tielles 
Lorsque nous sommes confrontés à un système d 'EDP compliqué provenant d 'un 
problème de physique important , la découverte de n 'importe quelle solution explicite 
quelle qu'elle soit est d 'un grand intérêt. Ces solutions explicites peuvent être utilisées 
comme modèles pour la physique expérimentale, comme références pour les simula-
tions numériques, mais aussi elles peuvent souvent refléter le comportement asympto-
tique ou dominant de solutions plus générales. La méthode utilisée pour trouver des 
solutions invariantes sous l'effet d'un groupe procure une méthode systématique et 
calculatoire pour déterminer de larges classes de solutions particulières. Ces solutions 
invariantes sous l'effet d'un groupe sont caractérisées par leur invariance sous certains 
groupes de symétrie du système d 'EDP. Plus la solution est symétrique, plus la solu-
tion sera facile à construire. Le théorème fondamental des solutions invariantes sous 
l'effet d 'un groupe énonce grosso modo que les solutions qui sont invariantes sous un 
groupe de symétrie à r paramètres du système peuvent être trouvées pour un système 
d 'équations différentielles impliquant r variables indépendantes de moins que dans 
le système original. En particulier, si nous utilisons le même nombre de paramètres 
moins un qu'il y a de variables indépendantes (p - 1 = r où p est le nombre de va-
riables indépendantes) , alors toutes les solutions invariantes sous ce groupe peuvent 
être trouvées en solutionnant un système d 'EDO. De cette façon , il est possible de ré-
duire un système monstrueux d'EDP vers un système d'EDO plus simple pour lequel 
il est plus facile de trouver des solutions explicites. En pratique ces solutions peuvent, 
dans le plupart des cas, être efficacement trouvées et souvent nous donnent les seules 
solutions explicites connues. 
Par exemple, considérons l'EDP non-linéaire de Kadomstev-Petviashvili cylin-
drique (cKP) 
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ainsi que le champ vectoriel 
tel que les fonctions ~, p" T et cp sont données par 
ç = - x - - -Ttt - - + - y - -'r/tY + (J(t) , Tt t
2 (2 Tt T) 2 2t2 
3 Œ 3 t t 2 Œ 
P, = (~Tt - T) y + 'r/( t) , 
T = T(t), 
2 Ttt t 2 t (Jt 
cp = --TtU + -x - - (2tTttt + Ttt) Y - -3 (2'r/t + t'r/tt) y + -6 ' 3 18 18Œ Œ . 
où les fonctions T, 'r/ et (J sont des fonctions arbitraires de t. Nous pouvons aussi les 
réécrire en terme de la base de dimension infinie 
(2 T) [Tt t 2 (2 Tt T) 2] V1(T) = Tat + -Tt - - yB + -x - - -Ttt - - + - y a 3 t y 3 Œ 3 t t2 x 
+ --TtU + -x - - (2tTttt + Ttt) Y au , [ 
2 Ttt t 2] 
3 18 18Œ . 
2t2 t 
V2('r/) = 'r/ay - -'r/tyax - -3 (2'r/t + t'r/tt) yau, 
Œ Œ 
1 
V3( (J) = (Jax + "6(Jtau. 
La table de commutation est donnée par 
[Vi, Vj] VI (T2) V2 ('r/2) V3 (CJ2) 
VI (Tl) VI (T1 72 - 71 T2) V2 (Tl rj2 - 'r/2 U71 - 7-)) (. 1 . ) V3 Tl (J2 - 3" Tl (J2 
V2 ('r/1) ( e' 72 ) • ) V2 'r/1 3" T2 - T - T2'r/1 (2t2 • 2t2 . . ) V3 ~'r/1 'r/2 - ~'r/2'r/1 0 
V3 ((JI) C· . ) V3 3"T2(J1 - T2(J1 0 0 
TABLEAU 2.3 - Table de commutation de l'algèbre de Lie pour l'équation de 
Kadomtsev-Petviashvili cylindrique. 
d 'où nous pouvons facilement voir que l'algèbre L peut être écrite comme 
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de sorte que v3 est une sous-algèbre abélienne de {V2 , V3} et tel que {V2 , V3} est le 
nilradical de L. 
Nous allons maintenant rechercher certaines solutions intéressantes. Comme pre-
mière réduction, nous allons prendre la sous-algèbre V3(0") , telle que nous avons les 
égalités 
du dx 6-. =-. 0" 0" 
Ceci nous donne les invariants 
Il := p = y, 
ou encore 
12 := e = t , 
1 O"t 
u(x , y, t) = z(p , e) + --x. 60" 
En remplaçant ce résultat dans notre équation de départ .6., nous obtenons après 
quelques simplifications 
z = _ 2t
2 (O"u + ~) 
pp 3a 0" 2to"' 
où nous pouvons facilement intégrer pour obtenir 
t
2 (O"tt O"t) 2 Z = --3 - + - P +v(t)p+w(t) , 
a 0" 2to" 
tel que v(t) et w(t) sont des fonctions arbitraires de t. Ceci nous donne la solution 
particulière 
t
2 (O"tt O"t) 2 10"t u(x, y, t) = -- - + - y + v(t)y + w(t) + --x. 3a 0" 2to" 6 0" 
Nous pouvons aussi considérer la sous-algèbre {V2 , V3} pour réduire notre équation. 
Nous avons donc les égalités 
dy dx = 6 du. , 
TJ 0" - fy éJ - 6fy 
Ceci nous donne les invariants 
Il := e = t, 0" f 2 12 := p = X - -y + -y , 
TJ 2TJ 
2t2 f:= -iJ· 
a 
éJ f 2 Is := z (p , e) = u - -y + -y . 
6TJ 2TJ 
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Donc, u aura la forme 
(y f 2 
u(x, y , t) = z(p , ()) + -y + -y . 
6'Tl 2'Tl 
Si nous calculons les différentes dérivées de u , nous avons 
et en substituant dans notre équation de départ ~ , nous obtenons 
( ' ) ( . ) (J'Il (y f 2 fi! (y f 2 2 o = z 0 + z -y - -y + -y - - + 6z z + -y - -y + 6z P pp 'Tl2 'Tl 2 'Tl 2 'Tl 2 pp 'Tl 2 'Tl P 
+ Z4 + zp + ~ [z (Ly _ ~) 2 + z L - il ' 
P 2t 4t2 pp 'Tl 'Tl P 'Tl 'Tl 
2 ( 1 a ) aj ( a a2 5 j 2 (y ) 
=zpO' + 6zzpp + 6zp + Z4p + zp 2t + 4t2'Tlf - 4t2'Tl + zpp - 4t2 'Tl2 - 2-;ryy + 5-;ryy . 
Nous pouvons ici imposer des formes plus particulières pour nos symétries afin de 
retrouver certaines équations biens connues. 
Cas 1 : a = 0 et 'Tl = cl t. 
Dans ce cas-ci, nous avons 
où Z doit satisfaire l'équation 
ou encore 
t 2 P = x - -y , 
a 
() = t , 
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qui est l'équation de Korteveg-de-Vries (KdV) forcée et telle que v est une fonction 
arbitraire de (). Donc, en connaissant des solutions de KdV forcée ou non, nous pouvons 
obtenir des solutions non-triviales de cKP. 
Cas 2 : (J = 0 et TJ = c. 
En prenant cette symétrie, nous obtenons une solution de la forme 
u = z(p, ()) , p= x , ()=t 
et où z doit respecter l'équation 
z 
z(} + 6zzp + Z3p + 2() = v(()) . 
Si nous effectuons la transformation z = - z, nous obtenons l'équation KdV cylin-
drique forcée 
Zo - 6zzp + Z3p + 2z() = iJ(()) 
encore une fois où v est une fonction arbitraire de (). 
Suite à cet exemple, nous allons résumer la méthode à utiliser pour réduire les 
systèmes d'EDP. 
1. Nous devons d 'abord trouver tous les générateurs infinitésimaux il des groupes 
de symétries du système en utilisant la méthode de prolongation expliquée pré-
cédemment dans ce chapitre. 
2. Nous devons décider du degré de symétrie s des solutions invariantes, 1 ~ s ~ p. 
Ce système réduit pour les solutions invariantes va dépendre de p - s variables 
indépendentes. Pour réduire le système d'EDP à un système d 'EDO, il est néces-
saire de choisir que s = p - 1. En général, plus le s est petit, plus la solution va 
être invariante, mais plus le système va être difficile à solutionner explicitement. 
3. ous devons trouver tous les sous-groupes G de dimension s du groupe complet 
de symétrie trouvé en 1. 
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4. En déterminant le groupe de symétrie, nous pouvons construire un ensemble 
complet d'invariants fonctionnellement indépendants que nous divisons en deux 
types correspondants aux nouvelles variables indépendantes et dépendantes. 
5. Nous devons, par la suite, calculer les différentes dérivées de notre ancien système 
de coordonnées vers les coordonnées invariantes en utilisant la règle en chaîne. 
6. En substituant ces résultats dans notre équation de départ ~, nous obtenons 
notre nouveau système réduit. 
7. Nous devons finalement résoudre ce nouveau système pour obtenir les solutions 
invariantes sous l'effet du groupe choisi, puis les réécrire en terme des variables 
du système initial. 
En répétant les étapes de 4 à 7 pour chaque groupe de symétrie G de l'étape 3, 
nous obtenons un ensemble complet de solutions invariantes pour notre système. 
2.8 Test de Painlevé 
Suite à la réduction par symétrie, il est intéressant de trouver des équations réduites 
intégrables au sens de Painlevé. Un moyen pour savoir si une équation différentielle 
est intégrable, c'est-à-dire que sa solution peut contenir seulement des pôles et non 
pas des singularités critiques, il faut qu 'elle possède la propriété de Painlevé (pour 
plus de détails voir [26]). La condition nécessaire (mais pas suffisante) pour qu 'une 
équation différentielle possède cette propriété est qu 'elle doit passer le test de Painlevé. 
Pour ce faire, nous devons tester l'existence de toutes les représentations locales de la 
solution générale via les séries de Laurent sur une variété non-caractéristique cp(x , t) = 
o (telle que CPx =f. 0). Ce test peut être soit réussi peu importe cp et peut donc avoir la 
propriété de Painlevé, soit être réussi avec des conditions sur cp et donc peut être dite 
partiellement intégrable ou soit être échoué, ce qui est caractéristique aux équations 
différentielles chaotiques. Dans ce mémoire, seul le premier cas sera étu~ié. 
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Soit une équation différentielle (ordinaire ou partielle) donnée 
6[71,] = 0 (2.9) 
qui est d 'ordre N et polynomiale en u et ses dérivées, nous écrivons u en terme d 'une 
série de Laurent en ç 
00 
u(x, t) = ~ Uj(x , t)çJ-P , 
j=O 
(2.10) 
telle que ç doit tendre vers 0 comme cP et où p doit être un entier positif. Il est 
important de noter que le choix d'un ç explicite est indépendant du résultat du test. 
Les principaux choix de jauge pour le ç sont la jauge de Weiss-Tabor-Carnevale ç = cP, 
la jauge de Weiss-Tabor-Carnevale sans dimension ç = cP/ cPx , la jauge de Conte 
ainsi que la jauge de Kruskal 
ç = x - xo(t) , 
où X o est une fonction arbitraire de t. Ce dernier cas est le choix le plus simple pour 
le test, toutefois il ne peut pas être utilisé pour obtenir des paires de Lax ni pour 
trouver des solutions particulières. 
Pour obtenir le couple (uo ,p) , il suffit de substituer la série de Laurent (2.10) dans 
notre équation différentielle de départ (2.9) . Par la suite, il faut effectuer la balance 
entre les différents termes de cette expression polynômiale. Chaque solution différente 
de (uo ,p) définit une famille. Pour chaque j :2: 1, la relation de récurrence déterminant 
les Uj est 
où P est un polynôme de degré au plus N. Les besoins principaux pour que le test 
de Painlevé soit réussi sont que les zéros de PU) , aussi appelés les résonances de 
Painlevé ou les indices de Fuchs, soient des entiers distincts et que pour chaque indice 
'l et chaque choix de jauge cP , la condition de compatibilité tienne pour Qi = O. 
Chapitre 2. Introduction 55 
Exemple 2.25 : Test de Painlevé pour l'EDO de Painlevé Pl. À titre d 'exemple 
simple, prenons la première transcendante de Painlevé 
Utt = 6u2 + t. 
Considérons le développement en série de Laurent 
00 
U = L Uiçi-P, 
i=O 
tel que ç = t - to et tel que la seconde dérivée de U par rapport à test 
00 
Ua = L (i - p)(i - P - 1)UiÇi-p-2. 
i=O 
(2.11) 
(2.12) 
(2.13) 
En substituant les équations (2.12) et (2 .13) dans notre équation de départ (2.11), 
nous obtenons 
Pour trouver les termes dominants, nous allons prendre seulement les termes où i = 0, 
soit 
(2.14) 
Si nous essayons de balancer les ordres de ç dans l 'équation (2 .14), nous voyons que 
le plus bas exposant que nous pouvons avoir en balançant les deux premiers termes 
est donné par p = 2. Si p = 2, nous voyons facilement que Uo = U 02 et donc Uo = 1. 
En substituant ces résultats dans l 'équation (2.12), nous obtenons la série 
00 
U = L Uiçi-2, 
i=O 
Uo = 1. 
Pour t rouver les résonances , il existe un petit truc calculatoire. En effet, si nous 
calculons seulement les coefficients de Çm-p pour un U de la forme 
nous pouvons beaucoup plus rapidement trouver les résonances. Dans notre cas, nous 
obtenons 
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Nous pouvons aisément voir que le coefficient sort de l'équation et nous laisse la 
contrainte sur m 
(m - 2)(m - 3) = 12 
que nous pouvons réécrire comme 
(m + 1)(m - 6) = O. 
En faisant les calculs, nous pouvons voir qu'il y a bien résonance pour m = 6 (et pour 
m = -1, mais puisque nous considérons seulement des entiers positifs pour i, ce cas 
n 'est pas utile) qui est un entier positif, donc la première transcendante de Painlevé 
a réussi le test de Painlevé avec les coefficients 
Uo = 1, 
00 
U = L UiÇi-2, 
i=O 
1 
U5 = -"6' 
où cet to sont des constantes arbitraires et où les coefficients Uj pour j ~ 7 dépendront 
uniquement des constantes c et to. 
Exemple 2.26 : Test de Painlevé pour l'équation de Sine-Gordon. Soit l'EDP 
de Sine-Gordon 
ext = sine 
que nous pouvons réécrire sous la forme rationnelle 
via la transformation 
YYxt - YxYt = ~ (y3 - y) 2 (2.15) 
Il est à noter qu 'il est toujours préférable de transformer l'équation de départ pour 
minimiser le nombre de termes à calculer. Dans ce cas-ci, nous avons pu passer d 'un 
polynôme de dimensions infinie (sine) à un polynôme de dimension 3. Considérons le 
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développement pour y 
00 
y = L Yi(t)çi-P 
i=O 
avec le choix de jauge de Kruskal ç = x - xo(t). Nous pouvons facilement calculer 
toutes ses dérivées (nous allons noter x pour Bx/Bt), soit 
00 
Yx = L (i - p)yiçi- p-\ 
i=O 
00 
i=O 
00 
Yxt = L [(i - p)i/içi- p-l + (i - p)(i - P - 1)Yixoçi-P-2] , 
i=O 
puis les remplacer dans notre équation de départ (2 .15) . Par souci d'espace, nous ne 
considérons que les termes où i = 0 pour déterminer les termes dominants 
Yo 3 Yo 
----2ç3p 2çP' 
En simplifiant, nous obtenons 
2' 2 P xoYo Yo 3 Yo 
----Ç2p+2 2ç3p 2çP 
En égalant les puissances des ç, nous obtenons deux choix 
2p + 2 = 3p, =} p = 2, 
2p + 2 = p, =} p = -2. 
Le bon choix est le premier p = 2, dans le cas contraire, nous trouvons une série sans 
pôle. Donc, nous obtenons une équation pour Yo, soit 
2· 2 4' 2 3 P xoYo = .ToYo = Yo 
et donc 
Yo = 4xo· 
Pour trouver les résonances, considérons un y sous la forme 
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et substituons cette forme dans notre équation de départ (2.15) et observons seulement 
les coefficients devant les ç-m-6 
ç-m-6 : 
nous pouvons simplifier le tout pour obtenir le polynôme 
(m + l)(m - 2) = O. 
Il y a donc résonance quand m = 2. Si nous calculons les trois premiers coefficients, 
nous obtenons la série 
4i:o y = 12 + 0 + C(t) + ... 
où Xo et C sont deux fonctions arbitraires de t et où les coefficients d 'ordre plus élevé 
vont seulement dépendre de ces fonctions. 
Chapitre 3 
Symétries d'équations différentielles 
ordinaires et leurs surfaces 
solitoniques 
Ce chapitre porte principalement sur les surfaces solitoniques associées aux EDO. 
Nous caractérisons ces surfaces via les premières et deuxièmes formes fondamentales 
ainsi que les courbures (de Gauss ou moyenne) au moyen de leur paire de Lax et 
de la forme de Killing. Nous cherchons aussi à construire les surfaces solitoniques 
bidimensionnelles associées à ces EDO. Dans ce chapitre, nous avons généré de nou-
velles surfaces solitoniques associées à certaines fonctions elliptiques de Jacobi et de 
P-Weierstrass ainsi que pour le problème de Sturm-Liouville. Ce chapitre est basée 
sur les livres [78,83] ainsi que les articles [48,49,51]. 
Nous allons tout d 'abord établir la notation que nous allons utiliser , soit la notation 
standard du livre de P. J. Olver [78]. Considérons u, une fonction de x, alors nous 
écrivons 
au 
~=ux, 
' u x 
J = (x , ... , x), IJI = n, 
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où J est un multi-indice. Alors , une fonction f définie sur l'espace de Jet est notée 
f(x, u, ux, Uxx , ... ) . f [u], f(À , x, y , u, ux, U xx , .. . ) - f(À , y , ru]). 
La dérivée totale est donnée par 
8 8 8 
Dx = -8 +ux-8 + ... +uJx-8 + ... , x u UJ 
Il est à noter que uy = 0 ainsi que [Dx, Dy] = O. 
8 
Dy = 8y' 
Si nous prenons un champ de vecteurs généralisés sous la forme d'une représenta-
tion d 'évolution et sa prolongation, 
il est une symétrie d 'une EDO non-dégénérée ~[u] = 0 si et seulement si 
lorsque ~[u] =0. 
3.1 Surfaces solitoniques associées aux équations dif-
férentielles ordinaires intégrables 
Considérons une EDO 
(3.1) 
qui admet une paire de Lax avec des matrices potentielles L(À, ru]) et M().., [11,]) ayant 
leurs valeurs dans une algèbre de Lie 9 qui est une représentation équivalente à (3.1) 
vérifiant 
DxM + [M, L] = 0 lorsque ~[u] =0, (3.2) 
telle qu'elle est intégrable si elle ne dépend pas du paramètre spectral À. Cette repré-
sentation de Lax (3.2) peut être considérée comme étant les conditions de compatibilité 
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du problème linéaire spectral (PLS) pour les fonctions d 'onde cp ayant leurs valeurs 
dans le groupe de Lie G où nous introduisons une variable auxiliaire y 
Dxcp( >" y, lu]) = L(À, [u]) cp( >., y, lu]) , 
Dy cp( À, y, lu]) = M(À , [u]) cp( >., y, lu]). 
À cause de la condition de compatibilité DxDycp = DyDxcp, nous avons que 
et donc 
DxDy cp = Dx(M cp) = Dy(Lcp) , 
DxM cp + M Dxcp = DyLcp + LDycp, 
DxM cp + M Lcp = DyLcp + LM cp, 
DxM + ML = DyL+ LM 
DxM - DyL+ [M, L] = DxM + [M, L] = O. 
Puisque L ne dépend pas de y , nous retrouvons la représentation de Lax (3.2). 
(3.3) 
Théorèm e 3. 1 (39). Pour toutes fonctions matricielles A(À, y , lu]) et B(À, y, [11,]) 
ayant leurs valeurs dans 9 et vérifiant 
DyA - DxB + [A ,M] + [L , B] = 0, (3.4) 
il existe une fon ction d'immersion F avec les valeurs dans 9 dont les vecteurs tangents 
sont donnés par 
et (3.5) 
Lorsque A et B sont linéairement indépendants, F est une fon ction d'immersion pour 
une surface 2D plongée dans l'algèbre de Lie g. 
Preuve : Soit 
nous avons donc que 
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et en vertu de l'équation (3.3), nous trouvons que 
De façon similaire, nous pouvons trouver pour Dy que 
En dérivant les équations (3.5), nous obtenons 
DyDxF = _ cf;-l M A cf; + cf;-l(DyA) cf; + cf;-l A(Dycf;), 
DxDyF = _cf;- l LBcf; + cf;-l(DxB)cf; + cf;-l B(Dxcf;) , 
=> _cf;-l M A cf; + cf;-l(DyA)cf; + cf;-l AM cf; + cf;-l LBcf; 
- cf;-l(DxB) cf; - cf;-l BLcf; = 0, 
=> -MA + DyA + AM + LB - DxB - BL = 0 
et donc nous retrouvons (3.4) 
DyA - DxB + [A, MJ + [L, BJ = O. 
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Comme il a été démontré dans [23,39,49,88,89], les trois termes linéairement indé-
pendants vérifiant (3.4) sont 
A = a(À) :À L + (DxS + [5, L]) + pr(vQ)L, 
B = a(À) :À M + (Dy5 + [5, M]) + pr(vQ)M, 
(3.6) 
où a = a(À) E C, 5 = 5(À, y , ['U]) est un élément arbitraire de l'algèbre de Lie 9 et 
vQ est une symétrie généralisée de l'EDO!:::. = O. Le premier terme est associé à une 
symétrie spectrale, tandis que le second terme représente une symétrie par rapport 
à la jauge et le dernier terme est une symétrie généralisée de l'équation différentielle 
ainsi que du PLS. De plus, il a été démontré dans [49J que la fonction F avec des 
valeurs dans 9 peut être intégrée explicitement comme 
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pourvu que 'uQ soit une symétrie généralisée du PLS (3.3) ainsi que de l'EDO (3.1) 
!:1 = 0, en ce sens que 
1. 
2. 
3. 
pr(iJQ ) (Dx M + [M, L]) = 0 
pr(iJQ) (Dx</J ~ L</J) = 0 
pr(iJQ ) (Dy</J - M </J ) = 0 
lorsque 
lorsque 
lorsque 
où nous considérons seulement les symétries communes. 
DxM + [M, L] = 0, 
Dx</J - L</J = 0, 
Dy</J - M </J = 0, 
3.1.1 Formule d 'immersion de Sym-Tafel 
Considérons le premier terme dans (3.6) qui admet une symétrie de (3.1) conforme 
en paramètre spectral qui obéit à (3.4) 
où a(À) est une fonction arbitr,aire de À. Le premier terme en A et le premier terme en 
B correspondent à la formule d'immersion de Sym-Tafel donnée par la forme intégrée 
de la surface 
pST = a(À)</J-l :À </J . 
Cette surface pST possèd~ des vecteurs tangents de la forme 
DxPST = a</J-l ( :À L) </J , DypST = a</J- l (:À M) </J . (3.7) 
Si les vecteurs tangents dans (3.7) sont linéairement indépendants, alors la surface 
pST existe et donne un plongement d'une surface 2D dans l'algèbre de Lie g. 
3 . .1.2 Transformation de jauge 
Considérons les seconds termes de l'équation (3.6) 
A = DxS+ [S, L] et B = D~S+ [S,Ml. 
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Le second terme en A et le second terme en E correspondent à la symétrie de jauge du 
PLS. La surface FS correspondant à ce terme de jauge peut être intégrée explicitement 
comme (voir [23 ,39]) 
FS = </J-lS P." y , [u])</J, 
si les vecteurs tangents sont linéairement indépendants 
En effet, nous démontrons que ces vecteurs tangents respectent l'équation (3.4). 
DyDxFS = _ </J-l (Dy</J)</J-l (Dx S + [S, L]) </J + </J-l (DxS + [S, L])Dy </J 
+ </J-l(DyDxS + [DyS, L] + [8, DyL]) </J, 
DxDyFS = _ </J-l (Dx</J)</J-l (DyS + [S, M]) </J + </J-l(DyS + [S, M])Dx</J 
+ </J- l(DxDyS + [DxS, M] + [8, DxM]) </J 
-M(DxS + [S, L]) + (DyDxS + [DyS, L]) + (DxS + [S, L])M 
= -L(DyS + [S, M]) + (DxDyS + [DxS, M] + [S, DxM]) 
+ (DyS + [S, M])L , 
[DxS + [S , L], M] + [DyS, L] + [L, Dy + [S, M]] + [M, DxS] + [DxM, S] = 0, 
Dx[M, S] + Dy [S, L] + [DxS + [S, L], M] + [L, DyS + [S, M]] = 0, 
Dx[M, S] + Dy [S, L] + [A, M] + [L, E] = 0 
et nous retrouvons finalement l'équation (3.4) 
DyA - DxE + [A , M] + [L, E] = O. 
Pour que F représente le plongement d 'une surface, il est nécessaire que les vecteurs 
tangents soient linéairement indépendants. 
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Théorèm e 3.2. : transformation de jauge. Si A et B sont une symétrie de 
jauge du P LS et sont linéairement indépendants, 
A = DxS + [S, L], B = DyS + [S, Ml, 
et nous avons les vecteurs tangents 
DypS = cp- l (DyS + [S, M]) cp, 
alors nous pouvons intégrer afin obtenir p S sous la forme 
p S = cp-l S(>. , y , [u])cp E g. 
3.1.3 Symétries génér a lisées 
Les troisièmes termes en A et en B correspondent aux symétries généralisées (voir 
[49]). Supposons que vQ est une symétrie généralisée d'une équation différentielle 
équivalente à une paire de Lax dans une représentation de courbure nulle 
6. = 0 ~ DyL - DxM + [L , Ml = o. 
Les matrices 
A = pr(vQ)L, 
obéissent à (3.4). En effet, 
DyA - DxB + [A , Ml + [L , Bl 
= Dy (pr(vQ)L) - Dx (pr(vQ)M) + [pr(vQ)L , Ml + [L , pr(vQ)M], 
= pr (DyL - DxM + [L , M]) , 
= 0, lorsque 6. = O. 
Ici, nous utilisons le fait que la dérivée totale commute avec la prolongation du champ 
vectoriel. (Voir [78J page 300, Lemme 5.12.) 
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Donc, il existe une fonction d 'immersion F avec ses valeurs dans l'algèbre de Lie 
9 et où les vecteurs tangents sont 
Si A et B sont linéairement indépendants, alors la fonction F peut être intégrée comme 
si et seulement si vQ est une symétrie généralisée du PLS, c'est-à-dire 
DxF = _ ep-l Lep-l pr(vQ)ep + ep-l Dxpr(vQ)ep, 
DxF = ep-l pr(vQ) (Dxep ) - ep- l Lpr(vQ) ep, 
DxF = ep- lpr(vQ)(Dxep) - ep- l pr(vQ) (Lep) + ep- l(pr(vQ) L) ep, 
DxF = ep-l(pr(vdL) ep. 
Ceci est équivalent au critère de symétrie 
lorsque Dxep - Lep = O. 
Il en est de même pour B , en effet 
DyF = _ep-l M ep- lpr(vQ) ep + ep-l Dypr(vd ep, 
DyF = ep-l pr(vQ)( Dy ep) - ep-l Mpr(vQ)ep, 
DyF = ep-l pr(vQ) (Dy ep) - ep-l pr(vQ) (Mep) + ep-l(pr(vQ)M) ep, 
DyF = ep-l(pr(vQ)M)ep, 
ce qui est équivalent au critère de symétrie 
lorsque 
(3.8) 
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3.2 Description des surfaces 
3.2.1 Surface conformément paramétrisée 
Soit F une surface lisse et orientable dans un espace euclidien de dimension 3. La 
métrique euclidienne induit une métrique n sur cette surface, qui à son tour génère la 
structure complexe d 'une surface R de Riemann. Sous une telle paramétrisation, qui 
est dite conforme, la surface F est donnée par les vecteurs tangents: 
et la métrique est conforme : 
où Zi est une coordonnée locale sur R. Si elle est conforme, on peut toujours trans-
former z comme f( z ) et z comme f( z ), soit , respectivement , des transformations ho-
lomorphe et anti-holomorphe. La paramétrisation conforme donne les normalisations 
des fonctions F(z, z) 
et aussi 
(Fz , Fz) = ~ eu , 
où les crochets représentent le produit scalaire 
À partir de ces relations de normalisation, nous sommes capables de trouver la pre-
mière forme fondamentale 
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Il est à noter que si nous effectuons le changement de coordonnées suivant 
z = x+iy, 
nous obtenons les dérivées partielles pour z et z 
ou encore pour x et y 
8 8 8 
-=-+-8x 8z 8z 
et 8 ,(8 8) -='/, --- , 
8y 8z 8z 
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Ici, nous avons adopté une notation telle que Fz et Fz représentent la dérivée de la 
fonction par rapport à son indice, soit respectivement ~~ et ~~ . Nous pouvons définir 
N, le vecteur normal à la surface, de la façon suivante 
(N, N) = 1. 
Définition 3.1. On va noter (J = (Fz , Fz, Nf, les équations du repère mobile sur 
une surface satisfont les équations de Gauss- Weingarten (GW) 
(3.9) 
Les matrices U et V sont fonctions de u, H , Q, où 
Q = ((Fz)z, N) , ((Fz)z) = ~H eU, 
Uz 0 Q 0 0 IHeu 2 
U= 0 0 IHeu 2 , V= 0 Uz Q 
- H -2e-u Q 0 -2e-uQ - H 0 
Qdz2 est appellé le différentiel de Hopf. Cela est bien défini sur la surface et cette 
grandeur Qdz2 est invariante sous transformation conforme 
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- (dF,dN) ~ (II C~) , C~) ), 
j = (dF, dF) = eUdzdz , 
fI = (d2 F, N) = Qdz2 + HeUdzdz + Qdz2, 
r = eU [01 01] ' II = [Q + Q Heu i (Q - Q) ] 
i(Q-Q) -(Q+Q)+Heu 
Les courbures principales k1 et k2 sont les valeurs de la matrice II· r- 1 . La courbure 
de Gauss K et la courbure moyenne H sont données par 
H = ~(k1 + k2 ) = ~ tr(II.r- 1 ) , 
K = k1k2 = det(II.r- 1 ) = H2 - 4QQe-2u . 
Le point ombilic P d'une surface F , est un point où les courbures principales sont 
égales 
Proposition 3.1. Le différentiel de Hopf Q(P) est nul exactement au point ombilic 
de la surface 
H 2 - K = O. 
La condition de compatibilité de GW est donnée par les équations de Gauss-
Manardi-Codazzi (GMC) 
Nous pouvons vérifier la compatibilité de l'équation (3.9) pour obtenir l'équation ci-
dessus 
donc 
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8F fil fil bu 8F 
8 8F f§l ql b21 8F 
N -bl l -b2 l 0 N 
8F fi2 fi2 bl2 8F 
8 8F n2 f~2 b22 8F 
N -bl 2 -b2 2 0 N 
OÙ fjk sont les symbols de Christoffel et où les bi j sont les coefficients de la deuxième 
forme fondamentale. Nous avons les conditions 
1. (8F,8F) = 0, 6. (N, N) = 1, 
2. (8F,8F) = 0, 7. (82F, N)=Q, 
3. (8F, 8F) = ~ eu, 8. (88F, N ) = ~Heu, 
4. (8F, N) = 0, 9. 8 (âF, âF) = 0, 
5. (8F, N) = 0, 10. 8 (âF, âF) = O. 
Les équations de compatibilité pour les équations GW nous donnent 
1 
éq de Gauss -7 U zZ + "2H2eU - 21Q1 2e- u = 0, (3.10) 
1 
éq de Codazzi -7 Qz - "2 Hzeu = O. (3.11) 
Si nous posons que Q = 0, alors de l'équation (3.11), nous pouvons voir que H doit 
être une constante pour que l'équation soit satisfaite. En reportant ces résultats dans 
l'équation (3.10), nous obtenons 
soit l'équation de Liouville complexe. 
Théorème 3.3. : Théorème de Bonnet . Si eUdzd:z est donné et le différentiel de 
Hopf Qdz2 ainsi que la fonction H satisfont les équations de Gauss-Codazzi, alors il 
existe un vecteur d'immersion 
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où R est le recouvrement universel de R. Cette immersion est unique jusqu 'à une 
transformation affine (translation et rotation). 
3.2.2 Description quaternionique des surfaces 
Il est commode d'utiliser les algèbres de Lie et d'utiliser les isomorphismes 50(3) 
équivalents à 5U(2). Ceci nous permet d'écrire les équations de GW (qui sont des 
matrices 3 x 3) sous une forme de représentation de Lax pour les équations différen-
tielles. Pour faire cela, nous utilisons l'algèbre des quaternions 1HI et nous considérons 
le « multiplicative quaternion group »dénoté 1HI* = 1HI\ {O} où la base standard est 
{l , i, j , k} avec les propriétés 
ij = k, jk = i, ki = j. 
Nous pouvons utiliser les matrices de Pauli (JO'. à titre de représentation pour les 
quaternions 
ŒO = [~ ~l ~ l, 
(J2 = [0 -il r--+ ij , 
i 0 
Nous allons représenter l'espace euclidien avec la partie imaginaire des quaternions 
3 
X = -i L XO'.(JO'. E Im(lHI) +---t X = (X1,X2 , X3) E lEt3 . (3 .12) 
0'.=1 
Le produi~ scalaire des vecteurs en terme des matrices est le suivant 
1 (X, Y) = - 2"tr(XY) = -Re(XY) , 
XY = - (X , Y) l + X x Y, 
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1 X x Y = 2[X, Y] . 
On associe aux vecteurs F et N des matrices F et N dans l'algèbre de Lie ..5u(2) en 
vertu de la transformation (3.12). Si <I> E SU(2) et i,j, k forment la base qui correspond 
au repère mobile Fx, Fy , N, alors les vecteurs tangents et le vecteur normal sont 
et dans les complexes, 
F - _. u / 2;r.. - 1 z - 'l e '1' 
D _ u / 2;r..-l ·;r.. 
ry - e '1' J'1' , 
[~ ~]~ , F - . u / 2;r.. - 1 i - -'le '1' 
(Fz, Fz) = 0 = (Fz, Fz) = Tr(FzFz). 
Le quaternion <I> satisfait 
Nous avons aussi les équations 
(3.13) 
(3.14) 
et nous voyons que U et V satisfont les conditions de compatibilité (courbure nulle). 
Comme les traces de U et de V sont nulles , nous avons 
Ui 
V22 = -Vn = 2 ' Uz Un = - U22 = 2 ' 
Si Ukl et Vkl sont les éléments de matrice de U et V, ceci implique 
1 uN V 1 H u/ 2 Fzi = 2 He -----7 U21 = - 12 = 2 e , 
Fzz = UzFz + QN -----7 U12 = _Qe- u/2 , 
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Théorème 3.4. En utilisant l 'isomorphisme entre SO(3) et SU(2), le repère mo-
bile Fz , Fz, N d 'une surface (conformément) paramétrisée est décrit par les équations 
(3 .13) et (3.14), où <I> E SU(2) et les matrices U et V sont 
ou en terme de x, y , 
U ~ [~H:U/2 
[ 
- 'Uz 
V= 4 
Qe-u / 2 
..li. ",-1 _ . 4 
_Qe-U / 2] , 
_uz 
4 
~1 H eU / 2] 
U z ' 
4 
_Qe- u / 2 - ~ H eU / 2] 
u ' . y 
~-
4 
[ 
Ux 
'±'y,+, - ~ 
_Qe-u/2 + ~Heu/2 
_Qe-u / 2 + ~H eU / 2] 
Ux 
4 
Les surfaces peuvent être caractérisées par trois coefficients. Ce théorème a été décou-
vert par Bonnet. 
3.2 .3 Formule d 'immersion de Enneper-Weierstrass 
Soit une surface lisse bidimensionnelle et orientable immergée dans un espace de 
dimension 3, 
et où nous assumons que la métrique est conforme 
La normalisation des vecteurs de position est donnée par 
(8X,8X) = 0, 
(8X, N) = 0, 
(8X,8X) = 0, 
(8X, N) = 0, 
(8X 8X) = ~ e2U 
, 2 ' 
(N,N) =0. 
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Le repère mobile sur la surface est noté 
ç = (aX, ax, Nf. 
De là, les équations de Gaus-Weierstrass (GW) sont données par 
aÇ = Uç, aÇ = Vç, 
où 
2au 0 J 0 0 lHe2u 2 
U= 0 0 lHe2u 2 V= 0 2au ] 
-H -2e-2u J 0 -2e-2u ] -H 0 
où 
J := (a2X, N), H := 2e-2u (aaX, N). 
Les équations de Gauss-Mainardi-Codazzi (GMC) sont alors 
aau + ~H2e2U - 1J1 2e-2u = 0, 
aJ = ~e2uaH aJ = ~e2uaH. 
2' 2 
Il est à noter que si J n'est pas holomorphe, alors H n'est pas constant. De plus, le 
signe de J n'est pas pertinent dans les équations de GMC si J est holomorphe. 
Nous allons dériver les formules originales de Ennerper-Weierstrass (FEW) pour 
l'immersion de surfaces dans IR3 pour lesquelles les équations de GMC et GW sont 
satisfaites. Considérons un vecteur complexe 
une matrice 2 x 2 de trace nulle 
et une application 
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qui satisafait 
(0,0) = - det(w). 
Si le déterminant est nul, alors le produit scalaire est W12 + W22 + W32 = O. Ce qui 
correspond aux conditions de départ 
(fJX, fJX) = 0, (ax, aX) = o. 
De là, il existe un spineur complexe à deux composantes <P = (Vh, 'l/J2)T E C2 tel que 
Donc, le vecteur nul 0 s'écrit en termes du spineur <P 
(3.15) 
Assumons que 'l/J1, 'th sont des fonctions holomorphes, c'est-à-dire 
i = 1, 2. 
En intégrant l'équation (3.15) et en prenant en compte les conditions de réalité 
i = 1, 2, 3, 
nous obtenons FEW, (qui avait été découverte en 1864-1866 indépendamment par 
Enneper et Weierstrass) 
Xl (z, z) = ~ 1\012 - 'l/J22)dz' + ~ li ('l/J12 - -/f;2 2)dz' , 
X 2(z, z) = ~ lz (-/f; / + 'l/J22)dz' - ~ li ('l/J12 + -/f;/)d.z' , 
X 3(z, z) = -lz (-/f;1 'l/J2dz' - li 'l/J1 - -/f;2dz'. (3.16) 
De la condition restante 
(fJX, aX) = ~ e2U 
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et de l'équation (3.16) , nous obtenons 
u = ln(p), où 
En substituant ce résultat dans les équations de GMC, nous obtenons 
Exemple 3.1 : La formule généralisée d'immersion de surfaces dans lR3 • 
Soit 'l/JI et 'l/J2 des fonctions complexes de z et de z E te telles qu 'elles satisfassent les 
équations de type Dirac 
q : V c te -1- lR, (3.17) 
où q est une fonction à valeur réelle de z et z. L'équation (3. 17) implique les lois de 
conservation suivantes 
8('I/J/) + 8('l/J22) = 0, 
8( -!fi2 2) + 8( -!fi/) = 0, 
8( 'l/JI -!fi2) - 8( -!fil 'l/J2) = o. 
(3.18) 
Il est à noter que nous devons au moins avoir le même nombre de lois de conservation 
que de dimensions. Il est possible d 'obtenir ces lois de conservation et plusieurs autres 
au moyen de l'opérateur d 'homotopie que nous allons traiter au le chapitre 5. 
Comme conséquence des lois de conservation (3.18), nous définissons 
En tenant compte des conditions de réalité Xi(z , z) = Xi(z, z) pour i = 1, 2,3, nous 
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intégrons et nous retrouvons FEW [93,37] 
Xl (z, z) = ~ 1 (1/;12 - 'lfJ2 2)dz' ~ ('lfJ / -1/;/)dz' , 
X2(z, z) = i 1(1/;/ + 'lfJ22)dz' - ( 'lfJ~2 + 1/;22)dz' , 2 'Y 
X 3(z, z) = -1(1/;1'lfJ2dZ' + 'lfJI - 1/;2dz'. 
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Les équations pour le repère complexe satisfont les équations de Gauss-Weierstrass et 
sont satisfaites par les contraintes suivantes sur les deux composantes du spineur ~ 
H = q/p, 
'U = lnp, 
Les première et deuxième formes fondamentales sont données par 
(dx , dx) = Z = x + iy , 
-(dx, dN) = 
A (J + J + H e2u II = 
'i(J - J) 
i(J - J) ) 
- (J + J) + H e2u 
Les vecteurs tangents et normal sont 
ax = (1/;/ - 'lfJ/ , i(1/;12 + 'lfJ22) , -21/;1'lfJ2) , 
ax = ('lfJ / - 1/;22 , -i( 'lfJ / + 1/;22) , -2'lfJ11/;2) , 
. ax x ax 1 ( - - . - - 2 2) 
N = -z lax x aXI = P 'lfJI 'lfJ2 + 'lfJI 'lfJ2, Z( 'lfJ1'lfJ2 - 'lfJ1'lfJ2) , l'lfJII -1 'lfJ21 . 
Les courbures Gaussienne et moyenne sont respectivement 
K = det(fI . Î-I) = -jiaalnp, 
1 A A l q H = -tr(II· 1- ) = -. 
2 p 
Les équations correspondantes pour GMC prennent la forme 
aalnp2 + ~q2 - 21J1 2p- 2 = 0, 
aJ = 2(paq - qap) , aJ = 2(paq - qap). 
(3.19) 
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Dans le cas particulier où H = 1, alors les surfaces de CMC sont caractérisées par 
H= 1 ~q=p, [jJ= O. 
En introduisant ces conditions dans nos équations de type Dirac (3.17) , nous obtenons 
les équations de Gauss-Weierstrass 
(3.20) 
Ce système est équivalent aux équations de GMC (3.19) lorsque la condition suivante 
est respectée 
[jJ= 0 , aJ = o. 
La classe des surfaces CMC est déterminée par l'expression (3.16) où les fonctions 
complexes 'l/Ji doivent obéir au système GW (3.20). Il existe une correspondance un à 
un entre le modèle Cpl (N = 2) 
- 20 -
00 - 1 + IwI2 awaw = 0 (3.21) 
et le système GW (3.20). 
1. Si 'l/JI et 'l/J2 sont solutions du système GW (3.20), alors west défini par 
et est une solution du modèle C pl. 
2. À l'inverse, si west une solution de (3.21), alors les solutions 'l/JI et 'l/J2 du système 
(3.20) prennent la forme 
vI8w '~h = EW 1 12 ' 1+ w E = ±1. 
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3.2.4 Métrique euclidienne et pseudo-euclidienne sur les sur-
faces 
Nous introduisons deux possibilités pour une métrique induite sur les tangentes aux 
surfaces F E .5 [(2 , IR). Nous prenons comme base pour .5[(2, IR) les éléments suivants 
el = [1 0 1 o -1 ' 
Il est à noter que nous aurions pu prendre la base suivante 
el = [1 0 1 '
o -1 
Un premier choix de métrique serait de décomposer la matrice dans la base {el , e2, e3} 
et d'utiliser la métrique standard euclidienne, c'est-à-dire, étant donné X, Y E .5[(2, IR) 
avec 
i = 1, 2,3 , 
alors le produit interne et la norme dans l'espace euclidien sont définis par 
Ilxll = JXiX i. 
Cela constitue un produit interne sur les vecteurs tangents pour les surfaces F E 
.5[(2, IR). Avec ce produit interne, nos surfaces sont des variétés riemanniennes. 
Il est commode d'introduire une métrique pseudo-euclidienne sur les surfaces. Nous 
pouvons également utiliser un produit symétrique bilinéaire défini par la forme de 
Killing, B(X, Y). La forme de Killing sur 8l(2, IR) est donnée, à un facteur près, par 
B(X, Y) = tr(XY). 
L'avantage principal de cette forme est qu 'elle est invariante par rapport à la conju-
gaison par le groupe. Compte tenu de la forme des vecteurs tangents, les quanti-
tés géométriques associées aux surfaces seront indépendantes de la fonction d 'onde 
cP E SL(2 , IR) 
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En terme de la base {el, e2, e3 }, X , Y E .5[(2, IR), la forme de Killing B(X, Y) peut être 
représentée comme 
Xl yI 1 0 0 
X= X 2 , y= y2 , B(xi y i) = X i B-.yi , t] , Bij = 0 1 0 
x3 y3 0 0 -1 
La forme de Killing possède la signature (2,1) et donc induit la métrique pseudo-
euclidienne sur les tangentes à la surface donnée par la fonction d 'immersion F E 
.5[(2 , IR). Nos surfaces sont des variables pseudo-riemanniennes. 
3.2.5 Classification des surfaces 
La construction de surfaces pour les systèmes intégrables est assez directe. Par 
contre, il est non trivial d 'identifier de telles surfaces possédant une caractérisation 
géométrique invariante. Une liste de telles surfaces a été présentée par Bobenko dans 
[18] : 
1. Surface avec une courbure moyenne constante: H =constante, 
2. Surface avec une courbure de Gauss positive et constante, H > 0, 
3. Surface avec une courbure de Gauss négative et constante, H < 0, 
4. Surface avec une courbure moyenne d 'harmonique inverse, (1/ H )zz, où z est une 
coordonnée conforme de la première forme fondamentale et z est le complexe 
conjugué de z, 
5. Surface de Bianchi: (l / V-K)uv = 0, où u et v sont des coordonnées asympto-
tiques , 
6. Surface de Bianchi à courbure positive: (l/VK)z:z, où z est une coordonnée 
conforme de la deuxième forme fondamentale , 
7. Surface de Bonnet: membres d'une famille non-triviale de surfaces isométriques 
avec les mêmes courbures principales, 
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8. Surface minimale: H = O. 
Il est bien connu que les surfaces minimales sont associées à l'équation de Liouville 
e e - 20 0 nn + vv - e =. 
Les surfaces minimales et l'équation de Liouville ont été étudiées dans la littérature 
et ne seront pas considérées ici. Les surfaces de type 1 et 2 de la liste précédente sont 
associées à l'équation de Sinh-Gordon, tandis que les surfaces de type 3 sont associées 
à l'équation de Sine-Gordon. Les surfaces de types 4 à 6 sont associées à certains 
systèmes d'EDP intégrables non-linéaires. Les surfaces de Bonnet (7) sont, quant à 
elles, associées à certaines EDO non-linéaires du second ordre. 
Comme application du théorème 3.1, nous pouvons obtenir certaines déformations 
des surfaces intégrables 1 à 7. Chaque surface déformée a les propriétés suivantes: 
- Elle est associée au même système d'équations non-linéaires et intégrables que 
la surface intégrable de base correspondante. 
- Elle est parallèle à la surface intégrable de base correspondante. 
- Elle peut être décrite sous une forme invariante. 
En particulier, si k et fI dénotent la coubure de Gauss et moyenne de la surface 
déformée, alors la déformation des surfaces de types 1 à 7 considérée ici a les propriétés 
suivantes: 
- Pour les surfaces de. types 1 et 2, leurs déformations sont des surfaces de Wein-
garten linéaires 
(3.22) 
telles que C2 < C12 . 
- La déformation de surfaces avec une courbure de Gauss négative et constante 
(3) forme des surfaces de Weingarten linéaires de la même forme que (3.22), 
mais telles que C2 > C12 . 
- La déformation des surfaces de types 4 satisfait la condition d'invariance 
~ (1 +!:fI + ~),2k) = 0, 
ozo-Z H + p,K P, E R 
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- La déformation des surfaces de type Bianchi est caractérisée par la condition 
d'invariance 
J1 E IR. 
- La déformation d 'une surface de Bianchi avec une courbure positive satisfait la 
condition d'invariance 
J1 E IR. 
- La courbure principale de la surface déformée dans la famille de Bonnet coïncide, 
mais les surfaces ne sont pas isométriques. 
3.3 Équations différentielles ordinaires pour les équa-
tions elliptiques 
Considérons une équation autonome du second ordre donnée par 
ux x = ~J'(u) , où J'(u) = :uf(u) (3.23) 
et où f'(u) est arbitraire. Il est évident que l'équation (3.23) admet une intégrale 
première 
Ux = EJ f(u), 
et que les solutions de (3.23) vérifient 
J du EJ f(u) = X + Xa, Xa E IR. 
Comme 
et que 
'u2(Xa) = 0 , alors f(u(xa)) = O. 
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La constante d'intégration peut donc être absorbée. 
Considérons un cas particulier. Soit, 
~ = R (u , y'P(u)) , 
f(u) 
où R est une fonction rationnelle de ses arguments et P(u) est un polynôme d 'ordre 
3 ou 4. Alors la fonction u vérifiant l'équation (3.23) est l'inverse d 'une intégrale 
. elliptique [19]. En particulier, c'est le cas lorsque f(u) est un polynôme d 'ordre 3 ou 
4. 
3.3.1 Paire de Lax 
L'EDO (3.23) admet la paire de Lax 
L = ~ u + À (u + À)2 
[
0 f'(u) _ f(u) - g(À) ] 
2 1 0 ' 
M= [ U x 
u+À 
_f(u) - g(À)] 
u+À . 
-ux 
Notons que L et M prennent leurs valeurs dans l'algèbre de Lie .5[(2, IR) et que 
det(M) = -g(À) 
et que le choix 
g(À) = f( -À) 
nous donne que les éléments de L et de M deviennent des polynômes en u lorsque 
f ( 11,) est un polynôme en u . 
Nous pouvons donc prendre 
M = [u x m12 ] . 
u + À -ux 
Trouvons m12 et L 
det(M) = _(ux )2 - (u + À)m12 = -g(À) , 
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- f('U) - ('U + À)m12 = -g(À) , 
f('U) - g(À) 
m12 = - 'U + À . 
Puisqu'on ne veut pas de pôle, on veut que m12 soit polynomiale en 'U 
('U + À )m12Iu=_À = 0, 
donc 
Soit la base de 5[(2, IR) 
e3 = [1 0], 
o - 1 
telle que nous décomposons L dans cette base 
et donc, nous vérifions que M et L vérifient la relation (3.2) 
[M,e3 ] = 2 , [ 
0 -m12] 
0= DxM + [M,L], 
[
'Uxx + hm12 - l2( 4 + À) 
'Ux - 2h'Ux + 2l3('U + À) 
'U + À 0 
o ='Uxx + hm12 - l2('U + À) , 
o ='Ux - 2l1'Ux + 2l3('U + À) , 
m12 + f'('U) 
o = - 'Ux À + 2l2'Ux - 2l3m12 . 
'U+ 
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(3.24) 
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Nous calculons les coefficients de l'équation (3.24) 
l _ 'Uxx + hm 12 
2- 11,+À ' 
2h -1 
l3=11,X2(11,+À)· 
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Puisque nous avons un degré de liberté pour les constantes li d 'un point de vue 
calculatoire, nous choisissons h = ~ et nous aurons 
L = ~ 11, + À (11, + À)2 . 
[
0 1'(11,) _ 1(11,) - 9(À) ] 
2 1 ° 
Nous pouvons vérifier la compatibilité de la paire de Lax 
Dxep = Lep, 
Dy ep = M ep, 
qui nous redonne nos équations de départ 
DxM + [M, L] = ° {=} (11,x)2 = 1(11,) et 11,xx = ~1'(11,). 
3.3.2 Fonction d'onde 
(3.25) 
L'objectif de cette sous-section est de solutionner le PLS, c'est-à-dire de trouver 
une fonction d 'onde ep qui va satisfaire le PLS. Les solutions des fonctions d 'onde 
vérifiant le PLS sont notées par 
E SL(2 , IR) , 
où son déterminant est de 1 et avec les composantes [52] 
i = 1,2,3, 4 
et où 
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cP2± = Vu + >''l/J±, 
'l/J± = exp [±V g(>.) (y + J du Vf(U)) J. 
2E(U + >') f(u) 
Le choix de E vient de Ux = EV f(u) . En vue de la demande que cP E SL(2IR), c'est-à-
dire que le déterminant doit être de 1, nous choisissons 
3.3.3 Symétries des équations différentielles ordinaires asso-
ciées aux intégrales elliptiques 
Considérons un champ de vecteurs généralisés sous sa forme évolutive 
VQ = Q[ul~ 
vu 
qui est une symétrie généralisée de l'EDO (3.23), c'est-à-dire 
pr(vQ) (Uxx - ~f'(u)) = 0, lorsque 
est vérifié. Nous pouvons trouver l'équation déterminante de la façon suivante. Comme 
(- ) [ 1 éJ éJ [ 1 éJ éJ 2 éJ pr VQ = Q u ~ + DJQ-ç:;- = Q u ~ + DxQ-ç:;- + (Dx) Q~, 
uU U'u} vu UUx U'Uxx 
les équations déterminantes pour Q sont 
lorsque uxx - ~f'(u) = o. (3.26) 
Puisque nous avons défini la dérivée totale de la façon suivante 
Les caractéristiques Qi sont des solutions de l'équation déterminante (3.26) 
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2. Q2 - Ux J (1(11,))-3 /2 du, 
3. Q3 - xUx + "111" pour le cas particulier où f (11,) = Cl + C2ul, "l , Cl, C2 E IR. 
On peut observé directement que l'EDO (3.23) est invariante sous translation en 
x . Donc, le champ de vecteurs 
est une symétrie de l'EDO (3.23). 
Lemme 3.1. Pour toute fonCtion G(> .. , y , [11,]) qui ne dépend pas explicitement de x, 
la prolongation du champ vU x agit comme une dérivée totale 
pr(vuJ(G(y, >.., lu])) = Dx(G(y, >.., [11,])) <===? :x G(y, >.., [11,]) = o. 
Donc, nous avons 
pr(vuJ 6 = Dx (uxx - ~f'(u)) = 0 lorsque U xx - ~f'(u) = o. 
Par analogie, la fonction d'onde ep et les matrices potentielles L et M ne dépendent 
pas explicitement de x, donc 
pr(vQl)(Dxep - Lep) = Dx(Dxep - Lep) = 0, lorsque Dxep - Lep = 0, 
pr(vQl)(Dyep - Mep) = Dx(Dyep - Mep) = 0, lorsque Dyep - Mep = o. 
Pour une fonction arbitraire f(u), le champ vUx est une symétrie commune de l'EDO 
(3.23) et du PLS (3.3). 
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Nous pouvons vérifier que Q2 = 'Ux J (f(u))-3/2 du résout l'équation déterminante 
(3.26). Cependant , ce n 'est pas une symétrie du PLS, car l'action de pr(vQ2) sur le 
PLS 
r(v )(D ep - MA..) = 'Ux [-( 'I/J+ + 'I/J-) (g(À))-~('I/J+ - 'I/J-) ] , 
p Q2 y 'P VU+ÀJf(u) 0 ('I/J++'I/J-) 
pr(VQ2) (Dxep - Lep) = Ux [-( 'I/J+ + 'I/J-) (g(À))-~('I/J+ - 'I/J-) ] , 
2(U+À)3/2 Jf(u) 0 ('I/J++'I/J-) 
ne disparaît pas pour toutes les solutions ep du PLS. Donc, bien qu 'il existe une fonction 
d'immersion FQ2 avec ses valeurs dans .5[(2, IR) avec les vecteurs tangents 
la fonction intégrée FQ2 n 'est pas de la forme donnée dans (3.8), 
3. Cas : Q3 = xUx + "(U. 
Cette symétrie est valide seulement pour le cas particulier 
Il est facile de vérifier que Q3 satisfait l'équation déterminante (3.26), mais son action 
sur le PLS nous donne 
pr( VQ2) (Dyep - M ep) = Cl (1 + "() [-( 'I/J+ + 'I/J-) (g(À) ) - 1/2( 'I/J+ - 'I/J-) ] , 
vu+À 0 ('I/J++'I/J-) 
pr(VQ2) (Dxep - Lep) = cI(1 + "()3 [-( 'I/J+ + 'I/J - ) (g(À))-1/2('I/J+ - 'I/J- )]. 
2(U+À)T 0 ('I/J++'I/J-) 
Chapitre 3. Symétries d 'EDOs 89 
Donc, VQ3 est une symétrie du PLS seulement pour le cas Cl = 0 ou 'Y = -1. Dans le 
cas précédent , l'équation différentielle se réduit au cas dégénéré (ux )2 = C2Ul et dans 
le dernier cas, u satisfait une équation linéaire en x car (ux )2 = Cl + C2X . 
En résumé, pour une fonction arbitraire f (u), il existe des surfaces pQl , pQ2 et 
pQ3 avec les vecteurs tangents 
Uniquement pour QI , la fonction d 'immersion de la surface est donnée par la formule 
Dans le cas particulier où 
la surface pQ3 est donnée par 
mais uniquement dans le cas où Cl = 0 ou 'Y = -1. 
3.3.4 Première forme fondamentale des surfaces 
Commençons par rappeler quelques équations. Les vecteurs tangents de la surface 
p sont donnés par 
où les matrices A et B pour la formule d 'immersion de Sym-Tafel sont données par 
Dans le cas des fonctions elliptiques, les matrices potentielles prennent la forme , 
L = - u + À (u+ ). )2 
1 [0 f'(u) _ (! (U)-g( ). ))] 
2 1 0 . ' 
- !(U)+g().) ] 
u+). 
-Ux 
, 
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où nous utilisons la forme de Killing pour définir le produit scalaire 
(ep-l Aep, ep-l Bep) = tr(ep-l Aepep-l Bep) = tr(AB). 
Nous pouvons écrire la première forme fondamentale de la façon suivante 
où 
À titre d 'exemple, la première forme fondamentale de la surface FST pour une fonction 
arbitraire f (u) avec la métrique pseudo-euclidienne est donnée par 
Comme nous pouvons voir, dans ce cas-ci, g11 = 0, c'est-à-dire que la trace de (AST)2 
est nulle. Ceci implique qu 'il s'agit d 'un vecteur isotrope. 
Voici un exemple de la procédure pour obtenir la première forme fondamentale. À 
partir de nos équations de départ ainsi que de sa paire de Lax appartenant à s((2 , IR) · 
uxx = ~j'(u) , 
[
0 f'(u) f(u) - g(À) ] 
U=~ 1 u+À - O(U+À)2 EsI(2,lII.), 
[ 
f(u) - g(À)] 
V = 'U x - U + À E s((2,IR), 
u + À -Ux 
nous pouvons aisément trouver les matrices A ST et B ST à l'aide des équations ci-
dessous 
ST 8 B = a(À) 8À V, 
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où 
[
0 l' ( u) - g' ( >.) 2 ! ( u) - 9 (>.) ] 
AST ~ a~!I) 0 - (" + !I)' 0+ (" + !I)' E 5[(2, II!.), 
[
0 ! ( u) - 9 ( >.) g' (>.) ] 
B ST ~ a(!I) 1 (u + !I)'O + u + !I E 5[(2, II!.). 
De là, nous pouvons trouver la première forme fondamentale 
où 
1 ( ST2) g11 = 2"tr A , 1 ( ST2) g22 = 2"tr B . 
Il est à noter ici que le facteur ~ a été choisi en fonction de la base .5[(2, IR). 
g11 = 0, 
_ a2(>.) (2!(u) - g(>.) _ f'(u) - g'(>')) 
g12- 2 (U+>.)3 (U+>.)2 ' 
= 2(>.) (!(u) - g(>.) + g'(>.) ) 
g22 a (u + >.) 2 u + >. . 
Nous obtenons donc le même résultat que précédemment. 
l (FST ) = 2(>.) [(2!(U) - g(>.) _ f'(u) - g'(>')) d d 
B a (U+>.)3 (U+>.)2 X y 
+ (!(u) - g(>.) + g'(>.) ) dy2 ]' 
(u+>.)2 u+>. 
Il est aussi intéressant de connaître la signature d'une base de .5[(2, IR) . Soit la base 
suivante 
ei E 8l(2 , IR) , 
- [0 -1] e2 - , 
1 ° 
e3 = [1 0], 
° -1 
alors nous pouvons écrire un vecteur isotrope de la façon suivante 
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Ceci nous fait une norme nulle, il s'agit donc d'un vecteur isotrope 
m2 m2 II XI1 2 = 02 - 4"" + 4"" - o. 
À partir des opérations suivantes, 
~tr(elel) ~ ~tr C ~) ~ 1, 
~tr(ele2) ~ ~tr C ~1) ~ 0, 
~tr(ele3) ~ ~tr (~ ~1) ~ 0, 
il est simple d'obtenir la signature 
1 . . 
B(X, Y) = "2 tr(XY) = X tbij y J, 
1 
bij = 0 
0 
0) = -1, 
-1 
~) ~ 0, 
~) ~ 1, 
0 b 
- 1 0 , 
0 1 
92 
qui est dans ce cas la signature (2,1) . Nous pouvons aussi le faire dans une autre base, 
soit 
1 (0 
-tr(elel) = tr 
2 0 ~) = 0, 1 C -tr( e2e2) = tr 2 0 ~) 0 , 
1 C ~) 1 1 C -1) -tr(ele2) = tr 2' -tr( e2e3) = tr = 0, 2 0 2 0 0 
1 (0 
-tr(ele3) = tr 
2 1 ~) =0, 1 C -tr( e3e3) = tr 2 0 ~) ~ 1, 
avec la signature 
0 1 0 
1 
bij = - 1 0 0 2 
0 0 2 
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Si nous prenons le cas QI - U x de la symétrie généralisée, nous obtenons la pre-
mière forme fondamentale suivante 
Encore une fois, l'élément g11 est nul, donc A est un vecteur isotrope, où 
Dans ce cas la prolongation est 
(_) 3 3 pr VQl = u x !::} + uxx~ + ... 
vU vUx 
étant donné que notre équation est tronquée à U xx . 
3.3.5 Deuxième forme fondamentale des surfaces 
Nous pouvons obtenir la deuxième forme fondamentale avec le mêmè principe, 
toutefois les équations pour obtenir les coefficients sont quelque peu différentes 
1 
e = 2tr (ND/F) , 
Ici N est le vecteur normal à la surface. Il est donné par 
-1 [A,Bl 
N = 4> II[A,Blll4>, II[A,Blll= 
1 
2tr ([A, Bj2). 
Dans le cas de la formule d'immersion de Sym-Tafel, le vecteur normal est 
NST = 4>-1 (1 0) 4>. 
o -1 
Chapitre 3. Symétries d'EDOs 94 
Nous avons donc les coefficients de la formule d 'immersion de Sym-Tafel suivants 
Ceci fait en sorte que nous avons la deuxième forme fondamentale suivante 
Maintenant que nous connaissons la .première et la deuxième formes fondamentales, 
nous avons complètement caractérisé la surface solitonique à une translation et une 
rotation près. La connaissance de ces deux formes fondamentales permet aussi de 
connaître la courbure de Gauss et la courbure moyenne, puis de là nous pouvons 
obtenir les points umbiliques ainsi que la troisième forme fondamentale. Nous verrons 
ces quatre autres résultats dans la section suivante. 
Pour le cas des symétries généralisées, commençons par définir les paramètres 
Q ( f" 2f' 2(f - g)) 
' :="2 u+À-(u+À)2+(U+À)3 ' 
8 .= Q(f-g) _ Qf' 
. (u + À)2 U + À' 
En introduisant ces paramètres, nous avons une deuxième forme fondamentale avec 
les termes suivants 
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Dans le cas où Q = U x , nous obtenons 
3.3.6 Courbure de Gauss, courbure moyenne et points umbi-
liques 
La courbure de Gauss K est donnée par l'équation 
eg-j2 
K = EG _ F2 ' 
où les coefficients e, f , g , E , F , G sont ici les coefficients des première et deuxième 
formes fondamentales. Pour ce qui est de la courbure moyenne, elle est donnée par 
H = Eg + eG - 2fF 
2(EG - F2) . 
Pour le cas de la formule d'immersion de Sym-Tafel, nous avons 
2 f3 1 (f-9) K=(u+À) --Cu+À)-- -- , 
2a . 2a u + À 
avec 
1 ( f - 9 l' - g' ) 
a := '2 2 (u + À)3 - (u + À)2 ' 
f3 
H = 2(u + À) - - , 
a 
Pour le cas des symétries généralisées où Q = u x , nous obtenons 
À partir des courbures K et H , nous pouvons trouver les points umbiliques. Ils sont 
donnés par l'équation 
H 2 - K = O. 
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Par exemple, pour le cas de la formule d 'immersion de Sym-Tafel, nous avons des 
points umbiliques lorsque l'équation 
3 7 (3 (32 1 (f -g) O=3(11,+À) --(11,+À)-+-+- --
8 a a 2 2a 11, + À 
est satisfaite. 
·3.4 Fonctions elliptiques de Jacobi 
Considérons l'équation différentielle pour les fonctions elliptiques de Jacobi 
f(7t) 
pour le choix des constantes 
TABLEAU 3.1 - Certaines fonctions elliptiques de Jacobi 
1 k1 1 k2 1 Solution de (3.27) 1 
1 -k2 sn(x,k) 
(k')2 k2 cn(x,k) 
-k2 1 dn(x , k) 
où k est le module, avec les contraintes (k')2 + k2 = 1 et 0 :::; k, k' :::; 1 (voir Annexe 
A.5 pour les propriétés.) 
Les matrices L et M sont donc polynomiales d'ordre 3 
M = [11,x (11, - À)(k1 + k2(11,2 + À2 - 1))] , 
11, + À -11,x 
Chapitre 3. Symétries d'EDOs 
où les deux matrices font partie de $[(2, IR). 
En substituant f(11,) et g(>.), où f( - >') = g(>.) 
f(u) - g(>.) (1 - u2)(k1 - k2U2) - (1 - >.2)(k1 + k2>.2) m - - - --'-------'---'-----------'---'----------'----'-----'-12 - U + >. - u + >. ' 
en simplifiant, nous avons 
k1 - u2k1 - k2u4 + k2u2 - k1 + >.2k1 + k2>.4 - k2>.2 
m12 = 
u+>. 
(>.2 _ u2)k1 - k2(U4 - >.4) + k2(U2 - >.2) 
m12 = u + >. ' 
>.2 _ 11,2 
m12= \ (k1-k2+k2(U2+>.2)) , /\+11, 
et finalement , nous avons 
La fonction d'onde devient 
où 
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Afin d'utiliser l'analyse des symétries, nous pouvons employer l'équation différentielle 
pour 'ux , afin d'évaluer l'intégrale en terme de rr(u, a, b) , une intégrale elliptique du 
troisième type. Nous avons que 
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et donc 1 
Dans ce qui suit, nous présentons certains graphes de surfaces induites. Les surfaces 
dans les figures 4.1 et 4.3 ont des constantes choisies de telle façon que g(>..) > 0 et donc 
les surfaces se comportent de façon exponentielle. Les surfaces dans les figures 4.2 et 
4.4 sont telles que g(>,) < 0 et donc les surfaces ont un comportement trigonométrique. 
e3 
FIGURE 3.1 - Surface de la symétrie généralisée pour la fonction cn(x, k) avec 9 > 0 
k-02et'\-12 
1. Pour l'intégrale, voir l'intégrale élliptique de 3e ordre dans [46]. 
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20 10 o -10 -20 
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FIGURE 3.2 - Surface d 'immersion de Sym-Tafel pour la fonction cn(x , k) avec 9 < 0 
k = 0.8 et À = 0.5. 
0.4 
0.3 
0.1 
0.1 
e3 
- 0.1 
- 0..2 
- 0.3 
- 0.4 
e22 - 2 
FIGURE 3.3 - Surface de la symétrie généralisée pour la fonction dn(x, k) avec 9 > 0 
k = 0.87 et À = 0.9. 
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e3 0 
- 10 
el 
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FIGURE 3.4 - Surface d'immersion de Sym-Tafel pour la fonction dn(x , k) avec 9 < 0 
k = 0.5 et À = 1. 2. 
3.5 Fonction elliptique de P-Weierstrass 
Considérons l'équation différentielle pour la fonction elliptique P-Weierstrass 
où g2 et g3 sont appelés les invariants de la fonction P-Weierstrass. Si nous choisissons 
g(À) = f( -À), 
M = [ u -4u2 + 4Àu - 4À2 + 92] , 
u + À - U x 
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font partie de ,5[(2 , ~). La fonction d'onde est 
où 
[ 
(yg - ux )7/J+ - (yg + ux )7/J-
2vu+À 
cp = ~(7/J+ + 7/J-) 
2 
- (yg - ux )7/J+ + (yg + U X )7/J-j 
2ygvu + À 
~(7/J- - 7/J+) , 
2yg 
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Afin d'utiliser l'analyse de symétries, nous employons l'équation différentielle pour U x 
comme 
afin d 'évaluer l'intégrale elliptique du troisième type 
où pour simplifier, nous utilisons les constantes al , a2 pour représenter les racines du 
polynôme f ( u). 
Puisque le PLS a été résolu , nous pouvons construire les surfaces soli toniques 
associées à cette équation. Nous donnons ici deux surfaces à titre d 'exemple. Nous 
avons ici construit la surface associée à la symétrie conforme en À avec les paramètres 
À = 0.5 et 91 = 92 = 0.8. 
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FIGURE 3.5 - La surface pour la formule d'immersion de Sym-Tafel avec les paramètres 
À = 0.5 et 91 = 92 = 0.8 
Nous présentons aussi la surface associée à la symétrie de translation en x pour 
les paramètres À = 0.5 et 91 = 92 = 0.8 
el e3 
FIGURE 3.6 - La surface pour une translation en x avec les paramètres À = 0.5 et 
91 = 92 = 0.8 
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3.6 Équations différentielles ordinaires de Painlevé 
3.6.1 Caractérisation de l'équation Pl 
Considérons la forme de courbure nulle pour une EDO en x(t). Les matrices ua 
sont définies sur l'espace de Jet pour t, x et ses dérivées. Le paramètre spectral est 
considéré comme une variable indépendante. Nous utiliserons ici le troisième type de 
paire de Lax, c'est-à-dire où la variable auxiliaire est le paramètre spectral. 
Soit l'équation de Painlevé Pl 
O[x] = Xu - 6x2 - t = O. 
Son PLS est donné en terme des matrices potentielles U1 ([x], À) et U2([x], À) prenant 
leurs valeurs dans l'algèbre .5[ (2, IR) [26,61,64] 
U1 = (°1 À +02X) , U2 _ ( -XL 
2(À - x) 
2À2 + 2Àx + t + 2X2) , 
Xt 
qui satisfont la représentation de courbure nulle du troisième type, soit avec les va-
riables indépendantes À et t, 
où la base est définie ainsi 
e2 = (0 0), e3 = (1 0). 
1 ° ° -1 
Pour le cas de la formule d'immersion de Sym-Tafel, nous cherchons la surface associée 
à la translation du paramètre, 
Dans ce cas, nous avons les matrices linéairements indépendantes données par 
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qui proviennent des équations 
qui sont aussi linéairement indépendantes. De là, nous avons la première forme fon-
damentale 
De plus, le vecteur normal est donné par l'équation 
Il est à noter que l'image de la surface est contenue dans un plan orthogonal au vecteur 
normal. Pour ce qui est de la deuxième forme fondamentale, nous avons 
et de là, les courbures de Gauss et moyenne sont données respectivement par 
HST = 2(2x + -\). 
Notons que la courbure moyenne ne dépend pas du paramètre spectral. Le signe de 
la deuxième dérivée de Pl détermine où les points sur la surface sont hyperboliques, 
paraboliques ou elliptiques, c'est-à-dire que si la deuxième dérivée est plus petite que 
0, il s'agit du type hyperbolique, si elle est inférieure à 0, il s'agit du type elliptique 
et dans le cas KST = 0, alors c'est parabolique. 
Les points umbiliques sont donnés par l'équation 
H 2 - K = 4(2x + -\)2 - 2(6x2 + t) = 0, 
= 4(2x + -\)2 - 2xtt = O. 
La courbe -\ = - 2x ± ~ ne possède pas de point umbilique quand K ST < O. Si 
par contre KST est positif, le long de cette courbe la solution sous forme de série de 
Laurent diverge, il y a une perte de sens. 
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D'autre part, on peut réécrire l'équation Pl comme comme un système Hamilto-
nien. 
(h = 1, P2 = ql, 
1 2 3 H = -Pl - 2ql - ql q2 + P2 2 . 
La série de Laurent de la solution a la forme 
3.6. 2 Propriété de l'équation P6 
Soit l'équation de Painlevé P6 
/1 1 (1 1 1) /2 (1 1 1) / Y =- -+--+-- Y - -+--+-- Y 2 Y y-1 y-t t t-1 y-t 
y(y-1)(y-t) [ (3 t t-1 ot(t-1)] 
+ t2(t - 1) a + y2 + r (y _ 1)2 + (y _ t)2 ' 
où y = y(t) . La solution de Picard de l'équation P6 qui est un cas très spécial, quand 
a = (3 = r = 0 et 0 = ~, qui est écrite en termes de la fonction de P-Weierstrass 
où 
92 = 112 (e - t + 1) , 
1 
93 = 432 (t + 1)(2t - l)(t - 2) , 
et où WI et W2 sont une paire de la période fondamentale 
k 
Cl =-, 
n 
C2 = - E Q+, les nombres rationnels positifs. 
n 
(3.28) 
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R. Fuchs a démontré que la solution de Picard (3.28) est développable à t = 0 comme 
e21rik / n 21 21+1 
y(t) = -4 28l / n t n: + altn- + .. , 
. l 1 
SI - < -. 
n 2 
Dans le cas où ~ > ~, nous avons un développement similaire. Nous pouvons prendre 
la limite quand t -+ 0 dans le PLS 
a1/; 
ax = A(x, y( t), t) 7/J, a1/; Ft = B(x, y(t) , t)1/;, (3.29) 
où x est le paramètre spectral. Alors , l'équation (3 .29) est réduite aux équations 
hypergéometriques de Gauss. Puisque l'équation (3.28) a un développement similaire 
à t = 1, nous pouvons prendre une autre limite à t -+ 1 dans l'équation (3.29). 
a (1/;1) A() (1/;1) , . h ' . ax 1/;2 = x 1/;2 ~ equatlOns ypergeometnques. 
Les équations hypergéometriques sont très bien connues dans la littérature (voir [6]). 
3.7 Problème de Sturm-Liouville 
Soit l'équation de Sturm-Liouville 
d2w 
-d 2 = a(x, À)w, 
x . 
où x E IR ou re, (3.30) 
avec son PLS 
Dy <p = M <p, 
telle que les matrices potentielles L et M ne dépendent pas de y, c'est-à-dire DyL = 
DyM = 0, et <p = <p (À , y , [w]) E G. Nous cherchons à construire le PLS en nous basant 
sur [48]. Nous pouvons prendre 
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comme matrice potentielle puisque 
Br (:) (:~) (:) 
Il est intéressant de noter que cette matrice L possède une trace nulle. À partir d 'ici , 
pour trouver qy, nous avons 
En extrayant les quatre équations scalaires de l 'équation matricielle ci-dessus, nous 
obtenons 
qy12 ,x = qy22, 
qy22,x = qy21· 
Nous pouvons facilement substituer pour obtenir deux équations d'ordre 2, soit 
qyn,xx = aqyn, 
Ces deux équations sont quasiment identiques à l'équation (3.30). Il est à noter que 
l'équation de Sturm-Liouville est d 'ordre 2, et donc elle a deux solutions linéairement 
indépendantes. Nous allons nommer qyn := w, et donc 
Nous voulons que qy appartienne au groupe SL(2, IR), c'est-à-dire que le déterminant 
de qy soit de 1. Nous avons donc l'équation 
(3.31) 
Nous pouvons facilement voir que la solution 
l x 1 qy12 = w 2"ds o w 
satisfait l 'équation (3.31). Nous connaissons maintenant qy 
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OÙ Wl, W2 sont des solutions indépendantes. Il est toutefois essentiel que cjJ dépende de 
y, alors nous effectuons le simple changement de variable w = h(y)w , tel que 
A partir de cjJ, il nous est possible d 'obtenir M via l'équation 
Comme la matrice potentielle M ne dépend pas de y, alors nécessairement le terme 
h' h = a E IR,e, donc h = eay , et rétrospectivement w -t eayw . 
Il est à noter que la trace de la matrice M est nulle, elle appartient donc à l'algèbre 
de Lie sl(2,IR) tel que souhaité. 
Définissons le terme ffi12 comme 
De là, nous pouvons calculer w en terme de ffi12, soit 
puis en différenciant 
1 ffi12 x ffi12 
- = - --'- + --Wx 
w2 2aw2 aw3 
et en isolant 
Wx (a ffi12,X) 
-;; = ffi12 + 2ffi12 ' 
1 JX a lnw = -ln ffi12 + --ds, 
2 ffi12 
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nous obtenons finalement 
W = .,jm12exp [JX ~dsl W1· 
m12 
Pour obtenir W2, il suffit de remplacer W 
W2 = W1 J X Wl- 2ds, 
= .,jm12exp --ds - --exp -2 --ds' ds, [J
x a 1 - 1 J X - 2a [ J 5 a 1 
m12 2a m12 m12 
= .,jm12exp [JX ::12 ds 1 ;: exp [-2 J X ::12 ds 1 ' 
et donc 
W2 = ---exp - --ds. foil2 [Jx a 12a m12 
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(3.32) 
(3.33) 
Il est à noter que les équations (3.32) et (3.33) concordent avec les résultats obtenus 
dans [51] . 
À partir de W1 et W2 écrits en terme de m12, nous pouvons exprimer toute la matrice 
potentielle M en terme de m12 . Commençons par donner les dérivées de W1 et W2 
m12 x + 2a [J x a 1 W1,x = '~ exp --ds , 
2ym12 m12 
2a - m12 x [Jx a 1 W2,x = ~ exp - -ds. 
4ay m12 m12 
Nous savons que 
En substituant, puis en simplifiant 
( 
~2a - m12,x m12,x + 2a .,jm12) 
mn = a y m12 - , 
4a.,jm12 2.,jm12 2a 
2a - m12,x m12,x + 2a 
4 4 
nous arrivons à 
1 
mn = -m22 = --m12 X· 2 ' 
Nous pouvons effectuer un calcul similaire pour obtenir m21, soit 
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Par contre, pour le terme m21, il est possible de l'écrire avec la seconde dérivée de 
m12. Voici comment l'obtenir. Tout d 'abord, 
Wl xx 
- ' -= a, 
Wl 
d'autre part, nous trouvons aisément que 
(m12 ,X )2 am12 x m12 xx am12 x a 2 
-'----'---'-- - ' + ' + ' + = a 
4(m12)2 2(m12)2 2m12 2m122 (m12)2 ' 
(m12 ,x )2 m 12, xx a 2 
a m12 = - + +-
4m12 2 m12 
et finalement 
Afin d'alléger la notation, nous allons renommer le terme m12 par f. Nous pouvons 
donc écrire les matrices potentielles de la façon suivante 
(3.34) 
La condition de compatibilité du PLS. (Mx + [M, L] = 0) est satisfaite pour tout f 
telle que 
f xxx - 4aj~ - 2ax f = 0, (3.35) 
où 
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En conclusion, n 'importe qu~lle EDO du type de 3.30 peut être résolue par cette paire 
de Lax. Il est aisé de vérifier que l'équation (3.35) est satisfaite 
_ f xxx _ f xf xx _ f xf xx + Ux)3 _ 2a2 f 
a x - 2f 2J2 2J2 j3 j3 x, 
f - 4 (fxx _ Ux)2 + a2) f _ 2 (fxxx _ f xf xx + U x)3 _ 2a2f x ) f - o. 
xxx 2f 4J2 J2 x 2f J2 2j3 j3 
À titre d 'exemple, si a = f , alors nous obtenons le cas stationnaire de KdV. 
3.7.1 Équation de Riccati 
Dans le cas de l'équation de Riccati 
dy 
dx = a(x)y2 + b(x )y + c(x), 
nous pouvons utiliser la transformation 
1 w' 
y=---
a(x) w 
pour ramener l'équation de Riccati à une équation linéaire du deuxième ordre en w 
w" - (~ + b) w' + acw = 0 
qui peut être plus facile à résoudre. Dans certains cas, l'équation peut se réécrire sous 
la forme 
ou sous la forme 
et donc 
Nous remarquons ici que nous retrouvons la même forme que pour le problème de 
Sturm-Liouville, soit 
u" - a(x)u = 0, 
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où 
a(x) = q2(X) + Eq'(X). 
Nous pouvons utiliser , dans certains cas, cette méthode de façon successive jusqu'à 
l'obtention de la solution. 
Comme nous avons que 
il serait intéressant d 'obtenir f en fonction de q. Pour ce faire , nous allons demander 
que q en terme de f prenne la forme 
{3 f x + "(a q=------:c--
f 
Nous aurons donc 
2 {3 f xx ({32 (3) f x 2 2 a2 ({3 ) afx q + Eqx = E f + - E J2 + "( J2 + 2 "( - q J2 
qui entrainera les conditions suivantes sur {3 et "( 
1 
E{3 = 2' 
Nous pouvons voir facilement que si 
les conditions sont satisfaites. Nous avons maintenant q en terme de f 
cependant nous cherchions f en terme de q. Suite à quelques transformations purement 
algébriques, nous obtenons une équation différentielle de type Bernouilli linéaire non-
homogène 
fx = 2Eqf - 2qa. 
La solution de f est donnée par 
f = (k - 2qa JX exp [ - 2E J8 qdf, J dS) exp [2E JX qds J. 
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La matrice potentielle M prendra donc la forme 
M = ( E { ,a - q exp [2E JX qdsJ (k - 2qa JX exp [-2E JS qdçJ ds) } 
2,aq - q2 exp [2E JX qdsJ (k - 2qa JX exp [-2E r qdçJ ds) 
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(k - 2q a JX exp [- 2E r qdçJ ds) exp [2E JX qdsJ ) 
-E { ,a - q exp [2E JX qdsJ (k - 2qa JX exp [-2E JS qdçJ ds) } 
qui obéit à la condition de courbure nulle 
DxM + [M, L] = O. 
Afin d 'alléger la notation, nous allons noter 
Q:= 2E I X qds et 
Ceci nous donne les matrices potentielles 
et la matrice <p est donnée par 
_ ( J P eQ exp (Jx ae-;ds + ay) 
<p - Q Eqe P - qa + a (Jx ae-Qds ) 
rr=l7ï exp -p- + ay 
vPeQ 
..;Pe!J (Jx ae-Q ds ) ) - exp - -- -av 3a p . 
a - Eqe - qa (Jx ae-Qds ) exp - -- -av 
2aJPeQ p 
En ayant ces trois matrices, nous pouvons chercher les surfaces F associées aux 
symétries généralisées. Pour ces surfaces, nous aurons les vecteurs tangents donnés 
par 
où 
(3.36) 
Si nous appliquons l'opérateur prolongation sur l'équation de Sturm-Liouville/ Riccati, 
nous obtenons l'équation déterminante pour les symétries généralisées 
Dx 2 R[u] - (q2 + Eqx) R [u] = 0 (3.37) 
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ou sous sa forme développée 
Une symétrie qui satisfait cette équation est celle de la dilatation en u, soit 
R[u] =u. 
Si nous remplaçons R[u] dans l'équation déterminante, nous voyons qu'elle est iden-
tiquement satisfaite modulo l'équation de Sturm-Liouville 
De plus, cette symétrie n 'impose aucune restriction sur q. 
Une autre symétrie qui respecte l'équation déterminante est donnée par 
toutefois, elle impose une condition à a = (q2+t:qx). Si nous remplaçons cette symétrie 
dans l'équation déterminante, nous obtenons 
= 'Uxx + 'Uxx + X'U3x - ax'ux, 
modulo U xx - au = 0, 
= 2œu + xax'u. 
Puisque u n 'est pas fixe , nous demandons que 2a + xax = O. De là, nous pouvons 
facilement intégrer pour obtenir que 
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Nous pouvons facilement résoudre q en terme de x puisqu 'il s 'agit d 'une équation de 
Riccati bien définie. Sa solution est 
(3 1 - 2(3 
q = - + -,--------,-:--:-::--
X (1 - 2(3 )kx2!3 + x' 
telle que k est la constante d'intégration et (3 est la constante de la solution particulière 
(3 
ql =- , 
X 
Soit l'équation dont nous chercherons les caractéristiques différentielles 
uxx - au = 0, 
et la paire de Lax 
L= ( 0 1) 
. uxx/u 0 ' 
Toutefois , nous pouvons réécrire M de la façon suivante puisque f .- -2auIU2 et 
Ul := U U2 := U JX u-2ds , 
( 
1 + 2'u'ux J 
M=a 
2ux + 2u 2J 
u x 
Comme nous avons défini précédemment (3.36) , (3.37) , le champ vectoriel et l'équation 
déterminante sont donnés par 
En appliquant l'opérateur prolongation sur les matrices potentielles L et M , nous 
obtenons 
-2URJ) 
Dx(Ru)J ' 
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où A et E apparaissent dans les vecteurs tangents, 
En ayant les matrices A et E , nous pouvons obtenir la première forme fondamentale 
l = Edx 2 + 2Fdxdy + Gdy2 , 
où les coefficients sont donnés par 
1 ( 2 E = "2tr A ) = 0, 
1 
F= "2tr(AB) = -2aRJ(Dx2R-aR) , 
G ~ ~tr(B2) ~ 2a' [Dx (~) + u' (Dx (~) ) 2 J2]. 
Ces résultats impliquent que notre première forme fondamentale est donnée par 
l ~ 2a ( [2RJ (aR - D x' R) 1 dx dy + a [Dx ( ~) + u' ( Dx (~) ) 2 J2] dY') . 
Nous pouvons voir que le vecteur tangent DxF est isotrope. Pour trouver la deuxième 
forme fondamentale , nous avons besoin du vecteur normal N donné par 
N = [A, El = ( 1 0 ) 
. II[A, Bl ii ~Dx(ln(uR)) -1 . 
La deuxième forme fondamentale II est alors donnée par 
II = edx2 + 2fdxdy + gdy2, 
[a Dx2 ] 2 2 [a Dx
2R ] d II = uR - -;;- dx + 4au J uR - -u- dx y 
[ 
DxCuR) 
+ 2aJ Dx( DyRu) - DyR 2R + a( -5Rux + 3uDxR) 
+auuxJ ( -3Rux + 5DxRu - [D~Lu:)F)] dy2. 
Pour terminer , les courbures K et H , 
eg - j2 
K= EG-F2 ' 
eG + Eg - 2fF 
H = 2(EG _ F 2) , 
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sont alors 
K = 4u2 _ Dx(DyRu) - DyR~ + a( -5Rux + 3uDxR) 
R 2au2R2J[CXuR_D~2 ] 
auu J (-3Ru + 5D Ru _ [Dx(UR)J 2 ) 
X X x Ux R 
3.7.2 Équation de Lamé 
Dans cette sous section, nous allons effectuer une dérivation de l'équation de 
Sturm-Liouville vers l'équation de Lamé pour déterminer sa paire de Lax associée. 
Considérons le problème linéaire 
wxx - exw = 0, 
1 1 k2 
où ex = -g'(u) - -g(u) +-
2u 2u2 u2 
associé à l'équation différentielle non-linéaire 
uxx = g'(u) 
qui admet l'équation différentielle du premier ordre 
(3.38) 
Ici , la constante d 'intégration est absorbée dans f puisque f est arbitraire. Considérons 
le cas particulier où 
De là 
g(u) = 2(u3 + 92U2 + 93U + k2), 
g'(u) = 2(3u2 + 292U + 93). 
1 2(3 2 2- - ) 1 2( 3 - 2 - k2) k2 2 -ex = -2 u + g2U + g3 - -2 U + g2U + g3U + + 2" = u + g2 · U 2u u 
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L'équation (3.38) prend la forme 
, 
1 
2ux2 = 2 (u3 + 92U2 + 93U + k2 ) , 
U x = [4 (u3 + 92U2 + 93U + k2)r/2 , 
(3.39) 
Définissons 
_ g2 
'u= 'u--3 ' 
nous obtenons alors 
3 - 2 - 2 - g2 - - g2 - - g2 2 ( -)3 ( -)2 ( -) U + g2U + g3U + k = U - 3 + g2 U - 3 + g3 U - 3 + a , 
_ - 3 + ( [122 + - ) - + ([133 9293 + 923 + k2) 
- U -- g3 U -- - - -
3 27 3 9 ' 
où 
ce qui coïncide avec la fonction de P-Weierstrass, soit la fonction qui satisfait 
De plus, nous avons 
il = P(x) =? U = il - ~ = P(x) - ~ , 
de l'équation (3.40), nous obtenons pour ex 
ex = 2u + 92 = (p (x) - ~ ) + b = 2P (x) + ~ . 
De là, nous obtenons l'équation de Lamé (n = 1) 
W xx - (2P(x) + h) w = 0, h - g2. 3 
(3.40) 
(3.41) 
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L'équation de Lamé est pour n E Z+ un entier positif 
W xx - (h + n(n + l)P(z)) w = 0, nE Z+ 
ou de façon équivalente 
wxx - [n(n + 1)c2sn(x ) - h] w = 0, 
où sn(x) est la fonction elliptique de Jacobi définie par 
x = l sn [(1 - t2)(1 - c2t 2 )] - 1/2 dt 
et où c2 est appelé le module de sn(x). Les périodes de base de sn(x) sont dénotées 
par 2K et 2iK'. Nous sommes intéressés aux périodes réelles 2K qui sont données par 
rr/2 
K= Jo (1-c2sn(qy )r1/ 2dqy. 
Si nous introduisons un paramètre b relié à h par la définition de l'équation transcen-
dente P(b) = h, l'intégrale générale de l'équation (3.41) prend la forme tirée de [60, 
p.379] 
( 
cr(z +b) cr(Z -b)) 
1/; = (1/;1, 1/;2) = exp [- z((b)] cr(z ) , exp [z((b)] cr(z ) , 
où les fonctions cr et ( sont les fonctions de Weierstrass. En reprenant les résultats 
obtenus pour le problème de Sturm-Liouville 
et en l'utilisant pour le cas de l'équation de Lamé, nous obtenons 
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OÙ 'l/J1 et 'l/J2 sont les solutions fondamentales de l'équation de Lamé. Si nous considérons 
le cas de la formule d'immersion de Sym-Tafel, 
où nous prendrons la base 
e3 := (1 0) , 
o -1 
nous obtenons la surface suivante. 
,1 
-XI 
FIGURE 3.7 - La surface pour la formule d'immersion de Sym-Tafel avec les paramètres 
a = b = 1 et 91 = 92 = 0 
Pour le cas de la jauge, considérons la surface 
F = cjy-1 Scjy , où 
pour le cas où m est une constante. Nous obtenons la surface 
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200 
tJ 100 
FIGURE 3.8 - La surface pour la jauge avec les paramètres m = 1, 91 = 92 = 0 et 
a=b=1 
Dans le cas des symétries généralisées, considérons le champ de vecteurs 
v= R [u]8u. 
En appliquant la prolongation de ce champ de vecteurs sur l'équation de Lamé, nous 
obtenons l'équation déterminante 
Rxx + 2uxRxu + 2auRxux + ux2 + 2auux Ru7tx 
+a2u2 Ruxux + auRu + (2P'(x)u + aux) Rux - aR = O. 
Si R = R(x), nous pouvons trouver une solution explicite admettant un principe de 
superposition en terme des fonctions de Weierstrass 
La surface pour les symétries généralisées est donnée par 
F = q;-l (prvq;) , 
où le champ de vecteurs est donné par 
Chapitre 3. Symétries d'EDOs 122 
10 
FIGURE 3.9 - La surface pour la symétrie généralisée avec les paramètres Cl 1, 
C2 = 1, gl = g2 = 1 et a = b = 1 
o 
FIGURE 3.10 - La surface pour la symétrie généralisée avec les paramètres Cl 1, 
C2 = 1, gl = g2 = 10 et a = -1 = - b 
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Caractérisation de la surface par une jauge 
Prenons la jauge suivante 
et écrivons les matrices A et B comme 
A = DxS + [S, L] = p, (0 02) , 
. -2a 
B = DyS + [S, M] = JL ( 0 20f) , 
-2af + f xx 
ce qui nous permet d 'obtenir les coefficients de la première forme fondamentale 
pour finalement avoir 
Nous pouvons calculer le vecteur normal via l'équation 
-1 [A,B] (1 0) 
<jJN<jJ = II[A,B]II = 0 -1 = e3· 
De là, nous trouvons aisément que 
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ce qui nous donne la deuxième forme fondamentale 
Nous pouvons maintenant trouver les courbures de Gauss et moyenne respectivement 
eg - p 1 
K = EG _ F2 = JL2 ' 
H= Eg+ eG-2fF = -1 
2(EG - F2) JL . 
Nous pouvons voir que l'équation des points umbiliques est identiquement satisfaite 
H 2 - K - 0, 
ce qui montre que la surface n'admet pas de point umbilique. 
3.8 Conclusion 
1. Nous avons adapté la procédure de Fokas-Gel'fand pour construire des surfaces 
soli toniques associées aux EDO intégrables admettant une représentation de Lax 
pour les deux cas de repésentation de courbure nulle. 
2. Nous avons démontré, comme pour le cas des EDP, que le problème demande 
l'étude des symétries conformes selon le paramètre spectral, les transformations 
de jauge du PLS et les symétries généralisées du modèle associé et de son PLS. 
3. Nous avons construit une paire de Lax pour une EDO du second ordre incluant, 
parmi d'autres, le cas des intégrales elliptiques et le problème de Sturm-Liouville. 
Nous avons, par la suite, résolu le PLS et trouvé explicitement la forme la plus 
générale de la fonction d 'onde. 
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4. Nous avons construit des surfaces plongées dans 5[(2, IR) par des méthodes ana-
lytiques pour le cas général où (ux )2 = f(u), avec une fonction arbitraire f(u) 
et aussi pour l'équation de Sturm-Liouville U x x - a(x)u = 0 tel que a est une 
fonction arbitraire de x. 
5. Nous avons identifié trois symétries généralisées de l'EDO elliptique et déter-
miné si elles sont également des symétries du PLS, c'est-à-dire si la fonction 
d'immersion peut être intégrée explicitement comme F = cP-1prvQcP. 
6. La procédure a été appliquée à des exemples, y compris les fonctions elliptiques 
de Jacobi et de 'P-Weierstrass ainsi que Lamé. Nous avons trouvé les deux pre-
mières formes fondamentales, les courbures de Gauss et moyenne pour les sur-
faces ainsi que les graphes des surfaces pour différents paramètres, ce qui nous 
a mené à plusieurs types de surfaces. 
3.9 Perspectives futures 
Nous voudrions considérer des surfaces solitoniques plongées dans des algèbres de 
Lie associées aux équations KdV et mKdV, soit respectivement, 
'Ut + 'Ux xx - 6ux 'u = 0, 
ou encore de Schrodinger 
1ï2 ilïut - -Uxx = V(x, t)u. 2m 
1. Les états stationnaires des équations de KdV et mKdV (Ut = 0) sont liées aux 
fonctions elliptiques de Jacobi et de 'P-Weierstrass tandis que les états station-
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nalres de l 'équation de Schr6dinger sont liés à ceux de l'équation de Sturm-
Liouville. 
2. Il serait naturel de comparer les surfaces associées aux EDP aux surfaces des 
EDO associées à leurs états stationnaires (la variable auxiliaire y serait mainte-
nant t). 
3. Nous pouvons utiliser les solutions exactes pour la fonction d'onde pour les 
états stationnaires afin d'étendre cette solution dans le voisinage des états sta-
tionnaires et chercher des solutions pour les fonctions d 'onde pour les cas des 
EDP. 
4. ous pouvons comparer les surfaces associées â des états stationnaires, qui dé-
pendent du temps de façon exponentielle, aux surfaces des EDPs dans les voisi-
nages des états stationnaires. Nous pouvons effectuer une analyse asymptotique 
ou de variation des paramètres afin d 'étudier les surfaces des EDP utilisant les 
surfaces des EDO comme approximations. 
Chapitre 4 
Symétries des équations différentielles 
partielles et leurs surfaces solitoniques 
Nous présentons dans ce chapitre certaines notions, définitions et théorème de base 
décrivant des surfaces plongées dans des algèbres de Lie (espaces multi-dimensionnels). 
Ces notions seront par la suite utilisées pour trouver les symétries généralisées des 
EDP, dans ce cas-ci les équations de Sine-Gordon, de Sinh-Gordon, de Ernst, de 
Schrodinger non-linéaire et de Bianchi, et leurs applications solitoniques. Nous basons 
cette présentation sur les ouvrages de [49,78]. 
4.1 Description des surfaces 
D éfinition 4 .1. Soit w{e1, ... , eN} et wj{e1, ... , eN}, j = 1, ... , N, les éléments de 
l'anneau RJN). La dérivée de Fréchet de 'li dans la direction Wj est définie par 
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Exemple 4.1 : Soit 
82e 
'll {e} = 8u8v - sin e. 
La dérivée de Fréchet de 'll {e} dans la direction cp{ e} est donnée par 
( D'll) 8
2 
cp De cp = 8u8v - (cos e)cp. 
Définition 4.2. Supposons que l'ensemble de fonctions différentielles {e j (u, v ni" sa-
tisfait le système d'EDP Dj[e] = 0 tel que j = 1, ... , N. L 'ensemble des fonctions 
scalaires {cp}i" est appelé une symétrie généralisée du système D = 0 si et seulement 
si {cp} i" sont des éléments de l 'anneau n (N) et s'ils satisfont le système d 'équations 
linéaires 
k = 1, ... , N. 
Exemple 4.2 : Une symétrie de l'équation de Sine-Gordon est un élément de l'anneau 
n (l) qui satisfait 
(4.1) 
Par exemple, cp = 8e/8u est une symétrie de l'équation de Sine-Gordon. En effet , cp 
est un élément de n (1) et est solution de (4.1) . 
La dérivée de Fréchet peut s'écrire sous une forme équivalente en utilisant la pro-
longation d 'un champ de vecteur Wp 
voir la Proposition 5.25 [78, p.307]. 
4.1.1 Formule d'immersion de Fokas-Gel 'fand 
Supposons le système matriciel suivant d'EDP D[e] = 0 avec deux variables indé-
pendantes Xl et x 2 et les variables dépendantes ek sous la condition de courbure nulle 
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(CCN) de la forme 
(4.2) 
qui admet un PLS donné par 
(4.3) 
où <t>(X1,X2, À) E G, U(xl,x2 , À), V(X1,X2,À) E g et À est le paramètre spectral. Nous 
faisons l'hypothèse que le système (4.2) ne dépend pas du paramètre spectral À. 
Il est à noter que aussi longtemps qu'il existe des matrices U, V E g satisfaisant 
CCN (4.2), il existe une fonction d'onde <t> qui prend ses valeurs dans le groupe G 
correspondant à l'algèbre g qui satisfait le PLS (4.3). 
Considérons une symétrie infinitésimale du système matriciel d'EDP (4.2) et de 
son PLS (4.3) donnée par 
U' 
V' 
7jJ' 
U A 
V +E B 
x 
O< EEIR (4.4) 
avec la condition que U' , V' E g et 7jJ' E G tels que U' , V' et 7jJ' satisfont le PLS et la 
CCN. De telles déformations sont requises pour avoir la même structure de singularité 
queU et Ven À donnée par (4.3) et (4.2). Il s 'agit des matrices A(xl, x2, À) , B(x1, x2, À) E 
g et X(x 1 , x 2 , À) E G telles que 
7jJ' = 7jJ + EX E G 
obéissent aux contraintes différentielles provenant des déformations infinitésimales de 
(4.3) et (4.2) . Les déformations infinitésimales des EDP (4.2) requièrent qu 'il existe 
des fonctions matricielles A , B qui prennent leurs valeurs dans g et qui satisfont 
(4.5) 
La déformation infinitésimale de (4.3) implique que 
8X 
8x1 =UX+A7jJ, 
8X 
8x2 = VX+ B 7jJ . (4.6) 
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Preuve: Partons du PLS primé et utilisons les déformations infinitésimales (4.4) 
pour obtenir par substitution directe 
Dx1'ljJ + EDxlX = (U1 + EA) ('ljJ + EX), 
Dx2't/; + EDx2X = (U 2 + EB) Ct/; + EX) . 
En distribuant et en utilisant l'équation (4.3), nous obtenons 
EDxlX = E (U1X + A'ljJ) + E2 ( ... ), 
EDx2X = E (U 2X + B 'ljJ ) + E2 ( ... ). 
Les termes en E2 sont négligeables et donc nous pouvons retrouver les équations (4.6) 
8X 
8x2 = Vx + B'ljJ. 
Pour obtenir l'équation (4.5), il suffit de calculer la condition de compatibilité des 
équations (4.6), 
Modulo le PLS (4.3) et (4.6), nous avons 
Pour terminer, nous pouvons utiliser (4.2) pour faire disparaître les termes contenant 
X et en multipliant par 'ljJ-l E G par la droite, nous obtenons 
(4.7) 
qui est exactement (4.5). 0 
Théorème 4.1 (38). Supposons que nous avons les fonctions matricielles U, V E 9 
et'ljJ E G qui satisfont le système matriciel d'EDP (4.2) et son PLS (4.3). Supposons 
que A , BEg sont des fonctions matricielles linéairement indépendantes qui satisfont 
(4.5). Alors il existe une fonction d'immersion F(xl, x2 ) qui prend ses valeurs dans 9 
telle que les vecteurs tangents de la surface bidimensionnelle sont donnés par 
(4.8) 
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Preuve: L'équation (4.5) représente les conditions de compatibilité pour (4.8), 
donc la fonction d 'immersion F existe à une transformation affine près et peut être 
assumée dans fi . 0 
Corollaire 4 .1. Supposons que nous avons les fonctions matricielles U, V E fi et 'ljJ E 
G satisfaisant (4.2) et (4.3) et les fonctions matricielles linéairement indépendantes 
A, B E fi qui satisfont (4.5). Alors, il existe une fonction matricielle X(xl, x2 , À) 
telle que A, B , X définissent une symétrie infinitésimale de (4.2) et (4.3). Il s 'agit des 
fonctions matricelles A , B et X satisfaisant la CeN (4.5) et le PLS (4.6). 
P reuve: Nous avons à démontrer que lorsque A, B,U, V E fi et 'ljJ E G satisfont 
(4.2) , (4.3) et (4.5), alors il existe des fonctions matricielles X telles que 'ljJ + EX E G 
et qui satisfont (4.6). Du théorème 4.1, il existe une fonction F qui prend ses valeurs 
dans fi et telle que ses vecteurs tangents satisfont (4.8). Si nous définissons 
X:= 'ljJ F, 
en utilisant (4.8) la fonction X satisfait (4.6). Puisque F E fi, la formule 
'ljJ' = 'ljJ + EX = 'ljJ (1 + EF) , 
ce qui implique que 'ljJ' E G. Ainsi, nous avons construit une déformation infinitésimale 
de 'ljJ . 0 
Définissons [39] 
au m DU n 
A = a(À) aÀ + (axIS + [S ,U]) + L Den \li , 
n = l 
av m DV n 
B = a(À) aÀ + (ax2S + [S, V]) + L Den \li , 
n=l 
où D / Den est la dérivée de Fréchet dans la direction de en. \lin représente l'ensemble 
des fonctions scalaires {'ljJnH qui sont des symétries de l'équation (4.2). Les matrices 
A, B E fi satisfont (4.5) et alors il existe une fonction F qui prend ses valeurs dans 
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9 qui défini une surface bidimensionnelle si A et B sont linéairement indépendants. 
Dans [39], il propose une forme intégrée de cette surface 
Il a été démontré [49] que cette forme de surface est satisfaite si et seulement si { 'Ij;n} 
est une symétrie généralisée du PLS (4.3) en addition au système intégrable d'EDP 
équivalent à (4.2). 
L'objectif est d'avoir une meilleure compréhension de la formule d 'immersion dé-
finie par les vecteurs tangents (4.8) en utilisant la structure des groupes de Lie des 
symétries généralisées, leur champ de vecteurs et leurs prolongations. 
4 .1.2 Symétrie généralisée et le problème linéaire spectral 
L'équation (4.5) est une déformation infinitésimale de la CCN (4.2). Cette défor-
mation peut être générée par trois choix possibles de symétries 
1. La symétrie généralisée de la CCN traitée comme une EDP en variables matri-
cielles ua E 9 
2. La symétrie généralisée de l'EDP (4.5) O[B] = 0 selon la variable dépendante B. 
3. La symétrie par rapport au problème spectral À de l'équation 
Jusqu 'à maintenant, nous avons introduit deux types d 'équations différentielles 
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Ces deux types d 'équations différentielles sont équivalentes sous une paramétrisation 
de Uci en termes des variables indépendantes Xl, x 2 , À et des variables dépendantes Ok 
ainsi que de leurs dérivées. Cette paramétrisation est obtenue par l'évaluation d 'une 
application T 
(4.9) 
où on a noté [0] = (Xl, x 2 , Ok , O~) E N où N est l'espace de Jet. 
Proposit ion 4. 1. Soit 9 une algèbre de Lie avec une base ej et les coefficients de 
structures ckt. Assumons que 
ct = 1, 2 
sont des fonctions matricielles qui satisfont le système d'EDP 
j = 1, ... , s ( 4.10) 
et la fonction d'onde 'I/I[u] E G est une solution du PLS associé 
ct = 1, 2. (4.11) 
Soit il une champ vectoriel généralisé en termes des variables dépendantes uCi,j et des 
variables indépendantes Xi = {Xl , x2 , x3 = À} 
3 
il = L Ç'i[u]âxi + tpCi,j[u]âUQ ,j 
i=l 
avec la forme d'évolution 
Alors, les énoncés suivants sont équivalents .' 
(i) ilQ est une symétrie généralisée de la représentation de courbure nulle !lj [u] = O. 
(ii) Il existe une fonction d'immersion F[u] dans l'algèbre de Lie 9 avec les vecteurs 
tangents 
ct = 1, 2. ( 4.12) 
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(iii) Il existe une fonction matricielle <p [u] telle que la déformation infinitésimale 
u1 Ql[U] 
u2 + E Q2[u] ( 4.13) 
'ljJ X[u] 
donne une symétrie généralisée infinitésimale du système (4.10) et de son P L8 (4.11). 
De plus, si (ii) est satisfait, alors X = 'ljJ F est une déformation infinitésimale de 
<p et si (iii) est satisfait, alors F = 'ljJ-IX a des vecteurs tangents qui coïncident avec 
(4.12). 
Preuve: Commençons avec l'équivalence entre (i) et (ii). Du critère d'invariance 
pour les symétries généralisées, nous savons que vQ est une symétrie généralisée de la 
représentation de courbure nulle si et seulement si 
(4.14) 
quand ~ = O. (Il est à noter que pour alléger la notation nous utiliserons la contraction 
Dxo: - Da.) 
La fonction d'immersion F[u] E 9 et les vecteurs tangents donnés par (4.12) vont 
exister si et seulement si la condition de compatibilité pour les vecteurs tangents est 
satisfaite. La condition de compatibilité pour (4.12) est exactement (4.14) et alors 
la fonction d'immersion F existe. Puisque les vecteurs tangents de F sont assumés 
comme des éléments de l'algèbre de Lie g, nous pouvons supposer que F est dans 
l'algèbre à une constante d'intégration près, donc (i)Ç:}(ii). 
Pour montrer l'équivalence entre (ii) et (iii) , nous devons nous rappeler que (ii) 
est satisfait si et seulement si l'équation (4.14) est aussi satisfaite. La déformation 
infinitésimale (4.13) est une symétrie du système d'EDP ~[u] = 0 si et seulement si 
(4.14) est satisfaite et alors (iii)=> (ii). De plus, la déformation infinitésimale (4.13) est 
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aussi une symétrie du PLS (4.11) si et seulement si 
(4.15) 
Si nous définissons 
X := ,tjJ F, 
alors 
et (4.15) est satisfait quand 'IjJ est une solution du PLS (4.11). De plus, la fonction 
d'immersion F a les vecteurs tangents donnés par (4.12). Alors (ii)::::}(iii) et inverse-
ment, si (ii) est satisfait , alors 
X='ljJF 
est une symétrie admissible pour 'IjJ. 
Pour l'équivalence entre (iii) et (i), si (iii) est satisfait, alors X satisfait les condi-
tions (4.15) et les surfaces sont définies par 
et ont des vecteurs tangents qui coïncident avec (4.12) pour lesquels la condition de 
compatibilité pour (4.12) est exactement l'équation (4.14). 0 
Un champ vectoriel généralisé vQ est une symétrie de la représentation de courbure 
nulle ~ = 0 si et seulement s'il existe une fonction d'immersion F[u] qui prend ses 
valeurs dans 9 avec les vecteurs tangents (4.12) qui sont équivalents à l'existence 
d 'une symétrie généralisée infinitésimale de la représentation de courbure nulle et de 
son PLS (4.11). 
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4.1.3 Formule de Sym-Tafel pour les symétries conformes selon 
le paramètre spectral À 
Le système de la représentation de courbure nulle O[B] = 0 est invariant sous une 
transformation conforme selon le paramètre spectral À. Le champ de vecteurs associé 
à cette symétrie est 
'U = -a(À) :À' (4.16) 
Le champ de vecteurs (4. 16) génère une symétrie infinitésimale 
À' = À - w(À) et ( 4.17) 
alors, de la Proposition 4.1, il existe une fonction d 'immersion F([u], À) qui prend ses 
valeurs dans 9 avec ses vecteurs tangents donnés par 
a = 1,2. ( 4.18) 
Ceci implique qu 'il existe une déformation infinitésimale à la fois pour la représentation 
de courbure nulle !::1 = 0 et pour son PLS (4.11) de la forme 
La matrice X définie comme X := q;F est donnée par 
Les matrices A et B associées à la symétrie (4.17) sont données par 
La fonction F([u], À) qui prend ses valeurs dans 9 détermine l'immersion d'une surface 
bidimensionnelle dans 9 si les vecteurs tangents (4.18) sont linéairement indépendants. 
La forme intégrée de la surface est donnée par la formule de Sym-Tafel 
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4.1.4 Transformation de jauge de la fonction d'onde 
Le système de la représentation de courbure nulle 6. [u] = 0 et son PLS 
a = 1, 2 (4.19) 
sont invariants sous la transformation de jauge S[u] E 9 
x= S'ljJ, (4.20) 
associée à la transformation infinitésimale du système 
u2 +é D2S+ [S,U2] (4.21) 
'ljJ S'ljJ 
qui est une symétrie du sytème de la représentation de la courbure nulle 6. = 0 ainsi 
que pour son PLS (4.19). 
Le champ de vecteurs qui génère cette symétrie infinitésimale écrite sous sa forme 
d'évolution est 
et la fonction d'immersion qui prend ses valeurs dans 9 
a les vecteurs tangents linéairement indépendants 
a = 1,2. 
Cela est consistant avec les vecteurs tangents donnés par 
a = 1, 2. 
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4.1.5 Symétries généralisées de la représentation de courbure. 
nulle 
La représentation de courbure nulle est équivalente au système d'EDP selon les 
variables dépendantes Bk 
Le PLS 
ex = 1, 2, 
où nous définissions [B] = (xl, x2 , Bk , B~) dans l'espace de Jet N tel que la dérivée 
totale est donnée par 
k = 1, ... , l 
et le champ vectoriel généralisé et sa forme d'évolution sont donnés par 
La prolongation de W R est donc 
Le champ de vecteurs généralisé W R induit une déformation infinitésimale de la fonc-
tion Bk par 
et donc induit une déformation infiiütésimale des matrices ua 
Proposition 4. 2. Supposons qu 'il existe un système intégrable d'EDP sous la forme 
de la représentation de courbure nulle 
( 4.22) 
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qui est indépendant de À et est la condition de compatibilité du P LS 
Cl:' = 1,2 (4.23) 
pour les fonctions matricielles cp = cp( [el, À) E G. 
Considérons un champ de vecteur généralisé w sous sa forme d'évolution 
Alors, les énoncés suivants sont équivalents 
(i) Le champ de vecteur WR est une symétrie généralisée du système intégrable de EDP 
(4.22) ; 
(ii) Il existe une fonction d'immersion F = F([el, À) d'une surface dans l'algèbre de 
Lie 9 avec les vecteurs tangents 
Cl:' = 1,2 (4.24) 
où les termes prw Ru a sont linéairement indépendants; 
(iii) Il existe une fonction matricielle X telle que la déformation infinitésimale 
U 1 U 1 prwRU1 
( 4.25) 
X 
donne une symétrie généralisée infinitésimale du système intégrable (4.22) et de son 
PLS (4 .23) . 
De plus, si l'énoncé (ii) est satisfait, alors 
X = cpF 
est une déformation infinitésimale admissible de cp et si l'énoncé (iii) est satisfait, 
alors la fonction d'immersion 
(4.26) 
a des vecteurs tangents qui sont consistants (4.24). 
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Preuve : Pour cette preuve, nous utilisons la Proposition 4.1 démontrant que 
l'énoncé (ii) est équivalent à l'énoncé (iii), alors il reste à montrer que l'énoncé (i) est 
équivalent à l'énoncé (ii). 
À partir du critère d'invariance pour les symétries généralisées [78], le champ de 
vecteurs généralisé W R est une symétrie généralisée de (4.22) si et seulement si 
modulo 
D'autre part , la condition de compatibilité pour les vecteurs tangents (4.24) est 
(4.28) 
Comme il est démontré dans le Lemme 5.12 de [78, p.300]. 
( 4.29) 
et donc (4.27) est équivalent à (4.28). 
Alors, si W R est une symétrie généralisée de (4.22), les équations de compatibilité 
pour (4.24) sont satisfaites et la fonction matricielle F existe et, à une constante 
d'intégration près, peut être assumée dans l'algèbre de Lie g. 
À l'inverse, si une fonction d 'immersion F existe, alors (4.27) est satisfait et W R 
est une symétrie généralisée de (4.22). 0 
Nous avons formulé quelques conditions sur les champs de vecteurs généralisés WR 
qui permettent l'intégration de la fonction d 'immersion F([B], À) qui prend ses valeurs 
dans l'algèbre g. Aussi , nous avons montré que si le champ de vecteurs généralisés 
WR est une symétrie à la fois du système intégrable et de son PLS, alors la fonction 
d'immersion peut être intégrée explicitement. 
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4.2 Équation de Sine-Gordon 
L'équation de Sine-Gordon, quoique très célèbre en mathématiques pour ses sur-
faces pseudo-sphériques, apparait aussi dans une multitude de domaines en physique 
[84], par exemple dans la théorie des particules élémentaires, dans la résonance ma-
gnétique nucléaire , dans la théorie de dislocation de cristal, la propagation du flux 
quantifié pour les jonctions de Josephson, la propagation d 'ondes ébrasées le long de 
membranes de lipide ainsi que dans l'analyse des modes mécaniques de propagation 
d 'ondes non-linéaires , pour n 'en nommer que quelques uns. 
Ici , l'équation de Sine-Gordon n'est donnée qu 'à titre d 'exemple puisqu'elle est 
déjà très bien connue dans .la littérature. Soit l'équation de Sine-Gordon 
eXi = sin e et son PLS 
où les matrices U et V appartiennent à l'agèbre .5u(2) et sont définies de la façon 
suivante 
V = ~ [-icose sine 1 '
2,\ - sin e i cos e 
E .5u(2) 
avec les propriétés de cette algèbre, tr(g) = 0 et gt = -g, où 9 représente tous les 
éléments de l'algèbre .5u(2). 
4.2.1 Formule d 'immersion de Sym-Tafel 
Dans le cas de la formule d'immersion de Sym-Tafel, nous avons les vecteurs tan-
gents 
DxFST = cp- l(D).U) cp, 
DtFST = cp- l(D). V) cp, 
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où 
BST = D V = -1 [-iCOS{} Sin{} ] , 
>. 2 \ 2 E .su(2) /\ - sin {} i cos {} 
et A et B sont linéairement indépendants. 
Nous pouvons vérifier que U et V satisfont le PLS grâce à l'équation suivante 
Ut - Vx + rU, V] = 0, 
qui est la condition de courbure nulle (CCN) qui est équivalente à l'équation de départ. 
Pour les matrices dérivées , nous trouvons facilement que 
Ut ---_ i{}xt [0 1] 
2 1 0 ' 
_ {} x [i sin {} Vx --
2À - cos {} 
cos {} ] 
-i sin {} 
Pour ce qui est du commutateur, nous avons 
'l 
UV= 4À [-:x ~~]. [~::: iS~:sBB] ' 
1 [À cos {} + i{}x sin {} iÀ sin {} + {}x cos {} ] 
4À -{}x cos {} + i À sin {} -i{}x sin {} + À cos {} 
vu ~ ~'À [~:s: iS~::B] [-:x ~~] 
= ~ [À cos {} - i{}x sin {} -iÀ sin {} - {}x cos {}] 
4À {}x cos {} - i À sin {} i{}x sin {} + À cos {} , 
et donc, le commutateur est 
1 
rU, V] = 2À [ 
i{}x sin {} iÀ sin {} + {}x cos {}]. 
i À sin {} - {}x cos {} -i{}x sin {} 
De là, en combinant ces trois termes, nous obtenons les deux équations suivantes 
i{}x. i{}x . 
- sm {} - - sm {} - 0 
2À 2À 
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et 
i()xt ()x i . ()x 
- - - - cos () + - sm () + - cos () = 0 2 2,\ 2 2,\ , 
quand ()xt = sin (). 
Il est nécessaire de calculer la première forme fondamentale pour obtenir les cour-
bures de l'équation de Sine-Gordon, c'est-à-dire 
Ici, nous avons que 
1 ( ST)2 E = gll = - 2 tr A , 1 ST 2 G = g22 = -2tr (B ) , 
et nous pouvons trouver que 
F = - -2
1 
tr ( 4~~ [-i cos () 
/\ - sin () 
sin () ] ) 
i cos () 
cos () 
4,\2 ' 
De là, nous avons notre première forme fondamentale qui est 
Il est aussi nécessaire de calculer la deuxième forme fondamentale, mais pour ce 
faire, nous devons déterminer la forme du vecteur perpendiculaire à la surface, où ce 
vecteur N ST est défini comme suit 
Puisque nous connaissons AST et BST, il est simple de trouver ce vecteur perpendi-
culaire. Tout d 'abord, nous avons pour le commutateur 
[AST. B ST] = -2 
, 4,\2 ( [
- i.COS () sin () ] 
sm () -2 cos () [
-i cos () 
- sin () 
= -sin() - sin () ] ) i [0 1] 
-i cos () 2'\ . 1 0 
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donc 
Le dénominateur II[AST , EST]II dans l'équation de N ST est appelé la norme du com-
mutateur [AST, EST] et est égal à 
Si nous définissons la base de su(2) de la façon suivante, 
-i] _ [0 -1] _ [-i 0] e2 - e3 -
o 1 0 0 i 
ceci fait en sorte que notre vecteur perpendiculaire est 
Maintenant que nous avons notre NST , nous pouvons déterminer la deuxième forme 
fondamentale qui est 
II = edx2 + 2fdxdt + gdt2 
avec 
1 
e = --tr(N D 2 p ST) 2 x , 
Pour e, nous avons 
e = -~tr(N Dx(<fy-l AST <fy)), 
= -~tr(<fyN<fy-l(A~T + [AST , U])) , 
~ -~tr ([ ~i ~l (-~ ([~ -:x] [-:x ~]))). 
= ~tr (2 [ 0 -i]. [0 -ex]) = o. 
8 -i 0 ex 0 
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Pour f , nous avons 
f = -~tr(N D t (4)-l AST 4»), 
= -~tr(4)N4>-l(AfT + [A, V])), 
= -~tr ( [ 0 -i] . ([-i.COS () .sin ()] + [i ~os () .sin () ] )) , 
8,\ -1, 0 sme 1, cos () sm() 1,cos() 
sin () 
Finalement pour g, nous avons 
9 = -~tr(N Dt (4)-l B ST 4»), 
= -~tr(4)N4>-l(BfT + [B ST , V])) , 
= ~tr ( [0 1] .. (_~ [ isin() c.o~()] _ ~ ([-1 0] _ [-1 0] ))) , 2 1 0 2,\ - cos() -1,sm() 4,\ 0 -1 0-1 
= --tr = O. i()t ( - cos () -i sin ()) 
4,\2 'i sin () cos () 
Nous avons donc la deuxième forme fondamentale qui s'écrit de la façon suivante 
II = - Si~ () dxdt. 
En ayant la première et la deuxième formes fondamentales, nous pouvons maintenant 
calculer la courbure de Gauss K ST et la courbure moyenne HST. Soit 
K ST = eg- p 
EG - F2 ' 
_(4,\2)-1 sin2 () _(4,\2t 1 sin2 () 2 
-,---,------,-----,--------,-- = = - 4,\ (16,\4)-1 - (16,\4)-1 cos2 () (16,\4)-1 sin2 () 
Nous pouvons voir que la courbure de Gauss K ST représente la courbure d'une 
pseudo-sphère, mais que la courbure moyenne H ST n'est pas constante. Nous pouvons 
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identifier où sont les points umbiliques au moyen de l'équation 
En remplaçant et en simplifiant , nous obtenons 
4,\2 
--=0. 
sin2 B 
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Les seuls moments où cette équation est satisfaite, c'est lorsque ,\ = 0 ou B = ±ioo. 
Il n'y a donc pas de point umbilique sur cette surface. 
4.2.2 Symétries généralisées 
Nous pouvons aussi trouver les courbures pour le cas des symétries généralisées. 
Commençons par définir WR, les symétries généralisées de notre équation de départ, 
où R dépend de x , t, B et de toutes les dérivées de B. ous déterminons la prolongation 
comme suit 
Pour que W R soit une symétrie généralisée de notre équation de départ, elle doit obéir 
à 
quand fj. = Bxt - sinB = o. 
En appliquant la prolongation exprimée précédemment sur notre équation de départ, 
nous obtenons l'équation déterminante 
DxtR[B] - R[B] cos B = o. (4.30) 
Nous pouvons facilement voir que si R[B] est égale à Bx ou et, l'équation déterminante 
est vraie 
R:= et --+ DxD;e - Dtecose = Dt(ext - sine) = 0, 
R := ex --+ D;Dte - Dxe cos e = Dx(ext - sine) = 0, 
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modulo l'équation de départ. Nous pouvons voir que ces deux symétries représentent 
des translations en x et en t , 
Si nous gardons R général, nous pouvons définir les vecteurs tangents de la façon 
suivante 
où A et B sont linéairement indépendants, 
A = pr(wR)U = -- , -iRx [0 1] 
2 1 0 
R [i sin e B = pr(wR)V = --:\ 
2 - cos e 
De là, nous pouvons calculer la première forme fondamentale 
cos e ] E su(2) . 
-i sin e 
1 1 (- iRRx [- cos e -i sin e] ) F = --tr(AB) = --tr = 0, 
2 2 4,\ i sin e cos e 
G = --tr(B2 ) = --tr -1 1 (R2 [-1 0] ) 
2 2 4,\2 0 -1 
Donc, nous avons 
Pour calculer les coefficients de la deuxième forme fondamentale , nous devons tout 
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d'abord calculer le vecteur perpendiculaire. 
[A El = -iRRx 
, 4À 
-iRRx 
2À 
Il [A, Eli i = J ~2À~;' 
Nous aurons donc que 
( [~ ~os e -i sin e] [ c.o~ e i sin e ]) , 1. sm e cos e -1, sm e - cos e 
[
- cos e 
i sin e 
[~ ~] , 
-i sin e] , 
cos e 
- sin e] cp. 
- i cos e 
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Nous pouvons maintenant calculer la deuxième forme fondamentale . Pour e, nous 
avons 
= -~tr ( [i cos e 
2 sin e 
ÀRx ( sine 
=-tr 
4 i cos e 
i cos e) = RxÀ sin e. 
sin e 2 
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Pour f, nous avons 
1 f = -2tr(NDt(c/>-l Ac/») , 
1 
= -2tr(c/>Nc/>-1(At + [A, V])), 
_ 1 ( -1 ( iRxt [0 1] Rx ([ - sin 0 i cos 0] 
- --tr c/>Nc/> -- +-
2 2 1 0 4>' -i cos 0 sin 0 
_ [ .sino -i~OSO]))) , 
1, cos 0 - smO 
= iRx tr ( [i cos e - sin 0] . [- sin 0 i cos 0]) = o. 
4>' sin 0 -i cos 0 -i cos 0 sin 0 
Pour g, nous avons 
= _ ROt tr ( [i cos 0 - sin 0 ] 
4>' sin 0 - i cos 0 
= - ~~'tr (~l ~l) ~~' 
cosO ] + ROt [icosè 
-i sin 0 2>' sin 0 
. [i cos 0 
sinO 
- sino ] 
-i cos 0 
Ceci fait en sorte que la deuxième forme fondamentale est donnée par 
II = Rx>'sinO d 2 ROtd 2 2 .x + 2>' t. 
Maintenant que nous avons déterminé tous les coefficients de la première et deuxième 
formes fondamentales , nous pouvons calculer la courbure de Gauss K et la courbure 
moyenne H , 
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H = Eg + eG - 21 F = ~ (R;Ret _ R2 R; Sine) ( 16>.2 ) = >. (et Sine) 
2(EG - F2) 2 8>' 8>.2 R2R; R + Rx . 
Les points umbiliques sont donnés par l'équation 
H 2 - K = 0 , 
ce qui nous donne 
Pour le cas R = et , nous pouvons simplifier ces résultats pour obtenir 
K = 4>.2et sine = 4>.2 
etext ' 
H = >. (et + Sine) = 2>', 
et ext 
où la courbure de Gauss représente une sphère et où la courbure moyenne est constante. 
L'équation des points umbiliques 
est identiquement satisfaite 
ce qui exprime qu 'il n 'y a aucun point umbilique sur cette surface. 
Par contre, en utilisant la symétrie ponctuelle de translation en x, soit R[e] = ex, 
nous obtenons respectivement la courbure de Gauss et la courbure moyenne 
En utilisant l'équation des points umbiliques, nous obtenons 
exx _ ext = o. 
ex et 
Si nous effectuons le changement de variables u = ex et v = et, nous obtenons l'équa-
tion 
U x _ V x = 0 
, 
u v 
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et nous pouvons intégrer pour avoir 
ln c +lnu = ln v ~cu=v 
et donc 
Nous pouvons facilement voir que 
e(x , t) = g(ct + x), 
où 9 est une fonction arbitraire. Lorsque c'est le cas, il y a présence de points umbi-
liques sur la surface. 
D'un point de vue plus général, nous avons la présence de points umbiliques lorsque 
En effectuant le même changement de variable v = et, nous avons l'équation 
où nous pouvons intégrer de sorte que 
et = c(t) R , 
c(t) étant une fonction arbitraire. Nous avons donc que 
En substituant ce résultat dans l'équation déterminante, nous avons 
D xt ( c~~) ) -cose ( c~~)) = 0, 
ex U _ extC'(t) _ ex tt = 0 
c(t) (C(t))2 c(t) , modulo extt - cos eet = D t (ext - sin e) = 0, 
c'(t) = 0, 
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ce qui force la fonction c(t) à être constante. Finalement , pour avoir des points umbi-
liques, e doit satisfaire la relation 
Il est intéressant de comparer les formes fondamentales de Sym-Tafel et des symé-
tries généralisées. 
Sym-Tafel Symétrie généralisé 
l Idx2 + cose dxdt + _1_dt2 4 2À2 4 À4 R;dx2 + Kdt2 4 4À2 
II _ sine dxdt À RxÀsinedx2 + ~dt2 2 2À 
TABLEAU 4.1 - Comparaison entre les formes fondamentales provenant de la formule 
d'immersion de Sym-Tafel et des symétries généralisées. 
Nous pouvons voir que pour le cas de Sym-Tafel , les termes croisés dépendent 
de e tandis que les deux autres termes sont soit nuls ou constants. Dans le cas des 
symétries généralisées, les termes croisés sont nuls tandis que les deux autres termes 
dépendent de R[ el. 
Si on se réfère à l'article [39], nous avons un opérateur n qui nous permet d'obtenir 
des symétries généralisées non-triviales pour l'équation de Sine-Gordon 
nE H, 
où 8;1 est l'inverse de l'application dérivée, 
et tel qu'il est possible d 'échanger la variable x par t pour obtenir un opérateur de 
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récurrence similaire. Pour le cas n = 1, nous avons 
RI = [8x2 +Bx2 - Bx8;IBxx] Bx, 
= 8x 2Bx + Bx 3 - Bx8;1 [Bxx Bxl , 
153 
Nous pouvons facilement vérifier que cette symétrie vérifie l'équation déterminante 
(4.30). D'une part, nous avons 
1 3 RI = B3x + 2Bx , 
RI xt = B4xt + 3 sin BBxBxx + ~Bx2Bxxt, 
, 2 
RI,xt - cos BR = B4xt + 3 sin BBxBxx + ~Bx2Bxxt - (B3x + ~Bx3) cosB. (4.31) 
De l'autre, nous avons 
Bxt - sinB = 0, 
Dx (Bxt - sin B) = Bxxt - cos BBx = 0, 
Dx3 (Bxt - sinB) = B4xt + 3sinBBxBxx + (Bx3 - B3X) cosB = O. 
En remplaçant ces résultats dans l'équation (4.31), nous pouvons voir aisément que 
RI respecte l'équation déterminante (4.30). Nous pouvons faire de la même façon la 
vérification pour R2' 
R2 = 02Bx = [8x2 +Bx2_ Bx8;I Bxx]2 Bx = [8x2+Bx2_Bx8;IBxx] (B3X+~Bx3) , 
5 2 5 2 3 5 
= B5x + 2BxBxx + 2Bx B3x + 8Bx , 
où 
( B5X 5 5 2 3 4) R2,xt = e;; + 2BxB3X + 2Bxx + 8Bx Bxxt, modulo D/ (Bxt - sinB) = 0, 
et k = 0, 1, 2,3,4, 5 et où D~ représente la dérivée totale appliquée k fois. Au niveau 
des courbures, nous obtenons pour le premier ordre 
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et pour le deuxième ordre 
4,X2Bt sin B 
K2 = (B5x + ~Bx B~x + ~B~B3X + ~B~ )(B6X + ~B~x + 10BxBxx B3x + ~B~B4X + 185 Bi Bxx ) , 
Certaines quantités géométriques apparaissent pour les solutions dans la théorie 
des surfaces et dans la théorie des solitons. Pour toutes surfaces compactes connexes 
orientées avec le même caractère de Euler-Poincaré 
x = ~ jr r ygKdxdt , 
21T ln 
Pour l'équation de Sine-Gordon, nous avons 
ne IR? 
,X Jl' X = - Bt sin Bdxdt = 2, 21T n 
donc sont des ovaloïdes homomorphes à des sphères. Une autre quantité intéressante 
est la fonctionnelle de Willmore 
Si B, Bx, Bt tendent vers 0 quand x tend vers plus ou moins l'infini, alors 
qui est le cas pour les solitons. 
4.3 Équation de Sinh-Gordon 
Partons, pour commencer, avec l'équation de Sine-Gordon, 
Do = B xt - sin B = O. 
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En effectuant le simple changement de variable e = iw, nous obtenons 
,0. = Wxt - sinhw = 0, 
qui est l'équation de Sinh-Gordon. Nous avons le PLS donné par 
-1, 
CPt = V cP = 2; (sinhwe2 + coshwe3) cP, 
où la base ei est donnée par 
e2 = [0 -1], e3 = [1 0]. 
1 0 0 - 1 
Le PLS respecte la représentation de courbure nulle (RCN) 
Ut - Vx + rU, V] = (wxt - sinhw)el = O. 
4.3.1 Formule d'immersion de Sym-Tafel 
Pour le cas de la formule d'immersion de Sym-Tafel, nous avons les matrices A et 
B 
B = 8)., V = ~2 (sinhwe2 + coshwe3) . 
2,\ 
À partir d 'ici, nous pouvons trouver la première forme fondamentale , 
l = Edx2 + 2Fdxdt + Gdt2 , 
de la façon suivante 
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ce qui f(:!,it 
1 2 coshw 1 2 
l = 4dx + 2>.2 dxdt + 4>.4 dt . 
En cherchant le vecteur normal de la même façon que pour Sine-Gordon, nous 
obtenons 
ce qui nous permet d 'obtenir maintenant la deuxième forme fondamentale 
II = edx2 + 2fdxdt + gde , 
où les coefficients sont donnés par 
1 
e = -2tr (NDx2 p) = 0, 
1 -i f = - 2tr (N DtDxP ) = 2>' sinhw, 
9 = -~tr (NDt2p) = 0, 
ce qui fait 
'/, . 
II = --:\smhwdxdt. 
Maintenant que nous avons la première forme et la deuxième forme fondamentales , il 
est possible de calculer les courbures de Gauss et moyenne, soit respectivement 
eg - f2 2 
K = EG _ p2 = -4>' , 
eG + Eg - 2fP . 
H = 2(EG _ P2) = -2'/,>' cothw. 
En observant l'équation des points umbiliques , 
>.2 
H 2 - K = 2 = 0 
sinh w ' 
nous pouvons observer qu'il peut y avoir des points umbiliques uniquement si >. = 0 
ou si w = ±oo. Il n 'y a donc aucun point umbilique sur cette surface. 
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4.3.2 Symétries généralisées 
Pour cette équ~tion, les symétries généralisées sont données par l'équation déter-
minante 
où R est la symétrie généralisée, telle que le champ vectoriel est défini ainsi 
8 
VR = R [wl 8w · 
En appliquant la prolongation du champ vectoriel sur les matrices potentielles du 
PLS, on obtient les matrices A et B , soit 
B = - ;~ (coshwe2 + sinhwe3) . 
En appliquant le même procédé pour obtenir la première forme fondamentale que 
pour l'équation de Sine-Gordon, nous obtenons les coefficients suivants 
et donc, la première forme fondamentale est donnée par 
En prenant le vecteur normal suivant 
N = -icP-1 (coshwe3 + sinhwe2) cP, 
il est possible de calculer les coefficients de la deuxième forme fondamentale de la 
façon suivante 
1 ( 2 >"DxR . 
e = -"2tr N Dx F) = 2 smhw, 
1 f = -"2 tr (N DxDtF ) = 0, 
1 2 Rwt 
9 = -"2 tr (N Dt F) = 2>" . 
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La deuxième forme fondamentale est donnée par 
ÀDx R . 2 Rwt 2 
II = 2 smh wdx + 2À dt . 
De là, nous pouvons facilement obtenir les courbures de Gauss et moyenne, soit 
H = _À (sinhW Wt) 
D x R + R . 
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Si nous prenons le cas de la symétrie ponctuelle de translation en x, soit R = wx , nous 
obtenons les courbures 
K = 4À2Wt sinhw 
, 
WxWxx 
H = _ À (sinh W + Wt) . 
Wxx Wx 
Par contre, pour le cas de translation en t, R = Wt, nous obtenons 
H= -2À. 
Quant à la recherche des points umbiliques de cette surface pour les symétries géné-
ralisées, nous obtenons 
H 2 _ K= (sinhW _ Wt) = o. 
D x R R 
Pour le cas de la translation en t, l'équation est identiquement satisfaite, il n'y a donc 
aucun point umbilique sur cette surface. Par contre, pour le cas de la translation en 
x, il y a des points umbiliques seulement quand l'équation suivante est respectée 
Wx sinhw - WxxWt = O. 
Si nous comparons les résultats obtenus pour Sinh-Gordon avec ceux de Sine-
Gordon, nous pouvons voir que pour les deux cas, la formule d'immersion de Sym-Tafel 
donne des pseudo-sphères, tandis que pour les symétries généralisées, nous obtenons 
des sphères. 
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4.4 Équation non-linéaire de Schrodinger 
L'équation non-linéaire de Schr6dinger (NLS) 
modélise un large spectre de phénomènes physiques, que ce soit , par exemple, dans 
les faisceaux optiques autofocussants pour les médiums non-linéaires [16,63,90], dans 
l'étude de la modulation d'ondes monochromatiques en optique non-linéaire [14, 53, 
62, 91], dans l'étude de la propagation des ondes de Langmuir dans les plasmas 
[43,59,87], dans l'étude de la propagation de paquets d'ondes non-linéaires pour les 
plasmas faiblement inhomogènes [22,75] et les mouvements d 'un filament de vortex 
isolé dans un liquide infini [30]. Cette même équation apparaît dans l'analyse des 
ondes graviatationelles en eau profonde [31,54,98], mais elle est aussi liée à l'équation 
de Ginzburg-Landau en supraconductivité à basse température [34,92]. 
À partir de l'équation NLS 
. 11 12 
'lqt + qxx + 2" q q = 0, 
et de son problème linéaire spectral 
où les matrices potentielles font partie de l'algèbre .5u(2), nous pouvons trouver les 
courbures pour l'immersion de Sym-Tafel ainsi que pour les symétries généralisées. 
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4.4.1 Formule cl 'immersion de Sym-Tafel 
Dans ce cas-ci, nous avons 
ST i rI 0 1 A = - E su(2), 
2 0 -1 
B ST = - E su(2) , 1 r-2iÀ -q1 
2 il 2iÀ 
ce qui nous permet d'obtenir la première et la deuxième formes fondamentales 
lIST = _md 2 + ( 2Àlq12 + i(ilxq - qxil) ) d dt 2 x 21ql x 
+ (2iÀ\qxil - ilxq) + i(iltq4~til) - 21q12(À2 - IqI2)) dt2. 
De là, il est simple d'obtenir les courbures, soit 
K ST = (ilxq - qxil)2 - 2ilql2(iltq - qtil) - 21ql6 Iql4 ' 
HST = 2iÀ(ilxq - qxil) + i(iltq - qtil) - 2À21ql2 - 31ql4 
21ql3 . 
4.4.2 Symétries généralisées 
Définissons notre champ de vecteurs généralisés de la façon suivante 
il = Q[q, il] :q + R[q, il] :q" 
Nous avons donc les équations déterminantes 
1 
iDtQ + Dx 2Q + Iql2Q + 2q2 R = 0, 
1 . 
-iDtR + Dx2 R + Iq l2 R + 2il2Q = O. 
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Deux solutions de ces équations pour Q et R, modulo NLS, sont 
ou encore 
Soit les termes 0:, 13, "f et 5 définis de la façon suivante 
0:;= QR, 13 ;= Qq+ Rq, 
Nous avons 
II = 'l _ [RDx(Q2)q - QDx(R2)q - 2iÀo:j3] dx2 . (1 
2J(Dxo:)2 + 0:132 2 
+ [Dxo:(R"f - Qi') - Qj3(i5R + DtR) + Rj3(DtQ - i5Q)]dxdt 
+~[-2iDxo:Dtj3 + 4(i8'(qx) - À~(q))(iDx(Q + R) + À(R - Q)) + K:j3]dt2) , 
K: ;= Q(4(iDxtR + ÀDtR) + 4i5(iDxR + ÀR) - 2ii'j3) 
+ R(4(iDxtQ - ÀDtQ) - 4i5(ixQ + ÀQ) + 2i"fj3) , 
K = (((Dxo:)2 + 0:132) [(Dxo:)2 + 0:(132 - 2À2 0: + 5iÀ(RDxQ - QDxR))]r1 
. [-4 ((Dxo:)2 (R"f - Qi')2 + Q2 132 ( i5R + DtR ) + R2 j32( DtQ - 5Q) 
- 2Qj3('i5R + DtR)Dxo:( R"f - Qi') + 2Rj3Dxo:(DtQ - i5Q)(R"f - Qi') 
-20:132 (i5R + DtR)(DtQ - i5Q) ) + i(RDx(Q2)q - QDx(R2)q) 
. (-2iDxo:Dtj3 + 4(i8'(qx) - À~(q))(iDx(Q + R) + À(R - Q)) + j3K:) ] , 
H = ( J(DxO:x)2 + 0:132 [Dx(O:;) + 0:(132 - 2À2 0: + 5iÀ(RDxQ _ QDxR))])-l 
. [io: (-2iDxo:j3t + 4(i8'(qx) - À~(q))(iDx(Q + R) + À(R - Q)) + j3K:) 
+ [2Ào:j3 + i(RDx(Q2)q - QDx(R2)q)] [132 + 2(DxRDxQ + À20:) 
+iÀ(RDxQ - QDxR)] - 4i(i(RDxQ - QDxR) - 2ÀO:) (Dxo:("(R - i'Q) 
-Qj3(i5R + DtR) + Rj3( DtQ - i5Q))]. 
161 
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En conclusion, les courbures dépendent essentiellement de la solution. Pour le cas des 
symétries généralisées, les courbures de Gauss K et moyenne H dépendent de Q et de 
R. Selon les choix de la solution des équations déterminantes , nous pouvons construire 
différents types de surfaces. 
4.5 Équation de Ernst de la relativité générale 
Considérons l'équation d'Einstein de la relativité générale 
1 8nG 
RJ-Ll/ - 29J-LI/R + 9J-LI/A = -;;;tTJ-LI/ ' 
où RJ-Ll/ est le tenseur de Ricci, R est la courbure scalaire, 9J-L1/ est la métrique, A est 
la constante cosmologique et TJ-Ll/ est le tenseur énergie-impulsion. Si nous posons un 
univers vide, c'est-à-dire que le tenseur énergie-impulsion est nul et stationnaire, nous 
obtenons l'équation du vide d'Einstein 
RJ-Ll/ = O. 
L'équation de Ernst de la relativité générale 
ici écrite sans base spatiale explicite, fournit d'importantes solutions particulières de 
l'équation du vide d 'Einstein dans le cas où le potentiel gravitationnel est axialement 
symétrique. 
L'équation de Laplace pour un système axi-symétrique en coordonnées cylindriques 
est donnée par 
2 _ 1 
V' f = fpp + - fp + h;( = O. 
P 
Toutefois, pour des raisons de symétrie du problème, nous allons introduire les va-
riables complexes suivantes 
z = p + i(, z = p - i( , 
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pour obtenir la forme 
où E est le potentiel de Ernst 
1-ç E=-. l+ç 
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Pû = 0, ( 4.32) 
et où ç est le potentiel gravitationnel. En effectuant cette transformation, nous obte-
nons l'équation elliptique analogue 
pzz = O. 
Il est aussi intéressant de noter que l'équation de Ernst semble intervenir aussi dans 
un espace à plus de 4 dimesions. Dans l'article [74], l'auteur a réduit l'équation du 
vide d 'Einstein de dimension 5 à un système d 'équations différentielles dont l'équation 
d'Ernst fait partie. Donc, l'étude de l'équation de Ernst pourrait peut-être avoir des 
répercussions jusque dans la théorie des cordes. 
4.5.1 Matrices potentielles dans la base g[(2, C) 
Nous avons le problème linéaire suivant 
E g((2 , te) 
où le paramètre « non-constant » À dépend de z et z ainsi que du paramètre spectral 
k 
k - iZ(z) 
k+iZ(z)' P = Z(z) + Z( z). 
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De là, pour la formule d 'immersion de Sym-Tafel, nous obtenons les matrices AST et 
EST 
où >"k := â>"/âk. Ceci nous permet d 'obtenir les deux premières formes fondamentales 
ST 1 - >..2 (EzEz + EzEz) _ 
II = >..2 (k + iZ(z )) (E + E)2 dzdz, 
et, par la suite, d 'obtenir les courbures 
KST = -4 >..2 = -16>..4 (k + iZ(Z)) 2 
>.. 2 1 - >..2 ' k 
HST = 4~ (EzEz + EzEz) = 8>..2 (k + ~Z~z)) (EzEz + EzEz) . 
>"k EzEz - EzEz 1 >.. EzEz - EzEz 
Nous pouvons voir que la courbure de Gauss dépend uniquement de >.. et >"k , ou encore 
de Z(z ), de Z(z) et de k. Par contre, la courbure moyenne dépend aussi de la première 
dérivée de E,E par rapport à z,z. 
Pour ce qui est des points umbiliques, nous avons l'équation 
Premièrement, pour que le terme entre crochets soit 0, nous devons avoir que IEzl4 + 
lEz 14 = 0, ce qui revient à dire que E doit être une constante, une solution triviale 
non-intéressante. Le seul autre moyen pour que H 2 - K = 0, est que >../ >"k soit nul. 
Il peut être important de bien connaître ces deux équations pour chercher les points 
umbiliques de cette surface, soit 
>..=± 
k - iZ(z) 
k + 'iZ(z ) 
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et 
À2 
\2 (k + iZ(z)). 1-/\ (4.33) 
Pour que À / Àk soit nul, il faut , soit que À = 0, (c'est-à-dire k - iZ(z) = 0) ou encore 
que k + iZ(z) = O. Dans ces deux derniers cas, nous aurons des points umbiliques. 
Pour le cas des symétries généraliées, définissons notre champ de vecteurs généra-
lisés de la façon suivante 
-0 - -0 0 --0 
v = Q[E, El oE + Q[E, El oE + R(Z) oZ + R(Z) oZ· (4.34) 
Nous avons donc l'équation déterminante 
Deux solutions de cette équation pour Q et R , modulo SNL, sont 
R=O 
ou encore 
- -
R=O, R = DzZ , 
ce qui représente respectivement des translations en z et en z. Définissons ici quelques 
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termes pour alléger la notation 
an := (E + E)(DzQ + Ez) - EAQ + Q) , 
a,2~ (1' + E) [.\D.Q +/" (k ~:Z) (~ + ÀR) ]- ÀI',(Q + Q) , 
a21~ (1' + E) [.\D,Q + E, (k ~:Z) (~+ÀR) ]- ÀEAQ + Q), 
a22 := (E + E)(DzQ + Ez) - Ez(Q + Q) , 
bn := (E + E)(DzQ + Ez) - Ez(Q + Q), 
b'2~ (1'+ E) [~D,Q +/" (k ~ iZ) (~ HR) ]- ~I',(Q + Q), 
b21~ (1' + E) [~D,Q + E, (k ~ iZ) (~ HR ) ]- ~E,(Q + Q) , 
b22 := (E + E)(DzQ + Ez) - Ez(Q + Q) , 
où les matrices A et B s'écrivent 
1 [an a12] A = _ 2 E g[(2, C) , 
(E + E) a21 a22 
1 [bll b12] B = _ 2 E g[(2, C) , 
(E + E) b21 b22 
ce qui nous donne la première forme fondamentale 
1 
l = 2(E + E)4 ([allbll + a12b21 + a21 b12 + a22b22] dzd-z 
+ [an 2 + a12a21 + a222J dz2 + [bn 2 + b12b21 + b222J d-z2) . 
Définissons aussi 
1 := 
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e :=(a12b21 - a21b12)[(an - a22) z(E + E) + 2(a22 - an)(Ez + Ez) + 2À(a12Ez - a21 Ez)] 
+ [a12(b22 - bn) + (an - a22)bd [a21 ,AE + E) - a21 (Ez + 3Ez) + ÀEAa22 - all)] 
+ [a21 (bll - b22 ) + (a22 - all)b21 ][a12 ,AE + E) - a12(Ez + 3Ez) + ÀEAall - a22)], 
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j :=(a12b21 - a21b12) [(au - a22)z(E + E) + 2(a22 - au)(Ez + Ez) + 2~(a12Ez - a21 Ez)] 
+ [a12(b22 - bu) + (au - a22)bd [a21 ,Z (E + E) - a21 (Ez + 3Ez) + ~Ez (a22 - au)] 
+ [a21(bu - b22 ) + (a22 - aU)b21 ][a12,z(E + E) - a12(Ez + 3Ez) + ~Ez (au - an)], 
9 :=(a12b21 - a21 b12) [(bu - b22 )z(E + E) + 2(b22 - bu)(Ez + Ez) + 2~(b12Ez - b21 Ez)] 
+ [a12(b22 - bu) + (au - a22)bd[b21 ,z(E + E) - b21 (Ez + 3Ez) + ~Ez(b22 - bu)] 
+ [a21 (bu - b22 ) + (a22 - aU)b21 ][b12,z(E + E) - b12 (Ez + 3Ez) + ~Ez (bu - b22)], 
pour obtenir la deuxième forme fondamentale 
et les courbures que voici 
K = t5- 1')'2(E + E)2(ê'g - ]2) , 
H = ~t5- 1 ')' (E + E)[ê'(au 2 + 2a12a21 + a2/) + g(bU2 + 2b12b21 + b222) 
- 2](aubu + a12b21 + a21b12 + a22 b22)], 
où 
t5 := (au 2 + 2a12a21 + a2/)(bu 2 + 2b12b21 + b2/) 
- (aubu + a12b21 + a21b12 + a22b22)2. 
4.5.2 Matrices potentielles dans la base ~ [ (2, C) 
Il est intéressant de chercher des matrices potentielles appartenant à une algèbre 
de Lie s[(2 , C). Une simple transformation du PLS permet d'obtenir l'algèbre s[(2 , C) 
J = [ 1/1_] , 
c'if; 
1 
où c = ---. 
E+E 
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Les matrices potentielles deviennent 
À partir d 'ici, pour alléger la notation, nous allons faire abstraction des tildes à 
moins qu'il y ait présence d'une ambiguité. En calculant les deux premières formes 
fondamentales ainsi que les courbures pour le cas de Sym-Tafel, nous pouvons voir que 
nous obtenons exactement les mêmes résultats que pour le cas de l'algèbre g[(2, C) 
Par contre, pour le cas des symétries généralisées, nous obtenons des résultats 
différents de ceux de l'algèbre g[(2, C). Pour commencer, en conservant le même champ 
de vecteurs généralisés, les matrices A et B prennent la forme 
où 0: =pr( iT)>' -i(>'R + 5..R)j(k + iZ(z)) et iT est défini à l'équation (4.34). La 
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première forme fondamentale est donnée par 
1= {[CQz - c2Ez(Q + Q)f + [aEz + .\Qz] [c2 (aEz + .\Qz) - 2c3.\EAQ + Q)]} dz2 
+ { 2 [cQ z - c2 E z (Q + Q)] [cQ z - c2 E z (Q + Q) ] 
+ [aEz + .\Qz] [C2 (CiEz + ~Qz) - 2C3~Ez (Q + Q)] 
+ [CiEz + ~Qz] [c2(aEz + .\Qz) - 2c3.\Ez(Q + Q)]} dzdz 
+ {[cQz - c2Ez(Q + Q)f + [CiEz + ~Qz] [C2 (CiEz + ~Qz) - 2C3~Ez(Q + Q)]} dz2 
Avant de présenter la deuxième forme fondamentale, nous allons définir certains termes 
pour alléger la notation. 
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Ceci nous donne la deuxième forme fondamentale 
2 -
+ (al b2 - a2bl)(a3,z + 2(a3cEz - alC ÀEz)) 
+(a3bl - alb3)(a2,z + 2(a1 ÀEz - a2cEz))] dz2 
+ 2 [(a2b3 - a3b2)(al ,z + a2c2)"Ez - a3)..Ez) 
2 - -
+ (alb2 - a2bl) (a3 ,z + 2(a3cEz - alC ÀEz)) 
+(a3bl - al b3)(a2,z + 2(al)..Ez - a2cEz)) ] dzdz 
+ [(a2b3 - a3b2)(bl ,z + b2c2)"Ez - b3 )..Ez) 
2- -
+ (alb2 - a2bl)(b3,z + 2(b3cEz - bI C ÀEz)) 
+(a3bl - alb3)(b2,z + 2(bl )..Ez - b2cEz))] dz2} . 
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En conclusion, nous avons pu dériver les solutions générales des formes fondamentales 
pour l'équation de Ernst. Les équations des courbures sont extrêmement longues mais 
non-triviales, elles n'ont donc pas été écrites. 
4.6 Système de Bianchi 
Soit le système d'équations 
J\ _ l (Pu b. ) l (Pv a.) b . 0 UI = Wuv + 2 - - sm W + 2 - b sm w - a sm w = , 
pa u P v 
J\ - l Pv l Pu b 0 U2 - a + --a - - - cos w = 
- v 2 2 ' P P 
.6.1/= 
J\ - b l Pu b l Pv 0 U3 - + -- - --acosw = 
- u 2 2 ' P P 
Chapitre 4. Symétries d'EDPs 171 
et son PLS 
qui obéit à la représentation de courbure nulle et où les matrices potentielles appar-
tiennent à l'algèbre de Lie .5u(2). Il est important de noter que À n'est pas le paramètre 
spectral, mais qu'il dépend du paramètre spectral k 
À=± k - V(v) k+U(u) ' où p = U(u) + V(v). 
4.6.1 Formule d'immersion de Sym-Tafel 
En appliquant la dérivée par rapport au paramètre spectral k sur les matrices 
potentielles L et M, nous obtenons les matrices A et B 
où Àk := oÀ/ ok. De là, il est possible de trouver les deux premières formes fondamen-
tales de la surface solitonique associée à l'algèbre .5u(2) 
ST Àk b 
[ ( )]
2 
l = 2 adu + À 2 dv , 
abÀk . 
II =~ smw dudv. 
Ceci nous permet d'obtenir respectivement la courbure de Gauss et la courbure 
moyenne 
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où la courbure de Gauss ne dépend que du paramètre spectral k et des fonctions U('U) 
et V(v), mais la courbure moyenne dépend aussi de w. 
Pour ce qui est des points umbiliques, nous utilisons l'équation H 2 - K = 0 pour 
obtenir 
(HST)2 _ K ST = _ À
2 
_1_ = o. 
Àk2 sin2 w 
Encore une fois, si w = ±ioo, l'équation est satisfaite, mais ce n'est pas un cas inté-
ressant. Par contre, le cas À/ Àk = 0 est beaucoup plus intéressant. À titre de rappel, 
~ 
À=±Yk+fj· 
Nous pouvons simplifier À/ Àk de sorte que 
Ici deux possibilités s'offrent à nous , soit À = 0 ou k +U = O. Néanmoins, la possibilité 
À = 0 peut s'écrire aussi k - V = o. Au final, nous aurons des points umbiliques 
seulement lorsque k + U = 0 ou lorsque k - V = o. 
4.6.2 Symétries généralisées 
Pour le cas des symétries généraliées, commençons par trouver les équations déter-
minantes. Pour ce faire, nous allons définir le champ de vecteurs de la façon suivante 
où P et Q sont des fonctions d'une seule variable à cause du fait que leur fonctions 
d'origines dépendent d'une seule variable. En appliquant l'opérateur de prolongation 
sur les équations du système de départ f3. v où 1/ = 1,2, 3,4, nous obtenons respective-
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ment 
( 
--» ;\ R Du [Du (P + Q) b . (P + Q) Pu b . pr v L.ll = uv + - sm w - 2 - sm w 
2 P a P a 
+ - - sm w - - - sm w + --R cos w Pu T . Pu bS . Pu b 1 
P a P a2 P a 
Dv [Dv(Q + P) a . (P + Q)pv a . + - -smw - -smw 2 p b p2 b 
+--smw - --smw + --Rcosw Pv S . Pv aT . Pv a 1 
p b p b2 P b 
- Sbsinw - aTsinw - abR cos w = 0, 
pr(il).6.2 = Sv + ! (Dv(P + Q) a - (P + Q)pv a + Pv S) 2 P p2 P 
1 (Du(Q+P) (Q+P)pu Pu Pu.) 
- - c cosw - 2 bcosw + -Tcosw - -aRsmw = 0, 
2 pp  p 
pr(il).6.3 = ~L + ! (Du(P + Q\ _ (P + Q)pu b + PUT) 2 p p2 P 
1 (Dv (P + Q) (P + Q) Pv Pv pv .) 
- - acosw - 2 acosw + -Scosw - -aRsmw = 0, 
2 P  P 
Nous pouvons facilement trouver que les deux symétries généralisées de translation, 
soit en u et en v , sont applicables au système de départ .6.v , Par la suite, dans le 
but d 'obtenir la première et la deuxième formes fondamentales, nous aurons besoin 
des matrices A et B. Pour ce faire, nous appliquons l'opérateur de prolongation aux 
matrices potentielles et nous obtenons les matrices A et B qui sont linéairement 
indépendantes 
E su(2) , 
E su(2) , 
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où les paramètres a, (3, 1, 8, a2 et b2 sont définis de la façon suivante 
La première forme fondamentale prend alors la forme 
+2 [a2b2 + (ab - (31) sinw + ((3b - (1) cosw] dudv} . 
Avant de donner le résultat de la deuxième forme fondamentale , nous allons définir 
le paramètre Tl qui est, à un facteur près, la norme du produit vectoriel des vecteurs 
tangeants au moyen de la forme de Killing 
Tl = { [a2 (b sin ~ - 1 cos ~) - b2 ( a cos ~ - (3 sin ~) ] 2 
+ [(a1 - (3b) sinw + (ab + (31) cosw]2 
+ [ba (" sin ~ +Il cos ~) - a2 (l' Sin ~ +" cos~) J'r /2 
Pour la deuxième forme fondamentale, nous obtenons le cas non-trivial 
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II = - ~ { { [ ( a sin ~ + e cos ~) u + ~ (a cos ~ - e sin ~) 
· (Wu + % ~ sin W ) - a2 ( Àa cos ~) ] 
· [a2 (0 sin ~ - "( cos ~) - b2 ( a cos ~ - e sin ~) ] 
+ [a2,7L + Àaa] [(a"( - eo) sinw + (ao + e"() cosw] 
+ [( a cos ~ - e sin ~) u + a2 ( Àa sin ~) 
- - w + - - sm w a sm - + e cos -1 ( a Pv. ) ( . w w ) ] 2 u bp 2 2 
· [b2 ( a sin ~ + e cos w2) - a2 ("(sin ~ + 0 cos ~) ] } du2 
+ 2 { [ ( a sin ~ + e cos ~) v - ~ ( a cos ~ - e sin ~) 
( b Pu.) ( b w) ] · Wv + -;;, P sm w - a2 ~ cos 2" 
· [a2 (0 sin ~ - "( cos ~) - b2 ( a cos ~ - e sin ~) ] 
+ [a2,v - *e cos w - a* sinw] [(a"( - eo) sinw + (ao + e"() cosw] 
+ [ ( a cos ~ - e sin ~) v + a2 (* sin ~ ) 
- ~ (Wv + ~ ~u sin w ) ( "( sin ~ + 0 cos ~) ] 
· [b2 ( a sin ~ + e cos w2) - a2 ( "( sin ~ + 0 cos ~) ] } dudv 
+ { [ ( "(sin ~ + 0 cos ~ t -~ (0 sin ~ - "( cos ~) 
· (wv + ~ ~u sin w ) - b2 ( * cos ~ ) ] 
· [a2 (0 sin ~ - "( cos ~) - b2 ( a cos ~ - e sin ~) ] 
+ [b2,v + 0*] [(a"( - eo) sinw + (wS + e"() cosw] 
+ [ (0 sin ~ - "( cos ~) v + b2 (* sin ~ ) 
- ~ (Wv + ~ ~ sin w ) ( "( sin ~ + 0 cos ~) ] 
. [b2 ( a sin ~ + e cos w2) - a2 ("( sin ~ + 0 cos ~) ] } dv2} . 
Les courbures n 'ont pas été écrites explicitement à cause de leur longueur. 
Chapitre 5 
Lois de conservation et opérateur 
d'homotopie: Application à 
l'équation de Sine-Gordon 
Ce chapitre est principalement tiré des livres de Hereman [55,56,57] et de Olver 
[78]. En physique, les lois de conservation sont très importantes, principalement la 
conservation de l'énergie, la conservation de la quantité de mouvement, la conservation 
du moment angulaire, etc. Il peut donc être intéressant de trouver de nouvelles lois de 
conservation qui pourraient nous être utiles. Pour ce faire, plusieurs mathématiciens 
et physiciens ont travaillé sur des moyens de les obtenir et donc nous allons présenter 
quelques uns de ces théorèmes. Pour la première section, nous introduisons le théorème 
de Noether sous sa première et deuxième forme qui nous permet d'obtenir des lois de 
conservation. Toutefois, l'opérateur d'homotopie introduit dans la seconde section est 
beaucoup plus rapide d'utilisation puisque nous pouvons facilement trouver des lois 
de conservation avec seulement un changement d'échelle. ous allons , par la suite, 
appliqué cet opérateur pour obtenir des lois de conservations pour l'équation de KdV, 
l'équation d'onde en eau peu profonde et , bien entendu, pour l'équation de Sine-
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Gordon. 
5.1 Théorème de Noether 
Emmy Noether a établi pour la première fois en 1918 la correspondance entre les 
symétries et les quantités conservées d 'un système d'équations différentielles exprimé 
sous une forme variationnelle. Ces systèmes proviennent d'un problème d'optimisation 
sur un ouvert 0 C X d'une fonctionnelle 
~[ul = 1n L(x , u(n))dx (5.1) 
pour une classe de fonctions u = f(x) définies sur O. La fonction L(x , u(n)) est appelée 
le Lagrangien du problème variationnel ~['Ul. 
D éfinition 5.1. L 'opérateur d'Euler d'ordre 0, .c~~~) est défini pour 1 :s: ex :s: q par 
.c~o2 (x) = I) -D)jou'j , (5.2) 
j 
où la somme parcourt tous les multi-indices J = (jl , ... , jk), avec 1 :s: ex:S: q. Ici, u(x) 
représente le vecteur des variables dépendantes dépendant des variables indépendantes. 
Évidemment, Dxx = D~, DxDy = Dxy et ainsi de suite. 
Par exemple, en une dimension (dimX = 1) , nous avons 
00 
.c~~(x) = 2:( _Dx)k OUkx = Ou - Dxoux + D;ouxx - D~OU3X + ... 
k=O 
et en deux dimensions, (dimX = 2) , 
00 00 
dO,O) - ""' ""' (-D )kx(_D )kyé) u(x, y) - ~ ~ x y Ukxxky y 
kx=O ky=O 
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et en trois dimensions, (dimX = 3), 
Notons que Ukxxkyy dénote uxx ... xyy .. . y, x étant répété kx fois et y ky fois. 
Ce formalisme est très important dans la formulation de la mécanique classique. 
Il permet notamment d'énoncer sous la forme compact le résultat suivant. 
Théorème 5.1. Si U = f(x) est un extremum du problème variationnel (5.1), alors 
u est une solution des équations d'Euler-Lagrange 
(0) ( ) 
.cue>.(x) L = 0, Ct = 1, ... , q. 
En particulier, ceci s'applique au Langrangien L (t, u, Ut) d'un problème variationnel. 
Définition 5.2. Un groupe de transformations locales agissant sur un domaine de 
M C !la x U est un groupe de symétrie variationnel du problème (5.1) si pour tout 
sous-domain fermé fi C !la, toute fonction lisse u = f(x) définie sur!l à image dans 
M et tout g E G tel que il = j(x) est une fonction sur fi C !la, alors 
ln L(x, p~n) j(x))dx = 1 L(x, p~n) f(x))dx. 
Notons que tout groupe de symétrie d'un problème variationnel constitue égale-
ment le groupe de symétrie des équations d'Euler-Lagrange associées à ce problème. 
Notons que la réciproque est généralement fausse. 
Théorème 5.2. : Théorème de Noether, première formulation . Un groupe de 
Lie connexe de transformations agissant sur M C !la x U est un groupe de symétrie 
du problème variationnel (5.1) si et seulement si 
p~n)v(L) + LDivç = 0 
pour tout (x, u,(n)) E M(n) et tout générateur infinitésimal 
p q 
v = L çi(X, u)o~ + L 1]°(x, u)OUe>., 
i=l 0=1 
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où Divç représente la divergence totale du vecteur ç = (e, ... , çP). Ce résultat est très 
utile pour déterminer les symétries d 'un problème variationnel. 
Par exemple, considérons le problème de minimisation de la distance entre deux 
points , a et b appartenant à X x U C }R2. Ce problème revient à minimiser l'intégrale 
Vérifions l'effet d'une rotation de l'espace sur ce problème de minimisation en utilisant 
la première formulation du théorème de Noether et le générateur infinitésimal de la 
rotation, v = -u3x + x3u . Nous pouvons trouver que 
Ce résultat signifie tout simplement que la distance minimale entre deux points de-
meure inchangée sous les rotations de l'espace. 
Une loi de conservation d 'un système d'équations différentielles est une expression 
du type 
qui est automatiquement satisfaite pour toute solution de ce système. L'opérateur 
Dxi représente la dérivée totale par rapport à Xi et P est un vecteur à p composantes. 
Pour un système en évolution, c'est-à-dire lorsqu'une variable joue le rôle du temps, 
une loi de conservation s'écrit sous la forme 
Dtp + DivJ = 0, 
où p est la densité conservée et J E }RP le flux qui lui est associé. On considérera 
seulement les lois de conservation pour lesquelles p et J ne dépendent que des variables 
dépendantes et leurs dérivées partielles, c'est-à-dire que p = p(u , Ut, u x , Uxt, ... ) et J = 
J(u, Ut, ux , Uxt, ... ). Pour une grande quantité de problèmes physiques, les conditions 
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de frontières imposent que les variables dépendantes et leurs dérivées tendent vers 0 
aux limites du domaine de définition. Il en va de même pour le flux J et donc 
1: 1: 1: pdxdydz = constante 
représente une constante du mouvement. 
La prochaine formulation du théorème de Noether établit une correspondance entre 
les symétries d'un problème variationnel et les lois de conservation que celui-ci admet. 
Théorème 5.3. : Théorème de Noether, seconde formulation. Soit G le 
groupe (local) de symétrie à un paramètre du problème variationnel (5.1) et 
p q 
v = L ç-i(x , U)âxi + L r{'(x, u)âua 
i=l Œ=l 
le générateur infinitésimal de G . Notons 
P 
QŒ(X, 'u) = TJŒ(X , u) - L çi(X, u)uf , 
i=l 
les caractéristiques du champ de vecteurs v. Alors, il existe un vecteur P(x , u(m») = 
(Pl, ... , Pp) tel que 
q 
DivP = L QŒ.c~~(x) (L). 
Œ=l 
Ceci implique que DivP = 0 pour toute solution des équations d'Euler-Lagrange 
Notons que le vecteur P n'est pas déterminé de façon unique pour chaque symétrie 
du problème. En effet, pour un vecteur K E IRP, nous savons que 
Div(P + \7 x K) = DivP, 
puisque l'opérateur de divergence annule les termes provenant d'un rotationnel. Deux 
vecteurs g et P2 seront donc équivalents si Div(Pl - P2 ) = o. La forme générale 
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de P n 'est pas utile dans cet exposé et est donc omise. Il peut arriver que plusieurs 
symétries fournissent la même loi de conservation. 
Le théorème de Noether possède plusieurs limites importantes. Tout d 'abord, la 
recherche du groupe de symétrie d'un problème variationnel n'est pas toujours tri-
viale. En effet, il est difficile de savoir si un problème est exprimé sous une forme 
variationnelle. Il est à noter que certaines transformations ponctuelles peuvent trans-
former un système exprimable sous forme variationnelle vers un problème qui ne l'est 
pas. De plus, il n'existe aucun algorithme pour déterminer une transformation assu-
rant que le système transformé est exprimé sous forme variationnelle. Enfin, il arrive 
souvent qu'on soit incapable de déterminer le Lagrangien qui décrit un certain pro-
blème physique. Le Lagrangien de la majorité des problèmes classiques ne dépend pas 
des dérivées d 'ordre supérieur à un ou deux. Pour les systèmes plus complexes, il est 
habituellement plus difficile de trouver un Lagrangien le décrivant. Le théorème n'est 
alors d 'aucune utilité pour déterminer des lois de conservation. 
Il convient donc d 'établir une méthode qui permettrait de décrire les quantités 
conservées d 'un système sans faire appel au formalisme Lagrangien. La prochaine 
section répond à cette impasse. 
5.2 Opérateur d 'homotopie 
L'approche que nous allons utiliser est basée sur l'opérateur d'homotopie et a été 
introduite par Kruskal et al. au début des années 1970 [67]. La formulation en termes 
de formes différentielles a été établie par 1. Anderson et peut être trouvée, par exemple, 
dans Olver [78]. La prochaine présentation est celle de W. Hereman [55,56,57] et ne 
fait appel qu'à des concepts de calcul multidimensionnel. 
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Afin de construire des lois de conservation pour un système d'équations différen-
tielles quelconque, nous considérons un sous-groupe de son groupe de symétrie, soit 
les opérateurs de changement d'échelle. 
Définition 5.3. Un système d'équations différentielles est invariant sous la dilatation 
(t ) -~ (t- - -) - (\Ptt \ Px 1 l \Pxn n \ Pu1 l \ Pxq q) ,X, U ---, ,X,U - /\ ,/\ X , ... ,/\ X ,/\ U , ... ,/\ U , 
si (i, i;, 'il,) est une solution lorsque (t , x, 'U) en est une. 
Chaque p est appelé le poids attaché à la variable correspondante. On note habi-
tuellement W(Xi) = pxi et on voit aisément que, selon la règle de la dérivée en chaîne, 
W(8xi ) = -W(xi ) = -pxi . Le poids d'un monône est défini comme la somme des 
poids le composant. Par exemple, 
Définition 5.4. Un polynôme est de rang uniforme si tous les monômes le composant 
possèdent le même rang. 
Ainsi, pour l'exemple précédent, cette demande reviendrait à 
W(Ut) = W(u;) ~ W(u) + W(8t) = 2(W(u) + w(8x )) 
~ W(u) = 2W(8x ) - W(8t). 
Le polynôme Ut + u~ serait donc invariant et de rang uniforme sous la transformation 
(t, x, u) ~ (À-4t , À-lX, À2u). Ceci permet d 'éviter les longs calculs reliés à la recherche 
du groupe de symétries du système d'équations considéré. 
Remarquons que tout système hyperbolique d'EDP admet une symétrie de dila-
tation. Ces systèmes décrivent la majorité des problèmes de la mécanique des fluides 
(entre autres les équations d'Euler décrivant un écoulement incompressible) et de la 
théorie des champs non-linéaires. 
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On démontre que les polynômes de rang uniforme forment les candidats idéaux 
pour construire les densités conservées p sous forme polynômiale. Pour une loi de 
conservation d'un système évolutif, on propose de déterminer les condit ions nécessaires 
et suffisantes pour intégrer l'expression 
E = DivJ = -DLP, 
lorsqu 'on impose une forme spécifique à la fonction p. 
Le calcul vectoriel ne nous permet pas de déterminer si une quantité scalaire f 
peut s'exprimer comme une divergence, en fait s'il existe F tel que Div F = f. En 
une dimension, cela revient à chercher F tel que DxF = f , ou encore F = J fdx . En 
plusieurs dimensions, le travail revient à de multiples intégrales par parties. Toutefois, 
cette technique est rarement applicable et ne peut être algorithmique. 
L'opérateur d'Euler d'ordre 0 introduit en (5.2) est d'une importance capitale et 
permet d'établir le résultat suivant. 
Théorème 5.4. : Théorème de Kruskal. Une condition nécessaire et suffisante 
pour qu 'une fon ction f soit une divergence, c'est-à-dire qu 'il existe une fonction dif-
férentiable F telle que f =DivF, est que 
(0) ( )_ 
L u(x) f - O. 
En d'autres mots, l'opérateur d'Euler annule les divergences. 
La preuve de ce théorème est technique et est effectuée dans [67]. 
Exemple 5.1 : Conditions pour être une divergence. Considérons par exemple 
l'expression 
en deux variables dépendantes et deux variables indépendantes. Pour déterminer 
s'il existe un vecteur F = (Fx, Fy) tel que f = DxFx + DyFy, on doit vérifier que 
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dO ,O) (f) = dO ,O) (f) = O. On calcule 
u(x,y) v(x ,y) 
dO,O) _ of _ D of _ D of D2 of D of D2 of 
u(x,y) - ~ x ~ y ~ + x ~ + xy ~ + y ~ 
uU uUx uUy uUxx UUxy uUyy 
= -Vxy + Vxy - Vxxy + Vxxy 0 
dO ,O) = of _ Dx of _ D of + D2 of + Dx o f + D2 o f 
v(x ,y) ov OVx y oVy x OVxx y oVxy y OVyy 
La construction du vecteur F se fait à l'aide de l'opérateur d 'homotopie. Pour y parve-
nir , on introduit tout d 'abord l'opérateur du degré en se limitant à une seule variable 
dépendante qui dépend d'une variable indépendante. Par la suite, lorsque nécessaire, 
la ke dérivée de U par rapport à x sera dénotée par Ukx . De plus, lors des exemples de 
calculs, les exposants représentent les puissances des variables dépendantes. 
Définition 5.5. Pour une fonction différentiable f d 'ordre M , on définit l'opéra-
teur du degré M par 
M of of of of 
Mf = LUiX~ =U~+Ux~ + ... +UMx -~--. 
. UUix uU uUx UUMx t=O 
Par exemple, pour f = uPu~U3x ' p, q, r des entiers non-négatifs , on trouve 
M 
Mf - '"' o f _ ( ) p q r 
- ~ Uix ou . - p + q + r U Ux U3x ' 
i=O tX 
Donc, l'opérateur du degré « retourne » le degré total p + q + r du monôme f. La 
puissance de l'opérateur d'homotopie est basée sur l'observation suivante. Pour une 
fonction différentiable g(u), on montre que 
t dÀ 
M - 1g(u) = Jo g[Àu]T ' 
où g[Àu] représente la fonction g(u) dans laquelle on substitue U par ÀU, Ux par Àux 
et ainsi de suite. Notons que si g(u) est d 'ordre M, alors g[Àu] est également d'ordre 
Met 
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En intégrant par rapport à À, on trouve 
t d t dÀ t dÀ Jo dÀ g[ÀuJdÀ = g[ÀuJ~~6 = g(u) - g(O) = Jo Mg[ÀuJ~ = M Jo g[ÀuJ~. 
On suppose que g(O) = 0, ce qui est raisonnable puisque l'on considèrera des fonctions 
différentiables impliquant des monômes en u, ux , ... , qui peuvent être multipliées par 
cos(u) ou sin(-u). Sous ces conditions, on applique M - 1 de chaque côté, ce qui nous 
donne 
t dÀ 
M - 1g(u) = Jo g[ÀuJ~. 
Pour la fonction g(u) = (p + q + r)uPu~u3x considérée lors de l'exemple précédent, 
g[ÀuJ = (p + q + r)Àp+q+ruPu~u3x et donc 
M- 1g(u) 11 (p + q + r)Àp+q+r-1uPU~U3x = uPU~U3x' 
Pour une fonction f d 'ordre M, l'opérateur de dérivée totale peut s'écrire de la façon 
suivante 
On peut vérifier directement que les opérateurs M- 1 et Dx commutent. Nous sommes 
maintenant prêts à introduire l'opérateur d 'homotopie. 
D éfinition 5.6. L 'opérateur d'homotopie pour une fonction u(x) est donné par 
(5.3) 
avec 
M - 1 M 
l f = '" u· '" (-D )k-(i+1) af u L ~x L x ' 
i=O k=i+ 1 Ukx 
(5.4) 
Cet opérateur est la clé pour intégrer les fonctions différentielles exactes. La preuve 
du prochain théorème justifie sa forme complexe. 
Théorème 5 .5. Pour une fonction difJér'entielle exacte f d 'ordre M, c'est-à-dire 
que .c~~~/ = 0, alors la primitive F de f est donnée par 
F = D;l f = J fdx = 1-lu(x)!' 
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Preuve: Pour démontrer ce résultat, on calcule tout d 'abord 'U[,~~~/ et on intègre 
successivement par partie. Explicitement, 
puisque f est exacte, [,~~~) f = 0 et nous trouvons alors que 
En utilisant le fait que M-1 et Dx commutent, on applique M - 1 et on trouve 
En appliquant D;l et en utilisant l'équation (5.3), on obtient finalement 
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Exemple 5.2 : L'opérateur d'homotopie. La fonction f = 2ux Uxx cos ( u) -u~ sin( u) 
est exacte, puisque 
.dO) f - a f _ D a f D2 a f 
u(x) - ~ x ~ + x ~ , uU UUx UUxx 
= - 2uxuxx sin(u) - u~ cos(u) - Dx(2uxx cos(u) 
- 3u; sin(u)) + D;(2ux cos(u)) , 
= - 2uxuxx sin(u) - u~ cos(u) - (2U3x cos(u) - 8uxuxx sin(u) 
- 3u~ cos(u)) + (2U3x cos(u) - 6uxuxx sin(u) - 2u; cos(u)) - o. 
Pour déterminer la fonction F telle que f = DxF , on utilise le théorème précédent et 
l'opérateur d'homotopie avec M = 2. On calcule 
1 2 
1 f = ~ u · ~ (-D )k-(i+1) af 
u ~ tX ~ x a' 
i=O k=i+ 1 ukx 
= u~f _ uDx ( ~af ) +ux ( ~af ) , 
uUx uUxx uUxx 
= u(2uxx cos(u) - 3u; sin(u)) - uDx(2ux cos(u)) + ux(2ux cos(u)) , 
= -uu; sin(u) + 2u; cos(u). 
L'équation (5.3) donne alors 
t dÀ 
F = 1lu(xd = Jo (Iuf)[Àu]T' 
= 11 (-À2uu; sin(Àu) + 2Àu; cos(Àu))dÀ, 
= u; cos(u), 
ce qui correspond bien à l'intégrale de f. 
Le plus grand avantage de cette approche est qu'elle permet de réduire un pro-
blème d 'intégration complexe à une simple intégrale sur le paramètre À qui n'apparaît 
que de façon polynômiale dans l'intégrale. L'application de l'opérateur d'homotopie 
n 'implique alors que des dérivées successives et une intégrale très simple. 
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On peut encore exprimer l'opérateur d'homotopie sous une forme plus compacte. 
Pour ce faire, on introduit les opérateurs d'Euler d'ordre supérieur. 
Définition 5.7. Pour une fonction différentiable f, l'opérateur d'Euler d'ordre 'i est 
défini par 
. M(a) (k) 
.dt) f = ~ (-D )k-i af . 
u<>(x) 6 . x auQ. 
k=i ~ kx 
On peut donner la forme explicite de L~~~) et L~~~) dans le cas d'une seule fonction 
dépendant d'une seule variable indépendante. 
Considérons un problème plus général impliquant plusieurs variables dépendantes 
u(x) = (u1(x), u2 (x), ... , uq(x)) ayant une seule variable indépendante. 
Théorème 5.6. Si f est une fonction différentiable de q variables dépendantes et 
une variable indépendante, l'opérateur d'homotopie est donné par 
avec 
M(a)-l 
Iu<>(x)/ = L Dxi (ua L~<>~~V) . (5.5) 
j=O 
Ici, M(a.) est l'ordre de ua dan~ f et les opérateurs L~~~) sont les opérateurs d'Eu-
ler d'ordre supérieur. On peut montrer que les expressions (5.4) et (5.5) sont égales. La 
généralisation de ce formalisme aux problèmes multidimensionnels est directe, mais 
les preuves deviennent extrêmement fastidieuses. Pour ce faire, on doit utiliser les 
opérateurs d'Euler d 'ordre supérieur en plusieurs dimensions. Par exemple, en deux 
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et trois dimensions, ceux-ci sont donnés par 
. (_Dx)kx- ix ( _Dy)ky-iy( _ D z)kz-iz BuC. B 
kxxkyykzz 
Pour une fonction 1 dépendant de p variables indépendantes, nous voulons dé-
terminer un vecteur à p composantes F tel que 1 = Div F. Pour deux dimensions, 
l'opérateur d 'homotopie est défini par ses composantes (1{~(~,y)(1), 1{~~ ,y)(1)). La 
composante en x est donné par 
avec 
La composante en y est définie de façon symétrique. On obtient alors le théorème 
suivant. 
Théorème 5.7. Si 1 est une divergence, c'est-à-dire que .c~~~~ ,y/ = 0 pour 1 :::; j :::; 
q, alors 
Finalement, en trois dimensions, 1{ = (1{ (x() )(1), 1{ (y() )(1), 1{ (z() )(1)). Simi-
u x ,y,z u x ,y ,z u x ,y,z 
lairement aux expressions précédentes, les composantes de 1{ sont définies par 
1{ (x) (1) = t ~ I (x) (1) [ÀuJ dÀ 
u(x ,y,z) Jo ~ u'" À ' 
o c.=l 
avec 
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Théorème 5 .8. Si f est une divergence, c'est-à-dire que L~O~~~~~,z/ = 0 pour 1 :::; 
j :::; q, alors 
F = (FI, F2, F3 ) = Div-l(f) , 
= (H~(~ ,y,z ) (f), H~~,y,z) (f) , H~(~,y,z) (f)). 
Rappelons qu'une loi de conservation est une expressions du type 
Dtp + Div] = O. 
La méthode proposée est une approche de force brute permettant d 'intégrer complè-
tement cette expression pour déterminer ] lorsque P est donné et possède une forme 
particulière. À l'aide des outils que nous avons décrits , la recherche de lois de conser-
vation pour un système d 'équations différentielles peut être algorithmisée de la façon 
suivante. 
l. Déterminer les changements d'échelle laissant invariant le système d 'équations 
différentielles. 
2. Postuler la densité conservée P comme une combinaison linéaire de monômes de 
rang uniforme, tels que définis précédemment. En pratique, on fixe une valeur 
particulière pour le rang et détermine tous les monômes admissibles possédant 
ce rang. 
3. Calculer - Dtp et appliquer les opérateurs d'Euler d 'ordre 0 à Dtp afin de déter-
miner la valeur des constantes assurant que - Dtp s'exprime comme une diver-
gence. Lors 'de cette étape, il est important de ne travailler que sur les solutions 
du système. Il convient donc d'isoler une variable dans chacune des équations 
du système et de substituer sa valeur ainsi que ses dérivées successives dans les 
. ,,(0 , ... ,0) D 
expreSSlOns '-'u<>(x1, ... ,xP) tp. 
4. Appliquer l'opérateur d 'homotopie à E = -Dtp pour obtenir] et déterminer 
les quantités conservées du système. 
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Il est à noter que le flux j produit par cet algorithme contient un degré de liberté 
représenté par l'addition d'un terme de rotationnel. 
Exemple 5.3 : L'équation Korteweg-de-Vries (KdV) 
Ut + UUx + U3x = O. 
Voici quelques lois de conservation pour KdV 
Dt (u3 - 3ux2) + Dx (~U4 - 6uux2 + 3u2uxx + 3uxx2 - 6UXU3X) = 0, 
Dt(u) + J?x (~2 + uxx) = 0, 
Dt (u2 ) + Dx (~u3 + 2uuxx - Ux 2) = O. 
Nous avons trouvé ces lois de conservation à l'aide de l'invariance sous dilatation que 
VOICI 
(x , t ,U) -+ (~ , ;3 , >.2U). 
Exemple 5.4 : Les équations des vagues en eau peu profonde (SWW) en 
(2+1) dimensions. [35] 
( -) - - 1-ilt + il · V il + 20 x 'il + V(eh) - 2hVe = 0, 
et + 'il. (ve) = 0, 
ht + V . ('ilh) = 0, 
où 'il, e et h dépendent de x , y, t. En terme de composantes, nous avons les équations 
suivantes 
1 . 
Ut + UUx + vUy - 20v + -hex + ehx = 0, 
, 2 
1 
Vt + UVx + vVy + 20u + 2hey + ehy = 0, 
et + uex + Vey = 0, 
ht + hux + uhx + hvy + vhy = O. 
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Les équations SWW sont invariantes sous la symétrie de dilatation 
où les poids W(h) = a et W(D) = b, (a , b E Q). 
Voici quelques-unes des paires densités-flux pour le système SWW 
p(l) = h, J(1)= ( UVhh) , 
( Uhe) , f2) = vhe 
p(2) = he, 
5.3 Application à l'équation de Sine-Gordon 
On propose d 'appliquer cet algorithme à l'équation de Sine-Gordon en deux di-
mensions, fondamentale en géométrie difIé~entielle et en physique, notamment dans 
la théorie des champs relativistes. Elle est donnée par 
Utx = sin ( U ) . (5.6) 
Tout d 'abord, on recherche les changements d'échelle laissant l'équation (5.6) inva-
riante. Sous la transformation (t, x , u) -? ()..Ptt, )..Pxx , )..PtL U) , l'équation devient 
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Puisque 
... , 
on voit immédiatement que nous devons avoir Pu = 0 et donc Pt = -Px pour 
que l'équation soit de rang uniforme. Nous utiliserons donc le changement d'échelle 
(t, x, u) -+ (>,t, À -lX, U). À titre d'illustration, considérons les densités polynômiales 
de rang 2. Les seuls monômes admissibles sont u; et Uxx . On proposera donc une 
densité conservée de la forme P = C1U; + C2Uxx' On calcule 
E = -Dtp = -2C1UxUxt - C2Uxxt = - 2C1Ux sin(u) - c2(sin(u))x, 
= -2cluXsin(u) - C2COS(U)ux. 
L'application de l'opérateur d 'Euler d 'ordre 0 donne 
+ Dx(2cl sin(u) + C2 cos(u)), 
= -2C1Ux cos(u) + C2Ux sin(u) 
+ 2C1Ux cos(u) - C2Ux sin(u), 
Donc, Dtp s'exprime comme une divergence pour toutes valeurs de Cl et C2. Supposons 
que l'intégration de Dtp n'est pas triviale et que nous devons utiliser l'opérateur 
d 'homotopie. On trouve d'après (5.4)(M = 1) 
l (-D ) = ~ . ~ (-D )k-(i+l) a( - 2C1Ux sin(u) - C2 cos(u)ux) 
u tP ~ utx ~ x a ' 
i=û k=i+ 1 ukx 
= (-D )1-1 a - 2C1Ux sin(u) - C2 cos(u)ux 
U x a ' Ux 
= -U(2Cl sin(u) + C2 cos(u)). 
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D'où 
t d>" J = D;l( -Dtp) = Jo (-U(2Cl sin(u) + C2 cos(u))) [>"ulT' 
= -u 1\2cl sin(>..u) + C2 cos(>..u))dÀ, 
= -u [-2Cl cos(>..u) + C2 sin(>..u)] À=l , 
'U 'U À=O 
= 2Cl(COS(U) - 1) - C2 sin(u). 
Nous obtenons donc deux lois de conservation linéairement indépendantes, selon les 
valeurs de Cl et C2, 
P(l) = ,u2 x ' 
P(2) - U - xx, 
J(l) = 2(cosCu) - 1), 
J (2) = -sin(u). 
On vérifie directement que ces valeurs définissent bien des lois de conservation pour 
l'équation de Sine-Gordon. En effet 
Dt(u;) + Dx(2(cos(u) - 1)) = 2uxuxt - 2ux sin(u) , 
= 2ux sin(-u) - 2ux sin(u) = 0, 
Dt ( uxx ) + D x ( - sin ( u )) = Uxxt - Ux cos ( u) = (sin ( u ) ) x - Ux cos ( u ), 
= Ux cos(u) - Ux cos(u) - 0, 
lorsque Uxt = 'Utx = sin(u), Évidemment, la constante (-1) dans J (l) est superflue et 
peut être omise. En considérant des rangs plus élevés, on peut trouver davantage de 
lois de conservation : 
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Rang Densïté conservée Flux associé 
2 p(l) = u; J (l ) = 2 cos(u) 
2 p(2) - 'U 
- xx J (2) = -sin(u) 
4 p(3) = u4 _ 4u2 x xx J (3) = 4u; cos( u) 
6 p(4) = u6 _ 20u2U 2 + 8u2 J (4) = 6u; cos(u) x x xx 3x 
+16u;uxx sin(u) - 8u;x cos(u) 
TABLEAU 5.1 - Quelques exemples de lois de conservation pour Sine-Gordon 
De plus, l'équation de Sine-Gordon est clairement invariante sous la symétrie dis-
crète t +-+ x . On obtient alors deux fois plus de lois de conservation en interchan-
geant les variables x et t. Si Dt(u;) + Dx(2cos(u)) est une loi de conservation, alors 
Dx(uZ) + Dt(2cos(u)) en est une également. Le tableau 5.1 fournit , en réalité, huit 
lois de conservation. 
Afin d 'obtenir des résultats encore plus percutants , Hereman et al. 156] introduisent 
un nouveau paramètre variable dans l'équation de Sine-Gordon. Ils utilisent les co-
ordonnées dites du cône de lumière, dans lesquelles l'équation s'écrit sous la forme 
standard 
Ua - U xx = a sin(u) V t = U xx + a sin( 11,) , a E R (5.7) 
En effectuant la transformation (t , x, u, V, a) -t (.>..Ptt , ,>"Pxx , ,>"Puu, .>..Pvv , .>..P"'a ) , on trouve 
Par le même argument que précédemment, on voit immédiatement que nous devons 
avoir Pu = O. Donc, 
Pv - Pt = -2px = Pa 
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et en posant Px = Pt = -1 , on doit avoir Pa = 2 et Pv = 1 pour que l'équation soit 
invariante. C'est donc dire que l'équation (5.7) est invariante sous la transformation 
Nous considérons les polynômes de rang uniforme égal à deux. La liste des monômes 
que nous utilisons est {a, v2 , u~, uxv}. Évidemment, il existe beaucoup plus de mo-
nômes admissibles , mais on peut démontrer que tous les autres sont équivalents à un 
élément de cette liste. Puisque le poids de u est nul , on peut considérer une combi-
naison linéaire de la forme 
où les hi (u) sont des fonctions arbitraires de u à déterminer et qui n 'affectent pas le 
rang de la densité conservée. On calcule maintenant la dérivée totale Dtp, 
ap ap ap 
E = Dtp = -a Ut + -a 'Uxt + -a 'Ut 
u U x v 
+ (2vh 1 + vxh3 ) (uxx + asin(u)). 
On remarque que nous avons éliminé toutes les dérivées par rapport à t en substituant 
à partir de l'équation originale, par exemple Ut -+ v, etc. Ceci permet de traiter t 
comme un paramètre et de ramener le problème à une dimension. De plus, h~ est la 
dérivée de hi par rapport à u. On veut avoir que E = Dtp = -DivJ, et donc E 
doit être exacte. On impose alo~s que .c~~~) (E) - a et .c~~~)(E) - O. On doit séparer 
les résultats selon chacune des variables {v , vx, 'uxx } et imposer que le coefficient de 
chacune des puissances de ces termes est nul. Les calculs sont relativement longs et 
nous fournissent un système d'équations différentielles linéaires. 
h~(u) = a, h~(u) = a, 
h~(u) = 0, h~(u) = 0, 2h;(u) - h~(u) = a, 
2h~(u) - h~(u) = 0, h~ (u) + 2h2(U) sin(u) = a, 
h~(u) + 2h;(u) sin(u) + 2h2(U) cos(u) = O. 
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En solutionnant ce système, 
on obtient la densité conservée 
On veut maintenant trouver le flux J associé à cette densité. On doit donc appliquer 
l'opérateur d'homotopie à l'expression 
L'application des opérateurs d'Euler d'ordre supérieur permet de trouver 
Iu(f) = - 2ClUxV - C2(U; + ausin(u)) , 
Iv(f) = -2ClUxV - C2V2 . 
On applique alors l'opérateur d 'homotopie en deux variables dépendantes et une va-
riable indépendante donnée en (5 .3) , ce qui nous donne finalement 
rI dÀ 
1lu(x)(f) = Jo (Iu(f) + Iv(f))[Àu]T ' 
= -11 (4clÀuxv + C2(ÀU; + ausin(Àu) + Àv2))dÀ, 
C2 2 2 ( ) 
= -cl(2uxv) - 2(V + Ux - 2acos u) . 
Il est possible de considérer des valeurs de rangs supérieures à 2. Il paraît évident 
que ces calculs deviennent rapidement très longs. Toutefois, l'approche est toujours 
applicable et peut même être implantée dans des logiciels de calcul symbolique tels 
que Maple et Mathematica. L'introduction du paramètre a dans l'équation permet 
d'obtenir une classe plus riche de lois de conservation pour des versions plus générales 
de l'équation de Sine-Gordon. 
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5.4 Conclusions et Perspectives 
La notion de groupe de symétrie d 'un système d 'équations différentielles a été for-
malisée mathématiquement par Sophus Lie au XIxe siècle. Le théorème de Noether 
est un résultat fondamental en physique mathématique car il relie les concepts fonda-
mentaux de symétrie et de quantité conservée dans un système physique. L'intuition 
existait quant à l'existence d 'un lien entre ces idées provenant de deux mondes dis-
tincts qu'Emmy Noether a fusionnés d'une façon extrêmement élégante. Aujourd'hui, 
plusieurs chercheurs tentent d 'établir de nouvelles généralisations du théorème de Noe-
ther, voir par exemple [71 ,78].' Souvent, ces généralisations fournissent de nouveaux 
résultats que pour certains systèmes particuliers. 
Comme nous l'avons vu , le théorème de Noether possède des limitations impor-
tantes, la principale étant évidemment l'imposition que le système considéré doit être 
écrit sous une forme variationnelle. Ceci implique que l'on doit connaître son Lagran-
gien. Cela n 'est pas facile et cette tâche peut être plus ardue que la recherche de lois 
de conservation. Puisque les lois de conservation nous renseignent directement sur le 
système physique considéré, il serait raisonnable de croire que la connaissance d 'un 
certain nombre de ses lois nous aiderait à établir sa forme variationnelle. De plus, la 
connaissance d 'une quantité suffisante de lois de conservation permet de caractériser 
la nature d 'un système. Par exemple, l'existence d 'une infinité de ces lois nous indique 
que le système est intégrable et qu 'il est possible d 'utiliser la méthode de diffusion 
inverse [2]. 
L'approche que nous avons privilégiée ici fait abstraction de ces limitations. Elle 
est en fait applicable à une très grande quantité de systèmes physiques, car il est 
habituellement facile de déterminer une transformation qui produira un système pos-
sédant une symétrie de changement d 'échelle. Par exemple, c'est toujours le cas pour 
les systèmes quasilinéaires hyperboliques qui apparaissent en mécanique des fluides et 
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en théorie des champs. Cette méthode, très récente, procède par force brute et suggère 
d 'intégrer complètement une expression de la forme Dtp+DivJ lorsque p est postu-
lée. L'avantage de cette approche est qu 'elle est totalement algorithmique, ce qui 
permet son implémentation dans des logiciels de calculs symboliques. À ce propos, 
mentionnons que l'introduction de ces nouvelles méthodes d 'intégration, c'est-à-dire 
l'opérateur d'homotopie, est déjà amorcée et les logiciels pourront offrir des librairies 
destinées à la recherche de lois de conservations, par exemple la librairie Vessiot pour 
Maple [11]. 
Récemment , S. Anco et G. Bluman [9], [10] ont également proposé une nouvelle 
méthode directe de construction de lois de conservation n 'utilisant pas le théorème de 
Noether. Celle-ci repose sur la recherche d 'un facteur intégrant pour intégrer la loi de 
conservation et fournit des résultats intéressants. 
Il est également possible d 'utiliser le groupe de symétrie d 'un système pour établir 
de nouvelles lois de conservation à partir de lois connues. Les transformations ponc-
tuelles introduites à la section des groupes de symétries des équations différentielles 
représentent des transformations de l'espace X x U qui ne modifient pas l'espace 
solution. L'action du groupe de symétrie sur les lois de conservation ne fournit ha-
bituellement pas de nouveaux résultats. Dans [17], l'auteur détermine les conditions 
nécessaires et suffisantes pour que le groupe de symétrie fournisse de nouvelles lois de 
conservation à partir de lois connues. Ceci permet d 'enrichir la classe de lois connues 
à partir de la connaissance de symétries du problème. 
Notons que l'opérateur d'homotopie soulève tout de même certaines probléma-
tiques. 
1. Mentionnons tout d 'abord que, pour l'instant , on doit se limiter aux lois de 
conservation polynomiales qui ne dépendent pas explicitement des variables in-
dépendantes. Il serait toutefois possible de considérer l'invariance sous d 'autres 
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symétries plutôt que les changements d 'échelle, par exemple les rotations ou les 
transformations galiléennes. Cela pourrait permettre l'étude des lois de conser-
vations sous forme rationnelle. Cette piste est certe complexe et mérite certai-
nement une attention particulière. 
2. Remarquons également que l'opérateur d'homotopie fournit le flux J associé à P 
à un terme rotationnel près. En effet, nous savons que l'opérateur de divergence 
annule les termes provenant d'un rotationnel, 
Dtp + Div(J + V' x K) = Dtp + Div(J) , 
pour K E lRP. Il serait donc intéressant d 'établir un algorithme permettant d'éli-
miner ces termes afin d 'obtenir la forme la plus compacte possible. 
Finalement , l'opérateur d 'homotopie permet de supposer que l'on puisse construire 
une infinité de lois de conservation pour un système donné. Bien qu'il permette d 'éta-
blir une grande quantité de lois de conservation pour un système donné et bien qu 'il 
permette d 'établir une grande quantité de lois impossibles à obtenir à l'aide du théo-
rème de Noether , il arrive qu'après plusieurs applications le processus se stabilise. En 
effet, il peut arriver qu'à partir d 'un certain rang, les lois de conservation que nous 
pouvons construire ne sont en fait que des conséquences différentielles de lois obtenues 
précédemment. Il serait alors intéressant de considérer des lois de conservation sous 
une forme autre que polynomiale. 
Chapitre 6 
Conclusion 
Dans ce mémoire, nous avons discuté de trois formes possibles du problème li-
néaire spectral et leur condition de compatibilité correspondant à la représentation de 
courbure nulle : 
1. Nous avons considéré séparément la représentation de courbure nulle écrite sous 
la forme AKNS (ou connue aussi comme ZS) pour les EDP. Dans ce cas, les ma-
trices potentielles du PLS L et M dépendent des deux variables indépendantes 
{Xl, X2 } et de fonctions dépendantes Bk(Xl' X2) et aussi d 'un paramètre spectral 
À E <C. La représentation de courbure nulle est équivalente au système d'EDP 
non-linéaires et prend la forme 
O[B] = DX2 L ([B], À) - DX1 M ([B], À) + [L ([B], À) , M ([B], À)] = O. (6.1) 
Nous le faisons sous l 'hypothèse que l'équation (6.1) est indépendante du para-
mètre spectral À E <C. 
2. La représentation de courbure nulle est décrite sous la forme de Lax pour une 
EDO. Dans ce cas, nous supposons que nous avons une seule variable indépen-
dente {x } et les variables dépendantes Bk (x) dépendent de cette variable. Les 
matrices potentielles L , M sont des fonctions définies sur l 'espace de Jet par 
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x et Bk, de toutes leurs dérivés jusqu'à l'ordre k et aussi dépendent du para-
mètre spectral À, mais ne dépendent pas de la variable indépendante X2. La 
représentation de courbure nulle est équivalente à l'EDO et prend la forme 
O[B] = -DX 1 M ([B], À) + [L ([B], À) , M ([B], À)] = o. 
Cette représentation de Lax peut être considérée comme la compatibilité d 'un 
PLS où les matrices potentielles L([B], À) et M([B], À) prennent leurs valeurs 
dans une algèbre de Lie tandis que la fonction d'onde cP = cP (À, y, [B]) prend 
ses valeurs dans le groupe de Lie correspondant. Ici , y est introduit comme une 
variable auxiliaire dans le PLS sous la forme 
DxcP (À , y , [B]) = L(À, [B])cP(À , y , [B]) , 
Dy cP(À , y, [B]) = M(À, [B])cP(À, y , [B]), 
où GyL = GyM = o. 
3. La représentation de courbure nulle écrite sous la forme d'une courbure nulle 
pour les systèmes d 'EDO. Nous supposons ici que la fonction dépendante Bk(t) 
dépend d'une seule variable indépendante t. Les matrices sont des fonctions 
définies sur l'espace de Jet par t , Bk(t) et toutes leurs dérivées jusqu'à l'ordre 
k ainsi que d 'une autre variable indépendante qui est le paramètre spectral À. 
Dans ce cas-là, la représentation de courbure nulle est équivalente au système 
d'EDO 
O[B] = D>.L(À , [B]) - DtM(À, [B]) + [L(À , [B]) , M(À, [B])], 
où Dt et D>. sont respectivement les dérivées totales par rapport à t et À. 
Nous avons démontré dans ce mémoire comment construire des surfaces solito-
niques plongées dans des algèbres de Lie qui sont associées à trois formes de paires 
de Lax pour le cas des EDO et des EDP. Nous avons utilisé la RCN de type AKNS 
pour les équations différentielles partielles Sine-Gordon, Sinh-Gordon, Ernst , Bianchi 
et Schr6dinger non-linéaire. Pour le deuxième cas, nous avons considéré les équations 
aux dérivées ordinaires, soit les équations différentielles associées aux fonctions ellip-
tiques, par exemple Jacobi et P-Weierstrass, pour les équations de Sturm-Liouville, 
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Riccati et Lamé. Les considérations théoriques pour le troisième cas sont illustrées via 
les surfaces associées à l'équation de Painlevé P1. 
Nous considérons dans ce mémoire la forme générale des surfaces bidimension-
nelles lisses plongées dans des algèbres de Lie pour lesquelles les équations de GMC 
sont équivalentes aux déformations infinitésimales pour la représentation de courbure 
nulle pour les équations différentielles considérées. Ces surfaces sont définies par leurs 
vecteurs tangents [Fokas-Gel'fand, 19961 
Cette surface F E 9 existe sous la condition que les matrices A([B], À) et B([B], À) 
soient linéairement indépendantes et qu'elles satisfassent l'équation 
Il est démontré que ces déformations infinitésimales peuvent être construites par trois 
choix possibles de symétries, 
F = <jJ- IOÀ<jJ + <jJ - l S<jJ + 
'-v--' '-v-' 
Sym-Tafel Jauge 
<jJ- lpr(v)<jJ 
'---v-' 
Symétrie généralisée 
qui sont des symétries de la représentation de courbure nulle considérée comme une 
EDP (ou une EDO) en terme de variables matricielles L , M et qui obéissent 
ou bien par les symétries de l'équation différentielle elle-même D[B]. 
Dans ce mémoire, nous nous concentrons sur la représentation de courbure nulle 
pour les équations suivantes : 
- Les équations différentielles ordinaires; associées aux fonctions elliptiques de Ja-
cobi et de P-Weierstrass, de Strum-Liouville, de Lamé, de Riccati et de Painlevé 
Pl, 
- Les équations différentielles partielles; de Sine-Gordon, de Sinh-Gordon, de 
Schr6dinger non-linéaire, de Bianchi et de Ernst de la relativité générale. 
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Pour ces équations, nous avons discuté des caractéristiques géométriques des surfaces 
considérées à ces équations, comme 
- Les deux premières formes fondamentales, 
- Les courbures de Gauss et moyenne, 
Les points umbliques de la surface, 
- La fonctionnelle de Willmore et la caractéristique de Euler-Poincaré, 
associées aux surfaces pour la formule d'immersion de Sym-Tafel , pour la jauge et 
pour les symétries généralisées. Pour certains cas (Lamé, Jacobi et P-Weierstrass) , 
nous avons construit des surfaces soli toniques associées aux symétries spectrales, aux 
symétries de jauge ou encore aux symétries généralisées. 
Plus particulièrement, nous avons construit de nouvelles surfaces soli toniques pour 
les équations différentielles elliptiques associées aux équations de Jacobi , soit en et dn 
qui avec sn, étant déjà connues dans la littérature [50], forment les trois fonctions de 
base des 12 fonctions elliptiques de Jacobi. De plus, nous avons construit des surfaces 
pour les équations différentielles associées à la fonction de P-Weierstrass qui ne sont 
pas présentes dans la littérature. Nous avons fait de même pour l'équation de Lamé 
pour les trois types de symétries, c'est-à-dire conforme selon le paramètre spectral 
À, de jauge et pour les symétries généralisées. Nous avons aussi trouvé une nouvelle 
paire de Lax pour l'équation de Ernst dans la base .5((2, C) et nous avons construit sa 
surface. De plus, nous avons solutionné, pour certains ordres, l'équation de récurrence 
pour l'équation de Sine-Gordon et ainsi obtenu des symétries généralisées de cette 
dernière équation, puis construit ses surfaces. 
6.1 Certaines perspectives futures 
Nous énumérons ici, à titre d'exemples, certaines perspectives futures qui pour-
raient être envisagées. 
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1. Nous pouvons utiliser les surfaces des EDO pour approximer les surfaces des 
EDP, en utilisant les solutions invariantes de groupes des EDP. Nous pouvons 
étendre la solution générale de l'EDO près des invariants de groupes en faisant 
varier les paramètres. 
2. Kous pouvons effectuer une analyse asymptotique des surfaces des EDP en uti-
lisant les surfaces des EDO comme approximation. 
3. Nous pouvons faire une analyse de la structure des singularités pour les équations 
différentielles considérées prises dans le contexte des points umbiliques ou dans 
le voisinage des singularités de la métrique induite. 
4. Nous pouvons utiliser les opérateurs de récurrence de symétries généralisées pour 
obtenir les relations de récurrence entre les symétries associées à ces surfaces. 
5. Nous pouvons faire l'étude de la manifestation ( ou comment sont représen-
tées) les caractéristiques intégrables, telles que la structure Hamiltonienne et les 
quantités préservées, sur les surfaces. 
6. Nous pouvons utiliser le problème variationnel de certaines fonctions géomé-
triques (interprétées comme la fonctionnelle d'action, par exemple l'action de 
Willmore) pour calculer les classes des équations du moment-énergie (Euler-
Lagrange) qui sont déterminées par les équations de la surface. Cela correspond 
au cas où la nature d'un certain phénomène physique non-linéaire n 'est pas bien 
établie, mais les surfaces associées sont connues. En utilisant le problème va-
riationnel sur une surface, nous sommes en mesure de déterminer les équations 
d 'Euler-Lagrange. 
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A.l Matrices de Pauli et éléments de base pour ,5[(2, JF) 
À maintes reprises , nous utilisons l'algèbre de Lie .5((2 , IF) , où IF = IR ou C, comme 
espace multidimensionnel pour plonger nos surfaces. Il est alors utile de bien définir 
une base possible pour cette algèbre, soit les matrices réelles de trace nulle 
_ (0 -1) e2 - , 
1 0 
e3 = (1 0), 
o - 1 
et les matrices imaginaires de trace nulle 
(
0 i) 
e4 := l,e l = i 0 ' (~. -Oi) , e5 := 'te2 = • ( i 0) e6 := l, e3 = o -i 
En considérant seulement les éléments {el, e2, e3 }, nous recouvrons totalement l' al-
gèbre .5((2, IR) et en considérant les six éléments {el, e2, e3, e4, e5, e6 } , nous recouvrons 
l'algèbre sl(2 , C). Si nous considérons seulement les éléments matriciels qui ont la 
propriété 
(A.1) 
alors nous retrouvons les matrices anti-hermitiennes, soit · 
(
0 i) 
url := e4 = i 0 ' (
i O.) . ur3 := e6 = 
o -1, 
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Ces matrices forment une base qui recouvre l'algèbre de Lie .5u(2) et où les matrices 
de Pauli ont aussi les propriétés suivantes 
A .2 
[(Ji , (Jj] = L 2Ùijk(Jk , 
k 
(Ji (Jj = L Ù ijk(Jk + bijl , 
k 
Systèmes I:Iamiltoniens 
Un system Hamiltonien est un système d 'EDO pour les variables dépendantes 
(p , q) exprimées sous la forme 
dq âH 
dt âp ' 
dp 
dt 
âH 
âq ' 
où H = H(q,p; t) est une fonction des variables (q ,p, t) , appellé l'Hamiltonien. Pour 
une solution arbitraire donnée q = q(t), p = p(t) , nous définissons 
h(t) = H(q(t) , p(t); t) 
en substituant la solution dans l'Hamiltonien. Calculons la dérivée de la fonction h(t) 
par rapport à t , nous obtenons 
dh âH dq âH dp âH 
dt = âq dt + âp dt + ât ' 
âHâH âHâH âH 
= âq âp - âp âq + ât ' 
âH 
ât . 
Ici , â 1 ât agit comme la dérivée partielle par rapport au temps en prenant (q , p, t) 
agissant comme des variables indépendantes ; quand nous utilisons dl dt , nous prenons 
q et p comme des fonctions du temps t. (Nous utilisons la notation dHldt au lieu 
de dhl dt, à moins qu 'une ambiguité soit présente.) De ce calcul, nous voyons que 
la fonction h(t) est une constante si H = H(q ,p; t) ne dépend pas explicitement 
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du temps. Dans ce cas, l'Hamiltonien H procure une première intégrale du système 
(A.2) . Quand nous trouvons une première intégrale, dans un cas général, p peut être 
vu comme une fonction de q qui est défini implicitement par H = c. De là, le système 
original se réduit à une équation du premier ordre en q; la fonction inconnue q doit 
être déterminée par quadrature. 
Question : Comment écrire le système Hamiltonien défini par l'Hamiltonien H = 
~p2 - 2q3 - aq a E C, puis comment le solutionner? 
R éponse : Le système Hamiltonien est donné par 
dq 
dt =p, 
dp 
dt = 6q2 + a. 
En solutionnant l'équation algèbrique H = b, (b E C) pour la variable inconnue p, nous 
obtenons p = J 4q3 + 2aq + 2b. Ainsi , l'équation différentielle qui doit être satisfaite 
par q est donnée par 
dq r-----=-----
dt = V 4q3 + aq + 2b. 
Toutefois, q = q(t) est déterminée comme la fonction inverse de l'intégrale elliptique 
t = F(q) = lq dq qo V 4q3 + aq + b 
Clairement, cet exemple est équivalent à l'équation non-linéaire 
(A.2) 
du second ordre pour y = q. Ceci nous rappelle l'équation différentielle de P-Weierstrass, 
( dP) 2 3 dt = 4(p(t)) - g2P(t) - g3· 
En dérivant cette équation, nous obtenons 
~:~ = 6(p(t))2 _ ~2 . 
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En reparamétrisant les constantes d 'une façon appropriée, nous voyons que la solution 
générale de l'équation (A.2) est donnée par 
Les systèmes hamiltoniens qui proviennent du contexte des équations de Painlevé 
dépendent majoritairement explicitement de t , et de tels systèmes ne peuvent être 
intégrés par la méthode décrite ci-dessus. En fait, la première équation de Painlevé 
est celle que nous obtenons en remplaçant le paramètre a dans (A.2) par la variable 
indépendante t. Cette équation peut aussi être écrite comme le système Hamiltonien 
dq 
dt =p, 
dp 2 
dt = 6q + t , 
avec l'Hamiltonien H = ~p2 -2q3 -tq. Il est connu, toutefois, que la première équation 
de Painlevé est une équation transcendent ale qui ne peut être intégrée. 
En généralisant la situation, un système Hamiltonien à n degrés de liberté peut 
être défini comme un système d 'équations différentielles sous la forme 
(i = 1, .. . , n) , (A.3) 
pour 2n variables dépendantes 
H H ( ql , ... , qn , Pl , ... , Pn; t) est une fonction en terme des variables 
(ql , ... , qn ,PI , .. ·,Pn) et t. Lorsque nous parlons d 'un système Hamiltonien avec plu-
sieurs variables t l , .. . , tm, nous utilisons les Hamiltoniens Hl , ... , Hm au même nombre 
que les variables de temps, et nous considérons simultanément le système Hamiltonien 
(A.3) pour toutes les variables t j qui correspondent à l'Hamiltonien Hj. 
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A.3 Structure poissonienne et transformation cano-
. 
nIque 
Quand </J et '!j; sont fonctions de (q , p, t), nous définissons les crochets de Poisson 
{ </J, '!j; } par 
{ </J '!j; } = o</J o'!j; _ o</J o'!j; 
, op oq oq op' 
Si les variables q, p appartiennent à un système Hamiltonien avec l'Hamiltonien H = 
H(q,p; t), alors nous avons 
, { } o</J 
</J = H, </J + ot ' 
pour n 'importe quelle fonction </J = </J(q ,p; t) de (q ,p, t). Considérons un système de 
coordonnées (>\, f-L , s) pour l'espace (q ,p, t) tel que {f-L, À} = 1 et s = t . Si nous trans-
formons le système Hamiltonien par une telle transformation canonique, du moins 
localement l'équation transformée peut être exprimée encore comme un système Ha-
miltonien. Maintenant , nous expliquons comment c'est possible. Définissons 
, { } oÀ À = H , À + ot ' , { } Of-L f-L = H, f-L + ot ' 
et essayons de trouver une fonction 1 telle que 
oÀ {l , À} = ot ' (A.4) 
Avec une telle fonction l , définissons K = H + l , nous obtenons un système Hamil-
tonien 
À' = {K À} = oK 
, Of-L ' 
avec l'Hamiltonien K. Premièrement, nous récrivons (A.4) sous la forme 
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par la suite, nous multiplions cette égalité par le déterminant Jacobien pour obtenir 
of 
oq 
of 
op 
a).. op, 
oq oq 
a).. op, 
op op 
op, 
ot 
8)" 
ot 
En représentant le côté droit de l'équation par lu, v]t, nous devons prouver que au/op = 
ov/8q dans le but de garantir l'existence locale de f. Ceci est démontré par le calcul 
av _ au = ~ (op, a).. _ op, a)..) = ~{p, )..} = 0 
oq op 8t op oq oq op ot ' . 
Nous remarquons que les crochets de Poisson ont les propriétés fondamentales 
suivantes: 
1. Le crochet { , } est bilinéaire et anti-symétrique : 
{f , f} = 0, {g,j} = -{f, g}. 
2. Le crochet { , } satisfait la loi de Leibniz dans chacun des deux arguments: 
{fg,h} = {f ,h}g+ f{g,h} , {f ,gh} = g{f,h} + {f,g}h. 
3. Le crochet { , } satisfait la loi de Jacobi: 
{f, {g , h}} + {g , {h , f}} + {h , {f, g}} = O. 
A.4 Équation de Riccati 
Considérons une EDO 
yi = a(t)y2 + b(t)y + c(t), (a(t) =1 0) , (A.5) 
qui requiert que la dérivée de y = y( t) soit exprimée comme une fonction quadratique 
de y comportant des fonctions connues comme coefficients. Une EDO de première 
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ordre de cette forme est appelée l'équation de Riccati . ous introduisons une nouvelle 
variable dépendante u = u( t) en la définissant par 
1 d 1 u' 
y=---lnu=---
a(t) dt a(t) u' (A.6) 
Alors, l'équation différentielle qui doit être satisfaite est de la forme 
u" - (~gj + b(t)) u' + a(t)c(t)u = O. (A.7) 
Nous pouvons voir que 'U est déterminé par une équation différentielle linéaire du 
second ordre. Nous prenons alors deux solutions indépendantes cPo (t), cPI (t) de (A. 7) , 
et établissons 
De là, nous obtenons une famille de solutions 
de l'équation de Riccati (A.5). Puisque la fonction cP (t; Co, Cl) est déterminée par le 
ratio de Co et Cl, cette famille de solution est paramétrisée par l'espace projectif 
unidimensionnel pl avec des coordonnées homogènes [co: Cl]' 
Cet argument peut être résumé comme suit. Par la transformation (A.6), l'équa-
tion de Riccati (A.5) est linéairisée en l'équation différentielle linéare (A.7) du second 
ordre. Il en résulte que l'équation de Riccati a une famille de solutions unidimension-
nelle paramétrisée par pl. Il est raisonable de considérer que toutes les solutions de 
l'équation de Riccati s'obtiennent de cette façon. 
A.5 Douze fonctions elliptiques de Jacobi 
Il Y a douze fonctions elliptiques de Jacobi (pour des exemples, voir Gradshteyn 
et Ryzhik (1965) [46] ou Abramovitz et Stegun (1970) [6]) . Nous introduisons un nom 
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générique E = ECu) = E(u, k) pour elles, où u est l'argument variable et où k est le 
paramètre. Ces fonctions sont solutions de l'équation différentielle non-linéaire 
E" + aE + bE3 = 0, 
où le prime signifie d/du et où a = a(k) et b = b(k) sont des constantes qui dépendent 
du paramètre k. E satisfait aussi 
1 (E')2 + aE2 + -bE4 = C 2 . 
Les constantes a, b et c pour les douze fonctions elliptiques sont comme suit : Il y a 
a b c 
sn 1 + k2 2k2 1 - k2 
en 1- 2k2 2k2 1 - k2 
dn -(2 - k2) 2 -(1 - k2) 
ns 1 + k2 -2 k2 
ne 1- 2k2 -2(1 - k2) -k2 
nd -(2 - k2) 2(1 - k2) . -1 
sc -(2 - k2) - 2(1 - k2) 1 
sd 1- 2k2 2k2(1 - k2) 1 
cs -(2 - k2) -2 1- k2 
cd 1 + k2 -2k2 1 
ds 1- 2k2 -2 -k2(1 - k2) 
de 1 + k2 -2 k2 
TABLEAU A.1 - Solutions des équations différentielles elliptiques associées aux fonc-
tions de Jacobi (elliptiques) 
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trois fonctions elliptiques de Jacobi de base, 
- sn(x, k) sin(4)), 
- cn (x, k) - cos ( 4> ) , 
- dn(x , k) - ~~ = (1- k2sin2(4)))1/2, 
où 4> est implicitement défini par l'intégrale elliptique de premier ordre, 
{ cf> - 1/2 
U = Jo dt (1 - k2 sin2(4))) . 
À partir des définitions ci-haut , nous pouvons voir immédiatement que 
d d 
-d sn(u, k) = cd('u, k) , -d cn(u, k) = -sd(u, k), 
u . u 
d 2 du dn(u, k) = -k sc(u, k). 
sn2 (u, k) = 1 - cn2(u, k) = (1 - dn2 (u, k))/k2, 
cn2(u , k) = (1 - 1/k2) + dn2 (u, k)/k2, 
dn2 (u, k) = 1 - k2sn2(u, k) = (1 - k2) + k2cn2(u, k). 
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Les constantes a, b et c ci-dessus peuvent être facilement calculées par ces résultats. 
Les fonctions elliptiques de Jacobi sont des fonctions doublement périodiques de 
l'argument complexe u. Spécifiquement , 
- sn(u + 4mK + 2inK') =sn(u) , 
- cn(u + 4mK + 2n(K + iK')) =cn(u), 
- dn(u + 2mK + 4'inK') =dn(u) , 
où m et n sont des entiers et où 
( 7r/2 
K = K(k) = Jo dt (1 - k2 sin2(t)r1/2 , 
K' = K'(k) = K(k') ; k' = (1 - k2)1/2 
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sont des intégrales elliptiques c.omplètes. En restreignant u à être réel , nous voyons 
que sn(u, k) , cn(u , k) et dn(u, k) ont des périodes 4K, 4K et 2K respectivement. La 
période la plus courte corresponds à k = 0, quand K(O) = 7f / 2 et 
sn(u, O) = sin(u) , cn(u, O) = cos(u) , dn(u, O) = 1. 
Dans le cas limite avec une période infinie, K (00) = 00, nous avons 
sn(u, (0) = tanh(u) , cn(u, (0) = dn(u , (0) = 1/ cosh(u) . 
Les fonctions de base sn(u, k) , cn(u, k) et dn(u, k) sont finies sur tout l'axe des 
réels de u et elles ont les zéros suivants sur cet axe : 
- sn(u, k) = 0 quand u = 2mK, 
- cn(u , k) = 0 quand u = (2m + l)K , 
- dn(u , k) =1= 0 pour k < 1. 
où m est n'importe quel entier. C'est seulement pour le paramètre k = 1 que dn( u , k) 
a des zéros sur l'axe des réels, notament à u = ±oo. 
Les transformations imaginaires de Jacobi 
- sn('iu, k) = i sc(u, k') , 
- cn(iu, k) =nc(u, k') , 
- dn( iu , k) =dc( u , k') 
permettent de passer d'arguments réels à des arguments imaginaires ou l'inverse. 
Comme un exemple de l'utilisation des fonctions elliptiques, nous considérons 
l'équation statique de mouvement de la théorie cjJ4 avec une brisure spontanée de 
symétrie, 
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Une solution de cette équation est 
cp = (m/..J>.) ( _b/a)1 /2 E(mx/ va, k) , 
où E est n 'importe laquelles des douze fonctions elliptiques. En choisissant E =sn et 
en fixant le paramètre k = l , nous trouvons la bien connue « kink solution » 
cp = (m/..J>.) tanh(mx/h). 
A.5.1 Propriét és des fonctions elliptiques de Jacobi 
Les douze fonctions elliptiques de Jacobi sont des solutions des équations différen-
tielles du type 
G~)' ~ ay4 +by' + c 
où a, b, c sont des contantes définies par un paramètre k (ce paramètre k est le module). 
Nous avons la relation entre u et y , soit 
Nous savons que les fonctions elliptiques de Jacobi ont les relations suivantes 
d 
du sn(u) = cn(u)dn(u) , 
d 
du cn(u) = -sn(u)dn(u) , 
d 
du dn(u) = -k2sn(u)cn(u). 
De plus, elles ont les propriétés suivantes 
sn 2 ( u) + cn 2 ( u) = l , 
k2sn2 (7k) + dn2 (u) = l , 
cn(O) = dn(O) = l. 
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Une notation abrégée et appropriée a été inventée par Glaisher pour exprimer les 
réciproques et les quotients des fonctions elliptiques de Jacobi. Les réciproques sont 
dénotées en réversant l'ordre des lettres, et s'expriment de la façon suivante 
1 
ns(u) = -(-) ' 
sn u 
1 
nc(u) = -(-) ' 
cn u 
Pour ce qui est des quotients , nous écrivons 
sn(u) 
sc(u) = -(-) ' 
cn u 
cn(u) 
cs(u) = -(-) ' 
sn u 
sn(u) 
sd(u) = dn(u) ' 
d ( ) = dn(u) s u ( ) ' sn u 
1 
nd(u) = dn(u)' 
cn(u) 
cd(u) = dn(u) , 
dn(u) 
dc(u) = -( -) . 
cn u 
A.5.2 Théorème d'addition des fonctions elliptiques de Jacobi 
Supposons que u et v varient pendant que u + v reste constant et égal à a, tel que 
dv =-l. 
du 
Maintenant, introduisons, comme nouvelles variables, SI et S2 définies par les équations 
SI = sn(u) , 
S2 = sn(v) , 
812 = (1- s/)(l - k2s12 ) , 
822 = (1- s/)(l - k2s22 ) . 
En différentiant par rapport à u et en divisant par 2s1 et 2s2 respectivement, nous 
trouvons pour des valeurs générales de u et v 
81 = -(1 + k 2 )SI + 2k2 s13 , 
82 = -(1 + k 2 )S2 + 2k2s23 . 
À partir d 'algèbre simple, nous pouvons trouver que 
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alors 
en intégrant cette équation, nous obtenons 
où C est la constante d'intégration. 
En remplaçant les expressions de gauche par leur valeur en terme de u et v, nous 
avons 
cn( u)dn( u)sn( v) + cn( v)dn( v)sn( u) = C 
1 - k2sn2 (u)sn2 (v) . 
Il est à noter que nous avons deux intégrales pour l'équation du+dv = 0, soit u+v = a 
et 
cn(u)dnCu)sn(v) + cn(v)dn(v)sn(u) = C 
1 - k2sn2 (u)sn2 (v) , 
chaque intégrale impliquant une constante arbitraire. Par la théorie générale des équa-
tions différentielles du premier ordre, ces intégrales ne peuvent être fonctionnellement 
indépendantes, mais aussi 
cn(u)dn(u)sn(v) + cn(v)dn(v)sn(u) 
1 - k2sn2 (u)sn2 (v) 
peut être exprimée comme une fonction de u + v; appelons-la f(u , v). 
En égalant v = 0, nous voyons que f(u) =sn(u) , et alors la fonction f est la 
fonction sn. Nous avons donc démontré le résultat suivant 
( ) sn(u)cn(v)dn(v) + sn(v)cn(u)dn(u) sn u + v = -.:........:...-.:........:...--':---'----:-:----:---'----:'--:--:-'---'--'----'-
1 - k2sn2 (u)sn2 (v) 
qui est le théorème d 'addition. 
Nous pouvons facilement déduire la formule de duplication, soit u = v 
( ) sn( u)cn( u)dn( u) + sn( u)cn( u)dn( u) sn u+u = , 1 - k2sn2 (u)sn2 (u) 
Annexe A. Annexe 
sn(2u) = 2sn(u)cn(u)dn(u). 
1 - Psn4 (u) 
Nous pouvons trouver similairement pour les fonctions cn et dn que 
( ) cn ( u ) cn ( v) - sn ( u ) sn ( v ) dn ( u ) dn ( v ) mu+v= , 1 - k2sn2 (u)sn2 (v) 
dn(u + v) = dn(u)dn(v) - k2sn(u)sn(v)cn(u)cn(v). 
1 - k2sn2 (u)sn2 (v) 
Pour les théorèmes de duplications, nous avons 
cn(2u) = cn2 (u) - sn2 (u)dn2 (u) 
1 - k2sn4 (,u) , 
dn(2u) = dn2 (u) - sn2 (u)cn2 (u). 
1 - k2sn4 (u) 
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A.6 Théorème d'addtion de la fonction de P-Weierstrass 
Le théorème d'addition pour la fonction de P-Weierstrass nous permet d'exprimer 
explicitement 1' (x + y) en terme de fonctions de P-Weierstrass de z et de y . 
1 (1"(z) _ 1" (y) ) 2 
1' (z + y) = 4: 1' (z) _ 1' (y) - 1' (z) - 1' (y). 
La formule de duplication est donnée par 
p(2z) ~ ~ (:':1:0 2 - 2p(z), 
quand 
1''' (t) = 61'(t) - ~ , 
( d1' )2 3 dt = 41' (t) - 921' (t) - 93 , 
où ici, t agit comme z ou y. 
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À partir du théorème d'addition, le résultat suivant tient. 
[2p(z)p(y) - ~g2] 
p(z + y) + p(z - y) = [p(z) _ p(y)]2 . [p(z) + p(y) - g3]' 
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