& Response competition is often considered an important contributor to the delayed reaction to stimuli for which physical and semantic information are in conflict (``Stroop'' effect). Response competition implies that brain areas associated with correct and incorrect responses (e.g., left and right motor cortices) should be simultaneously activated in conflict conditions. However, there is at present little direct evidence of this phenomenon, in part because of the paucity of brain imaging techniques that can independently monitor the time course of activation of adjacent brain areas, such as the motor areas. In the present study, we show that the event-related optical signal (EROS) can provide these types of data. The results confirm the prediction that conflict trials elicit simultaneous activation of both motor cortices, whereas nonconflict trials elicit brain activity only in the contralateral motor cortex. These data support a parallel view of the human information processing system. &
INTRODUCTION
The current study demonstrates the utility of a new imaging technique for visualizing brain activity with good temporal and spatial resolutionÐthe event-related optical signal (EROS)Ðfor examining the activation of conflicting motor responses in a spatial Stroop task. Stroop (1935) described a paradigm in which subjects were presented with stimuli whose semantic (color name) and physical (ink color) dimensions were associated with conflicting response requirements. A large number of subsequent studies has demonstrated that this type of conflict is associated with increased response latency and errors (for a review, see MacLeod, 1991) . A number of brain imaging studies have identified structures (in particular, the anterior cingulate) whose activity is correlated with the presence of conflicting information (e.g., Peterson et al., 1999; Carter, Mintun, Nichols, & Cohen, 1997; Carter et al., 1998) . Current theoretical views consider that the anterior cingulate is probably involved in the monitoring of conflict conditions (see Gehring & Knight, 2000; Carter et al., 1998) or in other attention-control processes (Mesulam, 1990) . The conflict itself, however, is presumed to occur somewhere else, presumably through the concurrent activation of motor cortex structures associated with competing responses. Surprisingly, there is little available evidence to support or refute the view that concurrent activation of competing responses contributes to the Stroop effect (but see Dehaene et al., 1998 for evidence of response competition in a different paradigm).
This scarcity of direct data demonstrating the occurrence of response competition stems, at least in part, from the difficulty of obtaining independent central measures of the time course of activation of different motor responses, and, therefore, to demonstrate the simultaneous activation of response structures associated with alternative responses. For instance, functional magnetic resonance imaging (fMRI) can, in principle, detect bilateral activation of the motor cortex areas associated with correct and incorrect responses on trials in which subjects are confronted with conflicting stimulus information. However, the limited temporal resolution of the hemodynamic signal makes it difficult to conclude that the activation of the two areas actually occurs at the same time. A technique combining temporal and spatial resolution may provide more definitive information on the concurrent activation of motor cortex areas involved in competing Stroop responses.
In the present study, we use a new measure of activity in the motor cortex, EROS , which may provide the temporal and spatial resolution needed to address this issue. In addition, because EROS is a new technique, we compare it with another measure of central response activation that has been used extensively in the mental chronometry literature, the LateralUniversity of Missouri ± Columbia ized Readiness Potential (LRP, Gratton, Coles, Sirevaag, Eriksen, & Donchin, 1988) . Although quite useful, the LRP provides only differential indices of the activation of alternative responses, thus cannot demonstrate simultaneous activation of structures associated with conflicting responses.
The Spatial Stroop Task
The paradigm first described by Stroop (1935) involves verbal responses by the subjects. The stimuli are color words (such as``red,''``green,'' etc.), which vary along two dimensions, ink color and meaning. Under these conditions, normal young adults are particularly slow and error prone when they are required to name aloud the ink color of the word when it conflicts with its meaning. One of the mechanisms thought to lead to this delay is the interference between the conflicting verbal responses (i.e., ink color and color meaning) elicited by the stimulus: In a verbal-naming task, normal young adults (who generally possess a good literacy level) are typically biased toward reading the word and activating the verbal response associated with the word's meaning (MacLeod, 1991) .
The response conflict interpretation of the Stroop effect is substantiated by data obtained in a large number of studies, some of which make use of variants of the original Stroop task. One such example is the spatial Stroop task (Lu & Proctor, 1995; Shor, 1970) . In this task, words representing spatial position (such as the words`a bove'' and``below'') are used in place of color words. These words are presented in positions (above or below a central fixation point) that may correspond or conflict with their meaning. As in the original color Stroop paradigm, subjects are asked to respond based either on the physical or on the semantic properties of the stimulus word. An advantage of this variant of the Stroop task is that it is possible to vary the response requirements by making the stimulus±response mapping more consistent with one or the other stimulus dimensions. In fact, subjects may be required to name the wordÐa response that involves processing the semantic dimension of the stimulus wordÐor to respond by pressing one of two buttons located in different places of a keyboard or response boxÐa response that involves processing the spatial position of the stimulus word.
By using spatial Stroop paradigms in which the response type is varied, several investigators have shown that the interference is more pronounced when the dimension used to classify the stimuli does not match the response type (Sugg & McDonald, 1994; Glaser & Glaser, 1989) . More precisely, the reaction times (RTs) are particularly long for the incongruent stimuli when a verbal response is required and the subject is responding on the basis of the word's position, or when a manual response is required and the subject is responding on the basis of the word's meaning. This finding supports the idea that the Stroop effect is related to an overlearned relationship between a particular stimulus dimension and a particular response modality (the translational hypothesis). When a spatial dimension is involved, subjects are assumed to be more prone to activate manual than verbal response patterns, and vice versa when a semantic dimension is involved.
Other investigators, however, have obtained data inconsistent with this hypothesis (e.g., Henik, Ro, Merrill, Rafal, & Safadi, 1999) , and alternative explanations have been proposed such as attention modulation (e.g., Besner & Stolz, 1999; Walley, McLeod, & Khan, 1997) , semantic interference effects (e.g., Luo, 1999) , or a combination of several causes (Sharma & McKenna, 1998; O'Leary & Barber, 1993) . However, most investigators appear to agree that the continuous flow of information between the stimulus evaluation and the response system, and the resulting response competition, plays at least a partial role in the RT delay associated with responding to incongruent stimuli (e.g., Kornblum, Stevens, Whipple, & Requin, 1999; Lu & Proctor, 1995; MacLeod, 1991; Cohen, Dunbar, & McClelland, 1990) .
Interpretations of the Stroop effect that rely on the concept of response interference assume that conflicting information leads to the concurrent activation of alternative response systems within the brain. The extent of the interference is then related to the degree to which both the correct and incorrect responses are activated by the stimuli. However, since only one overt motor response is typically made (most frequently the correct one), the activation of brain systems supporting incorrect responses can only be inferred indirectly from behavioral measures. In other words, it is assumed that this activation is presumably subliminal and insufficient to generate an overt response of its own. There is, in fact, relatively little information on how this subliminal activation of responses translates into patterns of activity within the central nervous system. In particular, an unanswered question regards the level within the system at which we can detect the simultaneous activation of different responses on conflicting trials. Few studies have used brain measure to determine the level at which the conflict occurs. Among these are studies showing that the latency of the P300 component of the eventrelated brain potential (ERP) is not affected by conflicting conditions (Lavoie, 1999; Duncan-Johnson & Kopell, 1981) . Since the latency of this component is expected to be mostly affected by the duration of stimulus evaluation processes, but to be largely independent of response selection and preparation processes, these data were interpreted as indicating that most of the delay in RT is due to phenomena occurring at later stages of information processing, such as response selection, activation, and execution (Smulders, Kok, Kenemans, & Bashore, The results of these studies provide some constraints for the set of processes (and presumably brain structures) at which conflict may occur, but fail to provide definite information about the actual processes or structures involved. Nonetheless, inferences about these processes or structures can be drawn from observing the time course of activity in response-related areas. In particular, we consider two measures of central response activationÐthe electrical LRP and a similar type measure obtained with optical methods.
The Lateralized Readiness Potential
Traditional RT measures can be augmented by measures that reflect the activation of brain structures related to the associated movements. These measures are particularly useful because they can provide direct data about intermediate``states'' of the information processing system, leading to the final response, therefore can, in principle, monitor the extent of activation of particular response systems over time. A measure that has been used extensively for this purpose is the LRP (Coles, 1989; de Jong, Wierda, Mulder, & Mulder, 1988; Gratton et al., 1988) , which is based on the measurement of brain electrical potentials that are systematically lateralized as a function of the side (e.g., hand) used for responding. The LRP has been used to address various questions of interest to cognitive psychologists, such as the existence of subthreshold response activation as a function of preliminary levels of information processing (e.g., Eimer & Schlaghecken, 1998; Heil, Rauch, & Hennighausen, 1998; Leuthold & Kopp, 1998; Leuthold, Sommer, & Ulrich, 1996; Osman et al., 1992; de Jong et al., 1988; Gratton et al., 1988) , the locus of delays in RT (Hackley & Valle-Inclan, 1998 Miller, 1998; Miller & Ulrich, 1998; Osman & Moore, 1993) , and the relative order of processes (van Turennout, Hagourt, & Brown, 1997) . A limitation of this measure is that it is based on electrical recordings, which possess little localization power. For this reason, the LRP can only provide information about the relative preference for one or the other response, but not about the absolute level of preparation for a specific response (however, see Valle-Inclan & Redondo, 1998 for an example of application of ERPs to the investigation of unilateral response preparation). In this paper, we propose the use of EROS to address this issue.
The Event-Related Optical Signal EROS is a newly developed noninvasive brain imaging method based on the measurement of how near-infrared photons migrate between sources and detectors located on the surface of the head. Most head tissue (including skull, gray matter, and white matter) scatter near-infrared light. Therefore, the movement of photons between the source and the detector can be described as a diffusion process. This diffusion is influenced by the scattering and absorption properties of the head and brain tissue. In particular, studies on hippocampal slices have shown that neuronal activity is associated with concurrent changes in the light scattering properties of the tissue (Rector, Poe, Kristensen, & Harper, 1997; Frostig, Lieke, Ts'o, & Grinvald, 1990) . Studies on the exposed cortex (Malonek & Grinvald, 1996) or using implanted optical fibers (Rector, Poe, Kristensen, & Harper, 1995) have confirmed that scattering changes associated with neuronal activity can be measured in vivo. In our previous work, we have shown that changes in the transmission of near-infrared light (presumably associated with scattering phenomena) concurrent with electrophysiological activity can be observed noninvasively in the human occipital cortex as a result of visual stimulation (Gratton, 1997; Gratton et al., 1997 Gratton, Sarno, Maclin, Corballis, & Fabiani, 2000) . In these conditions, the signal consists of an increase in the average time-of-flight of the near-infrared photons traveling through the head occurring within 100 msec from visual stimulation. Variations in the photons' time-of-flight can be measured conveniently as a phase delay at the detector with respect to the source, using a rapidly oscillating source signal (Gratton & Limkeman, 1983) . The fast optical signal, labeled EROS, can be used to produce maps with subcentimeter spatial resolution (Gratton, 1997; Gratton et al., , 1997 ; see also Rinne et al., 1999 for the use of EROS with auditory stimuli). Our initial results have been recently independently replicated (Wolf et al., 2000) . Here, we report evidence that the EROS can also be observed from precentral areas during the performance of a spatial Stroop task. An advantage of EROS with respect to other noninvasive measures of neuronal activity (such as ERPs or magnetoencephalography) is that the measurements taken at a particular source±detector pair are, for all practical purposes, influenced only by events occurring in the area of the brain immediately below the recording instruments (e.g., Gratton et al., 1997) . Therefore, this method should yield independent information about the activation of the contralateral and ipsilateral motor areas. This would make it possible to detect simultaneous activation of conflicting responses, something that is difficult to achieve with differential measures such as the LRP.
Design of the Study
This study was based on a spatial version of the Stroop task involving manual motor responses. The stimuli were the words``above'' or``below'' presented above Figure 4 . Maps of the grand average (N = 11) response-related EROS activity averaged across task and congruency conditions (correct responses only). Each map represents the standardized average activity for a period of 80 msec centered on the time reported to the right of the map. The maps are ordered from bottom (580 msec before the response) to top (260 msec after the response). Contralateral recording sites are presented to the left and ipsilateral recording sites are presented to the right. Yellow and red areas correspond to locations with maximum activity (increase in phase delay) . The time course of the EROS activity at the peak location is presented in the bottom right panel. Figure 7 . Maps of the grand average (N = 11) responserelated EROS activity for each congruency condition (correct responses only). Each map represents the standardized average activity during the last 80 msec before the response. Contralateral recording sites are presented to the left and ipsilateral recording sites are presented to the right. Yellow and red areas correspond to locations with maximum activity (increase in phase delay).
or below a central fixation point. Two tasks were used: a meaning task (in which subjects responded on the basis of the word's meaning) and a position task (in which subjects responded on the basis of the word's position). The two tasks were randomly intermixed across trials, with a cue presented before the stimulus word indicating which task was effective on the upcoming trial.
Subjects were instructed to respond with one hand for one type of trials (i.e., the word``above'' or a word presented above fixation) and with the other hand for the other type of trials (i.e., the word``below'' or a word presented below fixation). Both ERP and optical measures were recorded from the same subjects. In this article, we focus on the brain measures associated with Figure 6 . Left: Grand average (N = 11) time course of the response-related EROS activity for congruent (filled circles) and incongruent (open circles) trials. The waveforms were obtained by averaging the standardized data obtained from the short source±detector distances on correct trials only. The top left panel reports data recorded from the hemisphere contralateral to the response (``correct'' side), while the bottom left panel reports data recorded from the hemisphere ipsilateral to the response (``incorrect'' side). The time of response is indicated by a vertical line. Right: Average phase value (N = 11) during the last 100 msec before the response for each congruency (``Con'' = congruent,``Incon'' = incongruent) condition in the contralateral (``C''Ðcorrect side) and the ispilateral (``I''Ðincorrect) hemisphere. The error bars indicate the standard error. the activation of responses, and, therefore, on the LRP and EROS measures recorded from locations above the left and right motor cortex. The data will be used to address the question of whether incongruent (or conflict) trials lead to the simultaneous activation of correct and incorrect responses.
RESULTS

RT and Error Rate
The RT and accuracy for each task and congruency condition, averaged across subjects, are presented in Figure 1 . A``z transform'' was employed for the statistical analysis of the accuracy data. These data indicate that, as predicted, subjects were slower [F(1,10) = 17.09, p < .01] and less accurate [F(1,10) = 91.64, p < .0001] when responding to incongruent than to congruent stimuli. Subjects were also faster in the position than in the meaning task [F(1,10) = 49.13, p < .0001]. Further, the interference effect on RT was more pronounced for the meaning task (which was slower) than for the position task [F(1,10) = 18.82, p < .01]. These findings are consistent with the hypothesis that, since a manual response was used, the spatial dimension would activate responses more readily than the semantic dimension, because of the more direct mapping between the spatial dimension and the motor response (Lu & Proctor, 1995; Sugg & McDonald, 1994) . The comparison of accuracy and RT data from the optical and ERP recording sessions did not show any consistent differences in either main effects or interactions.
EROS Data
The time courses of the EROS activity observed over the left and right hemispheres in case of left-hand (left panels) and right-hand (right panels) responses (averaged across channels with short source±detector distance) are shown in Figure 2 . Raw (nonstandardized) data are presented in the top panel, and standardized data are presented in the bottom panel. These waveforms represent the grand average of the 11 subjects who participated in the study. The data indicate that the phase delay parameter showed a transient increase in phase peaking about 60±100 msec before the response on the side contralateral to the responding hand. This peak was visible, and of roughly similar size, for both left-and right-hand responses. The statistical analysis was conducted by computing the average amplitude of the EROS activity during the last 80 msec before the response on the left and right hemisphere for left-and right-hand responses. The interaction between these two factors (hand and hemisphere) was significant [F(1,10) = 5.76, p < .05]. Since the EROS activity appeared to be of similar size when measured in the left and right hemispheres, and always larger on the side contralateral to the responding hand, the standardized data for trials requiring left-and right-hand responses were combined for all further analyses. Thus, in the remainder of this article, we will present the EROS data coded as a function of whether they were obtained from the hemispheres contralateral and ipsilateral to the responding hand. All analyses will be limited to correct overt responses, so that the contralateral side is also the correct side.
The grand average response-related waveforms (averaged across the short source±detector distance channels) from the hemispheres contralateral and ipsilateral to the responding hand, as well as their difference, are presented in Figure 3 . Separate analyses of the amplitude of the EROS activity in the last 80 msec before the response indicated a significant increase in phase delay (with respect to the baseline period) on the contralateral hemisphere [t(10) = 5.00, p < .001], but this effect did not spread to the ipsilateral hemisphere [t(10) = 0.68, n.s.]. However, the data suggested significant postresponse ipsilateral activity, peaking at a latency of 140 msec [t(10) = 2.412, p < .05]. This unpredicted effect requires further investigation for its interpretation.
A more detailed mapping of the response-related EROS activity is presented in Figure 4 . This figure reports a series of maps (averaged across subjects and conditions) of the standardized phase delay value obtained at different times before and after the response. Each map represents the average activity over a 120-msec period. These maps indicate that the peak of the EROS activity preceding the response is localized at a recording location centered approximately 18 mm posterior to the vertex and 15 mm to the side contralateral to the responding hand (note that the size of each pixel in the map is approximately 4 mm in the front±back direction and 10 mm in the left±right direction). The location of this peak is consistent with the interpretation that the activity measured actually occurs in the precentral gyrus (Bocker, Brunia, & Cluitmans, 1994) , in the area corresponding to the hand representation in the motor homunculus.
Relationship Between the Movement-Related Lateralizations of Brain Activity Observed with EROS and ERPs
In order to use movement-related EROS as an enhancement of the LRP in chronometric studies, it is important to understand the temporal relationship between these two measures, and thus the time course of the LRP and movement-related EROS lateralization was compared. The time courses of LRP and movement-related EROS lateralization are presented in Figure 5 . Note that identical mathematical procedures were used to derive the electrical and optical lateralization data. These data indicate that the electrical and optical measures peak at the same time (approximately 60±100 msec before response). However, some more subtle differences emerge between the two types of measures, in particular in the period after the response. It is unclear at present whether these differences reflect measurement error or differences between the physiological events measured with the two types of techniques. For instance, the postresponse LRP may reflect contributions from postcentral areas, which may not contribute to the optical measures. In addition, optical data in the last part of the epoch may be influenced by long-latency hemodynamic or metabolic effects.
Analysis of Congruency Effect on EROS
This analysis was carried out by computing separate EROS waveforms for congruent and incongruent trials. As for all other analyses, this analysis was based on correct response trials only. The average waveforms from intermediate locations (rows 2 and 3, see Figure  8 ) are presented in Figure 6 , separately for the contralateral and ipsilateral sides, and the statistical analysis was conducted by computing the average phase value during the last 80 msec before the overt response (with respect to the baseline value). These waveforms indicate that an increase in phase delay could be observed on the contralateral motor cortex in the period before the response for both congruent [t(10) = 3.60, p < .01, one-tailed] and incongruent trials [t(10) = 2.01, p < .05, one-tailed]. Although the contralateral activity appeared larger for congruent trials than for incongruent trials, the difference was not significant [t(10) = 0.97]. On the ipsilateral cortex, an increase in phase was observed for incongruent trials [t(10) = 1.84, p < .05, one-tailed] but not for congruent trials [t(10) = À0.44]. The difference between incongruent and congruent trials on the ipsilateral side was also significant [t(10) = 1.84, p < .05, one-tailed]. Maps of the EROS activity in the last 80 msec before the response are presented in Figure 7 . They show unilateral activation for congruent trials, and bilateral activation for incongruent trials. This finding provides support for an interpretation of the Stroop effect based, at least in part, on the competition between alternative responses. They also indicate that this competition is evident at the final level of the central nervous system responsible for response activation.
DISCUSSION
Movement-Related EROS as a Measure of Response Activation
The data reported here support the claim that EROS can be used to study the time course of response activation at the level of the motor cortex. A significant increase in the phase delay parameter was observed in the period immediately preceding the movement. This phenomenon was confined to the side contralateral to the overt response, at least for congruent trials. In addition, EROS measures appear to be sensitive to subthreshold levels of response activation, not necessarily leading to an overt response. In fact, a significant activation of the ipsilateral motor cortex was detected on incongruent trials, even though the analysis was restricted to trials in which a correct response was ultimately given. Note that the EROS is very localized and drops in amplitude very rapidly as the recording moves out of the active area, being practically undetectable at a distance of just 1±2 cm (as evident in Figure 4) .
The data also indicate that EROS measures provide a good indication of the timing of activity, when ERPs are used as the timing standard. The temporal resolution was limited, in the current study, by the relatively low sampling rate used (40 msec). In other studies, faster sampling rates have been used (e.g., Wolf et al., 2000; Rinne et al., 1999; Gratton, 1997; Gratton et al., , 2000 . Still, the data presented here confirm our previous observation that the peak latency of the EROS coincides with the peak latency of ERP responses (Rinne et al., 1999; Gratton et al., 1997) . In particular, in the current study, the peak latency of the EROS lateralization effects were the same as the peak latency of the LRP for both response-related and stimulus-related waveforms.
A comparison of the electrical and optical data suggests that movement-related EROS measures can complement and enhance those obtained electrically, and, in particular, the LRP. An advantage of the movementrelated EROS (with respect to the LRP) is the possibility of measuring separately the time course of simultaneous preparation for multiple responses, something that cannot be easily accomplished with electrical measures. The LRP has proven to be a useful tool for studying response preparation in mental chronometry and in other applications (e.g., Coles, 1989; Coles, Gratton, & Donchin, 1988) . Presumably, the concurrent measurement of the levels of preparation of different responses can open up additional possibilities, as shown here by the demonstration of simultaneous activation of correct and incorrect responses on incongruent trials in a spatial Stroop task. However, the EROS measures obtained here had higher noise levels than the electrical measures, which may limit their practical application in some cases. This may change in the future with the introduction of more advanced methods for recording and analyzing optical data, such as the use of more intense light sources, more elaborate montages, or frequency and spatial filters (e.g., Chance et al., 1993) .
Level of Response Competition in the Stroop Paradigm
Our data indicate that activation of competing responses in a spatial variant of the Stroop task is visible at the level of the motor cortex. On incongruent trials in which a correct response is given, there is a detectable level of activation of the ipsilateral motor cortexÐthe one associated with the incorrect response. This cannot be observed on correct congruent trials, indicating that the presence of information associated with the incorrect response is necessary for the activation of the ipsilateral side. This excludes the possibility that some degree of bilateral activation of responses is present, in the period preceding the response, on all types of trials and is therefore nonspecific to the conflict condition.
The observation that correct and incorrect responses can be activated on the same trial is consistent with data obtained in other conflict paradigms, such as the noisecompatibility paradigm and in stimulus±response competition paradigms (Valle-Inclan & Redondo, 1998; Osman et al., 1992) . In those studies, however, the activation of different responses occurred at different times. For instance, in the study reported by Gratton et al. (1988) , which was based on the noisecompatibility paradigm, the activation of the incorrect response on incompatible noise trials occurred before the activation of the correct response. The different timing of the two forms of response activation permitted the use of a differential measures (the LRP) for their demonstration. In the present study, activations of the correct and incorrect responses proceed practically simultaneously, and, therefore, could not be easily detected with the LRP. However, they were still revealed by the EROS because this measure provides absolute rather than differential data.
The data presented in Figure 7 suggest the existence of a difference in the location of the contralateral and ipsilateral activity observed on conflict trials. This raises the possibility that the activity observed on the ipsilateral (incorrect) side for conflict trial is not exactly identical in nature to the activity observed on the contralateral (correct) side. Perhaps some other phenomenon (such as response inhibition) plays a role there. However, it is also possible that data from individual channels are not as reliable as data from multiple channels. Further, if one considers a cascade or continuous flow model of information processing, the ipsilateral (incorrect) activity on conflict trials may actually passively reflect activity at earlier stages of processing. That is, activation of the incorrect response in this case may be merely an``effect'' of interference, rather than a``cause.'' Questions of`c auses'' and``effects'' cannot be easily addressed with a neuroimaging method, and require the use of active manipulation techniques (such lesion studies or transcranial magnetic stimulation). However, irrespective of whether the ipsilateral activity reflects a cause or an effect of interference, the data are consistent with parallel rather than serial models of information processing. In general, the present study suggests that concurrent activation of multiple responses can occur not only within the same trial but, in fact, at the same time. This finding may be important for models of information processing, because it shows that not only is information fed continuously (or at least at multiple times) from the stimulus evaluation to the response system (as indicated by previous dataÐe.g., Heil et al., 1998; Gratton et al., 1988) , but also that different types of response activations can occur simultaneouslyÐthus supporting the view that some information is processed in parallel. Views of this type have been proposed by several investigators, including Eriksen and St. James (1986) (see also Eriksen & Yeh, 1985) , as well as by several variants of parallel-distributed models (e.g., Kornblum et al., 1999; Cohen & Servan-Schreiber, 1992; Cohen et al., 1990) . These data also suggest that a response decision mechanism separate from a response activation system may not be needed to account for response selection. The actual selection of a response may be the result of the independent activation of different response systems operating in parallel, with the first system reaching a threshold level determining the overt response. This is also consistent with other parallel models of response activation (e.g., Schumacher et al., 1999; Hommel, 1998; Bisiacchi et al., 1994; Hughes, Reuter-Lorenz, Nozawa, & Fendrich, 1994) and recent models of cognitive development (Shrager & Siegler, 1998) .
This parallel view of response activation needs, of course, to be reconciled with other data suggesting the existence of bottlenecks within the information processing system, either at the perceptual (de Jong, 1993) , decision (Pashler, 1984) , or motor levels (Pashler, 1991) . Recent evidence suggests that many of these bottlenecks may not be absolute and constant, but could be modified through practice (e.g., Van Selst, Ruthruff, & Johnston, 1999; Shrager & Siegler, 1998) , strategic manipulations (e.g., Schubert, 1999; Schumacher et al., 1999; Meyer et al., 1995) , or when task conditions or anatomical conditions favor the simultaneous, parallel use of the two brain hemispheres (e.g., Ivry, Franz, Kingstone, & Johnston, 1998; Pashler & O'Brien, 1993) .
A possible way to reconcile these apparently contradictory findings is to hypothesize that, although organized fundamentally in a parallel fashion, the information processing system also contains mechanisms of reciprocal inhibition between competing representations at each of several levels, so that only one of them can be activated above a criterion level at any one time (although multiple subthreshold activation levels can coexist). Many parallel-distributed models incorporate mechanisms of this type (e.g., Cohen & Servan-Schreiber, 1992) , as do some cognitive developmental models (Shrager & Siegler, 1998) . More parametric research is needed to provide data for such a quantitative analysis of the information processing system. In summary, the EROS data indicate simultaneous activation of correct and incorrect responses in conflict conditions generated by a spatial Stroop task, thus favoring a parallel model of information processing.
METHODS Subjects
Eleven young adults (age range 21±34, 7 females, all right-handed) signed written informed consent and participated in a five-session experiment. The first session was used for practice (the related data are not presented here). Optical (EROS) data were recorded in two of the remaining sessions, and ERPs were recorded in the other two. The order of the EROS and ERP sessions was counterbalanced across subjects.
Task and Stimuli
The subject was seated $60 cm from a computer monitor. The imperative stimulus was a word (``ABOVE'' or``BELOW'', horizontal visual angle %38, vertical visual angle %0.68) presented for 200 msec on the monitor, %28 above or below a fixation point. Subjects were presented 2000 msec before the imperative stimulus with a cue (either the word``POSITION'' or the word`M EANING''), which was also displayed for 200 msec immediately above the fixation cross. The cue indicated which of the two dimensions (POSITION or MEANING) was to be used to classify the upcoming imperative stimulus. The subjects' task was to respond rapidly and accurately to the imperative stimulus by pressing one of two buttons (left-hand and right-hand response). Note that, in this task, conditions are generated in which the two dimensions of the imperative stimulus are either congruent (e.g., the word`A BOVE'' presented above fixation) or incongruent (e.g., the word``ABOVE'' presented below fixation), and that these conditions are randomly intermixed.
ERP Recording
The electroencephalogram (EEG) was recorded from a 55-electrode montage, using a 0.01±35 Hz band pass. This montage was obtained over two sessions, with 29 EEG electrode locations used in each session (three locations, Fz, Cz, and Pz, were repeated across sessions for reliability check). However, for reasons of space, we will only present here data from two recording locations, C3 and C4, which are the standard locations used for recording the LRP. An average-mastoid reference was obtained off-line. Vertical and horizontal EOG was also recorded in each session, and ocular artifacts were corrected using a procedure described by Gratton, Coles, and Donchin (1983) . The EEG and EOG data were digitized at 100 Hz for 3400 msec starting 100 msec before the cue (2100 msec before the imperative stimulus). Trials with large artifacts (range of activity exceeding 200 mV) were discarded before further analysis. Response-related averages (i.e., computed after aligning individual trials on the basis of the RT for that trial) were then computed, separately for each subject, electrode, and experimental condition, using only trials in which the subject's response was correct. LRP waveforms were computed for each subject, task (position vs. meaning) and congruency (congruent vs. incongruent) condition using the C3 and C4 electrode pair. The LRP was computed by subtracting the average ERP obtained from the ipsilateral electrode (C3 in case of left responses and C4 in case of right responses) from the ERP obtained from the contralateral electrode, and then averaging the difference waveforms obtained in case of left and right responses (see Gratton et al., 1988 ). An interval between 1100 and 700 msec before the response was used for the computation of the baseline period.
Optical Recording
The EROS data were recorded using a 16-channel OMNIA 1 pulse-oxymeter manufactured by ISS (Champaign, IL). We used 12 sources and two detectors (four of the sources were used for both detectors). The sources were 0.4-mm optic fibers carrying light produced by laser diodes (light wavelength: 750 nm; power: $1 mW), whose intensity was modulated at 110 MHz. The detectors were 3-mm fiber optic bundles carrying light to two photomultiplier tubes (PMTs). The PMTs were fed with a 110.005-MHz alternating current. The different frequencies fed to the sources and detectors generated a 5-kHz heterodyning (or beating) frequency that was used for conducting the measurements.
The PMT output current was sampled at 40 kHz, and the result submitted to FFT. Since eight sources were used for each detector, the sources were multiplexed to avoid cross-talk, with the power on for 5 msec (and off for 35 msec) for each source, in turn, thus providing an effective sampling rate of 40 msec (25 Hz) per channel. Three values were available for each data point and channel: DC intensity, phase, and amplitude at the heterodyning frequency (5 kHz). Phase measures are preferable to amplitude measures in the study of brain function because they are less sensitive to superficial effects that produce large artifacts in the intensity data and are, therefore, presented here. The optical data were recorded continuously during a trial block.
Two interleaved montages were used in the optical sessions (see Figure 8) . In each montage, there were 12 sources arranged in three longitudinal rows. The four sources in each row were placed at 8 mm from each other, so that the most anterior sources were located approximately 4 mm behind the vertex, and the most posterior sources were located approximately 28 mm behind the vertex. In the first montage, the source rows were located approximately 45 mm to the left of midline, 5 mm to left of midline, and 35 mm to the right of midline; in the second montage, the source rows were located approximately 35 mm to the left of midline, 5 mm to right of midline, and 45 mm to the right of midline. In the first montage, the detectors were located approximately 25 mm to the left of midline and 15 mm to the right of midline, both 16 mm behind the vertex; in the second montage, the detectors were located approximately15 mm to the left of midline and 25 mm to the right of midline, also both 16 mm behind the vertex. By considering the middle locations between each source±detector pair, these montages yielded an 8 (left to right) Â 4 (front to back) grid of recording locations, which mapped a strip extending from 35 mm to the left to 35 mm to the right of midline, and from 10 to 22 mm behind the vertex. The source±detector distances averaged around 21 mm, which can be expected to provide measurements for a depth of around 10±15 mm (Gratton, Maier, Fabiani, Mantulin, & Gratton, 1994; Gratton et al., 2000) . However, the distances were significantly shorter for the source±detector pairs with sources located 12 and 20 mm behind the vertex than for those with sources located 4 and 28 mm behind the vertex. Since the noise level of optical data is greatly affected by the source±detector distance (because the light reaching the detectors decreases by $8 times for each centimeter increase in this distance), the statistical analysis was based on data obtained using sources located 12 and 20 mm behind the vertex. Given the average surface projection of the central sulcus, we can expect the measurement to reflect activity in a brain area including portions of the precentral and postcentral gyri of each hemisphere, including areas typically associated with the control of hand movements (Bocker et al., 1994) .
The pulsation artifact was corrected using a procedure described by . The data were then segmented into epochs lasting 2000 msec, beginning 1100 msec before the response. An interval between 1100 and 700 msec before the response was used as baseline. Optical data with large artifacts (defined as variations in phase exceeding 20 degrees) were discarded from the analysis (<5% of the trials). The optical data were then averaged separately for each subject, channel, stimulus (task Â congruence), and response (left vs. right) condition. Since the level of noise varied quite substantially between channels, the phase data were standardized by dividing them for the standard error across trials computed separately for each experimental condition (stimulus type by response side) and subject. However, raw (nonstandardized) data are also presented to provide information about the absolute amplitude of the effects.
