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RESUMEN  
 
Esta investigación aborda el problema de agrupación de clientes en zonas urbanas 
sobre una red de transporte con atributos dependientes del tiempo. Es decir, los 
tiempos de viajes entre los nodos de la red varían. Se formula un modelo de 
programación lineal entera mixta para el problema de agrupación de clientes 
dependiente del tiempo, el cual permite agrupar clientes minimizando el tiempo de 
viaje entre cliente y, a la vez, reducir el número de clúster formados, considerando la 
variación de velocidad, restricción de capacidad y de tiempo máximo de atención. 
Dada la complejidad del problema, el modelo propuesto permite resolver óptimamente 
instancias pequeñas. La metodología propuesta permite la ayuda en la toma de 
decisiones para empresas de distribución de última milla, identificando qué clientes 
abastecer con cada vehículo, en qué hora abastecerlos, qué depósitos utilizar y qué 
tamaño de la flota considerar. Además, permite demostrar que, en una red dependiente 
del tiempo, es relevante el nodo de origen de los clúster y la hora en la que son 
atendidos los clientes, cuando se busca reducir los costos operacionales y cumplir el 
nivel de servicio.  
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I. INTRODUCCIÓN  
 
El transporte de carga urbano es una pieza fundamental en el progreso y desarrollo de 
las ciudades en todo el mundo, permitiendo el abastecimiento de las diferentes 
actividades comerciales y personales, generando así la transacción y consumo de 
bienes y servicios. En este proceso, las empresas de transporte y distribución de carga 
en zonas urbanas buscan entregar sus productos y servicios maximizando sus 
utilidades bajo estándares de niveles de servicio previamente establecidos.  
Para ello, las empresas son cada vez más conscientes de la necesidad de entender y 
considerar en sus procesos las condiciones del entorno en donde se realizan las 
actividades de distribución, el cual no sólo presenta demandas cada vez más 
atomizadas y personalizadas, y condiciones de producción/distribución basadas en 
bajos inventarios y entregas a tiempo, sino también condiciones de operación sobre la 
ciudad que son variables en el tiempo, tales como la velocidad de desplazamiento 
sobre la red vial.  
Además, el transporte urbano de carga presente en grandes ciudades se enfrentan a 
externalidades, principalmente la congestión vehicular y emisiones de contaminantes 
atmosféricos. La red vial de una zona urbana presenta una variación importante en la 
velocidad de operación. 
En este escenario, se ven afectados principalmente los costos de operación. Estos 
costos representan aproximadamente un 49% de los costos logísticos de una empresa. 
 
En muchas ocasiones las empresas de transporte de carga agrupan a los clientes en 
base a alguna característica que tengan en común o la distancia que existe entre ellos. 
En general, esta agrupación se realiza por medio de una inspección visual o 
herramientas básicas y sencillas de agrupación, generando así una solución factible, 
pero no óptima.  
 
Existen numerosas metodologías de agrupación de clientes, que han sido estudiadas y 
modificadas en las últimas décadas. Algunos ejemplos son el algoritmo de barrido, k-
media, algoritmo de pétalos, entre otros.  
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Sin embargo, la velocidad de operación sobre los arcos de la red variables en el 
tiempo, no ha sido considerada en las investigaciones sobre la agrupación de clientes. 
La información temporal generalmente se considera en el ruteo vehicular, pero se 
ignora en el proceso de agrupamiento (Qi, Lin, Li, & Miao, 2012).  
Existen algunas investigaciones que proponen métodos agrupación de clientes que 
consideran la velocidad de operación, para satisfacer las restricciones de ventanas de 
tiempo de los clientes. En estos métodos, además de la distancia espacial, consideran 
una distancia temporal entre clientes. Si bien, incluyen los tiempos de viaje en la red, 
utilizan una velocidad de operación constante.  
 
En esta investigación se propone una metodología para abordar el problema de 
clusterización de clientes dependiente del tiempo, con el objetivo de minimizar el 
tiempo total de atención de los clientes y el número de clústers formados, considerando 
la variabilidad del sistema, restricciones de capacidad de los vehículos y de tiempo 
máximo de atención.  
La red de transporte presenta una velocidad de operación variable en distintos periodos 
del día. Por ende, los tiempos de viaje dependen del tiempo. Se divide el horizonte de 
planificación en n periodos de igual duración, donde cada arco de la red tiene asociado 
una velocidad de operación para cada periodo. La función de velocidad se traduce a 
una función de tiempo de viaje que satisface el principio FIFO (Dabia, Ropke, van 
Woensel, & De Kok, 2013). El modelo propuesto permite realizar un análisis de los 
distintos grupos de clientes formados durante los periodos del día, para poder 
determinar qué clientes y en qué momento visitar, para minimizar los costos de 
operación. Además, permite facilitar la correcta elección de una flota de vehículos. 
 
I.1. Objetivo general  
Desarrollar una metodología para resolver el problema de agrupación de clientes en 
redes con atributos variables en el tiempo, minimizando el número de clústers 
formados y el tiempo de viaje entre nodos de un mismo clúster.  
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I.1.1. Objetivos específicos  
 Establecer el estado del arte para abordar el problema propuesto, determinando 
el aporte de la investigación. 
 Formular un modelo matemático que permita resolver el problema de 
agrupación de clientes, considerando distancias dependientes del tiempo. 
 Testear la metodología propuesta y analizar la validez de los resultados 
alcanzados. 
 
I.2. Hipótesis  
 La consideración de atributos de la red variables en el tiempo, para el problema 
de cluterización de clientes, permite una representación realista del uso de la 
capacidad de la flota de transporte disponible y del cumplimiento de los niveles 
de servicio a los clientes en los distintos períodos del día.  
 
El resto del documento se organiza de la siguiente manera. En el capítulo 2 se realiza 
una revisión de literatura relacionada con esta investigación. En el capítulo 3 se 
presenta la metodología propuesta para abordar el problema. En el capítulo 4 se 
implementa la metodología propuesta sobre la zona sur de Santiago, Chile, y se 
analizan los resultados obtenidos. Finalmente, en el capítulo 5 se expone las 
conclusiones de la metodología propuesta y futuras investigaciones.  
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II. REVISIÓN DE LA LITERATURA 
 
La mayoría de los problemas logísticos asociados a empresas de distribución de 
productos masivos, tales como el retail o empresas de mensajería, consideran cientos 
o miles de clientes que deben ser atendidos en el tiempo a través de una flota 
disponible. Una forma de abordar este problema es utilizar metodologías que primero 
agrupan a los clientes en base a algunas características, y luego resuelven el problema 
de entrega/recolección para cada grupo de clientes.  
 
(Gillett & Miller, 1974) quizás son los primeros autores de adoptan el método de 
cluster-first y route-second. Proponen el algoritmo de barrido para la agrupación de 
cliente para resolver problemas de despacho de vehículos con restricciones de carga y 
distancia para cada vehículo. Este algoritmo divide los clientes en una serie  de rutas 
y luego opera en las rutas individuales.  
El algoritmo de barrido se testeó para resolver problemas de despacho de vehículos 
donde el número de clientes variaba de 10 a 250. El tiempo para resolver un problema 
dado tiene relación directa con el número de rutas y el número de clientes por ruta.  
 
Con un desarrollo muy distinto pero buscando el mismo objetivo, (Fisher & Jaikumar, 
1981) presentan una heurística de asignación generalizada para el problema de rutas 
de vehículos, obteniendo una asignación factible de clientes a vehículos. La heurística 
comienza con un conjunto de clientes semillas asignados a los vehículos. Luego, se 
asignan nuevos clientes a vehículos. Se establece el costo de insertar un cliente en la 
ruta del vehículo que viaja desde el depósito. Los clientes semillas pueden ser 
seleccionados por una regla automática o por un planificador que tiene la 
responsabilidad de operar el sistema de ruteo computarizado y de implementar su 
salida.  
 
Otro de los más utilizados métodos de agrupación es el de (Ryan, Hjorring, & Glover, 
1993) quienes introducen un procedimiento de agrupación de pétalos. Primero, se 
ordenan los puntos de entrega radialmente alrededor del depósito. Cada subconjunto 
radialmente contiguo tomado de este ordenamiento es un pétalo.  
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Este método se puede utilizar para producir una solución factible. Todo lo que se 
requiere es reordenar las entregas en un orden cíclico no radial antes de aplicar el 
esquema de generación de pétalos.  
 
(Bramel & Simchi-Levi, 1995) presentan una heurística basada en localización (LHB 
por sus siglas en inglés) para resolver problemas de ruteo. La heurística se basa en un 
problema de ubicación llamado comúnmente “problema de localización del 
concentrado capacitado” (CCLP por sus siglas en ingles). La solución obtenida con 
CCLP, luego es transformada en una solución para el problema de ruteo. La heurística 
basada en la localización consta de tres fases; (i) generar conjuntos semillas y definir 
datos, (ii) resolver el CCLP con los datos definidos en la fase l y (iii) transforma la 
solución obtenida con el CCLP en una solución al problema de ruteo.  
 
(Lucasius, Dane, & Kateman, 1993) presenta un enfoque novedoso para el problema 
de la agrupación k-medoid de grandes conjuntos de datos. Introducen un algoritmo 
genético para la agrupación de particiones, llamado GCA. En cualquier etapa de 
ejecución de un algoritmo genético, normalmente se realiza un seguimiento de la 
mejor solución candidata encontrada hasta el momento y, una vez terminada, se 
muestra la mejor solución candidata encontrada. En general, GCA logra encontrar 
soluciones aceptables en un tiempo razonable.  
 
Para resolver el problema de ruteo de vehículos de múltiples depósitos (MDVRP por 
sus siglas en inglés) a gran escala, (Tu, Fang, Li, Shaw, & Chen, 2014) presentan una 
metaheurística basada en polígonos de Voronoi, para generar una agrupación simple. 
La primera fase es construir una solución inicial. Se genera un diagrama de Voronoi 
de dos niveles para dividir a los clientes en grupos servidos por diferentes depósitos. 
La segunda fase es mejorar la solución mediante la modificación de la asignación y 
las estrategias de búsqueda local. La heurística propuesta resuelve eficientemente 
instancias del problema de ruteo vehicular de múltiples depósitos a gran escala con 
hasta 20.000 clientes.  
 
Si bien, los algoritmos y heurísticas mencionadas son muy útiles al momento de 
agrupar clientes para reducir la carga computacional y planificar la logística de una 
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empresa, estos métodos elementales no consideran atributos variables en el tiempo, 
como la variación del tiempo de viaje de un cliente a otro o el tiempo de servicio en 
cada parada.  
 
Existen algunas investigaciones que han considerado atributos variables en el tiempo 
en la agrupación previa para resolver un problema de ruteo vehicular con ventanas de 
tiempo. (Dondo & Cerdá, 2007) buscan reducir la gran cantidad de datos 
computacional para un problema de ruteo vehicular con ventanas de tiempo (VRPTW 
por sus siglas en inglés), reemplazando los nodos de clientes por clúster de cliente. 
Proponen un enfoque híbrido de tres etapas:  
Etapa 1: identificar un conjunto de clúster factibles que incluyan todos los nodos. Un 
clúster factible significa que; (a) la carga del clúster debe asignarse solo a un vehículo, 
(b) existe una ruta que conecta a los nodos en el clúster que satisface todas las 
limitaciones de ventana de tiempo, (c) el tiempo de espera del vehículo debido a 
llegadas anticipadas a los clientes debe ser el menor posible y (d) la suma de las 
distancias asignadas a un vehículo debe ser baja.  
Etapa 2: asignar clúster a vehículos y luego secuenciar aquellos en el mismo recorrido 
resolviendo una versión compacta del problema lineal entero mixto (MILP por sus 
siglas en ingles). 
Etapa 3: ordenar los nodos dentro de los clúster y programar las horas de inicio del 
servicio de los clientes para cada recorrido.  
El algoritmo de agrupamiento propuesto por (Dondo & Cerdá, 2007) obtuvo buenos 
resultados. Explota las restricciones de ventana de tiempo para generar clústeres 
factibles incluso para problemas que tienen ubicaciones de clientes generadas 
uniforme y aleatoriamente sobre una zona. Si bien, logra incluir el tiempo de viaje 
entre los clientes en su modelo, no considera que la velocidad operación varía durante 
el día, por ende, los tiempos de viaje también varían.  
 
(Qi et al., 2012) también aborda el VRPTW a gran escala. Propone un enfoque 
alternativo basado en la agrupación espacio-temporal. Considerando conjuntamente la 
información temporal y espacial para el ruteo del vehículo. El enfoque para resolver 
el VRPTW se basa medir la distancia espacio-temporal entre los clientes para luego 
utilizar estos datos como entrada de un algoritmo genético desarrollado para la 
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agrupación k-medoid de clientes a gran escala. Esta investigación no considera una 
red dependiente del tiempo, donde las velocidades de operación entre cliente varia en 
un horizonte de tiempo, por efecto, varia la distancia temporal entre los clientes.  
 
Algunas de las diferencias de las investigación de (Dondo & Cerdá, 2007) y (Qi et al., 
2012) son que la segunda, agrupa a los clientes según un modelo de optimización en 
lugar de un algoritmo de construcción de rutas, como lo proponen  (Dondo & Cerdá, 
2007). Además, el modelo propuesto por (Qi et al., 2012) puede construir clúster 
mucho más grandes con más de una ruta.  
 
Otra contribución a esta línea de investigación es la de (Tu, Li, Fang, & Zhou, 2015) 
que presentan un enfoque heurístico basado en un diagrama de Voronoi, considerando 
los atributos espacio-temporal de los clientes para problemas de ruteo vehicular con 
ventanas de tiempo a gran escala. La heurística espacio-temporal basada en el 
diagrama de Voronoi (STVDH por sus siglas en inglés) propuesta acelera el 
procedimiento de búsqueda local. Comienza construyen una solución inicial, sigue 
con la heurística de búsqueda local basada en el vecino Voronoi espacio-temporal para 
mejorar la solución. La condición de detención es una limitación en el número de 
iteraciones. Finalmente, se informa la mejor solución encontrada.   
Así, los autores logran delimitar la búsqueda local basada en el vecino Voronoi 
incluyendo tanto la ubicación de los clientes como los tiempos de viaje y ventanas de 
tiempo, en una distancia denominada espacio-temporal. La distancia temporal 
incluye el promedio de la velocidad de viaje entre clientes.  
 
Estas tres investigaciones han demostrado una gran capacidad para la agrupación de 
clientes considerando los atributos espacial-temporales. Sin embargo, estos algoritmos 
le dan mayor importancia al cumplimiento de las restricciones de ventanas de tiempo 
y los tiempos de viaje entre clientes, que son obtenidos gracias a un velocidad 
promedio y constante, sin considerar la variación de los tiempos de viaje en distintas 
instancias durante el día, o incluso, la variación de los tiempos de viaje en los días.  
En anexos se encuentra mayor detalle de las investigaciones mencionadas. 
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En esta investigación se propone un modelo matemático exacto para el problema de 
cluterización de clientes dependientes del tiempo, donde el objetivo es minimizar el 
tiempo total de atención de los clientes y el número de clúster de clientes a formar 
dadas restricciones de capacidad y tiempo máximo de atención de la flota homogénea 
de vehículos disponibles. Las velocidades de operación varían durante el horizonte de 
planificación, por ende, los tiempos de viajes entre las bodegas y los clientes y entre 
clientes varían, por lo que partir desde una bodega dada a una hora determinada puede 
reducir los tiempos y costos de operación. El modelo propuesto permite realizar un 
análisis de los distintos grupos de clientes formados durante los periodos del día, para 
así, poder determinar qué cliente y a qué hora visitar para minimizar los costos de 
operación. Además, permite facilitar la elección de una flota de vehículos correcta.  
 
III. METODOLOGÍA PROPUESTA  
 
III.1. Descripción del problema  
 
Se considera una amplia zona urbana densamente poblada cuya red de transporte 
presenta atributos variables en el tiempo, principalmente variaciones en la velocidad 
de operación sobre los arcos de la red en diferentes periodos del día. 
La metodología propuesta tiene dos objetivos: (i) minimizar el tiempo de viaje entre 
los clientes asignados a un clúster y (ii) minimizar el número de clúster formados. 
Optimizar ambas funciones por separado, podrían generar soluciones óptimas pero no 
con mucho sentido. Minimizar el tiempo de viaje entre los clientes implica utilizar 
muchos vehículos para abastecer a los clientes en el menor tiempo posible. Sin 
embargo, utiliza de forma ineficiente la capacidad total de los vehículos, provocando 
un aumento en los costos de operación. Por otra parte, minimizar sólo el número de 
clúster, proporciona tiempos de abastecimiento muy elevados. Es por esto que, 
formulamos el problema de agrupación de clientes combinando ambos objetivos.  
 
III.2. Formulación del modelo matemático 
 
Sea un grafo G(N,A) donde N es el conjunto de nodos conformado por el conjunto C 
de clientes y un conjunto D de posibles sitios para habilitar depósitos (bodegas de 
acopio),  (N = C  D) y A el conjunto de arcos bi-direccionales de NxN. 
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Se cuenta con un conjunto de clientes i  C distribuidos sobre una gran zona urbana. 
Cada cliente demanda productos la cual debe ser satisfecha. Para atender a los clientes 
se considera una flota homogénea de vehículos cuyos costos de operación y niveles 
de servicio varían en el tiempo.  
Un día es dividido en P periodos, donde cada periodo p  P corresponde a 15 min.  
(Maden, Eglese, & Black, 2010) sugieren calcular las rutas más cortas cada 15 min, 
con el fin de limitar la carga computacional y los esfuerzos de optimización de la 
memoria. En cada periodo el tiempo de viaje sobre los arcos (i,j)  A varía, por lo que 
un viaje que inicia en un periodo puede terminar en el mismo o en un periodo posterior. 
El objetivo es agrupar clientes en clúster y su asignación a depósitos habilitados desde 
donde son atendidos de tal forma de minimizar los tiempos de viaje entre los clientes 
y el número de clústers formados. Se consideran umbrales máximos de concentración 
de demanda y tiempo de recorrido al interior de cada clúster. Un recorrido inicia en 
una bodega y termina en un cliente, el tiempo de recorrido incluye en tiempo de viaje 
entre los clientes más el tiempo de atención de los clientes.  
Se consideran los siguientes conjuntos, parámetros y variables de decisión. 
 
Conjuntos del modelo  
N        : Conjunto de nodos de la red.  
A        : Conjunto de arcos de la red transformada.  
C        : Conjunto de clientes de la red. 
D        : Conjunto de posibles bodegas a habilitar.  
K         : Conjunto de clúster. 
P         : Conjunto de periodos.  
T         : Destino ficticio.  
 
Parámetros  
𝑐𝑡𝑖𝑗
𝑝
     : Tiempo de viaje sobre el arco (𝑖, 𝑗) ∈ 𝐴 durante el periodo 𝑝 ∈ 𝑃. 
𝑇𝐼𝑝     : Hora de inicio del periodo 𝑝 ∈ 𝑃. 
𝑇𝑇𝑝    : Hora de término del periodo 𝑝 ∈ 𝑃. 
𝑆𝑖        : Tiempo de carga/descarga en el nodo 𝑖 ∈ 𝐶. 
𝑑𝑖        : Demanda del nodo 𝑖 ∈ 𝐶. 
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𝐶𝐴𝑃    : Capacidad máxima del clúster. 
𝑇𝐼𝑀𝐸  : Tiempo máximo de atención. 
𝐻         : Hora de salida desde los depósitos.  
𝛼𝑖         : Parámetro de penalización para cada 𝑓𝑖, número pequeño entre 0-1. 
𝛽         : Parámetro de penalización, número grande. 
 
Variables de decisión   
1 Si se forma el clúster 
0 En otro caso
k
k K
U

 

 
1 Si se habilita en el nodo  una bodega para atender al clúster 
0 En otro caso
k
i
i D k K
W
 
 

  
1     Si el nodo  se asigna al cluster .
0     En otro caso.
k
i
i C k K
X
 
 

  
1     Si en el cluster  se viaja del nodo  al nodo  en el periodo .
0     En otro caso.
kp
ij
k K i N j C p P
Y
   
 

  
 Hora de salida desde el nodo  en el cluster .kjr j N k K      
 
Hemos elegido generar un subconjunto del conjunto de soluciones óptimas, 
normalizando el problema y utilizando el método de ponderación de (Cohon, 2013) 
que consiste en multiplicar cada objetivo i (normalizado, en cada caso) por un 𝛼𝑖 tal 
que, ∑ 𝛼𝑖 = 1𝑖  y luego agregar los objetivos ponderados en una única función 
agregada. Variando los valores de 𝛼𝑖, se genera un conjunto de soluciones óptimas no 
dominadas o Pareto-óptimas. La normalización se logra al restar a la función objetivo 
i su mejor valor posible, 𝑓𝑖
∗, y luego dividirla por (𝑓𝑖
′ − 𝑓𝑖
∗), donde 𝑓𝑖
′ es el peor valor.  
La formulación del modelo propuesto es la siguiente:  
 
            
* *
1 1 2 2
1 2' * ' *
1 1 2 2
Min 
f f f f
f f f f
 
    
   
    
       (1) 
 
Sujeto a:  
            1
( , )
kp p
ij ij
i j A k K p P
f Y ct
  
      (2) 
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            2 k
k K
f U

    (3) 
1                                                                                       ki
i D
W k K

     (4) 
                                                                   ,kp kij i
j C p P
Y W i D k K
 
      (5) 
                                                                                             k ki
i D
W U k K

     (6) 
1                                                                                      ki
k K
X i C

           (7) 
                                                                ,kp kij i
j C p P
Y X i C k K
 
       (8) 
                                                                 ,kp kij j
i N p P
Y X j N k K
 
       (9) 
1                                                                            kpij
j C k K p P
Y i C
  
        (10) 
1                                                                      ,kpij
i N p P
Y j T k K
 
       (11) 
1              , ,k k kp p kpj i j ij ij ij
p P p P
r r S Y ct Y i N j C k K
 
 
           
 
   (12) 
 
 1              , ,k k kp p kpj i j ij ij ij
p P p P
r r S Y ct Y i N j C k K
 
 
           
 
      (13) 
  
                                                            ,k kp pi ij
j N p P
r Y TI i N k K
 
          (14) 
1                             ,k kp p kpi ij ij
j N p P j N p P
r Y TT Y i N k K
   
 
       
 
    (15) 
                                                                         ,k kj jr X j C k K       (16) 
                                                                         ,k ki ir HW i D k K       (17) 
                                                                            ki i
i C
X d CAP k K

       (18) 
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 ,
                                                                 kp pij ij
i j A p P
Y ct TIME k K
 
        (19) 
   , , , 0,1 , , , , ,          k k k kpi l mnU X W Y k K i C l D m n A p P   (20) 
                                                                            ,kjr j N k K
       (21) 
 
La función objetivo (1) minimiza ambos objetivos (2) y (3), el tiempo de viaje entre 
los clientes dentro de cada clúster y el número de clúster a formar, respectivamente.  
La restricción (4) establece que cada clúster debe ser atendido por una única bodega. 
El conjunto (5) indica que desde una bodega habilitada se puede visitar a un solo 
cliente del clúster asignado. El conjunto (6) relaciona las variables de habilitación de 
nodos depósitos y la formación de clúster, minimizando la habilitación de clúster.  El 
conjunto de igualdades (7) señala que cada cliente debe ser asignado a sólo un clúster. 
La restricción en (8) establece que si un cliente es asignado a un clúster, entonces debe 
existir un viaje desde este cliente a otro dentro del mismo clúster. Por su parte, el 
conjunto de desigualdades (9) establece que si el cliente es asignado a un clúster, 
entonces debe existir un viaje a dicho cliente desde otro cliente del mismo clúster. El 
conjunto de restricciones (10) señala que cada cliente es visitado sólo una vez para 
todos los periodos considerados. 
Las restricciones (11) establecen que la secuencia de visita a los clientes de un clúster 
termina en un nodo ficticio partiendo desde el último cliente del clúster visitado.  
El conjunto de restricciones (12)-(17) calculan hora de salida desde cada nodo.  
El conjunto de igualdades (12)- (13) permiten determinar la hora de salida desde un 
nodo considerando la hora de salida del nodo anterior, el tiempo de descarga del nodo 
actual y el tiempo de viaje desde el nodo anterior al nodo actual. Las restricciones (12) 
limita la hora de salida por abajo, mientras que las restricciones (13) limita la hora por 
arriba. Las restricciones (14) y (15) permiten identificar el periodo de utilización de 
cada arco. Así, las restricciones en (14) evalúan el período del arco de acuerdo a la 
hora de inicio del periodo, en cambio el conjunto (15) evalúan el periodo del arco de 
acuerdo a la hora de término del periodo. El conjunto (16) relaciona las variables de 
asignación nodo-clúster y las variables hora de salida-clúster. Por su parte, las 
restricciones (17) relacionan las variables hora de salida-clúster y bodega habilitada-
clúster. (18) establece que la demanda de los clientes asignados a un clúster no puede 
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superar una capacidad máxima establecida CAP, mientras que en (19) se establece que 
el tiempo de viaje dentro de un clúster no puede superar un tiempo máximo 
establecido. Finalmente, las restricciones (20) y (21) indican la naturaleza de las 
variables de decisión. 
 
III.3. Cálculo de rutas mínimas variables en el tiempo 
 
Los tiempos de viaje utilizados en el modelo son obtenidos de un procedimiento previo 
que considera la variación de velocidad sobre los arcos de la red. Es necesario trabajar 
con la función de tiempo de viaje entre los nodos y no con la función de velocidad, ya 
que, esta última no cumple el principio FIFO presente en los problemas de ruteo. Las 
velocidades utilizadas para este cálculo, fueron otorgadas por el Centro de Transporte 
y Logística de la Universidad Andrés Bello (CTL). 
Para el cálculo de ruta mínima entre cada par de nodos de la red en cada uno de los 
períodos considerados fue necesario el uso del Time-Dependent Dijkstra’s algorithm 
propuesto por (Sung, Bell, Seong, & Park, 2000). El algoritmo combina el 
procedimiento de etiqueta permanente con el cálculo del tiempo de viaje en un arco, 
insertando una función que calcula el tiempo de llegada al siguiente nodo de conexión 
del nodo actual. A continuación se describe el algoritmo en base a la versión original.  
 
Time-Dependent Dijkstra’s algorithm 
El algoritmo Dijkstra dependiente del tiempo encuentra el camino más corto desde 
una fuente o nodo de origen a todos los otros nodos de la red. Mantiene una etiqueta 
de tiempo Tiempo_arribo(d(i),(i,j)) con cada nodo, donde Tiempo_arribo(d(i),(i,j)) es 
la hora de llegada al nodo j partiendo desde el nodo i en el tiempo d(i).  
Sea un grafo G(N’,A’) que representa una zona urbana, donde N’ es el conjunto de 
nodos y A’ es el conjunto de arcos. El procedimiento es como sigue: 
 
1. Establecer conjuntos y parámetros necesarios.  
a. Se crean los conjuntos S y U. El conjunto S es inicialmente vacío, a este 
conjunto se le asignarán los nodos con etiqueta permanente. El conjunto U 
contiene a todos los nodos de la red. 
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b. Los parámetros de ruta mínima básicos son; d(i) y pred(i). El parámetro d(i) es 
el tiempo de llegada al nodo i . El parámetro pred(i) corresponde al nodo 
predecesor del nodo i . Adicionalmente a estos parámetros, se establecen los 
parámetros Longitud_arco y Tiempo_arribo, estos parámetros son parte de la 
modificación. Longitud_arco, hace referencia a la longitud del arco que viaje 
del nodo predecesor al nodo actual. Tiempo_arribo corresponde a la hora de 
llegada al nodo actual.  
 
2. Etiquetar de forma permanente. 
a. Un nodo será etiquetado de forma permanente cuando éste sea el siguiente 
nodo de conexión con menor tiempo de viaje.  
     mind i j U d j    
b. Este nodo será eliminado del conjunto U e insertado como nodo con etiqueta 
permanente en el conjunto S.  
 
3. Determinar el periodo.  
a. Para calcular los tiempos de llegada a un nodo y considerando la variación de 
velocidades en los arcos durante el día, es necesario determinar con exactitud 
en qué periodo del día se utilizará el arco actual. Cada periodo k  tiene asociado 
un intervalo de tiempo 1,k kf f  , por lo tanto, el tiempo de viaje d(i) debe estar 
dentro de algún intervalo, es decir:  
 ( , ) ( , ) 1i j k i j kf d i f     
El periodo k que cumpla esta condición, será el periodo en el que se viaje del 
nodo i al nodo j. 
 
4. Calcular la longitud del arco y la hora de llegada.  
a. Como este algoritmo considera la variación de la velocidad de viaje en cada 
arco, la longitud de arco también sufre una pequeña alteración, obteniéndose 
en efecto de la siguiente forma:  
  ( , ) 1_ _ *i j k kLongitud arco Longitud arco v f d i    
b. Por otra parte, el tiempo de llega al nodo j partiendo desde el nodo i en un 
periodo determinado, se obtiene de la siguiente forma: 
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1 ( , )_ _ /k i j kTiempo arribo f Longitud arco v   
 
5. Etiquetar todos los nodos. 
a. Los pasos anteriores deben repetirse hasta que todos los nodos sean etiquetados 
de manera permanente. Quedan el conjunto S con todos los nodos asignados y 
el conjunto U  vacío.  
 
Formalmente, sea G(N,A), donde  1,2,...,N n  es el conjunto de nodos y 
  ,A i j NxN   el conjunto de arcos. Sea l(i,j) la longitud no negativa del arco (i,j). 
Sea   1, , 0,1, 2,..., 1k kf f k V    las zonas horarias divididas por periodos de tiempo 
0 1 2 1... V Vf f f f f     que definen el horizonte de tiempo. Sea vk(i,j) la velocidad 
promedio no negativa en el intervalo de tiempo 1,k kf f   en el arco (i,j). El algoritmo 
Time-Dependent Dijkstra’s se describe a continuación:   
  
16 
 
 
La complejidad computacional del algoritmo Dijkstra modificado es O(n2+nV), donde 
n es la cantidad de nodos y V es el número de periodos definidos en el tiempo (Sung 
et al., 2000).  
 
 
 
Algorithm Modified Dijkstra; 
 Begin 
   : ;  : ;S U N    
    :d i    for each node ;i N   
    : 0d o   and   : 0;pred o    
  while S n  do 
  begin 
   let i U  be a node for which     min : ;d i d j j U     
    : ;S S i    
    : ;U U i    
   for each    ,i j A i  do 
    if       _ , ,d j Arr time d i i j  then 
          : _ , ,d j Arr time d i i j  and 
      : ;pred j i   
  end; 
 end; 
 
Function     _ , , ;Arr time d i i j   
  ,Re _ : ;i js length l   
 let  0,1,2,...,k V  be an index for which      , 1 ,k i j k i jf d i f     
       , 1 ,Re _ : Re _ ;k i j k i js length s length v x f d i     
 while Re _ 0s length   do 
 begin 
 : 1;k k    
       , 1 , ,Re _ : Re _ ;k i j k i j k i js length s length v x f f     
end; 
   1 , ,_ : Re _ / ;k i j k i jArr time f s length v    
Return; 
 
 
 
Figura 1: Time-Dependent Dijkstra's algorithm 
Fuente: (Sung et al., 2000) 
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IV. CASO DE ESTUDIO  
 
La metodología propuesta fue implementada y testeada en la ciudad de Santiago de 
Chile, específicamente en el sector sur de la ciudad, cuyas características se exponen 
a continuación. 
 
IV.2.   Datos experimentales  
 
IV.2.1. Recursos computacionales  
 
Las pruebas y resultados del modelo matemático se obtuvieron en un computador con 
un procesador Intel® Core™ i7-3770 CPU @ 3,40 GHz y 8 Gb de memoria RAM. Se 
modelo en lenguaje AMPL con el software de resolución utilizado fue CPLEX 
12.8.0.0. El sistema operativo utilizado fue Windows 10 Pro de 64 bits, procesador 
x64. 
 
IV.2.2. Red Vial  
La red vial utilizada corresponde a la zona sur de la ciudad de Santiago de Chile. Esta 
red está formada por un conjunto de 274 nodos definidos por intersección de calles, y 
un conjunto de 689 arcos los cuales representan segmentos de calles entre dos 
intersecciones. Cada cliente es asignado al nodo de la red más cercano (los cuales 
llamaremos “nodos clientes”), siempre y cuando esta intersección no sea un posible 
depósito.  
Para el presente estudio de caso, se consideran 10 nodos clientes y 10 nodos de 
posibles para habilitar un depósito (ver Figura 2). Cada nodo cliente es representado 
con un punto rojo, y con cuadrados azules los nodos donde se puede habilitar un 
depósito. Cada nodo cliente tiene dos atributos: demanda y tiempo de servicio. Tanto 
la demanda como el tiempo de servicio de un nodo son determinados sumando las 
demandas y los tiempos de servicios  de los clientes asignados a dicho nodo. Los 
tiempos de servicio de cada nodo clientes, corresponde al tiempo de carga/descarga 
de productos en dicho nodo. Estos valores son mostrados en la Tabla 1.  
A la vez, los arcos de la red tienen dos atributos: longitud y velocidad de operación. 
La longitud de los arcos es conocida y fija. Las velocidades de operación son 
conocidas para el transporte de carga para cada día del año y para cada momento del 
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día. En nuestro estudio de caso, se utilizarán las velocidades de solo un día, 
segmentados en periodos de 15 minutos, donde en cada periodo se considera la 
velocidad promedio. El horizonte de planificación de un día los establecemos en 16 
horas, equivalente a 64 períodos de 15 minutos. 
Todos los atributos mencionados son datos compilados por el Centro de Transporte y 
Logística de la Facultad de Ingeniería de la Universidad Andrés Bello, organismo que 
facilitó dicha información para el desarrollo del presente estudio. 
 
 
Figura 2: Red vial zona sur de Santiago 
Fuente: Elaboración propia. 
 
Dadas las velocidades de operación variables en el tiempo sobre la red de transporte, 
se determinaron los tiempos de viaje o desplazamiento de los vehículos de carga sobre 
los arcos de la red para así cumplir con el principio FIFO (Dabia et al., 2013). Para 
esta tarea, se implementó y ejecutó el Time-Dependent Dijkstra’s algorithm expuesto 
en la sección III.3 sobre la red descrita. Las rutas mínimas son calculadas para cada 
periodo y entre cada par de nodos, así se obtiene el tiempo de viaje entre cada nodo de 
la red para cada periodo considerado.  
Nodos 
Demanda 
(pallet) 
Tiempo de servicio 
(minutos) 
32551 0,27 7 
33151 2,11 10 
33432 1,92 9 
33801 2,18 10 
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33861 0,42 9 
42371 1,76 5 
42401 0,94 7 
43681 1,46 6 
53302 0,94 8 
561613 1,96 9 
Tabla 1: Demanda y tiempo de servicio nodos clientes. 
Fuente: Elaboración propia. 
 
IV.2.4. Clúster  
 
Los clúster no tienen restricción de número de clientes asignados. Sin embargo, sí 
existen restricciones sobre el máximo tiempo de atención (TIME) de los clientes dentro 
de un clúster y la máxima demanda contenida en un clúster, la cual no puede superar 
la capacidad de carga de un vehículo (CAP).   
Para este estudio de caso, hemos considerado TIME = 2 horas, dentro de un horizonte 
de planificación de 16 horas, partiendo a las 6:00 hrs. y terminando a las 22:00 hrs. 
Por su parte, se asume CAP = 10 pallet, equivalente a la capacidad de un vehículo. 
 
IV.2.5. Periodos  
 
Esta investigación incluye el efecto de la congestión y dificultades en el 
desplazamiento sobre los arcos de la red por medio de un perfil de velocidad. Este 
perfil de velocidad muestra cómo la velocidad de operación varía a lo largo de un día 
para cada arco individual. La función de velocidad se traduce en una función de tiempo 
de viaje que satisface el principio FIFO. La Figura 3 muestra un perfil de velocidad y 
la función de tiempo de viaje correspondiente en algunos arcos. El gráfico del perfil 
de velocidad muestra la velocidad esperada en el arco (i,j) en un punto dado en el 
tiempo, mientras que el gráfico de la función de tiempo de viaje muestra el tiempo 
esperado para viajar de i a j en una hora de partida dada del nodo i (Dabia et al., 2013).  
 
Figura 3: Función de velocidad y tiempo de viaje 
Fuente : (Dabia et al., 2013). 
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El horizonte de planificación es de 16 horas, dividido en 64 periodos horarios de 15 
minutos de duración. En cada una de estos periodos se tiene un tiempo de viaje 
constante. 
 
IV.3.   Análisis de comportamiento del modelo  
 
El problema descrito en esta investigación corresponde a un problema NP-hard (Dabia 
et al., 2013) que difícilmente resuelve instancias mayores a 25 clientes mediante el 
uso de un PC como el utilizado en este trabajo. Para testear el modelo propuesto, se 
hará uso de un conjunto de datos de 20 nodos: 10 nodos factibles para habilitar un 
depósito, y 10 nodos clientes.  
 
Para realizar un análisis completo del comportamiento del modelo, se realizan tres 
tipos de pruebas al variar:  
(i) Ponderaciones de los objetivos,  
(ii) Hora de salida desde la bodega, y  
(iii) Capacidad de los vehículos.  
 
IV.3.1. Comportamiento según variación de ponderación  
 
Analizamos los resultados alcanzados al variar las ponderaciones de los objetivos, o 
nivel de importancia asignado al logro de cada objetivo. La meta está en realizar un 
análisis de la importancia de cada objetivo sobre la solución óptima alcanzada. Las 
ponderaciones α1 y α2 varían entre 0,1 a 0,9, con α1 + α2 = 1 y αi  0.  
Se consideran los siguientes datos:  
 El conjunto de depósitos D = {1,…,10}.  
 El conjunto de clientes C = {1,…,10}.  
 K = {1,…,10}. 
 CAP = 10 pallet. 
 La hora de salida de los depósitos es a las 10:00 hrs. 
 TIME = 2 horas. Es decir, se consideran 8 periodos de 15 minutos.  
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Los resultados obtenidos se muestran en la Tabla 2, donde: 
 α1 y α2: ponderación de la función 1 y 2 en la función objetivo, 
respectivamente. 
 P-H: Hora promedio de atención dentro de cada clúster. 
 P-T: Tiempo promedio de atención dentro de los clúster, en minutos. 
 P-D: Promedio de demanda, en pallet, abastecida por cada vehículo.  
 P-C: Porcentaje de capacidad utiliza de cada vehículo.  
 
𝜶𝟏 𝜶𝟐 
f1 (Mínimo 
Tiempo de viaje) 
f2 (Mínimo 
n° de clúster) 
Tiempo de 
CPU (seg) 
P-H P-T P-D P-C 
0,001 0,999 70,291 2 26.480 11:15:09 75,146 6,98 69,8% 
0,1 0,9 70,291 2 2.880 11:15:09 75,146 6,98 69,8% 
0,2 0,8 70,291 2 3.209 11:15:09 75,146 6,98 69,8% 
0,3 0,7 70,291 2 2.199 11:15:09 75,146 6,98 69,8% 
0,4 0,6 70,291 2 2.493 11:15:09 75,146 6,98 69,8% 
0,5 0,5 70,291 2 1.061 11:15:09 75,146 6,98 69,8% 
0,6 0,4 64,521 3 121 10:48:10 48,174 4,65 46,5% 
0,7 0,3 55,795 5 81 10:27:10 27,159 2,79 27,9% 
0,8 0,2 51,181 7 22 10:18:44 18,740 1,99 19,9% 
0,9 0,1 51,181 7 6 10:18:44 18,740 1,99 19,9% 
0,999 0,001 49,583 8 11 10:16:12 16,197 1,75 17,5% 
Tabla 2: Resultados para cada ponderación. 
Fuente: Elaboración propia. 
 
La Tabla 2 muestra el conjunto de soluciones óptimas obtenidas, que podrían ser de 
utilidad al momento de tomar una decisión. Los valores obtenidos para f1 varían de 
70,291 a 49,583 minutos, mientras que los valores obtenidos para f2 varían de 2 a 8 
clúster formados. Es evidente la relación que existe entre los clúster formados (f2) y el 
tiempo de viaje entre los clientes (f1), mientras más clúster formados menor será el 
tiempo de viaje entre los clientes, y al contrario, mientras menor sea el número de 
clúster mayor será el tiempo de viaje entre los clientes.  
Es importante analizar el tiempo promedio de atención dentro de los clústers formados 
y la capacidad promedio utilizada de los vehículos. Mientras más importancia se le dé 
a la minimización del tiempo de viaje (f1), menor será el tiempo promedio de atención 
de los clientes dentro del clúster, pero esto implica una ineficiente utilización de la 
capacidad total del vehículo. Por ejemplo, para α1= 0,9, el tiempo promedio de 
atención dentro de los clúster es de 18,74 minutos, mientras que la capacidad promedio 
utilizada de los vehículos es del 19,9%. Por otro lado, si el objetivo mayor es disminuir 
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el número de clúster formados (f2), obtendremos mayor eficiencia en la utilización de 
capacidad del vehículo, lo que podría reducir los costos de operación, pero se 
obtendrían mayores tiempos de atención de los clientes. Por ejemplo, para α1= 0,1 la 
capacidad promedio utilizada es de un 69,8%, mientras que el tiempo promedio de 
atención dentro de los clúster es de 75,146 minutos. Sin embargo, estos tiempos nunca 
superan el tiempo máximo de operación.  
Analizar la diferencia de los extremos puede servir como guía a una correcta decisión. 
En el primer extremo, se tienen valores de f1 = 70,291 minutos y de f2 = 2 clúster 
formados, mientras que para el segundo extremo, se tienen valores de 49,583 minutos 
para f1 y 8 clúster formados para  f2. La diferencia de ambos casos para f1 es de 20,708 
minutos y para f2 es de 6 clúster formados, lo que significa que: tomar una decisión en 
base a los tiempos de viaje implica incluir 6 vehículos a la flota original, mientras que, 
tomar una decisión en base a la disminución de la formación de clúster, implica una 
aumento de 21 minutos en los tiempos de viaje, aproximadamente. La primera opción 
podría significar un costo de operación muy superior a la segunda opción.  
 
En cuanto al tiempo de resolución, es importante notar la complejidad de considerar 
la función f2. Mientras mayor ponderación tiene esta función en la función objetivo, 
más tiempo de procesamiento se requiera para la obtención de una solución óptima. 
La Figura 4 muestra la curva de Parteo obtenida. Cada punto representa el grupo de 
clúster óptimos expuesto en la Tabla 2.  
 
Figura 4: Soluciones óptimas para cada ponderación. 
Fuente: Elaboración propia. 
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IV.3.2. Comportamiento durante un día    
 
Se realizaron pruebas para ver el comportamiento del modelo en el horizonte de 
planificación. El objetivo es verificar resultados lógicos y realizar un análisis de las 
distintas agrupaciones que se generan según la hora del día en qué se sale de los 
depósitos.  
Este análisis comienza con la siguiente instancia:  
 El conjunto de depósitos D = {1,…,10}.  
 El conjunto de clientes C = {1,…,10}.  
 K = {1,…,10}. 
 CAP = 10 pallet. 
 La hora de salida de los depósitos es a las 06:00 hrs. 
 TIME = 2 horas. Es decir, se consideran 8 periodos de 15 minutos.  
 
Las pruebas se realizan manteniendo todos los datos anteriores excepto la hora de 
salida. Se cambia la hora de salida desde los depósitos cada 2 horas, es decir, se 
obtienen resultados comenzando de los depósitos a las 6:00, 8:00, 10:00, 12:00, 14:00, 
16:00, 18:00, 20:00 y 22:00. Los resultados obtenidos se muestran en la Tabla 3, donde 
cada columna representa:  
 α1 y α2: ponderación de la función 1 y 2 en la función objetivo, 
respectivamente. 
 P-H: hora promedio de atención dentro de cada clúster. 
 P-T: tiempo promedio de atención dentro de los clúster, en minutos. 
 P-D: promedio de demanda, en pallet, abastecida por cada vehículo.  
 P-C: porcentaje de capacidad utiliza de cada vehículo.  
 
Hora de 
salida de 
los 
depósitos 
𝜶𝟏 𝜶𝟐 
f1 
(Mínimo 
Tiempo 
de viaje) 
f2 
(Mínimo 
n° de 
clúster) 
Valor 
función 
objetivo 
P-H P-T P-D P-C 
6:00 
0,001-0,5 0,999-0,5 60,911 2 0,0003 07:10:27 70,456 6,98 69,80% 
0.6-0.7 0,4-0,3 55,151 3 0,1846 06:45:03 45,050 4,653 46,53% 
0,8 0,2 49,472 5 0,1648 06:25:54 25,894 2,792 27,92% 
0,9 0,1 46,235 7 0,0969 06:18:02 18,034 1,994 19,94% 
0,999 0,001 45,495 8 0,0010 06:13:19 13,315 1,745 17,45% 
8:00 0,001-0,5 0,999-0,5 72,289 2 0,0005 09:16:09 76,145 6,98 69,80% 
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0,6 0,4 65,225 3 0,3077 08:48:24 48,408 4,653 46,53% 
0.7-0.8 0,3-0,2 55,27 5 0,2884 08:27:02 27,041 2,792 27,92% 
0,9 0,1 51,771 7 0,1983 08:18:50 18,825 1,994 19,94% 
0,999 0,001 51,292 9 0,1191 08:14:35 14,588 1,551 15,51% 
10:00 
0,001-0,5 0,999-0,5 70,291 2 0,0005 11:15:09 75,146 6,98 69,80% 
0,6 0,4 64,521 3 0,2991 10:48:10 48,174 4,653 46,53% 
0,7 0,3 55,795 5 0,2968 10:27:10 27,159 2,792 27,92% 
0,8-0,9 0,2-0,1 51,181 7 0,2593 10:18:44 18,740 1,994 19,94% 
0,999 0,001 49,583 8 0,0842 10:16:12 16,197 1,745 17,45% 
12:00 
0,001-0,5 0,999-0,5 66,292 2 0,0004 13:13:09 73,146 6,98 69,80% 
0,6 0,4 59,803 3 0,2415 12:46:36 46,601 4,653 46,53% 
0,7 0,3 55,71 4 0,2456 12:33:56 33,928 3,49 34,90% 
0,8 0,2 52,789 5 0,2188 12:26:33 26,558 2,792 27,92% 
0,9 0,1 50,745 6 0,1629 12:19:15 19,245 2,327 23,27% 
0,999 0,001 49,041 8 0,0731 12:16:08 16,130 1,745 17,45% 
14:00 
0,001-0,5 0,999-0,5 70,322 2 0,0005 15:15:10 75,161 6,98 69,80% 
0,6 0,4 64,25 3 0,2958 14:48:05 48,083 4,653 46,53% 
0,7 0,3 54,386 5 0,2767 14:26:53 26,877 2,792 27,92% 
0,8 0,2 52,058 6 0,2402 14:21:57 21,957 2,327 23,27% 
0,9-0,999 0,1-0,001 50,154 7 0,1687 14:18:36 18,593 1,994 19,94% 
16:00 
0,001-0,5 0,999-0,5 68,848 2 0,0005 17:14:25 74,424 6,98 69,80% 
0,6 0,4 63,09 3 0,2816 16:47:42 47,697 4.653 46,53% 
0,7 0,3 58,465 4 0,2849 16:34:37 34,616 3,49 34,90% 
0,8 0,2 53,997 6 0,2718 16:22:20 22,333 2,327 23,27% 
0,9 0,1 52,387 7 0,2096 16:18:55 18,912 1,994 19,94% 
0,999 0,001 51,606 8 0,1253 16:16:27 16,451 1,745 17,45% 
18:00 
0,001-0,5 0,999-0,5 71,272 2 0,0005 19:15:38 75,636 6,98 69,80% 
0,6-0,7 0,4-0,3 59,265 4 0,3016 18:34:49 34,816 3,49 34,90% 
0,8-0,9 0,2-0,1 53,596 6 0,2653 18:22:16 22,266 2,327 23,27% 
0,999 0,001 53,345 8 0,1607 18:16:40 16,668 1,746 17,46% 
20:00 
0,001-0,5 0,999-0,5 70,085 2 0,0005 21:15:03 75,043 6,98 69,80% 
0,6 0,4 64,563 3 0,2996 20:48:11 48,188 4,653 46,53% 
0,7 0,3 55,73 5 0,2959 20:27:09 27,146 2,792 27,92% 
0,8 0,2 53,55 6 0,2645 20:22:15 22,258 2,327 23,27% 
0,9 0,1 51,512 7 0,1936 20:18:47 18,787 1,994 19,94% 
0,999 0,001 50,938 8 0,1117 20:16:22 16,367 1,745 17,45% 
22:00 
0,001-0,5 0,999-0,5 64,908 2 0,1431 23:04:54 64,901 6,980 69,80% 
0,6 0,4 58,066 3 0,2679 22:46:01 46,022 4,653 46,53% 
0,7 0,3 54,519 4 0,2572 22:33:36 33,63 3,490 34,90% 
0,8 0,2 52,419 5 0,2271 22:26:29 26,484 2,792 27,92% 
0,9 0,1 51,293 6 0,1776 22:21:53 21,882 2,327 23,27% 
0,999 0,001 50,637 7 0,1055 22:18:40 18,662 1,994 19,94% 
Tabla 3: Resultados para distintas horas del día. 
Fuente: Elaboración propia. 
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Debido a la poca cantidad de clientes sobre la red, resulta complejo realizar una buena 
comparación de los tiempos de viaje, ya que, el total de nodos no genera variaciones 
relevantes en los tiempos de viaje total. De todas formas, se concluye que para 
cualquier valor de α1, abastecer a los clientes partiendo a las 6:00 horas sería la mejor 
opción, ya que, se obtienen menores valores de tiempos de viaje total entre clientes. 
Otras dos horas de salida que presentan mejores tiempos son las 12:00 y las 22:00 hrs. 
Sin embargo, estas dos opciones sólo presentan mejores soluciones para α1= 0,001-
0,5. Para los demás valores de α1, los resultados no son mejores que los resultados de 
las demás instancias. Por otro lado, atender a los clientes a partir de las 8:00 y a las 
18:00 hrs., para todos los valores de α1, se obtendrían mayores tiempos de viaje total 
entre clientes, por lo tanto, serían las peores opciones. 
Notar que una menor brecha entre la mejor y la peor opción cuando α1 es 0,999, donde 
la diferencia entre los tiempos de viaje total entre los clientes al salir de los depósitos 
a las 6:00 y a las 18:00 hrs, es de 7,85 minutos.  En ambos casos, se forman 8 clúster 
y el tiempo promedio de atención de los clientes dentro de los clúster son 13,315 y 
16,668 minutos, respectivamente.  
Cabe mencionar, que podría existir una mejor opción en alguna hora no considerada 
en este análisis.  
Las siguientes figuras muestra la curva de Parteo obtenida gracias a las dos funciones. 
Cada punto representa el grupo de clúster óptimos. 
 
 
Figura 5: f1 v/s f2 H=6:00hrs. 
Fuente: Elaboración propia. 
 
 
Figura 6: f1 v/s f2  H=8:00hrs. 
Fuente: Elaboración propia. 
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Figura 7: f1 v/s f2 H=10:00hrs. 
Fuente: Elaboración propia. 
 
Figura 8: f1 v/s f2 H=12:00hrs. 
Fuente: Elaboración propia. 
 
 
 
Figura 9: f1 v/s f2 H=14:00hrs. 
Fuente: Elaboración propia. 
 
 
Figura 10: f1 v/s f2 H=16:00hrs. 
Fuente: Elaboración propia. 
 
 
 
Figura 11: f1 v/s f2 H=18:00hrs. 
Fuente: Elaboración propia. 
 
Figura 12: f1 v/s f2 H=20:00hrs. 
Fuente: Elaboración propia. 
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Figura 13: f1 v/s f2 H=22:00hrs. 
Fuente: Elaboración propia. 
 
A continuación de muestra una representación gráfica de dos de las soluciones 
obtenidas:  
 
Figura 14: Resultados de H=6:00, 𝜶𝟏=0,1. 
Fuente: Elaboración propia. 
 
 
Figura 15: Resultados de H=6:00, 𝜶𝟏=0,9. 
Fuente: Elaboración propia.
 
Figura 16: Resultados de H=18:00, 𝜶𝟏=0,1. 
Fuente: Elaboración propia. 
 
Figura 17: Resultados de H=18:00, 𝜶𝟏=0,9. 
Fuente: Elaboración propia.
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Con esta representación podemos observar cómo la asignación de los clientes a los 
clúster y las bodegas a habilitar, cambia durante el día. Cuando α1  0,1, la agrupación 
de los clientes es la misma para ambas horas de salida, 6:00 y 18:00hrs. Sin embargo, 
cada agrupación se asigna a distintas bodegas. Esto quiere decir que el tiempo de viaje 
entre nodos y el tiempo de atención de los clientes dentro de cada clúster, dependen 
del lugar de donde se comienzan las visitas.  Por otro lado, cuando α1 = 0,9, es decir, 
tiene mayor ponderación la minimización de los tiempos de viaje, existe mayor 
diferencia en la agrupación de clientes, incluso en el número de clúster formados. 
Además, se habilitan diferentes bodegas en ambas instancias.  
 
En conclusión, para el caso de estudio, la mejor hora para abastecer a los clientes es a 
las 6:00 hrs., para cualquier valor de α1. Todos los resultados obtenidos son óptimos, 
por lo cual, se puede concluir que elegir la bodega y la hora en que se comienza la 
atención de los clientes, tiene un impacto en el tiempo total de atención y los costos 
operacionales cuando la red es dependiente en el tiempo. 
 
IV.3.3. Comportamiento al variar la capacidad de los vehículos  
 
Se realizaron pruebas para ver el comportamiento del modelo al momento de variar el 
tamaño (capacidad CAP) de los vehículos disponibles. Estos experimentos no 
consideraron el límite de tiempo de viaje dentro de cada clúster, ya que esta restricción 
podría limitar la formación de menos clúster.  
Estos experimentos tienen como datos base:  
 El conjunto de depósitos D = {1,…,10}.  
 El conjunto de clientes C = {1,…,10}.  
 K = {1,…,10}. 
 La hora de salida de los depósitos es a las 06:00 hrs. 
 Se consideran 8 periodos de 15 minutos.  
 
Los resultados del experimento base se muestra en la siguiente tabla:  
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𝜶𝟏 𝜶𝟐 
f1 (Mínimo 
Tiempo de viaje) 
f2 (Mínimo n° de 
clúster) 
P-H P-T P-D P-C 
0,001 0,999 60,911 2 07:10:27 70,456 6,98 69,8% 
0,1 0,9 60,911 2 07:10:27 70,456 6,98 69,8% 
0,2 0,8 60,911 2 07:10:27 70,456 6,98 69,8% 
0,3 0,7 60,911 2 07:10:27 70,456 6,98 69,8% 
0,4 0,6 60,911 2 07:10:27 70,456 6,98 69,8% 
0,5 0,5 60,911 2 07:10:27 70,456 6,98 69,8% 
0,6 0,4 55,151 3 06:45:03 45,050 4,65 46,5% 
0,7 0,3 55,151 3 06:45:03 45,050 4,65 46,5% 
0,8 0,2 49,472 5 06:25:54 25,894 2,79 27,9% 
0,9 0,1 46,235 7 06:18:02 18,034 1,99 19,9% 
0,999 0,001 45,495 8 06:13:19 13,315 1,75 17,5% 
Tabla 4: Resultados experimento base al variar capacidad de los vehículos. 
Fuente: Elaboración propia. 
 
Donde cada columna representa:   
 𝛼1 y 𝛼2: ponderación de la función 1 y 2 en la función objetivo, 
respectivamente. 
 P-H: hora promedio de atención dentro de cada clúster. 
 P-T: tiempo promedio de atención dentro de cada clúster, en minutos. 
 P-D: promedio de demanda, en pallet, abastecida por cada vehículo.  
 P-C: porcentaje de capacidad utiliza de cada vehículo.  
 
La primera variación que se realiza para ver el comportamiento es aumentar la 
capacidad de cada vehículo a 20 pallet. La Tabla 5 muestra los resultados obtenidos.  
 
𝜶𝟏 𝜶𝟐 
f1 (Mínimo 
Tiempo de viaje) 
f2 (Mínimo n° 
de clúster) 
P-H P-T P-D P-C 
0,001 0,999 69,285 1 08:29:17 149,285 13,96 69,8% 
0,1 0,9 69,285 1 08:29:17 149,285 13,96 69,8% 
0,2 0,8 69,285 1 08:29:17 149,285 13,96 69,8% 
0,3 0,7 69,285 1 08:29:17 149,285 13,96 69,8% 
0,4 0,6 69,285 1 08:29:17 149,285 13,96 69,8% 
0,5 0,5 60,911 2 07:10:27 70,456 6,98 34,9% 
0,6 0,4 55,151 3 06:45:03 45,050 4,65 23,3% 
0,7 0,3 51,992 4 06:33:00 32,998 3,49 17,5% 
0,8 0,2 49,472 5 06:25:54 25,894 2,79 14,0% 
0,9 0,1 46,235 7 06:18:02 18,034 1,99 10,0% 
0,999 0,001 45,495 8 06:13:19 13,315 1,75 8,7% 
Tabla 5: Resultados experimentos con vehículos de capacidad de 20 pallet. 
Fuente: Elaboración propia. 
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Se puede observar que, cuando el valor de 𝛼1 va de 0,001 a 0,5, al aumentar la 
capacidad de los vehículos de 10 a 20 pallet se requiere formar sólo un clúster, lo que 
equivale a utilizar sólo un vehículo. Al tener una mayor capacidad de los vehículos, 
basta con formar sólo un clúster para atender a todos los clientes. En cambio, al 
considerar una flota de vehículos de capacidad de 10 pallet, se deben utilizar como 
mínimo dos vehículos. Sin embargo, el formar un clúster implica un aumento en el 
tiempo de atención de los clientes dentro del clúster y en el tiempo de viaje entre 
clientes de un 112% y un 14% aproximado, respectivamente. En cuanto a la utilización 
de la capacidad total, si bien los vehículos de capacidad de 20 pallet llevan el doble de 
carga, ambos mantienen el mismo porcentaje de utilización.  
Por otro lado, cuando el valor de 𝛼1 varía de 0,6 a 0,999, el aumento de la capacidad 
no genera mayor cambio en la formación de clúster ni en el tiempo de atención de los 
clientes. Esto ocurre ya que el generar mayor o menor número de clúster tiene poca 
ponderación en la función objetivo final. Sin embargo, la utilización de la capacidad 
total de los vehículos, es más eficiente para vehículos de 10 pallet.   
Con el fin de completar este análisis, se realizan pruebas disminuyendo la capacidad 
de la flota de vehículos a 5 pallet. La Tabla 6 muestra los resultados obtenidos:  
 
𝜶𝟏 𝜶𝟐 
f1 (Mínimo 
Tiempo de viaje) 
f2 (Mínimo n° 
de clúster) 
P-H P-T P-D P-C 
0,001 0,999 61,19 3 06:47:04 47,063 4,65 93,1% 
0,1 0,9 61,19 3 06:47:04 47,063 4,65 93,1% 
0,2 0,8 61,19 3 06:47:04 47,063 4,65 93,1% 
0,3 0,7 61,19 3 06:47:04 47,063 4,65 93,1% 
0,4 0,6 61,19 3 06:47:04 47,063 4,65 93,1% 
0,5 0,5 52,631 4 06:33:09 33,158 3,49 69,8% 
0,6 0,4 52,631 4 06:33:09 33,158 3,49 69,8% 
0,7 0,3 49,472 5 06:25:54 25,894 2,79 55,8% 
0,8 0,2 49,472 5 06:25:54 25,894 2,79 55,8% 
0,9 0,1 46,235 7 06:18:02 18,034 1,99 39,9% 
0,999 0,001 45,495 8 06:13:19 13,315 1,75 34,9% 
Tabla 6: Resultados experimentos con vehículos de capacidad de 5 pallet. 
Fuente: Elaboración propia. 
 
Nuevamente, los resultados obtenidos para las ponderaciones de 𝛼1 entre 0,6 y 0,999, 
no muestran mayores cambios en la formación de clúster y tiempos de atención para 
las distintas capacidades. Al utilizar una flota de vehículos con capacidad de 5 pallet 
y darle mayor ponderación a la minimización de clústers formados, se deben formar 
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como mínimo 3 clúster, lo que implica una disminución en el tiempo de atención 
dentro de cada clúster a diferencia de los dos casos expuesto anteriormente. Una gran 
ventaja que presenta el utilizar una capacidad de 5 pallet, es que se emplea de mejor 
forma la capacidad total de vehículo, lo cual podría producir una eficiencia en los 
costos de operación. Esto ocurre para todos los valores de 𝛼𝑖. 
 
A continuación de muestra una representación gráfica de soluciones obtenidas de las 
instancias con capacidad de 10, 20 y 5 pallet, para ponderación con α1 de 0,4 y 0,8:   
 
 
Figura 18: Resultados con cap=10 pallet, 𝜶𝟏=0,4. 
Fuente: Elaboración propia. 
 
 
Figura 19: Resultados con, cap=10 pallet, 𝜶𝟏=0,8. 
Fuente: Elaboración propia. 
 
 
 
Figura 20: Resultados con cap=20 pallet, 𝜶𝟏=0,4. 
Fuente: Elaboración propia. 
 
 
Figura 21: Resultados con cap=20 pallet, 𝜶𝟏=0,8. 
Fuente: Elaboración propia. 
  
32 
 
 
Figura 22: Resultados con cap=5 pallet, 𝜶𝟏=0,4. 
Fuente: Elaboración propia. 
 
Figura 23: Resultados con cap=5 pallet, 𝜶𝟏=0,8. 
Fuente: Elaboración propia. 
 
 
Con estas representaciones, podemos observar cómo se forman los clúster según la 
capacidad de los vehículos y la ponderación de las funciones objetivos. Cuando 𝛼1 = 
0,4, se obtienen distintas soluciones para las distintas capacidades. Si se dispone de 
vehículos con capacidad de 10 pallet, se deben formar como mínimo 2 clúster. Si la 
capacidad de los vehículos es de 20 pallet, se puede formar sólo un clúster. Se puede 
notar que ambas instancias comparten la habilitación de una bodega. Por último, para 
vehículos con capacidad de 5 pallet, se deben formar como mínimo 3 clúster.   
Como se mencionó anteriormente, cuando los valores de 𝛼1 varían entre 0,6 y 0,999, 
se obtienen resultados similares para todas las capacidades. Como se ve en las gráficas, 
para el caso de 𝛼1 = 0,8 los resultados obtenidos al variar la capacidad los vehículos 
son iguales para todas las instancias. Esto puede ser debido a que se busca minimizar 
con mayor ponderación los tiempos de viaje entre clientes (f1), disminuyendo la 
importancia del número de clúster a formar (f2).  
 
En conclusión, el tiempo de atención de los clientes dentro de un clúster y la utilización 
eficiente de los vehículos, depende fuertemente de la capacidad de la flota disponible. 
Cuando se dispone de una flota con mayor capacidad, será necesario utilizar menos 
vehículos, pero el tiempo de atención de los clientes será mayor. Si se dispone de una 
flota de menor capacidad, será necesario utilizar más vehículos, pero el tiempo de 
atención será significantemente menor.  
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V. CONCLUSIONES  
 
Esta investigación aborda el problema de agrupación de clientes distribuidos en una 
red dependiente del tiempo. Teniendo en cuenta la velocidad variable en el tiempo, lo 
que se traduce a que el tiempo de viaje entre nodos de red, cambia dependiendo de la 
hora en que se realiza el viaje. Se consideran restricciones de capacidad de los 
vehículos y tiempo de máximo de recorrido para cada vehículo. Se propone un modelo 
matemático de asignación de clientes a clúster que tiene dos objetivos; minimizar el 
tiempo de viaje entre nodos de la red y el número de clúster formados.  
Existen algunas investigaciones que buscan incluir el concepto de distancia temporal 
al momento de agrupar clientes. Si bien, consiguen incluir el tiempo en la cluterización 
de clientes, lo hacen con la finalidad de cumplir con la restricción de ventanas de 
tiempo, considerando una velocidad constante durante el día. En cuanto a lo que 
sabemos, en la literatura no existe un modelo exacto de cluterización de clientes que 
considere la velocidad variables durante el día.  
Se realizó una instancia en una zona de Santiago para comprobar el funcionamiento 
del modelo. Debido a que se tienen dos objetivos que están en conflicto entre sí, la 
decisión de ponderación de cada objetivo depende del caso en particular. Si al 
momento de tomar una decisión sobre la agrupación de clientes, nuestro único objetivo 
es utilizar los menos vehículos posibles, se le dará mayor ponderación a la 
minimización del número de clústers, sacrificando los tiempos de viaje. En cambio, si 
nuestro único objetivo es habilitar depósitos más cerca de los clientes para mantener 
menores tiempos de viaje, se le dará mayor importancia a la minimización de los 
tiempos. Cualquiera sea la elección, las agrupaciones formadas cumplen con los 
límites de tiempo, capacidad establecidas y son soluciones óptimas.  
 
Es interesante mencionar cómo el tiempo de atención de los clientes depende de la 
hora de salida de cada bodega y de cada cliente dentro de un clúster. Además, resulta 
interesante observar cómo cambian la distribución y número de bodegas habilitadas 
durante el horizonte de planificación. Podemos concluir que si es relevante el nodo de 
origen de los clúster y la hora en la que se comenzará la atención de los clientes, 
quedando en evidencia al analizar los clústers formadas en distintas horas del día, 
horas punta y fuera punta. Además, se demuestra que el incorporar atributos de la red 
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variables en el tiempo, permite una mejor utilización de la flota de transporte y el 
cumplimiento de los niveles de servicio a los clientes. 
 
Se confirma la importancia de una correcta elección, y en base a los recursos 
disponibles que posee la empresa, del tipo de flota a utilizar. Si se dispone de vehículos 
pequeños, se obtendrá mayor número de clúster, por ende, mayor número de 
vehículos, pero se empleará de forma eficiente la capacidad de cada vehículo y el 
tiempo de atención de los clúster serán bajos. Si se dispone de vehículos de mayor 
tamaño, se obtendrá menor número de clúster, incluso podría formarse sólo un clúster, 
dependiendo de la demanda total de los clientes. Sin embargo el tiempo de atención 
total dentro de los clúster será superior al caso anterior y la utilización de la capacidad 
será ineficiente.  
A pesar de la efectividad del modelo para redes pequeñas, resulta imposible la 
implementación del modelo propuesto en redes de mayor tamaño. La complejidad de 
resolver el modelo no sólo tiene relación con la cantidad de nodos, sino que tiene una 
relación directa con el número de periodos en el horizonte de planificación.  
Esta investigación se puede profundizar más al considerar una flota heterogénea. 
También, se podría considerar el atributo de habilitación dinámica de las bodegas, es 
decir, habilitar y abastecer bodegas justo en el periodo anterior al que serán utilizadas. 
Esto podría disminuir costos directos de operación. Además, este modelo puede ser 
utilizado para la clusterización previa a problemas de ruteo vehicular dependientes del 
tiempo, donde un clúster puede comenzar en una bodega y terminar en otra. Estas 
bodegas podrían ser habilitadas de manera dinámica durante un día, es decir, abastecer 
a la bodega en el periodo anterior al que será habilitada, así, reducir costos de 
localización.  
Finalmente, será interesante y necesario desarrollar una heurística específica para el 
modelo, que permita obtener una solución factible en un tiempo razonable de 
resolución.  
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VII. ANEXOS 
 
 
Anexo 1: Revisión de literatura 
 
 (Gillett & Miller, 1974) 
 Proponen el algoritmo de barrido para la agrupación de cliente para resolver 
problemas de despacho de vehículos con restricciones de carga y distancia para cada 
vehículo. Este algoritmo divide los clientes en una serie  de rutas y luego opera en las 
rutas individuales. El algoritmo propuesto consiste en dos partes, un barrido hacia 
adelante y un barrido hacia atrás. En el algoritmo de barrido hacia adelante, los 
clientes se dividen en rutas que comienzan con el cliente que tiene el ángulo más 
pequeño. Los clientes son renumerados de acuerdo al tamaño de sus ángulos de 
coordenadas polares y al depósito se le asigna la primera ubicación. La primera ruta 
incluye a los clientes 2,3,…, J, donde J es el último cliente que se puede añadir sin 
sobrepasar la capacidad del vehículo o la restricción de distancia. La segunda ruta 
sigue el mismo procedimiento comenzando desde el cliente J + 1 hasta el cliente L, 
donde L es el último cliente que se puede añadir a la segunda ruta sin sobrepasar la 
capacidad del vehículo o la restricción de distancia. Las rutas siguientes se forman de 
la misma manera. La distancia total recorrida es la suma de las distancias para cada 
ruta.  
En el algoritmo de barrido hacia atrás, es exactamente igual que el algoritmo de barrido 
hacia delante, excepto que forma las rutas en orden inverso. Inicialmente, la ruta 1 
contiene a los clientes N, N-1, N-2,..., L, la ruta 2 contiene a los clientes L-1, L-2,..., M 
y así sucesivamente. En la mayoría de los casos, los dos procedimientos producen 
rutas diferentes y en algunos casos diferentes distancias totales. 
El algoritmo de barrido se testeó para resolver problemas de despacho de vehículos 
donde el número de clientes variaba de 10 a 250. El tiempo para resolver un problema 
dado tiene relación directa con el número de rutas y el número de clientes por ruta. Sin 
embargo, el número de ubicaciones por ruta tiene el mayor efecto en el tiempo 
computacional total. 
 
 (Fisher & Jaikumar, 1981) 
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Presentan una heurística de asignación generalizada para el problema de rutas de 
vehículos, obteniendo una asignación de factible de clientes a vehículos. La heurística 
comienza con un conjunto de clientes semillas i1, ..., ik asignados a los vehículos 1,…,k 
respectivamente. El coeficiente dik se establece como el costo de insertar al cliente i 
en la ruta del vehículo k que  viaja desde el depósito directamente al cliente ik y 
viceversa, como se muestra en la Figura 24 
 
Figura 24 Cálculo de distancia de clientes semilla. 
Fuente: (Fisher & Jaikumar, 1981) 
 
Los autores determinaron k puntos semillas wl,…,wk en el plano en lugar de k clientes 
semillas. Estos puntos son utilizados exactamente como los clientes semillas para 
iniciar la heurística. Para determinar wl,…,wk, se divide el plano en k conos 
correspondiente al número de vehículos. Para determinar estos conos, primero se 
divide el plano en n conos más pequeños, uno por cada cliente. Luego se unen los 
conos de los clientes inmediatamente adyacentes, sin superar la capacidad de un 
vehículo con las demandas de los clientes. Así, cada cono de vehículos se forma 
entonces a partir de un grupo contiguo de conos de clientes, sin superar los límites 
establecidos.  
 
Las siguientes figuras muestran un ejemplo básico de la heurística. En el ejemplo, el 
número de clientes n es igual a 25, el número de vehículos k es igual a 7 y cij  está 
dado por las distancias euclidianas entre los puntos. La Figura 24, muestra las 7 rutas 
semillas. La línea punteada representa el cálculo de dik para el cliente i=23 y el 
vehículo k asignado al cliente semilla i = 24.  
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La Figura 25 muestra la solución factible para este ejemplo, donde se asignaron a cada 
ruta semillas los conos de los clientes inmediatamente adyacentes.  
 
Figura 25 Solución factible  
Fuente: (Fisher & Jaikumar, 1981) 
 
Los clientes semillas pueden ser seleccionados por una regla automática o por un 
planificador que tiene la responsabilidad de operar el sistema de ruteo computarizado 
y de implementar su salida.  
 
 (Ryan, Hjorring, & Glover, 1993) 
Introducen un procedimiento de agrupación de pétalos. Primero, se ordenan los puntos 
de entrega en radialmente alrededor del depósito. Cada subconjunto radialmente 
contiguo tomado de este ordenamiento es un pétalo. Definen un conjunto de pétalos 
de extensión que contienen cada punto de entrega exactamente una vez. El problema 
de identificar un conjunto óptimo de rutas a partir de un conjunto de pétalos puede 
resolverse encontrando un conjunto de pétalos con el costo de atención mínimo.  
Este método se puede utilizar para producir una solución factible. Todo lo que se 
requiere es reordenar las entregas en un orden cíclico no radial antes de aplicar el 
esquema de generación de pétalos. Para seleccionar pétalos óptimos, los pétalos están 
representados por un dígrafo cíclico G=(N,A). Los nodos N del grafo corresponden a 
entregas. Los arcos A corresponden a pétalos generalizados. Cada pétalo generalizado 
está representado por un arco del nodo i al nodo j, donde el nodo i es el primer punto 
de entrega en el pétalo y el nodo j es la primera entrega posterior que no está en este 
pétalo. Por lo tanto, el problema de encontrar la solución óptima de pétalos puede 
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considerarse como el problema de encontrar el pétalo de extensión más corto en el 
grafo de pétalos.  
 
 (Bramel & Simchi-Levi, 1995)  
Presentan una heurística basada en localización (LHB por sus siglas en inglés) para 
resolver problemas de ruteo. La heurística se basa en un problema de ubicación 
llamado comúnmente “problema de localización del concentrado capacitado” (CCLP 
por sus siglas en ingles). La solución obtenida con CCLP, luego es transformada en 
una solución para el problema de ruteo. La heurística basada en la localización consta 
de tres fases:  
 
La formulación de CCLP propuesta por (Bramel & Simchi-Levi, 1995) consta de dos 
variables binaria; la variable 𝑦𝑗 que toma el valor de 1 si el conjunto semilla es 
localizado en el sitio j, 0 en otro caso; y la variable 𝑥𝑖𝑗, que toma el valor de 1 si el 
cliente i se conecta con el conjunto semilla j, 0 en otro caso. La función objetivo de 
este modelo es minimizar la suma de los costos de conexión de nodos a los conjuntos 
semilla más los costos de localización de los conjuntos semilla. Sujeto a las siguientes 
restricciones:  
(i) Cada cliente es conectado a sólo un conjunto semilla. 
(ii) Cada conjunto semilla tiene una capacidad máxima de asignación de clientes 
que no debe ser superada. 
(iii)Un cliente i es conectado a un conjunto semilla j sólo si el conjunto es 
localizado en j. 
 
Fase 1: Se cuenta con un conjunto N de clientes sobre la zona de estudio. Se plantea 
que T1, T2,.., T son conjuntos semilla. Estos conjuntos pueden solaparse, y su unión 
incluso puede no cubrir todo N. Se debe calcular el costo de configuración 𝑣𝑗 =
∅(𝑇𝑗) para cada j = 1,2,…, m. Además, los costos de conexión 𝑐𝑖𝑗 = ∅(𝑇𝑗 ∪ {𝑥𝑖}) −
∅(𝑇𝑗) para cada i =1,2,…,n y j =1,2,…,m. La función de ruteo está dada por ∅(𝑆) =
𝐿0(𝑆), donde 𝐿0(𝑆) es la longitud de viaje del vendedor viajero a través de los clientes 
de un conjunto 𝑆 ⊆ 𝑁 y el depósito. 
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Fase 2: Resolver el CCLP con los datos definidos en la fase l. El CCLP se convierte 
en el problema de elegir algunos de los conjuntos de semillas y conectar los nodos a 
estos conjuntos, de tal forma que los costos de configuración total de los conjuntos 
semillas elegidos más la suma de los costos de conexión sea tan pequeño como sea 
posible.  
 
Fase 3: Transforma la solución obtenida con el CCLP en una solución al problema de 
ruteo. Sea {𝑦∗, 𝑥∗} la mejor solución obtenida. Para cada j con 𝑦𝑗
∗ = 1 define 𝑆𝑗 =
{1 ≤ 𝑖 ≤ 𝑛|𝑥𝑖𝑗
∗ = 1} supongamos que S1, S2,…, Sr son los conjuntos no vacíos después 
de renumerar. Cada Sj es un conjunto de clientes que pueden ser atendidos por un 
vehículo, ya que presentan conexión factible en el CCLP.  
 
Existen posibles variaciones de la heurística basada en la localización que pueden 
implementarse dependiendo de dos decisiones: los tipos de conjuntos de semillas 
elegidos y la aproximación de los costos de conexión utilizada.  
 
 (Lucasius, Dane, & Kateman, 1993) 
Presenta un enfoque novedoso para el problema de la agrupación k-medoid de grandes 
conjuntos de datos. Introducen un algoritmo genético para la agrupación de 
particiones, llamado GCA. El diagrama de flujo genético para la ejecución del 
algoritmo muestra las etapas necesarias. Los pasos indexados negativos representan 
acciones preliminares y los pasos indexados positivos son propios de la ejecución:  
- 3. Parametrizar la función objetivo: Se establecen los parámetros de dominio de la 
función objetivo. En la función objetivo de GCA, esta entrada es la matriz de 
distancia D (derivada inicialmente de la matriz de datos X. Matriz de datos KxL, 
donde K representa el conjunto de patrones y L es el conjunto de variables que 
describen a un sistema). 
- 2. Parametrizar las rutinas genéticas: Los parámetros de control se establecen usando 
datos de entrada independientes del dominio. Ejemplo de tales parámetros son las 
probabilidades de recombinación y mutación.  
- 1. Iniciar cadenas: La población inicial se crea. Cada cadena en la población codifica 
de forma exclusiva una solución candidata del problema objetivo. 
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0. Evaluar cadenas. Cada cadena de la población se decodifica para obtener su 
significado real. Esto luego se transfiere a la función objetivo. 
A continuación, se aplica un criterio de término, basado en el rendimiento observado 
o en una generación máxima. Si tiene éxito, el algoritmo termina; de lo contrario, 
continúa 
1. Nivelar aptitudes: Las aptitudes sin formato se escalan en una cantidad de pasos 
de transformación cuando no son adecuados como tales para la reproducción 
selectiva o el procedimiento de reemplazo. La escala lineal es ampliamente 
utilizada. 
2. Reproducir selectivamente cadenas: Un criterio de selección que muestra el sesgo 
para cadenas con valores de aptitud comparativamente altos (a escala) se aplica 
iterativamente a las cadenas en la población; cada cadena seleccionada se copia a 
una población temporal (nueva), sujeta a un tamaño no mayor que la población 
actual. Debido a la "presión" de selección, se puede esperar que la población 
temporal tenga un mejor desempeño que la población actual. En muchas 
implementaciones, las cadenas se reproducen de acuerdo con la selección de la 
ruleta, es decir, con tasa de probabilidad esperada proporcionales a su aptitud (a 
escala). 
3. Pair strings: Emparejar las cadenas en la población temporal para obtener parejas 
de padres. El emparejamiento es aleatorio o según un criterio más sofisticado. 
 a. Recombinar cadenas: el operador de recombinación se aplica 
iterativamente a los pares de cadenas principales en la población temporal 
con probabilidad p (la probabilidad de recombinación). Tras el éxito de un 
par en particular, se seleccionan y se intercambian fracciones de cadena del 
mismo tamaño, para que se formen nuevas cadenas (cadenas hijos) en la 
población temporal. Las fracciones se seleccionan probabilísticamente. En 
caso de error, las cadenas hijo normalmente se convierten en copias de las 
cadenas principales. 
b. Mutar cadenas: el operador de mutación se aplica iterativamente a 
cadenas en la población temporal. En una cadena particular, se imponen 
cambios locales aleatorios, cada uno con probabilidad p (la probabilidad de 
mutación). La mutación también introduce diversidad en la población 
temporal, con el objetivo de mejorar la productividad de la recombinación.  
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4. Reemplazar cadenas selectivamente: Las cadenas en la población temporal 
reemplazan un número igual de cadenas en la población actual. Estos últimos se 
seleccionan en base de algún criterio p. En la implementación GCA, el tamaño de 
la población temporal es igual al de la población actual, reemplazando la 
población actual por completo.  
Regrese a 0. 
En cualquier etapa de ejecución de un algoritmo genético, normalmente se realiza un 
seguimiento de la mejor solución candidata encontrada hasta el momento y, una vez 
terminada, se muestra la mejor solución candidata encontrada. En general, GCA logra 
encontrar soluciones aceptables en un tiempo razonable. Al momento de aumentar los 
valores de k, aumenta lentamente y encuentra soluciones aceptables.  
 
 (Barreto, Ferreira, Paixão, & Santos, 2007) 
Abordan el problema de agregación de clientes como parte del proceso de resolución 
de un problema de localización-ruteo (LRP). Debido a la dificultad de este problema, 
varios autores han integrado procedimientos de análisis de agrupación en heurísticas 
para LRP. Resuelven un LRP con el objetivo de determinar el conjunto de centros de 
distribución instalados, así como las rutas de distribución. Además, como contribución 
al análisis de conglomerados, (Barreto et al., 2007) integra varias técnicas de 
agrupamiento jerárquicas y no jerárquicas en un algoritmo heurístico secuencial para 
el modelo LRP mencionado.  
Sean A y B conglomerados 
 Enlace único (vecino más cercano): luego de conocer la distancia entre cada 
dos clientes, se observa cuáles son los clientes o vecinos más cercanos en 
cuanto a distancia. Estos dos clientes o vecinos forman un grupo que no vuelve 
a separarse durante el proceso. Se repite el proceso midiendo nuevamente la 
distancia entre todos los clientes. Cuando se mide la distancia entre el grupo 
formado y un cliente, se toma la distancia mínima entre el grupo y el nuevo 
cliente.  
 Enlace completo (vecino más lejano): conociendo la distancia entre cada dos 
clientes, se observa cuáles son los clientes más cercanos en cuanto a la 
distancia. Estos dos clientes forman un grupo que no vuelve a separarse 
durante el proceso. Se repite el proceso midiendo nuevamente la distancia entre 
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todos los clientes. Cuando se mide la distancia entre el grupo formado y un 
cliente, se toma la distancia máxima entre el grupo y el nuevo cliente.  
 Promedio de grupo: la distancia entre los grupos es la media aritmética de las 
distancia entre todos los componentes de cada grupo, considerando entre dos 
clientes.  
 Centroide: la distancia entre dos grupos es la distancia existente entre los 
centro de gravedad del grupo (centroide). El proceso comienza calculando el 
centro de gravedad de cada grupo, para agrupar aquellos grupos cuya distancia 
entre centroides sea mínima.  
 Ward: La unión en este método busca minimizar la varianza dentro de cada 
grupo. Para esto, se calcula la media en todos los grupos. Luego, se calcula la 
distancia entre cada caso y la media del grupo. Finalmente, se unen los grupos 
que generan menos aumento en la suma de las distancias dentro de cada grupo.  
 Ahorro: la unión de grupos en este método se basa en buscar el mayor ahorro 
de distancia al momento de unir rutas. El proceso comienza calculando todos 
los ahorros posibles al unir las rutas. Luego se elige el mayor ahorro. Se repite 
el proceso hasta que se conecten todas las rutas posibles. 
La Figura 26 muestra la gráfica y representación analítica de las medidas de 
proximidad utilizadas: 
 
Figura 26: Gráfica y representación analítica de medidas de proximidad utilizadas. 
Fuente: (Barreto et al., 2007) 
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Los métodos de agrupación utilizados para el análisis son:  
1. Método jerárquico monofásico: Este método realiza uniones iterativas de los 
grupos más cercanos. Hay varias formas de implementarlo métodos de 
agrupación jerárquicos, por ejemplo árbol de expansión, que considera la 
formación de grupos a partir del árbol de expansión mínimo de un grafo  
(Gower & Ross, 1969) que tiene la desventaja de soportar solo el enlace único. 
Otro ejemplo es el método Johnson (Johnson, 1967), que permite usar todas 
las medidas de distancia entre clientes y una construcción algorítmica similar 
para los casos jerárquicos y no jerárquicos; sin embargo, necesita almacenar la 
matriz triangular de distancia entre grupos. 
El algoritmo jerárquico conduce a la formación de un solo grupo. El límite de 
capacidad evita la unión consecutiva de grupos. Sin embargo, los grupos que 
alcanzan sus límites de capacidad, evitan la fusión de los grupos cercanos, ya 
que esto excederá sus límites de capacidad.  
2. Método jerárquico de bifásico: Éste método comienza aplicando el método 
jerárquico sin restricciones de capacidad, evitando así el efecto sesgado 
indeseable. Conociendo la demande de los clientes 𝑒𝑖 y la capacidad máxima 
del vehículo 𝑤, la cantidad mínima de vehículos 𝑟 se determina como sigue:  
𝑟 = [
∑ 𝑒𝑖𝑖∈𝑁
𝑤
] 
Luego, se aplica el método de agrupación jerárquico hasta que sólo haya r 
grupos. La segunda fase, se realiza mediante un procedimiento que permite 
transferir clientes de los grupos que exceden los límites de capacidad a otros 
grupos que puedan recibirlos sin sobrepasar su capacidad. 
 
3. Método de asignación directa, no jerárquico: Este método está diseñado para 
construir r grupos, donde r se determina con en el método jerárquico de dos 
fases. Luego, se establecen las fuentes de clientes que se eligen utilizando una 
medida de proximidad del vecino más lejano, para evitar el efecto sesgado. Los 
clientes restantes se asignan directamente al grupo cuyo centroide es el más 
cercano.  
  
46 
 
 
4. Método de asignación secuencial, no jerárquico: En este método, se calcula, en 
todas las iteraciones, la proximidad entre los clientes libres y los grupos 
modificados para asignar aquellos clientes no asignados. Las fuentes de 
clientes se determinan como en el método anterior. 
 
Los resultados de los autores indican que el método jerárquico monofásico obtuvo 
mejor rendimiento, seguido por el método de asignación directa, el método jerárquico 
bifásico y, por último, el método de asignación secuencial. En cuanto a las medidas 
de proximidad, la medida promedio logró los resultados más equilibrados, seguidos 
por las medidas centroide, ahorro, enlace completo, enlace único y guardar. Sin 
embargo, todas las medidas obtuvieron buenos resultados en algunos casos. 
 
 (Tu, Fang, Li, Shaw, & Chen, 2014) 
Para resolver el problema de ruteo de vehículos de múltiples depósitos (MDVRP por 
sus siglas en inglés) a gran escala, presentan una metaheurística basada en polígonos 
de Voronoi de dos niveles, para generar una agrupación simple. 
El nivel superior el diagrama de Voronoi, define un área de cobertura inicial para cada 
depósito. Este diagrama ayuda a asignar clientes al depósito correcto y limita el 
espacio de búsqueda requerido para la optimización. El diagrama de nivel inferior 
define los vecinos Voronoi de los clientes, lo que ayuda a optimizar el problema de 
ruteo del vehículo para cada depósito al limitar el espacio de búsqueda local a los 
vecinos de Voronoi en el anillo k. 
Basado en el diagrama de Voronoi mencionado, (Tu et al., 2014) propone una 
metaheurística de dos fases. La primera fase es construir una solución inicial. En esta 
fase se genera un diagrama de Voronoi de dos niveles para dividir a los clientes en 
grupos servidos por diferentes depósitos. Luego, se crea un ruteo inicial para cada 
depósito utilizando el algoritmo de problema de ruteo vehicular propuesto por (Fang 
et al., 2013). La segunda fase es mejorar la solución mediante la modificación de la 
asignación y las estrategias de búsqueda local. En esta fase, el algoritmo emplea dos 
estrategias para ajustar las rutas del vehículo en la solución actual: 
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(i) La primera estrategia, es la reasignación de clientes en los vecinos de Voronoi 
en el anillo k alrededor de los bordes de Voronoi del diagrama de nivel 
superior. Esta estrategia tiene como objetivo mejorar las rutas de los vehículos 
que cruzan las regiones de Voronoi de diferentes depósitos.  
(ii) La segunda estrategia es reorganizar a los clientes entre las rutas de cada 
depósito utilizando los vecinos de Voronoi en el anillo k en las búsquedas 
locales.  
Estas dos estrategias juntas permiten reducir el espacio de búsqueda local.  
La heurística propuesta resuelve eficientemente instancias del problema de ruteo 
vehicular de múltiples depósitos a gran escala con hasta 20.000 clientes.  
 
Existen algunas investigaciones que han considerado atributos variables en el tiempo 
en la agrupación previa para resolver un problema de ruteo vehicular con ventanas de 
tiempo.  
 (Dondo & Cerdá, 2007)  
Buscan reducir la gran cantidad de datos computacional para un problema de ruteo 
vehicular con ventanas de tiempo (VRPTW por sus siglas en inglés), reemplazando 
los nodos de clientes por clúster de cliente. Este objetivo se logra definiendo un 
conjunto de clústeres factibles, cada uno de los cuales incluye varios sitios de clientes, 
luego se establece la distancia y tiempos de viajes aproximados entre cualquier par de 
ellos. Proponen un enfoque híbrido de tres etapas: 
En la etapa 1, busca reducir masivamente la carga computacional de las fases 
siguientes. Esto se logra definiendo un conjunto de clúster factibles, donde cada uno 
incluye varios clientes. Para encontrar el número de clúster adecuado, se aplica el 
siguiente procedimiento; las entradas del procedimiento son el conjunto de clientes I, 
el conjunto de vehículos V, distancias y tiempos de viaje entre los nodos, tiempos 
de servicios y datos de ventana de tiempo. El objetivo de este procedimiento es 
identificar un conjunto de clúster factibles que incluyan todos los nodos. Un clúster 
factible significa que; (a) la carga del clúster debe asignarse solo a un vehículo, (b) 
existe una ruta que conecta a los nodos en el clúster que satisface todas las 
limitaciones de ventana de tiempo, (c) el tiempo de espera del vehículo debido a 
llegadas anticipadas a los clientes debe ser el menor posible y (d) la suma de las 
distancias asignadas a un vehículo debe ser baja. Para alcanzar estos objetivos, el 
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procedimiento comienza con una lista de nodos L, que está organizada para facilitar 
la generación de clúster factibles y rentables. Al agregar un nodo al clúster que se está 
generando, se comprueba su cercanía con los otros nodos del clúster y el cumplimiento 
de las restricciones de ventana de tiempo y de la capacidad del vehículo. Además, 
se incluye un tiempo máximo D para la llegada temprana al sitio del cliente. Si se 
excede, la incorporación del nodo en el clúster es rechazada. Se introduce los términos 
de “ventana de tiempo del clúster” y “tiempos de servicio del clúster”, esto debido a 
que un clúster ocupará el lugar de los clientes, los cuales tienen ventana de tiempo y 
tiempo de servicio.  
En la etapa 2, tiene el objetivo de asignar clúster a vehículos y luego secuenciar 
aquellos en el mismo recorrido resolviendo una versión compacta del problema lineal 
entero mixto (MILP por sus siglas en ingles). 
Por último, la etapa 3 tiene como objetivo ordenar los nodos dentro de los clúster y 
programar las horas de inicio del servicio de los clientes para cada recorrido. Para cada 
clúster, se ejecuta una optimización del problema del vendedor viajero (TSP por sus 
siglas en inglés) con los clientes asignados a este. Además, el orden relativo de los 
clúster a lo largo del recorrido encontrado en la fase 2, permite reducir aún más el 
número de variables.  
El algoritmo de agrupamiento propuesto por (Dondo & Cerdá, 2007) obtuvo buenos 
resultados. Explota las restricciones de ventana de tiempo para generar clústeres 
factibles incluso para problemas que tienen ubicaciones de clientes generadas 
uniforme y aleatoriamente sobre una zona. Si bien, logra incluir el tiempo de viaje 
entre los clientes en su modelo, no considera que la velocidad operación varía durante 
el día, por ende, los tiempos de viaje también varían.  
 
 (Qi et al., 2012)  
También aborda el VRPTW a gran escala. Propone un enfoque alternativo basado en 
la agrupación espacio-temporal. Considerando conjuntamente la información 
temporal y espacial para el ruteo del vehículo. El enfoque para resolver el VRPTW se 
basa medir la distancia espacio-temporal entre los clientes para luego utilizar estos 
datos como entrada de un algoritmo genético desarrollado para la agrupación k-
medoid de clientes a gran escala.  
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Para dividir un gran conjunto de clientes en varios clúster, es necesario evaluar la 
distancia entre cada para de clientes. Esta propuesta de distancia espacio-temporal 
considera la ubicación espacial, el tiempo de viaje entre cada par de clientes, el 
tiempo de servicio en cada parada y la ventana de tiempo de cada cliente.  
La distancia espacio-temporal entre dos clientes, se puede representar como una forma 
de Distancia Minkov y se calcula de la siguiente manera:  
1 2
, , , ,, ,
( ) / ( ) ( ) ( ) / ( ) ( )max maxmin min min min
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ij ij mn mn mn ij mn mn mn
m n C m n C m n C m n Cm n C m n C
m n m nm n m n
D D D D D D D D D 
    
  
      
           
            
      
  
Donde C es el conjunto de clientes y el depósito. 𝐷𝑖𝑗
𝑆𝑇 es la distancia espacio-temporal 
entre los clientes i y j; 𝐷𝑖𝑗
𝑆   es la distancia espacial y 𝐷𝑖𝑗
𝑇  es la distancia temporal. 
Además,  ∝1+∝2= 1. 
El cálculo de la distancia temporal considera el tiempo restante dentro de la ventana 
de tiempo como tiempo ahorrado que se utilizará para programar el próximo servicio. 
Por lo tanto, la distancia temporal será medida en función de la cantidad de tiempo 
ahorrado. A continuación se explica el cálculo de distancia temporal:  
Sea 𝑘1, 𝑘2 𝑦 𝑘3 coeficientes de costo que denotan el valor del tiempo. Dado que el 
tiempo de llegada t, se encuentra dentro de la ventana de tiempo [a,b] del cliente i. El 
tiempo de servicio en el cliente 𝑖 es 𝑠𝑖 y el tiempo de viaje desde el cliente i hasta 
el cliente j es 𝒕𝒊𝒋. El tiempo de llegada al cliente j es 𝒕
′ ∈ (𝒂′, 𝒃′)   𝒂′ = 𝒂 + 𝒔𝒊 +
𝒕𝒊𝒋; 𝒃
′ = 𝒃 + 𝒔𝒊 + 𝒕𝒊𝒋. Sea 𝑆𝑎𝑣𝑖𝑗(𝑡
′) es el tiempo guardado cuando el vehículo llega 
al cliente j en el momento t’ del cliente i. podemos dividir el horizonte temporal en 
tres intervalos, que corresponde al tiempo de llegada posible en el cliente j. 𝑆𝑎𝑣𝑖𝑗(𝑡
′) 
puede entonces representar como una función por partes correspondiente a cada 
intervalo. Sea [c,d] el intervalo de la ventana de tiempo del cliente j. Los tres intervalos 
se consideran de la siguiente manera:  
(i) 𝑡′ ∈ [𝑐, 𝑑], en este caso el ahorro de tiempo aumenta linealmente según el 
coeficiente 𝑘1. En 𝑡
′ = 𝑐, existe el ahorro de tiempo optimo, con tasa 𝑘1. 
(ii) 𝑡′ < 𝑐, dado que la llegada anticipada podría resultar en pérdida de tiempo, le 
damos una penalización al ahorro de tiempo con la tasa 𝑘2. 
(iii) 𝑡′ > 𝑑, en este caso el vehículo no puede dar servicio a este cliente durante el 
intervalo de tiempo requerido en la ejecución actual, por lo cual se debe 
imponer una penalización mucho mayor, con tasa 𝑘3. 
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El tiempo de ahorro 𝑆𝑎𝑣𝑖𝑗(𝑡
′), se define como sigue:  
2 1 1 2
1 1
3 3
' ( ) ,      '
( ') ' ,                      c t' d
' ,                      t'>d
ij
k t k d k k c t c
Sav t k t k d
k t k d
   

    
 
  
Para hacer que la distancia espacial y la distancia temporal sean consistentes entre sí, 
se determina la distancia temporal de la siguiente forma:  
1( ') ( ')
T
ij ijD t k A Sav t    
Donde A se establece como el ancho de la ventana de tiempo máximo entre todos los 
clientes. Dado que el tiempo de llegada t’ varia de a’ a b’, debemos evaluar la 
condición promedio. La distancia temporal esperada entre los clientes i y j puede 
expresarse mediante una integral:  
'
( ') '/ ( ' ')
b
T T
ij ij
a
D D t dt b a    
Finalmente, la distancia temporal se obtiene de la siguiente forma: 
max( , )T T Tij ij jiD D D   
En cuanto a la partición de la zona, se basa parcialmente en un algoritmo genético para 
la agrupación k-medoid de grandes conjuntos de datos propuesto por (Lucasius et al., 
1993), descrito con anterioridad en este documento. La función objetivo que utilizara 
en este algoritmo es minimiza la suma de la distancia de los medoid respectivos a 
todos los demás objetos del mismo grupo.  
 
El modelo de (Qi et al., 2012), considera la distancia temporal en su cálculo de 
distancia total, sólo con la finalidad de que se llegue al cliente dentro de la ventana de 
tiempo exigida, penalizando aquellas llegadas que no cumplan este requisito. Esta 
investigación no considera una red dependiente del tiempo, donde las velocidades de 
operación entre cliente varia en un horizonte de tiempo, por efecto, varia la distancia 
temporal entre los clientes.  
 
Algunas de las diferencias de las investigación de (Dondo & Cerdá, 2007) y (Qi et al., 
2012) son que la segunda, agrupa a los clientes según un modelo de optimización en 
lugar de un algoritmo de construcción de rutas, como lo proponen  (Dondo & Cerdá, 
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2007). Además, el modelo propuesto por (Qi et al., 2012) puede construir clúster 
mucho más grandes con más de una ruta.  
 
 (Tu, Li, Fang, & Zhou, 2015)  
Presentan un enfoque heurístico basado en un diagrama de Voronoi, considerando los 
atributos espacio-temporal de los clientes para problemas de ruteo vehicular con 
ventanas de tiempo a gran escala. Tomando en cuenta que los clientes imponen 
restricciones de tiempo, se deriva una distancia Voronoi espacio-temporal del 
diagrama Voronoi espacio-temporal, para encontrar el vecino más cercano y 
seleccionar candidatos correctos para una búsqueda local.  
Los atributos espaciales se refieren a las ubicaciones de los clientes, la ubicación del 
depósito y las trayectorias del vehículo. Los atributos temporales se refieren a la 
ventana de tiempo, el tiempo de servicio, el tiempo de viaje y el tiempo de 
duración de la ruta. Proponen representar los atributos mencionados en un sistema 
de coordenadas espacio-temporal, donde la dimensión temporal será perpendicular al 
plano XY. Por lo tanto, las ventanas de tiempo de los clientes y de los depósitos se 
modelan como líneas verticales desde las ubicaciones de dichos clientes y depósito. 
La Figura 27 muestra un ejemplo de VRPTW de tamaño pequeño con 5 clientes (v1 a 
v5), un depósito de (v0) y 2 rutas (R1, R2). Los clientes (v1- v5) y el depósito (v0) se 
modelan como líneas verticales desde su punto de inicio hasta el final de la ventana 
de tiempo. Las proyecciones en el plano XY indican sus ubicaciones espaciales, 
mientras que las proyecciones en la dimensión de tiempo indican sus ventanas de 
tiempo y el tiempo de servicio. Los viajes entre los clientes indican el proceso de 
servicio en las rutas (R1, R2). La distancia utilizada para este sistema de coordenadas 
se define con la siguiente ecuación:  
        
22 2
,i j i j i j i jd v v x x y y v t t       
Donde (xi,yi) y (xj,yj) son las ubicaciones espaciales y ti y tj son los tiempos de i y j, v  
es el promedio de la velocidad de viaje.  
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Figura 27: Representación espacial-temporal de VRPTW 
Fuente: 
 
El diagrama de Voronoi divide el espacio en celdas adyacentes con puntos 
determinados. Siguiendo este principio, proponen que el diagrama espacio-temporal 
divide el espacio en muchas celdas donde el punto central de la línea temporal espacial 
de un cliente se usa como punto semilla. 
La heurística espacio-temporal basada en el diagrama de Voronoi (STVDH por sus 
siglas en inglés) propuesta acelera el procedimiento de búsqueda local. Comienza 
construyen una solución inicial, sigue con la heurística de búsqueda local basada en el 
vecino Voronoi espacio-temporal para mejorar la solución, las características de las 
rutas espacial-temporal se identifican y guían al escape del proceso de búsqueda de 
los mínimos locales. La condición de detención es una limitación en el número de 
iteraciones. Finalmente, se informa la mejor solución encontrada.   
 
Así, los autores logran delimitar la búsqueda local basada en el vecino Voronoi 
incluyendo tanto la ubicación de los clientes como los tiempos de viaje y ventanas de 
tiempo, en una distancia denominada espacio-temporal. La distancia temporal 
incluye el promedio de la velocidad de viaje entre clientes. Ignoran que la velocidad 
de operación es un atributo que varía en un intervalo de tiempo determinado, por ende, 
varían los tiempos de viaje entre clientes.  
 
