have available rapid methods for determining the cycle and phase durations of experimental tumour systems in which these schedules can be studied. This is particularly important for agents which are phase-specific. The per cent labelled mitoses (PLM) technique (Quastler and Sherman, 1959 ) is time-consuming, is dependent upon relatively small samples and is occasionally fraught with technical artefacts. Also, it is impossible with this technique to monitor changes in the population under study as they are occurring. Flow cytofluorimetry enables the DNA content of individual cells in a sample to be measured (Trujillo and van Dilla, 1972; Crissman and Steinkamp, 1973; Crissman and Tobey, 1974) . The resulting frequency distributions of the DNA content of cells in GI, S and G2+M are obtained, typically, with a total count of between 104 and 105 cells. The histograms can be obtained very rapidly with some staining procedures (Krishan, 1975) which enable changes to be observed in the population almost as soon as they occur. This has obvious advantages, and the method of analysing the -histograms presented here gives the proportions of cells in the intermitotic phases at known intervals after mitotic selection (Teresima and Tolmach, 1963) .
Analysis of the DNA histogram of asynchronous exponentially growing cells can give estimates of the durations of the intermitotic phases in relation to the cycle time (Watson, 1977) . By using these values for the relative phase durations in combination with the method outlined in this communication for synchronized populations, it is possible to obtain estimates for the absolute phase durations with their standard deviations. The method is here tested with EMT6/M/CC cells, and the results are compared with those from parallel and previously obtained 3H-thymidine studies.
EMT6/M/CC is a variant of the EMT6 line (Rockwell, Kallman and Fajardo, 1972) which has been maintained in culture for over 3 years in our laboratories. The kinetics and the handling of this system have been described previously (Twentyman et al., 1975 
where J=I-1
The following assumptions, deductions and conventions are employed:
(1) The fluorescence representing the DNA content of cells in GI and G2+M will be normally distributed about means such that the latter is double the former, and where the coefficient of variation, CV, is constant.
(2) The phase times and their CVs are expressed as fractions of unity.
(3) The increase in DNA is linear with time. Thus, the mean rate at which cells traverse the S-phase interval of the histogram is given by (M-1)/ts channels per unit time, where M is the channel number of the mean of the G1 peak.
A synthetic histogram is generated as follows. The GI and G2+M peaks at time t (relative to the cycle time) after synchronization can be obtained by distributing the proportions from Equations 1 and 3 (multiplied by the total counts in the experimental data) between the appropriate channels, according to the Gaussian spread of the GI DNA fluorescence. The S-phase distribution is obtained by finding the "effective mean channel" of the distribution, EMS, which for the Ith cycle is given by,
where J= I 1, M is the channel of the mean of the GI DNA distribution and I varies from K through N cycles. It can be seen that EMS(1) M for t tGl, at which point half of the cells will have entered S. The shape of the distribution is computed with a channel variance, S(I)2, given by,
This accounts for the spreads in the G1 and S intermitotic phase times, and only that portion of the S distribution lying within the interval MA+ 1--2M 1 channels inclusive represents cells in S, irrespective of the values of EMS(I) and S(I). A further broadening is now superimposed for the increase in the fluorescence standard deviation with increasing channel number, and the whole distribution is obtained by the appropriate summation.
It was shown previously (Watson, 1977) that the durations of the phases relative to the cycle time can be obtained by analysing the histogram of cells in asynchronous growth. This analysis will also give the standard deviation of the 19* fluorescence of cells in G1. Thus, the number of parameters required to effect the analysis of synchronized populations is reduced to 4. These are: the 3 standard deviations of the intermitotic phase times, and the time from synchronization, t, relative to the cycle time. The computer program uses an iterative technique to find the "best fit" combination of values for these unknowns which gives the minimum sum of deviations between the experimental and synthetic data in each channel of the histogram. As the absolute times between synchronization and collection of data are known, the mean values for the cycle and intermitotic phase times, with their standard deviations can be calculated. The values of K and N are set depending on a guessed value of t, and they are reset by the programme if necessary. A subsidiary routine has also been written, which will analyse a number of histograms with common values for the respective phase time CVs at each time point. This takes the values of the CVs from the individual analyses, calculates the average and finds the common values which best fit all the data.
The durations of the intermitotic phase times relative to the cycle time were determined by analysing an asynchronous exponentially growing control population as described previously (Watson, 1977 at 5000 of the maximum height. All subsequent histograms were recorded after any necessary adjustments had been made to the instrument to obtain identical control thymocyte distributions. A total of 15 DNA histograms was obtained following synchronization. These were analysed independently to obtain esti-mates of the phase coefficients of variation and of t, defined as the time from synchronization to the point in cycle time at which the data were obtained. Fig. 1 shows two values of t plotted against each time point. These represent the maximum and minimum values that can produce a satisfactory simulation at each point irrespective of the estimates of the phase-time CVs. The line in Fig. 1 has been drawn to pass through the origin and within the possible range of t at all times. The reciprocal of the slope gives a provisional cycle time estimate of 13-3 h.
The phase-time CVs varied between 10% and 3000 in the independent analyses and the mean values were 23%, 18% and 26% for tGl, ts and tG2+tM respectively. varied in 2% increments. The cycle-time estimates were varied between 12-3 and 14 3 h in 0-5-h increments. This analysis produced the results given in the Table, and Fig. 2 shows the synthetic histograms fitted to the experimental data with these parameters. The uninterrupted curves bound the computed histograms, and the dotted curves bound the theoretical 8-phase distributions. The points represent the experimental data, the number of cells in each channel corresponding to a given DNA content, and the times in hours from synchronization, are given on individual panels. The computed proportions in S-phase at time t are shown in Fig. 3 as the curve, with the 3H-TdR pulse-labelling indices represented by the points.
DISCUSSION
Generally, the data shown in Fig. 2 are adequately fitted by the simulations generated with the parameters given in the Table, but there are some exceptions. The 10-h and 12-h computed histograms both tend to underestimate the proportion of G1 cells in the 2nd cycle, and to overestimate the proportions in S or G2+M of the 1st cycle. The individual analyses of these two points produced better fits when the CVs of tGl were 100% and 15 % for 10 and 12 h respectively, and where the CV of ts was 25%0 for both. These individual best-fit CVs for tGl and t s are almost a reversal of the respective values of 23% and 16% which were found to be the best common values for all the histograms. The 24-h point shows a similar poor fit for the G I peak at the start of the 3rd cycle. Similarly, these data were better fitted in the individual analysis where the CVs of tGl and t s were 25% and 20% respectively, both a little greater than the common values, and where the cycle time predicted from t was less than 13-3 h. The 28-h point can also be fitted better with higher CVs.
Comparison of the computed proportions in S obtained from [3H]TdR labelling indices in Fig. 3 also shows some discrepancies. Apart from the 2-h point, all the labelling indices lie below the computed curve during the first wave, and both the 14-h and 28-h labelling indices are about 20% higher than the curve. The 10-h and 12-h experimental values are quite clearly overestimated by the model. This is compatible with the visual impression obtained from Fig. 2 , where the DNA data also appear to be overestimated. The experimental data in Fig. 3 suggest a slightly shorter S phase than that predicted by the analysis of the control logphase histogram data, and a higher CV for tGl or t s. However, even allowing for these changes, the experimental data at 8 h 25% below the predicted value, Table) .
would still be too low, and it appears to be an artefact. These various discrepancies may be due to the assumptions in the model, the experimental technique or a combination of both. The most likely sources of error within the model are the choice of Gaussian-distributed mean phase times and the assumption of a linear DNA increase. Recent data obtained by Thilly, Arkin and Wogan (1977) in a synchronized HeLa system show a sigmoid increase in DNA with time. Data obtained for the synthesis rates in human bone marrow (Lajtha et al., 1960) and for the time sequence of human chromosome duplication in cultured lymphocytes (Gilbert et al., 1962) suggest that the increase in DNA is unlikely to be linear with time in these systems. It is possible that a better overall fit could be obtained with a different choice of distribution (e.g. lognormal) to describe the phase-time variation, and an assumed sigmoid function to describe the increase in DNA.
A further source of error could arise from the assumption that the mitotic selection procedure does not alter the relative phase durations. Values for these parameters were obtained from the completely unperturbed control log-phase DNA histogram and were applied to the analysis of the post-selection data. Although the synchronization procedure is more laborious than other methods (e.g. G1 block produced by cyclic-AMP- Gray, 1976) , it was felt that mitotic selection should give the tightest synchrony with the minimum of artefact. However, whilst care was taken to maintain the selected cells at 37 TC wherever possible, some cooling must have occurred during the centrifugation step, and it takes at least 15 min to get the selected cells back into flasks, gassed and in the incubator. Furthermore, the cell densities of the control log-phase and selected cell monolayers were not identical. All these factors may make slight differences to the relative post-selection phase times, which may not be accurately represented by the unperturbed control data.
Per cent labelled mitoses (PLM) data obtained previously (Twentyman et al., 1975 ) indicate values within the ranges 0-2 h, 8-9 h and 1-5-2-5 h respectively for tGl, ts and tG2, with a median cycle time of 11-12 h. Although there was an interval of more than 2 years between the two sets of experiments (which may make comparisons a little artificial), the agreement between t s and tG 2 from the two methods is acceptable, but that for tGl is not. Furthermore, the cycle time was about 2 h longer in this analysis, and the computed proportion in S and labelling index were about 5000 for the control log-phase cells in these studies, which is approximately 10% lower than reported previously (Twentyman et al., 1975; Watson, 1977) . Brooks (1976) has shown that the progression from GI to S in 3T3 cells is dependent on "serum factors", and it has also been shown (Twentyman et al., 1975) Table, we get values of 0-25, 0-64 and 0411 for tG1/tc, t s/tc and tG 2/tc respectively, and the proportion in S increases from 0 49 to 0-60. These values are almost identical to those given previously for the analysis of EMT6/M/CC cells during log-phase growth (Watson, 1977) . Gray (1976) has also produced a model to analyse DNA histograms. This is based upon the Takahashi-Hogg-Mendelsohn model of the cell cycle (1971), which employs Gaussian-distributed mean phase times and has the added sophistication that a non-linear increase in DNA can be encompassed. However, Gray's method has a practical disadvantage which stems from the restraint that the phase-time CVs can only be varied in discrete steps. The step size is inversely proportional to the number of arbitrary subcompartments that a particular phase is divided into (Takahashi, 1966 (Takahashi, , 1968 . Hence, to obtain low CVs a large number of phase subcompartments are needed, which in turn requires a similarly large number of differential equations to be solved simultaneously. Although Gray uses the fast "predictor-corrector" method of Hamming (1973) In its present form, the model produces at least a reasonable approximation to the experimental data, but the possibility of a non-linear increase in DNA remains to be investigated further.
