Abstract. Using evolving information within rapid mapping activities in the response phase in emergency situations poses a number of questions related to the quality of information being provided. In this paper, we focus on image extraction from social networks, in particular Twitter, in case of emergencies. In this case issues arise about the temporal and spatial location of images, which can be refined over time as information about the event is being collected and (automatically) analyzed. The paper describes a scenario for rapid mapping in an emergency event and how information quality can evolve over time. A model for managing and analyzing the evolving information is proposed to be used as a basis for analyzing the images quality for mapping purposes.
Introduction
Information extracted from social media has proven very useful and informative in many crisis situations [7, 19] . In particular, information extracted from Twitter has been studied for its immediacy in making information about the events available.
One of the issues being studied is how to make use of this information within the emergency response activities being activated during an emergency. In particular, we focus on exploiting this information to support rapid mapping activities. Rapid mapping has the goal of providing rescue teams and operators with information about the current situation of the area being interested by the emergency. In the project "Evolution of Emergency Copernicus services" (E 2 mC 1 the goal is to extend the support the activities of the existing Copernicus Emergency Mapping Service (EMS) 2 providing the rapid mapping operators with additional information derived from social networks and crowdsourcing, to integrate and complement satellite information available for the service.
Information derived from social media, and in particular images posted by eyewitnesses, is useful for rapid mapping activities only if associated with an adequate specification of the spatial (geolocalization) and temporal information about the images. However, as we discuss further in this paper, such information may not be available in connection to tweets: only a very small percentage of tweets is geolocalized, the images in the tweets may refer to other areas rather than the geolocation of twitterer, the time and place the image has been taken may not be the same as the time and place of its posting.
In emergency management, often the information related to events becomes clearer only over time, when additional information is collected. For instance, the initial location of the event might be only approximately known initially, and refined over time, or the context of a tweet become known only analyzing a number of associated tweets or other information, which help disambiguating associated information. Also in terms of time information for images, there is a need to distinguish between the time of image posting, the time when the image is taken, the relation to specific events (e.g., in an earthquake tremors sequence, the same building might be in di↵erent states after the initial tremor and subsequent tremor events).
The aim of the paper is to discuss the characteristics of information whose spatio-temporal attributes evolve in time. In particular, we analyze how analysis based on imprecise spatial and temporal information can be performed, proposing a meta-model as the basis for the retrieving spatio-temporal information, and discussing how an exploratory approach can support formulating queries and presenting relevant information to operators.
The paper is structured as follows. After discussing relevant state of the art, we present a scenario for illustrating our work in Section 3. Then in Section 4 we discuss some issues concerning data with imprecise spatial and temporal information. In Section 5, we propose a model to support exploratory queries and delineate types of exploration. Finally, we adopt the presented model to discuss a case study.
Related work
Data quality issues and techniques have been discussed in depth in [4] . Spatiotemporal data quality problem can be found in particular within movement data quality, as discussed in [2] , which identifies three quality issues: missing data, accuracy errors, and precision errors. Temporal and spatial resolution, spatial precision, accuracy of positions (such as the accuracy of GPS data or that of the position of a GPS-enabled camera manually set by the operator) a↵ect the quality of information associated to given spatio-temporal coordinates.
Information extraction is the task of extracting structured information starting from unstructured and noisy tweets. For example, in [18] it has been addressed applying conditional random field (CRF), a statistical model which predicts the class of a text token based on its context in the sentence. In general, the named entity recognition (NER) task aims to extract those n-grams which refer to entities of various kinds (people, locations, companies, etc.), and the nature of tweets, very di↵erent from traditional texts, poses specific challenges [25] . The recognition task is usually followed by the disambiguation task (named entity linking, NEL) where an n-gram is linked to the exact and unambiguous entry it refers to in an external database.
Focusing on location information, the extraction and disambiguation tasks are also called geoparsing and toponym resolution respectively. In [14] it has been demonstrated that a state-of-the-art library to perform named entity recognition in a traditional setting (Stanford NER) is not able to deal with bad capitalization, misspellings etc., that are plentiful in microtext. Geoparsing and toponym resolution has been addressed mainly using statistical techniques through trained models [23, 21, 30] , also in combination with heuristics [20] . The social networks have been also used to infer the location of a user [8] or to disambiguate it [15] thanks to the additional contextual information. These researches focus mainly in the user home location rather than the locations mentioned in the messages, but recently it has been proved the usefulness of social networks also to overcome the problem of shortness and sparsity of tweet messages analyzing them with respect to other tasks. For example, in [22] interactions and text similarity among tweets are used to improve the topic identification task. Using the social network as additional feature it is possible to refine the extracted information as it grows -that is, as the related event evolves.
Event detection has been performed mainly through clustering [5] and probabilistic models [26] , also considering the geographical information [24] and the spatial density of the tweets reporting an event [28, 3] .
Within emergency management, the potential of using data from social media and multiple sources in crisis situation has been studied by several authors [7, 17] . The goal in the European E 2 mC project is to identify in social media information useful for rapid mapping activities, providing tools that help improving the production times and quality of obtained maps. In [12] , we have discussed emergency mapping requirements for building an integrated servicebased architecture for E 2 mC. Part of the project is focusing on extracting useful information from tweets in the case of earthquakes emergencies with adequate tools. The IMEXT [11] tool environment is a first prototype developed in the project to support Twitter crawling with specific keywords for given event types, geotagging tweets, and extracting images from tweets and from documents linked to the tweets themselves, such as other social media and traditional media.
In recent times, the need is emerging to change the query-answer paradigm common in databases towards exploratory queries, exploratory computing, and exploration systems for big data analysis where the goal is to find interesting patterns or information in large amounts of data (e.g., [9, 29] ). In their proposal for Queriosity [29] , the authors propose a novel approach for developing data exploration systems, to provide insights to users, based on autonomously ranking the relevance of data, learning from users interactions and observation of the environment.
In the present paper, we discuss open issues about the use of information extracted from tweets, with particular reference to their spatial and temporal characteristics, and how an exploratory approach to data can be beneficial for rapidly identifying useful images.
Scenario
Copernicus is an European programme aimed at developing European information services based on satellite Earth Observation and in situ (non space) data. Its Rapid Mapping (RM) service provides on-demand and fast provision (within hours or days) of geospatial information as a emergency management service (EMS).
The products provided by the Copernicus EMS Rapid Mapping are standardized with a set of parameters the users can choose requesting them; different products are characterized by di↵erent information provided, information quality and time necessary to receive them. In particular, there are three different map types: Reference maps, which provide knowledge on the territory using data prior to the disaster and as close as possible to it, Delineation maps, which provide an assessment of the event extent (e.g. earthquake impact area map, flooded area map) and optionally its evolution using post-disaster data, and Grading maps, which provide an assessment of the damage grade (a↵ecting population and assets like settlements, transport networks, industry and utilities) and optionally its evolution using post-event data. Moreover, maps can be requested in service level 1 (SL1), provided within some hours after delivery and quality approval of imagery, or service level 5 (SL5), provided typically in five working days.
One of the main challenges faced by Copernicus EMS is related to timeliness, since it is not unusual to experience delays up to 72 hours to receive the first information as satellite information can be incomplete (e.g. due to clouds or delays in receiving information due to satellite passages).
The E 2 mC project tries to fill the gap demonstrating the technical and operational feasibility of the integration of social media analysis and crowd-sourced information in the Copernicus EMS improving the timeliness and accuracy of geo-spatial information, particularly in the first hours after the event. Indeed, social media are a relatively new and increasingly important source of information and one of the main advantages is related to timeliness: immediately after an event large amounts of potentially useful information and media are posted on social media. Processing social media is challenging: it is an example of "big data" with hundreds of millions of posts every day that can be overwhelming and confusing and often include personal impressions rather than useful information. Information on social media is not verified, can be incomplete and partial, even if "some really interesting and important messages do get posted, sometimes providing information that is not available through other channels" [7] .
In [13] , as a case study, the earthquake in Central Italy of August 2016 has been considered, analyzing the tweets posted just after the event focusing on image extraction of potentially useful and geolocated images. Focusing on image extraction in this context, the goal is to find useful images. To consider an image useful, near to an objective usefulness of the image itself, it is necessary to be able to collocate it precisely in time and space. However, as detailed in Section 4, some important issues are related to the evolving and imprecise information available on social media, which reflects in the quality of the information provided. The recognition and disambiguation phases of the locations cited in the text are prone to imprecisions, so their extraction is an open problem (see Section 2). To address the problem, in [27] a new approach has been proposed to improve the recognition and disambiguation performances using both the context provided by the other locations in the same message and the context provided by other messages in the implicit social network related to each message. In the following the locations will be extracted from text using this algorithm.
Evolving and imprecise information
In this paper we focus on representing and analyzing evolving information, and specifically on spatio-temporal aspects of information. We define as spatiotemporal evolution of information the process of refining the information on a specific event over time. Information becomes more precise as the event evolves, e.g., the location of the event becomes more precise over time, delineating the area of interest, tweets can be geolocated using context information provided from other sources or extending them with information derived from their analysis, external additional information may become available.
Imprecise information
As mentioned in Section 2, several authors have proposed approaches to exploit tweets as information sources during emergencies and there is a wide literature about quality of spatial and temporal information.
Even if theoretically an event is defined as something which happens at a precise time and in a delimited space (for instance, the EMSR177 activation for the Central Italy earthquake is associated with an Event Time (UTC): 2016-08-24 01:36, has an Area Descriptor: Lazio, Abruzzo and Umbria Regions, and is associated to an Activation Extent Map that provides the polygons for delimiting the areas of the grading maps with their geographical coordinates), the information extracted from social media and the nature of real events themselves bring a series of imprecisions with respect to the availability of both spatial and temporal information, which is necessary to take into account and address performing rapid mapping.
Spatial information Geographical information is a rare resource on social media. Only 0.5%-2% of tweets are geotagged [20, 7] , and the metadata associated to images cannot be used since images loose all metadata, including their geographical coordinates, when stored by Twitter.
Therefore, geolocation, that is the activity of associating a location to the messages using other indicators like the text, the social networks, the URLs contained in the message, etc., becomes crucial. In particular, it has been demonstrated the value of extracting the locations referenced in the text [30, 20] , firstly recognizing the toponyms mentioned and then disambiguating them to the exact locations they refer to. However, this task introduces imprecisions due to ambiguities which exist among location names and common names (geo/nongeo ambiguities) and among location names themselves (geo/geo ambiguities). Extracting locations from tweets has additional challenges with respect to traditional texts because the short, noisy and decontextualized nature of tweets.
Even if the locations mentioned in tweets are correctly recognized and disambiguated, they are typically imprecise, at some extent, for rapid mapping purposes. Indeed, while the coordinates associated to a geotag attached by Twitter should precisely identify the location where the tweet has been submitted, the locations mentioned in the text could be more general, citing for example a city or a region or could contain multiple references to locations, also with di↵erent levels of granularity.
A related challenge comes from the gazetteer used, which could not cover equally all the target locations and could contain errors. Indeed, "the output of any geocoding algorithm is only as exact as the knowledge base that underlies it" [30] . For example, GeoNames does not contain many street/road names or point of interests. Moreover, a gazetteer like GeoNames contain only few "alternative names" for each entry and they do not account for any possible way each location could be referred to. For the analysis in this paper, locations are derived using an approach based on geonames and proposed in [27] , based on Named Entity Recognition libraries [1] and geonames.
Another imprecision is related to the location of the events themselves. Indeed, it is not always trivial to define precisely the boundaries of an event or establish whether two near events are actually the same one. For example, considering an earthquake, the most a↵ected areas typically are those nearer to the epicenter. However, the actual damages will depend also from other factors, like the state of the a↵ected buildings and the population density, therefore the most a↵ected areas could not be spatially continuous. An earthquake is typically felt also at many kilometers of distance, causing only minor damages in more distant areas, therefore is not easy to establish the boundaries of the event to monitor. An example is given by the earthquake of 24th August in Italy. The epicenter is in Accumoli, a small municipality of 650 inhabitants, but the shake has been felt distinctly also in other near areas, in particular Rome, even if no significant damages were reported there. However, the fact that Rome is the most populated city of Italy, brought a significant number of reports from and about that city, so that, especially in the first hours, simply monitoring Twitter it seems like the main target of the earthquake is indeed Rome instead of Accumoli.
Temporal information It is not trivial to precisely assess the duration of an event in terms of its starting and ending time. If a sudden event like an earth-quake has at least a clear starting point, other events like floods could start slowly as simple rains. Moreover, an event could be characterized by several subevents [7] : for example several aftershocks of an earthquake could be separated even by hours or days. Consider for example the sequence of shakes related to the earthquake of August, Italy, shown in Fig. 1 Fig. 1 . Time of events [16] distinguish the subevents starting from tweets: for example, after a shake, the posts and the related images could be related to a previous shake, and, even if apparently useful, being indeed outdated as information. Therefore, assigning a precise time to an information or a media could be challenging and often the only known information is an upper bound.
Following the temporal database concepts described [10] , it is also necessary to distinguish the time of occurrence of events or of the information about the real world from the time in which they are recorded in the system (transaction time). In general, an evolution in time is associated to all information to be analyzed, in particular concerning the precision and accuracy of available information.
A model for spatio-temporal imprecise information
In this section, we propose a model for spatio-temporal information related to events that can be used to support queries and exploratory queries on an event. First, we describe the model in Section 5.1, then we propose some directions for exploring the available data.
Modeling spatio-temporal information
The goal of the model is to support information related to events that can become more precise over time and to be able to associated to it time and space information. The model is centered on the concept of event, which may have subevents. We assume an occurrence time and location for the event are specified, as a starting point for the exploration. To each event, related documents are associated, composed of items (carrying information) which are progressively located in time and space, as related information (info) becomes available (or may be automatically derived). The time of the document production is also recorded. This is not necessarily the time to be associated to its items (e.g., an image included in a tweet could have been produced at an earlier time). The documents have an author, whose location in time and space may be also known with di↵erent degrees of precision and could be also be variable in time. It has to be noted also that the location associated to the profile of the author could be available, but could be also misleading in some cases if it is the home location. Time and location associations are characterized by two attributes, precision and accuracy as it is customary in the data quality literature (see Section 2). 
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Exploratory queries
The risk of information overload and, on the other hand, of having too little information is present. For instance, in the first hours after the event, the contribution of new images (i.e., not duplicates of previous ones), and related to the event might be limited.
Initially, the exploration of available data (which can be massive, see for instance the tweet rates for the event in the scenario, shown in Fig. 1 ) has the goal of delineating the a↵ected areas in order to facilitate rapid mapping preparation.
Immediately afterwards, the goal of the mapping operator is to find useful images. Sometimes one (or very few) image is enough (e.g., to confirm the forecast of a flood, showing initial damages, or if an image shows clearly an a↵ected area). In other cases, the goal is to identify twitters who are eyewitnesses and therefore giving direct information on the event. The temporal and spatial information associated to documents, document items, and authors can all be useful to support the exploration. When looking for images, the goal is to identify images which are produced after the event, i.e., (image.associated-to.info.occurrence.time>event.occurs-at.time). The time of an image precedes the time of the document in which it is inserted (image.associated-to.info.occurrence.time< doc.has-transaction-time.time). However, it is not necessarily true that (image.associated-to.info.has-transaction.time= image.associated-to.info.has-transaction.time and therefore image.info.occurrence.time could be before the event occurrence, if a tweet about an event shows an inventory image. Similar considerations can be given for spatial information: for instance, it is common to find as twitter images some landmarks about the location of the event (e.g. the Tour Ei↵el for event in France, the Coliseum for events in Italy, even if Paris or Rome are not within the event area).
For the above mentioned analyses, time and space comparison operators have to support imprecise information (as described, for instance, in [6] ).
Ranking of relevance of images and information is di cult (and multicriteria), and it depends on the operator and his/her area of interest, however also the actions done by the operator can be useful to improve this assessment: the selection of an image, the focus of queries on a specific area, the search for information about the author of documents are all elements that can be exploited to improve the search for useful information during the exploration.
The query formation process can be exploratory, navigating available info in time and in space to identify useful images, and the system should suggest interesting information to the users.
Type of queries include:
-spatial to delimit area of interest -event time and space derivation (through constraints from document information) -evolution in time of a point /area in space Information suggestions, not related to a user-generated query, but autonomously provided by the system, might include selection of images by relevance to be proposed to operators, delineation of areas, identification of Twitter influencers eyewitnesses for the event, and so on.
Case study
In this section, we discuss some aspects related to the use of the previously described model to explore information about an emergency event.
We illustrate the evolution of tweets in two EMS activations for the earthquake in Central Italy. After the first activation EMSR177 described in Section 3, another activation was started in October (EMSR190), following a major aftershock on October 26.
Event 1 -August 24, 2016
In this event, using the crawling techniques illustrated in [11] , about 150,000 possibly relevant tweets have been extracted from the 48 hours immediately following the event.
The amount of tweets (documents in the model described in Section 5) with locations recognized and disambiguated from text increases over time, considering the additional context provided by new tweets posted (see [27] ). For example, focusing on the tweets posted in the first 30 minutes after the earthquake, 28.1% of them have locations recognized and disambiguated thanks to the context they provide each other. 48 hours later, among the same tweets posted in the first 30 minutes, additional 3% of tweets have locations recognized and disambiguated thanks to the additional context. As comparison, only 0.35% of tweets are geotagged in this dataset.
In addition to the locations associated to individual tweets, it is interesting to evaluate the location related to the event itself. As mentioned in Section 4, considering the cumulative number of the geotagged tweets only, the location related to the epicenter, Accumoli, is not highlighted with respect to, for example, Rome, which is a not damaged but much more populated location. If, instead, the locations referenced in the text are used (extracted as explained in [27] ), the situation improves, as shown in the graph in Fig. 3 . Indeed, there is an improvement in terms of the volume of locations, which are significantly (orders of magnitude) more, and in the rate of growth of the reports related to Accumoli with respect to those related to Rome, so that after about 3 hours Accumoli is highlighted as main location target of the event. It is interesting to notice that, as the time passes, the cumulative number of reports related to Accumoli become greater and greater, making the situation more and more clear. However, there exists a "window of uncertainty" in the first three hours where Accumoli does not emerge yet as main location.
The first tweets carrying useful information with images started to arrive early, even if the event occurred at night (see for instance Fig. 4) . Several tweets contained the photograph shown in the figure, which was taken about two hours after the event. It has to be noted that the image was therefore available many hours before the EMS activation, which o cially started more than 8 hours after the event)
.
It is interesting to analyze the tweets associated to the image in Fig. 4 , to show the related challenges and their contribution to address time and space imprecisions in the proposed model. They are shown, along with their timestamp and the profile location of the authors, in Table 6.1 3 . Analyzing them, several considerations arise. First of all, no tweet is geotagged, so that the positions of the authors submitting the tweets is unknown. Except tweets #3 and #4, they all have di↵erent authors. The locations associated to the authors profiles are not useful: they are missing or not real locations (MotoriNews24 & KeepRadio) or too coarse-grained (low precision, e.g., the province) and in any case incoherent. The tweet #1 is posted about two hours after the earthquake, describing the location generically as "the road to Nor-cia". It is a very imprecise information: there exist many roads to Norcia each one traveling many kilometers. Therefore, one could simply take Norcia itself as location for the image -even if it is more than 275 km 2 -accepting a low precision and without being able to quantify the accuracy. Regarding the time associated to the image, this tweets gives an "upper bound" to its creation, so that the associated time is an interval of about two hours with high precision 4 . The tweet #2 cites Norcia again so it does not add significant information regarding the location or the time of the image. The tweet #3 is particularly interesting because it is posted just after half an hour the first tweet, but it better describes the location. Indeed, it cites the precise road ("Salaria SS4"), which is a road of more than 200 km, citing exactly the point ("at Sigillo"). There are several locations named "Sigillo" in Italy: the tweet cites other locations, and in particular "Posta", indicating that it refers to Sigillo part of the municipality of Posta, which has just 151 inhabitants, and not, for example, Sigillo municipality in the province of Perugia, which is more populated (population 2468). The approach described in [27] (see Section 3) is able to correctly recognize and disambiguate Sigillo, thanks to a spatial correlation found among the di↵erent locations mentioned in the tweet. The road SS4 at Sigillo is about 5 km, so using this tweet it is possible to associate a much better precision to the image, even if the accuracy is still unknown. This tweet does not add precision to the time associated to the image since it is posted later the first one. The following tweets do not add precision since they do not add details regarding the space or time of the image. Table 1 . All the retrieved tweets associated to the image in Fig. 4 .
