Deep compositing is an important practical tool in creating digital imagery, but there has been little theoretical analysis of the underlying mathematical operators. Motivated by finding a simple formulation of the merging operation on OpenEXR-style deep images, we show that the Porter-Duff over function is the operator of a Lie group. In its corresponding Lie algebra, the splitting and mixing functions that OpenEXR deep merging requires have a particularly simple form. Working in the Lie algebra, we present a novel, simple proof of the uniqueness of the mixing function.
INTRODUCTION
compositing is the standard way to combine images with masks (alpha channels). Its primary use is to combine elements that have been rendered or photographically captured separately into a composite image. To do that, the depth ordering of the elements must be known a priori. In particular, the method has no intrinsic way to deal with elements whose depth order may vary from pixel to pixel. Even more problematic are volumetric elements like clouds whose pixels may occupy extended depth regions. Combining two such volumes requires computing new pixel values for regions that overlap in depth, something that the Porter-Duff over operator cannot do directly.
Note: Throughout, this article will refer to a color with an associated opacity value as a pixel value rather than a color to emphasize the opacity channel.
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Merging the pixels of two deep images requires that corresponding pixels of the two images be reconciled so that all overlapping intervals are identical in extent. This is done by using the endpoints of each interval of an overlapping pair to divide the other interval, as in Figures 2(a) and 2(b). We call this operation splitting. The subdivided intervals are assigned pixel values that, if recombined, would reproduce the undivided interval's value.
Having been reconciled, the values of corresponding subintervals can be mixed to produce a merged list that will have no overlaps, as in Figure 2 (c).
The splitting and mixing functions must be carefully chosen to avoid anomalous behavior. Kainz [2013] and Hillman [2012] describe in detail what OpenEXR intends the splitting and mixing functions to be. Note that Egstad et al. [2015] describe an interesting extension using bitmasks instead of just α to represent opacity, an important development orthogonal to the matters we discuss in this article.
The OpenEXR deep image implementation builds on the deep shadow work of Lokovic and Veach [2000] . Deep shadows are a special case of deep images that attenuate incoming light but add no new color of their own. Merging deep shadows is simple. If an interval with transmittance τ is to be split into two subintervals of relative lengths λ and 1 − λ, the subinterval transmittances are τ λ and τ 1−λ . Combining two (reconciled) intervals with transmittances τ and υ gives a transmittance of τ υ.
By analogy with the deep shadow situation, when A and B are pixel values (rather than just transmittances), we will refer to the pixel value splitting function as A λ and the mixing function as A ⊗ B.
CONTRIBUTIONS
We start by showing that pixel values together with the over operator form a group, which we call Ov, and that Ov is a Lie group. There are many good introductions to Lie groups and algebras, including Tapp [2016] . Ov, like every Lie group, has an associated Lie algebra, ov, with an exponential map exp : ov → Ov relating the two. Using exp and its inverse log map, we can easily write the splitting and mixing functions that OpenEXR deep images require and prove that they are, under reasonable assumptions, unique. The splitting and mixing functions themselves are the same as those described in Hillman [2012] . The proof of uniqueness is 26:2 new, as is the observation that they are particularly simple when expressed in ov.
Additionally, we use the Lie group structure to define new pixel interpolation functions that are invariant with respect to the splitting function, allowing us to, for example, change the (transverse) resolution of an image in a splitting-independent way. That is, subdividing a volumetric image in Z and then resampling in X and Y produces the same result as resampling and then subdividing.
We can use the same interpolation functions to approximate deep image functions in a way that gives better compression than the piecewise-constant OpenEXR approach.
Finally, we show that in some cases, we can bypass deep images altogether. In Appendix B, we will demonstrate a use of Ov to correctly composite scenes with nonopaque surfaces and participating media, where the contribution of the medium need only be evaluated at the surfaces.
NOTATION, REPRESENTATION, AND INTERPRETATION
A pixel value is a pair of channels A = (a, α), where a is the amount of new light emitted from A and α is the fraction of light that A blocks from shining through it from behind. In Porter and Duff [1984] , this representation is referred to as premultiplied color. A pixel value blocks no incoming light when α = 0 and all of it when α = 1. When we need to talk about more than a single pixel value, we will refer to B = (b, β), C = (c, γ ), and so forth. In this article, we will, for simplicity, consider both a and α to be real numbers, representing either monochrome emission and opacity or the behavior in a single color channel. Vectors of (a, α) pairs can be used for color imaging-for example, Renderman shaders use three emission components and three opacity components. In practice, α will often be the same over all channels, in which case the four-component (r, g, b, α) scheme used in Porter and Duff [1984] is appropriate. For more details about pixel value representations, see Smith [1995] and Blinn [1994] .
Pixel values form a vector space, so we can take linear combinations of them:
To simplify many expressions, we use the notation
If α is an opacity value (0 for transparent, 1 for opaque), α is the corresponding transmittance, indicating how much of a more distant image α allows to show through.
• 26:3 α satisfies two important identities:
The first of these just says that this operation is its own inversethe same computation effects conversion from opacity to transparency or vice versa. The second says that computing the α value in the over operation (see the next section) is the same thing as multiplying transmittances.
There are at least two different interpretations of pixel values, which we call the geometric interpretation and the optical interpretation. In the geometric interpretation, scene elements may cover part of the pixel, allowing light from farther away to shine through uncovered parts. In the optical interpretation, scene elements are considered to be partially transparent and allow some of the light from more distant elements to pass through them. The two interpretations are usually interchangeable but can differ in complex situations. For example, in the optical interpretation, A over A ought to describe a situation where two identical layers combine, reinforcing their emission and attenuation, whereas in the geometric interpretation, both copies of A should block exactly the same parts of each pixel and we ought to have A over A = A. So the former A should completely obscure the latter, and neither A should affect any of the background that the other does not. Porter and Duff's algorithm for evaluating complicated composites uses the geometric interpretation, and for them, indeed, A over A = A. This article is concerned with the optical interpretation, which is appropriate when dealing with layers of clouds and other participating media whose geometry is poorly delineated, and whose effects, when stacked up, are cumulative. Most commercial compositing software, like Nuke, Shake, and the compositing tools bundled with Pixar's Renderman, implicitly uses the optical interpretation. They do none of the analysis described by Porter and Duff, treating A over A as if the two As were unrelated. Glassner [2015] goes into more detail about how the geometric and optical interpretations interact.
OVER
The over operator describes what happens when we stack two pixels and look through the nearer at the farther. What we see is the emission of the nearer pixel in the stack combined with the amount of the farther pixel that the nearer's α allows to shine through from beyond. So we get
Pixel values with α = 1 form a group with over as the group operator. That is, the following four easy-to-verify properties all hold:
-Closure: α + α β cannot be 1 if α = 1 and β = 1. -Associativity: (A over B) over C = A over(B over C). -Invertibility: every pixel value has an inverse
satisfying
Opaque pixel values (those with α = 1) are excluded from the group because we cannot compute their inverses. With α = 1, we have A over B = A, in which case we cannot expect to be able to put some magical A −1 over A to recover the vanished B. (While opaque pixels are excluded from the group, they are not banned from our computations. Whenever a computation requires an inverse, the α = 1 case must often be considered separately, as we will see. This is the compositing analog of being careful about dividing by zero.)
Normally we think of a ≥ 0 and 0 ≤ α ≤ 1, in which case A −1 has −a/ α ≤ 0 and −α/ α ≤ 0. It is hard to attach a physical meaning to pixel values with negative components, but they are mathematically unproblematic.
Note: There are actually at least two different groups with over as their operation. Combining pixel values with α < 1 (either by over or by taking inverses) never produces a result with α > 1, so the α < 1 case forms a subgroup of the larger group that includes all pixel values with α = 1. Pixel values with α > 1 have no use, except in peculiar circumstances not touched on herein, so we will disregard them in the following discussion.
We will use the name Ov to refer to the group of pixel values with α < 1 and group operator over.
SPLITTING AND MERGING
Having introduced the group structure of Ov, we now have enough mechanism in place to define the splitting and merging functions required to do deep compositing.
The splitting function A λ has to satisfy the identities
The derivation is easy if we start by considering integer exponents and then extend to arbitrary real exponents. From the properties listed in Equation (2), we can immediately write down
This last formula is just A multiplied by a geometric series, which gives
We can extend this to work for arbitrary real exponents in three steps. First, we can use Equation (3) to compute A 1/n by solving A = B n for B. The result is
That is, exactly the same formula works. Now we can extend this to arbitrary rational exponents by noting that
Again, the same formula works. Finally, by continuity, the same formula can be applied to nonrational real exponents. It is easy to verify that Equation (3) satisfies each of the identities in Equation (2).
Note: In general,
because over is not commutative. The merging function A ⊗ B must work correctly even if deep pixels are diced into smaller segments before merging. That is, we must have
where 0 ≤ λ ≤ 1. In fact, we can use this idea to define A ⊗ B.
First split A and B into n laminae:
Then intersperse the laminae and take the limit as n approaches infinity:
This limit is harrowing to evaluate by hand, but any good computer algebra system should make short work of it (we used SymPy [2015] ), giving
as long as α, β = 0 or 1. In the cases where at least one of α or β is zero or one, Equation (5) tries to divide by zero. But if we separately simplify the expression under the limit for each case, the limits all converge, unless α = 1 and β = 1:
In the α = β = 1 case, we can get different values by having α and β approach 1 at different rates, so we must either leave the mixing function undefined in that case or assign a value to it some other way. When α = 1 or β = 1, A ⊗ B = B ⊗ A, as we would hope. It would be nice if A ⊗ B = B ⊗ A everywhere. One possible choice is to set (a, 1) ⊗ (b, 1) = (a + b, 1), which is both commutative and associative, but there are other possibilities that may behave better in some circumstances. See the discussion at the end of Section 8.
MATRIX REPRESENTATION AND GROUP STRUCTURE
We can learn a lot about the structure of Ov by looking for other well-known groups that might contain it as a subgroup. The set of all invertible 2×2 upper-triangular real matrices is a group under matrix multiplication-the product of two such matrices has the same form, as does the inverse. Now, let ρ be the mapping of pixel values to matrices, and thus:
and then we have
and
So, under the mapping ρ, matrix multiplication corresponds to over and the matrix inverse corresponds to the pixel inverse. Ov can be decomposed into two interesting subgroups. Pixel values with α = 0 (those that contribute color without attenuation) form an additive subgroup isomorphic to (R, +), and those with a = 0, which attenuate without contributing color, form a multiplicative subgroup isomorphic to (R >0 , ·). This subgroup is represented oddly because the quantities to be multiplied are α, not α. Ov is not composed using the familiar direct product, (R, +) × (R >0 , ·), because then we would have
but it is rather a semidirect product, (R, +) (R >0 , ·) [Lang 2002, p. 76] , in which b must be attenuated by α before adding to a, yielding the correct
This is analogous to the situation when combining affine transformations. Computer graphics practitioners will already be familiar, at least informally, with Aff 3 (R), the group of invertible 4×4 matrices whose last row is [0 0 0 1], widely used to transform points in three dimensions. An affine transformation can be decomposed into a pair (M, v) of a rotation/scaling matrix and a translation vector. To properly compose two affine transformations (
Ov is isomorphic to (in fact, diffeomorphic, when the group is considered as a manifold, see later) to the subgroup of Aff 1 (R) that replaces (R =0 , ·) with its positive subgroup (R >0 , ·) (i.e., the numbers α > 0) in the semidirect product.
Deep Compositing Using Lie Algebras
• 26:5 Note: For simplicity of exposition, this article mostly talks about a monochrome world where pixels have a single color component. It is worth developing our notation to deal with color versions of Ov. For pixels with m emissive color components, we can have either a single alpha channel (the case discussed in Porter and Duff [1984] ) or a separate alpha channel for each color component. We can denote these Ov m,n with n = 1 or n = m. We use Ov unadorned by subscripts when it is obvious or doesn't matter which Ov m,n we are referring to. (In this article, Ov usually stands for Ov 1,1 .) Ov m,m is just the direct product Ov m 1,1 = Ov 1,1 × Ov 1,1 × · · · × Ov 1,1 , which is the subgroup of Aff m (R) that includes translation and positive scaling transformations but not rotations or shears, with a separate scale factor for each axis. Ov m,1 is the subgroup of Ov m,m that includes only translation and uniform positive scaling. In each case, the group has no surprising new behavior that is not apparent from the study of Ov 1,1 .
Note also that it makes sense to talk about Ov 0,n , isomorphic to (R >0 , ·) n , which describes Lokovic and Veach's [2000] deep shadows, which have alpha channels but no emission color.
OV IS A LIE GROUP
An important property of Ov (beyond its groupness) is that the over operator and the inverse are both smooth. That is, small changes in their operands produce correspondingly small changes in their results.
Groups in which the group operator and the inverse are smooth functions of their operands are called Lie groups. They combine the ideas of smooth manifold and group in a way that makes them extremely useful in, for example, differential geometry and physics [Arfken et al. 2013] . (Lie groups were first investigated by the Norwegian mathematician Sophus Lie, whose surname is pronounced as though it were spelled Lee.)
Every Lie group has an associated linearized structure called a Lie algebra, which is the tangent space at the identity. Lie algebras are usually named using the lowercase Fraktur version of the Lie group's name, so we will call ours ov.
For our purposes, the most important feature of Lie algebras and groups is the existence of a mapping from the Lie algebra to the Lie group called the exponential map, as many operations in a Lie group are more easily carried out by mapping them into the appropriate Lie algebra, where everything is linear.
Groups of square matrices under multiplication are Lie groups, provided that, as manifolds, they are closed in the set of all invertible square matrices. Their exponential map is just the usual matrix exponential, defined by the familiar Taylor series with a matrix argument:
For 2×2 upper triangular matrices, the matrix exponential can be evaluated in closed form [Moler and Van Loan 2003] :
Now we can derive Ov's exponential map and its inverse. First, the inverse. Let log A = p q 0 r and let us solve exp log A = α a 0 1 for log A. In both cases of Equation (8), exp r = 1, so r = 0. When p = r, we have
Pulling Equation (9) apart componentwise, we get
which means p = log α .
Here and elsewhere in this article, log of a number is the natural logarithm. Substituting Equations (10) and (11) back into the upper right component of Equation (9), we have
The other case, when p = r, is much easier. Since r = 0, we have p = 0, and immediately we get q = a. Summing up,
Note that log A does not have the form of a pixel value because its lower right element is 0, not 1. Remember that it is a member of the Lie algebra ov, which is not isomorphic to the Lie group Ov. For ordinary invertible pixel values, those with α < 1, log A is a well-behaved one-to-one function. Now we can read the exponential map from Equation (8):
Notation: We will write members of ov as vectors in double square brackets, like this:
and log(a,
Note that exp and log are bijections, so you can think of ov as a different coordinatization of Ov. It is easy to verify, using Equations (3), (12), and (13), that
Note that log A is undefined at α = 1, but A λ approaches A as α approaches 1 (as long as λ = 0), so it makes sense to define A λ = A whenever α = 1 and λ = 0, which matches Equation (3). Likewise, A ⊗ B is easily expressed in terms of exp and log. The Lie product formula [Trotter 1959 ] says that for any r and s in a Lie algebra,
Substituting r = log A and s = log B and using Equation (14), we get
That is,
It is straightforward, if tedious, to verify that this gives the same results as Equations (5) and (6).
Equation (15) makes it simple to see that A ⊗ B exhibits the qualitative behavior we expect from the mixing function. The order in which deep images are mixed does not matter. That is, ⊗ is commutative and associative:
The mixing function works if we increase the depth resolution with which we sample the image. Suppose we have two stacks of size n copies of A and B. It does not matter whether we create the stacks A n and B n and mix those or mix A and B and stack up n copies of the result. That is, the mixing function satisfies
We call this requirement splitting invariance, and it is a generally useful correctness criterion for computations on pixel values. Informally, it captures the idea that the result of the computation should depend on the image being sampled, and that increasing the sampling rate should not cause the result to change. Mixing powers of a given color works in the obvious way:
Equations (16) to (19) are almost enough to uniquely determine the mixing function. In fact, if we are given its value in an appropriate simple limiting case, Equations (16) to (19) are sufficient to determine the function for all other argument values. For example, imagine a full-intensity light of pixel value (1, 0) uniformly distributed in a volume of uniform nonemissive haze of pixel value (0, α). By Equation (15) (with Equations (12) and (13)), we have
This makes physical sense. At every relative depth λ in the volume, the (infinitesimal) light emitted at that depth is attenuated by α λ , so the total light emitted should be 1 0 α λ dλ = −α/log α.
In summary, Equation (15) satisfies Equations (16) to (20) . But might there be some other (simpler?) formula that might work as well? As it turns out, Equation (15) is the only function that satisfies Equations (16) to (20). The proof is fairly simple and is presented in Appendix A.
As an example, Figures 1(a) and 1(b) show a pair of clouds, one greenish-blue and one reddish-orange. Imagine that the images only contain a single interval per pixel, all of identical extent, so splitting is not necessary. Figure 1(c) shows the greenish-blue over the red, and Figure 1(d) a correct mix. In Figure 1(c) , the greenish-blue cloud (unsurprisingly) dominates the reddish-orange one. Figure 1(d) shows neither dominating the other.
Note that Equation (15) only defines A ⊗ B when A and B are Ov elements, that is, when they are not opaque. As with A λ , we can fill in this gap by appealing to continuity. As just A approaches opacity, the answer is A ⊗ B = A. If both A and B are opaque, there is no obvious answer; we can get different values by allowing α and β to approach 1 at different rates. The intuitive solution, letting A ⊗ B = (a + b, 1), satisfies Equations (16) to (19) and works well in practice. Hillman [2012] argues for using A ⊗ B = ((a +b)/2, 1) in this case, but notes that this sacrifices associativity. Another possibility, which we use in practice, is to keep track of the number of opaque pixel values contributing to a mix so that we can sum the pixel values up and divide through at the end to get the effect of A 1 ⊗ A 2 ⊗ · · · ⊗ A n = ((a 1 + a 2 + · · · + a n )/n, 1).
INTERPOLATION AND PIXEL VALUE SPLINES
Since operations in ov are linear, one could define linear interpolation of pixel values by mapping the pixel values from Ov to ov, linearly interpolating the result and mapping back to Ov:
It is immediately obvious that this satisfies a subdivision identity analogous to Equation (18):
Also,
and if α = β, we have (22) into one, two, four, or eight identical layers (top to bottom). In Figure 3(b) , the stripes are identical as per Equation (22), but there is a noticeable color shift from stripe to stripe in Figure 3(a) .
B-splines and Bezier curves are naturally defined by repeated lerps, so the linear interpolation formula immediately gives us wellbehaved formulations of pixel-valued B-splines and Bezier curves. For example, a pixel-valued Bezier curve can be defined by
where B i is the Bezier curve's control value and b i,n (t) is the Bernstein polynomial of degree n. Fig. 3 . Pixel value interpolation. Each image is composed of four stripes, subdivided in depth 1, 2, 4, or 8 times (top to bottom) before interpolation. In Figure 3 (b) the stripes are identical, but there is a noticeable color shift from stripe to stripe in Figure 3 This can be evaluated by de Casteljau's algorithm:
Note that many of the logs and exps hidden in the lerp cancel out. The general rule is: take the logs of the control points, make a componentwise spline from those, and take the exponential of the result. This schema works equally well for B-splines using de Boor's algorithm and for any other spline formulation in which the spline value is a linear combination of the control points, like Catmull-Rom [1974] splines or beta-splines [Barsky 1981 ].
All such schemes satisfy equations analogous to Equations (22) to (24). If we let
where A i for 1 ≤ i ≤ n is a sequence of pixel values and t i be a corresponding sequence of weights, then it is easy to verify the following subdivision invariance identity:
Also, provided all the alphas are the same:
and the weights produce an affine combination:
Furthermore, interpolants can be merged by merging their coefficients:
Thus, for any spline type that is linear in its coefficients, pairs of splines can be easily merged by first inserting knots to get their knot vectors to match and then merging corresponding coefficients using ⊗.
INTERPOLATION APPLICATIONS

Resampling Images with Alpha Channels
We can use Equation (25) to resample images with alpha channels. If we do, Equation (26) says that the resampled image is splitting invariant-that is, if we want to stack up multiple copies of a resampled image, it does not matter whether we stack first and then resample or vice versa. In contrast, this is not true if we interpolate componentwise, as we saw in Figure 3 .
Equation (28) says that in regions of an image where α is unchanging, resampling using Equation (25) has the same effect as just resampling the color channels in the standard way and leaving alpha alone. Equation (27) says that in regions where α is changing (but a is a constant proportion of α), the effect of Equation (25) is just to resample the image's density (the logarithm of α) in the standard way, keeping the color proportional to α. Figure 4 shows an example. Each of the two images is resampled from a detail of the RC car of Figure 8 The right half of each image is split depthwise into 100 laminae (i.e., we computed A 1/100 for each pixel). The laminae are resampled and then each stack is recomposited using over. The left half of each image is resampled directly, without depth splitting. As we would expect, the left and right halves of Figure 4 (b) match seamlessly, but Figure 4 (a) has a noticeable (if you look carefully) discontinuity between its subdivided and unsubdivided halves. The deep image can be compressed by approximating the 154 intervals per pixel by fewer constant samples. One would expect that approximating using a higher-order interpolant would give better compression for the same error. We tested this by compressing the image using both a piecewise-constant-based compression and a linear interpolant-based compression, interpolated using Equation (21). In detail, we constructed interpolants to each pixel's voxel column by recursive binary subdivision. For a given range of voxels in the column, we find the voxel that deviates most from the interpolant determined by the range's endpoints. If that deviation is below some threshold, we stop subdividing. Otherwise, we add a control point at that voxel and recursively subdivide the two subranges.
Deep Image Compression
• T. Duff   Fig. 4 . These pictures illustrate image resampling (magnification) using ov. The image being resampled is a detail of the wing and antenna of the RC car element used in Figure 8 . The left half of each image is resampled directly. The right half of each is split depthwise 100 times, then each layer is resampled, and all 100 are recomposited. Figure 4 (a) was resampled componentwise in Ov. You can see the discontinuity between the two halves if you look carefully. In Figure 4 (b), which was done by first mapping from Ov to ov, resampling componentwise in ov, and mapping back to Ov, the join is invisible, as expected. c Disney/Pixar 2017. Figure 5(b) plots root-mean-square (RMS) error in the reconstructed image versus compression ratio (the number of control points divided by the number of uncompressed voxels) for both the piecewise constant and piecewise linear schemes. The piecewise linear scheme is a clear winner, giving better compression over the whole range of error values. The maximum tolerable RMS pixel error (determined by eye) for this test image is about 0.01, for which the piecewise constant scheme gives a compression ratio of 0.34, while our new piecewise linear scheme gives 0.11, roughly a 3 times improvement.
We ran the compression test on 159 production volumes of varying sizes. The graph of Figure 6 shows the relative performance of piecewise linear and piecewise constant compression at 0.01 RMS pixel error. Only on a very few of our test volumes (three out of 159) did piecewise constant compression outperform piecewise linear. The worst that the piecewise linear scheme did was compress 0.93 as well as the piecewise constant scheme. The best was 4.9 times better and the mean was 1.5 times better. That is, on average, linear-compressed images occupied 0.67 times as much space as constant-compressed ones.
SUMMARY
We have shown that pixel values with the Porter-Duff over operator form a Lie group, Ov. We derived the exponential map from the corresponding Lie algebra ov to Ov and its inverse, the log map. We used them to provide simple rederivations of the splitting and mixing functions, A λ and A ⊗ B, required for merging OpenEXR deep images (originally derived in Hillman [2012] ) and proved that the mixing function is uniquely determined by a small set of properties that any such function ought to have. The most important of these properties, splitting invariance, is an instance of a new general correctness criterion for computations on pixel values with alpha channels.
We hinted at the versatility of the Lie group framework by using it to formulate a splitting invariant interpolation function, lerp (A, B, t) , and spline functions suitable for resampling images with alpha channels. We also showed how to use lerp(A, B, t) to produce piecewise linear approximations to volumetric images with substantially better compression than the existing piecewise constant approximant used in OpenEXR.
Additionally, we show in Appendix B how Ov can be used to correctly composite partially transparent surfaces in participating media, even without the machinery of deep images.
FUTURE WORK
The major message of this article is that the Lie group Ov and its Lie algebra ov are powerful tools for attacking complicated questions about compositing. Previously known solutions, like the splitting and mixing functions, turn out to be exquisitely simple when viewed from the Lie algebra point of view, and their solutions immediately suggest approaches to other problems.
We do not yet understand in detail how the geometric and optical interpretations interact in deep compositing. Egstad et al. [2015] provide a good first step in that direction; we think the matter deserves closer investigation.
Another thing we should investigate is the use of higher-order approximating functions, which may offer even better compression of deep images. Methods that exploit pixel-to-pixel coherence would be of obvious benefit.
We would like to have a comprehensive way of fitting opaque pixel values into this framework. As we have seen, appealing to continuity works well in some circumstances, but that is not universal. Looking at Equation (13), the problem arises because log α = −∞ when α = 1. For now, when computing log α, our code substitutes a finite negative value large enough that in Equation (12), exp p = 1 after floating-point rounding. Effectively, we are pretending that opaque pixels are transparent, but not so transparent as to be noticeable to floating-point arithmetic. This is bound to be unsatisfactory in general but works well in all the cases we have seen so far.
A ⊗ B is a sort of volumetric union operator. That suggests looking for other related operators that might facilitate Constructive Solid Geometry-like manipulation of volumes. For example, volume-CSG subtraction might be implemented by subtraction in ov, appropriately clamped so as not to generate pixels with negative α. 
uniquely determine that
PROOF. The exp and log mappings are 1-1 and onto. So every function A ⊗ B : Ov × Ov → Ov corresponds uniquely to a function
Using Equation (35), Equations (30) to (34) can be rewritten in terms of . For example, Equation (30) is the same as exp(log A log B) = exp(log B log A).
Letting log A = P and log B = Q, this is equivalent to
Similarly, Equations (31) to (34) are equivalent to 
PROOF. If t = 0,
Otherwise, t = 0, and we have
Now, letting log A = p, q and log B = r, s , we are trying to derive a definition for p, q r, s :
by Equation (41) = (p 1, 0 r 1, 0 ) (q 0, 1 s 0, 1 )
by Equations (36) and (37) = p + r, 0 0, q + s by Equation (39) = p + r, q + s by Equation (41) = p, q + r, s , and, using Equation (35), we get
as required.
B. PARTICIPATING MEDIA WITHOUT DEEP IMAGES
In some cases, deep images are more mechanism than we need in order to deal with participating media. For example, in a REYES renderer [Cook et al. 1987 ] like Pixar's Renderman, surfaces are shaded before their depth order is determined and there is no explicit representation of participating media. So atmospheric effects must be incorporated into surface shaders, and that calculation has no access to information about other surfaces that may obscure parts of the atmosphere. A similar situation can arise when elements are separately rendered to be combined in a compositing package like Shake or Nuke. Figure 8 (e) shows a partially transparent image of an RC car embedded in a cloud bank. Let us try to reproduce this image without using any deep compositing. Having no nondeep way to represent the cloud element, its effects must be taken into account by the surface shaders used to render the RC car and the background sky. Figures 8(a) and 8(b) show the results. When we composite the two naively, we get Figure 8(d) . The part of the cloud that is in front of the RC car is also included in the sky element, and so is double-counted in Figure 8(d) . Without making the sky's renderer aware of the RC car obscuring part of its cloud, there appears to be little we can do to get a correct final result, as in Figure 8(e) .
Nevertheless, we can render scene components separately and composite the results correctly with the appropriate compositing math. Suppose that, along a particular eye ray, the colors and opacities of the surfaces (in depth order) are S i , 1 ≤ i ≤ n, and that the color and opacity of the part of the cloud between the eye position and S i is F i . F i+1 can be divided up into two parts: the contribution from the eye up to S i (i.e., F i ) and the added contribution between S i and S i+1 (let us call that C i+1 ). See Figure 7 . So the pixel value we want to compute is F 1 over S 1 over C 2 over S 2 over C 3 over · · · over C n over S n .
Now at the time we render each separate element, we can compute F i but not C i . But So if we have the renders of the various elements output F i over S i over F −1 i , the compositing package will be able to compute a correct result. does not exist. In that case, the appropriate answer is just F i .
When we composite the layers, we will get the correct result, except for an extra F −1 n at the end. If S n is opaque, that is not a problem, because then F n over S n over F −1 n = F n over S n . If we cannot guarantee S n 's opacity, we can simply add an opaque black surface S n+1 behind an appropriate F n+1 behind the whole scene, which will cancel out the spurious F −1 n and add nothing else to the image.
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