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Abstract
In this paper we establish a new analytic enclosure for the spectrum of unbounded linear operators A
admitting a block operator matrix representation. For diagonally dominant and off-diagonally dominant
block operator matrices, we show that the recently introduced quadratic numerical range W2(A) contains
the eigenvalues of A and that the approximate point spectrum of A is contained in the closure of W2(A).
This provides a new method to enclose the spectrum of unbounded block operator matrices by means of the
non-convex set W2(A). Several examples illustrate that this spectral inclusion may be considerably tighter
than the one by the usual numerical range or by perturbation theorems, both in the non-self-adjoint case and
in the self-adjoint case. Applications to Dirac operators and to two-channel Hamiltonians are given.
© 2009 Elsevier Inc. All rights reserved.
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1. Introduction
The spectra of linear operators play a crucial role in many branches of mathematics and in
numerous applications. Analytic information on the spectrum is, in general, hard to obtain and
numerical approximations may not be reliable, in particular, if the operator is not self-adjoint or
normal. In this paper, we suggest a new analytic enclosure for the spectrum of unbounded linear
operators that admit a so-called block operator matrix representation.
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the numerical range W(A) = {(Ax, x): x ∈ D(A), ‖x‖ = 1}. It is easy to see that the point
spectrum σp(A) of A is contained in W(A) and that the approximate point spectrum σapp(A) of
A is contained in the closure of W(A),
σp(A) ⊂ W(A), σapp(A) ⊂ W(A); (1.1)
the inclusion σ(A) ⊂ W(A) holds if A is closed and every component of the complement
C \ W(A) contains at least one point of the resolvent set ρ(A) of A (see [10, Theorem V.3.2]).
By the Toeplitz–Hausdorff theorem, the numerical range is a convex subset of C (see [10, The-
orem V.3.1]). At first sight, the convexity seems to be a useful property, e.g. to show that the
spectrum lies in a half-plane. However, the numerical range often gives a poor localization of the
spectrum and it cannot capture finer structures of the spectrum like being separated in two parts.
In view of these shortcomings, the concept of quadratic numerical range was introduced
in [15]. It is defined if a decomposition H = H1 ⊕H2 of the underlying Hilbert space H is given
and A is a linear operator that admits a corresponding block operator matrix representation
A =
(
A B
C D
)
, D(A) = (D(A)∩ D(C))⊕ (D(B)∩ D(D)), (1.2)
with densely defined operator entries A, B , C, and D (note that this holds automatically if A
is bounded, but not for unbounded A). The case that A has bounded off-diagonal entries B
and C was considered in [15]; the case that A itself is bounded was studied in detail in the
subsequent papers [13,14]. The case that all entries are unbounded is of particular interest in
view of applications, e.g. to systems of (partial) differential equations of mixed order (and type).
For a block operator matrix A as in (1.2), the quadratic numerical range W 2(A) is defined as
the set of all eigenvalues of all 2 × 2 matrices
Af,g :=
(
(Af,f ) (Bg,f )
(Cf,g) (Dg,g)
)
∈ M2(C)
with elements f ∈ D(A)∩ D(C), g ∈ D(B)∩ D(D) having norm 1, that is,
W 2(A) :=
⋃
(f,g)t∈D(A)
‖f ‖=‖g‖=1
σp(Af,g).
Unlike the numerical range, the quadratic numerical range is no longer convex; it consists of
at most two components which need not be convex either (even in the finite-dimensional case).
For block operator matrices with bounded off-diagonal corners, it was shown in [15] that the
quadratic numerical range shares the spectral inclusion property (1.1) with the numerical range.
This result was used to prove that certain block operator matrices are exponentially dichoto-
mous, i.e. their spectrum lies in two sectors in the left and the right half-plane separated by a
strip around the imaginary axis. For bounded block operator matrices, it was proved in [13] that
the quadratic numerical range is always contained in the numerical range W 2(A) ⊂ W(A). For
bounded self-adjoint block operator matrices, the quadratic numerical range was used success-
fully by V. Kostrykin, K.A. Makarov, and A.K. Motovilov in [12] to prove sharp results on the
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ods to prove such perturbation results for unbounded block operator matrices include an analysis
of the Schur complements associated with a block operator matrix (1.2) (see [11]) and norm
estimates for solutions of corresponding algebraic Riccati equations (see [2]).
In the present paper, we introduce and study the quadratic numerical range for block operator
matrices all entries of which are unbounded. To this end, we distinguish diagonally dominant and
off-diagonally dominant block operator matrices, depending on the position and strength of the
dominanting entries in each column. The main result of this paper is that, for these two classes
of block operator matrices, the quadratic numerical range has the spectral inclusion property. We
show that this new method to enclose the spectrum of unbounded linear operators yields tighter
analytic enclosures than the usual numerical range or classical perturbation theory, both in the
non-self-adjoint case and in the self-adjoint case.
The paper is organized as follows. In Section 2 we define diagonally dominant and off-
diagonally dominant block operator matrices and use these notions to establish criteria for a
block operator matrix to be closed. In Section 3 we introduce the quadratic numerical range of
an unbounded block operator matrix and prove some elementary properties; in particular, we
show that the quadratic numerical range is always contained in the usual numerical range. In
Section 4 we prove that the quadratic numerical range has the spectral inclusion property if the
block operator matrix is diagonally dominant or off-diagonally dominant of order 0; here the or-
der is the maximum of the relative bounds in each column with respect to the dominating entries.
In Section 5 we consider block operator matrices with separated diagonal entries and symmetric
corners (ReW(D) < ReW(A) and C = B∗); block operator matrices with self-adjoint diagonal
entries and anti-symmetric corners (A = A∗, D = D∗, and C = −B∗); and self-adjoint block
operator matrices with semi-bounded diagonal entries. By means of these three classes, we show
that the spectral enclosures in terms of the quadratic numerical range cannot be obtained by pre-
viously available methods. Applications to the Dirac operators and to two-channel Hamiltonians
illustrate our results.
2. Diagonally dominant and off-diagonally dominant block operator matrices
Let H1 and H2 be Banach spaces. In the Banach space H = H1 ⊕ H2 we consider the linear
operator A given by the block operator matrix
A =
(
A B
C D
)
; (2.1)
here A, D are densely defined closed linear operators in H1 and H2, respectively, and B , C are
densely defined closed linear operators from H2 to H1 and from H1 to H2, respectively. Then A
with its natural domain
D(A) := (D(A)∩ D(C))⊕ (D(B)∩ D(D))
is also densely defined, but not necessarily closed.
In the following we distinguish two classes of block operator matrices, diagonally dominant
and off-diagonally dominant. To this end, we recall the notion of relative boundedness (see [10,
Section IV.1.1]).
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E to G, respectively, then S is called T -bounded (or relatively bounded with respect to T ) if
D(T ) ⊂ D(S) and there exist constants aS, bS  0 such that
‖Sx‖ aS‖x‖ + bS‖T x‖, x ∈ D(T ). (2.2)
The infimum δS of all bS so that (2.2) holds for some aS  0 is called T -bound of S (or relative
bound of S with respect to T ).
The operator S is called T -compact (or relatively compact with respect to T ) if D(T ) ⊂ D(S)
and, for every bounded sequence (xn)∞1 ⊂ D(T ) such that (T xn)∞1 ⊂ F is bounded, the sequence
(Sxn)
∞
1 ⊂ G contains a convergent subsequence (see [10, Section IV.1.3]).
Note that if T is closed and S is closable, then D(T ) ⊂ D(S) already implies that S is T -
bounded (see [10, Remark IV.1.5]). From the inequality
‖Sx‖ aS‖x‖ + bS‖T x‖ aS‖x‖ + bS
∥∥(T + S)x∥∥+ bS‖Sx‖, x ∈ D(T ), (2.3)
it is easy to see that if S is T -bounded with T -bound δS < 1, then S is (T + S)-bounded with
(T + S)-bound  δS/(1 − δS) [10, Chapter IV, §1, Problem 1.2].
It is also not difficult to prove (see [10, Section V.4.1, (4.1), (4.2)]) that (2.2) is equivalent to
‖Sx‖2  a′2S ‖x‖2 + b′2S ‖T x‖2, x ∈ D(T ), (2.4)
with constants a′S, b′S  0; moreover, (2.2) holds with bS < δ for some δ > 0 if and only if (2.4)
holds with b′S < δ. Hence the T -bound of S can also be defined as the infimum of all b′S so that
(2.4) holds for some a′S  0.
If T is closed, then DT = (D(T ),‖·‖T ) with the graph norm ‖x‖T := ‖x‖+‖T x‖, x ∈ D(T ),
is a Banach space. Obviously, S is T -bounded if and only if S is a bounded operator from DT
to G, and S is T -compact if and only if S is compact from DT to G. Hence a T -compact operator
is always T -bounded.
Definition 2.1. The block operator matrix A in (2.1) is called
(i) diagonally dominant if C is A-bounded and B is D-bounded,
(ii) off-diagonally dominant if A is C-bounded and D is B-bounded.
Remark. Since the entries of A are assumed to be closed, the type of dominance may be read
off from domain inclusions (see [10, Remark IV.1.5]):
A is diagonally dominant ⇐⇒ D(A) ⊂ D(C), D(D) ⊂ D(B),
A is off-diagonally dominant ⇐⇒ D(C) ⊂ D(A), D(B) ⊂ D(D);
in both cases, the block operator matrix A is densely defined with domain
D(A) = D1 ⊕ D2 :=
{D(A)⊕ D(D) if A is diagonally dominant,
D(C)⊕ D(B) if A is off-diagonally dominant. (2.5)
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the strength of the entries with respect to each other.
Definition 2.2. Let δ  0. The block operator matrix A is called
(i) diagonally dominant of order δ if C is A-bounded with A-bound δC , B is D-bounded with
D-bound δB , and δ = max {δB, δC},
(ii) off-diagonally dominant of order δ if A is C-bounded with C-bound δA, D is B-bounded
with B-bound δD , and δ = max{δA, δD}.
Remark. If H1 = H2, then A is off-diagonally dominant (of order δ) if and only if
GA :=
(
0 I
I 0
)(
A B
C D
)
=
(
C D
A B
)
(2.6)
is diagonally dominant (of order δ); in this particular situation, the following statements for
the off-diagonally dominant case may be deduced from the corresponding statements for the
diagonally dominant case.
Proposition 2.3. Define the block operator matrices
T :=
(
A 0
0 D
)
, S :=
(
0 B
C 0
)
. (2.7)
Then the following implications hold:
(i) If A is diagonally dominant of order δ, then S is T -bounded with T -bound δ.
(ii) If A is off-diagonally dominant of order δ, then T is S-bounded with S-bound δ.
Proof. We prove (i); the proof of (ii) is similar. Let ε > 0 be arbitrary. By the assumptions
and by the introductory remarks (see (2.4)), there exist constants a′B, a′C,b′B, b′C  0 such that
δB  b′B < δB + ε, δC  b′C < δC + ε and
‖Bg‖2  a′2B ‖g‖2 + b′2B ‖Dg‖2, g ∈ D(D), (2.8)
‖Cf ‖2  a′2C ‖f ‖2 + b′2C ‖Af ‖2, f ∈ D(A). (2.9)
Hence we obtain, for (f g)t ∈ D(A)⊕ D(D),∥∥∥∥( 0 BC 0
)(
f
g
)∥∥∥∥2 = ‖Bg‖2 + ‖Cf ‖2  a′2B ‖g‖2 + b′2B ‖Dg‖2 + a′2C ‖f ‖2 + b′2C ‖Af ‖2

(
max
{
a′B, a′C
})2 ∥∥∥∥(fg
)∥∥∥∥2 + (max{b′B, b′C})2 ∥∥∥∥(A 00 D
)(
f
g
)∥∥∥∥2 .
Since max{b′B, b′C} < max{δB + ε, δC + ε} = δ + ε, this shows that S is T -bounded with T -
bound < δ. That the T -bound indeed equals δ follows by contradiction if we first set f = 0 and
then g = 0 in the above inequality. 
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ity (2.3)) is the following.
Corollary 2.4. If, in Proposition 2.3(i) or (ii), the order of dominance δ is < 1, then S or T ,
respectively, is A-bounded with A-bound  δ/(1 − δ).
Theorem 2.5. The block operator matrix A is closed if one of the following holds:
(i) A is diagonally dominant of order δ < 1;
(ii) A is off-diagonally dominant of order δ < 1.
Proof. The assertions follow from Proposition 2.3 and from classical perturbation results on the
stability of closedness under relatively bounded perturbations with relative bound < 1 (see [10,
Theorem IV.1.1]). 
In the above theorem the assumptions are symmetric for the two columns of the block operator
matrix. In fact, a stronger dominance in one column may compensate for a weaker one in the
other column.
Theorem 2.6. The block operator matrix A is closed if one of the following holds:
(i) A is diagonally dominant and the relative bounds δC of C and δB of B satisfy
δ2C
(
1 + δ2B
)
< 1 or δ2B
(
1 + δ2C
)
< 1;
(ii) A is off-diagonally dominant and the relative bounds δA of A and δD of D satisfy
δ2A
(
1 + δ2D
)
< 1 or δ2D
(
1 + δ2A
)
< 1.
Proof. We prove (i); the proof of (ii) is analogous. Let e.g. δ2C(1 + δ2B) < 1. Then δC < 1 and
δBδC < 1. We consider the block operator matrices
T :=
(
A B
0 D
)
, S :=
(
0 0
C 0
)
.
First we prove that T is closed. Suppose that ((xn yn)t)∞1 ⊂ D(A) ⊕ D(D) is a sequence such
that (xn yn)t → (x y)t, n → ∞, and
T
(
xn
yn
)
=
(
Axn +Byn
Dyn
)
→
(
v
w
)
, n → ∞,
with some v ∈ H1, w ∈ H2. Since D is assumed to be closed, this shows that y ∈ D(D) ⊂ D(B)
and Dy = w. The assumption that B is D-bounded implies that there exist aB, bB  0 with∥∥B(yn − y)∥∥ aB‖yn − y‖ + bB∥∥D(yn − y)∥∥→ 0, n → ∞.
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x ∈ D(A) and Ax + By = v. Thus T is closed. To prove the claim, it now suffices to show that
S is T -bounded with T -bound < 1. Choose ε > 0 so that (δC + ε)2(1 + (δB + ε)2) < 1 and let
the constants a′B, a′C,b′B, b′C  0 with δB  b′B < δB + ε, δC  b′C < δC + ε be as in (2.8), (2.9);
in particular, we have
b′2C
(
1 + b′2B
)
< 1. (2.10)
For (f g)t ∈ D(A) ⊕ D(D) and arbitrary γ > 0, we obtain, using the elementary inequality
(ξ1 + ξ2)2  (1 + γ−1)ξ21 + (1 + γ )ξ22 for arbitrary ξ1, ξ2 ∈ R,∥∥∥∥( 0 0C 0
)(
f
g
)∥∥∥∥2 = ‖Cf ‖2
 a′2C ‖f ‖2 + b′2C
(‖Af +Bg‖ + ‖Bg‖)2
 a′2C ‖f ‖2 +
(
1 + γ−1)b′2C ‖Af +Bg‖2 + (1 + γ )b′2C ‖Bg‖2
 a′2C ‖f ‖2 + (1 + γ )a′2B b′2C ‖g‖2 +
(
1 + γ−1)b′2C ‖Af +Bg‖2 + (1 + γ )b′2B b′2C ‖Dg‖2
max
{
a′2C , (1 + γ )a′2B b′2C
}∥∥∥∥(fg
)∥∥∥∥2 + b′2C max{1 + γ−1, (1 + γ )b′2B }∥∥∥∥(A B0 D
)(
f
g
)∥∥∥∥2 .
Hence S has T -bound < 1 if there is a γ > 0 such that b′2C max
{
1 + γ−1, (1 + γ )b′2B
}
< 1. The
latter holds if and only if
b′2C
1 − b′2C
<
1 − b′2B b′2C
b′2B b′2C
,
which is equivalent to the inequality (2.10) satisfied by b′B and b′C . 
Corollary 2.7. The block operator matrix A is closed if one of the following holds:
(i) C is A-bounded, B is D-bounded and at least one relative bound is 0;
(ii) A is C-bounded, D is B-bounded and at least one relative bound is 0.
In the next three corollaries we consider particular cases of operators with relative bound 0. As
in Corollary 2.7, we distinguish the diagonally dominant case (i) and the off-diagonally dominant
case (ii).
Clearly, if E, F , and G are Banach spaces and S is bounded from E to G, then S is T -bounded
with T -bound 0 for every operator T from E to F . Thus the following corollary is obvious.
Corollary 2.8. The block operator matrix A is closed if one of the following holds:
(i) (a) D(A) ⊂ D(C) and B is bounded,
(b) D(D) ⊂ D(B) and C is bounded,
or if one of the following holds:
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(d) D(B) ⊂ D(D) and A is bounded.
Suppose that E, F , and G are Banach spaces and that T and S are linear operators acting from
E to F and from F to G, respectively. If E and F are reflexive, at least one of the operators T
and S is closable, and S is T -compact, then S is T -bounded with T -bound 0 (see [8, Corollary
III.7.7]). This immediately implies the next corollary.
Corollary 2.9. The block operator matrix A is closed if H1, H2 are reflexive Banach spaces and
one of the following holds:
(i) (a) D(A) ⊂ D(C) and B is D-compact,
(b) D(D) ⊂ D(B) and C is A-compact,
or if one of the following holds:
(ii) (c) D(C) ⊂ D(A) and D is B-compact,
(d) D(B) ⊂ D(D) and A is C-compact.
A more subtle criterion for an operator to have relative bound 0 is a domain inclusion for some
fractional power. More exactly, suppose that E,F are Banach spaces, S is closable from E to F ,
and T is sectorial in E (i.e. (−∞,0) ⊂ ρ(T ) and ‖(T −λ)−1‖ <M/|λ|, λ ∈ (−∞,0), with some
M  0). If there exists a γ ∈ (0,1) with D(T γ ) ⊂ D(S), then S is T -bounded with T -bound 0
(see [17, Corollary 2.6.11]). If T is not sectorial, but E is a Hilbert space, this implication still
applies to the sectorial operator |T |.
Corollary 2.10. If H1,H2 are Hilbert spaces, then the block operator matrix A is closed if one
of the following holds:
(i) (a) D(A) ⊂ D(C) and D(|D|γ ) ⊂ D(B) for some γ ∈ (0,1),
(b) D(D) ⊂ D(B) and D(|A|γ ) ⊂ D(C) for some γ ∈ (0,1),
or if one of the following holds:
(ii) (c) D(C) ⊂ D(A) and D(|B|γ ) ⊂ D(D) for some γ ∈ (0,1),
(d) D(B) ⊂ D(D) and D(|C|γ ) ⊂ D(A) for some γ ∈ (0,1).
3. The quadratic numerical range
The quadratic numerical range was first introduced in [15] to enclose the spectrum of block
operator matrices with bounded off-diagonal corners B , C; for bounded block operator matrices
it was studied in greater detail in [13,14]. Here we generalize it to diagonally dominant and off-
diagonally dominant block operator matrices. From now on, we always assume that H1 and H2
are Hilbert spaces; for convenience, we denote both scalar products with (·,·).
Definition 3.1. For f ∈ D1 = D(A)∩ D(C), g ∈ D2 = D(B)∩ D(D), ‖f ‖ = ‖g‖ = 1, let
Af,g :=
(
(Af,f ) (Bg,f )
(Cf,g) (Dg,g)
)
∈ M2(C). (3.1)
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W 2(A) :=
⋃
f∈D1, g∈D2,‖f ‖=‖g‖=1
σp(Af,g), (3.2)
is called the quadratic numerical range of the unbounded block operator matrix A (with respect
to the block operator representation (2.1)).
Sometimes it is more convenient to have the following, clearly equivalent, description of the
quadratic numerical range, which uses non-zero elements f , g that need not have norm one.
Remark. For f ∈ D1, g ∈ D2, f,g = 0, we set
Af,g :=
( (Af,f )
‖f ‖2
(Bg,f )
‖f ‖‖g‖
(Cf,g)
‖f ‖‖g‖
(Dg,g)
‖g‖2
)
∈ M2(C) (3.3)
and
	(f,g;λ) := det
(
(Af,f )− λ(f,f ) (Bg,f )
(Cf,g) (Dg,g)− λ(g,g)
)
= ‖f ‖2‖g‖2 det(Af,g − λ).
Then
W 2(A) =
⋃
f∈D1, g∈D2
f,g =0
σp(Af,g)
= {λ ∈ C: ∃f ∈ D1, g ∈ D2, f, g = 0, det(Af,g − λ) = 0}
= {λ ∈ C: ∃f ∈ D1, g ∈ D2, f, g = 0, 	(f,g;λ) = 0}.
In the particular case when A = A∗, D = D∗, and either C ⊂ B∗ or C ⊂ −B∗, the two solutions
λ±(f, g) of the quadratic equation det(Af,g − λ) = 0 are given by
λ+
(
f
g
)
= 1
2
(
(Af,f )
‖f ‖2 +
(Dg,g)
‖g‖2 ±
√(
(Af,f )
‖f ‖2 −
(Dg,g)
‖g‖2
)2
+ 4 |(Bg,f )||(Cf,g)|‖f ‖2‖g‖2
)
.
Here the expression under the square root is always real. If C ⊂ B∗, it is non-negative; if
C ⊂ −B∗, we choose a branch of the square root such that √z  0 if z  0 and Im√z > 0
if z < 0.
The numerical range W(T ) of a closed linear operator T with domain D(T ) in a Hilbert space
H is defined as
W(T ) := {(T x, x): x ∈ D(T ), ‖x‖ = 1}.
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quadratic numerical range of a block operator matrix consists of at most two components which
need not be convex either, even in the finite-dimensional case (see [13, p. 110, Fig. 3]).
The following proposition shows that the quadratic numerical range is contained in the usual
numerical range.
Proposition 3.2. W 2(A) ⊂ W(A).
Proof. Let λ0 ∈ W 2(A). Then there are f ∈ D1, g ∈ D2, ‖f ‖ = ‖g‖ = 1, and c ∈ C2, ‖c‖ = 1,
with Af,gc = λ0c. Taking the scalar product with c =: (c1c2)t, we find
λ0 =
(
Af,g
(
c1
c2
)
,
(
c1
c2
))
=
(
A
(
c1f
c2g
)
,
(
c1f
c2g
))
.
Since ‖c1f ‖2 + ‖c2g‖2 = |c1|2 + |c2|2 = ‖c‖2 = 1, this implies that λ0 ∈ W(A). 
Proposition 3.3. The numerical ranges of the diagonal elements A and D satisfy
(i) dim H2  2 ⇒ W(A) ⊂ W 2(A),
(ii) dim H1  2 ⇒ W(D) ⊂ W 2(A).
Proof. We prove (i); the proof of (ii) is analogous. Let dim H2  2. Since D2 is dense in H2, for
each f ∈ D1, ‖f ‖ = 1, there exists an element g ∈ D2, ‖g‖ = 1, with (Cf,g) = 0. To see this, let
e1, e2 ∈ D2, ‖e1‖ = ‖e2‖ = 1, be linearly independent. If (Cf, e1) = 0 or (Cf, e2) = 0, we can
take g = e1 or g = e2, respectively. If (Cf, e1) = 0 and (Cf, e2) = 0, there are non-zero constants
α1, α2 ∈ C such that for g˜ = α1e1 +α2e2 we have (Cf, g˜ ) = α1(Cf, e1)+α2(Cf, e2) = 0; in this
case we choose g := g˜/‖g˜‖. With this choice of g, we obtain
Af,g =
(
(Af,f ) (Bg,f )
0 (Dg,g)
)
;
hence (Af,f ) ∈ σp(Af,g) ⊂ W 2(A), and W(A) ⊂ W 2(A) follows. 
Note that in the case dim H1 = 1 or dim H2 = 1 the above inclusions do not hold in general,
even in the finite-dimensional case (see [13, p. 109, Figs. 1, 2]).
4. Spectral inclusion
One of the most important features of the numerical range of a linear operator T is the spectral
inclusion property
σp(T ) ⊂ W(T ), σapp(T ) ⊂ W(T )
for the point spectrum and the approximate point spectrum, which is defined as
σapp(T ) :=
{
λ ∈ C: ∃(xn)∞ ⊂ D(T ), ‖xn‖ = 1, (T − λ)xn → 0, n → ∞
}
.1
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range of unbounded block operator matrices.
Theorem 4.1. σp(A) ⊂ W 2(A).
Proof. If λ0 ∈ σp(A), then there is a non-zero vector (f g)t ∈ D(A) = D1 ⊕ D2 with
Af +Bg = λ0f,
Cf +Dg = λ0g.
If we choose f̂ ∈ D1, ĝ ∈ D2, ‖f̂ ‖ = ‖ ĝ ‖ = 1, such that f = ‖f ‖f̂ , g = ‖g‖ ĝ , and take the
scalar product with f̂ and ĝ, respectively, in the above equations, we find
(Af, f̂ )+ (Bg, f̂ ) = λ0(f, f̂ ),
(Cf, ĝ )+ (Dg, ĝ ) = λ0(g, ĝ ).
These equations can be written equivalently as
Af̂ ,̂g
(‖f ‖
‖g‖
)
= λ0
(‖f ‖
‖g‖
)
and hence λ0 ∈ σp(Af̂ ,̂g) ⊂ W 2(A). 
Theorem 4.2. If A is diagonally dominant of order 0, then
σapp(A) ⊂ W 2(A).
Proof. Let λ0 ∈ σapp(A). Then there exists a sequence (fn)∞1 = ((fngn)t)∞1 ⊂ D(A) =
D(A)⊕ D(D), ‖fn‖2 + ‖gn‖2 = 1, such that (A − λ0)fn → 0, n → ∞, i.e.
(A− λ0)fn +Bgn =: hn → 0,
Cfn + (D − λ0)gn =: kn → 0,
n → ∞. (4.1)
Since the dominance order of A is 0 and hence < 1, the operator
S =
(
0 B
C 0
)
is A-bounded by Corollary 2.3. Thus (A − λ0)fn → 0, n → ∞, implies that (Sfn)∞1 and hence
also (Bgn)∞1 and (Cfn)∞1 are bounded. Then, by (4.1), ((A − λ0)fn)∞1 and ((D − λ0)gn)∞1 are
bounded as well.
Now choose f̂n ∈ D(A), ĝn ∈ D(D) so that ‖f̂n‖ = ‖ ĝn‖ = 1, fn = ‖fn‖f̂n, gn = ‖gn‖ ĝn
for n ∈ N, and consider
	(f̂n, ĝn;λ) = det
(
(Af̂n, f̂n)− λ (Bĝn, f̂n)̂
)
, λ ∈ C.(Cfn, ĝn) (Dĝn, ĝn)− λ
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‖fn‖,‖gn‖ > 0, n ∈ N. By (4.1), we have
(Af̂n, f̂n)− λ0 = 1‖fn‖
(
(hn, f̂n)− ‖gn‖(Bĝn, f̂n)
)
,
(Cf̂n, ĝn) = 1‖fn‖
(
(kn, ĝn)− ‖gn‖
(
(D ĝn, ĝn)− λ0
))
,
and thus
	(f̂n, ĝn;λ0) = det
( 1
‖fn‖ (hn, f̂n) (Bĝn, f̂n)
1
‖fn‖ (kn, ĝn) (Dĝn, ĝn)− λ0
)
. (4.2)
The elements of the first column tend to 0 and the sequences with elements Bĝn = Bgn/‖gn‖
and (D − λ0)ĝn = (D − λ0)gn/‖gn‖ are bounded. Hence
	(f̂n, ĝn;λ0) → 0, n → ∞.
As 	(f̂n, ĝn; ·) is a monic quadratic polynomial, we can write
	(f̂n, ĝn;λ) =
(
λ− λ1n
)(
λ− λ2n
)
, n ∈ N, (4.3)
where λ1n, λ2n are the solutions of the quadratic equation 	(f̂n, ĝn;λ) = 0 and so λ1n, λ2n ∈ W 2(A).
From (4.2) and (4.3) it follows that λ1n → λ0 or λ2n → λ0, n → ∞, and thus λ0 ∈ W 2(A).
Next we consider the case when lim infn→∞ ‖gn‖ = 0. Then ‖fn‖2 + ‖gn‖2 = 1 implies
that lim infn→∞ ‖fn‖ > 0. Without loss of generality, we may assume that limn→∞ gn = 0 and
‖fn‖ > γ , n ∈ N, for some γ ∈ (0,1].
First suppose that dim H2  2. We show that Bgn → 0, n → ∞. For this let ε > 0 be arbitrary.
Since ((D − λ0)gn)∞1 is bounded, there exists an M > 0 such that ‖(D − λ0)gn‖ < M , n ∈ N.
Because A is diagonally dominant of order 0, the operator B is D-bounded with D-bound 0 and
hence there exist constants aB, bB  0 such that bB < ε/(2M) and
‖Bgn‖ aB‖gn‖ + bB‖Dgn‖
(
aB + bB |λ0|
)‖gn‖ + bB∥∥(D − λ0)gn∥∥, n ∈ N.
If we choose N ∈ N such that ‖gn‖ < ε/(2(aB + bB |λ0|)), nN , it follows that ‖Bgn‖ < ε for
nN . Hence Bgn → 0, n → ∞. This and the first relation in (4.1) show that (A− λ0)fn → 0,
n → ∞, and so λ0 ∈ σapp(A). Together with Proposition 3.3, we obtain
λ0 ∈ σapp(A) ⊂ W(A) ⊂ W 2(A).
If dim H2 = 1, then B and D are bounded operators. Then gn → 0 implies that Bgn → 0, (D −
λ0)gn → 0, n → ∞, and hence by (4.1), with f̂n, ĝn chosen as above, (A− λ0)f̂n → 0, Cf̂n →
0, n → ∞ (note that ‖f̂n‖−1  γ−1, n ∈ N). The boundedness of B and D also implies that
(Bĝn)
∞
1 , ((D − λ0)ĝn)∞1 are bounded. Therefore
	(f̂n, ĝn;λ0) = det
(
(Af̂n, f̂n)− λ0 (Bĝn, f̂n)̂
)
→ 0, n → ∞.(Cfn, ĝn) (Dĝn, ĝn)− λ0
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The case lim infn→∞ ‖fn‖ = 0 is treated analogously if we use that C is A-bounded with
A-bound 0. 
The next corollary is an immediate consequence of Theorem 4.2 if we observe that bound-
edness and relative compactness both imply relative boundedness with relative bound 0 (see [8,
Corollary III.7.7] and the introductory remarks in Section 2).
Corollary 4.3. If B is bounded or D-compact and C is bounded or A-compact, then
σapp(A) ⊂ W 2(A).
Corollary 4.3 shows that Theorem 4.2 generalizes [15, Theorem 2.1], where it was as-
sumed that B and C are bounded; note that, by the closed graph theorem, the approximate
point spectrum σapp(A) is the complement of the set r(A) of points of regular type of A,
σapp(A) = C \ r(A), where
r(A) := {λ ∈ C: ∃Cλ > 0, ∥∥(A − λ)x∥∥ Cλ‖x‖, x ∈ D(T )}.
The inclusion of the approximate point spectrum for the off-diagonally dominant case has not
been considered so far.
Theorem 4.4. If A is off-diagonally dominant of order 0 and B , C are boundedly invertible, then
σapp(A) ⊂ W 2(A).
Proof. The first part of the proof is analogous to the proof of Theorem 4.2, now with fn, f̂n ∈
D(C) and gn, ĝn ∈ D(B); we continue to use the same notation. In fact, by Corollary 2.3, the
operator
T =
(
A 0
0 D
)
is A-bounded. Thus, in the same way as in the proof of Theorem 4.2, we can show that
λ0 ∈ σapp(A) implies that all sequences ((A − λ0)fn)∞1 , (Bgn)∞1 , (Cfn)∞1 , ((D − λ0)gn)∞1 are
bounded, and 	(f̂n, ĝn;λ0) → 0, n → ∞, if lim infn→∞ ‖fn‖ > 0 and lim infn→∞ ‖gn‖ > 0.
Hence λ0 ∈ W 2(A) in this case.
It remains to consider the case lim infn→∞ ‖gn‖ = 0; the case lim infn→∞ ‖fn‖ = 0 is anal-
ogous. Again, without loss of generality, we may suppose that limn→∞ gn = 0 and ‖fn‖ > γ ,
n ∈ N, with some γ ∈ (0,1].
If dim H2 = 1, the proof is the same as the respective part of the proof of Theorem 4.2. If
dim H2  2, we prove that (Dgn)∞1 tends to 0. Let ε > 0 be arbitrary. Since (Bgn)∞1 is bounded,
there exists an M > 0 such that ‖Bgn‖ < M , n ∈ N. Because A is off-diagonally dominant of
order 0, the operator D is B-bounded with B-bound 0 and hence there exist constants aD,bD  0
such that bD < ε/(2M) and
‖Dgn‖ aD‖gn‖ + bD‖Bgn‖, n ∈ N.
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Since C is boundedly invertible, the fact that (gn)∞1 , (Dgn)∞1 tend to 0 and the second relation
in (4.1) yield
fn = −C−1(D − λ0)gn +C−1kn → 0, n → ∞,
a contradiction to ‖fn‖ > γ > 0, n ∈ N. 
Corollary 4.5. If A is bounded or C-compact, D is bounded or B-compact, and if B , C are
boundedly invertible, then
σapp(A) ⊂ W 2(A).
The following example shows that Theorem 4.4 and Corollary 4.5 do not hold without the
assumption that B , C are boundedly invertible.
Example 4.6. Let A = C = D = 0 and let B be a bijective closed linear operator from H2 to H1
with dense domain D(B)  H2. Then the block operator matrix
A =
(
0 B
0 0
)
, D(A) = H1 ⊕ D(B),
is closed and off-diagonally dominant with W 2(A) = {0}. If λ ∈ C \ {0}, then A − λ is injective,
the range R(A − λ) = H1 ⊕ D(B)  H1 ⊕ H2 is dense and hence λ0 ∈ σc(A) ⊂ σapp(A); if
λ = 0, then A − λ is not injective and hence λ0 ∈ σp(A) ⊂ σapp(A). Thus σapp(A) = C is not
contained in W 2(A) = {0}.
In contrast to the bounded case, for an unbounded linear operator the inclusion σ(T ) ⊂ W(T )
of the spectrum only holds if every component of C \ W(T ) contains a point μ ∈ ρ(T ), or,
equivalently, a point μ with R(T − μ) = H (see [10, Theorem V.3.2]). The analogue for the
quadratic numerical range is as follows.
Theorem 4.7. Let A be closed and either diagonally dominant of order 0 or off-diagonally
dominant of order 0 with B , C boundedly invertible in the latter case. If Ω is a component of
C \W 2(A) that contains a point μ ∈ ρ(A), then Ω ⊂ ρ(A); in particular, if every component of
C \W 2(A) contains a point μ ∈ ρ(A), then
σ(A) ⊂ W 2(A).
Proof. For every point λ ∈ r(A), the range R(A − λ) is closed and the mapping λ →
dimR(A − λ)⊥ is constant on every component of r(A) (see e.g. [10, Theorem V.3.2]). Thus,
by Theorem 4.2 or 4.4, respectively, the same is true on each component of C \ W 2(A) ⊂
C \ σapp(A) = r(A). By assumption, it follows that R(A − λ) = H for all λ ∈ C \ W 2(A),
that is, C \W 2(A) ⊂ ρ(A). 
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ponents. So far there is no information about the number of components of the complement
C \W 2(A) of the closure of the quadratic numerical range.
The following lemma may be used to verify the assumptions of Theorem 4.7.
Lemma 4.8. Let E, F be Banach spaces and let T ,S be linear operators from E to F . Suppose
that there exists a ray Θρ,ϕ := {reiϕ : r  ρ} with ρ  0, ϕ ∈ (−π,π] and a constant M  0 such
that Θρ,ϕ ⊂ ρ(T ) and
∥∥(T − λ)−1∥∥ M|λ| , λ ∈ Θρ,ϕ. (4.4)
If S is T -bounded with T -bound < 1/(M + 1), then there is an R  ρ with ΘR,ϕ ⊂ ρ(T + S).
Proof. Let λ ∈ Θρ,ϕ . By the assumption on S, there exist aS, bS  0 with bS < 1/(M + 1) and
‖Sx‖ aS‖x‖ + bS‖T x‖
(
aS + bS |λ|
)‖x‖ + bS∥∥(T − λ)x∥∥, x ∈ D(T ).
The theorem on the stability of bounded invertibility (see [10, Theorem IV.1.16]), applied to
T − λ and S, shows that λ ∈ ρ(T + S) if
(
aS + bS |λ|
)∥∥(T − λ)−1∥∥+ bS < 1.
Due to assumption (4.4), this inequality is satisfied if
aS
M
|λ| + (1 +M)bS < 1.
The latter holds if |λ|R with R  ρ such that
R >
aSM
(1 − (1 +M)bS) . 
Remark. If we weaken the assumptions of this paper and allow the dominanting entries A, D
of the diagonally dominant block operator matrix A in Theorem 4.2 (and hence A itself) to be
closable, then the quadratic numerical range of A still provides spectral enclosures for the closure
A by means of the inclusions
σp(A) ⊂ σapp(A), σapp(A) = σapp(A). (4.5)
Note that, in the off-diagonally dominant case in Theorem 4.4, the dominating entries B , C are
always closed since they are assumed to be boundedly invertible.
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In this section we use the quadratic numerical range to enclose the spectrum of three different
classes of unbounded block operator matrices: block operator matrices with separated diago-
nal entries and symmetric corners (ReW(D) < ReW(A), and C = B∗); block operator matrices
with self-adjoint diagonal entries and anti-symmetric corners (A = A∗, D = D∗, and C = −B∗);
and self-adjoint block operator matrices with semi-bounded diagonal entries. In all three cases,
the quadratic numerical range yields tighter spectral enclosures than classical perturbation theo-
rems or the usual numerical range.
In order to estimate the quadratic numerical range for the above classes of block operator
matrices we use the following elementary lemma for 2 × 2 matrices.
Lemma 5.1. Let a, b, c, d ∈ C be complex numbers and
A :=
(
a b
c d
)
∈ M2(C).
Then the eigenvalues λ1, λ2 of A have the following properties:
(i) If Red < 0 < Rea and bc 0, then
(a) Reλ2  Red < 0 < Rea  Reλ1,
(b) min{Ima, Imd} Imλ1, Imλ2 max{Ima, Imd},
(c) λ1,−λ2 ∈ {z ∈ C: | arg z|max{| arga|,π − | argd|}}.
(ii) If Red < Rea and bc 0, then
(a) Red  Reλ2  Reλ1  Rea,
(b) Reλ2  Red + √|bc| < Rea − √|bc|  Reλ1 if √|bc| < (Rea − Red)/2, and
λ1, λ2 ∈ R if, in addition, a, d ∈ R,
(c) Reλ1 = Reλ2 = (a + d)/2, | Imλ1| = | Imλ2| =
√|bc| − (a − d)2/4 if a, d ∈ R and√|bc| (a − d)/2.
(iii) If a, d ∈ R and c = b (the complex conjugate of b), then
λ1 = max{a, d} + |b| tan
(
1
2
arctan
2|b|
|a − d|
)
,
λ2 = min{a, d} − |b| tan
(
1
2
arctan
2|b|
|a − d|
)
.
Proof. (i) All statements were proved in [15, Lemma 3.1].
(ii)(a) If Reλ < Red (< Rea) or Reλ > Rea (> Red), then the eigenvalue equation
(a − λ)(d − λ) = bc  0 cannot hold. In fact, decomposing all numbers therein into real and
imaginary parts, one can show that Ima − Imλ and Imd − Imλ have different signs and
Re((a − λ)(d − λ)) > 0.
(b) If Red + √|bc| < Reλ < Rea − √|bc|, then∣∣det(A − λ)∣∣ |a − λ||d − λ| − |bc| |Rea − Reλ||Red − Reλ| − |bc| > 0,
hence λ is not an eigenvalue of A. The relation Reλ1 + Reλ2 = Rea + Red excludes the possi-
bility that e.g. Reλ1,Reλ2  Red + √|bc|.
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The assertions in (b) for a, d ∈ R and in (c) are immediate from the formula
λ1/2 = a + d2 ±
√
(a − d)2
4
+ bc. (5.1)
(iii) The claim can be easily deduced from formula (5.1) with c = b for the solutions of the
quadratic equation (a − λ)(d − λ)− |b|2 = 0. 
The next theorem shows that if ReW(D) < ReW(A) and C = B∗, then the gap between the
diagonal entries A and D is retained as a spectral gap for the whole block operator matrix A; it is
remarkable that this holds even in the off-diagonally dominant case where B∗ and B are stronger
than A and D, respectively.
Theorem 5.2. Let the block operator matrix A be of the form
A =
(
A B
B∗ D
)
and define the sector Σω := {reiφ : r  0, |φ|  ω} for ω ∈ [0,π). If there exist α, δ > 0 and
angles ϕ,ϑ ∈ [0,π/2] such that
W(D) ⊂ {z ∈ −Σϕ : Re z−δ}, W(A) ⊂ {z ∈ Σϑ : Re z α}
(see Fig. 1), then, with θ := max{ϕ,ϑ},
σp(A) ⊂ {z ∈ −Σθ : Re z−δ} ∪˙ {z ∈ Σθ : Re z α}.
Suppose, in addition, that A is either diagonally dominant or off-diagonally dominant of
order 0 and, in the latter case, B is boundedly invertible. If there exists a point μ ∈ ρ(A) ∩
ρ(D)∩ {z ∈ C: −δ < Re z < α}, then
σ(A) ⊂ {z ∈ −Σθ : Re z−δ} ∪˙ {z ∈ Σθ : Re z α}.
Proof. The above elementary Lemma 5.1(i) (see also [15, Lemma 3.1]) yields
σp(Af,g) ⊂ {z ∈ −Σθ : Re z−δ}∪˙{z ∈ Σθ : Re z α} =: Ξ
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we then have σp(A) ⊂ W 2(A) ⊂ Ξ . For the inclusion of the spectrum, we first note that in the
off-diagonally dominant case, B∗ is boundedly invertible since so is B . The inclusion σ(A) ⊂
W 2(A) follows from Theorems 4.4 and 4.7 if we show that C \Ξ contains a point μ ∈ ρ(A). To
prove this, we consider the block operator matrices
T :=
(
A 0
0 D
)
, S :=
(
0 B
B∗ 0
)
.
Due to the assumptions on A, D, we have σ(A) ⊂ W(A), σ(D) ⊂ W(D) and
∥∥(T − iμ)−1∥∥ (cos θ)−1|μ| , μ ∈ R \ {0}.
If B is boundedly invertible, it is closed and hence S is self-adjoint so that
∥∥(S − iμ)−1∥∥ 1|μ| , μ ∈ R \ {0}.
If A is diagonally dominant of order 0, then S is T -bounded with T -bound 0; if A is off-
diagonally dominant of order 0, then T is S-bounded with S-bound 0 (see Proposition 2.3). In
both cases, the assumptions of Lemma 4.8 are satisfied and so {iμ: |μ|R} ⊂ ρ(T +S) = ρ(A)
for some R > 0. 
Corollary 5.3. If A is self-adjoint, then, clearly, there exists a point μ ∈ ρ(A) ∩ ρ(D) ∩
{z ∈ C: −δ < Re z < α}; in this case,
σ(A) ⊂ (−∞,−δ] ∪˙ [α,∞).
Remark. For bounded B , the spectral inclusion in Corollary 5.3 seems to have been proved
first by C. Davis and W.M. Kahan using some geometric considerations on the rotation of spec-
tral subspaces (see [7, Theorem 8.1]); another proof was given by V. Adamjan and H. Langer
who showed that the inverse of the Schur complement S1(λ) := A − λ − B(D − λ)−1B∗, and
thus the resolvent (A − λ)−1, exist for λ ∈ (−δ,α) (see [1, Theorem 2.1]). For unbounded B ,
J. Weidmann gave a prove using the spectral theorem (see [19, Theorem 7.25]); in addition, A.K.
Motovilov and A.V. Selin established sharp bounds on the change of the spectral subspaces of A
corresponding to the intervals (−∞,−δ] and [α,∞) (see [16, Theorem 1]).
Examples for off-diagonally dominant self-adjoint block operator matrices with separated
diagonal elements are furnished by Dirac operators in R3, which describe the behaviour of a
quantum mechanical particle of spin 1/2 (see [18]).
Example 5.4. Denote by m and e the mass and the charge, respectively, of a relativistic spin 1/2
particle, by c the velocity of light, by h¯ the Planck constant, and by σ = (σ 1, σ 2, σ 3) the vector
of the Pauli spin matrices
σ 1 :=
(
0 1
1 0
)
, σ 2 :=
(
0 −i
i 0
)
, σ 3 :=
(
1 0
0 −1
)
.
3824 C. Tretter / Journal of Functional Analysis 256 (2009) 3806–3829Let φ : R3 → R be a scalar potential and A = (a1, a2, a3) : R3 → R3 a vector potential generating
an electric field E = ∇φ and a magnetic field B = rot A, respectively. Then the Dirac operator
in R3 with electromagnetic potential is the block operator matrix (see [18, (4.14)])
HΦ =
(
mc2 + eφ cσ · (−ih¯∇ − e
c
A)
cσ · (−ih¯∇ − e
c
A) −mc2 + eφ
)
(5.2)
in L2(R3)4 = L2(R3)2 ⊕L2(R3)2. If we suppose that the vector potential satisfies
A ∈ L2,loc
(
R3
)3
, ‖ A‖ ∈ L∞
(
R3
)
, ‖ B‖ ∈ L3/2
(
R3
) (5.3)
and set
H1( A) :=
{
y ∈ L2
(
R3
)2
:
(
ih¯∂ν + e
c
aν
)
y ∈ L2
(
R3
)2
, ν = 1,2,3
}
,
then the operator H0 with domain D(H0) = H1( A)⊕H1( A) is self-adjoint (see [9, Theorem 2.2];
note that the condition ‖ A‖ ∈ L∞(R3) in (5.3) may be replaced by A being locally uniformly
Hölder continuous with exponent η ∈ [0,1]). For bounded scalar potential φ, the Dirac operator
HΦ is self-adjoint on D(HΦ) = D(H0) = H1( A)⊕H1( A). If ‖eφ‖ <mc2, then the assumptions
of Theorem 5.2 are satisfied (with α = mc2 − ‖eφ‖, δ = −mc2 + ‖eφ‖, ϕ = ϑ = 0) and we
immediately obtain
σ(HΦ)∩
(−mc2 + ‖eφ‖,mc2 − ‖eφ‖)= ∅,
that is, the gap between the diagonal entries of HΦ is retained as a spectral gap for the Dirac
operator HΦ .
Next we consider the case A = A∗, D = D∗, and C = −B∗; note that the corresponding
block operator matrix A is symmetric with respect to the indefinite inner product [·,·] := (J ·, ·)
on H1 ⊕ H2 with
J :=
(
I 0
0 −I
)
,
that is, J A is symmetric in H.
Theorem 5.5. Let the block operator matrix A of the form
A =
(
A B
−B∗ D
)
with A = A∗, D = D∗ be either diagonally dominant or off-diagonally dominant of order 0 and,
in the latter case, let B be boundedly invertible.
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σ(A) ⊂ W 2(A) ⊂ W(A).
(ii) If A and D are bounded from below,
a− := minσ(A), d− := minσ(D),
then
σ(A)∩ R ⊂ [min{a−, d−},∞), σ (A) \ R ⊂ {z ∈ C: Re z a− + d−2
}
.
analogous statements hold for A and D bounded from above.
(iii) If B is bounded, then σ(A) \ R ⊂ {z ∈ C: | Im z|  ‖B‖}; if, in addition, we have
δ := dist(W(A),W(D)) > 0, then
‖B‖ δ/2 ⇒ σ(A) ⊂ R,
‖B‖ > δ/2 ⇒ σ(A) \ R ⊂ {z ∈ C: | Im z|√‖B‖2 − δ2/4}.
Proof of Theorem 5.1. In a similar way as in the proof of Theorem 5.2, we consider the block
operator matrices
T :=
(
A 0
0 D
)
, S :=
(
0 B
−B∗ 0
)
;
T is self-adjoint and, if B is boundedly invertible and thus closed, so is iS .
(i) If W 2(A) ⊂ R, its at most two components must be intervals. By Theorem 4.7, for the
inclusion σ(A) ⊂ W 2(A), it suffices to prove that there exist points μ+,μ− ∈ ρ(A) in the upper
and lower half-plane, respectively. To this end, we note that
∥∥(T − iμ)−1∥∥ 1|μ| , μ ∈ R \ {0},∥∥(S − (ν ± iμ0))−1∥∥ 1|ν| , ν ∈ R \ {0},
with an arbitrary fixed μ0 ∈ (0,∞). As in the proof of Theorem 5.2, we find that the assumptions
of Lemma 4.8 are satisfied for T and S ∓ iμ0, respectively. As a consequence, there exists an
R > 0 such that {±iμ: |μ|  R} ⊂ ρ(T + S) = ρ(A) in the diagonally dominant case and
{ν ± iμ0: |ν|R} ⊂ ρ(S + T ) = ρ(A) in the off-diagonally dominant case.
(ii) Lemma 5.1(ii), applied to the 2 × 2 matrices Af,g , yields that the asserted inclusions hold
with W 2(A) instead of σ(A). By Theorem 4.7, it suffices to prove that there is a μ ∈ ρ(A) in the
half-plane {z ∈ C: Re z < (a− + d−)/2}. Note that
3826 C. Tretter / Journal of Functional Analysis 256 (2009) 3806–3829∥∥(T − (ν0 + iμ))−1∥∥ 1|μ| , μ ∈ R \ {0},∥∥(S −μ)−1∥∥ 1|μ| , μ ∈ R \ {0},
with an arbitrary fixed ν0 ∈ (−∞, (a− +d−)/2). Hence, by Lemma 4.8 applied to T − ν0 and S ,
respectively, there is an R > 0 with {ν0 + iμ: |μ|  R} ⊂ ρ(T + S) = ρ(A) in the diagonally
dominant case and {±μ: |μ|R} ⊂ ρ(S + T ) = ρ(A) in the off-diagonally dominant case.
(iii) If B is bounded, then A is a bounded perturbation of the self-adjoint operator T and
the first claim follows from standard perturbation theorems (see e.g. [10, Problem V.4.8]); in
particular, there are μ+,μ− ∈ ρ(A) in the upper and lower half-plane, respectively. As in the
proof of (ii), the estimates in the case δ > 0 follow from Lemma 5.1(ii), applied to the 2 × 2
matrices Af,g . 
Remark. Under some additional assumptions on the positions of σ(A) and σ(D), which guaran-
tee that the spectrum of A is real, S. Albeverio, A.K. Motovilov, and A.A. Shkalikov proved spec-
tral enclosures finer than those in Theorem 5.5(iii) (see [2, Theorem 8.1]). Their method relies on
sharp norm bounds for the solution K of the algebraic Riccati equation KA−DK = C −KBK
associated with a block operator matrix (1.2) and even applies in more general situations, e.g.
when C = −B∗.
Finally, we consider the case A = A∗, D = D∗, C = B∗ and bounded B , where the corre-
sponding block operator matrix A is self-adjoint. It is a classical problem dating back to C. Davis
and W.M. Kahan (see [5–7]) to study the perturbation of the spectrum of the block diagonal op-
erator diag(A,D) in terms of the operator B .
If A and D (and hence A) are bounded, then V. Kostrykin, K.A. Makarov, and A.K. Motovilov
recently obtained sharp estimates for the spectrum of A by means of the quadratic numerical
range (see [12]). If A and/or D are unbounded, but both bounded from below or both bounded
from above, then Theorem 4.2 allows us to generalize [12, Lemma 1.1] and obtain lower and
upper bounds, respectively, for the spectrum of A.
Theorem 5.6. Let the block operator matrix A be of the form
A =
(
A B
B∗ D
)
with A = A∗, D = D∗ either both semi-bounded from below or from above and bounded B . Then
the spectrum of A satisfies the following estimates:
(i) If A and D are bounded from below and
δ−B := ‖B‖ tan
(
1
2
arctan
2‖B‖
|minσ(A)− minσ(D)|
)
,
then A is bounded from below with
min
{
minσ(A),minσ(D)
}− δ−B minσ(A)min{minσ(A),minσ(D)}.
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δ+B := ‖B‖ tan
(
1
2
arctan
2‖B‖
|maxσ(A)− maxσ(D)|
)
,
then A is bounded from above with
max
{
maxσ(A),maxσ(D)
}
maxσ(A)max{maxσ(A),maxσ(D)}+ δ+B .
Proof. The proof of the fact that the quadratic numerical range satisfies the stated estimates is
analogous to the proof of [12, Lemma 1.1]. In order to obtain the estimates of the spectrum, we
use Corollary 4.3, Theorem 4.7, and the fact that C \ R ⊂ ρ(A) since A is self-adjoint. 
In the special case when the spectra of the diagonal entries A, D have positive distance,
a combination of Theorems 5.2 and 5.6 yields the following generalization of [12, Theorem 1.3].
Theorem 5.7. Let the block operator matrix A be of the form
A =
(
A B
B∗ D
)
with A = A∗, D = D∗, δA,D := dist(σ (A),σ (D)) > 0, and bounded B . Define
δB := ‖B‖ tan
(
1
2
arctan
2‖B‖
δA,D
)
.
(i) Then
σ(A) ⊂ {λ ∈ C: dist(λ,σ (A) ∪˙σ(D)) δB}.
(ii) If ‖B‖ < √3δA,D/2, then δB < δA,D/2 and σ(A) = σ1 ∪˙ σ2 with σ1, σ2 = ∅ and
σ1 ⊂
{
λ ∈ C: dist(λ,σ (A)) δB}⊂ {λ ∈ C: dist(λ,σ (A))< δA,D/2},
σ2 ⊂
{
λ ∈ C: dist(λ,σ (D)) δB}⊂ {λ ∈ C: dist(λ,σ (D))< δA,D/2}.
(iii) If (convσ(A)) ∩ σ(D) = ∅ and ‖B‖ < √2δA,D , then δB < δA,D and σ(A) = σ1 ∪˙ σ2 with
σ1, σ2 = ∅ and
σ1 ⊂
{
λ ∈ C: dist(λ,σ (A)) δB}⊂ {λ ∈ C: dist(λ,σ (A))< δA,D},
σ2 ⊂
{
λ ∈ C: dist(λ,σ (A)) δA,D}.
Proof. Since A is self-adjoint and hence C \ R ⊂ ρ(A), the inclusion σ(A) ⊂ W 2(A) holds
by Corollary 4.3 and Theorem 4.7. That W 2(A) satisfies the estimates claimed for the spectrum
follows in the same way as [12, Theorem 1.3] if we use Theorem 5.6 and Corollary 5.3. 
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Motovilov used the Schur complement S1(λ) := A − λ − B(D − λ)−1B∗ to establish an even
finer estimate σ(A) taking into account the exact position of σ(A) with respect to σ(D) (see [11,
Theorem 3.2]).
As an example, we apply Theorem 5.6 to two-channel Hamiltonians arising in non-relativistic
quantum mechanics (see [3,4]).
Example 5.8. A simple model of interaction between a confined channel (e.g. a quark/anti-quark
system) and a scattering channel (e.g. a two-hadron system) leads to a two-channel Hamiltonian
of the form
HV :=
(−∇2/2 +Uc V
V −∇2/2
)
=:
(
Hc V
V Hs
)
in the Hilbert space L2(R3) ⊕ L2(R3); here h¯, the quark mass and the hadronic ground state
mass have been normalized to unity (see [3]). For the Hamiltonian Hc = −∇2/2 + Uc in the
confined channel, we assume that the potential Uc is such that Hc is self-adjoint in L2(R3)
and bounded from below, Hc −ω0 where ω0 > 0, with discrete spectrum σ(Hc) = σp(Hc) =
{μn: n ∈ N0} ⊂ [−ω0,∞) accumulating only at ∞; this includes e.g. the 3-dimensional har-
monic oscillator. The unperturbed Hamiltonian Hs = −∇2/2 in the scattering channel, which
is the kinetic energy operator for relative motion between the two hadrons, is self-adjoint and
non-negative in L2(R3) with continuous spectrum σ(Hs) = σc(Hs) = [0,∞). The off-diagonal
terms V and V represent the coupling between the channels. If the potential V is essentially
bounded, V ∈ L∞(R3), then HV is self-adjoint on D(HV) = D(Hc)⊕D(Hs) and semi-bounded.
Whereas classical perturbation theory yields σ(HV) ⊂ [−ω0 − ‖V ‖,∞), Theorem 5.6 provides
the sharper lower bound
σ(HV) ⊂
[−ω0 − δ−V ,∞), δ−V := ‖V ‖ tan(12 arctan 2‖V ‖ω0
)
< ‖V ‖,
since |minσ(Hc)− minσ(Hs)| = ω0 > 0.
Summary
The spectral enclosures established in the above theorems can neither be obtained by per-
turbation theory nor by means of the usual numerical range; in fact, the spectral shift is either
independent of the perturbation or, in the bounded case, strictly less than the norm of the pertur-
bation, more precisely:
(i) In Theorem 5.2, the strip {z ∈ C: −δ < Re z < α} that remains free of spectrum is not
affected by the size of the operator B at all; moreover, it is impossible to show that this
strip separates the spectrum into two parts by means of the numerical range because of its
convexity.
(ii) In Theorem 5.5(ii), the lower (upper, respectively) bounds for the real part of real and the
non-real spectrum do not depend on the size of the operator B at all; in Theorem 5.5(iii),
the estimate for the modulus of the imaginary part of the spectrum is less than ‖B‖.
C. Tretter / Journal of Functional Analysis 256 (2009) 3806–3829 3829(iii) In Theorem 5.6, if minσ(A) = minσ(D) (maxσ(A) = maxσ(D), respectively), then the
spectrum shifts at most by δ−B < ‖B‖ to the left (by δ+B < ‖B‖ to the right, respectively).
(iv) In Theorem 5.7, the spectrum expands at most by δB < ‖B‖. Whereas classical perturba-
tion theory only yields that the spectrum of A remains separated in two parts as long as
‖B‖ < δA,D/2, we can improve this bound by a factor of
√
3 in general and by a factor of
2
√
2 if, in addition, (convσ(A))∩ σ(D) = ∅.
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