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Introduction
Soient p un nombre premier et F une extension finie de Qp. Soit n ≥ 1 un entier.
On suppose que p est grand relativement a` n. On conside`re le groupe spe´cial ortho-
gonal d’une forme quadratique non de´ge´ne´re´e sur un espace de dimension 2n + 1 sur
F . Plus pre´cise´ment, on conside`re les deux formes possibles de ce groupe : la forme
de´ploye´e que l’on note Giso et la forme non quasi-de´ploye´e Gan. Pour l’un ou l’autre
de ces indices ♯ = iso ou an, notons Irrunip,♯ l’ensemble des (classes d’isomorphismes
de) repre´sentations admissibles irre´ductibles de G♯(F ) qui sont de re´duction unipotente.
Cette dernie`re proprie´te´ est de´finie de la fac¸on suivante. Soit π une repre´sentation ad-
missible irre´ductible de G♯(F ) dans un espace complexe E. Pour tout sous-groupe para-
horique K de G♯(F ), notons K
u son radical pro-p-unipotent et EK
u
le sous-espace des
e´le´ments de E fixe´s par Ku. De π se de´duit une repre´sentation de K/Ku dans EK
u
.
Le groupe K/Ku s’identifie au groupe des points sur le corps re´siduel Fq de F d’un
groupe alge´brique connexe de´fini sur Fq. En suivant Lusztig, on sait de´finir la notion
de repre´sentation unipotente d’un tel groupe. On dit que π est de re´duction unipotente
si et seulement s’il existe K comme ci-dessus de sorte que EK
u
soit non nul et que la
repre´sentation de K/Ku dans EK
u
soit unipotente. On note Irrtunip,♯ le sous-ensemble
des repre´sentations dans Irrunip,♯ qui sont tempe´re´es. L’involution introduite par Zele-
vinsky dans le cas des groupes GL(n) a e´te´ ge´ne´ralise´e aux autres groupes par Aubert
et par Schneider et Stuhler, cf. [3] et [8]. Notons-la D. Dans trois articles dont celui-ci
est le premier, nous allons e´tudier les repre´sentations appartenant a` Irrtunip,♯ ainsi que
leurs images par l’involution D. Notre but est de calculer le front d’ondes de D(π) pour
π ∈ Irrtunip,♯. Cela sera fait dans le troisie`me article et nous y reviendrons le moment
venu. De´crivons plutoˆt le contenu des deux premiers.
On note Irrtunip la re´union disjointe de Irrtunip,iso et Irrtunip,an. La conjecture de
Langlands, raffine´e par Deligne et Lusztig, parame´trise Irrtunip de la fac¸on suivante.
Notons WF de groupe de Weyl de F et Sp(2n;C) le groupe symplectique complexe d’un
espace de dimension 2n. Pour un homomorphisme ψ : WF × SL(2;C) → Sp(2n;C),
notons S(ψ) le groupe des composantes connexes du centralisateur dans Sp(2n;C) de
l’image de ψ. C’est un produit fini de groupes Z/2Z et on note S(ψ)∧ son groupe de
caracte`res. Alors Irrtunip est conjecturalement parame´tre´ par les classes de conjugaison
par Sp(2n;C) de couples (ψ, ǫ) ou`
ψ : WF × SL(2;C)→ Sp(2n;C) est un homomorphisme dont la restriction a` WF est
non-ramifie´e, semi-simple, d’image borne´e et dont la restriction a` SL(2;C) est alge´brique ;
ǫ ∈ S(ψ)∧.
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Ce parame´trage devient unique si on impose aux repre´sentations ainsi parame´tre´es
des conditions relatives a` l’endoscopie et a` l’endoscopie tordue. Nous y reviendrons ci-
dessous.
Le parame´trage a e´te´ obtenu par diffe´rents auteurs : Lusztig, cf. [4] ; Moeglin, cf. [5]
the´ore`me 5.2 ; Arthur, cf. [1] the´ore`me 2.2.1. Arthur a prouve´ les proprie´te´s relatives a`
l’endoscopie, du moins dans le cas du groupe Giso(F ). Nous utilisons les constructions
de Lusztig. Le but des deux premiers articles est de prouver que les repre´sentations qu’il
a construites ve´rifient bel et bien les proprie´te´s requises quant a` l’endoscopie.
Pour e´noncer ces proprie´te´s, il est commode de modifier le parame´trage. Conside´rons
un homomorphisme ψ comme ci-dessus. Puisqu’il est non ramifie´, il est de´termine´ par
sa restriction ρ a` SL(2;C) et par l’image s d’un e´le´ment de Frobenius de WF . On sait
parame´trer les classes de conjugaison d’homomorphismes alge´briques ρ : SL(2;C) →
Sp(2n;C) par les orbites unipotentes de Sp(2n;C). Celles-ci sont elles-meˆmes parame´tre´es
par l’ensemble Psymp(2n) des partitions symplectiques de 2n, cf. 1.3. Ainsi, pour tout
λ ∈ Psymp(2n), fixons un homomorphisme ρλ dans la classe parame´tre´e par λ. Notons
Z(λ) le commutant dans Sp(2n;C) de l’image de ρλ. L’e´le´ment s doit eˆtre un e´le´ment
semi-simple de Z(λ). De plus, ses valeurs propres doivent eˆtre de module 1 : c’est la condi-
tion ”tempe´re´e” et on dira simplement que s est ”compact”. On note Z(λ, s) le commu-
tant de s dans Z(λ), Z(λ, s) le groupe des composantes connexes de Z(λ, s) et Z(λ, s)∧
son groupe de caracte`res. On a les e´galite´s S(ψ) = Z(λ, s) et S(ψ)∧ = Z(λ, s)∧. Ainsi,
l’ensemble Irrtunip est parame´tre´ par l’ensemble des triplets (λ, s, ǫ), ou` λ ∈ Psymp(2n),
s est un e´le´ment semi-simple et compact de Z(λ) et ǫ ∈ Z(s, λ)∧ (plus exactement par
l’ensemble des classes de conjugaison de tels triplets, en un sens facile a` pre´ciser). Nous
notons π(λ, s, ǫ) l’e´le´ment que Lusztig associe a` un tel triplet.
Remarque. En fait, Lusztig construit non pas les repre´sentations tempe´re´es mais
leurs images par l’involution D ; notre π(λ, s, ǫ) est l’image par cette involution de la
repre´sentation construite par Lusztig.
Pour tout ensemble X , notons C[X ] l’espace vectoriel complexe de base X . L’espace
C[Irrtunip] est somme directe de C[Irrtunip,iso] et C[Irrtunip,an]. Pour π ∈ C[Irrtunip], on
note πiso et πan ses deux composantes. Introduisons l’ensemble Endotunip des classes de
conjugaison de triplets (λ, s, h) ou` λ ∈ Psymp(2n), s et h sont des e´le´ments semi-simples
de Z(λ), s et h commutent entre eux, s est compact et h2 = 1. Pour un tel triplet, on
a h ∈ Z(λ, s) et, pour ǫ ∈ Z(λ, s)∧, on peut e´valuer ǫ en l’image de h dans Z(λ, s). On
note simplement ǫ(h) cette valeur. Posons
Π(λ, s, h) =
∑
ǫ∈Z(λ,s)∧
π(λ, s, ǫ)ǫ(h).
On note Sttunip le sous-ensemble des (λ, s, h) ∈ Endotunip tels que h = 1. On sait
de´finir la notion de distribution stable pour le groupe Giso(F ). On dit qu’un e´le´ment
de C[Irrtunip,iso] est stable si sa distribution trace associe´e l’est. La premie`re proprie´te´
caracte´risant le parame´trage est
(1) pour (λ, s, 1) ∈ Sttunip, Πiso(λ, s, 1) est stable.
La deuxie`me proprie´te´ fait intervenir l’endoscopie tordue qui relie Giso et le groupe
GL(2n), ou plus exactement un espace tordu sur ce groupe. Nous l’e´noncerons pre´cise´ment
en 2.1 et la re´sumons ici par l’assertion vague
(2) pour (λ, s, 1) ∈ Sttunip, le transfert de Πiso(λ, s, 1) a` GL(2n) par endoscopie tordue
est une repre´sentation bien de´termine´e de ce groupe.
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Conside´rons un couple (n1, n2) ∈ N
2 tel que n1 + n2 = n. On note Gn1,iso et Gn2,iso
les groupes similaires a` Giso quand on remplace n par n1 ou n2. De meˆme, on affecte
les objets introduits ci-dessus d’un indice n1 ou n2 quand ils sont relatifs a` ces entiers.
Conside´rons (λ1, s1, 1) ∈ Sttunip,n1 et (λ2, s2, 1) ∈ Sttunip,n2. On en de´duit un triplet
(λ, s, h) ∈ Endotunip de la fac¸on suivante. Le groupe Sp(2n1;C) × Sp(2n2;C) se plonge
naturellement dans Sp(2n;C). Par composition avec ce plongement, ρλ1 ⊗ ρλ2 devient
un homomorphisme de SL(2;C) dans Sp(2n;C), qui est parame´tre´ par la partition λ =
λ1 ∪ λ2. L’e´le´ment (s1, s2) devient pareillement un e´le´ment s de Sp(2n;C). Enfin, h
est l’image par le plongement du produit de l’identite´ de Sp(2n1;C) et de l’e´le´ment
−1 de Sp(2n2;C). Le groupe Gn1,iso × Gn2,iso est le groupe endoscopique d’une donne´e
endoscopique e´vidente de Giso ou de Gan. On sait de´finir le transfert a` Giso(F ) ou Gan(F )
d’une distribution stable sur Gn1,iso(F )×Gn2,iso(F ).
Remarque. Pour travailler simultane´ment avec les deux groupes Giso et Gan, on
doit utiliser une variante un peu sophistique´e de l’endoscopie, cf. 2.1. On peut parler
d’endoscopie pour les formes inte´rieures pures.
La troisie`me proprie´te´ du parame´trage est
(3)(a) Πiso(λ, s, h) est le transfert a` Giso(F ) de Πiso(λ1, s1, 1)⊗ Πiso(λ2, s2, 1) ;
(3)(a) −Πan(λ, s, h) est le transfert a` Gan(F ) de Πiso(λ1, s1, 1)⊗ Πiso(λ2, s2, 1).
On souligne la pre´sence du signe −1 dans (3)(b). Les trois proprie´te´s ci-dessus
de´terminent entie`rement le parame´trage. La proprie´te´ (1) est connue : c’est le re´sultat
principal de [6]. La proprie´te´ (2) l’est aussi, cf. [11]. Nous e´noncerons plus pre´cise´ment les
proprie´te´s (3)(a) et (3)(b) en 2.1 ci-dessous et nous les de´montrerons dans le deuxie`me
article.
La premie`re section du pre´sent article introduit tout le mate´riel qui sera utilise´
dans la suite. On reprend en particulier de nombreuses constructions faites dans [6].
La deuxie`me section est consacre´e a` l’une de ces constructions, celle d’une certaine in-
volution. Rappelons d’ou` vient celle-ci. Introduisons le sous-ensemble Endounip−disc des
(λ, s, h) ∈ Endotunip tels que s
2 = 1 et que le commutant commun Z(λ, s)∩Z(λ, h) de s
et h dans Z(λ) soit fini. La famille des Π(λ, s, h), quand (λ, s, h) de´crit Endounip,disc, est
une base du sous-espace de C[Irrtunip] engendre´ par les repre´sentations de re´duction uni-
potente qui sont elliptiques au sens d’Arthur, cf. [2]. L’espace C[Endounip,disc] s’identifie
donc a` ce sous-espace de C[Irrtunip]. Une compatibilite´ a` l’induction permet de rame-
ner la preuve de (3)(a) et (3)(b) au cas ou` (λ, s, h) ∈ Endounip,disc. Pour ♯ = iso ou
an, on doit calculer autant que faire se peut le caracte`re de Π♯(λ, s, h) sur les e´le´ments
fortement re´guliers de G♯(F ). Graˆce a` un re´sultat d’Arthur, on peut se restreindre aux
e´le´ments elliptiques de G♯(F ). Un tel e´le´ment appartient a` un sous-groupe compact et
la premie`re chose a` faire est de restreindre nos repre´sentations aux divers sous-groupes
compacts maximaux de G♯(F ). La construction de Lusztig est parfaitement adapte´e
pour cela. Mais elle de´crit ces restrictions en termes de repre´sentations irre´ductibles
des groupes ”re´siduels” (les groupes K/Ku ci-dessus). Le calcul des caracte`res de ces
repre´sentations n’est pas simple mais a e´te´ effectue´ par Lusztig. Pour cela, il a in-
troduit les ”faisceaux-caracte`res” qui cre´ent des fonctions-traces plus facilement calcu-
lables que les caracte`res de repre´sentations. Les faisceaux-caracte`res et les repre´sentations
irre´ductibles d’un groupe re´siduel sont parame´tre´s par un meˆme ensemble combinatoire,
appelons-le X . On a ainsi deux applications line´aires k et Rep de´finies sur C[X ] : pour
x ∈ X , k(x) est la fonction-trace du faisceau-caracte`re parame´tre´ par x et Rep(x) est
le caracte`re de la repre´sentation irre´ductible parame´tre´e par x. Lusztig a de´fini une in-
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volution FL de C[X ] qui ve´rifie k = Rep ◦ FL. Revenons a` notre proble`me. Apre`s avoir
restreint nos repre´sentations aux sous-groupes compacts maximaux de G♯(F ), on doit
appliquer les involutions FL relatives a` ces sous-groupes. Le calcul paraˆıt bien complique´
mais on l’a simplifie´ dans [6] en introduisant une involution F de C[Endounip,disc] qui a
la proprie´te´ suivante. Soit (λ, s, h) ∈ Endounip,disc. On en de´duit une repre´sentation du
groupe re´siduel ci-dessus K/Ku. Soit ϕ ∈ C[X ] tel que cette repre´sentation (identifie´e
a` son caracte`re) soit Rep(ϕ). Alors la repre´sentation du meˆme groupe re´siduel associe´e
a` F(Π(λ, s, h)) est e´gale a` Rep ◦ FL(ϕ), c’est-a`-dire a` k(ϕ). Cette involution F rend
possible la suite du calcul.
Remarque. En fait, on a de´montre´ dans [6] une proprie´te´ plus faible mais suffisante,
a` savoir que la projection cuspidale de la repre´sentation du groupe re´siduel associe´e a`
F(Π(λ, s, h)) est e´gale a` la projection cuspidale de Rep ◦ FL(ϕ).
Dans [6], on a donne´ une de´finition combinatoire assez complique´e de F . Avec les
notations ci-dessus, elle est tre`s simple : elle consiste a` e´changer s et h. En effet, pour
(λ, s, h) ∈ Endounip,disc, on a aussi (λ, h, s) ∈ Endounip,disc et on montrera en 2.3 que
F(Π(λ, s, h)) = Π(λ, h, s). Enfin, en 2.7, nous le`verons la restriction e´voque´e dans la
remarque ci-dessus : on a bien e´galite´ entre les deux repre´sentations de cette remarque
et pas seulement de leurs projections cuspidales. Le re´sultat de 2.7 est conditionnel :
on admet les proprie´te´s (3)(a) et (3)(b). Mais, comme on l’a dit, ces proprie´te´s seront
de´montre´es dans l’article suivant.
Remarque. A l’aide des constructions de Lusztig, on devrait pouvoir traiter non
seulement le cas des parame`tres non ramifie´s, mais celui des parame`tres mode´re´ment
ramifie´s. J’ignore ce que devient notre involution F dans cette situation plus ge´ne´rale.
Un index des notations se trouve en fin de l’article.
1 Les groupes et leurs repre´sentations
1.1 Groupes orthogonaux
Soit F un corps local non-archime´dien de caracte´ristique nulle. On note o son anneau
d’entiers et on fixe une uniformisante ̟. On note Fq = o/̟o le corps re´siduel, q e´tant
son nombre d’e´le´ments ; p la caracte´ristique de Fq ; |.|F la valeur absolue de F ; valF la
valuation. On a |̟|F = q−1 et valF (̟) = 1. On suppose p 6= 2. On note F× le groupe
multiplicatif F − {0} ; o× le groupe des unite´s ; F×2, o×2 et F×2q les sous-groupes des
carre´s dans F×, o× et F×q .
Soit d ≥ 1 un entier et soit V un espace vectoriel sur F de dimension d, muni
d’une forme biline´aire syme´trique et non de´ge´ne´re´e Q. Le de´terminant det(Q) est bien
de´fini dans F×/F×2. On pose η(Q) = (−1)[d/2]det(Q), ou`, pour x ∈ R, [x] est la partie
entie`re de x. La valuation valF (η(Q)) est bien de´finie dans Z/2Z. On note O(Q) le
groupe orthogonal de (V,Q), SO(Q) ou O+(Q) le groupe spe´cial orthogonal et O−(Q)
la composante connexe non neutre de O(Q).
Les meˆmes de´finitions s’appliquent si V est un espace sur Fq. La terme η(Q) est alors
un e´le´ment de F×/F×2. On identifie ce groupe a` o×/o×2. Pour mieux distinguer les corps
de base, on notera par lettres grasses SO(Q) etc.. les groupes relatifs aux espaces de´finis
sur Fq.
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Revenons a` un espace quadratique (V,Q) de´fini sur F . Pour un o-re´seau L ⊂ V ,
notons L∗ = {v ∈ V ; ∀v′ ∈ L,Q(v, v′) ∈ o}. Il existe des re´seaux L presque autoduaux,
c’est-a`-dire tels que ̟L∗ ⊂ L ⊂ L∗. Pour un tel re´seau, posons l′ = L/̟L∗, l′′ = L∗/L.
On note d′, resp. d′′, la dimension sur Fq de l
′, resp. l′′. La forme Q se re´duit en une forme
quadratique non de´ge´ne´re´e Q′ sur l′ et la forme ̟Q se re´duit en une forme quadratique
non de´ge´ne´re´e Q′′ sur l′′. Les termes η(Q′) et η(Q′′) sont inde´pendants du choix du re´seau
L. On les note η′(Q) et η′′(Q). On ve´rifie les relations
d′ ≡ d+ valF (η(Q)) mod 2Z, d
′′ ≡ valF (η(Q)) mod 2Z,
(−1)d
′d′′η′(Q)η′′(Q)̟valF (η(Q)) = η(Q).
Conside´rons maintenant un entier d ≥ 1 et un e´le´ment η ∈ F×/F×2. A l’exception
des cas d = 1 et (d, η) = (2, 1), on sait qu’il y a deux classes d’isomorphie d’espaces qua-
dratiques (V,Q) comme ci-dessus tels que η(Q) = η. On les note (Viso, Qiso) et (Van, Qan),
les indices iso et an e´tant de´termine´s par les relations suivantes
si d+ valF (η) est pair, η
′′(Qiso) ∈ F×2 et η′′(Qan) 6∈ F×2q ;
si d+ valF (η) est impair, η
′(Qiso) ∈ F×2 et η′(Qan) 6∈ F×2q .
Dans les cas particuliers d = 1 ou (d, η) = (2, 1), la de´finition ci-dessus conduit a`
conside´rer l’unique espace quadratique (V,Q) comme e´tant (Viso, Qiso).
Le groupe SO(Qiso) est quasi-de´ploye´. Le groupe SO(Qan) en est une forme inte´rieure.
Il n’est pas quasi-de´ploye´ si d est impair ou si d est pair et η = 1. Il est isomorphe a`
SO(Qiso) si d est pair et η 6= 1.
Conside´rons maintenant le cas des espaces quadratiques de´finis sur Fq. Dans ce cas,
d e´tant fixe´, la classe d’isomorphie de (V,Q) est de´termine´e par η(Q). Si d est impair,
le groupe O(Q) est inde´pendant de η. On le note simplement O(d) et on note ses deux
composantes connexes SO(d), ou O+(d), et O−(d). Le groupe SO(d) est de´ploye´. Si d
est pair, on note O(d)iso le groupe orthogonal de l’espace (V,Q) tel que η(Q) ∈ F×2q et
O(d)an celui de l’espace (V,Q) tel que η(Q) 6∈ F×2q . Pour un indice ♯ = iso ou an, on
note aussi SO(d)♯, ou O
+(d)♯, et O
−(d)♯ les deux composantes connexes de O(d)♯. Le
groupe SO(d)iso est de´ploye´ et le groupe SO(d)an ne l’est pas.
Dans cet article, nous fixons un entier n ≥ 1. On suppose
p > 6n+ 4.
Cette borne est reprise de [6]. Nous conside´rons la construction ci-dessus (sur F ) pour
d = 2n + 1 et η = 1. On a donc deux couples (Viso, Qiso) et (Van, Qan) de´finis sur F .
Concre`tement, fixons un e´le´ment ξ ∈ o× − o×2. Pour un indice ♯ = iso ou an, il y a une
base {v1, ..., v2n+1} de V♯ telle qu’en notant v =
∑
i=1,...,2n+1 xivi la de´composition d’un
e´le´ment v ∈ V♯ dans cette base, on ait
si ♯ = iso, Qiso(v, v) = x
2
n+1 + 2
∑
i=1,...,n xix2n+2−i,
si ♯ = an, Qan(v, v) = ̟x
2
1 + ξx
2
n+1 − ξ̟
−1x22n+1 + 2
∑
i=2,...,n xix2n+2−i.
On pose simplement G♯ = SO(Q♯).
Nous introduirons divers objets relatifs a` notre entier n fixe´. On aura parfois besoin
des objets analogues relatifs a` d’autres entiers. On les notera simplement en ajoutant
l’entier en question dans la notation. Par exemple G♯ peut aussi bien eˆtre note´ Gn,♯.
1.2 Sous-groupes parahoriques maximaux
Notons D(n) l’ensemble des couples (n′, n′′) ∈ N2 tels que n′ + n′′ = n. Posons
Diso(n) = D(n) et Dan(n) = {(n
′, n′′) ∈ D(n);n′′ ≥ 1}. Soit ♯ = iso ou an. Pour
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(n′, n′′) ∈ D♯(n), on de´finit le re´seau Ln′,n′′ ⊂ V♯ par
Ln′,n′′ = ov1 ⊕ ...⊕ ov2n+1−n′′ ⊕̟ov2n+2−n′′ ⊕ ...⊕̟ov2n+1,
ou` {v1, ..., v2n+1} est la base introduite dans le paragraphe pre´ce´dent. On a
L∗n′,n′′ = ̟
−1ov1 ⊕ ...⊕̟
−1ovn′′ ⊕ ovi+1 ⊕ ...⊕ ov2n+1
et les inclusions
̟L∗n′,n′′ ⊂ Ln′,n′′ ⊂ L
∗
n′,n′′.
On pose l2n′+1 = Ln′,n′′/̟L
∗
n′,n′′ , l2n′′ = L
∗
n′,n′′/Ln′,n′′. Comme on l’a dit en 1.1, ces espaces
sur Fq sont munis de formes biline´aires syme´triques et non de´ge´ne´re´es. Leurs groupes
orthogonaux sont respectivement O(2n′ + 1) et O(2n′′)♯.
Remarque. Si ♯ = iso et n′′ = 0, l0 = {0}. Dans ce cas, on supprime les constructions
relatives a` cet espace.
On note K±n′,n′′ le sous-groupe des g ∈ G♯(F ) tels que g(Ln′,n′′) ⊂ Ln′,n′′ (ce qui en-
traˆıne aussi g(L∗n′,n′′) ⊂ L
∗
n′,n′′). C’est un groupe compact et on note K
u
n′,n′′ son radical
pro-p-unipotent. Si ♯ = iso et n′′ = 0, on pose simplement K+n,0 = K
±
n,0 et on a l’iso-
morphisme K+n,0/K
u
n,0 = SO(2n+1;Fq). Hormis ce cas, K
±
n′,n′′/K
u
n′,n′′ s’identifie au sous-
groupe des e´le´ments (g′, g′′) ∈ O(2n′ + 1;Fq)×O(2n′′)♯(Fq) tels que det(g′)det(g′′) = 1.
On identifie ce groupe a` SO(2n′ + 1;Fq) × O(2n′′)♯(Fq) par l’application (g′, g′′) 7→
(g′det(g′′), g′′). On note K+n′,n′′, resp. K
−
n′,n′′, l’image re´ciproque dans K
±
n′,n′′ du sous-
groupe SO(2n′+1;Fq)×SO(2n′′)♯(Fq), resp. du sous-ensemble SO(2n′+1;Fq)×O−(2n′′)♯(Fq).
Un e´le´ment de G♯(F ) est dit compact si et seulement si le sous-groupe qu’il engendre
est d’adhe´rence compacte. On sait qu’un e´le´ment g ∈ G♯(F ) est compact si et seulement
si il existe (n′, n′′) ∈ D♯(n) et h ∈ G♯(F ) de sorte que h
−1gh ∈ K±n′,n′′.
1.3 Repre´sentations de re´duction unipotente
Pour ♯ = iso ou an, notons Irrt,♯ l’ensemble des (classes d’isomorphismes de) repre´sentations
admissibles irre´ductibles tempe´re´es de G♯(F ). Notons Irrt la re´union disjointe de Irrt,iso
et Irrt,an.
On sait conjecturalement classifier l’ensemble Irrt de la fac¸on suivante. On note WF
le groupe de Weyl de F et Sp(2n,C) le groupe symplectique complexe d’un espace de
dimension 2n. Pour un homomorphisme ψ : WF × SL(2,C)→ Sp(2n,C), on note S(ψ)
le groupe des composantes du centralisateur dans Sp(2n,C) de l’image de ψ. C’est un
produit fini de groupes Z/2Z et on note S(ψ)∧ son groupe de caracte`res. On note z(ψ)
l’image naturelle dans S(ψ) de l’e´le´ment central −1 de Sp(2n,C). Alors Irrt est en
bijection avec les classes de conjugaison par Sp(2n,C) de couples (ψ, ǫ), ou`
ψ : WF × SL(2,C)→ Sp(2n,C) est un homomorphisme dont la restriction a` WF est
semi-simple et d’image borne´e et dont la restriction a` SL(2,C) est alge´brique ;
ǫ est un e´le´ment de S(ψ)∧.
On note π(ψ, ǫ) la repre´sentation parame´tre´e par (ψ, ǫ). Celle-ci appartient a` Irrt,,iso,
resp. Irrt,an, si et seulement si ǫ(z(ψ)) = 1, resp. ǫ(z(ψ)) = −1.
Les repre´sentations π(ψ, ǫ) sont caracte´rise´es par leur comportement par endoscopie
et endoscopie tordue. Nous y reviendrons en 2.1. Dans le cas ou` ♯ = iso, la classification
et ces proprie´te´s relatives a` l’endoscopie ne sont plus conjecturales : elles ont e´te´ e´tablies
par Arthur, cf. [1] the´ore`me 2.2.1. La situation pre´sente du cas ♯ = an est peu claire.
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Soit ♯ = iso ou an et soit π une repre´sentation admissible irre´ductible de G♯(F ) dans
un espace complexe E. Pour (n′, n′′) ∈ D♯(n), le sous-espace d’invariants E
Ku
n′,n′′ est de
dimension finie et est stable par l’action du groupe K±n′,n′′. Notons πn′,n′′ la repre´sentation
de ce groupe dans cet espace d’invariants. Elle est triviale sur Kun′,n′′ et se descend en une
repre´sentation du groupe SO(2n′+1;Fq)×O(2n′′)♯(Fq), que l’on note encore πn′,n′′. On
sait de´finir la notion de repre´sentation unipotente de ce groupe fini. On dit que π est de
re´duction unipotente si et seulement s’il existe (n′, n′′) ∈ D♯(n) tel que E
Ku
n′,n′′ soit non
nul et que πn′,n′′ soit unipotente. On sait qu’alors, pour tout autre (n
′, n′′) ∈ D♯(n) tel
que E
Ku
n′,n′′ soit non nul, πn′,n′′ est unipotente. On note Irrunip,♯ l’ensemble des (classes
d’isomorphisme de) repre´sentations admissibles irre´ductibles de re´duction unipotente de
G♯(F ). On note Irrtunip,♯ = Irrt,♯ ∩ Irrunip,♯. On note Irrunip, resp. Irrtunip, la re´union
disjointe de Irrunip,iso et de Irrunip,an, resp. de Irrtunip,iso et de Irrtunip,an.
Conjecturalement, l’ensemble Irrtunip est classifie´ par les (classes de conjugaison des)
couples (ψ, ǫ) comme ci-dessus ve´rifiant de plus la condition : la restriction de ψ a` WF
est non ramifie´e. Lusztig a effectivement classifie´ l’ensemble Irrtunip par de tels couples
(ψ, ǫ), cf. [4] the´ore`me 5.21.
On va de´crire de fac¸on plus combinatoire l’ensemble des couples (ψ, ǫ) qui parame´trisent
l’ensemble Irrtunip. Pour cela, introduisons quelques de´finitions. On appelle partition une
classe d’e´quivalence de suites de´croissantes finies de nombres entiers positifs ou nuls, deux
suites e´tant e´quivalentes si elles ne diffe`rent que par des termes nuls. Pour une telle par-
tition λ = (λ1 ≥ λ2 ≥ ... ≥ λr), on pose S(λ) =
∑
j=1,...,r λj et on note l(λ) le plus
grand entier j tel que λj 6= 0. Cas particulier : on note ∅ la partition (0, ...) et on pose
l(∅) = 0. On note multλ la fonction sur N−{0} telle que, pour tout i dans cet ensemble,
multλ(i) est le nombre d’entiers j tels que λj = i. On note Jord(λ) l’ensemble des i ≥ 1
tels que multλ(i) ≥ 1. Pour N ∈ N, on note P(N) l’ensemble des partitions λ telles que
S(λ) = N . On note Psymp(2N) l’ensemble des partitions symplectiques de 2N , c’est-a`-
dire les λ ∈ P(2N) telles que multλ(i) est pair pour tout entier i impair. Pour une telle
partition, on note Jordbp(λ) l’ensemble des entiers i ≥ 2 pairs tels que multλ(i) ≥ 1. On
note Psymp(2N) l’ensemble des couples (λ, ǫ) ou` λ ∈ Psymp(2N) et ǫ ∈ {±1}Jordbp(λ).
On sait que les classes de conjugaison d’homomorphismes alge´briques ρ : SL(2;C)→
Sp(2n;C) s’identifient aux orbites unipotentes dans Sp(2n;C) : a` ρ on associe l’orbite de
l’image par ρ d’un e´le´ment unipotent re´gulier de SL(2;C). Ces orbites unipotentes sont
elles-meˆmes classifie´es par Psymp(2n). Ainsi, a` ρ, on associe une partition λ ∈ Psymp(2n).
Inversement, pour toute telle partition λ, fixons un homomorphisme ρλ classifie´ par λ.
On note Z(λ) le commutant de ρλ dans Sp(2n;C).
Conside´rons un couple (ψ, ǫ) parame´trisant un e´le´ment de Irrtunip. A la restriction
ρ de ψ a` SL(2;C) est associe´e une partition λ ∈ Psymp(2n). Puisque la restriction de ψ
a` WF est non ramifie´e, celle-ci est de´termine´e par l’image s d’un e´le´ment de Frobenius.
C’est un e´le´ment semi-simple de Z(λ). Parce que la restriction de ψ a` WF est d’image
borne´e, les valeurs propres de s (conside´re´ comme un e´le´ment de GL(2n;C)) sont de
valeurs absolues 1. On dit que s est compact. Notons Z(λ, s) le commutant de s dans
Z(λ), Z(λ, s) son groupe de composantes connexes et Z(λ, s)∧ le groupe des caracte`res
de Z(λ, s). On a les e´galite´s S(ψ) = Z(λ, s), S(ψ)∧ = Z(λ, s)∧. Le terme ǫ appartient
a` Z(λ, s)∧. La partition λ e´tant fixe´e, il y a une notion e´vidente de conjugaison par
Z(λ) du couple (s, ǫ). On voit que l’ensemble des classes de conjugaison de couples (ψ, ǫ)
s’identifie aux classes de conjugaison au sens que l’on vient d’indiquer des triplets (λ, s, ǫ)
ve´rifiant les conditions ci-dessus. On note Irrtunip cet ensemble de classes de conjugaison
de triplets (λ, s, ǫ). Pour un tel triplet, on note π(λ, s, ǫ) la repre´sentation associe´e par
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Lusztig au couple (ψ, ǫ) associe´ au triplet.
Remarquons que, pour λ ∈ Psymp(2n) et s ∈ Z(λ), l’e´le´ment s de´finit une de´composition
de λ. En effet, conside´rons les valeurs propres de s. Ce sont +1 intervenant avec une
multiplicite´ paire 2n+ ≥ 0, −1 intervenant avec une multiplicite´ paire 2n− ≥ 0 et un
ensemble de couples (sj, s
−1
j ), j parcourant un ensemble fini d’indices J , chaque sj e´tant
un nombre complexe diffe´rent de ±1, et sj comme s
−1
j intervenant avec une multiplicite´
mj ≥ 1. Le commutant d’un tel s dans Sp(2n,C) est
Sp(2n+;C)× Sp(2n−;C)×
∏
j∈J
GL(mj ;C).
L’homomorphisme ρλ prend ses valeurs dans ce commutant. Pour un groupe H =
GL(mj ;C) ou Sp(2n
+;C) ou Sp(2n−;C), la classe de conjugaison d’un homomorphisme
de SL(2,C) a` valeurs dans H est de´termine´e comme ci-dessus par une partition λj ∈
P(mj) si H = GL(mj ;C), resp. λ+ ∈ Psymp(2n+) si H = Sp(2n+;C) et λ− ∈ Psymp(2n−)
si H = Sp(2n−;C). Ainsi, a` ρλ sont associe´es des partitions λ
+, λ− et λj pour j ∈ J . On
a l’e´galite´
λ = λ+ ∪ λ− ∪j∈J (λj ∪ λj),
ou` il s’agit de l’union usuelle des partitions. On ve´rifie facilement que Z(λ, s)∧ s’identifie
a` {±1}Jordbp(λ
+) × {±1}Jordbp(λ
−). Si ǫ ∈ Z(λ, s)∧ s’identifie ainsi a` un e´le´ment (ǫ+, ǫ−) ∈
{±1}Jordbp(λ
+) × {±1}Jordbp(λ
−), on ve´rifie l’e´galite´
(1) ǫ(z(ψ)) = (
∏
i∈Jordbp(λ+)
ǫ+(i)multλ+ (i))(
∏
i∈Jordbp(λ−)
ǫ−(i)multλ− (i)),
ou` ψ est l’homomorphisme associe´ a` (λ, s). Il re´sulte des constructions de Lusztig que
π(λ, s, ǫ) est bien, comme on l’attend, une repre´sentation de Giso(F ) si le produit ci-
dessus vaut 1 et de Gan(F ) s’il vaut −1.
Un cas particulie`rement inte´ressant est celui ou` s n’a pour valeurs propres que +1 et
−1, c’est-a`-dire s2 = 1. On Irrunip−quad le sous-ensemble des (λ, s, ǫ) ∈ Irrtunip tels que
s2 = 1. La construction ci-dessus l’identifie a` celui des quadruplets (λ+, ǫ+, λ−, ǫ−) tels
que
il existe (n+, n−) ∈ D(n) de sorte (λ+, ǫ+) ∈ Psymp(2n+) et (λ−, ǫ−) ∈ Psymp(2n−).
Si (λ, s, ǫ) correspond ainsi a` (λ+, ǫ+, λ−, ǫ−), on note π(λ+, ǫ+, λ−, ǫ−) = π(λ, s, ǫ).
On note Irrunip−quad l’ensemble de ces repre´sentations.
1.4 Repre´sentations elliptiques
Notation. Pour tout ensemble X , on note C[X ] l’espace vectoriel sur C de base X .
Pour toute partition symplectique λ, on a de´fini l’ensemble Jordbp(λ) des entiers pairs
i ≥ 2 tels que multλ(i) ≥ 1. Pour tout entier k ≥ 1, notons plus pre´cise´ment Jordkbp(λ)
l’ensemble des entiers pairs i ≥ 2 tels que multλ(i) = k.
Notons Ellunip l’ensemble des quadruplets (λ
+, ǫ+, λ−, ǫ−) ve´rifiant les conditions sui-
vantes :
il existe des entiers n+, n− ∈ N tels que n+ + n− = n, λ+ ∈ Psymp(2n+) et λ− ∈
Psymp(2n−) ;
pour ζ = ± et i ≥ 1, multλζ (i) = 0 si i est impair et multλζ (i) ≤ 2 si i est pair ;
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pour ζ = ±, ǫζ est un e´le´ment de {−1}Jord
1
bp(λ
ζ).
A un tel quadruplet, on associe l’e´le´ment πell(λ
+, ǫ+, λ−, ǫ−) ∈ C[Irrtunip] de´fini par
πell(λ
+, ǫ+, λ−, ǫ−) = 2−|Jord
2
bp(λ
+)|−|Jord2bp(λ
−)|
∑
ǫ′+,ǫ′−

 ∏
i∈Jord2
bp
(λ+)
ǫ′+(i)



 ∏
i∈Jord2bp(λ
−)
ǫ′−(i)

 π(λ+, ǫ′+, λ−, ǫ′−),
ou` la somme porte sur les (ǫ′+, ǫ′−) ∈ {±1}Jordbp(λ
+)×{±1}Jordbp(λ
−) tels que, pour ζ = ±
et i ∈ Jord1bp(λ
ζ), on ait ǫ′ζ(i) = ǫζ(i). On note Ellunip l’ensemble de ces repre´sentations
πell(λ
+, ǫ+, λ−, ǫ−) pour (λ+, ǫ+, λ−, ǫ−) ∈ Ellunip.
Une repre´sentation πell(λ
+, ǫ+, λ−, ǫ−) est elliptique au sens d’Arthur, cf. [2] pa-
ragraphe 3. Plus pre´cise´ment, Ellunip est exactement l’ensemble des repre´sentations
elliptiques de re´duction unipotente des groupes Giso(F ) et Gan(F ) (la de´finition des
repre´sentations elliptiques de´pend de certains choix ; on veut dire que l’on peut effectuer
ceux-ci de sorte que l’assertion ci-dessus soit vraie).
1.5 L’application de restriction, les espaces Rpar et Rpar,glob
Pour tout n′ ∈ N, on note C ′n′ le sous-espace de l’espace des fonctions sur SO(2n
′ +
1;Fq) (a` valeurs complexes) engendre´ line´airement par les traces de repre´sentations uni-
potentes de ce groupe. Pour ♯ = iso ou an et pour tout entier n′′ ≥ 1, introduisons
l’espace des fonctions sur O(2n′′)♯(Fq) engendre´ par les traces de repre´sentations unipo-
tentes. Pour ζ = ±, on note C
′′ζ
n′′,♯ l’espace des restrictions a` O
ζ(2n′′)♯(Fq) des fonctions
de l’espace pre´ce´dent (ou encore le sous-espace des e´le´ments de cet espace pre´ce´dent qui
sont nuls sur l’autre composante O−ζ(2n′′)♯(Fq)). On pose
C ′′n′′ = C
+
n′′,iso ⊕ C
−
n′′,iso ⊕ C
+
n′′,an ⊕ C
−
n′′,an.
Dans le cas ou` n′′ = 0, on pose formellement C ′′0 = C
′′+
0,iso = C. On pose
Rpar = ⊕(n′,n′′)∈D(n)C
′
n′ ⊗ C
′′
n′′ .
Les espaces C ′n′ etc... sont naturellement munis de produits hermitiens de´finis positifs.
On en de´duit un tel produit sur Rpar.
Soit ♯ = iso ou an, soit (n′, n′′) ∈ D♯(n), soit ζ = ± (avec ζ = + si ♯ = iso et n′′ = 0)
et soit π ∈ Irrunip,♯. On a de´fini la repre´sentation πn′,n′′ de SO(2n
′+1;Fq)×O(2n
′′)♯(Fq).
On note Resζn′,n′′(π) la restriction a` la composante SO(2n
′ + 1;Fq)×Oζ(2n′′)♯(Fq) de la
trace de πn′,n′′. Cette fonction s’identifie a` un e´le´ment de C
′
n′ ⊗C
′′ζ
n′′,♯, donc a` un e´le´ment
de Rpar. On note Res(π) la somme des Resζn′,n′′(π) sur les triplets (n
′, n′′, ζ) soumis aux
restrictions indique´es ci-dessus. Cela de´finit une application Res : Irrunip →Rpar. Cette
application se prolonge en une application line´aire Res : C[Irrunip]→R
par.
Conside´rons un entier m ∈ {1, ..., n}, posons n0 = n − m. Notons CGL(m) l’espace
de fonctions sur le groupe fini GL(m;Fq) engendre´ par les traces de repre´sentations
unipotentes. On de´finit deux applications line´aires
res′m, res
′′
m : R
par → CGL(m) ⊗Rparn0
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de la fac¸on suivante. Conside´rons une composante C ′n′ ⊗ C
′′ζ
n′′,♯ de R
par. Si n′ < m, res′m
est nulle sur cette composante. Si n′ ≥ m, on introduit un sous-groupe parabolique P de
SO(2n′ +1) dont une composante de Levi est isomorphe a` GL(m)×SO(2n′− 2m+1).
L’application module de Jacquet envoie C ′n′ dans C
GL(m) ⊗ C ′n′−m et elle ne de´pend pas
du choix de P. Alors res′m est e´gale sur C
′
n′ ⊗ C
′′ζ
n′′,♯ a` l’application
C ′n′ ⊗ C
′′ζ
n′′,♯ → C
GL(m) ⊗ C ′n′−m ⊗ C
′′ζ
n′′,♯
produit tensoriel de l’application pre´ce´dente et de l’identite´ de C ′′
ζ
n′′,♯. Si ♯ = iso et n
′′ < m
ou si ♯ = an et n′′ ≤ m, res′′m est nulle sur notre composante. Sinon, on introduit comme
ci-dessus un sous-groupe parabolique P de O(2n′′)♯ dont une composante de Levi est
isomorphe a` GL(m) × O(2n′′ − 2m)♯. On a de nouveau une application module de
Jacquet C ′′
ζ
n′′,♯ → C
GL(m) ⊗ C ′′
ζ
n′′−m,♯, dont on de´duit l’application
res′′m : C
′
n′ ⊗ C
′′ζ
n′′,♯ → C
GL(m) ⊗ C ′n′ ⊗ C
′′ζ
n′′−m,♯.
On note Rpar,glob le sous-espace des e´le´ments φ ∈ Rpar tels que res′m(φ) = res
′′
m(φ)
pour tout m ∈ {1, ..., n}. On note resm la restriction a` ce sous-espace de l’une ou l’autre
des applications res′m ou res
′′
m. C’est une application line´aire
resm : R
par,glob → CGL(m) ⊗Rparn0 .
Elle prend ses valeurs dans CGL(m)⊗Rpar,globn0 . En effet, pour r ∈ {1, ..., n0}, notons res
′
m,r
la compose´e de resm et de l’application res
′
r de´finie surR
par
n0
. On de´finit de fac¸on similaire
l’application res′′m,r. On voit que ces deux applications sont compose´es de res
′
m+r, resp.
res′′m+r, et d’une application module de Jacquet de C
GL(m+r) dans CGL(m) ⊗ CGL(r).
L’e´galite´ res′m+r = res
′′
m+r sur R
par,glob entraˆıne l’e´galite´ res′m,r = res
′′
m,r, d’ou` notre
assertion.
On ve´rifie que l’application Res introduite plus haut prend ses valeurs dans Rpar,glob.
Plus pre´cise´ment, soient m ∈ {1, ..., n}, ♯ = iso ou an et π ∈ Irrunip,♯. Introduisons
un sous-groupe parabolique P de G♯ dont une composante de Levi soit isomorphe a`
GL(n) × Gn0,♯ (en supposant m < n si ♯ = an). Notons πM le module de Jacquet de π
relatif a` P . On a une application ResM : C[Irrunip,♯] → CGL(m) ⊗Rparn0 similaire a` Res.
On a l’e´galite´
(1) resm ◦Res(π) = Res
M(πM ).
Cela re´sulte directement de [7] proposition 6.7. Dans le cas ou` ♯ = an et m = n, on
a resm ◦Res(π) = 0.
Dans les espaces C ′n′ et C
′′ζ
n′′,♯, on sait de´finir le sous-espace des fonctions cuspidales
et la projection orthogonale sur ce sous-espace, que l’on note projcusp.
Remarque. Dans le cas particulier de l’espace C ′′
+
1,iso, correspondant au groupe SO(2)iso ≃
GL(1), cette projection est nulle.
On note Rparcusp le sous-espace des e´le´ments de R dont toutes les composantes sont
cuspidales. Des projections pre´ce´dentes se de´duit une projection projcusp : Rpar → Rparcusp.
L’espace Rcusp est inclus dans R
par,glob. Pour tout entier m ≥ 1, on note aussi CGL(m)cusp le
sous-espace des e´le´ments cuspidaux de CGL(m). On sait qu’il est de dimension 1. Notons
P(≤ n) l’ensemble des partitions m = (m1, ..., mt) telles que S(m) ≤ n. Soit m =
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(m1, ..., mt) ∈ P(≤ n), posons n0 = n− S(m). En ite´rant la construction pre´ce´dente, on
obtient une application line´aire
resm : R
par,glob →Rpar,glob
m
:= CGL(m1) ⊗ ...⊗ CGL(mt) ⊗Rpar,globn0 .
On pose
Rpar
m,cusp = C
GL(m1)
cusp ⊗ ...⊗ C
GL(mt)
cusp ⊗R
par
n0,cusp
≃ Rparn0,cusp.
On dispose aussi des projections cuspidales deRparn0 surR
par
n0,cusp
et de CGL(mj) sur C
GL(mj)
cusp .
On note projcusp ces projections ainsi que les produits tensoriels de telles projections.
On a donc une application line´aire
(2) Rpar,glob → ⊕mR
par
m,cusp,
qui est la somme des applications projcusp ◦ resm sur toutes les partitions m ∈ P(≤ n).
On ve´rifie facilement que c’est un isomorphisme.
La restriction de l’application projcusp ◦Res au sous-espace C[Ellunip] de C[Irrtunip]
est un isomorphisme de ce sous-espace sur l’espace Rparcusp, cf. [6] 4.2 et 5.4.
Remarque. On peut de´finir l’application resm pour toute suite d’entiers positifsm =
(m1, ..., mt) telle que m1+ ...+mt ≤ n (on n’a pas besoin que m soit une partition, c’est-
a`-dire que m1 ≥ ... ≥ mt). Mais, pour une telle suite, resm se de´duit par permutation des
facteurs de resm′, ou` m
′ est la partition associe´e a` m, c’est-a`-dire celle qui a les meˆmes
termes que m, ordonne´s de fac¸on de´croissante.
1.6 Egalite´ de restrictions aux e´le´ments compacts
On va conside´rer deux situations auxquelles s’appliqueront le lemme ci-dessous.
Dans le cas (A), on conside`re un triplet (λ, s, ǫ) ∈ Irrtunip. On pose π = π(λ, s, ǫ).
On sait de´crire le groupe Z(λ). C’est le produit des Sp(multλ(i);C) pour i ∈ Jord(λ)
impair et des O(multλ(i);C) pour i ∈ Jordbp(λ). Ainsi, l’e´le´ment s ∈ Z(λ) se de´compose
en produit de si pour i ∈ Jord(λ). Fixons i0 ∈ Jord(λ) et supposons que si0 ait une
valeur propre z 6= ±1 (il a donc aussi la valeur propre z−1). On peut alors fixer une
de´composition
C2n = C2i0 ⊕ C2n−2i0
qui soit stable par s et par l’homomorphisme ρλ, de sorte que les composantes s et ρ de
ces termes a` valeurs dans la premie`re composante C2i0 ve´rifient :
s a pour valeurs propres z et z−1, chacune avec multiplicite´ i0 ;
ρ est parame´tre´ par la partition (i0, i0).
On note s0 et ρ0 les composantes de s et ρλ dans l’autre composante C
2n−2i0 et on
note λ0 la partition associe´e a` ρ0. On note s¯ l’e´le´ment qui agit comme s0 dans cette
deuxie`me composante mais qui agit par l’identite´ sur la premie`re C2i0 . Si i0 est impair
ou si i0 et pair et si0 admet la valeur propre 1, on voit que le groupe Z(λ, s¯) est isomorphe
a` Z(λ, s). L’e´le´ment ǫ s’identifie a` un e´le´ment de Z(λ, s¯)∧, le triplet (λ, s¯, ǫ) appartient
a` Irrtunip et on pose π¯ = π(λ, s¯, ǫ). Si i0 est pair et si0 n’a pas 1 pour valeur propre, le
groupe Z(λ, s¯) est plus gros que Z(λ, s). Plus pre´cise´ment, le deuxie`me s’identifie a` un
sous-groupe d’indice 2 du premier. Il y a deux prolongements du caracte`re ǫ au groupe
Z(λ, s¯), que l’on note ǫ¯′ et ǫ¯′′. On pose π¯ = π(λ, s¯, ǫ¯′) + π(λ, s¯, ǫ¯′′). C’est un e´le´ment de
C[Irrtunip].
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Dans le cas (B), on conside`re un entier i0 ≥ 1, deux partitions symplectiques λ¯
+ et λ−
et des e´le´ments ǫ¯+ ∈ {±1}Jordbp(λ¯
+) et ǫ− ∈ {±1}Jordbp(λ
−). On suppose 2n = 2i0+S(λ¯
+)+
S(λ−). On pose λ+ = λ¯+ ∪ {i0, i0}. Si i0 est impair ou si i0 est pair et multλ¯+(i0) ≥ 1,
on a Jordbp(λ
+) = Jordbp(λ¯
+) et ǫ¯+ est aussi un e´le´ment de Jordbp(λ
+). On pose π =
π(λ+, ǫ¯+, λ−, ǫ−). Si i0 est pair et multλ¯+(i0) = 0, on a Jordbp(λ
+) = Jordbp(λ¯
+) ∪ {i0}.
Il y a deux prolongements de ǫ¯+ en des e´le´ments de Jordbp(λ
+), que l’on note ǫ
′+ et
ǫ
′′+. On pose π = π(λ+, ǫ
′+, λ−, ǫ−) + π(λ+, ǫ
′′+, λ−, ǫ−). On pose λ¯− = λ− ∪ {i0, i0}. Si
i0 est impair ou si i0 est pair et multλ−(i0) ≥ 1, on a Jordbp(λ¯
−) = Jordbp(λ
−) et ǫ−
apparaˆıt comme un e´le´ment de {±1}Jordbp(λ¯
−). On pose π¯ = π(λ¯+, ǫ¯+, λ¯−, ǫ−). Si i0 est
pair et multλ−(i0) = 0, on a Jordbp(λ¯
−) = Jordbp(λ
−) ∪ {i0} et il y a de nouveau deux
prolongements de ǫ− en un e´le´ment de {±1}Jordbp(λ¯
−), que l’on note ǫ¯
′− et ǫ¯
′′−. On pose
π¯ = π(λ¯+, ǫ¯+, λ¯−, ǫ¯
′−) + π(λ¯+, ǫ¯+, λ¯−, ǫ¯
′′−).
Lemme. Dans les deux cas (A) et (B) ci-dessus, on a l’e´galite´ Res(π) = Res(π¯).
Remarque. On peut conside´rer des situations similaires a` celles ci-dessus mais ou`
l’on e´change les roˆles des valeurs propres 1 et −1 dans le cas (A), ou des exposants + et
− dans le cas (B). Evidemment, le lemme vaut aussi dans ces cas.
Preuve. On conside`re d’abord la premie`re situation. Notons ♯ l’indice tel que nos
repre´sentations soient des repre´sentations de G♯(F ). Introduisons un sous-groupe para-
bolique P de G♯ de composante de Levi
M = GL(i0)×Gn−i0,♯.
On a introduit les termes s0 et λ0. Le groupe Z(λ0, s0) est naturellement un sous-groupe
de Z(λ, s), d’ou` un homomorphisme de Z(λ0, s0) dans Z(λ, s). On ve´rifie que c’est un iso-
morphisme (parce que z 6= ±1). Ainsi, ǫ s’identifie a` un e´le´ment de Z(λ0, s0) et on de´finit
la repre´sentation π0 = π(λ0, s0, ǫ) de Gn−i0,♯(F ). Notons sti0 la repre´sentation de Stein-
berg de GL(i0;F ). Pour un e´le´ment y ∈ C, notons sti0(|.|
y
F ◦ det)× π0 la repre´sentation
de G♯(F ) induite a` l’aide de P de la repre´sentation sti0(|.|
y
F ◦ det) ⊗ π0 de M(F ). Soit
y un nombre complexe tel que q−y = z. Il est connu que π = sti0(|.|
y
F ◦ det) × π0. La
repre´sentation sti0(|.|
0
F ◦ det) × π0 est irre´ductible si i0 est impair ou si i0 est pair et
si0 a pour valeur propre 1 ; elle est re´ductible si i0 est pair et si0 n’a pas 1 pour valeur
propre. Dans les deux cas, il est connu que son image dans le groupe de Grothendieck des
repre´sentations lisses de longueur finie de G♯(F ) est e´gale a` π¯. Il suffit donc de prouver
que, pour y ∈ C, Res(sti0(|.|
y
F ◦ det) × π0) ne de´pend pas de y. Ce terme se de´duit des
restrictions de la repre´sentation sti0(|.|
y
F ◦ det) × π0 aux diffe´rents groupes K
±
n′,n′′. Ces
restrictions s’identifient a` des repre´sentations de dimension finie de groupes finis, que
l’on peut e´crire
∑
ρm(y, ρ)ρ, ou` ρ parcourt les repre´sentations irre´ductibles du groupe
en question et les multiplicite´s m(y, ρ) sont des entiers positifs ou nuls. Il est clair que les
caracte`res de ces repre´sentations varient continuˆment en y, ce qui entraˆıne que les mul-
tiplicite´s m(y, ρ) aussi. Comme ce sont des entiers, il sont constants en z. Cela de´montre
le lemme dans le cas (A) .
Conside´rons maintenant le cas (B). On note (λ0, s0, ǫ) l’e´le´ment de Irrn−i0,tunip auquel
s’identifie le quadruplet (λ¯+, ǫ¯+, λ−, ǫ−). On fixe un nombre complexe z 6= ±1 de valeur
absolue 1. On introduit la partition λ = (i0, i0) et un e´le´ment s ∈ Z(λ) ayant deux
valeurs propres z et z−1. On note (λ, s) la somme directe, en un sens e´vident, de (λ, s)
et (λ0, s0). On a l’e´galite´ Z(λ, s) = Z(λ0, s0) et ǫ peut eˆtre conside´re´ comme un e´le´ment
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de Z(λ, s)∧. On pose alors Π = π(λ, s, ǫ). Appliquons le cas (A) aux donne´es λ, s, ǫ,
a` l’entier i0 et a` la valeur propre z de si0. On en de´duit un e´le´ment de C[Irrtunip] que
l’on note Π¯+ (pour le distinguer du π¯ dont on dispose de´ja`). On vient de de´montrer
que Res(Π) = Res(Π¯+). Mais on voit que, par construction, Π¯+ n’est autre que le
pre´sent π. Donc Res(Π) = Res(π). Maintenant, on applique le cas (A) aux meˆmes
donne´es, mais en e´changeant les roˆles des valeurs propres 1 et −1, ce qui est loisible ainsi
qu’on l’a remarque´. On obtient un autre e´le´ment Π¯− et l’e´galite´ Res(Π) = Res(Π¯−). De
nouveau, par construction, on a l’e´galite´ Π¯− = π¯. Donc Res(Π) = Res(π¯), puis l’e´galite´
Res(π) = Res(π¯), qui ache`ve la de´monstration. 
1.7 L’involution de Aubert-Zelevinsky
Soit ♯ = iso ou an. On sait de´finir une involution de l’ensemble des classes de
repre´sentations admissibles irre´ductibles, qui ge´ne´ralise l’involution introduite par Ze-
levinsky dans le cas du groupe GL(n), cf. [3] ou [8] paragraphe III.3. On la note D. Il est
connu qu’elle conserve l’ensemble Irrunip,♯. Pour un groupe SO(2n
′+1) ouO(2n′′)♯ de´fini
sur Fq, on sait de´finir une involution similaire. Par produit tensoriel et sommation, on en
de´duit une involution Dpar de Rpar. On sait que les involutions en question commutent
en un sens convenable a` l’application module de Jacquet. Il en re´sulte que Dpar conserve
l’espace Rpar,glob.
Lemme. On a l’e´galite´ Dpar ◦Res = Res ◦D.
Preuve. Fixons (n′, n′′) ∈ D♯(n) et une repre´sentation π ∈ Irrunip,♯. On a de´fini
en 1.3 la repre´sentation πn′,n′′ de G♯(Fq), ou` G♯ = SO(2n
′ + 1) × O(2n′′)♯. Notons D
l’involution de l’ensemble des repre´sentations deG♯(Fq). On doit prouver queD(πn′,n′′) =
(D(π))n′,n′′.
Notons Pmin le sous-groupe parabolique minimal de G♯ forme´ des e´le´ments qui, avec
les notations de 1.1, stabilisent les drapeaux de sous-espaces
Fv1, Fv1 ⊕ Fv2,...,Fv1 ⊕ ...⊕ Fvn, si ♯ = iso,
Fv2, Fv2 ⊕ Fv3,...,Fv2 ⊕ ...⊕ Fvn, si ♯ = an.
On note Mmin sa composante de Levi ”e´vidente”.
Les sous-groupes paraboliques standard de G♯, c’est-a`-dire contenant Pmin, sont en
bijection avec les multiplets d’entiers m = (m1, ..., mt, n0), ou` t ∈ N, mj ≥ 1 pour tout
j ∈ {1, ..., t}, n0 +
∑
j=1,...,tmj = n et n0 ≥ 0 si ♯ = iso, n0 ≥ 1 si ♯ = an. On note Pm le
sous-groupe parabolique standard associe´ a` m et Mm sa composante de Levi standard,
c’est-a`-dire contenant Mmin. On a un isomorphisme
Mm ≃ GL(m1)× ...×GL(mt)×Gn0,♯.
Par de´finition, on a l’e´galite´ suivante, que l’on expliquera ci-dessous :
(1) (−1)n(π)D(π) =
∑
m
(−1)t(m)Ind
G♯
Pm
◦ res
G♯
Pm
(π).
Par ”e´galite´”, on veut dire ici que les deux membres ont meˆme image dans le groupe
de Grothendieck des repre´sentations admissibles de longueur finie de G♯(F ). On a note´
Ind
G♯
Pm
le foncteur d’induction et res
G♯
Pm
le foncteur module de Jacquet. On a note´ t(m)
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l’entier t qui figure dans la donne´em. Enfin, n(π) est un entier de´pendant de π sur lequel
on reviendra plus loin. Fixons =(m1, ..., mt, n0), notons
πm = Ind
G♯
Pm
◦ res
G♯
Pm
(π)
et calculons (πm)n′,n′′. Cette repre´sentation est une somme indexe´e par les doubles
classes Pm(F )\G♯(F )/K
±
n′,n′′. On voit que cet ensemble de doubles classes est indexe´
par l’ensemble Xm des couples de multiplets d’entiers m
′ = (m′1, ..., m
′
t, n
′
0), m
′′ =
(m′′1, ..., m
′′
t , n
′′
0) ve´rifiant les conditions suivantes :
pour tout j = 1, ..., t, m′j , m
′′
j ≥ 0 et mj = m
′
j +m
′′
j ;
n0 = n
′
0 + n
′′
0, n
′
0 ≥ 0, n
′′
0 ≥ 0 si ♯ = iso et n
′′
0 ≥ 1 si ♯ = an ;
n′ = n′0 +
∑
j=1,...,tm
′
j , n
′′ = n′′0 +
∑
j=1,...,tm
′′
j .
Ainsi, on a une e´galite´ (πm)n′,n′′ =
∑
(m′,m′′)∈Xm
πm′,m′′.
Fixons un couple (m′,m′′) ∈ Xm. Il de´termine plusieurs sous-groupes. D’une part
un sous-groupe parabolique P′
m′
de SO(2n′ + 1), dont une composante de Levi M′
m′
est
isomorphe a`
GL(m′1)× ...×GL(m
′
t)× SO(2n
′
0 + 1),
et un sous-groupe parabolique P′′
m′′
de O(2n′′)♯, dont une composante de Levi M
′′
m′′
est
isomorphe a`
GL(m′′1)× ...×GL(m
′′
t )×O(2n
′′
0)♯.
On pose Pm′,m′′ = P
′
m′
×P′′
m′′
et Mm′,m′′ = M
′
m′
×M′′
m′′
Le couple (m′,m′′) de´termine
d’autre part un sous-groupe compact Km′,m′′ de Mm(F ), qui est produit de sous-groupes
des diverses composantes. Le sous-groupe de Gn0,♯(F ) est (a` conjugaison pre`s) K
±
n′
0
,n′′
0
.
Pour j = 1, ..., t, le sous-groupe de GL(mj ;F ) est un sous-groupe parahorique dont le
groupe re´siduel associe´ est isomorphe a`
GL(m′j)×GL(m
′′
j ).
La repre´sentation πm′,m′′ de SO(2n
′ + 1)(Fq) × O(2n′′)♯(Fq) associe´e a` (m′,m′′) s’ob-
tient de la fac¸on suivante. Par un proce´de´ analogue a` celui de 1.3, le groupe K±n′,n′′ de
ce paragraphe e´tant remplace´ par K±
m′,m′′ , on de´duit de la repre´sentation res
G♯
Pm
(π) de
Mm(F ) une repre´sentation du groupe re´siduel de K
±
m′,m′′ . Par permutation des facteurs,
cette repre´sentation devient une repre´sentation σm′,m′′ de Mm′,m′′(Fq). Alors πm′,m′′ =
Ind
G♯
P
m′,m′′
(σm′,m′′). D’apre`s [7] proposition 6.7, σm′,m′′ n’est autre que l’image de πn′,n′′
par le foncteur module de Jacquet res
G♯
M
m′,m′′
. On obtient
(2) (πm)n′,n′′ =
∑
(m′,m′′)∈Xm
Ind
G♯
P
m′,m′′
◦ res
G♯
M
m′,m′′
(πn′,n′′).
Notons X l’ensemble des couples de multiplets d’entiers r′ = (r′1, ..., r
′
t′, n
′
0), r
′′ =
(r′′1 , ..., r
′′
t′′ , n
′′
0) tels que
r′j ≥ 1 pour tout j = 1, ..., t
′ et r′′j ≥ 1 pour tout j = 1, ..., t
′′ ;
n′0 ≥ 0, n
′′
0 ≥ 0 si ♯ = iso et n
′′
0 ≥ 1 si ♯ = an ;
n′ = n′0 +
∑
j=1,...,t′ r
′
j , n
′′ = n′′0 +
∑
j=1,...,t′ r
′′
j .
Evidemment, a` tout tel couple, on peut associer comme ci-dessus un sous-groupe pa-
rabolique Pr′,r′′ et sa composante de Levi Mr′,r′′. Un couple (m
′,m′′) ∈ Xm n’appartient
pas toujours a` l’ensemble X car des composantes m′j ou m
′′
j peuvent eˆtre nulles. Mais,
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en supprimant les termes nuls, on obtient un e´le´ment (r′, r′′) ∈ X et, e´videmment, les
paraboliques et groupes de Levi associe´s a` (m′,m′′) et (r′, r′′) sont les meˆmes. On peut
donc re´crire (2) sous la forme
(πm)n′,n′′ =
∑
(r′,r′′)∈X
xm(r
′, r′′)Ind
G♯
P
r′,r′′
◦ res
G♯
M
r′,r′′
(πn′,n′′),
ou` xm(r
′, r′′) est le nombre des e´le´ments (m′,m′′) ∈ Xm e´gaux a` (r′, r′′), a` des termes
m′j ou m
′′
j nuls pre`s. En utilisant (1), on en de´duit
(−1)n(π)D(π)n′,n′′ =
∑
(r′,r′′)∈X
x(r′, r′′)Ind
G♯
P
r′,r′′
◦ res
G♯
M
r′,r′′
(πn′,n′′),
ou`
x(r′, r′′) =
∑
m
(−1)t(m)xm(r
′, r′′).
On prouvera plus loin l’e´galite´
(3) x(r′, r′′) = (−1)t
′(r′)+t′′(r′′),
t′(r′) et t′′(r′′) e´tant e´videmment les entiers t′ et t′′ figurant dans les donne´es r′, r′′. En
utilisant cela, on obtient
(4) (−1)n(π)D(π)n′,n′′ =
∑
(r′,r′′)∈X
(−1)t
′(r′)+t′′(r′′)Ind
G♯
P
r′,r′′
◦ res
G♯
M
r′,r′′
(πn′,n′′).
Soit ρ une composante irre´ductible de πn′,n′′ . On a alors une formule similaire a` (1) :
(5) (−1)n(ρ)D(ρ) =
∑
(r′,r′′)∈X
(−1)t
′(r′)+t′′(r′′)Ind
G♯
P
r′,r′′
◦ res
G♯
M
r′,r′′
(ρ).
Expliquons cela. La formule re´sulte d’une formule similaire pour les groupes SO(2n′+1)
etO(2n′′)♯. Pour le premier et aussi le second quand ♯ = an, il n’y a pas de proble`me, c’est
bien la formule de de´finition de l’involution. Conside´rons le cas d’un groupe O(2n′′)iso,
avec n′′ > 0 (sinon le groupe disparaˆıt). Traitons chacune des composantes, en com-
menc¸ant par SO(2n′′)iso. Les sous-groupes paraboliques standard de ce groupe ne sont
pas en bijection avec nos donne´es r′′. Pour parame´trer ces sous-groupes, on doit d’une
part ne conside´rer que des r′′ = (r′′1 , ..., r
′′
t′′ , n
′′
0) telles que n
′′
0 6= 1 (car les sous-groupes pa-
raboliques de´finis par (r′′1 , ..., r
′′
t′′ , n
′′
0 = 1) et (r
′′
1 , ..., r
′′
t′′ , 1, n
′′
0 = 0) sont les meˆmes). D’autre
part, si n′′0 = 0 et r
′′
t′′ ≥ 2, il y a deux sous-groupes paraboliques associe´s a` r
′′, qui sont
conjugue´s par un e´le´ment de O−(2n′′)iso(Fq) mais pas par un e´le´ment de SO(2n
′′)iso(Fq).
Conside´rons le second proble`me, soit r′′ = (r′′1 , ..., r
′′
t′′ , n
′′
0 = 0) avec r
′′
t′′ ≥ 2. Dans la
de´finition de l’involution interviennent les induites a` SO(2n′′)iso(Fq) a` partir des deux
sous-groupes paraboliques en question. D’apre`s leur de´finition, les repre´sentations que
l’on induit sont conjugue´es par l’e´le´ment de O−(2n′′)iso(Fq) qui e´change les deux pa-
raboliques. Dans la formule similaire a` (5) intervient la restriction a` SO(2n′′)iso(Fq) de
l’induite deP′′
r′′
(Fq) a`O(2n
′′)iso(Fq) de l’une ou l’autre de ces repre´sentations. Mais, parce
que n′′0 = 0, P
′′
r′′
ne coupe pas la composanteO−(2n′′)iso et la restriction a` SO(2n
′′)iso(Fq)
de cette dernie`re induite se de´compose naturellement en deux induites qui ne sont autres
que les pre´ce´dentes. Conside´rons maintenant le cas d’une donne´e r′′ = (r′′1 , ..., r
′′
t′′ , n
′′
0 = 1).
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Introduisons l’autre donne´e r¯′′ = (r′′1 , ..., r
′′
t′′ , 1, n
′′
0 = 0). Dans la de´finition de l’involution
intervient le produit de (−1)t
′′+1 et d’une induite de P′′
r¯′′
(Fq) a` SO(2n
′′)iso(Fq) d’une
certaine repre´sentation. Par construction de celle-ci et parce que le normalisateur de P′′
r¯′′
dans O−(2n′′)iso(Fq) est non vide, cette repre´sentation est invariante par ce normali-
sateur. Dans la formule similaire a` (5) intervient d’une part le produit de (−1)t
′′+1 et
de la restriction a` SO(2n′′)iso(Fq) de l’induite de P
′′
r¯′′
(Fq) a` O(2n
′′)iso(Fq) de la meˆme
repre´sentation. D’apre`s la proprie´te´ d’invariance ci-dessus et le fait que P′′
r¯′′
ne coupe
pas O−(2n′′)iso, on obtient 2 fois la contribution de r¯
′′ a` la formule de l’involution. Mais,
dans la formule similaire a` (5), il y a aussi le produit de (−1)t
′′
et de la restriction a`
SO(2n′′)iso(Fq) de l’induite de P
′′
r′′
(Fq) a` O(2n
′′)iso(Fq) de la meˆme repre´sentation, pro-
longe´e en une repre´sentation de M′′
r′′
(Fq). Cette fois, P
′′
r′′
coupe O−(2n′′)iso et on obtient
−1 fois la contribution de r¯′′ a` la formule de l’involution. Comme 2 − 1 = 1, les deux
formules co¨ıncident. La comparaison des formules pour la composante O−(2n′′)iso est
similaire. Cette fois, l’involuion est de´finie en induisant a` partir des normalisateurs dans
O−(2n′′)iso(Fq) des sous-groupes paraboliques de SO(2n
′′)iso pour lesquels ce normali-
sateur est non vide. Les donne´es r′′ = (r′′1 , ..., r
′′
t′′ , n
′′
0 = 0) avec r
′′
t′′ ≥ 2 disparaissent,
leurs deux sous-groupes paraboliques associe´s ne ve´rifiant pas cette condition. Une telle
donne´e intervient dans la formule similaire a` (5) par la restriction a` O−(2n′′)iso(Fq) d’une
certaine induite de P′′
r′′
(Fq) a` O(2n
′′)iso(Fq). Parce que P
′′
r′′
ne coupe pas O−(2n′′)iso, on
voit que l’action de O−(2n′′)iso(Fq) permute deux sous-SO(2n
′′)iso(Fq)-modules de l’in-
duite et une telle repre´sentation de O−(2n′′)iso(Fq) est de trace nulle. Enfin, pour une
donne´e r′′ = (r′′1 , ..., r
′′
t′′ , n
′′
0 = 1), il intervient dans la formule de l’involution une induite
a` partir du normalisateur dans O−(2n′′)iso(Fq) de P
′′
r¯′′
, avec la meˆme notation que plus
haut. Or ce normalisateur est justement l’intersection O−(2n′′)iso(Fq)∩P′′r′′(Fq). On voit
que les deux formules se re´concilient encore. Ces conside´rations justifient la formule (5).
En vertu de (4) et (5), pour prouver l’e´galite´ cherche´e D(πn′,n′′) = D(π)n′,n′′, il
suffit de prouver que, pour toute composante irre´ductible ρ de πn′,n′′, on a l’e´galite´
(−1)n(π) = (−1)n(ρ). Cela re´sulte de la de´finition par la me´thode de Lusztig des e´le´ments
de Irrunip,♯. En fait, ces signes se calculent, ils valent (−1)n si ♯ = iso et (−1)n−1 si
♯ = an, cf. [6] corollaire 5.7.
Cela ache`ve la de´monstration, a` ceci pre`s qu’il nous reste a` prouver l’e´galite´ (3).
Conside´rons un couple r′ = (r′1, ..., r
′
t′, n
′
0), r
′′ = (r′′1 , ..., r
′′
t′′ , n
′′
0) appartenant a` X . Les
donne´es t, m′ et m′′ intervenant dans la de´finition de x(r′, r′′) se construisent de la fac¸on
suivante. On conside`re un entier t ≥ sup(t′, t′′) et deux sous-ensembles Y ′, Y ′′ ⊂ {1, ..., t}.
On suppose que Y ′, resp. Y ′′, a t− t′ e´le´ments, resp. t− t′′. Notons i1, ..., it′ les e´le´ments
de {1, ..., t} − Y ′. On de´finit m′ par m′ik = r
′
k pour k = 1, ..., t
′ et m′j = 0 pour j ∈ Y
′.
On de´finit de fac¸on similaire m′′, en utilisant l’ensemble Y ′′ a` la place de Y ′. Pour tout
j = 1, ..., t le terme mj = m
′
j + m
′′
j doit eˆtre non nul. Cela e´quivaut e´videmment a` la
condition Y ′ ∩ Y ′′ = ∅. On voit qu’elle ne peut eˆtre re´alise´e que si t ≤ t′ + t′′. Pour
t ∈ {sup(t′, t′′), ..., t′ + t′′}, on obtient que
∑
m;l(m)=t
xm(r
′, r′′)
est le nombre de couples (Y ′, Y ′′) comme ci-dessus. Ce nombre est le produit du nombre
de sous-ensembles Y ′ a` t− t′ e´le´ments de {1, ..., t} et du nombre de sous-ensembles Y ′′ a`
t− t′′ e´le´ments de {1, ..., t} − Y ′. C’est-a`-dire
t!
t′!(t− t′)!
t′!
(t− t′′)!(t′ + t′′ − t)!
=
t!
(t− t′)!(t− t′′)!(t′ + t′′ − t)!
.
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D’ou`
x(r′, r′′) =
∑
t=sup(t′,t′′)...,t′+t′′
(−1)t
t!
(t− t′)!(t− t′′)!(t′ + t′′ − t)!
.
Supposons t′ ≥ t′′ pour fixer la notation. On remplace t par t′ + u. Alors x(r′, r′′) est la
valeur en X = 1 du polynoˆme
P (X) =
∑
u=0,...,t′′
(−1)t
′+u (t
′ + u)!
u!(t′ − t′′ + u)!(t′′ − u)!
X t
′−t′′+u.
En posant
Q(X) =
∑
u=0,...,t′′
(−1)t
′+u 1
u!(t′′ − u)!
X t
′+u,
on voit que P (X) = ( d
dX
)t
′′
Q(X). Or on calcule
Q(X) =
(−1)t
′
t′′!
X t
′
(1−X)t
′′
.
On voit que ( d
dX
)t
′′
Q(X) est la somme de (−1)t
′+t′′ et d’un polynoˆme divisible par (1−X).
Donc la valeur en 1 de ( d
dX
)t
′′
Q(X), c’est-a`-dire de P (X), vaut (−1)t
′+t′′ . Cela prouve
(3). 
1.8 Les espaces R et Rglob
Pour tout groupe finiW , on note Wˆ l’ensemble des classes de repre´sentations irre´ductibles
de W . En identifiant une telle repre´sentation a` son caracte`re, l’espace C[Wˆ ] s’identifie a`
celui des fonctions de W dans C qui sont invariantes par conjugaison.
Soit N ∈ N. On noteSN le groupe des permutations de l’ensemble {1, ..., N}. On note
sgn le caracte`re signe usuel de SN . Les classes de conjugaison dans SN sont parame´tre´es
par P(N). On note wα un e´le´ment de la classe ainsi parame´tre´e.
Pour un entier k ≥ 1, notons Pk(N) l’ensemble des familles (α1, ..., αk) de partitions
telles que S(α1) + ... + S(αk) = N . Dans la suite, on utilisera des variantes de cette
notation, par exemple Psympk (N). On noteWN le groupe de Weyl d’un syste`me de racines
de type BN ou CN (avec la conventionW0 = {1}). On note sgn le caracte`re signe usuel de
WN et sgnCD le caracte`re dont le noyau est le sous-groupe W
D
N d’un syste`me de racines
de type DN . Les classes de conjugaison dans WN sont parame´tre´es par les couples de
partitions (α, β) ∈ P2(N). On note wαβ un e´le´ment de la classe ainsi parame´tre´e. On a
sgn(wαβ) = (−1)
N+l(α) et sgnCD(wαβ) = (−1)
l(β).
On note Γ l’ensemble des quadruplets γ = (r′, r′′, N ′, N ′′) tels que
r′ ∈ N, r′′ ∈ Z, N ′ ∈ N, N ′′ ∈ N, r′2 + r′ +N ′ + r′′2 +N ′′ = n.
Pour un tel γ, on pose
R(γ) = C[WˆN ′ ]⊗ C[WˆN ′′ ].
On de´finit
R = ⊕γ∈ΓR(γ).
Chaque espace C[WˆN ] est naturellement muni d’un produit hermitien de´fini positif.
On en de´duit un tel produit sur l’espace R.
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Soit m ∈ N avec 1 ≤ m ≤ n. Pour un entier N ≥ n, le groupe Sm ×WN−m apparaˆıt
comme sous-groupe ”de Levi” de WN et il y a une application line´aire de restriction
resm : C[WˆN ]→ C[Sˆm]⊗ C[WˆN−m].
Pour ϕ ∈ C[WˆN ], µ ∈ P(m) et (α, β) ∈ P2(N −m), on a l’e´galite´
resm(ϕ)(wµ × wα,β) = ϕ(wµ∪α,β).
On construit des applications line´aires
res′m, res
′′
m : R → C[Sˆm]⊗Rn−m
de la fac¸on suivante. Soit γ = (r′, r′′, N ′, N ′′) ∈ Γn. Si N ′ < m, res′m est nulle sur R(γ).
Si N ′ ≥ m, γ′ = (r′, r′′, N ′ −m,N ′′) appartient a` Γn−m. L’application res
′
m envoie R(γ)
dans R(γ′) et co¨ıncide sur R(γ) avec le produit tensoriel de
resm : C[WˆN ′ ]→ C[Sˆm]⊗ C[WˆN ′−m]
et de l’identite´ de C[WˆN ′′ ]. L’application res
′′
m est similaire, en permutant les roˆles des
′
et ′′. On de´finit Rglob comme l’ensemble des e´le´ments de R qui, pour tout m, ont meˆme
image par les deux applications res′m, res
′′
m. On note
resm : R
glob → C[Sˆm]⊗Rn−m
l’application commune res′m = res
′′
m. On voit que resm envoie R
glob dans C[Sˆm]⊗R
glob
n−m
(la preuve est similaire a` celle de 1.5 concernant l’espace Rpar,glob).
On note Rcusp le sous-espace des e´le´ments de R annule´s par toutes les applications
res′m et res
′′
m. Il est inclus dansR
glob. On note projcusp la projection orthogonale de R sur
Rcusp. L’espace Rcusp se de´crit de la fac¸on suivante. Pour tout N ∈ N, notons C[WˆN ]cusp
le sous-espace des fonctions sur WN , invariantes par conjugaison, et a` support dans les
classes de conjugaison parame´tre´es par des couples de partitions de la forme (∅, β). Pour
tout γ ∈ Γ, on pose
Rcusp(γ) = C[WˆN ′]cusp ⊗ C[WˆN ′′ ]cusp.
Alors
Rcusp = ⊕γ∈ΓRcusp(γ).
Donnons une autre pre´sentation de l’espace R. Notons Γ l’ensemble des triplets
(r′, r′′, N) tels que
r′ ∈ N, r′′ ∈ Z, N ∈ N, r
′2 + r′ + r
′′2 +N = n.
Il y a une application e´vidente Γ→ Γ qui, a` (r′, r′′, N ′, N ′′) ∈ Γ, associe (r′, r′′, N ′+N ′′).
On la note γ 7→ γ. Pour γ = (r′, r′′, N) ∈ Γ, posons
R(γ) = ⊕γ∈Γ;γ 7→γR(γ) =
∑
(N ′,N ′′)∈D(N)
C[WˆN ′ ]⊗ C[WˆN ′′ ].
Alors
R = ⊕γ∈ΓR(γ).
Soit γ = (r′, r′′, N) ∈ Γ et soit ϕ ∈ R(γ). On peut identifier ϕ a` une fonction sur
l’ensemble des wα′,β′ × wα′′,β′′ pour (α′, β ′, α′′, β ′′) ∈ P4(N). D’apre`s la formule explicite
e´crite plus haut pour l’application resm, la condition res
′
m(ϕ) = res
′′
m(ϕ) signifie que,
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pour tout µ ∈ P(m) et tout (α′, β ′, α′′, β ′′) ∈ P4(N − m), on a l’e´galite´ ϕ(wµ∪α′,β′ ×
wα′′,β′′) = ϕ(wα′,β′×wµ∪α′′,β′′). En faisant varier m, on voit que ϕ ∈ Rglob si et seulement
si, pour tout (α′, β ′, α′′, β ′′) ∈ P4(N), ϕ(wα′,β′ × wα′′,β′′) ne de´pend que du triplet (α′ ∪
α′′, β ′, β ′′). On note Rglob(γ) l’espace des ϕ ∈ R(γ) qui ve´rifient cette condition. Pour
(α, β ′, β ′′) ∈ P3(N), on note wα,β′,β′′ un e´le´ment quelconque wα′,β′×wα′′,β′′ ou` α′∪α′′ = α.
On peut conside´rer que Rglob(γ) est l’espace des fonctions sur l’ensemble de ces e´le´ments
wα,β′,β′′. On a l’e´galite´
Rglob = ⊕γ∈ΓR
glob(γ).
1.9 L’involution de Lusztig
En suivant Lusztig, on a de´fini en [6] 3.16 deux isomorphismes
Rep : R → Rpar, k : R → Rpar.
Donnons seulement une ide´e des de´finitions, en renvoyant a` [6] 2.6, 2.7, 2.9, 2.10 pour plus
de pre´cision. Lusztig a classifie´ de fac¸on combinatoire les repre´sentations irre´ductibles
unipotentes d’un groupe SO(2n′+1;Fq). Elles sont parame´tre´es par les couples (r
′, N ′) ∈
N2 tels que r′2+r′+N ′ = n′. De meˆme, la re´union disjointe des ensembles de repre´sentations
irre´ductibles unipotentes de O(2n′′)iso(Fq) et de O(2n
′′)an(Fq) sont parame´tre´es par les
couples (r′′, N ′′) ∈ Z × N tels que r′′2 + N ′′ = n′′. Pour γ = (r′, r′′, N ′, N ′′) ∈ Γ, pour
ρ′ ∈ WˆN ′ et ρ′′ ∈ WˆN ′′ , l’isomorphisme Rep envoie l’e´le´ment ρ′ ⊗ ρ′′ ∈ R(γ) sur un
e´le´ment de C ′n′ ⊗ C
′′
n′′ ou` n
′ = r′2 + r′ + N ′ = n′ et n′′ = r′′2 + N ′′. Cet e´le´ment est
le produit tensoriel des traces des repre´sentations irre´ductibles unipotentes parame´tre´es
par (r′, ρ′) et (r′′, ρ′′).
Lusztig a aussi introduit la notion de faisceau-caracte`re. Pour un tel faisceau de´fini
par exemple sur un groupe SO(2n′ + 1), la fonction trace associe´e a` ce faisceau est une
fonction sur SO(2n′+1;Fq), invariante par conjugaison. Lusztig a classifie´ les faisceaux-
caracte`res dont la fonction trace est unipotente, c’est-a`-dire appartient a` l’espace C ′n′.
De nouveau, ils sont parame´tre´s par les couples (r′, N ′) ∈ N2 tels que r′2 + r′ +N ′ = n′.
Une construction analogue vaut pour les groupes O(2n′′)iso ou O(2n
′′)an. Pour γ =
(r′, r′′, N ′, N ′′) ∈ Γ, pour ρ′ ∈ WˆN ′ et ρ′′ ∈ WˆN ′′ , l’isomorphisme k envoie l’e´le´ment
ρ′ ⊗ ρ′′ ∈ R(γ) sur un e´le´ment de C ′n′ ⊗ C
′′
n′′ ou` n
′ et n′′ sont comme ci-dessus. Cet
e´le´ment est le produit tensoriel des traces des faisceaux-caracte`res parame´tre´s par (r′, ρ′)
et (r′′, ρ′′).
Remarque. La fonction-trace associe´e a` un faisceau-caracte`re n’est vraiment ca-
nonique qu’a` homothe´tie pre`s. Pour la de´finir pre´cise´ment, on doit faire des choix de
normalisations. Nous utilisons ceux de [6] 2.7 et 2.10.
Notons FL l’automorphisme de R tel que Rep ◦ FL = k. C’est une isome´trie. Lusz-
tig a prouve´ que c’e´tait une involution, qui peut se de´crire de fac¸on combinatoire. On
transporte FL en une involution Fpar de Rpar. Autrement dit, Fpar est l’involution de
Rpar telle que Fpar ◦Rep = k. Elle est isome´trique.
Pour tout entier m ≥ 1, on a de meˆme des isomorphismes Rep, k : C[Sˆm]→ C
GL(m).
Cette fois, ils sont e´gaux et les analogues de FL et Fpar sont les identite´s. Supposons
m ≤ n, posons n0 = n−m. On a construit des applications line´aires
res′m, res
′′
m : R
par → CGL(m) ⊗Rparn0 ,
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res′m, res
′′
m : R → C[Sˆm]⊗Rn0 .
Les applications Rep et k sont compatibles en un sens plus ou moins e´vident a` ces
applications. Il en re´sulte que FL et Fpar le sont aussi.
Les applications Rep et k se restreignent en des isomorphismes Rglob → Rpar,glob.
L’involution FL conserve Rglob et Fpar conserve Rpar,glob. Les proprie´te´s de compatibilite´
ci-dessus de l’involution isome´trique Fpar entraˆınent que :
(1) Fpar ◦ projcusp = projcusp ◦ Fpar.
1.10 L’induction endoscopique
On a de´fini en [6] 3.18 une application line´aire ρι : R → Rglob. Rappelons sa de´finition.
Soit γ = (r′, r′′, N+, N−) ∈ Γ et ϕ ∈ R(γ). Posons N = N+ + N−. L’e´le´ment ρι(ϕ)
appartient a` R(δ), ou` δ = (r′, (−1)r
′
r′′, N) ∈ Γ. Soit δ = (r′, (−1)r
′
, N1, N2) ∈ Γ. Nous
allons de´crire la composante ρι(ϕ)δ de ρι(ϕ) dans R(δ).
On de´finit un quadruplet d’entiers a = (a+1 , a
−
1 , a
+
2 , a
−
2 ) par les formules suivantes :
a = (0, 0, 0, 1) si 0 < r′′ ≤ r′ ou si r′′ = 0 et r′ est pair ;
a = (0, 0, 1, 0) si −r′ ≤ r′′ < 0 ou si r′′ = 0 et r′ est impair ;
a = (0, 1, 0, 0) si r′ < r′′ ;
a = (1, 0, 0, 0) si r′′ < −r′.
Notons N l’ensemble des quadruplets N = (N+1 , N
−
1 , N
+
2 , N
−
2 ) d’entiers positifs ou
nuls tels que
N+ = N+1 +N
+
2 , N
− = N−1 +N
−
2 , N1 = N
+
1 +N
−
1 , N2 = N
+
2 +N
−
2 .
Pour un tel quadruplet, posonsWN =WN+
1
×WN−
1
×WN+
2
×WN−
2
. Ce groupe se plonge de
fac¸on e´vidente dans WN1 ×WN2 , resp. WN+ ×WN−, et ces plongements sont bien de´finis
a` conjugaison pre`s. On a donc des foncteurs de restriction res
WN+×WN−
WN
et d’induction
ind
WN1×WN2
WN
. On note sgnaCD le caracte`re deWN qui est le produit tensoriel des caracte`res
sgn
a+
1
CD, sgn
a−
1
CD, sgn
a+
2
CD, sgn
a−
2
CD sur chacun des facteurs de WN. Alors
ρι(ϕ)δ =
∑
N∈N
ind
WN1×WN2
WN
(
sgnaCD ⊗ res
WN+×WN−
WN
(ϕ)
)
.
Donnons une formule plus concre`te. Fixons plutoˆt γ = (r′, r′′, N) ∈ Γ et supposons
ϕ ∈ R(γ). On a ρι(ϕ) ∈ R(δ), ou` δ est comme ci-dessus. Soit (α, β1, β2) ∈ P3(N).
Notons I l’ensemble des sextuplets I = (I+, I−, J+1 , J
−
1 , J
+
2 , J
−
2 ), dont les composantes
sont des ensembles tels que
{1, ..., l(α)} = I+ ⊔ I−, {1, ..., l(β1)} = J
+
1 ⊔ J
−
1 , {1, ..., l(β2)} = J
+
2 ⊔ J
−
2 .
A tout tel sextuplet, on associe six partitions α+(I), α−(I), β+1 (I), β
−
1 (I), β
+
2 (I), β
−
2 (I). La
partition α+(I) est forme´e des αj pour j ∈ I
+. Les autres sont construites de fac¸on
similaire. On ve´rifie la formule suivante
(1) ρι(ϕ)(wα,β1,β2) =
∑
I∈I
(−1)a
+
1
|J+
1
|+a−
1
|J−
1
|+a+
2
|J+
2
|+a−
2
|J−
2
|
ϕ(wα+(I),β+
1
(I)∪β+
2
(I) × wα−(I),β−
1
(I)∪β−
2
(I)).
On voit que notre application ρι commute aux projections projcusp.
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1.11 Description de Res ◦D(π) pour π ∈ Irrunip−quad
On de´finit un espace
Sn = ⊕k,NC[WˆN ],
ou` l’on somme sur les couples (k,N) ∈ N2 tels que k(k + 1) + 2N = 2n. On a l’e´galite´
(1) ⊕(n+,n−)∈D(n) Sn+ ⊗ Sn− = ⊕k+,N+,k−,N−C[WˆN+ ]⊗ C[WˆN− ],
ou` l’on somme sur l’ensemble ΓS des quadruplets (k
+, N+, k−, N−) ∈ N4 tels que k+(k++
1)+2N++k−(k−+1)+2N− = 2n. Pour un tel quadruplet, de´finissons des entiers r′ ∈ N,
r′′ ∈ Z par les formules suivantes :
- si k+ ≡ k−mod 2Z, r′ = k
++k−
2
, r′′ = k
+−k−
2
;
- si k+ 6≡ k−mod 2Z et k+ > k−, r′ = k
+−k−−1
2
, r′′ = k
++k−+1
2
;
- si k+ 6≡ k−mod 2Z et k+ < k−, r′ = k
−−k+−1
2
, r− = −k
++k−+1
2
.
On ve´rifie que (r′, r′′, N+, N−) ∈ Γ. Inversement, pour (r′, r′′, N+, N−) ∈ Γ, de´finissons
deux entiers k+, k− ∈ N par les formules suivantes :
- si |r′′| ≤ r′, k+ = r′ + r′′, k− = r′ − r′′ ;
- si r′ < r′′, k+ = r′ + r′′, k− = r′′ − r′ − 1 ;
- si r′′ < −r′, k+ = −r′′ − r′ − 1, k− = r′ − r′′.
Alors (k+, k−, N+, N−) ∈ ΓS . Ces deux applications sont inverses l’une de l’autre
et de´finissent donc des bijections entre ΓS et Γ. On peut donc remplacer l’ensemble de
sommation ΓS par Γ dans la formule (1) et on obtient un isomorphisme
j : ⊕(n+,n−)∈D(n)Sn+ ⊗ Sn− →R.
Puisque S0 = C, l’espace Sn = Sn ⊗ S0 se plonge dans l’espace de de´part de j. On
note jn,0 la restriction de j a` ce sous-espace.
Soit (λ+, ǫ+, λ−, ǫ−) ∈ Irrunip−quad. Posons S(λ+) = 2n+, S(λ−) = 2n−. Soit ζ = ±.
Par la correspondance de Springer ge´ne´ralise´e, le couple (λζ, ǫζ) de´termine deux entiers
kζ , N ζ ∈ N tel que kζ(kζ + 1) + 2N ζ = 2nζ et une repre´sentation irre´ductible ρλζ ,ǫζ de
WNζ . On de´finit une autre repre´sentation ρλζ ,ǫζ de WNζ , cf. [9] 5.1. Nous ne rappelons
pas sa de´finition. Disons seulement que ρλζ ,ǫζ est l’action de WN dans un certain sous-
espace de´termine´ par ǫζ de l’espace de cohomologie de plus haut degre´ d’une certaine
varie´te´ alge´brique, tandis que ρλζ ,ǫζ est l’action de WN dans un sous-espace analogue de
la somme de tous les espaces de cohomologie de la meˆme varie´te´. Cette repre´sentation
n’est pas irre´ductible en ge´ne´ral. Elle est de la forme
ρλζ ,ǫζ = ⊕(λζ
1
,ǫζ
1
)c(λ
ζ, ǫζ ;λζ1, ǫ
ζ
1)ρλζ
1
,ǫζ
1
,
ou` (λζ1, ǫ
ζ
1) parcourt les e´le´ments de P
symp(2nζ) tels que les entiers kζ1, N
ζ
1 qui leur sont
associe´s sont e´gaux a` kζ , N ζ et ou` c(λζ , ǫζ ;λζ1, ǫ
ζ
1) ∈ N est une multiplicite´. On sait
que si c(λζ, ǫζ ;λζ1, ǫ
ζ
1) ≥ 1, on a soit λ
ζ
1 > λ
ζ pour l’ordre usuel des partitions, soit
(λζ1, ǫ
ζ
1) = (λ
ζ, ǫζ) et, dans ce dernier cas, on a c(λζ , ǫζ ;λζ, ǫζ) = 1.
On identifie le produit ρλ+,ǫ+ ⊗ρλ−,ǫ− a` un e´le´ment du membre de droite de (1), plus
pre´cise´ment de la composante indexe´e par k+, N+, k−, N−. On a donc j(ρλ+,ǫ+⊗ρλ−,ǫ−) ∈
R et on de´finit l’e´le´ment ρι ◦ j(ρλ+,ǫ+ ⊗ ρλ−,ǫ−) ∈ R.
Proposition. On a l’e´galite´
Res ◦D(π(λ+, ǫ+, λ−, ǫ−)) = Rep ◦ ρι ◦ j(ρλ+,ǫ+ ⊗ ρλ−,ǫ−).
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Cf. [9] 5.3.
1.12 Un lemme technique
Soit m = (m1, ..., mt > 0) ∈ P(≤ n). Posons n0(m) = n − S(m). En ite´rant les
constructions de 1.8, on de´finit l’application line´aire
resm : R → C[Sˆm1 ]⊗ ...⊗ C[Sˆmt ]⊗Rn0(m).
Pour i = 1, ..., t, C[Sˆmi ]cusp est de dimension 1. On choisit pour base la fonction ca-
racte´ristique de la classe de conjugaison dans Smi parame´tre´e par la partition (mi). On
peut alors conside´rer que projcusp ◦ resm prend ses valeurs dans Rn0(m),cusp.
Soit (n+, n−) ∈ D(n). Pour ζ = ±, soit φζ ∈ Snζ , posons ϕ
ζ = ρι ◦ jnζ ,0(φ
ζ), cf.
1.11 pour la de´finition de jnζ ,0. Dans ce paragraphe, l’application ρι est relative a` divers
entiers, ici c’est nζ . Pour toute partition m ∈ P(≤ nζ), soit φζ [m] ∈ Snζ
0
(m), ou` n
ζ
0(m) =
nζ − S(m). Posons ϕζ[m] = ρι ◦ jnζ
0
(m),0(φ
ζ[m]). Posons ϕ = ρι ◦ j(φ+ ⊗ φ−). Fixons
maintenant une partition m = (m1, ..., mt > 0) ∈ P(≤ n) et posons n0 = n0(m).
Conside´rons un couple d’ensembles (I+, I−) tels que I+ ⊔ I− = {1, ..., t}. Pour tout tel
couple, on de´finit les partitions m(I+), resp. m(I−), forme´es des mi pour i ∈ I+, resp.
i ∈ I−. On note I l’ensemble des couples (I+, I−) comme ci-dessus tels que S(m(I+)) ≤
n+ et S(m(I−)) ≤ n−. Pour un tel couple, posons
ϕ[I+, I−] = ρι ◦ jn0(φ
+[m(I+)]⊗ φ−[m(I−)]).
Lemme. Supposons que, pour tout ζ = ± et pour toute partition m′ ∈ P(≤ nζ), on ait
l’e´galite´
projcusp ◦ resm′(ϕ
ζ) = projcusp(ϕ
ζ [m′]).
Alors on a l’e´galite´
projcusp ◦ resm(ϕ) =
∑
(I+,I−)∈I
projcusp(ϕ[I
+, I−]).
Preuve. Pour tout f ∈ R et tout γ ∈ Γ, on note fγ la composante de f dans
R(γ). Posons f = projcusp ◦ resm(ϕ). Fixons γ0 = (r
′, r′′, N) ∈ Γn0 , posons δ0 =
(r′, (−1)r
′
r′′, N). Nous allons calculer fδ0 . Puisque f est cuspidale, il suffit de calculer
fδ0(w∅,β1,β2) pour tout couple (β1, β2) ∈ P2(N). Posons δ = (r
′, (−1)r
′
r′′, N +S(m)) ∈ Γ
et γ = (r′, r′′, N + S(m). Par de´finition de resm, on a fδ0(w∅,β1,β2) = ϕδ(wm,β1,β2). De
(r′, r′′) se de´duit un quadruplet a comme en 1.10 et la formule (1) de ce paragraphe nous
dit que
ϕδ(wm,β1,β2) =
∑
I∈I
(−1)a
+
1
|J+
1
|+a−
1
|J−
1
|+a+
2
|J+
2
|+a−
2
|J−
2
|
j(φ+ ⊗ φ−)γ(wm+(I),β+
1
(I)∪β+
2
(I) × wm−(I),β−
1
(I)∪β−
2
(I)).
De (r′, r′′) se de´duit aussi un couple d’entiers (k+, k−) comme en 1.11. Par de´finition de
j, on a j(φ+ ⊗ φ−)γ = 0 sauf si
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(1) k+(k+ + 1) ≤ 2n+ et k−(k− + 1) ≤ 2n−.
On en de´duit d’abord que fδ0(w∅,β1,β2) = 0 si (1) n’est pas ve´rifie´e.
Supposons (1) ve´rifie´e et de´finissons N+ et N− par k+(k++1)+2N+ = 2n+, k−(k−+
1)+ 2N− = 2n−. Notons φ+k+ la composante de φ
+ dans le composant de Sn+ indexe´ par
(k+, N+). On de´finit de meˆme φ−k−. Toujours par de´finition de j, un terme
j(φ+ ⊗ φ−)γ(wm+(I),β+
1
(I)∪β+
2
(I) × wm−(I),β−
1
(I)∪β−
2
(I))
est nul sauf si
(2) S(mζ(I)) + S(βζ1(I)) + S(β
ζ
2(I)) = N
ζ pour ζ = ±.
Si ces conditions sont ve´rifie´es, il vaut
φ+k+(wm+(I),β+1 (I)∪β
+
2
(I))φ
−
k−(wm−(I),β−1 (I)∪β
−
2
(I)).
Remarquons que, pour I = (I+, I−, J+1 , J
−
1 , J
+
2 , J
−
2 ), les partitions m
+(I) et m−(I)
coˆıncident avec les partitions m[I+] et m[I−] de´finies plus haut. Les I qui ve´rifient (2)
sont les sextuplets I = (I+, I−, J+1 , J
−
1 , J
+
2 , J
−
2 ) tels que
(3) I+ ⊔ I− = {1, ..., t}, J+1 ⊔ J
−
1 = {1, ..., l(β1)}, J
+
2 ⊔ J
−
2 = {1, ..., l(β2)},
et
(4) kζ(kζ + 1) + 2S(m(Iζ)) + 2S(βζ1(I)) + 2S(β
ζ
2(I)) = 2n
ζ
pour ζ = ±. Cette dernie`re condition implique
(5) k+(k+ + 1) ≤ 2n+ − 2S(m[I+]), k−(k− + 1) ≤ 2n− − 2S(m[I−]).
On note I0 l’ensemble des (I
+, I−) ve´rifiant la premie`re condition de (3) ainsi que (5).
Notons que c’est un sous-ensemble de I. Pour (I+, I−) ∈ I0, notons J [I+, I−] l’ensemble
des quadruplets (J+1 , J
−
1 , J
+
2 , J
−
2 ) ve´rifiant les deux dernie`res conditions de (3) ainsi que
(4). On remplace les notations β+1 (I) etc... par β
+
1 (J) etc... On obtient
(6) fδ0(w∅,β1,β2) =
∑
(I+,I−)∈I0
∑
J∈J [I+,I−]
(−1)a
+
1
|J+
1
|+a−
1
|J−
1
|+a+
2
|J+
2
|+a−
2
|J−
2
|φ+k+(wm[I+],β+1 (J)∪β
+
2
(J))
φ−k−(wm[I−],β−1 (J)∪β
−
2
(J)).
Remarquons que, si (1) n’est pas ve´rifie´e, I0 est vide. L’e´galite´ (6) est donc vraie que
cette condition (1) soit ve´rifie´e ou pas.
Fixons (I+, I−) ∈ I et posons f [I+, I−] = projcusp(ϕ[I+, I−]). On calcule de la meˆme
fac¸on f [I+, I−]δ0(w∅,β1,β2). L’application resm disparaˆıt. On obtient que f [I
+, I−]δ0(w∅,β1,β2) =
0 sauf si l’analogue de (1) est ve´rifie´e. Mais cette analogue est pre´cise´ment la condition
(5), autrement dit la condition (I+, I−) ∈ I0. Si (I+, I−) ∈ I0, l’ensemble I est directe-
ment remplace´ par J [I+, I−]. Le quadruplet a est inchange´. On obtient
(7) f [I+, I−]δ0(w∅,β1,β2) =
∑
J∈J [I+,I−]
(−1)a
+
1
|J+
1
|+a−
1
|J−
1
|+a+
2
|J+
2
|+a−
2
|J−
2
|
φ+[m(I+)]k+(w∅,β+
1
(J)∪β+
2
(J))φ
−[m(I−)]k−(w∅,β−
1
(J)∪β−
2
(J)).
En comparant les formules (4) et (6), on voit que, pour achever la preuve du lemme,
il suffit de fixer (I+, I−) ∈ I0, J ∈ J [I+, I−] et de de´montrer que le terme
φ+k+(wm[I+],β+1 (J)∪β
+
2
(J))φ
−
k−(wm[I−],β−1 (J)∪β
−
2
(J))
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de l’expression (6) est e´gal au terme
φ+[m(I+)]k+(w∅,β+
1
(J)∪β+
2
(J))φ
−[m(I−)]k−(w∅,β−
1
(J)∪β−
2
(J))
de l’expression (7). Cela va re´sulter de deux assertions paralle`les, l’une pour les termes
affecte´s d’un exposant +, l’autre pour les termes affecte´s d’un exposant −, dont nous
n’e´noncerons que la premie`re. Soit m+ ∈ P(≤ N+) et soit β ∈ P(N+ − S(m+)). Alors
on a l’e´galite´
(8) φ+k+(wm+,β) = φ
+[m+]k+(w∅,β).
Du couple (k+, 0) se de´duit un couple (r
′+, r
′′+). On pose δ+0 = (r
′+, (−1)r
′+
r
′′+, N+−
S(m+)) ∈ Γn+−S(m+). Posons aussi f
+ = projcusp ◦ resm+(ϕ
+). Le calcul du terme
f+
δ+
0
(w∅,β,∅) est un cas particulier du calcul ci-dessus. Il se simplifie grandement car les
composantes affecte´es d’un exposant − disparaissent, ainsi que le β2. L’analogue de
l’ensemble I est re´duit a` l’e´le´ment (I+, I−, J+1 , J
−
1 , J
+
2 , J
−
2 ) tel que I
+ = {1, ..., l(m+)},
J+1 = {1, ..., l(β)}, I
− = J−1 = J
+
2 = J
−
2 = ∅. D’apre`s la recette de 1.11, on a r
′′+ ≥ 0
donc a+1 = 0 d’apre`s la de´finition de 1.10. Comme analogue de la relation (6), on obtient
simplement
f+
δ+
0
(w∅,β,∅) = φ
+
k+(wm+,β).
Posons f+0 = projcusp(ϕ
+[m+]). On calcule de meˆme
f+
0,δ+
0
(w∅,β,∅) = φ
+[m+]k+(w∅,β).
L’hypothe`se de l’e´nonce´ est que f+ = f+0 . Avec les e´galite´s ci-dessus, cela entraˆıne (8),
ce qui ache`ve la de´monstration. 
2 Endoscopie ; l’involution F
2.1 Endoscopie
Pour π ∈ C[Irrtunip] = C[Irrtunip,iso] ⊕ C[Irrtunip,an] et ♯ = iso ou an, notons π♯ la
composante de π dans C[Irrtunip,♯].
On sait de´finir la notion de distribution stable sur Giso(F ). Un e´le´ment π ∈ C[Irrtunip,iso]
est dit stable si son caracte`re-distribution (c’est-a`-dire la forme line´aire f 7→ trace(π(f)))
est stable.
Pour travailler commode´ment avec nos deux groupes Giso et Gan, il convient de
modifier la de´finition usuelle des donne´es endoscopiques. Nous n’entrerons pas dans les
de´tails the´oriques. En pratique, une donne´e endoscopique elliptique est de´termine´e ici par
la classe de conjugaison dans Sp(2n;C) d’un e´le´ment h de ce groupe tel que h2 = 1. En
notant 2n1 la multiplicite´ de 1 parmi les valeurs propres de h et 2n2 celle de −1, la donne´e
endoscopique est aussi bien associe´e au couple (n1, n2) ∈ D(n) (il serait plus logique de
noter n−1 au lieu de n2 mais cela compliquerait l’e´criture). Le groupe endoscopique
associe´ a` la donne´e est H = Gn1,iso × Gn2,iso. Pour des groupes spe´ciaux orthogonaux
impairs, il y a un choix canonique de facteurs de transfert, cf. [10] 1.10. On doit faire
attention au point suivant. Un tel facteur est une fonction ∆h,♯ de´finie presque partout
sur H(F ) × G♯(F ). Si on multiplie h par −1, on remplace H par le groupe isomorphe
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H ′ = Gn2,iso×Gn1,iso. Notons ι l’isomorphisme deH surH
′ qui permute les deux facteurs.
Pour h ∈ H(F ) et g ∈ G♯(F ), on a alors
- si ♯ = iso, ∆−h,iso(ι(h), g) = ∆h,iso(h, g) ;
- si ♯ = an, ∆−h,an(ι(h), g) = −∆h,an(h, g).
En tout cas, on dispose d’un tranfert qui envoie une combinaison line´aire stable
de repre´sentations tempe´re´es de H(F ) sur une combinaison line´aire de repre´sentations
tempe´re´es de G♯(F ). Notons-le simplement transferth,♯.
En particulier, pour h = 1, on a H = Giso. Evidemment, le transfert de H vers Giso
est l’identite´. Mais il y a aussi un transfert de H = Giso vers Gan.
Introduisons l’automorphisme exte´rieur θ : g 7→ tg−1 de GL(2n), le groupe GL(2n)⋊
{1, θ} et sa composante connexe G˜L(2n) = GL(2n)θ. Par endoscopie tordue, il y a aussi
une notion de transfert qui envoie une combinaison line´aire stable de repre´sentations
tempe´re´es de Giso(F ) sur une combinaison line´aire de repre´sentations tempe´re´es tordues
de G˜L(2n;F ).
Introduisons l’ensemble Endotunip forme´ des classes de conjugaison de triplets (λ, s, h)
tels que λ ∈ Psymp(2n), s, h ∈ Z(λ), s et h commutent entre eux (sh = hs), s est compact
et h2 = 1. La notion de conjugaison est la conjugaison de s et h par un meˆme e´le´ment
de Z(λ). Pour un tel triplet, h appartient a` Z(λ, s), notons h son image dans Z(λ, s).
Pour ǫ ∈ Z(λ, s)∧, on peut e´valuer ǫ au point h. On note simplement ǫ(h) cette valeur.
On pose
Π(λ, s, h) =
∑
ǫ∈Z(λ,s)∧
π(λ, s, ǫ)ǫ(h).
Par line´arite´, on obtient une application
Π : C[Endotunip]→ C[Irrtunip].
Notons Sttunip le sous-ensemble des (λ, s, h) ∈ Endotunip tels que h = 1. Les re´sultats
principaux de [6] sont que
pour (λ, s, 1) ∈ Sttunip, Πiso(λ, s, 1) est stable et −Πan(λ, s, 1) est son transfert a` la
forme non de´ploye´e Gan ;
tout e´le´ment de π ∈ C[Irrtunip] tel que πiso soit stable et que −πan soit le transfert
de πiso est combinaison line´aire des Π(λ, s, 1) quand (λ, s, 1) parcourt Sttunip.
Pour tout entier m ≥ 1, notons stm la repre´sentation de Steinberg de GL(m;F ). Pour
une partition µ = (µ1 ≥ ... ≥ µt > 0), notons stµ la repre´sentation de GL(S(µ);F ) qui
est induite, en un sens e´vident, de stµ1 ⊗ ...⊗ stµt . Soit (λ, s, 1) ∈ Sttunip. De´composons
λ en
λ+ ∪ λ− ∪
⋃
j∈J
(λj ∪ λj)
selon les valeurs propres de s, cf. 1.3. Pour tout j ∈ J , notons χj l’unique caracte`re
non ramifie´ de F× tel que χj(̟) = sj. Notons χ
− l’unique caracte`re non ramifie´ de F×
tel que χ−(̟) = −1. Notons ΠGL(λ, s) l’induite de stλ+ ⊗ (χ
− ◦ det)stλ− ⊗ ⊗j∈J((χj ◦
det)stλj )⊗(χ
−1
j ◦det)stλj )). Cette repre´sentation se prolonge en une repre´sentation tordue
Π˜GL(λ, s) de G˜L(2n;F ) (il y a diffe´rents prolongements possibles, il faut normaliser le
prolongement de fac¸on ade´quate). Le re´sultat principal de [11] est que le transfert par
endoscopie tordue de Πiso(λ, s, 1) a` GL(2n;F ) est Π˜
GL(λ, s).
Remarque. Ceci n’est pas tout-a`-fait exact. Dans [11], on n’a e´nonce´ le re´sultat que
dans le cas ou` s2 = 1. Mais le re´sultat ge´ne´ral en re´sulte par induction.
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Ces proprie´te´s caracte´risent entie`rement Πiso(λ, s, 1) et Πan(λ, s, 1).
Soit maintenant h ∈ Sp(2n;C) un e´le´ment tel que h2 = 1. Il de´termine une donne´e
endoscopique elliptique dont le groupe est Gn1,iso × Gn2,iso avec les notations ci-dessus.
Soient (λ1, s1, 1) ∈ Stn1,tunip et (λ2, s2, 1) ∈ Stn2,tunip. Pour j = 1, 2, λj parame`tre un
homomorphisme ρj : SL(2;C) → Sp(2nj ;C) et sj est un e´le´ment du commutant de
l’image de ρj . Le groupe Sp(2n1;C)× Sp(2n2;C) est le commutant de h dans Sp(2n;C)
et est donc plonge´ dans ce groupe. L’homomorphisme ρ1×ρ2 devient un homomorphisme
ρ de SL(2;C) dans Sp(2n;C). Evidemment, ρ est parame´tre´ par λ = λ1 ∪ λ2. L’e´le´ment
(s1, s2) devient un e´le´ment s du commutant de l’image de ρ, c’est-a`-dire de Z(λ). On a
aussi h ∈ Z(λ) par construction. Les e´le´ments s et h commutent. On conclut que (λ, s, h)
appartient a` Endotunip.
The´ore`me. Sous ces hypothe`ses, on a les e´galite´s
transferth,iso(Πiso(λ1, s1, 1)⊗Πiso(λ2, s2, 1)) = Πiso(λ, s, h) ;
transferth,an(Πiso(λ1, s1, 1)⊗ Πiso(λ2, s2, 1)) = −Πan(λ, s, h).
A l’aide d’une transformation de Fourier sur Z(λ, s), les repre´sentations π(λ, s, ǫ)
pour (λ, s, ǫ) ∈ Irrtunip, s’expriment comme combinaisons line´aires de repre´sentations
Π(λ, s, h). Alors, les proprie´te´s de l’e´nonce´ ci-dessus caracte´risent entie`rement nos repre´sentations
π(λ, s, ǫ). Le the´ore`me sera de´montre´ dans l’article suivant.
Remarque. Pour de´finir un transfert endoscopique entre fonctions, il est ne´cessaire
de fixer des mesures de Haar sur tous les groupes conside´re´s. Mais le transfert dual entre
repre´sentations est inde´pendant de ces choix.
2.2 Le cas ”quadratique-unipotent”
Notons Endounip−quad le sous-ensemble des (λ, s, h) ∈ Endotunip tels que s2 = 1. Soit
(λ, s, h) ∈ Endounip−quad et soit i ∈ Jord(λ). On note si et hi les composantes de s et h
dans la composante Sp(multλ(i);C) ou O(multλ(i);C) du groupe Z(λ). Cette compo-
sante agit naturellement dans un espace Cmultλ(i) et si et hi sont des automorphismes de
cet espace, de carre´s 1 et qui commutent. Ainsi, l’espace se de´compose en sous-espaces
propres communs pour si et hi. Pour ζ, ξ ∈ {±} ≃ {±1}, on note m
ζξ
s,h(i) la dimension
du sous-espace propre ou` si agit par ζ et hi agit par ξ. D’autre part, on a vu qu’a` s est
associe´e une de´composition λ = λ+ ∪ λ−. On calcule alors
(1) Π(λ, s, h) =
∑
ǫ+,ǫ−
π(λ+, ǫ+, λ−, ǫ−)

 ∏
i∈Jordbp(λ+)
ǫ+(i)m
+−
s,h
(i)



 ∏
i∈Jordbp(λ−)
ǫ−(i)m
−−
s,h
(i)

 ,
ou` (ǫ+, ǫ−) parcourt l’ensemble {±1}Jordbp(λ
+) × {±1}Jordbp(λ
−).
Pour (λ, s, h) et (λ¯, s¯, h¯) ∈ Endounip−quad, disons que ces deux triplets sont Res-
e´quivalents si et seulement si λ = λ¯ et mζξs,h(i) ≡ m
ζξ
s¯,h¯
(i) mod 2Z pour tout i ∈ Jord(λ)
et tous ζ, ξ = ±. Notons K le sous-espace de C[Endounip−quad] engendre´ par les diffe´rences
(λ, s, h)− (λ′, s′, h′) de deux e´le´ments Res-e´quivalents.
Lemme. L’application Res ◦ Π : C[Endounip−quad]→ Rpar,glob est surjective. Son noyau
est l’espace K.
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Remarque. En vertu du lemme 1.7, l’e´nonce´ reste vrai si l’on y remplace l’application
Res ◦ Π par Res ◦D ◦ Π.
Preuve. Pour (λ, s, h) et (λ¯, s¯, h¯) ∈ Endounip−quad, disons que ces deux triplets sont
lie´s si, quitte a` les permuter, les conditions suivantes sont ve´rifie´es :
λ¯ = λ ;
il existe i ∈ Jord(λ) et il existe ζ, ξ, ζ¯, ξ¯ = ±, avec (ζ, ξ) 6= (ζ¯ , ξ¯), de sorte que
mζ,ξ
s¯,h¯
(i) = mζ,ξs,h(i) − 2, m
ζ¯ ξ¯
s¯,h¯
(i) = mζ¯ ξ¯s,h(i) + 2 et m
ζ′ξ′
s¯,h¯
(i′) = mζ
′ξ′
s,h (i
′) pour tout triplet
(i′, ζ ′, ξ′) diffe´rent de (i, ζ, ξ) et (i, ζ¯, ξ¯). Conside´rons deux tels triplets lie´s (et abandon-
nons la notation λ¯ inutile puisque λ¯ = λ). Montrons que
(2) Res ◦ Π(λ, s¯, h¯) = Res ◦ Π(λ, s, h).
On utilise les donne´es i, ζ , ξ, ζ¯, ξ¯ fournies par la de´finition ci-dessus. Supposons d’abord
ζ¯ = ζ . Les valeurs propres des termes s et s¯ sont alors les meˆmes et on peut supposer
s¯ = s. La de´composition λ = λ+ ∪ λ− est la meˆme pour nos deux triplets. On utilise
la formule (1) pour chacun de nos triplets. Les seuls termes qui changent d’un triplet
a` l’autre sont les exposants des termes ǫ+(i) et ǫ−(i). Mais ces exposants m+−s,h (i) etc...
n’interviennent que par leur parite´ et, par de´finition, celle-ci ne change pas quand on
remplace h par h¯. L’e´galite´ (2) en re´sulte. Supposons maintenant que ζ¯ 6= ζ . Pour
simplifier la notation, supposons ζ = + et ζ¯ = −. Notons λ = λ+ ∪ λ− la de´composition
associe´e a` s et λ = λ¯+ ∪ λ¯− celle associe´e a` s¯. On a λ+ = λ¯+ ∪ {i, i} et λ¯− = λ− ∪ {i, i}.
Il y a des inclusions naturelles Jordbp(λ¯
+) ⊂ Jordbp(λ+) et Jordbp(λ−) ⊂ Jordbp(λ¯−).
Pour (ǫ¯+, ǫ−) ∈ {±1}Jordbp(λ¯
+) × {±1}Jordbp(λ
−), posons
P is,h(ǫ¯
+, ǫ−) =

 ∏
i′∈Jordbp(λ¯+),i′ 6=i
ǫ¯+(i′)m
+−
s,h
(i′)



 ∏
i′∈Jordbp(λ−),i′ 6=i
ǫ−(i′)m
−−
s,h
(i′)

 ,
Rs,h(ǫ¯
+, ǫ−) =
∑
ǫ+
π(λ+, ǫ+, λ−, ǫ−)ǫ+(i)m
+−
s,h
(i)ǫ−(i)m
−−
s,h
(i),
ou` ǫ+ parcourt les e´le´ments de Jordbp(λ
+) qui prolongent ǫ¯+ (il y en a 1 ou 2) et, par
convention, ǫ+(i) = 1 si i 6∈ Jordbp(λ+) et ǫ−(i) = 1 si i 6∈ Jordbp(λ−). On de´finit
P i
s¯,h¯
(ǫ¯+, ǫ−) de la meˆme fac¸on que ci-dessus et on pose
Rs¯,h¯(ǫ¯
+, ǫ−) =
∑
ǫ¯−
π(λ¯+, ǫ¯+, λ¯−, ǫ¯−)ǫ¯+(i)
m+−
s¯,h¯
(i)
ǫ¯−(i)
m−−
s¯,h¯
(i)
,
ou` ǫ¯− parcourt les e´le´ments de Jordbp(λ¯
−) qui prolongent ǫ− (il y en a 1 ou 2) et avec la
meˆme convention que ci-dessus. On peut re´crire (1) sous la forme
Π(λ, s, h) =
∑
ǫ¯+,ǫ−
P is,h(ǫ¯
+, ǫ−)Rs,h(ǫ¯
+, ǫ−),
et on a la formule similaire
Π(λ, s¯, h¯) =
∑
ǫ¯+,ǫ−
P is¯,h¯(ǫ¯
+, ǫ−)Rs¯,h¯(ǫ¯
+, ǫ−).
Il nous suffit de fixer (ǫ¯+, ǫ−) et de de´montrer l’e´galite´
(3) P is,h(ǫ¯
+, ǫ−)Res(Rs,h(ǫ¯
+, ǫ−)) = P is¯,h¯(ǫ¯
+, ǫ−)Res(Rs¯,h¯(ǫ¯
+, ǫ−)).
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Il est clair que P is,h(ǫ¯
+, ǫ−) = P i
s¯,h¯
(ǫ¯+, ǫ−) : pour les i′ ∈ Jordbp(λ) tels que i
′ 6= i,
les multiplicite´s ne changent pas quand on remplace s, h par s¯, h¯. Dans la de´finition
de Rs,h(ǫ¯
+, ǫ−), on peut remplacer le terme ǫ+(i)m
+−
s,h
(i) par ǫ¯+(i)
m+−
s¯,h¯
(i)
. En effet, si i ∈
Jordbp(λ¯
+), il n’y a qu’un seul prolongement ǫ+ de ǫ¯+, pour lequel ǫ+(i) = ǫ¯+(i), et les
exposants m+−s,h (i) et m
+−
s¯,h¯
(i) sont de meˆme parite´. Si i 6∈ Jordbp(λ¯+), on a ǫ¯+(i) = 1 par
convention. Si i est impair, on a aussi ǫ+(i) = 1 par convention. Si i est pair, l’hypothe`se
i 6∈ Jordbp(λ¯+) entraˆıne m
+−
s¯,h¯
(i) = 0, doncm+−s,h (i) est pair et ǫ
+(i)m
+−
s,h
(i) = 1 pour chacun
des deux prolongements ǫ+. On obtient
Rs,h(ǫ¯
+, ǫ−) = ǫ¯+(i)
m+−
s¯,h¯
(i)
ǫ−(i)m
−−
s,h
(i)
∑
ǫ+
π(λ+, ǫ+, λ−, ǫ−).
De meˆme
Rs¯,h¯(ǫ¯
+, ǫ−) = ǫ¯+(i)
m+−
s¯,h¯
(i)
ǫ−(i)m
−−
s,h (i)
∑
ǫ¯−
π(λ¯+, ǫ¯+, λ¯−, ǫ¯−).
Les premiers facteurs sont les meˆmes et le lemme 1.6 affirme pre´cise´ment que
Res(
∑
ǫ+
π(λ+, ǫ+, λ−, ǫ−)) = Res(
∑
ǫ¯−
π(λ¯+, ǫ¯+, λ¯−, ǫ¯−)).
Cela de´montre (3), d’ou` (2).
Pour deux e´le´ments (λ, s, h) et (λ¯, s¯, h¯) de Endounip−quad qui sont Res-e´quivalents,
on voit qu’il existe une suite (λ, s, h) = (λ1, s1, h1), (λ2, s2, h2),...,(λk, sk, hk) = (λ¯, s¯, h¯)
d’e´le´ments de Endounip−quad de sorte que, pour j = 1, ..., k−1, (λj , sj, hj) et (λj+1, sj+1, hj+1)
soient lie´s. En appliquant (2) a` chacun de ces couples, on obtient
Res ◦ Π(λ, s, h) = Res ◦ Π(λ¯, s¯, h¯).
Cela de´montre que K est contenu dans le noyau de Res ◦ Π.
Notons Endoredunip−quad le sous-ensemble des (λ, s, h) ∈ Endounip−quad tels que, pour
tout i ∈ Jord(λ), on ait m+−s,h (i) ≤ 1, m
−+
s,h (i) ≤ 1, m
−−
s,h (i) ≤ 1. Il est clair que tout
e´le´ment de Endounip−quad est Res-e´quivalent a` un unique e´le´ment de Endo
red
unip−quad. En
conse´quence, on a l’e´galite´
C[Endounip−quad] = C[Endo
red
unip−quad]⊕ K.
Pour achever la preuve du lemme, il suffit de prouver que
(4) la restriction de Res◦Π a` C[Endoredunip−quad] est un isomorphisme de cet espace sur
Rpar,glob.
Notons N l’ensemble des quadruplets (λ, γ˜,m, m˜) tels que
λ ∈ Psymp(2n) ;
γ˜, m et m˜ sont des e´le´ments de {±1}Jordbp(λ) ;
pour i ∈ Jordbp(λ) tel que multλ(i) = 1, on a γ˜(i) = 1 ;
pour i ∈ Jordbp(λ) tel que multλ(i) = 2, on a (γ˜(i), m(i), m˜(i)) 6= (−1, 1, 1).
Dans [6] 6.7, on a associe´ a` tout tel quadruplet un e´le´ment rea(ψλ,γ˜,m,m˜) ∈ C[Irrunip−quad]
(a` ceci pre`s que, dans [6], la partition λ est remplace´e par l’orbite unipotente symplec-
tique O qu’elle parame`tre). D’apre`s [6] 6.9, quand (λ, γ˜,m, m˜) de´crit N, les e´le´ments
rea(ψλ,γ˜,m,m˜) sont line´airement inde´pendants. Notons C[Irrunip−quad]
0 le sous-espace de
C[Irrunip−quad] engendre´ par ces e´le´ments. La proposition 6.21 de [6] dit que la restric-
tion de Res ◦ D a` ce sous-espace est un isomorphisme de celui-ci sur Rpar,glob. D’apre`s
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la remarque suivant l’e´nonce´ ci-dessus, cela revient a` dire que la restriction de Res a`
ce sous-espace est aussi un isomorphisme de celui-ci sur Rpar,glob. Pour prouver (4), il
suffit donc de de´finir une bijection ι : Endoredunip−quad → N de telle sorte que, pour tout
(λ, s, h) ∈ Endoredunip−quad, on ait l’e´galite´
(5) Res ◦ Π(λ, s, h) = Res(rea(ψλ′,γ˜,m,m˜)),
ou` (λ′, γ˜, m, m˜) = ι(λ, s, h). Construisons cette bijection. Soit (λ, s, h) ∈ Endoredunip−quad.
On de´finit un triplet (γ˜, m, m˜) de la fac¸on suivante. Soit i ∈ Jordbp(λ). On pose
m(i) = (−1)m
−+
s,h (i)+m
−−
s,h (i), m˜(i) = (−1)m
+−
s,h (i)+m
−−
s,h (i).
Si multλ(i) = 1, on pose γ˜(i) = 1. Si multλ(i) ≥ 2, on pose γ˜(i) = (−1)
m−−
s,h
(i). On ve´rifie
que le quadruplet (λ, γ˜,m, m˜) appartient a` N. On pose ι(λ, s, h) = (λ, γ˜,m, m˜). Il est
facile de ve´rifier que l’application ι ainsi de´finie est une bijection de Endoredunip−quad sur N.
On doit prouver la relation (5). Utilisons les notations de cette relation (on a λ′ = λ par
de´finition de ι). Le lemme 6.7 de [6] calcule le terme rea(ψλ,γ˜,m,m˜). Avec nos pre´sentes
notations, ce lemme dit que
(6) rea(ψλ,γ˜,m,m˜) = 2
−|E|
∑
(s′,h′)∈E
Π(λ, s′, h′),
ou` E est un certain ensemble de paires (s′, h′) telles que (λ, s′, h′) appartienne a` Endounip−quad.
L’e´nonce´ de ce lemme de´crit l’ensemble E . En utilisant cette description et la de´finition
de ι donne´e ci-dessus, on s’aperc¸oit que l’ensemble E n’est pas vide et que, pour tout
(s′, h′) ∈ E , l’e´le´ment (λ, s′, h′) est Res-e´quivalent a` (λ, s, h). Puisque deux e´le´ments
Res-e´quivalents ont meˆme image par Res ◦Π, l’e´galite´ (5) re´sulte de (6). Cela ache`ve la
de´monstration. 
2.3 De´finition de l’involution
On de´finit une involution F de l’ensemble Endounip−quad par F(λ, s, h) = (λ, h, s)
pour tout (λ, s, h) ∈ Endounip−quad. Il re´sulte de la de´finition de la Res-e´quivalence que, si
deux e´le´ments de Endounip−quad sont Res-e´quivalents, leurs images par F sont encore Res-
e´quivalents. On prolonge l’involution F en une involution line´aire de C[Endounip−quad], en-
core note´e F . La proprie´te´ pre´ce´dente entraˆıne que F conserve le sous-espace K. D’apre`s
le lemme 2.2 et la remarque qui le suit, F se descend via l’application Res◦D ◦Π en une
involution deRpar,glob, notons-la Fpar. On a donc par de´finition l’e´galite´ Fpar◦Res◦D◦Π =
Res ◦ D ◦ Π ◦ F . On a aussi de´fini au paragraphe 1.9 une involution Fpar de l’espace
Rpar,glob. En admettant le the´ore`me 2.1, nous de´montrerons en 2.7 que les deux involu-
tions Fpar et Fpar sont e´gales. Pour le moment, contentons-nous du lemme inconditionnel
suivant.
Lemme. On a l’e´galite´ projcusp ◦ Fpar = Fpar ◦ projcusp.
Preuve. En [6] section 6, on a de´fini une involution de Rpar,glob similaire a` Fpar, par
une construction le´ge`rement diffe´rente. Notons-la FparMW . Montrons que
(1) on a l’e´galite´ Fpar = FparMW .
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D’apre`s la remarque suivant l’e´nonce´ du lemme 2.2, on peut glisser des involutions
D dans les assertions (4) et (5) de la preuve de ce lemme. Graˆce a` cette assertion (4), il
suffit de prouver l’e´galite´
(2) Fpar ◦Res ◦D ◦ Π(λ, s, h) = FparMW ◦Res ◦D ◦ Π(λ, s, h)
pour tout (λ, s, h) ∈ Endoredunip−quad. Posons ι(λ, s, h) = (λ, γ˜,m, m˜). D’apre`s 2.2(5), on a
F
par
MW ◦Res ◦D ◦ Π(λ, s, h) = F
par
MW ◦Res ◦D(rea(ψλ,γ˜,m,m˜)).
Par de´finition de FparMW , cf. [6] 6.4, le membre de droite ci-dessus est e´gal a`
Res ◦D(rea(ψλ,γ˜,m˜,m)).
Mais il re´sulte de la de´finition de la bijection ι (cf. 2.2) que (λ, γ˜, m˜,m) = ι(λ, h, s) =
ι ◦ F(λ, s, h) (remarquons que (λ, h, s) appartient encore a` Endoredunip−quad). En utilisant
de nouveau 2.2(5), on obtient l’e´galite´
F
par
MW ◦Res ◦D(rea(ψλ,γ˜,m,m˜)) = Res ◦D ◦ Π ◦ F(λ, s, h).
Le membre de droite ci-dessus est e´gal au membre de gauche de (2) par de´finition de
Fpar. Cela de´montre (2), d’ou` (1).
Le the´ore`me 6.26 de [6] affirme que l’e´galite´ de l’e´nonce´ est vraie si l’on y remplace
Fpar par FparMW . L’e´galite´ de ces deux involutions entraˆıne donc l’e´nonce´. 
2.4 Le cas elliptique
Notons Endounip,disc le sous-ensemble des (λ, s, h) ∈ Endounip−quad tels que le commu-
tant commun de s et h dans Z(λ) (c’est-a`-dire le groupe des x ∈ Z(λ) tels que sx = xs
et hx = xh) soit fini. Ce commutant commun se calcule facilement. C’est le produit
des groupes Sp(mζξs,h(i);C) pour les i ∈ Jord(λ) impairs et les ζ, ξ = ± et des groupes
O(mζξs,h(i);C) pour les i ∈ Jordbp(λ) et les ζ, ξ = ±. Que ce groupe soit fini est e´quivalent
a` ce que mζξs,h(i) ≤ 1 pour tous i, ζ , ξ. Dans le cas ou` i est impair, m
ζξ
s,h(i) est force´ment
pair, la condition e´quivaut donc a` mζξs,h(i) = 0. Puisque multλ(i) est la somme des m
ζξ
s,h(i)
sur les ζ, ξ, cela entraˆıne que λ ne contient que des termes pairs.
On ve´rifie facilement que l’image par l’application Π de l’espace C[Endounip,disc] est
e´gal a` C[Ellunip]. On a une suite d’applications line´aires
C[Endounip,disc]
Π
→ C[Ellunip]
Res
→ Rpar,glob
projcusp
→ Rparcusp.
L’ensemble Endounip,disc est inclus dans l’ensemble Endo
red
unip−quad introduit dans la de´monstration
pre´ce´dente. Comme on l’a vu alors, l’application Res◦Π est injective sur C[Endoredunip−quad].
Il en re´sulte que la premie`re application de la suite ci-dessus est bijective. Comme on l’a
dit en 1.5, la compose´e projcusp ◦ Res des deux dernie`res applications est bijective. La
suite fournit donc un isomorphisme de C[Endounip,disc] sur R
par
cusp.
L’involution F de Endounip−quad pre´serve le sous-ensemble Endounip,disc. Donc l’in-
volution F de C[Endounip−quad] pre´serve le sous-espace C[Endounip,disc]. Via la bijection
ci-dessus, on peut la conside´rer comme une involution de C[Ellunip]. Le lemme 2.3 en-
traˆıne que, pour π ∈ C[Ellunip], on a l’e´galite´
(1) Fpar ◦ projcusp ◦Res ◦D(π) = projcusp ◦Res ◦D ◦ F(π).
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Notons Stunip−quad le sous-ensemble des (λ, s, 1) ∈ Sttunip tels que s
2 = 1. Pour
(λ, s, 1) ∈ Stunip−quad, s de´termine une de´composition λ = λ+ ∪ λ− et le couple (λ+, λ−)
appartient a` Psymp2 (2n). L’application (λ, s, 1) 7→ (λ
+, λ−) est une bijection deStunip−quad
sur Psymp2 (2n).
Notation. Pour (λ+, λ−) ∈ Psymp2 (2n), on note Π
st(λ+, λ−) la repre´sentation Π(λ, s, 1)
ou` (λ, s, 1) correspond a` (λ+, λ−).
Pour tout entier pair N ∈ N, notons Psymp,disc(N) l’ensemble des partitions symplec-
tiques de N qui ne contiennent que des termes pairs, lesquels interviennent avec multipli-
cite´ au plus 1. Notons Stunip,disc l’intersection de Stunip−quad et de Endounip,disc. L’appli-
cation (λ, s, 1) 7→ (λ+, λ−) se restreint en une bijection de Stunip,disc sur P
symp,disc
2 (2n).
Pour (λ+, λ−) ∈ Psymp,disc2 (2n) et pour (ǫ
+, ǫ−) ∈ {±1}Jordbp(λ
+) × {±1}Jordbp(λ
+), la
repre´sentation π(λ+, ǫ+, λ−, ǫ−) est de la se´rie discre`te. D’apre`s [6] proposition 8.2, on a
tout e´le´ment π ∈ C[Ellunip] tel que πiso soit stable et que −πan soit le transfert de
πiso est combinaison line´aire des Π
st(λ+, λ−) quand (λ+, λ−) de´crit Psymp,disc2 (2n).
2.5 Modules de Jacquet des repre´sentations stables
Soit m = (m1 ≥ ... ≥ mt > 0) ∈ P(≤ n). Posons n0 = n − S(m). Pour ♯ = iso ou
an, la partition m de´termine un sous-groupe parabolique standard P♯ (standard voulant
dire qu’il contient le groupe Pmin de´fini en 1.7) et sa composante de Levi standard
M♯ = GL(m1)× ...×GL(mt)×Gn0,♯.
Dans le cas ou` ♯ = an et n0 = 0, il n’y a pas de tels sous-groupes et on les e´limine de ce
qui suit. De meˆme que l’on a conside´re´ simultane´ment les deux groupes Giso et Gan, on
conside`re simultane´ment les groupes Miso et Man. Les notions introduites pre´ce´demment
pour les groupes Giso et Gan se ge´ne´ralisent aux groupes Miso et Man. On ajoute des
indices ou exposants M aux objets de´finis pour ces groupes. En particulier, on de´finit
l’ensemble Irrunip,M♯ des (classes d’isomorphismes de) repre´sentations irre´ductibles de
re´duction unipotente de M♯(F ) et on note Irrunip,M la re´union disjointe de Irrunip,Miso et
Irrunip,Man. On de´finit aussi le sous-ensemble Ellunip,M ⊂ C[Irrunip,M ] des repre´sentations
elliptiques. Un e´le´ment de Ellunip,M est de la forme
(1) stm1(|.|
z1
F ◦ det)⊗ ...⊗ stmt(|.|
zt
F ◦ det)⊗ σ0,
ou` z1, ..., zt sont des nombres complexes, σ0 ∈ Ellunip,n0. On rappelle que, pour tout
m ≥ 1, stm est la repre´sentation de Steinberg de GL(m;F ). On sait que tout e´le´ment de
C[Irrunip,M ] est somme d’un e´le´ment bien de´termine´ de C[Ellunip,M ] et d’une combinaison
line´aire d’induites a` partir de sous-groupes paraboliques propres.
En identifiant un e´le´ment de C[Irrunip,M ] a` sa distribution trace (ou plus exactement
a` la paire de distributions, l’une sur Miso(F ), l’autre sur Man(F )), on peut de´finir la
restriction de cette distribution aux e´le´ments elliptiques (fortement re´guliers) de M(F ),
que l’on note projell, ou aux e´le´ments elliptiques et compacts, que l’on note projell,comp.
Remarquons qu’un e´le´ment elliptique de M(F ) est compact si et seulement si ses com-
posantes dans les groupes GL(mj ;F ) sont de de´terminants de valeurs absolues 1.
Montrons que
(2) pour σ ∈ C[Irrunip,M ], on a projell,comp(σ) = 0 si et seulement si projcusp ◦
ResM(σ) = 0.
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Les applications projell,comp comme projcusp ◦Res
M annulent les induites a` partir de
sous-groupes paraboliques propres. On peut donc supposer que σ ∈ C[Ellunip,M ]. Pour
une repre´sentation σ de la forme (1), on voit que projell,comp(σ) comme projcusp◦ResM(σ)
ne de´pendent pas de z1, ..., zt. Modulo l’intersection des noyaux de nos applications
projell,comp et projcusp ◦ResM , on peut donc supposer σ de la forme
stm1 ⊗ ...⊗ stmt ⊗ σ0,
ou` σ0 ∈ Ellunip,n0. Pour tout i = 1, ...t, stmi n’est annule´ par aucune des analogues pour
GL(mi) des deux applications projell,comp et projcusp◦Res. Les conditions projell,comp(σ) =
0, resp. projcusp ◦ ResM(σ) = 0, e´quivalent donc a` projell(σ0) = 0, resp. projcusp ◦
Resn0(σ0) = 0. Parce que σ0 est elliptique, chacune de ces conditions e´quivaut a` σ0 = 0.
Cela prouve (2).
Pour ♯ = iso ou an et pour π ∈ Irrunip,♯, on note πM le semi-simplifie´ du module de
Jacquet de π relatif au sous-groupe parabolique P♯. C’est une repre´sentation de M♯(F )
dont on sait que toutes ses composantes irre´ductibles sont de re´duction unipotente. Par
line´arite´, on prolonge l’application π 7→ πM en une application line´aire de C[Irrunip] dans
C[Irrunip,M ]. Pour i = 1, ..., t, notons stmi la restriction de stmi aux e´le´ments elliptiques
et compacts de GL(mi;F ). Il re´sulte de ce qui pre´ce`de que, pour π ∈ C[Irrunip], il existe
une unique σ0 ∈ C[Ellunip,n0] de sorte que l’on ait l’e´galite´
projell,comp(πM) = stm1 ⊗ ...⊗ stmt ⊗ projell(σ0).
Conside´rons (λ+, λ−) ∈ Psymp2 (2n). A π = Π
st(λ+, λ−) correspond ainsi une repre´sentation
σ0 ∈ C[Ellunip,n0]. Les proprie´te´s de stabilite´ et de transfert se conservent par passage
au module de Jacquet et par l’application projell,comp. On en de´duit que σ0,iso est stable
et que −σ0,an en est son transfert au groupe Gan,n0(F ). D’apre`s ce que l’on a dit au
paragraphe pre´ce´dent, σ0 est combinaison line´aire des Π
st(ν+, ν−) quand (ν+, ν−) de´crit
Psymp,disc2 (2n0). Il y a donc une unique de´composition
(3) projell,comp(Π
st(λ+, λ−)M) =
∑
(ν+,ν−)∈Psymp,disc
2
(2n0)
cm(λ
+, λ−; ν+, ν−)
stm1 ⊗ ...⊗ stmt ⊗ projell(Π
st(ν+, ν−)),
ou` les cm(λ
+, λ−; ν+, ν−) sont des coefficients complexes.
Montrons que
(4) si λ− = ∅, alors cm(λ+, ∅; ν+, ν−) = 0 pour tout (ν+, ν−) ∈ P
symp,disc
2 (2n0) tel que
ν− 6= ∅.
Conside´rons d’abord un couple (λ+, λ−) quelconque et posons
σ0 =
∑
(ν+,ν−)∈Psymp,disc
2
(2n0)
cm(λ
+, λ−; ν+, ν−)Πst(ν+, ν−).
On a de´crit en 2.1 la repre´sentation de G˜L(2n;F ) correspondant par endoscopie tordue
a` Πstiso(λ
+, λ−), notons-la Π˜GL(λ+, λ−). Au sous-groupe parabolique Piso correspond un
sous-groupe parabolique PGL de GL(2n) dont une composante de Levi MGL est de la
forme
GL(m1)× ..×GL(mt)×GL(2n0)×GL(mt)× ...×GL(m1).
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A M est associe´ un sous-espace de Levi M˜GL ⊂ G˜L(2n). La correspondance de´finie par
l’endoscopie tordue est compatible au passage au module de Jacquet et aux projections
sur les e´le´ments elliptiques et compacts (ces notions e´tant relatives a` l’espace G˜L(2n)
et non pas au groupe GL(2n)). Il en re´sulte que projell,comp(Π
st(λ+, λ−)M) correspond a`
projell,comp(Π˜
GL(λ+, λ−)M˜), avec des notations compre´hensibles. Le module de Jacquet
Π˜GL(λ+, λ−)M˜ est somme de prolongements a` M˜
GL(F ) de repre´sentations irre´ductibles
de M(F ). Celles-ci interviennent dans le module de Jacquet ordinaire ΠGL(λ+, λ−)M et
sont de la forme
(5) ρ1 ⊗ ...⊗ ρt ⊗ ρn0 ⊗ ρˇt ⊗ ...⊗ ρˇ1,
ou` les ρj sont des repre´sentations irre´ductibles deGL(mj ;F ), les ρˇj en sont les contragre´dientes
et ρn0 est une repre´sentation irre´ductible deGL(n0;F ) qui se prolonge en une repre´sentation
ρ˜n0 de l’espace G˜L(2n0;F ). Toutes ces repre´sentations sont de re´duction unipotente.
Comme pre´ce´demment, il en re´sulte que, pour i = 1, ..., t, projell,comp(ρi) est proportion-
nelle a` stmi . La correspondance entre projell,comp(Π
st(λ+, λ−)M) et
projell,comp(Π˜
GL(λ+, λ−)M˜) entraˆıne alors que projell(σ0) correspond a` une certaine com-
binaison line´aire des projell(ρ˜n0), pour les ρ0 intervenant ci-dessus. De nouveau, pour une
telle ρn0 , le prolongement ρ˜n0 est somme d’une repre´sentation tordue elliptique ρ˜n0,ell et
d’une combinaison line´aire d’induites propres. Puisqu’on projette ρ˜n0 sur les e´le´ments
elliptiques, on peut aussi bien remplacer ρ˜n0 par ρ˜n0,ell. D’autre part, on sait d’apre`s 2.1
que projell(σ0) correspond a` l’image par projell de
∑
(ν+,ν−)∈Psymp,disc
2
(2n0)
cm(λ
+, λ−; ν+, ν−)Π˜GL(ν+, ν−).
Les repre´sentations tordues intervenant ici sont elliptiques. La projection sur les e´le´ments
elliptiques est injective sur les repre´sentations tordues elliptiques. Donc la repre´sentation
ci-dessus est combinaison line´aire des ρ˜n0,ell pre´ce´dents. Cela entraˆıne que, pour tout
couple (ν+, ν−) intervenant avec un coefficient cm(λ
+, λ−; ν+, ν−) non nul, la repre´sentation
irre´ductible sous-jacente ΠGL(ν+, ν−) ve´rifie la condition suivante : il existe ρn0 comme
ci-dessus tel que ΠGL(ν+, ν−) soit une composante irre´ductible de la repre´sentation de
GL(2n0;F ) sous-jacente a` ρ˜n0,ell.
Faisons maintenant l’hypothe`se que λ− = ∅. Alors le support cuspidal de ΠGL(λ+, ∅)
est forme´ de caracte`res du tore de´ploye´ maximal de GL(2n) de la forme
|.|h1/2F ⊗ ...⊗ |.|
h2n/2
F ,
ou` hi ∈ Z pour tout i. Les repre´sentations (5) interviennent dans le module de Jacquet
de ΠGL(λ+, ∅) donc le support cuspidal de la repre´sentation ρn0 est de la meˆme forme,
l’entier n e´tant remplace´ par n0. La repre´sentation ρ˜n0,ell se de´duit explicitement de ρ˜n0
par la the´orie du quotient de Langlands. Il en re´sulte que la repre´sentation sous-jacente
de ρ˜n0,ell a meˆme support cuspidal que ρn0. Cela entraˆıne que, pour tout couple (ν
+, ν−)
intervenant avec un coefficient cm(λ
+, ∅; ν+, ν−) non nul, la repre´sentation irre´ductible
sous-jacente ΠGL(ν+, ν−) a pour support cuspidal des caracte`res du tore de´ploye´ maximal
de GL(2n0) de la forme ci-dessus. Mais, si ν
− e´tait non vide, les caracte`res intervenant
dans ce support cuspidal contiendraient au moins une composante |.|h/2F χ
− ou` χ− est le
caracte`re non ramifie´ de F× d’ordre 2. C’est impossible donc ν− est vide. Cela prouve
(4).
Pour λ ∈ Psymp(2n) et ν ∈ Psymp,disc(2n0), on pose simplement
cm(λ; ν) = cm(λ, ∅; ν, ∅).
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Notons I l’ensemble des paires (I+, I−) d’ensembles tels que I+ ⊔ I− = {1, ..., t}. A
toute telle paire, on associe les partitions m(I+) et m(I−) : m(I+) est forme´e des mi
pour i ∈ I+ et m(I−) est forme´e des mi pour i ∈ I−.
Lemme. Soient (λ+, λ−) ∈ Psymp2 (2n) et (ν
+, ν−) ∈ Psymp,disc2 (2n0). Alors on a l’e´galite´
cm(λ
+, λ−; ν+, ν−) =
∑
I+,I−
cm(I+)(λ
+; ν+)cm(I−)(λ
−; ν−),
ou` l’on somme sur les (I+, I−) ∈ I tels que S(λ+) = S(ν+) + 2S(m(I+)) et S(λ−) =
S(ν−) + 2S(m(I−)).
Preuve. En vertu de (2), l’e´galite´ (3) e´quivaut a`
(6) projcusp ◦Res
M(Πst(λ+, λ−)M) =
∑
(ν+,ν−)∈Psymp,disc
2
(2n0)
cm(λ
+, λ−; ν+, ν−)
projcusp ◦Res
M(stm1 ⊗ ...⊗ stmt ⊗ Π
st(ν+, ν−)).
On peut composer cette e´galite´ avec la dualite´ Dpar,M . Cette application commute avec
projcusp. On sait d’apre`s 1.5(1) que Res
M(Πst(λ+, λ−)M) = resm ◦Res(Πst(λ+, λ−)). On
a aussi Dpar,M ◦ resm = resm ◦Dpar et Dpar ◦Res = Res ◦D d’apre`s le lemme 1.7. D’ou`
Dpar,M ◦ projcusp ◦Res
M(Πst(λ+, λ−)M) = projcusp ◦ resm ◦Res ◦D(Π
st(λ+, λ−)).
Par de´finition, on a
Πst(λ+, λ−) =
∑
ǫ+,ǫ−
π(λ+, ǫ+, λ−, ǫ−),
ou` (ǫ+, ǫ−) parcourt {±1}Jordbp(λ
+) × {±1}Jordbp(λ
−). Pour un tel couple, la proposition
1.11 dit que
Res ◦D(π(λ+, ǫ+, λ−, ǫ−)) = Rep ◦ ρι ◦ j(ρλ+,ǫ+ ⊗ ρλ−,ǫ−).
Rappelons que ρλ+,ǫ+, resp. ρλ−,ǫ−, ont e´te´ identifie´s a` des e´le´ments de Sn+ , resp. Sn− ,
ou` S(λ+) = 2n+, resp. S(λ−) = 2n−. De´finissons l’e´le´ment
ρλ+ =
∑
ǫ+
ρλ+,ǫ+
de Sn+ et l’e´le´ment similaire ρλ− de Sn−. En utilisant les proprie´te´s de compatibilite´ des
applications Rep et RepM , on obtient
Dpar,M ◦ projcusp ◦Res
M(Πst(λ+, λ−)M) = Rep
M(ψ),
ou`
ψ = projcusp ◦ resm ◦ ρι ◦ j(ρλ+ ⊗ ρλ−).
On calcule aussi l’image par Dpar,M du membre de droite de (6). Pour i = 1, ..., t,
l’image par l’involution de Zelevinsky de stmi est la repre´sentation triviale de GL(mi;F ).
Son image par l’application analogue a` Res est l’image par l’application analogue a` Rep
de la fonction constante e´gale a` 1 sur le groupe Smi. Rappelons qu’en 1.12, on a identifie´
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C[Sˆmi ]cusp a` C pre´cise´ment en choisissant pour base de cet espace la projection cuspidale
de cette fonction constante. En faisant ainsi disparaitre ces espaces C[Sˆmi ]cusp, on obtient
que l’image par Dpar,M du membre de droite de (6) est e´gale a` RepM (ψ0), ou`
ψ0 =
∑
(ν+,ν−)∈Psymp,disc
2
(2n0)
cm(λ
+, λ−; ν+, ν−)projcusp ◦ ρι ◦ jn0(ρν+ ⊗ ρν−).
Puisque RepM est bijectif, l’e´galite´ (6) e´quivaut a`
(7) ψ = ψ0.
On a vu que l’e´galite´ (6) de´terminait les coefficients cm(λ
+, λ−; ν+, ν−). Il en est donc
de meˆme de l’e´galite´ (7).
On peut remplacer le couple (λ+, λ−) par (λ+, ∅), en remplac¸ant n par n+ et m
par une partition m+ ∈ P(n+). L’assertion (4) nous dit que les ν− intervenant dans la
de´finition de ψ0 disparaissent. En posant φ
+ = ρλ+ , n
+
0 (m
+) = n+ − S(m+) et
φ+[m+] =
∑
ν+∈Psymp,disc(2n+
0
(m+))
cm+(λ
+, ν+)ρν+ ,
l’analogue de l’e´galite´ (7) devient
projcusp ◦ resm+ ◦ ρι ◦ jn+,0(φ
+) = projcusp ◦ ρι ◦ jn+
0
(m+)(φ
+[m+]).
La meˆme chose vaut pour les donne´es affecte´es d’un exposant −. Cela ve´rifie les hy-
pothe`ses du lemme 1.12. Appliquons ce lemme. Il affirme une e´galite´ dont le membre de
gauche n’est autre que ψ. On voit que le membre de droite est e´gal a`
ψ′0 =
∑
(ν+,ν−)∈Psymp,disc
2
(2n0)
c′
m
(λ+, λ−; ν+, ν−)projcusp ◦ ρι ◦ jn0(ρν+ ⊗ ρν−),
ou` c′
m
(λ+, λ−; ν+, ν−) est le membre de droite de l’e´galite´ du pre´sent e´nonce´. On a donc
ψ = ψ′0. Puisqu’on a aussi ψ = ψ0 et que cette e´galite´ de´termine les coefficients, on conclut
cm(λ
+, λ−; ν+, ν−) = c′
m
(λ+, λ−; ν+, ν−) pour tout couple (ν+, ν−), ce qui de´montre le
lemme. 
2.6 Modules de Jacquet des repre´sentations endoscopiques
On a vu en 2.4 que Stunip−quad s’identifiait a` P
symp
2 (2n). L’ensemble Endounip−quad
s’identifie de meˆme a` Psymp4 (2n) : a` (λ, s, h) ∈ Endounip−quad, on associe le quadruplet
de partitions (λ++, λ−+, λ+−, λ−−) ou`, pour ζ, ξ = ± et tout entier i ≥ 1, la multipli-
cite´ de i dans λζξ est mζξs,h(i), cf. 2.2. Remarquons que le sous-ensemble Endounip,disc de
Endounip−quad s’identifie a` P
symp,disc
4 (2n).
Soit m = (m1, ..., mt > 0) ∈ P(≤ n). On reprend les constructions et notations
du paragraphe pre´ce´dent associe´es a` cette partition. Soient (λ, s, h) ∈ Endounip−quad et
(ν, z, k) ∈ Endounip,disc,n0. On de´duit de ces donne´es des quadruplets (λ
++, λ−+, λ+−, λ−−)
et (ν++, ν−+, ν+−, ν−−). Conside´rons un quadruplet I = (I++, I−+, I+−, I−−) d’ensembles
tels que
I++ ⊔ I−+ ⊔ I+− ⊔ I−− = {1, ..., t}.
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On en de´duit des partitions mζξ(I) pour ζ, ξ = ±, forme´es des mi pour i ∈ I
ζξ. Notons
I l’ensemble des quadruplets comme ci-dessus qui ve´rifient
S(λζξ) = S(νζξ) + 2S(mζξ(I))
pour tous ζ, ξ. Pour I = (I++, I−+, I+−, I−−) ∈ I et pour ζ, ξ = ±, on a de´fini en 2.5 le
coefficient cmζξ(I)(λ
ζξ; νζξ). Posons
cI(λ, s, h; ν, z, k) =
∏
ζ,ξ=±
cmζξ(I)(λ
ζξ; νζξ),
puis
c(λ, s, h; ν, z, k) =
∑
I∈I
cI(λ, s, h; ν, z, k).
Remarquons la proprie´te´ suivante
(1) on a l’e´galite´ c(λ, h, s; ν, k, z) = c(λ, s, h; ν, z, k).
En effet, e´changer s et h, resp. z et k, revient a` e´changer λ−+ et λ+−, resp. ν−+ et
ν+−. L’e´change de I−+ et I+− dans la de´finition ci-dessus conduit a` l’e´galite´ (1).
Lemme. Supposons ve´rifie´ le the´ore`me 2.1. Soit (λ, s, h) ∈ Endounip−quad. Alors on a
l’e´galite´
projell,comp(Π(λ, s, h)M) =
∑
(ν,z,k)∈Endounip,disc,n0
c(λ, s, h; ν, z, k)stm1⊗...⊗stmt⊗projell(Π(ν, z, k)).
Preuve. On introduit le quadruplet de partitions (λ++, λ−+, λ+−, λ−−) associe´ a` (λ, s, h).
Soit ♯ = iso ou an. Le the´ore`me 2.1 dit que
Π(λ, s, h)♯ = sgn♯transfert(Π
st
iso(λ
++, λ−+)⊗ Πstiso(λ
+−, λ−−)),
ou` on a pose´ sgniso = 1 et sgnan = −1. On de´finit les entiers m+ et m− de sorte
que Πstiso(λ
++, λ−+) soit une repre´sentation de Gm+,iso(F ) et Π
st
iso(λ
+−, λ−−) soit une
repre´sentation de Gm−,iso(F ). Le transfert est compatible au passage au module de Jac-
quet. On doit toutefois conside´rer tous les sous-groupes de Levi de Gm+,iso×Gm−,iso qui
se transfe`rent en notre Levi M . Pre´cise´ment, conside´rons une paire d’ensembles (J+, J−)
telle que J+ ∪ J− = {1, ..., t}. On lui associe comme toujours deux partitions m(J+) et
m(J−). Notons J l’ensemble de ces paires telles que S(m(J+)) ≤ m+, S(m(J−)) ≤ m−.
Une telle paire de´finit des groupes de LeviM(J+) ⊂ Gm+,iso etM(J
−) ⊂ Gm−,iso associe´s
aux partitions m(J+) et m(J−). On a un isomorphisme
M(J+)×M(J−) = GL(m1)× ...×GL(mt)×Gm0(J+),iso ×Gm0(J−),iso,
ou` m0(J
+) = m+ − S(m(J+)) et m0(J−) = m− − S(m(J−)). Le groupe Gm0(J+),iso ×
Gm0(J−),iso est celui d’une donne´e endoscopique e´vidente de Gn0,♯. On dispose pour ces
objets d’un transfert. En le tensorisant par les identite´s sur les groupes GL(mj), on
obtient un transfert entre distributions invariantes stables sur M(J+)(F ) ×M(J−)(F )
et distributions invariantes sur M(F ). On a pre´cise´ment
Π(λ, s, h)♯,M♯ = sgn♯
∑
(J+,J−)∈J
transfert(Πstiso(λ
++, λ−+)M(J+) ⊗Π
st
iso(λ
+−, λ−−)M(J−)).
36
Le transfert commute aussi aux projections sur les elliptiques compacts. Donc
(2) projell,comp(Π(λ, s, h)♯,M♯) =
∑
(J+,J−)∈J
sgn♯
transfert(projell,comp(Π
st
iso(λ
++, λ−+)M(J+))⊗ projell,comp(Π
st
iso(λ
+−, λ−−)M(J−))).
Fixons (J+, J−) ∈ J . On applique la relation 2.5(3) :
projell,comp(Π
st
iso(λ
++, λ−+)M(J+))⊗ projell,comp(Π
st
iso(λ
+−, λ−−)M(J−)) =
∑
(ν++,ν−+)∈Psymp,disc
2
(2m0(J+))
∑
(ν+−,ν−−)∈Psymp,disc
2
(2m0(J−))
cm(J+)(λ
++, λ−+; ν++, ν−+)
cm(J−)(λ
+−, λ−−; ν+−, ν−−)stm1⊗...⊗stmt⊗projell(Π
st
iso(ν
++, ν−+))⊗projell(Π
st
iso(ν
+−, ν−−)).
Les quadruplets (ν++, ν−+, ν+−, ν−−) qui interviennent dans cette formule appartiennent
tous a` Psymp,disc4 (2n0). La relation (2) se re´crit
(3) projell,comp(Π(λ, s, h)♯,M♯) =
∑
(ν++,ν−+,ν+−,ν−−)∈Psymp,disc
4
(2n0)
C(ν++, ν−+, ν+−, ν−−)
sgn♯stm1 ⊗ ...⊗ stmt ⊗ sgn♯transfert(projell(Π
st
iso(ν
++, ν−+))⊗ projell(Π
st
iso(ν
+−, ν−−))),
ou` la constante C(ν++, ν−+, ν+−, ν−−) est de´finie de la fac¸on suivante. Le quadruplet
(ν++, ν−+, ν+−, ν−−) e´tant fixe´, on note J ∗ le sous-ensemble des (J+, J−) ∈ J tels que
S(ν++) + S(ν−+) = 2m0(J
+) et S(ν+−) + S(ν−−) = 2m0(J
−). Alors
(4) C(ν++, ν−+, ν+−, ν−−) =
∑
(J+,J−)∈J ∗
cm(J+)(λ
++, λ−+; ν++, ν−+)
cm(J−)(λ
+−, λ−−; ν+−, ν−−).
Pour (ν++, ν−+, ν+−, ν−−) ∈ Psymp,disc4 (2n0), les meˆmes arguments que ci-dessus (en
particulier, on utilise le the´ore`me 2.1) montrent que
sgn♯transfert(projell(Π
st
iso(ν
++, ν−+))⊗ projell(Π
st
iso(ν
+−, ν−−))) = projell(Π(ν, z, k)♯),
ou` (ν, z, k) ∈ Endounip,disc,n0 correspond a` (ν
++, ν−+, ν+−, ν−−). La formule (3) devient
celle de l’e´nonce´ a` condition de de´montrer l’e´galite´
(5) c(λ, s, h; ν, z, k) = C(ν++, ν−+, ν+−, ν−−).
Fixons donc (ν, z, k) et le quadruplet (ν++, ν−+, ν+−, ν−−) qui lui correspond. On ap-
plique le lemme 2.5 aux termes intervenant dans la de´finition (4). On obtient
(6) C(ν++, ν−+, ν+−, ν−−) =
∑
(J+,J−)∈J ∗
∑
I++,I−+
cm(J+)(I++)(λ
++; ν++)
cm(J+)(I−+)(λ
−+; ν−+)
∑
I+−,I−−
cm(J−)(I+−)(λ
+−; ν+−)cm(J−)(I−−)(λ
−−; ν−−).
On ve´rifie que les quadruplets I = (I++, I−+, I+−, I−−) intervenant dans cette formule
appartiennent a` l’ensemble I de´fini avant l’e´nonce´. Un e´le´ment I = (I++, I−+, I+−, I−−) ∈
I intervient dans la somme ci-dessus pour un unique (J+, J−) : on a J+ = I++ ∪ I−+ et
J− = I+− ∪ I−−. On a aussi m(J+)(I++) =m(I++) etc... Alors le membre de droite de
(6) devient exactement c(λ, s, h; ν, z, k). Cela prouve (5) et ache`ve la de´monstration. .
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2.7 Egalite´ des deux involutions
On a introduit deux involutions Fpar et Fpar de l’espace Rpar,glob, cf. 1.9 et 2.3.
The´ore`me. Supposons ve´rifie´ le the´ore`me 2.1. Alors on a l’e´galite´ Fpar = Fpar.
Preuve. En vertu de l’isomorphisme 1.5(2), il suffit de de´montrer que, pour toute
partition m ∈ P(≤ n), on a l’e´galite´
(1) projcusp ◦ resm ◦ Fpar = projcusp ◦ resm ◦ Fpar.
Fixons donc m = (m1, ..., mt) et posons n0 = n−S(m). Composons a` droite les deux
membres de l’e´galite´ ci-dessus par l’application Res ◦D ◦Π. On obtient des applications
line´aires de´finies sur C[Endounip−quad]. En vertu du lemme 2.2 et de la remarque qui le
suit, il suffit de de´montrer que ces applications sont e´gales. Soit (λ, s, h) ∈ Endounip−quad.
Par de´finition de Fpar, on a l’e´galite´
projcusp ◦ resm ◦ F
par ◦Res ◦D(Π(λ, s, h)) = projcusp ◦ resm ◦Res ◦D(Π(λ, h, s)).
On a
projcusp ◦ resm ◦Res ◦D = projcusp ◦ resm ◦D
par ◦Res
d’apre`s le lemme 1.7 puis
projcusp ◦ resm ◦D
par ◦Res = Dpar,M ◦ projcusp ◦ resm ◦Res
d’apre`s les proprie´te´s de compatibilite´ de l’application Dpar. Enfin,
resm ◦Res(Π(λ, h, s)) = Res
M(Π(λ, h, s)M)
d’apre`s 1.5(1). D’ou`
projcusp ◦ resm ◦ F
par ◦Res ◦D(Π(λ, s, h)) = Dpar,M ◦ projcusp ◦Res
M(Π(λ, h, s)M).
En appliquant 2.5(2) et le lemme 2.6, on obtient
(2) projcusp◦resm◦F
par◦Res◦D(Π(λ, s, h)) =
∑
(ν,z,k)∈Endounip,disc,n0
c(λ, h, s; ν, z, k)X(ν, z, k),
ou`
X(ν, z, k) = Dpar,M ◦ projcusp ◦Res
M(stm1 ⊗ ...⊗ stmt ⊗ Π(ν, z, k)).
Calculons maintenant projcusp◦resm◦Fpar◦Res◦D(Π(λ, s, h)). Dans l’espaceRpar,globm ,
cf. 1.5, on de´finit les involutions Fpar
m
, resp. Fpar
m
, qui sont les produits tensoriels des
identite´s des composantes CGL(mi) et de Fparn0 , resp. F
par
n0 , sur la composante R
par,glob
n0 . Les
proprie´te´s de compatibilite´ des involutions de Lusztig entraˆınent
projcusp ◦ resm ◦F
par ◦Res ◦D(Π(λ, s, h)) = Fpar
m
◦ projcusp ◦ resm ◦Res ◦D(Π(λ, s, h)),
puis, par les meˆmes arguments que ci-dessus,
projcusp ◦ resm ◦F
par ◦Res◦D(Π(λ, s, h)) = Fpar
m
◦Dpar,M ◦projcusp ◦Res
M(Π(λ, s, h)M).
En appliquant 2.5(2) et le lemme 2.6, on obtient
(3) projcusp◦resm◦F
par◦Res◦D(Π(λ, s, h)) =
∑
(ν,z,k)∈Endounip,disc,n0
c(λ, s, h; ν, z, k)Y (ν, z, k),
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ou`
Y (ν, z, k) = Fpar
m
◦Dpar,M ◦ projcusp ◦Res
M(stm1 ⊗ ...⊗ stmt ⊗ Π(ν, z, k)).
Fixons (ν, z, k) ∈ Endounip,disc,n0. On aD
par,M◦projcusp◦ResM = projcusp◦ResM◦DM .
On a aussi Fpar
m
◦ projcusp = projcusp ◦ Fparm d’apre`s le lemme 2.3. D’ou`
Y (ν, z, k) = projcusp ◦ F
par
m
◦ResM ◦DM(stm1 ⊗ ...⊗ stmt ⊗Π(ν, z, k)).
En appliquant la de´finition de l’involution Fpar
m
, on obtient
Y (ν, z, k) = projcusp ◦Res
M ◦DM(stm1 ⊗ ...⊗ stmt ⊗Π(ν, k, z)),
puis, par les meˆmes arguments de compatibilite´,
Y (ν, z, k) = Dpar,M ◦ projcusp ◦Res
M (stm1 ⊗ ...⊗ stmt ⊗ Π(ν, k, z))
Autrement dit, Y (ν, z, k) = X(ν, k, z). En permutant z et k dans le membre de droite
de (3), on obtient
(4) projcusp◦resm◦F
par◦Res◦D(Π(λ, s, h)) =
∑
(ν,z,k)∈Endounip,disc,n0
c(λ, s, h; ν, k, z)X(ν, z, k).
La relation 2.6(1) entraˆıne que les membres de droite de (2) et (4) sont e´gaux. Donc
aussi les membres de gauche. Comme on l’a dit, cela de´montre (1). 
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