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Abstract 
It is shown that with probability tending to 1 as r --+ 00 a random subset o,(n) of n elements 
of the projective space PG(r - 1, q) becomes k-connected when n = r + (k - 1) log, r + 0( 1). 
Furthermore, the cyclic structure of w,(n) is considered, and a similar very sharp threshold for 
the existence of circuits of length r is found. @ 1999 Elsevier Science B.V. All rights reserved 
1. Introduction 
In this note we deal with properties of random subsets of the projective space PG(r- 
1,q). Thus, let us recall first some basic definitions related to this mathematical object. 
A subset S of PG(r - 1,q) is independent if it spans in PG(r - 1,q) the subspace of 
dimension ISI - 1 and by the rank p(T) of a subset T C PG(r - 1,q) we mean the size 
of the largest independent set contained in T; in particular, the rank of PG(r- 1,q) is r. 
Since PG(r - 1,q) with the rank function p(.) can be viewed as a matroid M = (E, p), 
where E is the set of elements of PG(r - 1, q), it is natural to consider the connectivity 
of subsets of PG(r- 1, q). Let T be a subset of PG(r- 1, q), such that p(T) = r. We say 
that T is k-separable for k > 1 if there exists a separator S G T, such that ISI B k and 
p( T\S) cr. Furthermore, if k 22 and T is not (k - 1 )-separable we say that T is k- 
connected. If moreover T is k-separable we call A(T) = k the connectivity of T. (Let 
us mention that it is just one out of a few possible definitions of the connectivity for 
matroids; we comment on that more in the last section of the note.) Finally, a circuit 
of length 1 is a minimal non-independent subset of PG(r - 1, q) with I elements, and 
by a hyperplune we mean a subspace of PG(r - 1,q) of rank r - 1. 
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There are several possible ways to introduce randomness into the family of all sub- 
sets of PG(r - 1,q). One of the most natural is to follow Kelly and Oxley [5] and 
consider the behavior of o,(p), i.e. a subset of PG(r - 1,q) in which each element 
of PG(r - 1, q) appears independently with probability p. Unfortunately, as it was 
observed by Kordecki and Luczak [6], this binomial model is often too crude for 
a precise description of properties of o,(p), and it turns out that also connectivity 
properties of w,(p) do not look very exciting (see Corollary 5 below). 
Thus, in this note we are concerned mainly with the uniform model of a random 
set. Let {xn}Li, be a random permutation of points of PG(r - 1,q). The random 
PG(r - l,q)-process {wr(n)}~~, based on {xn}fi, is a Markov chain of subsets of 
elements of projective space PG(r - 1, q), such that o,.(O) = 0 and o,(n) = {xl,. . . ,x,} 
for n= 1,2,..., [r]. As standard in the theory of random structures, we shall be inter- 
ested in the asymptotical behavior of {ol(n)}~~O, in particular, we say that for a given 
function n = n(r), the subset o,.(n) has some property almost surely, or shortly as., if 
the probability that o,.(n) has this property tends to 1 as r -+ CO. 
In [6] it was shown that if n - r -+ 00 as r -+ cc then a.s. p(w,(n)) = r. Theorem 4 
below states that in the typical PG(r - l,q)-process o,(n) becomes k-connected soon 
after that: it is enough to add to it just O(lo$ r) more elements. It is not too surprising 
when one keeps in mind the behavior of a random graph on N vertices, which becomes 
connected after roughly N log N/2 steps of the random graph process, but it is enough 
to add to it N log log N/2 more edges to make it 2-connected (see [3] or Ch. VII of 
Bollobbs’ monograph [l]). Thus, one might expect that this analogy continues even 
further, and at the moment when the subset o,.(n) becomes 2-connected one can find in 
it a circuit of length I for each I between 3 and Y. (Let us recall that with probability 
1 - o( 1) the random graph becomes pancyclic at the very moment the last vertex of 
degree one disappears; for details see [7].) We show that this is not the case: the first 
circuit of length Y emerges only when n - CT for some constant c = c(q) > 1, and even 
at this moment the length of the shortest circuit in w,(n) is quite large (of the order r). 
Finally, we discuss shortly different definitions of k-connectivity for matroids and how 
their use affects the k-connectivity threshold for w,.(n). 
2. Preliminaries 
In this section we collect some combinatorial results on properties of PG(r - 1,q) 
and a random subset w,.(n). Thus, for integers q 22 and r>O, define 
rr10 = 1, 
r 
[r]k = n (4” - 1) for k = 1,2,. . . , r, 
i=r-k+l 
and set 
q’ - 1 
=q-l* 
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It is well known (see [4]) that every projective space of rank Y contains precisely [;I 
subspaces of rank k; in particular PG(r - 1,q) contains [r] points. We shall also use 
the following observation of Kelly and Oxley [5]. 
Fact 1. Zf K is an independent subset of PG(r - 1,q) then PG(r - 1,q) contains 
(q - l)ixl-’ elements x such that x UK is a circuit. 
Let us recall some results concerning properties of o,.(n). We remark first that instead 
of o,(n) it is easier to deal with &r(n), where the modified PG(r - l,q)-process 
{cM)]% is obtained from the infinite random sequence {&},OO=a, in which each 
point f, is chosen uniformly at random from all elements of PG(r - 1, q), so we can 
have c&.(n) = &.(n+ 1). Clearly, &r(n) can be identified with w,.(]&(n)l). Furthermore, 
since PG(r - 1,q) consists of [r] points, with probability at least 1 - 0(r2q-‘) we 
have \&,.(2r)] =2r. Thus, for n62r, sets o,(n) and c&(n) are nearly identical, more 
precisely, the following holds. 
Fact 2. Let d be any property of a subset of PG(r - 1,q) and n <2r. Then 
Prob(o,(n) has &) = Prob (c&(n) has ~4) + O(r’q-‘). 
In [6] we studied the rank of &(n), showing, among others, the following fact. 
Fact 3. Zf r - n -+ 03 then a.s. p(&(n)) = n, whereas for n - r --) 00 we a.s. have 
p(&-(n)) = r. 
In the note we shall need precise estimates for the probability of the event that 
p(&.(n))<r - 1 for ZBl. Thus, let z$“’ count the number of steps i of the process 
{&(n)},“=0 such that p(&,(i))=p(G,(i - l))= k. One can easily see that 1;:“’ has 
the geometric distribution with the expectation [k]/[r] = (1 + O(qpk))qk-‘, and so its 
generatingfunctionisgivenby(1+O(q-k))(1-qk-’)/(1-sqk-‘).For /=l,...,r-1, 
let g’-‘(s) denote the generating function of c;lf 1;:“‘. In [6] it is shown that g’-‘(s) 
can be written as 
skq-k 1 Hi”=, (l -q-‘) ’
where the above estimate is uniform for every (s] < 1 and we set /I = n& (1 - qqk). 
Thus, for every 12 2, 
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As an immediate consequence of the above formula we obtain the following limit value 
for the probability that p(+(n)) <r - I, when Ia 1: 
r-l 
Prob (p(&(n)) <r - I) = Prob c 1;:“) 2 n - Y + I 
k=l 
I-I n-l 
=(l +o(q’-“+q’-‘))nl_ c q-‘k 
i=, 1 -q-j k=n-r+l 
=(l +O(q’-n+q’-‘))fiL 
j=, 1 -q-j’ 
--[(n-r+l) 
. (1) 
3. Connectivity of o,(n) 
Our main result on the connectivity of o,(n) states that o,.(n) becomes k-connected 
when n=r+(k- l)log,r+O(l). 
Theorem 4. Let k > 2 and n - r - (k - 1) log, r --f c as r + co for some constant c. 
Then 
JimmProb(o,.(n) is k-connected) = exp(-(q - l)k-2q-“/(k - l)!). 
Proof. Let k > 2 be fixed and n = n(r) be such that n - r - (k - 1) log, r + c. Due to 
Fact 2 it is enough to show the assertion for the random set O,(n). Note first that Fact 3 
implies that a.s. p(&(k)) = r. Moreover, if k > 3 then, due to (1) the probability that 
c%,(n) is (k - 2)-separable is bounded from above by 
-n+r-l+k-2 _.(I + o(l pk-2,-k+lqk ~ 0. 
Thus, let X,. =X,(k, n) be the random variable which counts the number of sets S, 
Sc&,(n) such that 
(i) ISJ =k - 1; 
(ii) p(&(n)\S) = r - 1; 
(iii) S n o(&(n)\S) = 0. 
We shall show that X,. converges in distribution to the random variable PO(~) which 
has the Poisson distribution with the mean 1= (q - l)k-2q-c/(k - 1 )!. 
As a straightforward consequence of (1 ), for the expectation E X, of X, we obtain 
--n+r-lfk-I 
(1 +O(q’-“+q-‘))q 1 _q_, (1 -q-‘jk-’ 
rk--l 
= c1 + O(l))@ _ I>!4 
--n+r+k-2(l _ q-1 )k-2 --) 1. 
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We shall show that the lth factorial moment of X, tends to A’ as n -+ 00. Note that 
since the expected number of l-tuples St,. . . , S, C_&(n) which fulfill (i)-(iii) and for 
which p(&.(n)\ U;=, Si)<r - I- 1 is bounded from above by 
~/(k-l)q-(/+l)(n-r--k/) --) 0, 
it is enough to count the I-tuples (Sr,. . . ,S,) for which (i)-(iii) hold and p(&(n)\ 
U:=r Sj)>r- 1. 
Observe also that, because of (iii), for every i = 1,. . . , 1 we have o(&(n)\ Uj_, Sj) n 
Sj = 0 and so each subspace Hi =0(&.(n)\ Ujzi Sj) has the rank larger than &4(n)\ 
Ujz, Sj). Furthe t-more, again due to (iii), Hi $ o(U~+~IIZ~). Consequently, every set Si 
must contain an element si such that si $ o(&,(n)\ lJj+ Sj). Hence, for every permu- 
tation z of {l,..., I} and every i= l,..., I we have 
This fact immediately implies that &c&(n)\ Uj+ Sj) = Y - I, and for every 1 d i < j < 1 
we have p(Hi) = r - I + 1 and Hi nHj = r~(&(n)\ Uj=, Sj). 
Let us count I-tuples for which all the above holds. The expected number of such 
Z-tuples which are not pairwise disjoint can be crudely bounded from above by 
n4--l)+l[Qk _ l)]‘q-K-‘-‘k’ _.+(). 
The expected number of pairwise disjoint I-tuples (St,. . . , SI) we estimate more pre- 
cisely. There are 
n! rKk-l) 
[(k - l)!]‘(n - kl + I)! =(l + ‘(‘))[(k _ I)!]’ 
ways to choose disjoint sets SI , . . . , S/ g c&.(n); the probability that p(&.(n)\ Uj=, si) = 
Y - 1 is, due to (I), given by 
(1 +oUNj-j l /*(k-2)-k j --yq-~[~--r+~--(~-‘)‘l =(l + o(l))q rl(k_,) 
,j=, ’ - 4-’ 
n _A__ 
j=, 1 -q-j’ 
Mpreover, the probability that the first element tr of Sr does not belong to o(&,(n)\ 
-I, and the probability that the remaining k - 2 elements of 
equals [q’-‘( 1 - q-‘)lke2. Similarly, having chosen 5’1,. . . ,Si_l for some i = 2,3,. . . , 1, 
the probability that the first element ti of Si is outside o($, Hi) equals 1 + o(l)- 
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q-‘+‘-’ while the probability that all other elements of Si are in 
is [q’-‘( 1 - q-‘)lk-*. Thus, the expected number of the I-tuples we study is given by 
12(k-2)-k ’ 
(’ + O(l));, - I)!]! j=, 1 - q-j rI __.+I + o(l) _ q-i)(l _ q-‘)‘(k-*)q-‘(‘-‘)(k-*) 
Hence, X, converges in distribution to PO(~) and the assertion follows. 0 
From Theorem 4 one can easily obtain the corresponding result on the k-connectivity 
of o,(p). Note that, as we have already mentioned above, connectivity properties of 
this model of a random subset of PG(r - 1,q) are much simpler than those of the 
uniform one; roughly speaking, it follows from the fact that in the binomial model the 
number of elements in the set o,(p) is determined only up to m. 
Corollary 5. Let k >2, a E If3 and p(r) = (r + aJ;)/[r]. Then 
lim Prob {p(o,(p)) is k-connected) = - 
r-+00 
& _: epx212 dx. 
s 
Proof. Note that the number of points which belong to o,(p) has the binomial dis- 
tribution with parameters [r] and (1. + ~.~fi)/[r]. Furthermore, let y = y(r) = o(log, r). 
Then, for every k 22, 
Prob(lw(p)l2r + Y) 
= (1 +o(l))Prob((o,(p)J3r+(k- l)log,r+Y) 
= (1 + o(l))Prob IUr(P)I - r - UJ; 2 - a(l + o(1)) 
J; 
1+0(1) a = T _-03 e-X2/2 dx. 
s 
0 
4. circuits 
In this part of the note we show that, unlike in the case of random graphs, at the 
moment when 6$(n) becomes k-connected it contains no short circuits. The main result 
of this section determines the moment of the random PG(r - l,q)-process in which 
circuits of size r appear rather precisely. 
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Theorem 6. Let rf ldn=n(r)<2r and let Obt-dt+dr+ 1. 
(i) rf C:+=,_ (7) y t0 then a.s. w,(n) contains no circuits of length t, for 
t_ <t<t+. 
(ii) If x2,_ (r)y ‘cc and either r - t+ + rx or t_(n - t+)/n-+oo then a.s. 
o,.(n) contains a circuit of length t, for some t_ d t < t+. 
We start with the following observation. 
Fact 7. Let ldtdr + 1, O<s<t - 1 and let xI,...,xk denote the set of random 
points, chosen uniformly and independently from all elements of PG(r - 1,q). Set 
P~.,~ = Prob (XI, . . . , xt form a circuit ) p(x,, . . . ,x,~) = s). 
Then, 
pt,,7 = (1 + O(rq_‘))(q - l)‘-’ 
4’ 
z (1 - qi-r). 
k--s-t I 
(2) 
In particular, for every function y(r) which monotonically tends to infinity, if either 
sdt -y(r) or t<r - y(r) then 
PI,.7 =(I + O(l))Pt,o, 
where the quantity o( 1) tends to 0 as r + 03 uniformly for every pair s, t for which 
the assumption holds. 
Proof. We must estimate the probability of the event that, if we add to s independent 
points xl , . . . ,x, of PG(r - l,q), t - s + 1 random points x,*+1,. . . ,xf, then the set 
{XI,. . . ,x,_ 1) will be independent and all t points XI,. . . ,xt will form a circuit. The 
probability that {xl , . . . ,x,_ 1) is independent provided p(x,, . . . , x,~) = s is given by 
j+, (1 - ;) = J+, 5 =(l + o(%-.)),=E+,(l - 4i-r). 
Moreover, the probability that xt closes a circuit, provided points XI,. . . J- I are inde- 
pendent, is, due to Fact 1, equal to 
‘qq; !I;-’ = (1 + qq-‘))(q ,t’” . 
Hence (2) follows. The second part of the assertion is an easy consequence of (2). 0 
Proof of Theorem 6. Let X f_.,f+ =Xt_,[+(r) be the random variable which counts cir- 
cuits in o,(n) of size t, where t_ 6 t < t,. Then, for the expectation of X,_,,, we have 
EX,_,,+ = Pi.0 <(I + O(q-‘1) 2 (1) ‘qqT “;-‘, 
i=f_ 
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and so (i) follows. Furthermore, 
E&_,t+K,t+ - 
Note that, due to Fact 7, if r - t+ -+ 00 then 
n - il ( > i2 _j Pi*,j = t1 + o(1))Pi2,0 mi"gl-'(;) (;21il) 
d (1 +0(l)) l; 
0 
Pi2,o. 
Similarly, if t_(n - t+)/n ---) CO then the last terms in the sum 
mi”$‘-’ ( f: ) (a:;) Pi*,j 
are negligible and for a function y(r) --) CO we have 
Thus, 
EX-~,+(X,_,,+ - I)<(1 f o(~))(EX,-,,+)~ 
and, whenever E X,_ , [+ -+ 03, 
Vmx,_,t+ =E&_,t+(X_,t, - 1) + EL,,, - W&,t+)2 
= o((EX,_,, >*). 
Hence, from Chebyshev’s inequality, a.s. X,_ , t+ > E X,_ , t+ /2 > 0. 0 
Let us mention two consequences of Theorem 6 which easily follows from Stirling’s 
formula and elementary computations. Our first result says that the moment when in 
the random process {w,(n)}~~, a circuit of length r emerges is, similarly as in the 
case of the k-connectivity, surprisingly sharply localized. 
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Corollary 8. There exists a function no = no(r) such that 
lim Prob (w,.(n) contains a circuit of length r) = 
0 ifn-no-+-c0, 
r-‘x 1 zfn-no-+c0. 
Furthermore, no/r --+ c as r + CXI, where c > 1 is the root of the equation 
c”(q - 1) = (c - l)C_‘q. (3) 
None the less, as we have already mentioned, if n N ar for some constant a then 
o,(n) contains no small circuits. More specifically, the following statement holds. 
Corollary 9. Let E be a positive constant and 
lim n(r)=a 
r-co y 
Then a.s. o,(n) contains no circuits of length smaller than (1 --~)x,r, where XI =x1(q) 
is the smallest positive root of the equation 
a”(q - 1)’ = (a - x)a--rqx”. (4) 
Furthermore, if a is less than the solution c> 1 of (3), then w,(n) contains no circuits 
of size larger than (l+~)x~r, where x2 is the other root of Eq. (4) such that x1 <x2 < 1. 
Finally, let us remark that Corollaries 8 and 9 have their natural counterparts for the 
binomial model w,(p), although in this case the threshold function for the existence 
of a circuit of length r cannot be determined with such a precision. 
5. Different definitions of co~ectivity for matroids 
Many different definitions of k-connectedness of matroids M = (E, p) on the ground 
set E are known (see [B, Chs. 4 and 8; 9, Ch. 51). Below we shall briefly review 
some of them and discuss how they are related to our results. We remark also that, 
roughly speaking, all definitions below describes the connectivity of the matroid by 
itself whereas we are rather interested in the connectivity of a submatroid of PG(r- 1, q) 
and so the other notions of k-connectivity differ very much from our approach for k = 1. 
Consequently, throughout the rest of the note, we shall always assume that k 2 2. 
5.1. Tutte connectivity 
We say that for a matroid M, a partition (X, Y) of its ground set E is a k-separation 
if 
P@‘> + ~0’) - dE)Gk - 1 (5) 
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min{lXI, (Yl}>k. (6) 
If M is k-separated for some k, then the connectivity t(M) of A4 is defined as the 
minimum such k; otherwise we take t(M) to be 00. 
5.2. Vertical connectivity 
A matroid M is vertically-k-separated if (5) holds and instead of (6) we have 
min{p(X),p(Y)} >k. (7) 
The smallest k for which A4 is vertically k-separated is called the oertical connec- 
tivity x(M) of M; if such an k does not exist we set K(M) = p(M). Similarly as for 
graphs, the girth g(M) of a matroid it4 is the size of its smallest circuit; if M contains 
no circuits we set g(M) = co. If matroid M is not isomorphic to any uniform matroid 
U,, of rank r on a set of II elements, then t(M) and rc(M) are related by the following 
simple equation (see for example [8, Theorem 8.2.61) 
t(M) = min{+Q,g(M)}. (8) 
(Let us recall that U,,, is a matroid of rank r on n-element set E, which has all 
r-element subsets of E in its basis.) 
5.3. Cyclic connectivity 
A matroid M is cyclically-k-separated if (5) holds and both X and Y contain circuits 
of M. If M is cyclically k-separated for some k, then for the cyclic connectivity K*(M) 
of M we take the minimal k for which it is the case; otherwise we put rc*(M) = p(M). 
If S is the separator introduced in Section 1 then (E\S,S) fulfills (5). Moreover if 
n,<2r then a.s. all “small” subsets of o,(n) are independent, and for such a matroid 
the condition (6) is equivalent to (7). 
Note also that 
lim F’rob (o,(n) is isomorphic to U,.,,) -+ 0, ?-+Dc) 
and due to Corollary 9, o,.(n) contains no small circuits. Thus, using (8), we arrive at 
the following analog of the result obtained by ErdGs and Renyi [3] for random graphs. 
Corollary 10. Let n = n(r) be such that n = r + log, r but n - r --+ CO. Then a.s. 
t(Mn)) = x(w(n)) = %4n)). 
We remark that a stronger “hitting time” result, analogous to that obtained for the 
random graph process by Bollobls and Thomason [2] (see also [l, Theorem VII.4]) 
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holds for the random PG(r - 1, q)-process as well. On the other hand, one can easily 
check using Corollary 9 that for a fixed k and n = r+O(log, Y) as. the random matroid 
o,(n) cannot be cyclically k-separated. 
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