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We show that if a flow network has k inputoutput terminals (for the
traditional maximum-flow problem, k=2), its external flow pattern
(the possible values of flow into and out of the terminals) has two
characterizations of size independent of the total number of vertices:
a set of 2k+1 inequalities in k variables representing flow values at
the terminals, and a mimicking network with at most 22
k
vertices and
the same external flow pattern as the original network. For the case
in which the underlying graph has bounded treewidth, we present
sequential and parallel algorithms that can compute these characteriza-
tions as well as a flow consistent with any desired feasible external
flow (including a maximum flow between two given terminals). For
constant k, the sequential algorithm runs in O(n) time on n-vertex
networks, and the parallel algorithm runs in O(log n) time on an EREW
PRAM with O(nlog n) processors if an explicit tree decomposition of
the network of size O(n) is given; if not, known algorithms can com-
pute such a tree decomposition in O((log n)2) time using O(n(log n)2)
processors. ] 1998 Academic Press
1. INTRODUCTION
Network flows have a rich history, not only within
computer science, but also in the fields of mathematics,
engineering, and management sciences. Many problems of
combinatorial optimization reduce to variations of the basic
problem of finding a flow in a network. A comprehensive
survey of the state of the art appears in the recent textbook
by Ahuja et al. [1]. Despite significant advances over
several decades, the design and analysis of efficient algo-
rithms for network-flow problems remains at the leading
edge of research.
We define a flow network (or, simply, a network) to
be a tuple N=(G, l, c, Q), where G=(V, E) is a directed
graph, l and c are functions mapping E to R0 (the set of
nonnegative real numbers) with l(e)c(e) for all e # E, and
Q is a sequence of distinct vertices in V. For all e # E, l(e)
and c(e) are called the lower bound and the capacity of e,
respectively, and the elements of Q are the terminals of N.
The edges in E model pipes, in a concrete or abstract sense,
designed to carry a commodity at a steady rate between sites
represented by the vertices in V. For each e # E, l(e) and
c(e) are lower and upper bounds on the rate at which the
commodity can flow through the pipe represented by e. The
meaning of the terminals is explained below. Although Q is
an (ordered) sequence, the order among the terminals is
often irrelevant, and we will use ‘‘Q’’ also to denote the
(unordered) set of the terminals, relying on context to
resolve any ambiguity.
Given a function f : E  R0 , we define the import of f at v,
for each v # V, to be the quantity if (v)=e # ([v]_V) & E
f (e)&e # (V_[v]) & E f (e), i.e., the sum of the values of f on
the edges leaving v minus the sum of the values of f on the
edges entering v. A function f : E  R0 is called a flow in N
if it satisfies the following two conditions:
l(e) f (e)c(e) for all e # E,
if (v)=0 for all v # V"Q. (1)
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For each edge e # E, f (e) is called the flow over e. If
f (e)=c(e), f is said to saturate e. Note that in the presence
of nonzero lower bounds, a network may fail to have any
flow (e.g., a nonterminal vertex may be incident to an edge
with a positive lower bound and to no other edge). We call
a network feasible if it has at least one flow.
The relations (1) are known as the flow-conservation or
balance constraints. They express the condition that the net
flow into each nonterminal vertex is zero. It is natural to
visualize the balance constraints by viewing the terminals
(where the constraints are not enforced) as places at which
the network can interact with the outside world, which also
motivates the use of the term ‘‘import.’’ An unspecified
external agent may either inject flow into a vertex v (if (v)>0)
or remove flow from v (if (v)<0). Correspondingly, if
Q=(q1 , ..., qk), we define the external flow associated with
the flow f as the k-tuple (if (q1), ..., if (qk)). We will be inter-
ested in the set of all possible external flows (a subset of Rk),
which we call the external flow pattern of N. One necessary
condition for (x1 , ..., xk) to be an external flow is that
x1+ } } } +xk=0; this equation is obtained by summing the
imports at all vertices and using the balance constraints.
The traditional maximum-flow problem, which asks for a
maximum flow from a source s to a sink t, can be cast in our
framework by taking Q=(s, t). The value of a flow f in the
resulting network, when considered as a flow from s to t, is
x, where (x, &x) is the external flow associated with f, and
f is maximum if its value is maximum among those of all
flows. Since every convex combination of flows in a network
is again a flow in the network, the external flow pattern will
be either the empty set (if the network is infeasible) or of the
form [(x, &x) # R2 | &btxbs], where bs is the value of
a maximum flow from s to t, and bt is the value of a maxi-
mum flow from t to s. Our definitions can also be seen in the
wider context of networks with supplies and demands. We
allow nonzero supplydemand only at terminal vertices and
study the feasible combinations of supplies and demands.
Observe that if a network is considered to be ‘‘accessible’’
only at its terminals, the rest of the network being hidden
from observation in a ‘‘black box,’’ then the network is
completely characterized by its external flow pattern. The
research reported here was motivated by the following ques-
tion: Does the external flow pattern of a k-terminal network
have a small characterization (i.e., complete description),
one whose size depends only on k and not on the size of the
network? As we saw above, in the case k=2 the answer is
‘‘yes’’: The external flow pattern of any 2-terminal network
is fully described by just two real numbers. We answer the
question in the affirmative for all values of k. In fact, we
provide two small characterizations of the external flow
pattern R of a k-terminal network N. One is a set of 2k+1
inequalities in k real variables whose solution space is
precisely R. The other is a mimicking network of N, i.e., a
k-terminal network whose external flow pattern coincides
with that of N ; the mimicking network has at most 22
k
vertices.
The existence of small characterizations of networks
with a small number of terminals enables us, using fairly
standard techniques, to develop efficient sequential and
parallel algorithms for a number of network-flow problems,
including the maximum-flow problem, for special classes of
networks. Before stating our results, we review existing
sequential and parallel algorithms for the maximum-flow
problem; while discussing related work, we assume that
the lower bounds of all edges are zero. When describing
a network N=(G, l, c, Q) using graph terms such as
‘‘planar,’’ we intend these terms to apply to the undirected
graph underlying N, i.e., to the graph obtained from G by
replacing each directed edge (v, w) by the corresponding
undirected edge [v, w] and eliminating duplicate edges.
The best sequential algorithms for solving the maximum-
flow problem in general networks with n vertices and m
edges have time bounds around O(nm) (see, e.g., the survey
by van Leeuwen [23]). Faster algorithms are known for
certain special classes of networks: Weihe [24] describes
an algorithm for n-vertex planar networks that runs in
O(n log n) time, and a linear time algorithm for outerplanar
networks is given by Chrobak and Diks [8].
The models of parallel computation used in this paper
are the EREW (exclusive-read exclusive-write) and CRCW
(concurrent-read concurrent-write) PRAMs (parallel random
access machines); basic facts about these models can be found
in the textbook by Ja Ja [18]. The two most important perfor-
mance measures of a PRAM algorithm are its running time
and the number of processors employed. The latter quantity
is often indicated indirectly by giving instead the time-
processor product or, synonymously, the number of opera-
tions executed by the algorithm, defined as the product of
the number of time steps and the number of processors used.
The latter measure is convenient for several reasons, one
being that it enables the most direct comparison with
sequential algorithms. A PRAM algorithm is said to have
optimal speedup if its time-processor product is within a
constant factor of the running time of the fastest sequential
algorithm for the problem under consideration. A PRAM
algorithm is considered attractive if it has optimal speedup,
or close to it, coupled with a running time significantly
below those of competing sequential algorithms. An NC
algorithm is one that, on inputs of size n, uses (log n)O(1)
time and nO(1) processors.
The problem of deciding whether the value of a maximum
flow in a network with integer capacities is even or odd is
complete for P (the class of languages decidable in polyno-
mial time) under logspace reductions [16]. As a consequence,
the existence of an NC algorithm for the maximum-flow
problem would imply that all problems in P have NC algo-
rithms, a state of affairs that is considered highly unlikely.
Thus parallel algorithms for the maximum-flow problem
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[15, 22] fall far short of a polylogarithmic running time.
However, NC algorithms are known for special cases. If the
edge capacities are given in unary, then a reduction to
perfect matching yields a randomized NC algorithm [20].
An NC algorithm is known for the case of planar networks
[19], and an algorithm by Chrobak and Diks [8] uses
O(log n) time and n processors on n-vertex outerplanar
networks.
We present sequential and parallel algorithms for solving
the maximum-flow problem on important classes of networks,
those of bounded treewidth. Following the work of Robertson
and Seymour [21], we define a tree decomposition of an
undirected graph G=(V, E) as a pair (T, B), where T=(X, F)
is a tree and B=[Bx | x # X] is a family of subsets of V called
bags, one for each node in T, such that
(1) x # X Bx=V (every vertex in G occurs in some
bag);
(2) for all [v, w] # E, there exists a node x # X such that
[v, w]Bx (every edge in G is ‘‘internal’’ to some bag);
(3) for all x, y, z # X, if y is on the path from x to z in T,
then Bx & Bz By (every vertex in G occurs in the bags in
a connected part of T, i.e., in a subtree).
The width of a tree decomposition (T, [Bx | x # X]) is
maxx # X |Bx |&1, and the treewidth of an undirected graph
G is the smallest width of any tree decomposition of G.
This nonintuitive definition obscures the facts that graphs
of treewidth k are a natural generalization of trees and that
many useful classes of graphs consist of graphs of treewidth
at most k for small constant k; among these are the classes
of outerplanar graphs, series-parallel graphs, chordal graphs
with small clique size, and partial k-trees [23, Section 1.6].
Following the convention introduced above for extending
graph terminology to networks, we apply terms like ‘‘tree
decomposition’’ and ‘‘treewidth’’ to networks as well as to
undirected graphs (see Figs. 1 and 2).
Many authors have given algorithms for problems on
graphs of bounded treewidth that are more efficient than
their counterparts for general graphs. We extend this tradi-
tion to the maximum-flow problem and give a sequential
algorithm that works in O(n) time on n-vertex networks of
bounded treewidth. We also describe an EREW PRAM
algorithm for the same problem that uses O(log n) time (the
best possible, as can be seen by appealing to the lower
FIG. 1. An example network, with terminals shown as double circles
and lower bounds and capacities not indicated.
FIG. 2. A tree decomposition of width 2 of the network of Fig. 1, with
each tree node shown as a circle enclosing the network vertices in the
corresponding bag.
bound of Cook et al. [11]) and O(n) operations, provided
that a tree decomposition of the network of bounded width
and size O(n) is given as part of the input. If not given, the
necessary tree decomposition can be computed in O((log n)2)
time, still using O(n) operations [7]. In either case, optimal
speedup is achieved. Our algorithms solve a more general
problem in which the number of terminals is not necessarily
equal to 2, as for the maximum-flow problem. If both the
treewidth of the network and the number of terminals are
bounded by a constant, we can, within the sequential or
parallel resource bounds given above, compute both of our
small characterizations of the external flow pattern of the
input network. We can also compute a flow in the network
associated with any prescribed external flow. If the number
of terminals andor the treewidth of the graph are not constant
but O(- log log n), our parallel algorithm (excluding the
computation of a mimicking network), although its time-
processor product is no longer linear, still runs in polyloga-
rithmic time with a linear number of processors.
Arnborg et al. [3] and Bodlaender [4, 5] give very
general dynamic-programming frameworks within which a
number of NP-complete problems can be solved in sequen-
tial polynomial time and with NC algorithms when restricted
to graphs of bounded treewidth. The problem of finding the
value of a maximum flow, when formulated as that of finding
the capacity of a minimum cut, fits into the framework of [3],
and the associated decision problem fits into the framework
of [4, 5]. In both cases, it is possible to extend the frame-
work to construct an actual cut witnessing the value found.
However, the resultingalgorithmscannotcompute a maximum
flow or either of our network characterizations.
In Section 2 we describe our two small characterizations
of networks with few terminals. We show how to maintain
the small characterizations under simple network transfor-
mations in Section 3 and describe sequential and parallel
algorithms for computing the characterizations for networks
of small treewidth in Section 4. In Section 5, the algorithms
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are extended to compute flows with any desired external
flows.
2. CHARACTERIZATIONS OF FLOW NETWORKS
In this section we show that the external flow pattern of
every k-terminal network has two characterizations whose
sizes depend only on k.
A cut in a network N=(G=(V, E), l, c, Q) is a subset
C of the set V of vertices. We denote by C the ‘‘opposite’’
cut V"C and by C the set [(v, w) # E | v # C and w # C ] of
edges leaving C. The capacity of C is the quantity cap(C)=
e # C c(e)&e # C l(e), i.e., the sum of the capacities of the
edges leaving C minus the sum of the lower bounds of the
edges entering C. For all s, t # V, an s-t-cut is a cut that
contains s, but not t. A minimum s-t-cut is an s-t-cut whose
capacity is minimum, among those of all s-t-cuts.
The classic generalized max-flow min-cut theorem [13,
Theorem I.9.1] can be restated in our framework.
Theorem 2.1. For every feasible 2-terminal network
N=(G, l, c, (s, t)), the value of a maximum flow from s to
t is equal to the capacity of a minimum s-t-cut. Moreover, for
every maximum flow f from s to t and every minimum s-t-cut C,
f (e)=c(e) for all e # C and f (e)=l(e) for all e # C .
The generalized max-flow min-cut theorem is construc-
tive; a maximum flow and a minimum cut can be found in
time polynomial in the number of vertices (see, e.g., [1]).
The theorem can be thought of as characterizing the external
flows in feasible 2-terminal networks; (x1 , x2) is an external
flow if and only if the following relations hold:
x1+x2=0
x1bs
x2bt ,
where bs is the capacity of a minimum s-t-cut, and bt is the
capacity of a minimum t-s-cut.
Before generalizing this to k-terminal networks, we must
address the problem of feasibility.
Theorem 2.2. A network N is feasible if and only if
each cut in N that contains all terminals or no terminals has
nonnegative capacity.
Proof. We form a new network N$ without terminals
by identifying all terminals in N and removing loops; we
view this as creating a single new nonterminal vertex. We
can identify each edge in N that does not join two terminals
with an edge in N$ in a natural way. The restriction of any
flow in N to the edges of N$ yields a flow in N$, since the
imports at all terminals in N sum to zero. Conversely, any
flow in N$ can be extended to a flow in N by setting the
flow over each edge present in N but not in N$ to an
arbitrary value between its lower bound and its capacity;
this is possible because each such edge joins two terminals
in N. Thus N is feasible if and only if N$ is.
Hoffman [17] (alternatively, see [13, Theorem II.3.1] or
[1, Theorem 6.11]) shows that a terminal-free network is
feasible if and only if all cuts have nonnegative capacities.
A cut in N$ corresponds to and has the same capacity as a
cut in N that contains all terminals or none of them, and
vice versa. K
The generalization of the inequality characterization of
2-terminal networks is given by a slight modification and
extension of a result due to Gale [14] (alternatively, see
[13, Theorem II.1.1] or [1, Theorem 6.12]). We allow even
the case k=0, considering a network without terminals
to have a single external flow, denoted ( ), exactly if it is
feasible.
Theorem 2.3. For all integers k0, a tuple (x1 , ..., xk)
# Rk is an external flow in a k-terminal network N=(G, l,
c, Q=(q1 , ..., qk)) if and only if the inequalities
:
k
i=1
xi0
(2)
:
qi # S
x ibS , for all SQ,
are satisfied, where bS , for all SQ, is the minimum capacity
of a cut in N whose intersection with Q is exactly S.
Proof. To see that the inequalities (2) are necessary,
consider a flow f in N with external flow (x1 , ..., xk). For
every cut C in N with Q & C=S, summing the imports at
all vertices in C gives the inequality qi # S xicap(C). One
such cut C will have capacity bS , as defined in the statement
of the theorem.
To see that the inequalities (2) are sufficient, let G=(V, E)
and consider a k-tuple (x1 , ..., xk) # Rk that satisfies (2). Since
cap(V)=0, x1+ } } } +xk=0. We augment N with two
new vertices, s and t. For each i such that xi>0, we add an
edge from s to qi with capacity xi and lower bound 0.
Similarly, for each i such that xi<0, we add an edge from
qi to t with capacity&xi and lower bound 0. This creates an
augmented network N$, whose sequence of terminals we
take to be (s, t).
We claim that [s] is a minimum s-t-cut in N$. To see this,
let CV be arbitrary and take C$=[s] _ C. Then C$
consists of the edges going from s to Q"C, the edges going
from C to C =V"C, and the edges going from Q & C to t,
and cap(C$) is the sum of the capacities of these edges minus
the sum of the lower bounds of the edges going from C
to C ; i.e.,
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cap(C$)= :
xi>0
qi # Q"C
xi+ :
e # (C_C ) & E
c(e)
& :
xi<0
qi # Q & C
xi& :
e # (C _C) & E
l(e)
= :
xi>0
xi& :
xi>0
qi # Q & C
x i+ :
e # (C_C ) & E
c(e)
& :
xi<0
qi # Q & C
xi& :
e # (C _C) & E
l(e)
=cap([s])+ :
e # (C_C ) & E
c(e)
& :
e # (C _C) & E
l(e)& :
qi # Q & C
x i
cap([s]),
where the last inequality follows from (2), used with S=Q & C.
Thus [s] is indeed a minimum s-t-cut in the augmented
network N$. We would like to apply Theorem 2.1 to this
cut, but we must first show that N$ is feasible.
By Theorem 2.2, it suffices to check that all cuts contain-
ing both s and t, or neither of them, have nonnegative
capacities. But for arbitrary CV,
cap(C)=cap([s] _ C)& :
xi>0
qi # Q"C
xi
cap([s])& :
xi>0
qi # Q"C
xi= :
xi>0
qi # Q & C
xi0,
where the first inequality follows from the fact that [s] is a
minimum s-t-cut; and
cap([s, t] _ C)=cap([s] _ C)+ :
xi<0
qi # Q & C
x i
cap([s])+ :
xi<0
qi # Q & C
xi0,
where the relation x1+ } } } +xk=0 was used in the last
step. Theorem 2.1, applied to the minimum s-t-cut [s], now
tells us that a maximum flow f from s to t in N$ saturates
all edges leaving s and, hence, all edges entering t. Restricting
this flow to the original network gives us a flow with external
flow (x1 , ..., xk), as required. K
We have thus characterized the set of external flows
(x1 , ..., xk) in any k-terminal network N by a set of 2k+1
inequalities given by (2). If N is feasible, we call the
inequalities (2), expressed in this form, the external flow
inequalities of N. In this case the right-hand side of each
inequality can be generated by a slight modification of a
procedure discussed by Ford and Fulkerson [13, Section I.7].
For the inequality associated with SQ, we augment the
network with two vertices, s and t, and add edges of infinite
capacity and zero lower bound in both directions between s
and all vertices in S, and between t and all vertices in Q"S.
In the resulting augmented network N$, s and t are considered
to be the only terminals. It is easy to see that the feasibility
of N implies that N$ is feasible. Moreover, an s-t-cut in
N$ of finite capacity corresponds to and has the same capacity
as a cut in N whose intersection with Q is exactly S, and
vice versa, so that we can determine bS by computing a
maximum flow from s to t in the augmented network N$.
This also gives us a cut CS in N of capacity bS whose inter-
section with Q is precisely S.
If N is infeasible, every network N$ constructed as above
is also infeasible, which gives us a way to recognize this con-
dition. In this case we do not know how to compute the
numbers bS efficiently. Since the inequalities (2) have no
solution, however, this is of no real importance, and we
define the external flow inequalities of N instead as a
standard unsolvable set of inequalities obtained from (2) by
replacing each of the numbers bS by &1.
The external flow inequalities provide a small character-
ization of a k-terminal network, but one that is not necessarily
aesthetically appealing or, in all cases, computationally
convenient. As an alternative, we now describe the construc-
tion of a small mimicking network.
Let N=(G=(V, E), l, c, Q) be a k-terminal network.
Clearly, if N is infeasible, any infeasible k-terminal network
is a mimicking network; we can take N$ as a network
containing two vertices v and w in addition to the k termi-
nals and no edges except a single edge with a positive lower
bound between v and w. For feasible N, the discussion
above shows how to associate with each subset S of Q a
certain minimum cut CS of capacity bS . We define an equiv-
alence relation # on V by declaring two vertices u and w
equivalent if and only if for all SQ, either [u, w] & CS or
[u, w] & CS=<, i.e., if u and w are ‘‘on the same side of ’’
every cut CS . The mimicking network N$ has a vertex for
each equivalence class of #. For any vertices U and W of N$,
there is an edge from U to W of capacity e # (U_W) & E c(e)
and lower bound e # (U_W) & E l(e). Finally, we identify
each terminal q of N with the equivalence class of #
containing it; this is well-defined, since no equivalence class
of # can contain two or more elements of Q.
Theorem 2.4. For all integers k0 and for every
k-terminal network N, the network N$ constructed as
described above has the same external flow pattern as N (i.e.,
it is indeed a mimicking network of N) and at most 22 k
vertices.
Proof. For infeasible networks, the proof is trivial. For
feasible networks, fix SQ. For every cut C$ in N$ with
Q & C$=S, there is a cut C in N of the same capacity as C$
and with Q & C=S, namely C=U # C$ U (i.e., ‘‘dissolve’’
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the vertices in the cut into their constituent components). It
is not true, conversely, that every cut in N corresponds to
a cut in N$, but the construction of N$ ensures that there
is a cut C$S in N$ with Q & C$S=S corresponding to and of
the same capacity as CS . This is because each vertex of N$,
considered as a set of vertices in N, is either contained in CS
or disjoint from it. The two networks N and N$ thus
associate the same minimum capacity bS with each SQ;
that is, the two sets of external flow inequalities are identical.
By Theorem 2.3, the two networks have the same external
flow pattern.
To bound the number of vertices in N$, we note that
since |Q|=k, |[CS : SQ] |2k. An equivalence class of
# can be specified by a subset of [CS : SQ] enumerating
the minimum cuts to which all vertices in the class belong;
it follows that the number of equivalence classes of #, and
thus the number of vertices in N$, is at most 22
k
. K
Both external flow inequalities and mimicking networks
for networks with n vertices and k terminals can be obtained
in time that is polynomial in n and 2k, the complexity of the
construction being dominated in both cases by that of 2k
computations of minimum cuts in 2-terminal networks,
each with O(n) vertices.
3. COMBINING FLOW NETWORKS
Suppose that a network N is obtained by applying some
operation to one or more networks N1 , ..., Nr . Whenever
the external flow inequalities of N depend only on those of
N1 , ..., Nr , we would like to obtain the former from the
latter in a time that depends only on the total number of
terminals involved, not on the sizes of the networks. In this
section we show how this can be done for three basic opera-
tions that, in conjunction, allow us to glue together two
vertex-disjoint networks at some of their terminals.
Observe first that if we manage to characterize the
external flow pattern of a network N by a set L of linear
inequalities, we can obtain the external flow inequalities of
N by the following procedure: If L has no solution, we
simply output the relevant standard unsolvable set of
inequalities. Otherwise, for each constraint of the form
qi # S x ibS in (2), we compute the value of bS by solving
the linear program of maximizing qi # S x i subject to the
constraints L. If L contains 2O(k+1) inequalities in O(k+1)
variables, for some k0, we can use an algorithm for linear
programming in fixed dimension [9, 12] to do this in 2O(k
2+1)
time. Thus our task in each case will be to obtain a suitable
set L. We now consider the three operations to be supported
one by one.
(A) Forming the union of two vertex-disjoint networks
N1 and N2 . In this case, the resulting network N has as its
sets of vertices, edges and terminals the unions of the corre-
sponding sets for N1 and N2 . After renumbering the
variables occurring in the external flow inequalities of N2 ,
we can obtain a suitable set L simply by forming the union
of the two sets of inequalities expressed in the external flow
inequalities of N1 and N2 .
(B) Identifying two terminals in a network N1 . This
creates a new vertex, also considered to be a terminal.
Starting from the external flow inequalities of N1 , we can
obtain a suitable set L as follows: Suppose that the variables
representing the import at the two terminals to be identified
are xi and xj . We then create a new variable x$, representing
the import at the new terminal, and add to L the equality
x$=xi+xj (which can be viewed as two inequalities).
(C) Dropping a terminal from a network N1 . In this
case, a terminal q in N1 , although still present in the resulting
network as a vertex, is no longer to be regarded as a terminal.
Starting from the external flow inequalities of N1 , we can
obtain a suitable set L by adding the equality xi=0, where xi
is the variable representing the import at q in N1 . This equality
expresses the balance constraint that is now to be enforced
at q.
In all three cases, if the networks N1 , ..., Nr have a total
of k terminals, the external flow inequalities of the network
resulting from the operation under consideration can be
computed in 2O(k
2+1) time. The same is clearly true of a
more complicated procedure in which two vertex-disjoint
networks are merged by identifying terminals in arbitrary
disjoint groups and subsequently dropping some or all of
the terminals. Such a procedure is used extensively in the
next section.
What was done above for external flow inequalities can
also be done for mimicking networks. We simply operate on
the mimicking networks in the same way as on the networks
that they represent, and then compute the mimicking network
of the resulting network using the construction described just
before the statement of Theorem 2.4. The resulting algorithm
runs in time polynomial in 22
k
, where k is the total number
of terminals in the networks N1 , ..., Nr .
4. FLOWS IN NETWORKS OF SMALL TREEWIDTH
In this section we describe algorithms that compute the
external flow inequalities of a network through repeated
application of the merging procedure of the previous section.
We define the subnetwork of a network ((V, E), l, c, Q)
induced by a vertex set V$V and an edge set E$(V$_V$)
& E as the network ((V$, E$), l$, c$, Q$), where l$ and c$ are
the restrictions of l and c to E$ and Q$ is a subset of V$ that
will be specified separately on each occasion.
In essence, the algorithms for computing external flow
inequalities proceed as follows: Given a network N with
terminal set Q, a partition of the edge set of N is used to
induce edge-disjoint subnetworks N1 and N2 of N, then the
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external flow inequalities of N1 and N2 are computed recur-
sively, and finally these are combined using the merging
procedure to obtain the external flow inequalities of N.
We next discuss the circumstances in which this idea
leads to efficient algorithms. First, since the procedures of
Section 3 glue networks together only at terminals and the
cost of merging the external flow inequalities of two networks
is exponential in the number of terminals, it is essential that
N has a very small vertex separator Z that can be used to
separate N1 and N2 . Second, since not only the vertices in
Q but also those in Z must be treated as terminals in the recur-
sive processing of N1 and N2 , care must be taken to ensure
that the number of terminals does not grow too fast with the
depth of recursion. And third, N1 and N2 must inherit the
same properties, in order for the recursive application to be
possible. Networks of small treewidth satisfy these require-
ments in a natural way.
Given a network N=(G=(V, E), l, c, Q) of treewidth
k, let (T=(X, F ), B=[Bx | x # X]) be a tree decomposition
of width k of G and root T at an arbitrary node. Define the
high point of each vertex v # V as the node in T of minimal
depth (i.e., distance from the root) whose bag contains v; it
follows from the connectedness property (3) of tree decom-
positions that there is a unique such node. We assign each
edge e # E to the high point of an endpoint of e, namely to
one of maximum depth in T. Properties (2) and (3) of tree
decompositions imply that this assigns each edge e to a node
in X whose bag contains both endpoints of e. Computa-
tionally, the assignment of edges to nodes can be realized as
follows: First, processing the tree decomposition level by
level, from the root to the leaves, we mark each vertex v # V
with the identity and depth of its high point. Subsequently
this information is broadcast from each vertex to its incident
edges, after which it is easy to complete the edge assignment.
FIG. 3. The tree decomposition of Fig. 2, with the network edges of
Fig. 1 assigned to tree nodes and some nodes named by letters.
FIG. 4. The subnetwork N$x for the tree decomposition of Fig. 3.
Figure 3 shows the result of assigning edges to nodes in this
manner for our example network.
For each subset Y of X, we can now define NY as the sub-
network of N induced by the vertices belonging to bags of
nodes in Y and the edges assigned to nodes in Y. A vertex
in NY is considered to be a terminal in NY if it belongs to Q
or to the bag of a neighbor in X"Y of a node in Y. For each
x # X, we will write N$x for N[x] and Nx for NY , where Y is
the set of descendants of x in T (including x itself). Figures 4
and 5 show the subnetworks N$x and Nx for the tree decom-
position of Fig. 3 of the example network of Fig. 1. As the
vertices 3 and 4 occur in the bag of w, they are terminals in
both N$x and Nx . Additionally, the vertex 5, which occurs
in the bag of y, is a terminal in N$x , and the vertices 8
and 9, which are terminals already in the original network,
are terminals in Nx .
The tree decomposition (T, B) is an explicit representa-
tion of the tree structure implicit in the recursive algorithm
discussed above. Replacing the top-down recursive descrip-
tion by a bottom-up one, we process the tree T level by level,
from the leaves to the root. At each node x # X, the goal is
to compute the external flow inequalities of the network Nx .
The first step towards this goal is to compute the external
flow inequalities of N$x , which contains at most k+1
vertices; this is done directly, as described after the proof of
Theorem 2.3. If x is a leaf, this completes the processing
at x, since then Nx=N$x . If x is not a leaf, we use the merging
algorithm to combine the external flow inequalities of the
networks N$x , Ny1 , Ny2 , ..., Nyr , where y1 , ..., yr are the
children of x. This takes r applications of the merging
algorithm to pairs of sets of external flow inequalities, and
it produces the desired external flow inequalities of Nx .
We must verify that the merging algorithm is indeed
applicable, namely that all vertices that are identified are
terminals in their subnetworks and that no terminal in Nx
occurs as a nonterminal in Ny for some child y of x. Both of
these claims follow from the connectedness property (3) of
tree decompositions: A vertex shared between Ny and Nz
FIG. 5. The subnetwork Nx for the tree decomposition of Fig. 3.
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for two children y and z of a node x must occur in the bag
of both a descendant of y and a descendant of z, hence in the
bags of x, y, and z, so that it is a terminal in both Ny and
Nz (for example, consider the vertex 5 in Fig. 3). Similarly,
a vertex shared between N$x and Ny for some child y of x is
a terminal in both. And a vertex that is a terminal in Nx
without belonging to Q occurs in the bag of x. If it is present
in Ny for some child y of x, it is therefore a terminal in Ny
(for example, consider the vertex 4 in Fig. 3).
The processing at the root of T clearly computes the
external flow inequalities of the input network N. The
number of invocations of the merging algorithm is exactly
|X|&1, and the number of computations of external flow
inequalities ‘‘from scratch’’ is bounded by |X|. It is easy to
see that the number of terminals in each network considered
by the algorithm is bounded by |Q|+k+1, so that the
whole processing, exclusive of the construction of the tree
decomposition, takes time |X| } 2O(( |Q|+k+1) 2). Let us analyze
the time further under the assumption that k and |Q| are
both bounded by a constant. In this case a tree decomposi-
tion of width k of an n-vertex network of treewidth k can be
constructed in O(n) time [6], and the processing at each
node in the tree decomposition takes constant time. We
hence have:
Theorem 4.1. For all constants k0 and all integers
n1, the external flow inequalities of an n-vertex network
of treewidth at most k and with at most k terminals can be
computed in O(n) time.
A parallel algorithm for the same problem can be designed
along the same lines, but we have to pay more attention to
the tree decomposition used. Nodes on the same level can be
processed simultaneously in a straightforward manner, but
we will make no attempt to process nodes on different levels
at the same time, so that the depth of the tree decomposition
should be small. Similarly, each group of sibling nodes is
processed sequentially, so we want the degrees of the internal
nodes in the tree decomposition to be small. Still assuming k
to be bounded by a constant, it turns out that we can get all
that we could have hoped for: Building on previous work by
Bodlaender [5], Bodlaender and Hagerup [7] show that
any tree decomposition with n nodes and of width k can be
changed into a rooted, binary tree decomposition of the
same graph of depth O(log n) and width at most 3k+2 by
an EREW PRAM using O(log n) time, O(n) operations,
and O(n) space.
If we apply the sequential algorithm to such a tree decom-
position (T, B), but process all nodes on the same level in
T simultaneously, we can process each level in constant time
and all of T in O(log n) time. This is trivial to do with n
processors. If we compute the depths of all nodes in T by the
well-known Euler-tour technique [18, Theorem 3.4], sort
the nodes in T by depth, and use the result of the sorting to
guide the allocation of processors (a similar procedure is
described by Cole and Vishkin [10, Section 2.3]), we can
carry out the same computation in O(log n) time using only
O(n) operations.
Theorem 4.2. For all constants k0 and all integers
n2, the following problem can be solved on an EREW
PRAM using O(log n) time, O(n) operations and O(n) space:
Given a tree decomposition with n nodes and of width at most
k of a network G with at most k terminals, compute the
external flow inequalities of G.
Concerning the computation of an (arbitrary-depth) tree
decomposition, we have a choice between two algorithms.
The fast but inefficient algorithm of Bodlaender [5] uses
O(log n) time and O(n3k+4) processors on a CRCW PRAM,
while the slower algorithm with optimal speedupof Bodlaender
and Hagerup [7] uses O((log n)2) time and O(n) operations
on an EREW PRAM.
As a special case of Theorems 4.1 and 4.2, we can
compute the value of a maximum flow from a source s to a
sink t within the stated resource bounds by taking Q=(s, t).
The requirement of a constant bound on the number of
terminals and on the treewidth is not strictly necessary in
Theorem 4.2; the constant factor hidden in the time bound
is 2O(k
2+1), and so we still have an algorithm working in
polylogarithmic time with a linear number of processors
when k is nonconstant but O(- log log n).
Theorems 4.1 and 4.2 hold also for the computation of
a constant-size mimicking network of the input network.
The argument is the same as above, except that we now
merge mimicking networks, rather than sets of external flow
inequalities.
5. COMPUTING FLOWS WITH GIVEN
EXTERNAL FLOWS
We may wish, in addition to characterizing the external
flows, to compute a flow associated with a given external
flow. As a special case, we may wish to find a maximum flow
from a source s to a sink t. In order to justify our algorithm,
we need to define ‘‘joint consistency,’’ which formalizes a
notion of simultaneously consistent partial solutions for
several edge-disjoint subnetworks of a given network.
Suppose that N1 , ..., Nr are edge-disjoint subnetworks of
a network N$ such that every vertex shared between two or
more of the subnetworks N1 , ..., Nr is a terminal in each of
these, and such that every terminal in N$ is also a terminal
in each of N1 , ..., Nr in which it occurs. We say that external
flows g1 , ..., gr in N1 , ..., Nr are jointly consistent with an
external flow g$ in N$ if there is a flow f $ in N$ with external
flow g$ whose restriction to Ni has the external flow gi , for
i # [1, ..., r].
Whenever we speak of joint consistency, we will assume
without stating it explicitly that the networks concerned
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satisfy the conditions imposed in the first sentence of
the previous paragraph. These conditions imply that for
i # [1, ..., r], the restriction to Ni of the flow f $ mentioned in
the definition can be assumed, without loss of generality, to
be any desired flow in Ni with external flow gi ; we call this
the substitution principle. The substitution principle in turn
implies a kind of transitivity of joint consistency: If g1 , ..., gr
are jointly consistent with g$ and gi, 1 , ..., gi, li are jointly
consistent with gi , for i # [1, ..., r], then all gi, j (for
i # [1, ..., r] and j # [1, ..., li]) are jointly consistent with g$.
We will employ the same notation as in the previous
section. In particular, we have a tree decomposition
(T=(X, F ), B=[Bx | x # X]) of the given network N
together with a desired external flow g in N, and for all
x # X, we denote by N$x the subnetwork of N induced by
the vertices in Bx and the edges assigned to x and by Nx
the union of N$y for all descendants y of x. Our algorithm
progresses down the tree decomposition level by level, from
the root to the leaves. At each node x with children y1 , ..., yr ,
we solve the following problem: Given an external flow gx in
Nx , compute external flows in the networks N$x , Ny1 , ..., Nyr
that are jointly consistent with gx ; below we describe in detail
how this is done. By the transitivity of joint consistency, the
complete computation provides us with external flows, jointly
consistent with g, in a collection of edge-disjoint networks of
bounded size whose union is all of N, namely the collection
[N$x | x # X]. For each network in the collection, we then
compute a flow with the given external flow. By the substitu-
tion principle, the union of these flows is a flow in N with
external flow g, and we are done.
The problem to be solved at each node x, as specified
above, involves ‘‘undoing’’ the network merges that were
carried out at x during the computation of the external flow
inequalities, as described in Section 4. Those merges, in turn,
were defined in terms of three basic operations described in
Section 3. It suffices, then, to see how each of those three basic
operations can be ‘‘undone.’’ For each operation, we must,
given an external flow in the result of the operation, compute
jointly consistent external flows in the networks operated
upon. We assume that we have already computed the external
flow inequalities for all intermediate networks, as described in
Sections 3 and 4.
(A) Forming the union of two vertex-disjoint networks
N1 and N2 . An external flow in the resulting network N$
immediately induces jointly consistent external flows in the
networks N1 and N2 .
(B) Identifying two terminals in a network N1 . The
external flow inequalities of the resulting network N$ were
created by converting a set L of inequalities to the canoni-
cal form (2). L consisted of the external flow inequalities of
N1 with the additional equality x$=x i+xj , where x$ and xi
and xj represent the import at the new terminal and at the
terminals that were identified, respectively. The given
external flow g$ in N$ provides values for the variables of all
terminals in N1 except for x i and xj and, consequently,
values in an external flow g1 in N1 consistent with g$.
Feasible values for xi and xj (which complete the external
flow g1) can be found by substituting the values of all the
other variables into L and then using a fixed-dimension
linear-programming algorithm to find a solution to the
resulting set of inequalities.
(C) Dropping a terminal from a network N1 . A consis-
tent external flow in N1 can be found by giving the value 0
to the terminal dropped from N1 ; values for all other
terminals are taken from the given external flow in the
resulting network.
In all three cases, if the networks N1 , ..., Nr have a total
of k terminals, their consistent external flows can be
computed in 2O(k
2+1) time. Having obtained external flows
jointly consistent with the given external flow g in all sub-
networks of the form N$x , we can compute flows in these
networks in time polynomial in k per network, since each
has at most k+1 vertices. Thus a flow associated with a
given external flow can be computed within the resource
bounds of Theorems 4.1 and 4.2. In particular, we can find
a maximum flow from s to t within these bounds. Again,
if a tree decomposition is given, we can increase k to
O(- log log n) while keeping the parallel running time and the
number of processors polylogarithmicand linear, respectively.
6. CONCLUSION
We showed that the external flow pattern of a network
with k terminals can be characterized by a set of 2k+1
inequalities and by another network, called a mimicking
network, with at most 22 k vertices. It would be interesting
to know whether these characterizations are essentially as
small as possible. It is not difficult to show that for k=3,
there is always a mimicking network with four vertices (and
this is best possible).
The characterizations turned out to be useful, for
example, when computing maximum flows in networks of
bounded treewidth. We presented a sequential algorithm
that solves the maximum-flow problem for these special
networks in O(n) time, where n denotes the number of vertices.
The corresponding parallel algorithm runs in O(log n) time
with optimal speedup. Our algorithms perform efficiently
even if the treewidth of the input is not a constant.
Since the conference publication of the results presented
in this paper, Arikati et al. [2] have used some of our methods
and results to devise algorithms for all-pairs network-flow
problems on networks of bounded treewidth. In particular,
they showed that following O(n log n) preprocessing time,
queries asking for the value of a maximum flow between two
specified vertices in an n-vertex network of bounded tree-
width can be answered in constant time.
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