Abstract -Maximum Likelihood (ML) 
Introduction
Maximum Likelihood estimation is a well known methodology for the estimation of unknown parameters when the outcomes i.e,measurement data are clumped and incomplete [2,3,11,13,14]. In PET [10,16], the reconstruction of the emission densities are sought on the basis of measurement data that are incomplete and clumped. Emission densities are estimated by maximizing the joint distribution function (normally termed as likelihood). The likelihood is defined as the probability of observing the measured data, given the emission parameters. It is found that due to incomplete data acquisition, the reconstruction goes noisier as the estimate approaches maximum likelihood hill. Bayesian approach [4, 15] solves this problem considerably by including prior knowledge in the estimation problem via Bayes rule, which relates prior distribution and likelihood function as, Department 
K. Rajan
So, the value of h for which equation (3) is solvable is the ML-estimate.
Entropy Maximization Estimation
This approach is based on maximizing the conditional entropy (which includes both the likelihood fimction and prior distribution function) rather than maximizing the likelihood function (Le, the maximum likelihood of observing the data given the parameter h).
The point to be noted is that likelihood doesn't utilize the knowledge of prior distribution. On the other hand, entropy includes the prior distribution along with the knowledge of likelihood. Once entropy is maximized, we impose certain constraints to get the functional form of prior distribution based on the available data y=(YY,,YZ,. ..,YJ.
The entropy associated with a data set y=(yl,y2, ..., y. ) assuming the parameter to be estimated is
where, P(h) is the prior distribution and f(y/h) is the likelihood function. Now, differentiating With respect to the parameter h, we get, The value of 1 for which equ. (5) is hue is the maximum entropy estimate (hhn). Due to the incompleteness of the problem often the solution comes in the form of a recursion relation.
The determination of the prior distribution P(h) is accomplished by imposing available normalization or boundary conditions. For positron emission tomography (PET), we have utilized self-normalization properly of the problem which preserves total activity of the estimate to be a constant. These constraint are problem specific, hence proper selection of constraint plays a vital role. In the next section, we will study the entropy maximization approach for PET
Positron Emission Tomography
The measurements in PET, y,. j = I , ..., M are modeled as independent Poisson random variables with mean parameters given by, Since the emission process can be modelled as Poission process, the likelihood of observed data i.e, the probability of observing the measuremmt data y given emission parameter h is expressed as, Substituting equation (6) in equation (4) we get, Above approximation is valid for PET system, since P(y/h)<<l .
It can be seen that as, p(dJ tends to uniform the distribution the recursion relation (10) approaches ML-algorithm Le, (where, i = I,.., N ) Bayesian algorithm also produces MLalgorithm as the prior distribution tends to uniform [4, 15] . It is clear that the proposed algorithm (10) is a generalized version of ML-algorithm. We call this as the Maximum Entropy (ME) estimate.
Extraction of Prior Knowledge
Self-normalization property of preserving the total activity of the estimate a constant gives, where, C is a constant representing the total activity of the estimate. Writing in an additive form for iterative implementation of the algorithm produces,
This is the proposed maximum entropy algorithm for PET modality. Similar algorithms can be developed for other forms of emission tomography like single photon emission computed tomography (SPECT).
Computer Simulation Studies
We have performed computer simulation on a 64x64 test phantom. The simulated PET system consists of 64 detectors in a ring geometry and the object space is decomposed into 64 x 64 square pixels. The objeci was assumed to be confined within the circle which is confined in the square region of the object, to exploit the eight fold symmetry available in the circular region of the system [lo] . Emission from the test image is taken as 100,000. The convolution back projection (CBP) performs much better than ML if the emission count is more than 100,000. For small emission count, ML is found to give better signal to noise ratio compared to that of CBP [8, 5, 10 ].
An annihilation event and subsequent emission occurring inside a pixel is govemed by a number of physical phenomena that comes into play during the interaction of y-ray with the matter like scattering, attenuation etc. In this study, we assume that the probability of an emission in a pixel i and its detection in tube j, Pq, depends only on the geometry of the measurement system. In such a case, Py is proportional to the angle of view, Ov, from the centre of the pixel into the detector tube j. Shepp &IO] has shown that the choice of Pg based on the geometry of the measurement system is reasonable. Due to the multplicative nature of the recursion relation (eqn.10) we have started the iterative process by considering the initial distribution as uniform distribution.
Determination of correct pr is difficult. Equation (17) holds good if correct p~ values are available. In order to compensate for the error that creeps in the values of ps, eqn.(l7) has been modified to the following form:
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Shepp and Logan phantom used for simulation studies is shown in Fig.l(a) , and the corresponding histogram is also shown in Fig. I@) . Reconstructed images using ML-algorithm and the proposed maximum entropy (ME) algorithm, along with the histogram plots are shown in Fig.2 and Fig.3 respectively. The quality of images reconstructed using proposed algorithm increases much faster than ML-algorithm with increasing iterations. The image quality starts degrading when the number of iteration is approximately 10 (see fig.5 ). In the case of ML-estimation, deterioration of the image starts much later at around 20* iteration [12]. The quality of the image reconstructed using the proposed algorithm is found to be much better in the early iterations as compared to those generated by MLalgorithm. 
Conclusions
We have presented a new algorithm for image reconstruction via conditional entropy maximization. The main contributions of this paper is its generalization and the derivation of prior distribution. From the surface plots of the original phantom (Fig.l) , EM reconstructed phantoms (Fig.2) , ME reconstructed phantom with a=l.O63 (Fig.3) and the entropy vs. iteration plot (Fig.4) , the following conclusions have been drawn : ( I ) The minute features are missing in the reconstructed images using ML-algorithm, whereas the proposed algorithm retains those features.
(2) Though the entropy associated with the image increases slowly with increasing iterations, the image improvement is very fast using the entropy maximization method.
