The overall objective of the research is to explore these fundamental problems with an eye toward their application in a specific domain. We feel that this mixture of both pure research and applications of the research is essential in VE. The close cooperation between the George Washington University and the NRT has been very fruitful in this regard.
In Section 2, we present a brief introduction to our research in navigation of VE. Motion control research is presented in Section 3. Section 4 describes the synchronization of sounds to motions. The creation and use of cognitive maps for navigation has long been a focus of psychological research (Stevens & Coupe, 1978; Goldin & Thorndyke, 1982 (Hahn, 1988; Hahn, 1987) , behavioral (e.g., flocking motion based on simple behaviors) (Reynolds, 1987; Gritz, Bergen 8c Darken, 1992), and constrained optimization (spacetime constraints) (Witkin & Kass, 1988) .
Controlling the motions of objects in a VE has similar associated problems. (GA) . When the structures undergoing evolution are computer programs, they are known as genetic programming (GP) (Koza, 1992; Goldberg, 1989 The term "behavioral systems" (Reynolds, 1987) refers to small control programs that determine the be- 4 Sound in VE
The generation of sounds, their synchronization to motion, and modeling of environmental effects are important problems in VE and computer animation. In VE, the research has concentrated mainly on head-related transfer functions (HRTF) and localization of sounds in anechoic environments (Wenzel, 1992) (Foster & Wenzel, 1991 (Cook, 1984) (Hahn, 1988 
Sound Rendering
In our previous work (Takala 8c Hahn, 1992;  George Washington University, 1992, 1993), we first introduced the concept of "sound rendering." The process of sound rendering is analogous to image rendering.
Sounds can be seen as one-dimensional (in time) data objects associated with geometric objects in much the same way as texture maps can be seen as two-or threedimensional (in space) data objects associated with geometric objects. These sound objects are "rendered" in a pipelined process paralleling the image rendering process ( Fig. 1 shows the general sound rendering process). This involves their instantiation based on a sound script derived from the motion control system. Once instantiated, the sounds are traced in an acoustic environment similar to the way that illumination energy is determined by ray-tracing or radiosity. This process also involves the transformation and resampling of sound from the object space to the microphone space. This is analogous to what is done to a texture while mapping it from the texture space to the image space. These environmental effects can be simulated by attaching additional nodes to the timbre tree. The resultant soundtrack is generated by evaluating the final timbre tree.
Application Directions
One of the major application focuses of our VE research at NRL has been in the visualization of naval simulations for tactical and strategic evaluation as well as possible shipboard employment (Bergen, Darken, 8c Duckworth, 1993 
