Dimensional effects in particle-in-cell (PIC) simulation of target normal sheath acceleration (TNSA) of protons are considered. As the spatial divergence of the laseraccelerated hot sheath electrons and the resulting space-charge electric field on the target backside depend on the spatial dimension, the maximum energy of the accelerated protons obtained from three-dimensional (3D) simulations is usually much less that from two-dimensional (2D) simulations. By closely examining the TNSA of protons in 2D and 3D PIC simulations, we deduce an empirical ratio between the maximum proton energies obtained from the 2D and 3D simulations. This ratio may be useful for estimating the maximum proton energy in realistic (3D) TNSA from the results of the corresponding 2D simulation. It is also shown that the scaling law also applies to TNSA from structured targets.
I. INTRODUCTION
Laser driven proton acceleration can produce proton beams of high energy and low divergence, as well as large proton number. [1] [2] [3] [4] [5] Such high-quality energetic proton beams are useful in ultrafast radiography, tumor therapy, inertial confinement fusion, etc. [6] [7] [8] [9] The target normal sheath acceleration (TNSA) scheme is one of the most widely investigated mechanisms of proton acceleration. 1, 2, [10] [11] [12] In TNSA, the intense laser irradiating a thin solid target generates, heats, and accelerates the electrons on its front surface. The hot electrons can easily penetrate through the target and create a huge charge-separation electric field behind its rear surface, where protons can be accelerated by this electric field to a few or tens of MeV.
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Like in many experiments involving complex phenomena, in proton acceleration it is difficult to scan all the laser and target parameters due to the high operational cost and limited laser shots. With rapid development of computational techniques, parallelized computer simulations are useful for predicting and/or verifying experimental results and as guide for optimizing target design. However, full-scale three-dimensional (3D) particle-in-cell (PIC) simulations are at present still impractical if large regions and long times of interactions are involved, and two-dimensional (2D) simulations are often used instead. However, it has been found that the maximum proton energy (MPE) from 2D PIC simulations of TNSA is consistently overestimated compared with that from the 3D simulations and the experiments. 18, 19, 21, 44 It is thus of interest to see if there exists a relation between the TNSA MPEs obtained from 2D and 3D simulations.
In this paper, we perform 2D and 3D PIC simulations of TNSA of protons under different conditions. By closely examining the results, we found a ratio of the MPEs from the 2D and 3D simulations. The empirical ratio is justified by a simple theoretical model and is consistent with that obtained from comparing the results from existing 2D simulations with the relevant experiments. Validity of this ratio for TNSA with micro-structured targets is also discussed.
The paper is arranged as follows. In Sec. II we compare the 2D and 3D results obtained from PIC simulations of femtosecond laser-driven TNSA proton acceleration. In Sec. III a model for the ratio of the 2D and 3D MPEs is introduced. In Sec. IV, the model is applied to picosecond-laser driven proton acceleration. Sec. V considers the dimensional effects on TNSA using micro-structured targets. Sec. VI summarizes our results.
II. PROTON ACCELERATION DRIVEN BY FEMTOSECOND LASER PULSES
The scheme for TNSA of protons is illustrated in Fig. 1(a) . The target is assumed to be pre-ionized. A Gaussian laser pulse irradiates the foil target and the affected electrons on the target front are accelerated by the laser ponderomotive force. These hot electrons can transit through the foil target, so that an intense charge-separation electric field is created To characterize the dimensional effects of TNSA of protons, two and three dimensional PIC simulations are carried out using the epoch2d and epoch3d PIC codes, respectively.
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The flat foil target is composed of overdense copper plasma with electron number density n 0 = 40n c , and particle collisions are neglected in the PIC simulations. (We have also carried out simulations for other electron densities and for both with and without particle collisions, but their effects on the resulting MPEs turn out to be small compared with that of the dimension.) The mass and charge of the copper ion are 63.5 and +2, respectively. The initial temperatures of the ions and electrons are T i = 170 eV and T e = 1 keV, respectively. The thickness and width of the target are 1 µm and 12 µm, respectively. A small-scale preplasma with the profile n e = n 0 exp(x/l), where l = 0.3 µm, is placed in front of the target. A small proton dot of diameter 1 µm and thickness 0.5 µm providing the proton source is attached to the target backside. and 2(c), the number of electrons with energies greater than 10 MeV as well as the electron number density, in the 3D case is smaller. Fig. 2(c) shows that due to the additional degree of freedom of the affected electrons, the laser hole boring depth in 3D is deeper than in 2D. 
III. QUALITATIVE MODEL ON PROTON ENERGY DIFFERENCE
As mentioned, it is of practical interest to find a relation between the MPEs obtained from the 2D and the more realistic 3D simulations. In this section, we investigate the dependence of the energy ratio on the laser and target parameters and give a qualitative model for this ratio.
The results are shown in For each intensity, two pulse durations, namely 20 fs and 100 fs, are investigated. It is found that the ratio between the resulting 2D and 3D MPEs is from 2 to 2.5 for laser spot radii from 3 to 4 µm, respectively. That is, within the considered domain, the dependence on the laser intensity is small. Moreover, the differences in the 2D and 3D MPEs for laser durations 20 fs and 100 fs are negligible. Simulations are also carried out for target thicknesses 3 µm and 6 µm, laser intensity 1 × 10 21 W/cm 2 , pulse duration 20 fs, and spot radius 3µm. The results are also given in Table I . We see that, compared with that of the 1 µm target, the proton energies for the target thicknesses 3 µm and 6 µm are less, which can be attributed to reduced electron recirculation inside the thicker target. 27 However, the corresponding 2D
to 3D MPE ratios are about 2.05 and 2.06, which are near the value 1.95 for the 1 µm target.
We now present a simple model for the 2D to 3D MPE ratio. We assume that the electron distribution in laser foil interaction is double Maxwellian, as shown in Fig. 2(b) ,
The cold electrons with energy less than 3 MeV contribute little to the sheath field since they are mostly reflected by the huge surface potential at the target rear. The hot electrons with energy larger than 3 MeV, as shown in Fig. 2(b) , can be separated into two parts. The first part e1, which consists of electrons with energy higher than 3 MeV and lower than 10 MeV, is almost the same in the 2D and 3D simulations. The second part e2, which consists of electrons with energy greater than 10 MeV, is quite different in the 2D and 3D simulations.
That is, the hot electrons can also be separated into two groups with different temperatures: ≈ 1.9 MeV in the 3D case. The total number of hot electrons can be estimated from the energy relation N total ∼ ηE laser /¯ e , where N total is the total number of hot electrons, η is the laser-electron energy conversion efficiency, E laser is the input laser energy, and¯ e is the averaged electron kinetic energy. From the electron spectrums in Fig. 2(b) , we find by integration over the spectrums that the total numbers of hot electrons with energy greater than 3 MeV is nearly equal in the 2D and 3D simulations, and the ratio is
05. The e2 electrons only make up a small fraction of the total hot electrons. The fraction of the e2 electrons is
N total ≈ 15% in 2D and
We can obtain from the energy spectrums the
≈ 1.06, which shows that the laser-to-hot electron energy conversion efficiency in the 2D and 3D simulations is about the same.
The strength of the sheath electric field at the target rear surface can be approximated
Te nee 2 is the Debye length and here n e is the hot electron density. The ratio of the sheath fields in 2D and 3D can then be expressed as
From the calculations given in the above paragraph, we have obtained
≈ 1 by using the simulation data. Therefore,
The protons in the dot source at the target rear surface are accelerated by the sheath field, and their energy is E proton ≈ e E sheath ds acc , where s acc is the proton acceleration distance.
In Eq. 2, the ratio of the sheath fields R sheath is independent of the acceleration distance.
Thus, the ratio of the 2D and 3D TNSA proton energies is then approximately
where σ is the laser spot radius in units of µm. We see that the energy ratio depends on the laser spot radius, and it is 2.17 for σ = 3 µm, and 2.51 for σ = 4 µm. These estimated energy ratios agree fairly well with that obtained from the simulations, as can be seen in Table I . 
Our model is based on the assumption that the proton acceleration distance is the same in 2D and 3D. This is reasonable because in TNSA, the acceleration is mainly in the axial (x) direction. Moreover, the protons gain energy within a few Debye lengths, where the sheath field is peaked near the target-vacuum interface. 13, 28 After this effective acceleration region, the sheath field decays rapidly in all directions because of expansion of the hot electrons.
However, the formula may not be applicable if the laser spot is large compared with the foil thickness. If we assume that the hot electron transport is ballistic, 29 the electron divergence effect can be neglected when the electron transverse displacement inside the foil is far less than the laser spot size, or d · tan θ xy /σ 1, where d is the target thickness, and θ xy is the divergence angle. In this case, the proton acceleration would be roughly one dimensional, so that the TNSA proton energies from the 2D and 3D simulations would be similar. In the simulations of femtosecond laser-foil interactions in Sec. II, the hot electron (for electrons with energies greater than 10 MeV) divergence angles θ xy in the (x, y) plane is about 40 
IV. PROTON ACCELERATION BY PETAWATT-PICOSECOND LASER
The results given in Table I demonstrate weak dependence of energy ratio on the laser pulse duration, thus it is possible to extend the qualitative model to estimate the proton energy in picosecond laser solid interactions. However, in picosecond laser plasma interac- tions, a significant amount of preplasmas are usually generated by the irradiated prepulse prior to the arrival of the main pulse. To check the validity of the model, we have repeated the above simulations by considering two preplasma conditions.
In the first preplasma condition, a small preplasma is placed in front of the foil target, which corresponds to a high-contrast laser pulse. The preplasma density profile is n e = n 0 exp(x/l), where l = 1 µm and the total preplasma length is 10 µm. The flat foil target is composed of copper plasma with electron number density n 0 = 40n c . The foil thickness and width are 10 µm and 34 µm, respectively. A plastic layer as proton source, of thickness 0.5 µm, is attached to the foil rear surface. Three simulations for laser intensities 1 × In each plastic target cell, there are 50 electrons, 25 ions, and 1500 proton macroparticles.
The simulation results for the first preplasma condition are shown in Table II In order to characterize more realistic experimental conditions of petawatt-picosecond laser facilities, three simulations are carried out using the laser parameters from the current laser facility SGII-U at Shanghai, China. The simulation and experimental results are also given in Table II The laser spatial profile is Gaussian, the laser duration is 1 ps, the laser spot radius is 10 µm, and the laser wavelength is 1.06 µm. A preplasma with l = 8 µm is assumed in the simulations, and the total preplasma length is 80 µm.
The width of the foil target is 50 µm. The thickness of the foil target is 10 µm and 15 µm in the two cases. The target rear surface is coated with a plastic layer with thickness of 0.5 µm. The simulation box is (x, y) = (290, 60)µm with a spatial grid of (10872, 2250). The corresponding grid length is 1 skin depth. The other simulation parameters are same as our picosecond laser simulations. For simulating such petawatt-picosecond laser experiments, a full 3D simulation is far beyond our computational resources, so that the 2D to 3D MPE ratio introduced here is useful.
In cases with long-scale preplasmas, the laser propagation in preplasma may be strongly affected by the nonlinear instabilities, such as laser self-focusing, filamentation and hosing instability. These instabilities can change the laser spot in the preplasma. But the laser spot used in calculation of the energy ratio given in Eq. 3 is the vacuum spot radius.
For example, Fig. 5 shows the laser propagation in the preplasma for the laser intensity 5 × 10 19 W/cm 2 . We see in Fig. 5(a) that the laser spot radius changes from σ 0 in vacuum to σ 1 , and in Fig. 5(b) that modulation of the pulse front and filamentation of the laser occur. Fig. 5(c) shows that the laser pulse breaks up into several filaments, 30,31 and these filaments finally merge into one central beam at the later time. The laser spot radius at this time is denoted by σ 2 . It is shown in Fig. 5 that the laser spot radius of σ 1 is about 5 µm and σ 2 is about 2.5 µm. From Eq. 3, we find that the energy ratios for σ 0 , σ 1 , and σ 2 are 3.96, 2.80, and 1.98, respectively. The MPE from the 2D simulation is 95 MeV. By dividing the energy ratios, the corrected proton energies for σ 0 , σ 1 , and σ 2 are 23.2 MeV, 33.9 MeV, and 47.9 MeV, respectively. We see that the result corresponding to the vacuum radius σ 0 matches well with the experimental result 23.8 MeV, but the results corresponding to the self-focused lasers clearly over-estimate the proton energy. From Table II Our result shows that by using 2D simulations, one can still predict the MPE in the picosecond laser-solid target experiments at the SGII-U laser facility. However, for picosecond laser pulses with lower contrast, larger scale preplasma will be generated and the laser pulse can be affected by the self-focusing, filamentation, and hosing instabilities. The TNSA of protons can then be affected, so that our empirical energy ratio may not be applicable.
V. ENHANCEMENT OF PROTON ENERGY USING STRUCTURED TUBE TARGET
In this section, multidimensional effects on laser interaction with structured targets are investigated. Recently, many schemes have been proposed to enhance the TNSA accelerated proton energy by using the structured targets. 23, 24, [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] The cone structure has been included in many target design, such as the slice-cone target 43 , the special designed target with twostage acceleration 44 , etc. In our simulation, we proposed to use a straight tube target, which composed of a hollow cylinder plasma tube and a backside flat foil, as shown in Fig. 6 (a) .
Different from the cone target cases, in this scheme, the plasma tube acts as a waveguide.
A periodic longitudinal electric field pattern is generated inside the tube and most of the electrons are effectively accelerated by this field. As a result, the proton energy is much higher than the normal foil cases 45 .
In the simulation, the inner radius and thickness of the plasma tube are 1.5 µm and 1 µm, respectively. The thickness and width of the backside foil are 1 µm and 12 µm, respectively.
Other simulation parameters are same as the simulations given in Sec. II. In simulation, the Gaussian laser irradiates from the left boundary of the simulation box and injects into the hollow plasma tube. In the tube, the laser is focused due to the optical confinement by the finite space inside the hollow tube. During focusing, the laser intensity is increased and the [see Fig. 6(c) ]. Moreover, in 3D simulation the electron divergence at the target backside also decreases the electron number density. Thus, at later times the sheath field strength in the 3D simulation decays rapidly and eventually lower than that in 2D. At t = 35T 0 , the sheath field is E II, the proton energy from the structured tube target is higher than that from the foil target for both 2D and 3D, due to the higher electron temperature in tube target. The simulation results for different laser and target parameters are listed in Table III . The cone-tube target is the structured tube target with an additional cone attached at the head of the plasma tube to increase the laser focusing 45 . It is shown that the energy ratio for structured tube target agrees with the qualitative model result given in Eq. 3.
To estimate the energy enhancement in petawatt-picosecond laser cases, a 2D simulation 
VI. SUMMARY
In summary, multidimensional effects on TNSA of protons have been investigated. Since the hot electron density and the induced sheath field at the target rear surface decrease more rapidly in 3D than that in 2D. The 2D simulations usually overestimate the MPE. Through both 2D and 3D simulations, a qualitative scaling law is established relating the MPEs obtained from the 2D and 3D simulations. It is demonstrated that the MPE ratio depends strongly on the laser spot size and displays weak dependence on the laser pulse durations, which make it feasible to estimate the MPE in picosecond laser solid interactions by only conducting the affordable 2D simulations. In addition, it is also applicable to estimate the MPE in laser structured target interactions by employing the energy ratio.
