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研究成果の概要（和文）：2層の動的バイナリーニューラルネット(DBNN)に2値周期軌道(BPO)を銘記する学習法を構築
した。同手法をパワーエレクトロニクスの基本回路の制御信号に対応する教師信号BPOに適用し、手法の有効性を確認
した。また、デジタルリターンマップを用いてDBNNの動作を視覚化する方法も提案し、学習過程の把握に有効であるこ
とを明らかにした。
DBNNにBPOが銘記できた場合に、結合行列をスパース化すると、それに落ち込む初期値の数が増え、安定性が強化され
る場合のあることを示した。いくつかの基本的な例題教師信号によって、そのスパース化の有効性を確認した。
研究成果の概要（英文）：We have constructed a learning method to store one desired binary periodic orbit 
(BPO) into to the dynamic binary neural networks is presented. Applying the method to teacher signal BPOs 
that correspond to control signals of basic switching power converters, the efficiency of the method is 
confirmed. Introducing a digital return map, the dynamics of the DBNN is visualized and analyzed.
In the case where a desired BPO can be stored into a DBNN, we have clarified that　stability of the 
stored BPO can be reinforced (the number of initial points falling into the BPO is increased) by 
sparsifying connection matrix. In several basic examples of teacher signals, the efficiency of the 
sparsification is confirmed.
研究分野：情報工学
キーワード： ソフトコンピューティング
  ２版
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１． 研究開始当初の背景 
(1) バイナリーニューラルネット(BNN)は、
シグナム関数を活性化関数とし、N 次元２値
入力ベクトルを 1次元２値出力に変換する多
層ネットワークである。ブール関数の学習を
目的とする様々なアルゴリズムが提案され
ている。滑らかな関数を学習できる多層パー
セプトロンよりも表現能力は劣るが、情報通
信系等で使われるブール関数の学習や、ハー
ドウエア化に有利である。情報処理システム
の基幹である論理/順序回路との関連も念頭
に、基礎応用両面から盛んに研究されている。 
 
(2) エレメンタリーセルオートマトン(ECA)
は、時間、空間、状態が全て離散的なデジタ
ル力学系であり、極めて簡素な動作ルールに
従って、多種多様な時空パターンを生成でき
る。非線形力学系的見地からの詳細な現象解
析も行われている。複雑計算やモデリング、
人工スパイキングニューロンの構成とその
知的情報処理への応用などの研究も盛んに
行われている。応用範囲は広く、自然/社会
現象のモデリング、デジタル信号処理、デジ
タル通信、音声情報圧縮等を対象とした問題
も研究されている。 
 
(3) 本研究の対象である動的バイナリーニ
ューラルネット(DBNN)は、BNN と ECA に関連
する新しいデジタル力学系である。DBNN は、
BNN に遅れフィードバックをかけて構成され、
様々な N 次元２値ベクトル周期系列(BPO)を
生成できる。ニューロン間結合パラメータは
{1, -1, 0}の 3値をとる。DBNNはそのパラメ
ータに依存して様々な２値系列を生成でき、
ECA と同値な系を含む。一部が壊れても出力
が可能であり、頑強である。 
 
２． 研究の目的 
(1) 現象の系統的解析法の構築：DBNNはパラ
メータに依存して様々な周期解を持つこと
ができ、初期値に依存してそのいずれかを呈
する。このような現象を分類するための特徴
量を定義し、現象の系統的解析法を構築する。
DBNN の動作を格子点上の離散力学系(Gmap)
と対応づける方法を用い、典型的な現象を解
析し、そのメカニズムを解明する。 
 
(2) 学習法の構築と汎化能力の系統的解
析：所望の周期系列を教師信号とする学習ア
ルゴリズムを構築する。遺伝的アルゴリズム
を用いた方法を基本として考察をはじめる。
典型的な例題に対する学習過程を詳細に解
析し、効率の良い学習法を構築する。様々な
汎化能力を分類して解析する。 
 
(3) パワーエレクトロニクスへの応用：スイ
ッチング電源回路への応用を試みる。DBNNの
周期解は、所望の回路動作を実現させるスイ
ッチ制御信号に対応する。再構成可能制御回
路設計の基礎固めも行う。 
３． 研究の方法 
(1) 動作解析: DBNNが生成する現象を系統的
に解析するアルゴリズムを構築する。DBNNの
入出力である N次元２値ベクトルは格子点と
対応がつくので、DBNNは、格子点から格子点
へのマップ(Gmap）と対応がつく。この対応
づけが解析の基本である。Gmapはロジスティ
ックマップに代表される 1次元マップのデジ
タル版であり多種多様な周期解を持つこと
ができる。解析のために、現象の特徴量を導
入し、パラメータや初期値に対して、DBNNが
どのような現象を生成できるかを、詳細に解
析する。 
 
(2) 学習アルゴリズム: 所望の BPOを教師信
号とする DBNN の学習アルゴリズムを構築す
る。このような学習を完全に行うことは、基
本的な周期信号の場合でも、規模が大きくな
ると実質的に不可能となる(次元の呪い)。進
化的計算手法の発見的手法を積極的に利用
することにする。結合パラメータ（３値をと
る）を GA の遺伝子に対応させ、教師信号と
の誤差等を評価関数として DBNN を進化させ
る。 学習過程での DBNNの進化の様子や学習
パラメータの効果を解析する。その結果をふ
まえ、様々なタイプの DBNN に適用できるよ
うに学習法を改良していく。結合のスパース
化の影響も考察する。 
 
(3) 教師信号の安定化：DBNN に 1 つの BPOを
学習させると、その BPOが自動的に安定化さ
れる場合のあることがある（安定化は学習さ
せていない）。この自動安定化や、教師信号
以外の周期解の自動的な記憶、等の汎化能力
の分類と解析を行う。過程における汎化能力
の進化とそのメカニズムを考察する。 
 
(4)エネルギー供給回路への応用：BPOは、パ
ワーエレクトロニクスにおける様々なスイ
ッチング電源の制御信号に対応する。DBNNは、
その結合を変化させることにより、様々な
BPO を生成できるので、再構成可能な制御回
路へ応用できる。典型的なスイッチング電源
の制御信号を学習させ、その性能を考察し、
応用の基礎固めを行う。 
 
４．研究成果 
(1) 現象解析 
DBNN の動作を Gmap と対応づけて、その動作
を視覚化し、解析する方法を構築した。例え
ば、図 1に示した 3 次元 2値ベクトルを入出
力とする DBNNの動作は、8つの格子点(C1-C8)
の集合からそれ自身のマップの動作に帰着
される。この格子点の表現にグレイコードを
用いたものが Gmap である。格子点数が有限
であるので、DBNNの定常状態は 2値周期軌道
(BPO)である。ある BPO への過渡現象は、そ
の BPO 落ち込む初期値(EPP)が基本である。
BPOの安定性は、それに落ち込む EPPの数と、
EPPからの軌道によって評価できる。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
DBNN(Gmap)の動作は多種多様であり、その特
徴量にも様々なものが考えられるが、簡単の
ため、2 つの特徴量に着目した。1 つ目の特
徴量は BPOの数である。これは、記憶性能を
特徴づけ、教師信号以外の偽 BPOが生成され
た場合は大きな値をとる。DBNNに１つの BPO
を記憶させる場合は、大きな値は好ましくな
いが、多種多様な BPO を記憶させる場合は、
大きな値は好ましい。2 つ目の特徴量は、教
師信号 BPOに落ち込む EPPの数である。これ
は BPOの安定性を特徴づける。１つの BPOを
記憶させる場合は、大きな値が好ましい。 
この、Gmap と特徴量を用いて、DBNN の基本
動作を解析し、分類を行った。このような解
析法は、学習過程の考察にも有効である。 
多層パーセプトロンに代表されるアナロ
グニューラルネットの動作については、解析
手法についても解析結果についても膨大な
研究成果がある。デジタルニューラルネット
の研究成果は遠く及ばないのが現状である。
本研究で構築した Gmap とその特徴量による
解析手法は新しいものであり、ハードウエア
化等に有利なデジタル系の研究の発展に貢
献するものと思われる。 
 
(2) 学習：教師信号 BPOの銘記 
所望の BPOを銘記する学習法を構築した。学
習の基本は、ヘブルールに基づく相関学習に
よって得られた結合パラメータの 3値化であ
る。相関学習によって銘記できない場合は、
GA の突然変異に基づく方法でパラメータを
変化させる。学習過程は Gmap と特徴量の変
化によって把握する。 
 
(3) 学習：教師信号 BPOの安定化 
BPOが銘記できた場合に、それに落ち込む EPP
の数を増やして安定性を強化する問題を考
察した。いくつかの手法が考えられるが、本
研究では、結合行列をスパース化する方法を
考察した。スパース化とは結合パラメータの
一部をゼロとして結合を除去することであ
り、それに関わる入力の成分の依存性がなく
なり、同じ出力をもたらす入力数が増加する
ことによって安定性が強化されると思われ
る。証明には至っていないが、いくつかの例
題では、スパース化の有効性が示唆された。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(4)スイッチング電源制御回路への応用 
図 2に示した DC/ACインバータは、DC入力を
6つのスイッチを適当に動作させて AC電源に
変換する典型的なスイッチング電源回路で
ある。スイッチの onと off を符号+1と-1 に
対応づければ、スイッチ制御信号は BPOで表
現できる。構築した学習法によって、この 6
次元 BPO は図 3(a)の DBNN に銘記することが
できた。そして、図 3(b)のようにスパース化
すると、銘記された BPOへ落ち込む EPPの数
が増加し、安定性が強化された。 
この DC/AC インバータの他にも、AC を DC に
変換するレギュレータ、AC を AC に変換する
マトリックスコンバータ等、様々なスイッチ
ング電源がある。そのスイッチを制御する信
号は全て BPOと対応する。いくつかの例題回
路については、学習によって所望の BPOを銘
記でき、結合スパース化によって BPOの安定
性を強化できることが確認された。DBNN は、
１つのハードウエアの学習によって様々な
BPO を生成できるので、斬新な学習機能付き
再構成可能制御回路への発展が期待される。 
 
図 1: DBNN( 赤は負結合, 青は正結合を表す) 
Gmap(8つの格子点集合上の写像) 
 
図 2 基本 DC/AC インバータ 
 
図 3  DBNN (a) 銘記後 (b) スパース化後 
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