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Abstract
This work continues and substantially extends our recent work on switching diffusions with
the switching processes that depend on the past states and that take values in a countable
state space. That is, the discrete components of the two-component processes take values in a
countably infinite set and its switching rates at current time depend on the current value of the
continuous component. This paper focuses on recurrence, positive recurrence, and weak stabi-
lization of such systems. In particular, the paper aims to providing more verifiable conditions on
recurrence and positive recurrence and related issues. Assuming that the system is linearizable,
it provides feasible conditions focusing on the coefficients of the systems for positive recurrence.
Then linear feedback controls for weak stabilization are considered. Some illustrative examples
are also given.
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1 Introduction
In the new era, systems arising in engineering practice, social network, biological and medical ap-
plications, and ecological modeling etc. demand more feasible models. Owing to the pressing need,
significant effort has been devoted to developing sophisticated system formulations for control, opti-
mization, and stability of systems. Emerging and existing applications in wireless communications,
queueing networks, biological models, ecological systems, financial engineering, and social networks
demand the mathematical modeling, analysis, and computation of hybrid models in which con-
tinuous dynamics and discrete events coexist. A switching diffusion is a two-component process
(X(t), α(t)), a continuous component and a discrete component taking values in a discrete set (a
set consisting of isolated points). When the discrete component takes a value i (i.e., α(t) = i),
the continuous component X(t) evolves according to the diffusion process whose drift and diffusion
coefficients depend on i. Because of their importance, many works have been devoted to such
hybrid dynamic systems; see [11, 20, 29, 28, 26, 30] and the references therein, and also [24] for a
comprehensive study to the Markov process (X(t), α(t)) in which the generator of α(t) depends on
the current state X(t). As a result, switching diffusion models become increasingly popular.
Assuming that the systems are running in continuous times, stemming from stochastic differen-
tial equations based models and random discrete events, switching diffusions came into being, which
feature in continuous states and discrete events (discrete states) coexist and interact. Earlier con-
siderations required the discrete states being a continuous-time Markov chain that is independent
of the driving random disturbances (the Brownian motion) for the continuous states. Subsequent
studies put emphases on the case the discrete states (discrete random events) depend on the con-
tinuous states [24], which substantially enlarges the systems can be treated but makes the analysis
much more difficult to handle.
Until very recently, most of the works treat α(t) as a process taking values in a finite set.
In very recent considerations, α(t) is allowed to take values in a countable state space, with the
proviso the systems being memoryless. To be able to treat more realistic models and to broaden
the applicability, we undertook the task of investigating the dynamics of (X(t), α(t)) in which α(t)
has a countable state space and its switching intensities depend on the history of the continuous
component X(t). As a first attempt, motivated by, for example, applications in queueing systems
and control systems among others, a systematic study of such switching diffusions was initiated
in [16, 18]. In [16], we gave precise formulation of the process (X(t), α(t)) and established the
existence and uniqueness of solutions together with such properties as Markov-Feller property
and Feller property of function-valued stochastic processes associated with our processes under
suitable conditions. In [18], general conditions for recurrence and ergodicity of switching diffusion
processes with past-dependent switching having a countable state space are given using appropriate
Lyapunov functions. In practice, it is often difficult to find a suitable Lyapunov function. With
such motivations, this paper aims to provide easily verifiable conditions for positive recurrence when
the systems are linearizable. As coined by Wonham, recurrence is also known as weak stability.
This paper also examines weak-stabilization problems, which is of practical importance because in
control and optimization, dealing with long-term average cost problems, we often need to replace the
instantaneous transition probability measures by invariant measures whenever possible. To make
the replacement, we need the existence of the corresponding invariant measures and the convergence
of transition probability measure to the invariant measures. When the systems encountered are
not positive recurrent (also known as weakly stable), it will be necessary to design controls so that
the controlled switching diffusions are weakly stable or positive recurrent, which guarantees the
existence of stationary measures.
The rest of the paper is organized as follows. The formulation of switching diffusions with
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past-dependent switching and countably many possible switching locations is given in Section 2.
Section 3 concentrates on recurrence and ergodicity, and provides certain sufficient conditions for
positive recurrence and ergodicity of the related switching diffusions. In Section 4, we concentrate
on weak stabilization of switching diffusions by a linear feedback controls. To demonstrate our
results, we provide a few examples in Section 5. A short summary is given in Section 6. Finally, for
completeness, an appendix is provided at the end of the paper to cover some technical complements.
2 Formulation and Examples
Let r be a fixed positive number. Denote by C([a, b],Rn0) the set of Rn0-valued continuous functions
defined on [a, b]. In what follows, we mainly work with C([−r, 0],Rn0), and simply denote it by
C := C([−r, 0],Rn0). For φ ∈ C, we use the sup norm ‖φ‖ = sup{|φ(t)| : t ∈ [−r, 0]}. For t ≥ 0,
we denote by yt the segment function or memory segment function yt = {y(t + s) : −r ≤ s ≤ 0}.
For x ∈ Rn0 , denote by |x| the Euclidean norm of x. Let (Ω,F , {Ft}t≥0,P) be a complete filtered
probability space with the filtration {Ft}t≥0 satisfying the usual condition, i.e., it is increasing
and right continuous while F0 contains all P-null sets. Let W (t) be an Ft-adapted and R
d-valued
Brownian motion. Suppose b(·, ·) : Rn0 × Z+ → R
n0 and σ(·, ·) : Rn0 × Z+ → R
n0×d, where
Z+ = N \ {0} = {1, 2, . . . }, the set of positive integers. Consider the two-component process
(X(t), α(t)), where α(t) is a pure jump process taking value in Z+, and X(t) satisfies
dX(t) = b(X(t), α(t))dt + σ(X(t), α(t))dW (t). (2.1)
We assume that the jump intensity of α(t) depends on the trajectory of X(t) in the interval
[t − r, t], that is, there are functions qij(·) : C → R for i, j ∈ Z+ satisfying qij(φ) ≥ 0, for all
i 6= j and
∑∞
j=1 qij(φ) = 0. Denote qi(φ) =
∑∞
j 6=i qij(φ) for each i ∈ Z+ and each φ ∈ C and
Q(φ) = (qij(φ)). For implicity, we assume that qi(φ) is uniformly bounded (for treating more
general classes of functions, cf. [16]) and
P{α(t+∆) = j|α(t) = i,Xs, α(s), s ≤ t} = qij(Xt)∆ + o(∆) if i 6= j and
P{α(t+∆) = i|α(t) = i,Xs, α(s), s ≤ t} = 1− qi(Xt)∆ + o(∆).
(2.2)
Note that in (2.2), in contrast to [24], in lieu of Q(X(t)), Q(Xt)) (i.e., the segment process Xt) is
used. A strong solution to (2.1) and (2.2) on [0, T ] with initial data (ξ, i0) being C ×Z+-valued and
F0-measurable random variable, is an Ft-adapted process (X(t), α(t)) such that
• X(t) is continuous and α(t) is cadlag (right continuous with left limits) with probability 1
(w.p.1).
• X(t) = ξ(t) for t ∈ [−r, 0] and α(0) = i0
• (X(t), α(t)) satisfies (2.1) and (2.2) for all t ∈ [0, T ] w.p.1.
Alternatively, the switching diffusion above may also be given as follows. Define h : C×Z+×R 7→
R by h(φ, i, z) =
∑∞
j=1,j 6=i(j − i)1{z∈∆ij(φ)}. The process α(t) can be defined as the solution to
dα(t) =
∫
R
h(Xt, α(t−), z)p(dt, dz),
where a(t−) = lim
s→t−
α(s) and p(dt, dz) is a Poisson random measure with intensity dt×m(dz) and
m is the Lebesgue measure on R such that p(dt, dz) is independent of the Brownian motion W (·).
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The pair (X(t), α(t)) is therefore a solution todX(t) = b(X(t), α(t))dt + σ(X(t), α(t))dW (t)dα(t) = ∫
R
h(Xt, α(t−), z)p(dt, dz).
(2.3)
For subsequent use, define
A(x, i) = σ(x, i)σT(x, i). (2.4)
To get some insight, we consider a couple of examples below. One is a fluid model from queue-
ing systems, which begins with a switched ordinary differential equations, where the probability
distribution of the switching process depends on the past history. The other example stems from
applications in ecological systems.
Example 2.1. In this example, we consider an extension of the Markov-modulated-rate fluid
models treated in [25]. Stemming from queueing systems, this example is simple in that it is even
without the Brownian motion part, but it explains the modeling view point of the past depend
switching with a countable state space. Consider the fluid buffer model with an infinite capacity.
Let X(t) be the amount of fluids in the buffer at time t, known as buffer content or buffer level. The
fluids enter and leave the buffer at random rates. The input and output of fluids are modulated
by a switching process α(t) with state space Z+ = {1, 2, . . .}, known as a stochastic external
environment. Using α(t) to determine the input and output rates, we introduce a drift function
f(·) (see Kulkarni [12]): f(·) : Z+ 7→ (−∞,∞). Different from [25], we do not assume α(t) to be a
Markov chain, but rather, we assume that the transition rates satisfy (2.2). That is, the transition
rates depend on the history of the process X(t).
Note that formally, the net rate that is the difference of the input and the output rates at time
t is given by f(α(t)). The dynamics of the buffer content {X(t) : t ≥ 0} can be described by the
following differential equation:
d
dt
X(t) =
{
f(α(t)), if X(t) > 0
(f(α(t)))+, if X(t) = 0,
= f(α(t))1{X(t)>0} + (f(α(t)))
+1{X(t)=0},
(2.5)
where x+ = max{x, 0}. Note that X(t) can be rewritten as
X(t) = X(0) + Y (t)−
(
inf
0≤s≤t
{Y (s) +X(0)}
)
∧ 0 (2.6)
with
Y (s) =
∫ s
0
f(α(v))dv,
where a ∧ b = min(a, b) for two real numbers a and b, and
−
(
inf
0≤s≤t
{Y (s) +X(0)}
)
∧ 0
measures the amount of potential output lost up to time t due to the emptiness of the buffer. Many
of the current interests are concerned with the fluid model above such as long-run average control
problems or stability of the systems.
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Example 2.2. Consider the evolution of a predator-prey model in which the predator is macro
and the prey is micro. Denote by X(t) and α(t) the density of the predator species and the number
of the prey at time t respectively. In [4], the dynamics of the predator is given by a differential
equation
dX(t) = X(t)
(
ρBα(t)−D − CX(t)
)
dt (2.7)
and the number of the prey evolves according to a birth and death process with switching rates
given by
P
{
α(t+ s) = j
∣∣∣α(t) = n,X(t)}
=

βns+O(s) if j = n+ 1, n ≥ 1
n(δ + cn+BX(t))s +O(s) if j = n− 1, n ≥ 1
1− n(β + δ + cn+BX(t))s +O(s) if n = j, n ≥ 2
1− βs+O(s) if j = n = 1
O(s) otherwise.
(2.8)
In (2.8), β and δ represent the birth rate and the death rate of the predator, D is the death rate
of the prey, C and c are the intraspecific competition rates of the prey and predator respectively.
B is the loss rate of the prey due to the predation, while ρ is the intake rate of the predator.
Suppose that the dynamics of X(t) is subject to environmental noise describled by a Brownian
motion. Since the life cycle of a micro species is usually very short, so it is reasonable to assume
that the dynamical equation of X(t) is past-independent.
On the other hand, for the micro species α(t), the reproduction process of α(t) is assumed to be
non-instantaneous. More precisely, suppose that the reproduction depends on the period of time
from egg formation to hatching, say r. then we can assume that the switching rate of α(t) depends
on a history of X(·) from t− r to t rather than the current state X(t). Thus, we may replace X(t)
in (2.8) by a functional
∫ 0
−rX(t+ u)µ(du) where µ is some measure on [−r, 0].
With these assumptions, the model (2.7) and (2.8) will become
dX(t) = X(t)
(
ρBα(t)−D − CX(t)
)
dt+ σX(t)dW (t)
P
{
α(t+ s) = j
∣∣α(t) = n,X(s), s ≤ t} = qij(Xt)s+O(s), n 6= j
P
{
α(t+ s) = n
∣∣α(t) = n,X(s), s ≤ t} = 1− qn(Xt)s+O(s), n ≥ 1. (2.9)
where
qij(φ) =

βns+O(s) if j = n+ 1, n ≥ 1
n
(
δ + cn+B
∫ 0
−r φ(u)µ(du)
)
s+O(s) if j = n− 1, n ≥ 1
0 if j /∈ {n− 1, n, n+ 1},
and qi(φ) =
∑
j 6=i qij(φ). We want to answer the question: under which conditions the species will
be permanent forever or they will extinct at some instance? Whether or not there is an invariant
measure associated with the system under consideration. These questions are related to the stability
and ergodicity of the corresponding stochastic systems.
3 Recurrence
In reference [18], we examined the issue of recurrence and obtained sufficient conditions ensuring
positive recurrence. We also examined the ergodicity of the underlying processes. In this paper, as
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a point of departure, we aim to obtain more easily verifiable conditions. We are trying to derive
conditions that focusing on the coefficients of the drifts and diffusion matrices. As pointed out by
[22], recurrence may be called weak stability. It is well known that stability normally is referred to
properties of solutions at certain stationary points. Likewise, recurrence can also be regarded as
such. However, the neighborhood is no longer about a finite point, but rather the neighborhood of
infinity. In stability analysis, we often wish to study something called near linear systems, which
are systems locally like a linear one with high order terms involved. Here, we have similar things.
We wish to linearize the systems about the point of “∞”. Then we wish to see if the linearized
systems are weakly stable (recurrent), is it true the nonlinear systems are as well. Before proceeding
further, let us recall the definition of recurrence.
Definition 3.1. The process {(Xt, α(t)) : t ≥ 0} is said to be recurrent if for any bounded set
D ⊂ C and a finite set N ⊂ Z+, we have if
Pφ,i{(Xt, α(t)) ∈ D ×N for some t ≥ 0} = 1.
It is said to be positive recurrent if
Eφ,iτD,N <∞ for any (φ, i) ∈ C × Z+,
where τD,N = inf{t ≥ 0 : Xt ∈ D,α(t) ∈ N}.
To obtain the recurrence, we need an assumption that guarantees the irreducibility of the process
(Xt, α(t)). Thus, we impose the following conditions.
Assumption 3.1. The following conditions hold.
1. For each i ∈ Z+, H > 0, there is a positive constant Li,H such that
|b(x, i) − b(y, i)|+ |σ(x, i) − σ(y, i)| ≤ Li,H |x− y|
if x, y ∈ Rn0 and |x|, |y| ≤ H.
2. qij(φ) is continuous in φ ∈ C for each (i, j) ∈ Z
2
+.
3. For any H > 0,
MH := sup
φ∈C,‖φ‖≤H,i∈Z+
{qi(φ)} <∞.
Assumption 3.2. Suppose either of the following condition satisfied.
1. For any i ∈ Z+, A(x, i) is elliptic uniformly on each compact set, that is, for any R > 0, there
is a θR,i > 0 such that
y⊤A(x, i)y ≥ θR,i|y|
2 ∀|x| ≤ R, y ∈ Rn0 . (3.1)
Moreover, for any i, j ∈ Z+, there exist i1, . . . , ik ∈ Z+ and φ1, . . . , φk+1 ∈ C such that
qii1(φ1) > 0, qil,il+1(φl+1) > 0, l = 1, . . . , k − 1, and qik,j(φk+1) > 0.
2. There exists i∗ ∈ Z+ such that A(x, i
∗) is elliptic uniformly on each compact set. Moreover,
for any i, j ∈ Z+, φ ∈ C, there exist i1, . . . , ik ∈ Z+ such that qii1(φ) > 0, qil,il+1(φ) > 0, l =
1, . . . , k − 1, and qik,j(φ) > 0.
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Assumption 3.3. Suppose that for i ∈ Z+, there exist b(i), σk(i) ∈ R
n0×n0 bounded uniformly for
i ∈ Z+ such that b̂(x, i) := b(x, i) − b(i)x and σ̂(x, i) := σ(x, i) − (σ1(i)x, . . . , σd(i)x) satisfying
lim
x→∞
sup
i∈Z+
{
|̂b(x, i)| ∨ |σ̂(x, i)|
|x|
}
= 0. (3.2)
There is Q̂ = (q̂ij)Z+×Z+ such that Q̂ is irreducible and
lim
R→∞
 sup
i∈Z+,φ∈DR
∑
j 6=i
|qij(φ)− q̂ij|
→ 0 (3.3)
where DR = {φ ∈ C : |φ(t)| ≥ R ∀ t ∈ [0, R]}
Assumption 3.4. There exists k0 ∈ Z+ and a bounded non-negative sequence {ηk : k > k0} such
that ∑
j>k0
qij(φ)ηj ≤ −1 for any φ ∈ C.
Remark 3.1. This assumption stems from a condition for strong ergodicity of a Markov chain
having a countable state space. We will show that, under this assumption, sup(φ,i)∈C×Z+ Eφ,iζ <∞
where ζ = inf{t ≥ 0 : α(t) ≤ k0}.
Remark 3.2. Let us briefly comment on the conditions.
• Assumption 3.2 consists of two parts. The first part is a condition on the ellipticity, whereas
the second is to ensure the irreducibility of the switching process. One view this condition as
in continuous-time Markov chain ensuring certain positive probabilities. However, because of
the past dependence, these quantities now depend on φ.
• Assumption 3.3 essentially indicates that the drifts and diffusion matrices can be linearized
in the neighborhood of infinity. The Q(φ) can also be approximated in a certain sense by a
generator of a Markov chain.
• Because the switching takes values in Z+, its state may not be bounded, Assumption 3.4
requires that the switching does not act too wildly. In fact, it is “pushed in” in the sense that
Assumption 3.4 is satisfied.
• It can be easily seen that under Assumption 3.3, there exists L˜ > 0 such that
|b(x, i)| + |σ(x, i)| ≤ L˜(|x|+ 1) for any (x, i) ∈ Rn0 × Z+.
Thus, Assumptions (3.1) and (3.3) are sufficient for the existence and uniqueness of solutions
(X(t), α(t)) to (2.3) due to [16, Theom 3.5]. Moreover, the solution process has the Markov-
Feller property according to [16, Theorems 4.8].
Throughout this paper, we assume that Assumptions 3.1, 3.2, 3.3, and 3.4 are satisfied. Then,
we have some auxiliary results whose proofs are relegate to the appendix.
Lemma 3.1. There is a K1 > 0 such that
Eφ,i sup
t∈[0,T ]
{|X(t)|2} ≤ K1(1 + |φ(0)|)e
K1T ,
for any T > 0, (φ, i) ∈ C × Z+.
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Lemma 3.2. For any K2 > 0, ε > 0, and T > 0, there exists K3 > 0 such that
Eφ,i{X(t) ≥ K2 for t ∈ [0, T ]} > 1− ε
given that φ(0) ≥ K3.
Lemma 3.3.
sup
(φ,i)∈C×Z+
Eφ,iζ <∞
where ζ = inf{t ≥ 0 : α(t) ≤ k0}. Moreover, α̂(t) is a strong ergodic process, that is,
lim
t→∞
sup
i∈Z+
{ ∑
j∈Z+
|p̂ij(t)− νj|
}
= 0.
where p̂ij(t), i, j ∈ Z+ is the transition probability of α̂(t) and ν = (ν1, ν2, . . . ) is an invariant
probability measure of α̂(t).
Lemma 3.4. For any T > 0 and a bounded function f : Z+ 7→ R, we have
lim
R→∞
sup
φ∈DR,i∈Z+,t∈[0,T ]
{∣∣∣Eφ,if(α(t)) − Eif(α̂(t)∣∣∣} = 0. (3.4)
Lemma 3.5. Let Y be a random variable, θ0 > 0 a constant, and suppose
E exp(θ0Y ) + E exp(−θ0Y ) ≤ K1.
Then the log-Laplace transform φ(θ) = lnE exp(θY ) is twice differentiable on [0, 0.5θ0] and
dφ
dθ
(0) = EY, and 0 ≤
d2φ
dθ2
(θ) ≤ K2 , θ ∈ [0, 0.5θ0]
for some K2 > 0. As a result of Taylor’s expansion, we have
φ(θ) ≤ θEY + θ2K2, for θ ∈ [0, 0.5θ0).
Now, we state the main result of the paper. For a matrix A ∈ Rn0×n0 , denote by ΛA and λA,
the maximum and minimum eigenvalues of A+A
⊤
2 respectively. Let ρA = inf |x|=1{|x
⊤Ax|}.
Theorem 3.1. Let Assumptions 3.1, 3.2, 3.3 and 3.4 be satisfied. Assume further that
∑
i∈Z+
νi
Λb(i) + Λa(i)2 −
d∑
j=1
ρ2σj(i)
 < 0
where a(i) =
∑d
j=1 σ
⊤
j (i)σj . Then the process (Xt, α(t)) is positive recurrent. Moreover, the process
has a unique invariant probability measure µ∗ such that for any (φ, i) ∈ C × Z+
lim
t→∞
‖P (t, (φ, i), ·) − µ∗‖TV = 0. (3.5)
where P (t, (φ, i), ·) is the transition probability of (Xt, α(t)) and ‖ · ‖TV is the total variation norm.
Remark 3.3. This result is similar to [29, Theorem 5.1], which is based on the Fredholm alterna-
tive. However, in our setting, α(t) takes value in a countable state space. The Fredholm alternative
is not applicable. Thus, we need different approach to obtain the desired result.
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Proof of Theorem 3.1. Let ε0 > 0 sufficiently small that
−λ :=
∑
i∈Z+
νi
ε0 + Λb(i) + Λa(i)2 −
d∑
j=1
ρ2σj(i)
 < 0
Denote by Li the generator of the diffusion when the discrete component is in state i, that is,
LiV (x) = ∇V (x)b(x, i) +
1
2
tr
(
∇2V (x)A(x, i)
)
.
where ∇f(x, i) = (f1(x, i), . . . , fn(x, i)) ∈ R
1×n0 and ∇2f(x, i) = (fij(x, i))n0×n0 are the gradient
and Hessian of f(x, i) with respect to x, respectively, with
fk(x, i) = (∂/∂xk)f(x, i), fkl(x, i) = (∂
2/∂xk∂xl)f(x, i), and
A(x, i) = (aij(x, i))n0×n0 = σ(x, i)σ
⊤(x, i),
where z⊤ denotes the transpose of z. By direct computation and (3.2), we have
Li ln |x| =
x⊤b(x, i)
|x|2
+
1
2
tr
(
σ⊤(x, i)(i)σ(x, i)
)
|x|2
−
tr
(
σ⊤(x, i)xx⊤σ(x, i)
)
|x|4
=Ξ(x, i) +
x⊤b(i)x
|x|2
+
d∑
j=1
(
1
2
x⊤σ⊤j (i)σj(i)x
|x|2
−
(x⊤σ⊤j x)
2
|x|4
)
≤Ξ(x, i) + Λb(i) +
Λa(i)
2
−
d∑
j=1
ρ2σj(i)
(3.6)
where Ξ(x, i) satisfies that limx→∞ supi∈Z+ Ξ(x, i) = 0. Let H > 0 such that Ξ(x, i) ≤ ε0 for any
|x| ≥ H. Let τ = inf{t ≥ 0 : |X(t)| < H}. By Itoˆ’s formula and (3.6),
ln |X(t ∧ τH)| =ln |X(0)| +
∫ t∧τH
0
L ln |X(s)|ds
+
∫ t∧τH
0
X⊤(s)σ(X(s), α(x))
|X(s)|2
dW (s)ds
≤ ln |X(0)| +G(t)
where
G(t) =
∫ t∧τH
0
c(α(s))ds +
∫ t∧τH
0
σ˜(X(s), α(x))dW (s)ds,
c(i) = ε0 + Λb(i) +
1
2
Λa(i) −
d∑
j=1
ρ2σj(i) and
σ˜(x, i) =
x⊤σ(x, i)
|x|2
.
In view of (3.2) and the boundedness of σ(i), we have
Mσ = sup
(x,i)∈Rn0×Z+
{|σ˜(x, i)|} <∞.
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By Itoˆ’s formula,
eθG(t) =1 +
∫ t∧τH
0
eθG(s)
[
θc(α(s)) +
θ2
2
σ˜(X(s), α(s))
]
ds
+ θ
∫ t∧τH
0
eθG(s)σ˜(X(s), α(s))dW (s),
which leads to
Eφ,ie
θG(t) =1 + Ex,i
∫ τH∧t
0
eθG(s)
[
θc(α(s)) +
θ2
2
σ˜(X(s), α(s))
]
ds
≤1 + [c+Mσ]Eφ,i
∫ τH∧t
0
eθG(s)ds
≤1 + [c+Mσ]
∫ t
0
Eφ,ie
θG(s)ds.
where c = supi∈Z+{|c(i)|} <∞. In view of Gronwall’s inequality, for any t ≥ 0 and (φ, i) ∈ Dh×Z+,
we have
Eφ,ie
θG(t) ≤ eθ[c+Mg]t, θ ∈ [−1, 1]. (3.7)
On the other hand, we have
Eφ,iG(t) ≤ Ex,i
∫ τH∧t
0
c(α(s))ds
≤ Eφ,i
∫ t
0
c(α(s))ds − Eφ,i
∫ t
τH∧t
c(α(s))ds
≤ Eφ,i
∫ t
0
c(α(s))ds + tcPφ,i{τH < t}.
(3.8)
Let ε˜ > 0 such that
cε˜− (1− ε˜)0.8λ ≤ −0.7 (3.9)
Because of the uniform ergodicity of α̂(t), there exists a T > 10crλ−1 + r such that
Ei
∫ T−r
0
c(α̂(s))ds ≤ −0.9λT, for any i ∈ Z+. (3.10)
By Lemma 3.4, there exists an H1 > H such that
Eφ,i
∫ T−r
0
c(α(s))ds ≤ −0.8λT, ‖φ‖ > H1, i ∈ Z+, (3.11)
where T2 = (m0 + 1)T . In light of Lemma 3.2, there exists an H2 > H1 such that
cPφ,i{τH < T + r} ≤ 0.1λ provided ‖φ‖ ≥ H2, i ∈ Z+. (3.12)
and
Pφ,i{X(t) ≥ H1, t ∈ [0, r]} > 1− ε˜ if |φ(0)| ≥ H2.
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Using these and the Markov property of (Xt, α(t)), we have
Eφ,i
∫ T
0
c(α(s))ds =Eφ,i
∫ r
0
c(α(s))ds + Eφ,i
(
1{|Xt|≥H1,t∈[0,r]}
∫ T
r
c(α(s))ds
)
+ Eφ,i
(
1{|Xt|<H1 for some t∈[0,r]}
∫ T
r
c(α(s))ds
)
≤c(r + ε˜T )− (1− ε˜)0.8λT
≤− 0.6λT.
(3.13)
where the last inequality follows from T > 10crλ−1 and (3.9). Applying (3.13) and (3.12) to (3.8),
we obtain
Ex,iG(T ) ≤ −0.5λT if |φ(0)| ≥ H2. (3.14)
By Lemma 3.5, it follows from (3.7) and (3.14) that for θ ∈ [0, 0.5], 0 < |x| < h2, i ≤ k0, we have
lnEx,ie
θG(T ) ≤θEx,iG(T ) + θ
2K˜ ≤ −0.5θλ+ θ2K˜ (3.15)
for some K˜ > 0 depending on T, c, and Mσ. Let θ ∈ (0, 0.5] such that θK˜ <
λ1T
4 . We have
lnEφ,ie
θH(T ) ≤ −
θλ1T
4
for |φ(0)| ≥ H2,
or equivalently,
Ex,ie
θH(T ) ≤ e−
θλ1T
4 for |φ(0)| ≥ H2. (3.16)
Exponentiating both sides of the inequality
ln |X(T ∧ τH | ≤ ln |X(0)| +G(T ),
we have from (3.16) that
Eφ,i|X(T ∧ τH)|
θ ≤ |φ(0)|θe−
θλ1T
4 for |φ(0)| ≥ H2, (3.17)
where ρ = e−
θλ1T
4 < 1. Let ξ := inf{k ∈ N : X(kT ∧ τH) ≤ H2}. Applying the Markov property of
(Xt, α(t)) to (3.17) yields
Eφ,i1{ξ≥k+1}|X((kT + T ))|
θ ≤ ρEφ,i1{ξ≥k}|X(kT )|
θ.
Using this recursively, we have
Pφ,i{ξ ≥ k + 1} ≤
Eφ,i1{ξ≥k+1}|X((kT + T ))|
θ
Hθ2
≤ ρk
|φ(0)|θ
Hθ2
.
Thus,
Eφ,iτH2 ≤ TEφ,iξ ≤
|φ(0)|θ
Hθ2
∞∑
k=0
(k + 1)ρk =: C1|φ(0)|
θ . (3.18)
In view of Lemma 3.3, there exists a T3 > r such that
Pφ,i
{
α(t) ≤ k0 for some t ∈ [r, T3]
}
>
3
4
if |φ(0)| ≤ H2. (3.19)
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On the other hand, By Lemma 3.1, there exists an H3 > 0 satisfying
Pφ,i
{
|X(t)| ≤ H3, t ∈ [0, T3]
}
>
3
4
if |φ(0)| ≤ H2. (3.20)
Combining (3.19) and (3.20) yields
Pφ,i
{
‖Xt‖ ≤ H3 and α(t) ≤ k0 for some t ∈ [r, T3]
}
>
1
2
if |φ(0)| ≤ H2. (3.21)
Define stopping times
τ (1) = τH2 = inf{t ≥ 0 : |X(t)| ≤ H2},
τ (k) = inf
{
t ≥ T3 + τ
(k−1) : |X(t)| ≤ H2
}
for k ≥ 2,
and events
Bk =
{
‖Xt‖ ≤ H3 and α(t) ≤ k1 for some t ∈
[
τ (k), τ (k) + T3
]}
, k ≥ 0.
Let σ(1) = τ (1), σ(k) = τ (k) − τ (k−1), k ≥ 2. Note that if Bk occurs, then ϑ ≤ τ
(k) + T3. By the
strong Markov property of (Xt, α(t)), (3.18)
Pφ,i{∩
n+1
k=1B
c
k} =Eφ,i
[
1{∩n
k=1B
c
k
}E
[
Bcn+1
∣∣Fτ (n+1)]]
≤
1
2
Eφ,i
[
1{∩n
k=1B
c
k
}
]
=
1
2
Pφ,i{∩
n
k=1B
c
k}.
By induction, we have
Pφ,i{∩
n+1
k=n0
Bck} ≤ 2
−n+n0 ,
which leads to
Pφ,i{∩
∞
k=n0B
c
k} = 0.
As a result,
∞∑
n=n0
Pφ,i{Bn ∩
n−1
k=n0
Bck} = 1, (3.22)
and
Eφ,iϑ =
∞∑
n=1
Eφ,i
[
ϑ1{Bn∩n−1k=1B
c
k
}
]
≤
∞∑
n=1
Eφ,i
[
[τnH2 + T3]1{Bn∩n−1k=1B
c
k
}
]
≤T3 +
∞∑
n=1
Eφ,i
[
n∑
l=1
σ
(l)
H2
1{Bn∩n−1k=1B
c
k
}
]
=T3 +
∞∑
l=1
Eφ,i
[
σ
(l)
H2
∞∑
n=l
1{Bn∩n−1k=1B
c
k
}
]
=T3 +
∞∑
l=1
Eφ,i
[
σ
(l)
H2
1
{∩l−1
k=1B
c
k
}
]
(due to (3.22)).
(3.23)
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By the strong Markov property and
Eφ,i
[
|X(τ (l−1) + T3)|
θ
∣∣Fτ (l−1)] ≤ K1(1 +H2)eK1T3 .
Using this, (3.18) and the strong Markov property again, we have
Eφ,i
[
τ (l) − τ (l−1) − T3)
∣∣Fτ (l−1)] ≤ C1K1(1 +H2)eK1T3 .
Thus,
Eφ,i
[
σ(l)
∣∣Fτ (l−1)] ≤M2 := C1K1(1 +H2)eK1T3 . (3.24)
Applying the strong Markov property and (3.24), we have
Eφ,i
[
σ(l)1{∩l−1
k=1B
c
k
}
]
=Eφ,i
[
1{∩l−1
k=1B
c
k
}E
[
σ(l)
∣∣Fτ l−1]]
≤M2Eφ,i
[
1{∩l−1
k=1B
c
k
}
]
≤M22
−l+1, l ≥ 2.
(3.25)
Subsequently, it follows from (3.23), (3.25), and (3.18) that
Eφ,iϑ≤ T3 +
∞∑
l=1
Eφ,i
[
σ(l)1{∩l−1
k=1B
c
k
}
]
≤ T3 + C1|φ(0)|
θ +
∞∑
l=2
M22
−l+1 <∞.
Then, using the arguments in [18, Theorem 3.3], we can show that (Xt, α(t)) is positive recurrent.
Moreover, there is a unique invariant probability measure µ∗, and for any (φ, i) ∈ C × Z+
lim
t→∞
‖P (t, (φ, i), ·) − µ∗‖TV = 0.
4 Weak Stabilization
In this section, our goal is to design suitable controls so that the regime-switching diffusion (2.2)
is positive recurrent. Consider the controlled regime-switching diffusion
dX(t) =
[
b(X(t), α(t)) +B(α(t))u(X(t), α(t))
]
dt+ σ(X(t), α(t))dW (t). (4.1)
The system is often observable only when it operates in some modes but not all. We therefore
suppose that there two disjoint subsets M1 and M2, where for each mode i ∈ M2, the process
(6.2) cannot be stabilized by feedback control, but it can be stabilized for each i ∈ M1 = Z+ \M2.
We consider feedback control of the form u(X(t), α(t)) = L(α(t))X(t), where for each i ∈ Z+,
L(i) ∈ Rn0×n0 is a constant matrix. Moreover, if i ∈ M2, then L(i) = 0. The controlled system
becomes
dX(t) =
[
b(X(t), α(t)) −B(α(t))L(α(t))X(t)
]
dt
+ σ(X(t), α(t))dW (t).
(4.2)
As a corollary of Theorem 3.1, we have
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Theorem 4.1. If for each i ∈ M1, there exists constant matrix L(i) ∈ R
n0×n0 such that
∑
i∈M1
νi
2Λb(i)−B(i)L(i) + d∑
j=1
(
Λaj(i) − ρ
2
σj(i)
)
+
∑
i∈M2
νi
2Λb(i) + d∑
j=1
(
Λaj(i) − ρ
2
σj(i)
) < 0
then the controlled regime-switching system is weakly stabilizable (i.e., the controlled regime-switching
diffusion is positive recurrent).
5 Examples
This section is devoted to several examples. They are intended for demonstration purpose.
Example 5.1. It is well known that an Ornstein-Uhlenbeck (OU) process is a non-trivial example
of a process being stationary, Gaussian, and Markov. Such processes have been used in many
applications, for example in finance. One of the distinct properties is that it can be used to
delineate mean reversion. In this example we consider a switched Ornstein-Uhlenbeck process
dX(t) = θ(α(t))(µ(α(t)) −X(t))dt + σ(α(t))dW (t)
where θ(i), µ(i), σ(i) are bounded, X(t) is real-valued, σ(i∗) 6= 0 for some i∗ ∈ Z+. Suppose that
qij(φ) =

1 +
ci
‖φ‖+ 1
if j ∈ {1, 2, i + 1}, j 6= i or i = 1, j = 3.
−2−
2ci
‖φ‖ + 1
if i = j ∈ {1, 2}
−3−
3ci
‖φ‖ + 1
if i = j > 2
where ci are positive and bounded. Thus, the limit at infinity of Q(φ) is
Q̂ =

−2 1 1 0 0 · · ·
1 −2 1 0 0 · · ·
1 1 −3 1 0 · · ·
1 1 0 −3 1 · · ·
...
...
...
...
...
. . .
 .
Applying [1, Proposition 3.3], we can show that the Markov chain α̂(t) with generators Q̂ is strongly
ergodic. Solving the system
νQ̂ = 0,
∑
νi = 1
we obtain that the invariant measure of α̂(t) is ν1 = ν2 =
1
3
, νk =
2
3k−1
, k ≥ 3. If
∑
i θ(i)ν(i) < 0
then the system is positive recurrent.
Example 5.2. Suppose Q(φ) ≡ Q̂ is the generator of a strongly ergodic Markov chain with
invariant probability measure ν = (ν1, ν2, . . . ) where νi > 0 for any i ∈ Z+. Let A(i) be a 2 × 1
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vector and B(i) a 2 × 2 matrix; both of them are bounded in i ∈ Z+. Consider the diffusion
X(t) = (X1(t),X2(t)) in R
2 given by
dX(t) =
(
B(α(t))X(t) +
A(α(t))
1 + |X(t)|
)
dt
+
|X1(t)|+ |X2(t)|
2 + |X1(t)|+ |X2(t)|
(
c1,α(t)X1(t)dW1(t), c2,α(t)X2(t)dW2(t)
)⊤
.
In particular, suppose that A(i) 6= 0, c1,i, c2,i ∈ R \ {0} are bounded, Then
a1(i) := ΛB(i),
a2(i) := Λ
(
a(i)
)
= c21,i ∨ c
2
2,i,
a3(i) :=
2∑
j=1
ρ2σj(i) = c
2
1,i ∧ c
2
2,i.
Note that the diffusion is degenerate at 0, but the drift at 0 is non-zero. Thus, the positive
recurrence of the system can still be obtained if∑
i
νi
(
a1(i) +
a2(i)
2
− a3(i)
)
< 0.
Example 5.3. This example is motivated by a controlled stochastic dynamic system that is linear
in the continuous state variable x. To be more specific, consider the following scalar switching
diffusion
dX(t) =
[
C(α(t)) +A(α(t))X(t) +B(i)u(t)
]
dt+ σ(α(t))X(t)dW1(t) + dW2(t), (5.1)
where A(i), B(i), C(i), σ(i), ci are bounded. W1,W2 are two independent Brownian motions. Let
Q(φ) = Q˜(|φ(−r)|) where
Q˜(x) =

−x
c1+x
x
c1+x
0 0 · · ·
x
c2+x
−2x
c2+x
x
c2+x
0 · · ·
x
c3+x
0 −2x
c3+x
x
c3+x
· · ·
...
...
...
...
...
 .
and ci, i = 1, 2, . . . , are bounded positive constants. Thus, the limit at infinity of Q(φ) is
Q̂ =

−1 1 0 0 · · ·
1 −2 1 0 · · ·
1 0 −2 1 · · ·
...
...
...
...
...
 .
By [1, Proposition 3.3], it is easy to verify that the Markov chain α̂(t) with generators Q̂ is strongly
ergodic. Solving the system
νQ̂ = 0,
∑
i
νi = 1
we obtain that the invariant measure of α̂(t) is
{νi : i ∈ Z+} = {2
−i : 1 ≤ i <∞}.
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Let u(t) = −L(i)X(t) we have
dX(t) =
[
vi + [A(i)−B(i)L(i)]X(t)dt + σ(i)X(t)dW1(t) + dW2(t).
Suppose that we can control only on mode i = 1. Thus, L(i) = 0 if i ≥ 2. If B(1) > 0, choosing
L(i) sufficiently large that
A(1)−B(1)L(1) −
1
2
σ(1) < −
n∑
i=2
2i−1
[
A(i) −
1
2
σ(i)
]
then the controlled system is weakly stabilized.
6 Final Remarks
This work developed more verifiable conditions on on recurrence and positive recurrence and related
issues for switching diffusions with the switching taking values in a countably infinite set and
depending on the history of the state process. It also developed feedback strategies for weakly
stablization. For feedback controls of diffusions, we refer to the excellent work of Yong and Zhou
[27].
For the systems under consideration, there are numerous applications and potential applica-
tions. As one particular example, we mention the recent work [9]. Extending the effort of treating
stochastic population growth in spatially heterogeneous environments to include random environ-
ment modeled by stochastic switching processes is both theoretically interesting and practically
useful. Moreover, effort may also be directed to treating regime-switching models in related work
on other ecological and biological applications; see for example [7, 17] among others.
A Appendix
A.1 Preliminary Results
Recently, a functional Itoˆ formula was developed in [8], which encouraged subsequent development
(for example, [6]). We briefly recall the main idea in what follows.
Now we state the functional Itoˆ formula for our process (see [6] for more details). Let D be
the space of cadlag functions f : [−r, 0] 7→ Rn. For φ ∈ D, we define horizontal and vertical
perturbations for h ≥ 0 and y ∈ Rn as
φh(s) =
{
φ(s + h) if s ∈ [−r,−h],
φ(0) if s ∈ [−h,−0],
and
φy(s) =
{
φ(s) if s ∈ [−r, 0),
φ(0) + y,
respectively. Let V : D×Z+ 7→ R. The horizontal derivative at (φ, i) and vertical partial derivative
of V are defined as
Vt(φ, i) = lim
h→0
V (φh, i)− V (φ)
h
(A.1)
and
∂iV (φ, i) = lim
h→0
V (φhei , i)− V (φ)
h
(A.2)
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if these limits exist.
Consider functions of the form
V (φ, i) = f1(φ(0), i) +
∫ 0
−r
g(t, i)f2(φ(t), i)dt,
where f2(·, ·) : R
n0×Z+ 7→ R is a continuous function and f1(·, ·) : R
n0×Z+ 7→ R is a function that
is twice continuously differentiable in the first variable and g(·, ·) : R+×Z+ 7→ R be a continuously
differentiable function in the first variable. Then at (φ, i) ∈ C × Z+ we have
Vt(φ, i) = g(0, i)f2(φ(0), i) − g(−r, i)f2(φ(−r), i)−
∫ 0
−r
f2(φ(t), i)dg(t, i),
∂kV (φ, i) =
∂f1
∂xk
(φ(0), i), ∂klV (φ, i) =
∂2f1
∂xk∂xl
(φ(0), i).
Let V (·, ·) ∈ F, we define the operator
LV (φ, i) =Vt(φ, i) +
n∑
k=1
bk(φ(0), i)Vk(φ, i) +
1
2
n∑
k,l=1
akl(φ(0), i)Vkl(φ, i)
+
∞∑
j=1,j 6=i
qij(φ)
[
V (φ, j) − V (φ, i)
]
,
(A.3)
for any bounded stopping time τ1 ≤ τ2, we have the functional Itoˆ formula:
EV (Xτ2 , α(τ2)) = EV (Xτ1 , α(τ1)) + E
∫ τ2
τ1
LV (Xs, α(s))ds (A.4)
if the expectations involved exist. Equation (A.4) is obtained by applying the functional Itoˆ formula
for general semimartingales given in [5, 6] specialized to our processes.
A.2 Proofs of Lemmas
Proof of Lemma 3.1. Since there is a K > 0 such that
‖b(x, i)‖ + ‖σ(x, i)‖ ≤ K(1 + |x|).
Using this, we obtain the lemma from standard arguments (e.g., [14, 29]).
Proof of Lemma 3.2. In view of (3.6) and (3.2), there are H4 > 0 and H5 > 0 such that
Li ln |x| ≤ H5, and |σ˜(x, i)| ≤ H5 if |x| ≥ H4.
Since Li ln |x| and σ˜(x, i) are bounded it is easy to prove that, for any T > 0, there exists a K4 > 0
such that
Eφ,i sup
t∈[0,T ]
∣∣∣∣ ∫ t∧τH4
0
[
L ln |X(s)|ds + σ˜(X(s), α(x))dW (s)ds
]∣∣∣∣ ≤ K4
for any (φ, i) ∈ C × Z+. Thus, for any ε > 0,
Pφ,i
{
sup
t∈[0,T ]
∣∣∣∣ ∫ t∧τH4
0
[
L ln |X(s)|ds + σ˜(X(s), α(x))dW (s)ds
]∣∣∣∣ > K4ε−1
}
< ε.
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As a result,
Pφ,i
{
inf
t∈[0,T ]
lnX(t ∧ τH4) > ln |x| −K4ε
−1
}
> 1− ε. (A.5)
For any K2 > 0, let K3 so large that lnK3 > ln(K2 ∨H4) +K6ε
−1. We obtain from (A.5) that
Pφ,i
{
sup
t∈[0,T ]
ln |X(t)| > ln(K2 ∨H4)
}
> 1− ε
if |φ(0)| > K3, which completes the proof.
Proof of Lemma 3.3. Let η(k) = 0 for k ≤ k0. By Itoˆ’s formula, we have for i > k0 that
Eφ,iη(α(t ∧ ζ)) =ηi + Eφ,i
∫ t∧ζ
0
∑
j∈Z+
qα(s),jη(j)ds
≤ηi + Eφ,i
∫ t∧ζ
0
∑
j>k0
qα(s),jη(j)
≤ηi − Eφ,i(t ∧ ζ)
thus Eφ,i(t ∧ ζ) ≤ ηi for any t ≥ 0. Letting t → ∞ we have Eφ,iζ ≤ ηi ≤ supi∈Z+ ηi < ∞. My the
assumptions (3.3) and (3.4), we also have
∑
j>k0
q̂ij(φ)ηj ≤ −1 for any i > k0. By [1, Proposition
6.3.3], α(t) is strongly ergodic.
Proof of Lemma 3.4. By the basic coupling method (see e.g., [3, p. 11]), we can consider the joint
process (X(t), α(t), α̂(t)) as a switching diffusion where the diffusion X(t) ∈ Rn0 satisfies satisfying
dX(t) = b(X(t), α(t))dt + σ(X(t), α(t))dw(t) (A.6)
and the switching part (α(t), α̂(t)) ∈ Z+ × Z+ has the generator Q˜(Xt) which is defined by
Q˜(φ)f˜(k, l) =
∑
j,i∈Z+
q˜(k,l)(j,i)(φ)
(
f˜(j, i) − f˜(k, l)
)
=
∑
j∈Z+
[qkj(φ)− q̂lj]
+(f˜(j, l)− f˜(k, l))
+
∑
j∈Z+
[q̂lj − qkj(φ)]
+(f˜(k, j) − f˜(k, l))
+
∑
j∈Z+
[qkj(φ) ∧ q̂lj(0)](f˜ (j, j) − f˜(k, l)).
Let ϑ = inf{t ≥ 0 : α(t) 6= α̂(t)}. Define g˜ : Z×Z 7→ R by g˜(k, l) = 1{k=l}. By the definition of the
function g˜, we have
Q˜(φ)g˜(k, k) =
∑
j∈Z+,j 6=k
[qkj(φ)− q̂kj]
+ +
∑
j∈Z+,j 6=k
[q̂kj − qkj(φ)]
+
=
∑
j∈Z+,j 6=k
|qkj(φ)− q̂kj| =: χ(φ, k).
(A.7)
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For any ε > 0, let H > 0 such that sup(φ,k)∈BH×Z+ χ(x, k) <
ε
2T . where BH := {φ ∈ C : |φ(t)| ≥
H, t ∈ [−r, 0]}. Applying Itoˆ’s formula and noting that α(t) = α̂(t), t ≤ ϑ, we obtain that
Pφ,i,i{ϑ ≤ T ∧ τH} =Eφ,i,ig˜
(
α(ϑ ∧ T ∧ τH), α̂(ϑ ∧ T ∧ τH)
)
=Eφ,i,i
∫ ϑ∧T∧τH
0
Q˜(Xt)g˜(α(t), α̂(t))dt
=Eφ,i,i
∫ ϑ∧T∧τH
0
χ(φ, α(t))dt
≤T sup
(φ,i)∈BH×Z+
χ(φ, k) ≤
ε
2
.
(A.8)
Thus, in view of Lemma 3.2, there is δ > 0 such that Pφ,i,i{τH ≤ T} ≤
ε
2
. This together with (A.8)
leads to
Pφ,i,i{ϑ ∧ τH ≤ T} ≤ Pφ,i,i{ϑ ≤ T ∧ τH}+ Pφ,i,i{τH ≤ T} ≤ ε.
We have that∣∣∣Eφ,if(α(t))− Eif(α̂(t))∣∣∣ =∣∣∣Eφ,i,i[f(α(t))− f(α̂(t))]∣∣∣
=
∣∣∣Eφ,i,i1{ϑ∧τH≤t}[f(α(t)) − f(α̂(t))]∣∣∣
≤2MfPφ,i,i{ϑ ∧ τH ≤ t} ≤ 2Mfε, for t ∈ [0, T ].
where
Mf = sup
i∈Z+
|f(i)|.
The lemma is therefore proved.
Proof of Lemma 3.4. This lemma concerns basic properties of the Laplace transform. It can be
proved by straightforward arguments in calculus. The proof is therefore omitted.
References
[1] W.J. Anderson, Continuous-time Markov chains: An Applications-Oriented Approach,
Springer, 2012.
[2] D. Applebaum, Le´vy Processes and Stochastic Calculus, Cambridge University Press, 2009.
[3] M.F. Chen, From Markov Chains to Non-equilibrium Particle Systems, World Scientific, Sin-
gapore, 2004.
[4] M. Costa, A piecewise deterministic model for a prey-predator community, Ann. Appl. Probab,
26.6 (2016), 3491-3530.
[5] R. Cont, D.-A. Fournie´, Change of variable formulas for non-anticipative functionals on path
space, J. Funct. Anal., 259 (2010), no. 4, 1043-1072.
[6] R. Cont, D.-A. Fournie´, Functional Itoˆ calculus and stochastic integral representation of mar-
tingales, Ann. Probab., 41, (2013) no. 1 109-133.
19
[7] N.T. Dieu, N.H. Du, D.H. Nguyen, and G. Yin, Protection zones for survival of species in
random environment, SIAM J. Appl. Math., 76 (2016), 1382-1402.
[8] B. Dupire, Functional Itoˆ’s Calculus. Bloomberg Portfolio Research Paper No.
2009-04-FRONTIERS Available at SSRN: http://ssrn.com/abstract=1435551 or
http://dx.doi.org/10.2139/ssrn.1435551.
[9] A. Hening, D. Nguyen, and G. Yin, Stochastic population growth in spatially heterogeneous
environments: The density-dependent case, to appear in J. Math. Biology.
[10] S.-B. Hsu, T.-W. Hwang and Y. Kuang, A ratio-dependent food chain model and its applica-
tions to biological control, Math. Biosc., 181(2003), 55-83.
[11] R.Z. Khasminskii, C. Zhu, G. Yin, Stability of regime-switching diffusions, Stochastic Process.
Appl. 117 (2007), no. 8, 1037-1051.
[12] V. Kulkarni, Fluid models for single buffer systems, in Frontiers in Queueing: Models and
Applications in Science and Engineering, 321–338, Ed. J. H. Dashalalow, CRC Press, 1997.
[13] R.F. Luck, Evaluation of natural enemies for biological control: a behavior approach, Trends
Ecol. Evol. 5 (1990) 196-199.
[14] X. Mao, Stochastic Differential Equations and Applications, 2nd Ed., Horwood, Chinester,
2008.
[15] X. Mao, C. Yuan. Stochastic Differential Equations with Markovian Switching, Imperial College
Press, London, 2006.
[16] D.H. Nguyen and G. Yin, Modeling and analysis of switching diffusion systems: past-dependent
switching with a countable state space, SIAM J. Control Optim. 54 (2016), no. 5, 2450-2477.
[17] D.H. Nguyen and G. Yin, Coexistence and exclusion of stochastic competitive Lotka-Volterra
models, J. Differential Eqs., 262 (2017), 1192-1225.
[18] D.H. Nguyen and G. Yin, Recurrence and Ergodicity of Switching Diffusions with Past-
Dependent Switching Having A Countable State Space, to appear in Potential Anal. (2017).
[19] J. Shao, Criteria for transience and recurrence of regime-switching diffusion processes, Electron.
J. Probab. 20 2015, no. 63, 15 pp.
[20] J. Shao, F. Xi, Strong ergodicity of the regime-switching diffusion processes. Stochastic Process.
Appl. 123 (2013), no. 11, 3903-3918.
[21] J. Shao, F. Xi, Stability and recurrence of regime-switching diffusion processes, SIAM J.
Control Optim. 52 (2014), no. 6, 3496-3516.
[22] W.M. Wonham, Liapunov criteria for weak stochastic stability, J. Differential Eqs., 2 (1966),
195–207.
[23] F. Xi and C. Zhu, On Feller and Strong Feller Properties and Exponential Ergodicity of Regime-
Switching Jump Diffusion Processes with Countable Regimes, SIAM J. Control Optim., 55(3),
1789-1818.
20
[24] G. Yin, C. Zhu, Hybrid Switching Diffusions: Properties and Applications, Springer, New York,
2010.
[25] G. Yin, H.Q. Zhang, and Q. Zhang, Applications of Two-time-scale Markovian Systems, Sci-
ence Press, Beijing, China, 2013.
[26] G. Yin, G. Zhao, and F. Wu, Regularization and stabilization of randomly switching dynamic
systems SIAM J. Appl. Math. 72 (2012), no. 5, 1361-1382.
[27] J. Yong and X.Y. Zhou, Stochastic Controls: Hamiltonian Systems and HJB Equations,
Springer-Verlag, New York, NY, 1999.
[28] C. Zhu, G. Yin, Asymptotic properties of hybrid diffusion systems, SIAM J. Control Optim.
46 (2007), no. 4, 1155-1179.
[29] C. Zhu, G. Yin, On strong Feller, recurrence, and weak stabilization of regime-switching dif-
fusions, SIAM J. Control Optim. 48 (2009), no. 3, 2003-2031.
[30] X. Zong, F. Wu, G. Yin, and Z. Jin, Almost Sure and pth-Moment Stability and Stabilization
of Regime-Switching Jump Diffusion Systems, SIAM J. Control Optim. 52 (2014), no. 4, 2595-
2622.
21
