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In a separable Banach space, for set-valued martingale, several equivalent conditions based
on the measurable selections are discussed, and then, in an M-type 2 Banach space, at ﬁrst
we deﬁne single valued stochastic integral by the differential of a real valued Brownian
motion, after that extend it to set-valued case. We prove that the set-valued stochastic
integral becomes a set-valued submartingale, which is different from single valued case,
and obtain the Castaing representation theorem for the set-valued stochastic integral,
which is applicable for set-valued stochastic differential equations.
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1. Introduction
Recently, the theory of set-valued functions has been developed (e.g. [4,5,8,16,18,26]) quickly due to the measurements
of various uncertainties arising from not only the randomness but also from the impreciseness in some situations. For
example, in a ﬁnance market we consider some stock price at time t denoted by St which is a random variable deﬁned
on the probability space (Ω,F , P ). Due to a quick ﬂuctuation of the stock price from time to time or to the existence of
missing data, we may not precisely know the price St(ω). A possible model for this situation would be to give the upper
and the lower prices (i.e. a margin for the error in the observation). Then we obtain an interval Ft(ω) = [lt(ω),ut(ω)], which
is a special kind of a set-valued random variable and we assume St(ω) is certainly in this interval.
The integral of a set-valued function is an interesting and an important topic, which is received quite a bit of attention
with general applications to the mathematical economics, the control theory [1] etc. Since the space K(X), the family of
all nonempty closed subsets of a separable Banach space X, is not linear, the usual concepts of the integrals in a linear
space are not appropriate for that of set-valued random variables. There are several approaches on deﬁning the integration
of a set-valued function. Aumann [2] employed the set of all selections of a set-valued function. Hukuhara [9] considered
formal Riemann integration into the space of all convex and compact subsets. Debreu [6] used an embedding method to
consider the Bochner integral in the embedded Banach space. Based on Aumann’s sense, Hiai [7] studied the properties
of the integrals of the set-valued functions, the conditional expectations w.r.t a σ -ﬁnite measure and then martingales
of multivalued functions. After that there are some authors who studied some other kinds of integrals such as Henstock
integrals [22], Bartle integrals [23], and so on.
On the other hand, only a few papers have been published concerning the set-valued stochastic integrals (e.g.
[11–14,17,25]), since this topic has been studied within last ten years and the theory is not complete until now.
Kisielewicz [14] used the selections method and considered the integral of a set-valued process as a nonempty closed
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J. Zhang et al. / J. Math. Anal. Appl. 350 (2009) 216–233 217subset of L2(Ω,F , P ;Rn) but not a set-valued stochastic process. Kim and Kim [13] deﬁned the stochastic integral It(F )
by
It(F )(ω) = Γt(ω) =
{ t∫
0
f (s,ω)dBs:
(
f (t)
)
t0 ∈ S2
(
F (·))
}
,
where F = (Ft)t0 is a set-valued stochastic process, B = (Bt)t0 is the real valued Brownian motion and S2(F (t)) is the
family of measurable selections of F with some conditions. But unfortunately this kind of stochastic integral is still not
a set-valued stochastic process since the set of stochastic integrals of all integrable selections may not be decomposable,
which is not an analogue to the single valued stochastic integral. Jung and Kim [11] modiﬁed the deﬁnition in 1-dimensional
Euclidean space R. They took the decomposable closure of Γt as the family of measurable selections of It(F ). Li and Ren
[17], and Li [25] modiﬁed Jung and Kim’s deﬁnition by considering the predictable set-valued stochastic process as a set-
valued random variable in the product space (R+ × Ω), the measurability and decomposability also were based on product
σ -algebra. In [17] and [25], the authors took the basic underlying space Rn instead of R, and obtained the representa-
tion theorems on the predictable set-valued stochastic process, the set-valued martingale, the set-valued and the fuzzy
set-valued Itô integral.
This paper is mainly devoted to set-valued martingales and set-valued stochastic integrals when the basic space is a
wider class than ﬁnite dimensional Euclidean space. Section 2 is devoted to some preliminaries on set-valued random vari-
ables and set-valued stochastic processes. In Section 3, we extend the deﬁnitions of set-valued martingales, submartingales
and supermartingales given by Hiai [7]. Then we study the properties of set-valued martingales. Several equivalent con-
ditions on the set-valued martingale are discussed. In Section 4, at ﬁrst we give a deﬁnition of single valued stochastic
integration on a so-called M-type 2 Banach space[3] with respect to a real valued Brownian motion. Then we employ Jung
and Kim’s deﬁnition [11] on the set-valued stochastic integral and replace R by the real separable M-type 2 Banach space X.
After that, we study properties of set-valued stochastic integrals. There are some results similar to single valued case. What
deserves to be pointed out is there are some very different points compared with single valued stochastic integrals since the
complexity of set-valued functions. For example, a single valued stochastic integral is L2-bounded then is bounded almost
surely, furthermore the expectation is zero almost surely, but a set-valued stochastic integral may be an unbounded subset
of X almost surely. Single valued stochastic integral is a single valued martingale but the set-valued one is a set-valued
submartingale. By using dual space of X, we also study the relationship between general set-valued stochastic integrals and
interval valued ones.
2. Notations and preliminaries
Throughout this paper, we denote
N: the set of all natural numbers,
R: the set of all real numbers,
R+: the set of all nonnegative real numbers,
(Ω,F , P ): a complete probability space,
(X,‖ · ‖): a separable Banach space equipped with Borel sigma-algebra B(X),
M(Ω;X): the family of all X-valued F -measurable functions,
X∗: the topological dual space of X,
K(X): the family of all nonempty closed subsets of X,
Kc(X): the family of all nonempty closed convex subsets of X,
Lp(Ω,F , P ;X) = Lp(Ω;X) (p  1): the set of all X-valued Borel measurable functions f : Ω →X such that the norm
‖ f ‖p =
{ ∫
Ω
∥∥ f (ω)∥∥p dP
} 1
p
, if 1 p < ∞,
‖ f ‖∞ = ess sup
ω∈Ω
∥∥ f (ω)∥∥, if p = ∞,
is ﬁnite. f is called Lp-integrable if f ∈ Lp(Ω;X).
M(Ω,F , P ;K(X)) (resp. M(Ω,F , P ;Kc(X))): the family of all measurable K(X)-valued (resp. Kc(X)-valued) functions,
brieﬂy by M(Ω;K(X)) (resp. M(Ω,F , P ;Kc(X)).
For A, B ∈ Kb(X), the Hausdorff metric is deﬁned by
H(A, B) := max
{
sup
x∈A
inf
y∈B ‖x− y‖, supy∈B infx∈A ‖x− y‖
}
where the norm ‖ · ‖ is taken in X.
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space (cf. Theorem 1.1.2 in [16]). For A ∈ K(X), deﬁne ‖A‖K := H(A,0) = supa∈A ‖a‖. In the case where A = [a,b] ∈ Kc(R),
we have ‖A‖K = max{|a|, |b|}.
For F ∈ M(Ω,K(X)), the family of all Lp-integrable selections is deﬁned by
SpF (F) :=
{
f ∈ Lp(Ω,F , P ;X): f (ω) ∈ F (ω) a.s.}, p  1.
In the following, SpF (F) is denoted brieﬂy by SpF .
A set-valued random variable F is said to be integrable if S1F is nonempty. F is called L
p (p  1)-integrably bounded if
there exits h ∈ Lp(Ω,F , P ;R) s.t. for all x ∈ F (ω), ‖x‖  h(ω) almost surely. The family of all K(X)-valued (resp. Kc(X)-
valued) Lp-integrably bounded random variables is denoted by Lp(Ω,F , P ;K(X)) (resp. Lp(Ω,F , P ;Kc(X))). Write for
brevity by Lp(Ω;K(X)) (resp. Lp(Ω;Kc(X))).
Let Γ be a set of measurable functions f : Ω →X. we call Γ is decomposable with respect to the σ -algebra F if for any
ﬁnite F -measurable partition A1, . . . , An and for any f1, . . . , fn ∈ Γ it follows that χA1 f1 + · · · + χAn fn ∈ Γ , where χA is
the indicator function of set A, i.e.
χA(ω) =
{
1 if ω ∈ A,
0 if ω /∈ A.
The following results come from Hiai [7].
Proposition 2.1. (See [7].) Let Γ be a nonempty closed subset of Lp(Ω,F , P ;X) and 1  p < ∞. Then there exists an F ∈
M(Ω;K(X)) such that Γ = SpF if and only if Γ is decomposable with respect to F .
There is the Castaing representation for a set-valued random variable F if the set of all integrable selections S1F is
nonempty.
Lemma 2.1. (See [7].) Let F ∈ M(Ω,F , P ;K(X)) and 1 p ∞. If S pF is nonempty. Then there exists a sequence { f i: i ∈ N} ⊂ SpF
such that F (ω) = cl{ f i(ω): i ∈N} for all ω ∈ Ω, where the closure is taken in X.
Lemma 2.2. (See [7].) Let F1, F2 ∈ M(Ω,F , P ;K(X)), 1  p ∞, S pF1 = ∅ and S
p
F2
= ∅. Then SpF1 = S
p
F2
if and only if F1(ω) =
F2(ω) a.s.
Lemma 2.3. Let F1, F2 ∈ M(Ω,F , P ;K(X)), 1 p ∞ and SpF1 = ∅, then S
p
F1
⊂ SpF2 if and only if F1(ω) ⊂ F2(ω) a.s.
Proof. Assume SpF1 ⊂ S
p
F2
, because SpF1 = ∅, then by Lemma 2.1, there exists a sequence { f i: i ∈ N} ⊂ S
p
F such that F (ω) =
cl{ f i(ω): i ∈ N} for all ω ∈ Ω . Moreover, f i ∈ SpF2 , therefore f i(ω) ∈ F2(ω) a.s. Then { f i(ω): i ∈ N} ⊂ F2(ω) a.s. by the
countability of { f i(ω): i ∈N}. Furthermore cl{ f i(ω) : i ∈N} ⊂ F2(ω) a.s. since the closedness of F2(ω).
Conversely, assume F1(ω) ⊂ F2(ω) a.s., SpF1 = ∅, take any f ∈ S
p
F1
, then f (ω) ∈ F1(ω) a.s., further, f (ω) ∈ F2(ω) a.s. since
F1(ω) is a subset of F2(ω) a.s., that is f ∈ SpF2 , so S
p
F1
⊂ SpF2 . 
The integral (or expectation) of a set-valued random variable F was deﬁned by Aumann in [2]
E[F ] := {E[ f ]: f ∈ S1F }.
Since set-valued stochastic integrals (it will be studied in Section 4) are integrable but maybe unbounded almost surely
(see [20]), in order to study martingale property of set-valued stochastic integrals later, here we need to use the extended
deﬁnition of conditional expectation compared with that in [7].
Assume B is a sub-sigma algebra of F , F is an L1-integrable set-valued random variable, the conditional expectation of F
with respect to B is deﬁned as follows:
Lemma 2.4. (See [18].) Let F be an L1-integrable set-valued random variable. For each sub-sigma algebra B ⊂ F , there exists a unique
integrable B-measurable set-value random variable Y (denoted by Y = E[F |B] and called the conditional expectation of F ) such that
S1Y (B) = cl
{
E[ f |B]: f ∈ S1F
}
,
where the closure is taken in L1 .
F = {Ft : t  0} (or denoted by F = {F (t): t  0}) is called a set-valued stochastic process if for every ﬁxed t  0, Ft(·) is a
set-valued random variable. F = {Ft : t  0} is called Lp-integrable if every Ft is Lp-integrable.
Throughout this paper, assume that a complete ﬁltered probability space (Ω,F , (Ft)t0, P ) satisﬁes the following usual
conditions, that is
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(ii) (nondecreasing): Fs ⊂ Ft , for all s t ∈R+ .
(iii) (right continuity): Ft = Ft+ = ⋂>0 Ft+ .
Further denote F∞ := σ(⋃t0 Ft).
An X-valued stochastic process f = { ft : t  0} (or denoted by f = { f (t): t  0}) is deﬁned as a function f :R+ ×Ω →X
with Ft-measurable section ft , for t  0. We say f is measurable if f is B+×F -measurable (here B+ = B(R+)). The process
f = { ft : t  0} is Ft -adapted if ft is Ft-measurable for every t  0.
In a fashion similar to the X-valued stochastic process, a set-valued stochastic process F = {Ft : t  0} is deﬁned as a
set-valued function F : R+ × Ω → K(X) with Ft-measurable section Ft for t  0. It is called measurable if it is B+ × F -
measurable and Ft -adapted if for any ﬁxed t , Ft(·) is Ft-measurable.
Remark 1. According to Kuratowski–Ryll–Nardzewski measurable selection theorem [5, p. 505], for every adapted and mea-
surable K(X)-valued stochastic process, there exists an adapted and measurable X-valued selection.
Let Lp(X) be the family of all Ft -adapted X-valued stochastic processes f = { ft ,Ft : t  0} such that for each t  0, ft ∈
Lp(Ω,Ft , P ;X), i.e. the family of all X-valued integrable Ft-adapted stochastic processes. Let Lp(K(X)) denote the family
of all Ft-adapted K(X)-valued stochastic processes F = {Ft ,Ft : t  0} such that for each t  0, ‖Ft‖k ∈ Lp(Ω,Ft , P ;R).
An X-valued stochastic process f = { ft ,Ft : t  0} ∈ Lp(X) is called an Lp-selection of the set-valued stochastic process
F = {Ft ,Ft : t  0} if for each t , ft(ω) ∈ Ft(ω) a.s.
Let Sp(F (·)) be the set of all Lp-selections of set-valued stochastic process F = {Ft ,Ft : t  0}. For brevity, write S(F (·)) =
S1(F (·)).
3. Set-valued martingale and its properties
In this section, assume (Ω,F , (Ft)t0, P ) is a complete nonatomic ﬁltered probability space. The ﬁltration satisﬁes the
usual conditions given in above section. For s < t , if the probability space has no Fs-atom, then the conditional expectation
E[Ft |Fs] is convex [18, p. 173]. So, in order to deﬁne a set-valued martingale with a nonatomic probability space, at least
we need that the process is convex-valued.
By Lemmas 2.2–2.4, it is reasonable to give the following deﬁnitions on set-valued martingale, set-valued submartingale
and supermartingale.
Deﬁnition 3.1. An integrable convex set-valued Ft-adapted stochastic process {Ft ,Ft : t  0} is called a set-valued Ft -
martingale if for any 0 s t it holds that E[Ft |Fs] = Fs in the sense of S1E[Ft |Fs](Fs) = S1Fs (Fs).
It is called a set-valued submartingale (supermartingale) if for any 0 s  t , E[Ft |Fs] ⊃ Fs (resp. E[Ft |Fs] ⊂ Fs) in the
sense of S1E[Ft |Fs](Fs) ⊃ S1Fs (Fs) (resp. S1E[Ft |Fs](Fs) ⊂ S1Fs (Fs)).
An X-valued martingale f = { ft ,Ft, t  0} is called an Lp-martingale selection of the set-valued stochastic process F =
{Ft ,Ft, t  0} if it is an Lp-selection of F = {Ft ,Ft , t  0}. The family of all Lp-martingale selections of F = {Ft ,Ft : t  0}
is denoted by MSp(F (·)). Brieﬂy, write MS(F) =MS1(F(·)).
Lemma 3.1. F ∈ M(Ω;Kc(R)) if and only if there exist two measurable functions f , g ∈ M(Ω;R) s.t. for all ω ∈ Ω , f (ω) g(ω)
and F (ω) = [ f (ω), g(ω)].
Proof. if F ∈ M(Ω;Kc(R)), then for every ω ∈ Ω , F (ω) is a closed interval. And according to Lemma 1.1 in [7] there exists
a sequence { fn} of measurable functions such that F (ω) = cl{ fn(ω)} for all ω ∈ Ω . Then f = infn fn and g = supn fn are
measurable and satisfy the condition.
The converse is easy by using the deﬁnition of a set-valued measurable function since for every open subset O of R,
{ω ∈ Ω: F (ω) ∩ O = ∅} = Ω \ ({ω ∈ Ω: f (ω) infx∈O x} ∪ {ω ∈ Ω: g(ω) supx∈O x}) ∈ F . 
Theorem 3.1. Let T ∈ R+ , F = {Ft ,Ft : t ∈ [0, T ]} be an adapted set-valued stochastic process, and F = {Ft ,Ft : t ∈ [0, T ]} ⊂
L1(Ω,F , P ;Kc(X)). Then the following statements are equivalent:
(1) F = {Ft ,Ft : t ∈ [0, T ]} is a set-valued martingale;
(2) for any 0 s t  T , we have
S1Fs (Fs) = cl
{
E[g|Fs]: g ∈ S1Ft (Ft)
};
(3) for any s ∈ [0, T ],
S1Fs (Fs) = cl
{
gs: (gt)t∈[0,T ] ∈MS(F)
}
.
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random variable.
Now we prove (2) ⇒ (3). Assume (2) holds, then taking t = T , for any 0 s T , we have
S1Fs (Fs) = cl
{
E[g|Fs]: g ∈ S1FT (FT )
}
.
Let h = {hs = E[g|Fs]}s∈[0,T ] , then h is an X-valued martingale, and is a selection of F since h(s) ∈ S1Fs (Fs) for every
s ∈ [0, T ], i.e., h = {hs}s∈[0,T ] ∈MS(F). Therefore
S1Fs (Fs) = cl
{
E[g|Fs]: g ∈ S1FT (FT )
} ⊂ cl{gs: (gu)u∈[0,T ] ∈MS(F)}. (3.1)
Conversely, assume g = (gs : s ∈ [0, T ]) ∈MS(F), then for every s ∈ [0, T ], gs ∈ S1Fs (Fs), so that
cl
{
gs: (gu)u∈[0,T ] ∈MS(F)
} ⊂ S1Fs (Fs) = cl{E[g|Fs]: g ∈ S1FT (FT )}. (3.2)
From (3.1) and (3.2), we have S1Fs (Fs) = cl{gs: (gt)t∈[0,T ] ∈MS(F)}, i.e., (3) is true.
At last we prove (3) ⇒ (2). Assume for any s ∈ [0, T ],
S1Fs (Fs) = cl
{
gs: (gt)t∈[0,T ] ∈MS(F)
}
.
Obviously,
cl
{
gs: (gt)t∈[0,T ] ∈MS(F)
} ⊂ cl{E[g|Fs]: g ∈ S1Ft (Ft)}. (3.3)
Conversely, let 0 s  t  T and take arbitrary g ∈ S Ft (Ft), then there exists a sequence {gn = (gnt )t∈[0,T ]: n ∈ N} ⊂ MS(F)
such that∥∥g − gnt ∥∥L1 → 0 (n → ∞).
Therefore it follows that∥∥E[g|Fs] − E[gnt ∣∣Fs]∥∥L1  ∥∥g − gnt ∥∥L1 → 0 (n → ∞)
and E[gnt |Fs] = gns ∈ S1Fs (Fs). Then we have E[g|Fs] ∈ S1Fs (Fs) by the closedness of S1Fs (Fs). Therefore we have
cl
{
E[g|Fs]: g ∈ S1Ft (Ft)
} ⊂ S1Fs (Fs) = cl{gs: (gt)t∈[0,T ] ∈MS(F)}. (3.4)
From (3.3) and (3.4), we get (2) is true. Note: In general case, MS(F) ⊂ S(F(·)). And statement (3) does not mean S(F (·)) =
MS(F) even though the limit (in L1) process of a single valued martingale sequence is still a martingale. 
Remark 2. When the time parameter set is R+ and F = {Ft ,Ft : t ∈ R+} is integrably bounded, Li and Ren [17] proved the
result. In fact the condition of integrably bounded can be released to integrable. Here the time parameter set R+ is replaced
by the interval [0, T ], then the proof (2) ⇒ (3) becomes much easier.
4. Castaing representation of set-valued stochastic integral in a separable M-type 2 Banach space
In this section, we assume that X is a separable M-type 2 Banach space. Let (Ω,F ,Ft , P ) be a complete nonatomic ﬁl-
tered probability space. Let T ∈R+ and {Bt ,Ft : t ∈ [0, T ]} (or denoted by {B(t),Ft : t ∈ [0, T ]} be a real valued Ft-Brownian
motion with B0(ω) = 0 a.s., where we call {Bt ,Ft : t ∈ [0, T ]} an Ft-Brownian motion if it is an Ft -adapted continuous
martingale and for any t ∈ R+ , u > t , E[(Bu − Bt)2] = u − t (see [15]). Let Lp(X) be the family of all measurable X-valued
stochastic processes f = { ft ,Ft : t ∈ [0, T ]} (or denoted by f = { f (t),Ft : t ∈ [0, T ]}) such that E[
∫ T
0 ‖ f s‖p ds] < ∞, andLp(K(X)) the family of all K(X)-valued measurable processes F = {Ft ,Ft : t ∈ [0, T ]} (or F = {F (t),Ft : t ∈ [0, T ]}) such that
{‖Ft‖k}t∈[0,T ] ∈ Lp(R). In a manner similar to that of deﬁning Lp(K(X)), we deﬁne the spaces Lp(Kc(X)).
For a set-valued stochastic process {Ft ,Ft : t ∈ [0, T ]}, a measurable selection f = { ft ,Ft : t ∈ [0, T ]} is called Lp-selection
if f = { ft ,Ft : t ∈ [0, T ]} ∈ Lp(X). The family of all Lp-selections denoted by Sp(F (·)). (Note: It is different from Sp(F (·))
appearing in Section 2.)
Deﬁnition 4.1. (See [3,21].) A Banach space (X,‖ · ‖) is called M-type 2 if and only if there exists a constant C > 0 such that
for any X-valued martingale {Mk}, the following holds
sup
k
E
[‖Mk‖2] C ∑
k
E
[‖Mk − Mk−1‖2]. (4.1)
Remark 3. The class of M-type 2 Banach spaces is a wider class than the class of Hilbert spaces. For any Hilbert space, the
above inequality holds with C = 1. On the other hand, the Lebesgue function spaces Lp, p > 2 are examples of M-type 2
Banach spaces but which are not the Hilbert spaces.
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However, for general separable Banach space there are diﬃculties in deﬁning the Itô integral since the Itô isometry does not
in general hold. Z. Brzez´niak and A. Carroll in [3] studied the M-type 2 Banach valued stochastic integration with respect to
an X-valued Wiener process. As a special case, we consider an M-type 2 Banach valued stochastic integration with respect
to the real valued Brownian motion (see [10,19]).
Let Lpstep(X) be the subspace of those f ∈ Lp(X) for which there exists a partition 0 = t0 < t1 < · · · < tn = T such that
ft = ftk for t ∈ [tk, tk+1), 0 k n − 1, n ∈N.
For f ∈ L2step(X), deﬁne an X-valued F -measurable random variable
IT ( f ) :=
n−1∑
k=0
ftk (Btk+1 − Btk ).
We have the following lemmas, which are crucial for deﬁning the Itô integration successfully.
Lemma 4.1. For f ∈ L2step(X), I T ( f ) ∈ L2(Ω,F , P ;X), E[IT ( f )] = 0 and
E
[∥∥IT ( f )∥∥2] C E
[ T∫
0
‖ ft‖2 dt
]
,
where the constant C is the same one appearing in Deﬁnition 4.1.
Proof. For any integer 0 k n − 1, let
Mk =
k−1∑
i=0
fti (Bti+1 − Bti ),
then Mk is Ftk -measurable, E[Mk] = 0, E[IT ( f )] = E[Mn−1] = 0 and
E[Mk|Ftk−1 ] = E
[
(Mk−1 + ftk−1 (Btk − Btk−1 )
∣∣Ftk−1]
= Mk−1 + E
[
fk−1(Btk − Btk−1 )
∣∣Ftk−1]
= Mk−1 + ftk−1 E[Btk − Btk−1 ] = Mk−1.
That is to say {Mk,Ftk : 0 k n− 1} is an X-valued martingale. According to (4.1), immediately we get
E
[∥∥IT ( f )∥∥2] = E
[∥∥∥∥∥
n−1∑
j=0
ft j (Bt j+1 − Bt j )
∥∥∥∥∥
2]
 sup
0kn−1
E
[∥∥∥∥∥
k−1∑
j=0
ft j (Bt j+1 − Bt j )
∥∥∥∥∥
2]
= sup
0kn−1
E
[‖Mk‖2]
 C
∑
k
E
[‖Mk − Mk−1‖2]
= C
∑
k
E
[∥∥ ftk−1 (Btk − Btk−1 )∥∥2]
= C
∑
k
E
[‖ ftk−1‖2]E[∣∣(Btk − Btk−1 )∣∣2]
= C
∑
k
E
[‖ ftk−1‖2](tk − tk−1)
= C
T∫
0
E
[‖ ft‖2]dt
= C E
T∫
0
‖ ft‖2 dt < ∞.
Then IT ( f ) ∈ L2(Ω,F , P ;X) and the proof is complete. 
222 J. Zhang et al. / J. Math. Anal. Appl. 350 (2009) 216–233Lemma 4.2. Every element of L2([0, T ];X) is approximated by a sequence of bounded continuous functions and L2([0, T ];X) is
separable.
Proof. Since X is separable, then any f ∈ L2([0, T ];X) is separably-valued, and approximated by a sequence of ﬁnitely
valued functions { f n(t): n ∈N} ⊂ L2([0, T ];X) [24], such that
lim
n→∞‖ f
n − f ‖L2([0,T ];X) = 0. (4.2)
For every f n , there exists ﬁnite number of Lebesgue measurable sets B j, j = 0,1, . . . ,nk and {x j: j = 1,2, . . . ,nk} ⊂X such
that
f n(t) = χB0 (t) · 0+
nk∑
j=1
χB j (t)x j,
where
⋃nk
j=0 B j = [0, T ].
Since the Lebesgue measure is regular, for any  > 0, there exists a bounded real valued continuous function g j(t) such
that ∥∥χB j (t) − g j(t)∥∥L2([0,T ];R) < ∑nk
j=1 ‖x j‖
.
Setting h(t) = g0(t) · 0+ ∑nkj=1 g j(t) · x j , obviously, h(t) ∈ L2([0, T ];X), is continuous, and we have∥∥ f n(t) − h(t)∥∥L2([0,T ];X) < . (4.3)
Since C[0, T ] of real continuous functions is separable, for g j(t) we can choose c j(t) from a separable basis of C[0, T ]
such that∥∥g j(t) − c j(t)∥∥L2([0,T ];R) < ∑nk
j=1 ‖x j‖
.
Again set k(t) = c0(t) · 0+ ∑nkj=1 c j(t) · x j , then we have∥∥h(t) − k(t)∥∥L2([0,T ];X) < . (4.4)
Since S of all ﬁnite combinations of c j(t) · xm is countable, (4.2), (4.3) and (4.4) complete the proof. 
Lemma 4.3. L2step(X) is dense in L2(X).
Proof. Take f ∈ L2(X), then f ∈ L2(Ω; L2([0, T ];X)). By Lemma 4.2, f (ω) is separably valued a.s. as a function from Ω to
L2([0, T ];X). Then f is approximated by a sequence of ﬁnitely valued functions { f n: n ∈N} [24] such that
lim
n→∞
∥∥ f n(ω) − f (ω)∥∥L2([0,T ];X) = 0 and ∥∥ f n(ω)∥∥L2([0,T ];X)  ∥∥ f (ω)∥∥L2([0,T ];X) + 1n . (4.5)
Further f (t) ∈ L2(X) implies
E
[∥∥ f (ω)∥∥2L2([0,T ];X)] = E
[ T∫
0
‖ f s‖2 ds
]
< +∞,
so that by the Lebesgue dominated convergence theorem, (4.5) yields
lim
n→∞ E
[∥∥ f n(ω) − f (ω)∥∥2L2([0,T ];X)] = 0. (4.6)
For f n(ω), there exist F -measurable, ﬁnite partition of Ω A j , j = 0,1, . . . ,kn and ﬁnite number of functions g j ∈
L2([0, T ];X): j = 1, . . . ,kn such that
f n(ω) = χA0 (ω) · 0+
kn∑
j=1
χAi (ω) · g j,
where 0 is the original point of X.
According to Lemma 4.2, for g j ∈ L2([0, T ],X), for any  > 0, there exist bounded continuous functions {l j(t)} such that
∥∥l j(t) − g j(t)∥∥L2([0,T ];X) <
√

.nk
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h(ω) = χA0 (ω) · 0+
kn∑
j=1
χAi (ω) · l j(t),
we have∥∥ f n(ω) − h(ω)∥∥L2([0,T ],X) < √,
which yields
E
[∥∥ f n(ω) − h(ω)∥∥2L2([0,T ],X)] < . (4.7)
For l j(t), set
lnj (t) = l j
(
kT
n
)
if
kT
n
 t < (k + 1)T
n
.
Setting hn(ω) = χA0 (ω) · 0 +
∑kn
j=1 χAi (ω) · lnj (t), we have hn(ω) converges to h(ω) for every ω, so that by the Lebesgue
bounded convergence theorem, we get
lim
n→∞ E
[∥∥hn(ω) − h(ω)∥∥2L2([0,T ],X)] = 0,
which, together with (4.6) and (4.7), completes the proof. 
Then by Lemmas 4.1 and 4.3, we can extend the integrands into a larger class L2(X). So for f ∈ L2(X), we can choose a
sequence { f n: n ∈N} ⊂ L2step(X) such that
E
T∫
0
∥∥ f n − f ∥∥2 dt → 0 (n → ∞),
then deﬁne
IT ( f )(ω) :=
T∫
0
ft(ω)dBt(ω) := lim
n→∞
T∫
0
f nt (ω)dBt(ω),
where the limit is taken in L2-sense. Then from Lemma 4.1 and property of limit, taking f ∈ L2(X), we have E[‖IT ( f )‖2]
C E
∫ T
0 ‖ ft‖2 dt . For any interval [s, t] ⊂ [0, T ], the integral
∫ t
s fu dBu can be deﬁned similarly. For any f ∈ L2(X), it is not
diﬃcult to prove the process {It( f ): t ∈ [0, T ]} is an X-valued Ft martingale.
Now we study a set-valued stochastic integration with respect to the real Brownian motion on an M-type 2 Banach
space X.
For a set-valued stochastic process {Ft ,Ft : t ∈ [0, T ]} ∈ L2(K(X)), deﬁne a set of functions
Γt :=
{ t∫
0
f s dBs:
(
f (t)
)
t∈[0,T ] ∈ S2
(
F (·))
}
.
Remark 4. It is easy to see for any t ∈ [0, T ], Γt is a subset of L2[Ω,Ft , P ;X]. Furthermore, if {Ft ,Ft : t ∈ [0, T ]} ∈
L2(Kc(X)), then Γt is also convex.
Let deΓt denote the decomposable set of Γt with respect to Ft , deΓt the decomposable closed hull of Γt with respect
to Ft , where the closure is taken in L1. That is to say, for any g ∈ deΓt and any given  > 0, there exists a ﬁnite Ft -
measurable partition {A1, . . . , Am} of Ω and ( f 1(t))t∈[0,T ], . . . , ( f m(t))t∈[0,T ] ∈ S2(F (·)) such that∥∥∥∥∥g −
m∑
k=1
χAk
t∫
0
f k(s)dBs
∥∥∥∥∥
L1
< .
Theorem4.1. Let {Ft ,Ft : t ∈ [0, T ]} ∈ L2(K(X)), then for any t ∈ [0, T ], deΓt ⊂ L1(Ω,Ft , P ;X). Moreover, there exists a set-valued
random variable It(F ) ∈ M(Ω,Ft , P ;K(X)) such that S1 (Ft) = deΓt .It (F )
224 J. Zhang et al. / J. Math. Anal. Appl. 350 (2009) 216–233Proof. From the deﬁnition of Γt , it is easy to see that Γt ⊂ L2(Ω,Ft , P ;X) ⊂ L1(Ω,Ft , P ;X). Then deΓt ⊂ L1(Ω,Ft , P ;X),
furthermore, deΓt = clL1 {deΓt} ⊂ L1(Ω,Ft , P ;X). In addition, deΓt is nonempty since Γt is nonempty. By Proposition 2.1,
there exists an It(F ) ∈ M(Ω,Ft , P ;K(X)), such that S1It (F )(Ft) = deΓt . Then (It(F ))t∈[0,T ] is an Ft-adapted set-valued
stochastic process. If Ft(ω) is convex then so does It(F )(ω). 
Remark 5. In [11], Theorem 3.2 shows that deΓt is a bounded subset in L1(Ω,Ft , P ;X), but there is a little problem in the
proof of
n∑
i=1
E
[
χAi
∣∣∣∣∣
t∫
0
f i(s)dBs
∣∣∣∣∣
]

n∑
i=1
P (Ai)
(
E
[∣∣∣∣∣
t∫
0
f i(s)dBs
∣∣∣∣∣
2]) 12
.
In fact, by using the Schwarz inequality, the right-hand side should be
n∑
i=1
E
[
χAi
∣∣∣∣∣
t∫
0
f i(s)dBs
∣∣∣∣∣
]

n∑
i=1
(
P (Ai)
) 1
2
(
E
[∣∣∣∣∣
t∫
0
f i(s)dBs
∣∣∣∣∣
2]) 12
.
So the boundedness was not proved since
∑n
i=1(P (Ai))
1
2 
∑n
i=1 P (Ai).
In [11], Theorem 3.7 also shows the stochastic integral It(F ) is L2-integrably bounded, but we still think there is a
problem in the proof when the order of sup and integral
∫
Ω
was changed in the 5th line of p. 410. The same problem
appeared in Theorem 3.14 of [11] and in Theorem 8.1.10 of [25]. As a matter of fact, we should notice that Γt is a closed
bounded subset of L2(Ω,Ft , P ;Rn). deΓt , however, is not bounded in general. deΓt is unbounded in L1(Ω;X) if and only
if It(F )(ω) is unbounded almost surely in X. For X= R, Ogura [20] gave an example to show that It(F )(ω) is unbounded
a.s. in R, therefore, the Hausdofff metric between two interval-valued stochastic integrals maybe equals to inﬁnity almost
surely even if integrands are bounded, which implies Theorem 3.14 of [11] are not complete.
Deﬁnition 4.2. The set-valued stochastic process (It(F ))t∈[0,T ] deﬁned as above is called the stochastic integral of {Ft ,Ft :
t ∈ [0, T ]} ∈ L2(K(X)) with respect to real valued Brownian motion {Bt ,Ft; t ∈ [0, T ]}. For each t , we denote It(F ) =∫ t
0 Fs dBs . Similarly, for 0 s < t , we also can deﬁne the set-valued random variable
∫ t
s Fu dBu .
Theorem 4.2. Let {Ft ,Ft : t ∈ [0, T ]} ∈ L2(Kc(X)). Then the stochastic integral {It(F ),Ft : t ∈ [0, T ]} is a set-valued submartingale.
Proof. For any s, t ∈ [0, T ], s < t ,
S1It (F )(Ft) = de
{ t∫
0
fτ dBτ : ( fτ )τ∈[0,T ] ∈ S2
(
F (·))
}
and
S1E[It (F )|Fs](Fs) = cl
{
E
[
it(F )
∣∣Fs]: it(F ) ∈ S1It (F )},
where decomposability with respect to sigma-algebra Ft , both closures are taken in L1.
Take any selection ( fτ )τ∈[0,T ] ∈ S2(F (·)), we have
s∫
0
fτ dBτ = E
[ t∫
0
fτ dBτ
∣∣∣Fs
]
and
t∫
0
fτ dBτ ∈ S1It (F )(Ft),
then
s∫
fτ dBτ ∈ S1E[It (F )|Fs](Fs),0
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0
fτ dBτ : ( fτ )τ∈[0,T ] ∈ S2
(
F (·))
}
⊂ S1E[It (F )|Fs](Fs),
moreover,
de
{ s∫
0
fτ dBτ : ( fτ )τ∈[0,T ] ∈ S2
(
F (·))
}
⊂ S1E[It (F )|Fs](Fs)
since S1E[It (F )|Fs](Fs) is decomposable with respect to sigma-algebra Fs and closed in L1.
Then
S1Is(F )(Fs) ⊂ S1E[It (F )|Fs](Fs),
which implies
Is(F )(ω) ⊂ E
[
It(F )
∣∣Fs](ω) a.s.
i.e. {It(F ),Ft : t ∈ [0, T ]} is a set-valued submartingale. 
Remark 6. When X=R, Jung and Kim in [11] proved that the set-valued process It(F ; f0, c) := {(c +
∫ t
0 f0(s)dBs)M; t  0}
is an interval-valued martingale, where c  0 is a constant, M = [−1,1], { f0(t); t  0} ∈ L2(R), F (t) = f0(t)M and satisﬁes
the following condition:
Condition (C): The process (F (t))t0 ∈ L2(Kc(R)) is deﬁned by F (t) = f0(t)M a.s., where M = [−1,1] and ( f0(t))t0 ∈ L2(R)
satisﬁes that there exists a constant c  0 such that
∫ t
0 f0(s)dBs a.s. for all t  0. In this case (F (t))t0 or (F ; f0, c) is called satisfying
Condition (C).
Note: It is clear that the interval-valued process {∫ t0 ( f0(s) + c)dBs M; t  0} is an interval-valued martingale since
both of the two endpoints are real valued martingales, but we do not know that the set-valued stochastic integral
{∫ t0 F (s)dBs; t  0} = {∫ t0 f0(s)MdBs; t  0} is an interval-valued martingale or not. Because as usual, we do not have
the result
t∫
0
f0(s)MdBs =
t∫
0
f0(s)dBs M
even if (F ; f0, c) satisﬁes the above Condition (C). Please see the following example.
Example 4.1. Assume T = 1, for t ∈ [0,1], take f0(t) = exp{Bt − 12 t}, F (t) = f0(t)M , we know
t∫
0
f0(s)dBs = exp
{
Bt − 1
2
t
}
− 1,
then (F ; f0, c) satisﬁes Condition (C) with c = 1. For any t ∈ [0,1], let g(t,ω) = t f0(t,ω), then {g(t): t ∈ [0,1]} ∈ S2(F (·)),
the stochastic integral
t∫
0
g(s)dBs =
t∫
0
s exp
{
Bs − 1
2
s
}
dBs = t exp
{
Bt − 1
2
t
}
−
t∫
0
exp
{
Bs − 1
2
s
}
ds.
For t = 1,
1∫
0
f0(s)dBs = exp
{
B1 − 1
2
}
− 1
and
1∫
g(s)dBs = exp
{
B1 − 1
2
}
−
1∫
exp
{
Bs − 1
2
s
}
ds.0 0
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exp
{
B1(ω) − 1
2
}
−
1∫
0
exp
{
Bs(ω) − 1
2
s
}
ds /∈
1∫
0
f0(s)(ω)dBs(ω)M.
Generally speaking,
t∫
0
f0(s)MdBs ⊇
t∫
0
f0(s)dBs M a.s.
If (F ; f0, c) satisﬁes Condition (C) with c = 0, that is
t∫
0
f0(s)dBs  0 a.s.
for all t ∈ [0, T ], then
t∫
0
f0(s)dBs = 0 a.s.
since also we have
E
[ t∫
0
f0(s)dBs
]
= 0,
furthermore,
0= E
∥∥∥∥∥
t∫
0
f0(s)dBs
∥∥∥∥∥
2
= E
t∫
0
∣∣ f0(s)∣∣2 ds,
then
f0(t,ω) = 0 a.e. (t,ω) ∈ [0, T ] × Ω.
That is F (t,ω) = {0} a.e. (t,ω) ∈ [0, T ] × Ω , which is trivial. For the trivial case, the set-valued stochastic integral∫ t
0 Fs dBs = {0} a.s. and it is a set-valued (with only one element a.s.) martingale. But for nontrivial cases, a set-valued
stochastic integral may not be a set-valued martingale.
Lemma 4.4. Let (E,B,μ) be a σ -ﬁnite measure space. If B is separable with respect to μ (i.e. there exists a countably generated sub-
sigma algebra B0 ⊂ B such that for every A ∈ B, there is B ∈ B0 satisfying μ(A  B) = 0), then space Lp(E;X) (p  1) is separable
in norm.
Proof. Since X is separable, then Borel measurability is equivalent to strongly measurability and f (t) is separably valued as
a function from E to X, therefore f is approximated by a sequence of ﬁnitely valued functions { f n: n ∈N} [24] such that
lim
n→∞
∥∥ f n(t) − f (t)∥∥Lp(E;X) = 0 and ∥∥ f n(t)∥∥Lp(E;X)  ∥∥ f (t)∥∥Lp(E;X) + 1n , (4.8)
it is clear that every f n ∈ Lp(E;X). For f n(t), there exist F -measurable, ﬁnite partition of E: A j , j = 0,1, . . . ,kn and ﬁnite
number of elements x j ∈X: j = 1, . . . ,kn such that
f n(t) = χA0 (t) · 0+
kn∑
j=1
χAi (t) · x j,
where 0 is the original point of X.
Obviously, any χA j ∈ Lp(E;R), since both Lp(E;R) and X are separable, then all ﬁnite combinations of χA j · x j are
countable. Therefore, by (4.8), Lp(E;X) is separable. 
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{ f n: n ∈ N} ⊂ S2(F (·)), such that for every t ∈ [0, T ],
S1It (F ) = de
{ t∫
0
f ns dBs: n ∈N
}
, (4.9)
where the closure is taken in L1 , decomposability is with respect to Ft .
Proof. If F is separable with respect to probability P , then B([0, T ])×F is separable with respect to product measure λ× P ,
where λ is the Lebesgue measure in [0, T ]. Furthermore, by Lemma 4.4, the space L2(([0, T ] × Ω),B([0, T ]) × F , λ × P ;X)
is separable in norm. So that S2(F (·)) is separable since it is a closed subset of L2(([0, T ] × Ω),B([0, T ]) × F , λ × P ;X).
Then we can choose a sequence { f n: n ∈ N} ⊂ S2(F (·)) such that
S2
(
F (·)) = cl{ f n: n ∈N},
where the closure is taken in L2(([0, T ] × Ω),B([0, T ]) × F , λ × P ;X).
For every t ∈ [0, T ],
S1It (F )(Ft) = de
{ t∫
0
f s dBs: ( f s)s∈[0,T ] ∈ S2
(
F (·))
}
.
It suﬃces to prove
de
{ t∫
0
f s dBs: ( f s)s∈[0,T ] ∈ S2
(
F (·))
}
⊂ de
{ t∫
0
f ns dBs: n ∈N
}
since the opposite inclusion is obvious.
At ﬁrst we will show
de
{ t∫
0
f s dBs: ( f s)s∈[0,T ] ∈ S2
(
F (·))
}
⊂ de
{ t∫
0
f ns dBs: n ∈N
}
.
We only consider the combinations which consist of two elements. Let g1, g2 ∈ S2(F (·)), then there exist two subse-
quences { f ni1 : i ∈N}, { f
n j
2 : j ∈N} of { f n: n ∈N}, such that
E
T∫
0
∥∥g1(t) − f ni1 (t)∥∥2 dt → 0 (i → ∞),
and
E
T∫
0
∥∥g2(t) − f n j2 (t)∥∥2 dt → 0 ( j → ∞).
For any Ft-measurable partition A1, A2 of Ω ,
χA1
t∫
0
g1(s)dBs + χA2
t∫
0
g2(s)dBs ∈ de
{ t∫
0
f (s)dBs: ( f s)s∈[0,T ] ∈ S2
(
F (·))
}
,
E
∥∥∥∥∥χA1
t∫
0
g1(s)dBs + χA2
t∫
0
g2(s)dBs − χA1
t∫
0
f ni1 (s)dBs − χA2
t∫
0
f
n j
2 (s)dBs
∥∥∥∥∥
 E
∥∥∥∥∥
t∫
0
χA1
(
g1(s) − f ni1 (s)
)
dBs
∥∥∥∥∥ + E
∥∥∥∥∥
t∫
0
χA2
(
g2(s) − f n j2 (s)
)
dBs
∥∥∥∥∥
 E
∥∥∥∥∥
t∫ (
g1(s) − f ni1 (s)
)
dBs
∥∥∥∥∥ + E
∥∥∥∥∥
t∫ (
g2(s) − f n j2 (s)
)
dBs
∥∥∥∥∥
0 0
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(
E
∥∥∥∥∥
t∫
0
(
g1(s) − f ni1 (s)
)
dBs
∥∥∥∥∥
2) 12
+
(
E
∥∥∥∥∥
t∫
0
(
g2(s) − f n j2 (s)
)
dBs
∥∥∥∥∥
2) 12

√
C
(
E
t∫
0
∥∥(g1(s) − f ni1 (s))∥∥2 ds
) 1
2
+ √C
(
E
t∫
0
∥∥(g2(s) − f n j2 (s))∥∥2 ds
) 1
2
→ 0 (i, j → ∞),
which means
χA1
t∫
0
g1(s)dBs + χA2
t∫
0
g2(s)dBs ∈ de
{ t∫
0
f n(s)dBs: n ∈ N
}
.
Then
de
{ t∫
0
f (s)dBs: ( f s)s∈[0,T ] ∈ S2
(
F (·))
}
⊂ de
{ t∫
0
f n(s)dBs: n ∈N
}
,
furthermore
de
{ t∫
0
f (s)dBs: ( f s)s∈[0,T ] ∈ S2
(
F (·))
}
⊂ de
{ t∫
0
f n(s)dBs: n ∈N
}
since de{∫ t0 f n(s)dBs: n ∈N} is closed. The desired result is obtained. 
Remark 7. If we deﬁne
S2It (F )(Ft) := deL2
{ t∫
0
f s dBs: ( f s)s∈[0,T ] ∈ S2
(
F (·))
}
,
where the closure is taken in L2. By using the method similar to the proof of Lemma 4.5, under the same condition as that
in Lemma 4.5, we have the following results
S2It (F )(Ft) = deL2
{ t∫
0
f ns dBs: n ∈N
}
.
Theorem 4.3 (Castaing representation of set-valued stochastic integral). Assume F is separable with respect to the probability mea-
sure P . Then for a set-valued stochastic process {Ft ,Ft : t ∈ [0, T ]} ∈ L2(K(X)), there exists a sequence {( f it )t∈[0,T ]: i = 1,2, . . .} ⊂
S2(F (·)) such that for each t ∈ [0, T ], F (t,ω) = cl{( f it (ω)): i = 1,2, . . .} a.s., and
It(F )(ω) = cl
{ t∫
0
f is (ω)dBs(ω): i = 1,2, . . .
}
a.s.
Proof. For each t ∈ [0, T ], It(F ) ∈ M(Ω;K(X)) and S1It (F ) is nonempty, then by Lemma 2.1, there exists a sequence
{git : i ∈N} ⊂ S1It (F ) such that
It(F )(ω) = cl
{
git(ω): i ∈N
}
for all ω ∈ Ω.
(Note: In the above equation, the sequence depends on t .)
Since
S1It (F ) = de
{ t∫
0
f s dBs: ( ft)t∈[0,T ] ∈ S2
(
F (·))
}
,
by Lemma 4.5, there exists a sequence {hn: n ∈ N} ⊂ S2(F (·)), such that for every t ∈ [0, T ],
S1It (F ) = de
{ t∫
hns dBs: n ∈N
}
.0
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git(ω) ∈ cl
{ t∫
0
hns (ω)dBs(ω): n ∈N
}
a.s.,
where the closure is taken in X. By the countability of the sequence, we can ﬁnd an exceptional P-null set N1, such that for
ω ∈ Ω \ N1,
{
git(ω): i ∈N
} ⊂ cl
{ t∫
0
hns (ω)dBs(ω): n ∈N
}
.
Then
It(F )(ω) = cl
{
git(ω): i ∈N
} ⊂ cl
{ t∫
0
hns (ω)dBs(ω): n ∈N
}
a.s.
⊂ It(F )(ω) a.s.,
i.e.
It(F )(ω) = cl
{ t∫
0
hns (ω)dBs(ω): n ∈N
}
a.s.
On the other hand, according to Lemma 2.1, we can choose a sequence {φ j ∈ S2(F (·)): j ∈ N} such that for every t
and ω,
Ft(ω) = cl
{
φ
j
t (ω): j ∈N
}
.
Put {(
f it
)
t∈[0,T ]: i ∈N
} = {(hnt )t∈[0,T ], (φ jt )t∈[0,T ]: n, j ∈N},
then for every t and ω
Ft(ω) ⊂ cl
{
f it (ω): i ∈N
}
,
by the deﬁnition of selection of a set-valued process given in Section 2, for each t and n ∈N,
hnt (ω) ∈ Ft(ω) a.s.
Owing to the countability of the sequence, we can ﬁnd an exceptional P-null set N2, such that for ω ∈ Ω \ N2
cl
{
hnt (ω): n ∈N
} ⊂ Ft(ω).
Then for each t
cl
{
f it (ω): i ∈N
} ⊂ Ft(ω) a.s.
So, for each t and ω ∈ Ω \ N2,
Ft(ω) = cl
{
f it (ω): i ∈N
}
.
In addition, for every t ∈ [0, T ] and j ∈N
t∫
0
φ
j
s (ω)dBs(ω) ∈ It(F )(ω) a.s.,
then there exists a P-null set N3, such that for ω ∈ Ω \ N3,
cl
{ t∫
0
φ
j
s (ω)dBs(ω): j ∈N
}
⊂ It(F )(ω),
furthermore, for ω ∈ Ω \ (N1 ∪ N3),
cl
{ t∫
f is (ω)dBs(ω): i ∈N
}
⊂ It(F )(ω) ⊂ cl
{ t∫
f is (ω)dBs(ω): i ∈N
}
.0 0
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Ft(ω) = cl
{
f it (ω): i ∈N
}
and
It(F )(ω) = cl
{ t∫
0
f is (ω)dBs(ω): i ∈N
}
.
So { f i: i ∈N} is the desired sequence. 
Remark 8. In [11], Theorem 3.5 proved the result without the assumption of separability of F when {Ft ,Ft : t ∈ [0, T ]} ∈
L2(Kc(R)). But we think the sequence depends on t . In order to overcome the problem, here we added the condition: F is
separable with respect to the probability measure P .
Theorem 4.4. Assume F is separable with respect to P , a set-valued stochastic process {Ft ,Ft : t ∈ [0, T ]} ∈ L2(K(X)), and {Bt ,Ft :
t ∈ [0, T ]} is the real valued Brownian motion, where 0 t1 < t  T . Then the following holds
It(F )(ω) = cl
{
It1 (F )(ω) +
t∫
t1
Fs(ω)dBs(ω)
}
a.s.
where the closure is taken in X.
Proof. From Theorem 4.3, there exists a sequence {( f it )t∈[0,T ]: i = 1,2, . . .} ⊂ S2(F (·)) such that for each t  0, Ft(ω) =
cl{( f it (ω)): i = 1,2, . . .} a.s., and
It(F )(ω) = cl
{ t∫
0
f is (ω)dBs(ω): i = 1,2, . . .
}
a.s., (4.10)
then for 0 t1 < t , we have:
It1 (F )(ω) = cl
{ t1∫
0
f is (ω)dBs(ω): i = 1,2, . . .
}
a.s., (4.11)
t∫
t1
Fs(ω)dBs(ω) = cl
{ t∫
t1
f is (ω)dBs(ω): i = 1,2, . . .
}
a.s. (4.12)
It is obvious that
It(F )(ω) ⊂ cl
{
It1 (F )(ω) +
t∫
t1
Fs(ω)dBs(ω)
}
a.s.
Conversely, take a ∈ cl{It1 (F )(ω)+
∫ t
t1
Fs(ω)dBs(ω)}, by (4.11) and (4.12) for arbitrary given  > 0, we can ﬁnd m(),k() ∈N,
such that∥∥∥∥∥a −
( t1∫
0
f m()s (ω)dBs(ω) +
t∫
t1
f k()s (ω)dBs(ω)
)∥∥∥∥∥
X
<

2
. (4.13)
Let gs(ω) = f m()s (ω)χ[0,t1](s) + f k()s (ω)χ[t1,t](s), where χ[0,t1](s) and χ[t1,t](s) are indicator functions. Then∫ t
0 gs(ω)dBs(ω) ∈ It(F )(ω) for all 0  s  t  T and a.s. ω. From (4.10), for arbitrary given  > 0, there exists n() ∈ N ,
such that∥∥∥∥∥
t∫
0
gs(ω)dBs(ω) −
t∫
0
f n()s (ω)dBs(ω)
∥∥∥∥∥
X
<

2
. (4.14)
By (4.13) and (4.14), we obtain∥∥∥∥∥a −
t∫
0
f n()s (ω)dBs(ω)
∥∥∥∥∥
X
< .
That is to say a ∈ It(F )(ω), so It(F )(ω) ⊃ cl{It1 (F )(ω) +
∫ t Fs(ω)dBs(ω)} a.s. t1
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interval-valued functions than general set-valued case. In the following, we will show the connection between interval-
valued stochastic integrals and general set-valued ones.
Let X∗ be the topological dual space of X, F = {Ft ,Ft : t ∈ [0, T ]} be a convex set-valued stochastic process. Take x∗ ∈X∗ ,
for any t ∈ [0, T ], deﬁne
F x
∗
t (ω) = cl
{〈x∗,a〉: a ∈ Ft(ω)} for ω ∈ Ω,
then F x
∗
t is an interval-valued Ft-measurable random variable. Indeed, it is convex since the convexity of Ft(ω) and the
linearity of x∗ . Take any open interval (c,d) ⊂R,
{
ω: F x
∗
t (ω) ∩ (c,d) = ∅
} = Ω \ ({ω: sup
a∈Ft (ω)
〈x∗,a〉 c
}
∪
{
ω: inf
a∈Ft (ω)
〈x∗,a〉 d
})
∈ Ft ,
i.e. F x
∗
t is Ft-measurable. Further,
S1
F x
∗
t
(Ft) = cl
{〈x∗, ft〉: ft ∈ S1Ft (Ft)}.
Therefore, {F x∗t : t ∈ [0, T ]} is an interval-valued stochastic process. Moreover, if F = {Ft ,Ft : t ∈ [0, T ]} ∈ L2(Kc(X)) then
F x
∗ = {F x∗t ,Ft : t ∈ [0, T ]} ∈ L2(Kc(R)) and
S2
(
F x
∗
(·)) = cl{〈x∗, f 〉: f = ( f s)s∈[0,T ] ∈ S2(F (·))},
where the closure is taken in product space L2(([0, T ] × Ω),B([0, T ]) × F , λ × P ;X).
Theorem 4.5. Assume set-valued stochastic process {Ft ,Ft : t ∈ [0, T ]} ∈ L2(Kc(X)), then for any x∗ ∈X∗ , {Ix∗t (F ),Ft : t ∈ [0, T ]} is
an interval-valued Ft -adapted process, and for any t ∈ [0, T ],
I x
∗
t (F )(ω) = It
(
F x
∗)
(ω) a.s.
where Ix
∗
t (F )(ω) := (It(F ))x∗ (ω).
Proof. It is clear that for x∗ ∈X∗ , {Ix∗t (F ),Ft : t ∈ [0, T ]} is interval-valued and Ft -adapted.
S1
It (F x
∗
)
(Ft) = de
{ t∫
0
f x
∗
s dBs:
(
f x
∗
s
)
s∈[0,T ] ∈ S2
(
F x
∗
(·))
}
= de
{ t∫
0
gx
∗
s dBs:
(
gx
∗
s
)
s∈[0,T ] ∈ cl
{〈x∗, f 〉: f ∈ S2(F (·))}
}
⊃ de
{〈
x∗,
t∫
0
f s dBs
〉
: ( f s)s∈[0,T ] ∈ S2
(
F (·))
}
.
Conversely, take any gx
∗ ∈ cl{〈x∗, f 〉: f ∈ S2(F (·))}, then for any natural number n, we can ﬁnd an f n ∈ S2(F (·)), such that
E
T∫
0
∣∣gx∗s (ω) − 〈x∗, f ns (ω)〉∣∣2 ds < 1n .
On the other hand, by the property of norm and Lemma 4.1, we have
E
∥∥∥∥∥
t∫
0
gx
∗
s dBs −
t∫
0
〈
x∗, f ns
〉
dBs
∥∥∥∥∥ = E
∥∥∥∥∥
t∫
0
(
gx
∗
s −
〈
x∗, f ns
〉)
dBs
∥∥∥∥∥

(
E
[∥∥∥∥∥
t∫
0
(
gx
∗
s −
〈
x∗, f ns
〉)
dBs
∥∥∥∥∥
2]) 12

√
C
(
E
[ t∫ ∣∣(gx∗s − 〈x∗, f ns 〉)∣∣2 ds
]) 1
20
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√
C
(
E
[ T∫
0
∣∣(gx∗s − 〈x∗, f ns 〉)∣∣2 ds
]) 1
2
<
√
C√
n
→ 0 (n → ∞),
that implies
t∫
0
gx
∗
s dBs ∈ de
{〈
x∗,
t∫
0
f s dBs
〉
: ( f s)s∈[0,T ] ∈ S2
(
F (·))
}
,
moreover,
de
{ t∫
0
gx
∗
s dBs:
(
gx
∗
s
)
s∈[0,T ] ∈ cl
{〈x∗, f 〉: f ∈ S2(F (·))}
}
⊂ de
{〈
x∗,
t∫
0
f s dBs
〉
: ( f s)s∈[0,T ] ∈ S2
(
F (·))
}
since the closedness and decomposability of de{〈x∗, ∫ t0 f s dBs〉: ( f s)s∈[0,T ] ∈ S2(F (·))}. Together with the converse inclusion,
we get
S1
It (F x
∗
)
(Ft) = de
{〈
x∗,
t∫
0
f s dBs
〉
: ( f s)s∈[0,T ] ∈ S2
(
F (·))
}
= cl
{
n∑
i=1
χAi
〈
x∗,
t∫
0
f is dBs
〉
: A1, . . . , An is any Ft-measurable ﬁnite partition of Ω,
(
f is
)
s∈[0,T ] ∈ S2
(
F (·)), i = 1, . . . ,n, n ∈N
}
= cl
{〈
x∗,
n∑
i=1
χAi
t∫
0
f is dBs
〉
: A1, . . . , An is any Ft-measurable ﬁnite partition of Ω,
(
f is
)
s∈[0,T ] ∈ S2
(
F (·)), i = 1, . . . ,n, n ∈N
}
= cl{〈x∗, gt〉: gt ∈ S1It (F )(Ft)}
= S1
Ix
∗
t (F )
(Ft),
that means
Ix
∗
t (F )(ω) = It
(
F x
∗)
(ω) a.s. 
Theorem 4.6. Assume set-valued stochastic process {Ft ,Ft : t ∈ [0, T ]} ∈ L2(Kc(X)), then for any x∗ ∈X∗ and s < t ∈ [0, T ],
E[Ix∗t (F )∣∣Fs](ω) = Ex∗[It(F )∣∣Fs](ω) a.s.
Proof. For s < t , consider the conditional expectations E[It(F )|Fs] and E[Ix∗t (F )|Fs]:
S1E[It (F )|Fs](Fs) = cl
{
E[gt |Fs]: gt ∈ S1It (F )(Ft)
}
,
S1Ex∗ [It (F )|Fs](Fs) = cl
{〈x∗, g〉: g ∈ S1E[It (F )|Fs](Fs)} = cl{〈x∗, E[gt |Fs]〉: gt ∈ S1It (F )(Ft)}.
By Theorem 4.5,
S1E[Ix∗t (F )|Fs]
(Fs) = S1E[It (F x∗ )|Fs](Fs)
= cl{E[gx∗t ∣∣Fs]: gx∗t ∈ S1It (F x∗ )(Ft)}
= cl{E[〈x∗, gt〉∣∣Fs]: gt ∈ S1It (F )(Ft)}
= cl{〈x∗, E[gt |Fs]〉: gt ∈ S1It (F )(Ft)}
= S1 x∗ (Fs).E [It (F )|Fs]
J. Zhang et al. / J. Math. Anal. Appl. 350 (2009) 216–233 233That is
E[Ix∗t (F )∣∣Fs](ω) = Ex∗[It(F )∣∣Fs](ω) a.s. 
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