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Resum 
 
El terme Time Sensitive Networking fa referència al conjunt d’estàndards en 
desenvolupament per un dels grups de treball del IEEE 802.1 format al 
novembre del 2012 com a substitut de l’Audio / Video Bridging Task Group.  
 
Aquests estàndards defineixen mecanismes que permeten la transmissió de 
dades sensibles al temps sobre xarxes Ethernet, garantint la latència punt a 
punt dels paquets i evitant les pèrdues del trànsit crític, entre d’altres. Per tant 
doten al tradicional mètode de commutació de paquets la capacitat de 
mantenir una comunicació amb restriccions temporals, la qual cosa permet la 
inclusió del serveis síncrons necessaris per les aplicacions en temps real on és 
imprescindible que certs paquets travessin la xarxa amb un retard controlat 
inclús quan la càrrega de la xarxa és elevada. 
 
Les tres claus principals d’aquests estàndards són la sincronització entre 
equips necessària per a tenir una comunicació en temps real, la planificació 
temporal del trànsit en classes per a distingir del més al menys crític, i les 
normes de selecció i reserva de les rutes compartides entre els equips. 
 
Les indústries que es poden beneficiar d’aquesta tecnologia són nombroses. A 
banda de l’indústria audiovisual contemplada originalment en els estàndards 
del Audio/Video Bridging, TSN va mes enllà i s’adapta a l’aeronàutica 
(senyalitzacions), al transport ferroviari, a l’automoció (comunicacions de 
cotxes autònoms, fluxos de vídeo des de les càmeres, canals de comunicació 
interns...) i a les fàbriques amb sistemes de control temps real, entre d’altres. 
 
L’objectiu d’aquest treball és estudiar i documentar l’estat de l’art sobre 
aquests estàndards, buscar implementacions dels mateixos i provar-les en els 
equips del laboratori, així com testejar i documentar els equips especials 
adquirits amb funcionalitats TSN i preparar un conjunt de demostracions per 
il·lustrar les principals funcionalitats de cada estàndard mitjançant els equips 
utilitzats.  
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Overview 
 
Time-Sensitive Networking (TSN) is a set of standards in development by one 
of the working groups of the IEEE 802.1 (formed in November 2012) by 
renaming the existing Audio / Video Bridging Task Group. 
 
These standards define mechanisms that allow the transmission of time-
sensitive data over Ethernet networks, guaranteeing the latency of the 
packages and avoiding the loss of critical traffic, among others. Therefore, they 
provide packet switching networks with the ability to establish a communication 
with time constraints, which allow the transport of the synchronous services 
necessary for real-time applications, in which it is essential that certain packets 
cross the network without delay even when the load of the network is high. 
 
The three main keys of these standards are the synchronization between 
equipment needed to have a communication in real time, the scheduling and 
traffic shaping of traffic classes to distinguish from the most critical and the 
selection and reserve of the routes shared between the terminals. 
 
Several industries can benefit from this technology a part from audiovisual 
industry originally contemplated in the Audio / Video Bridging standards. TSN 
goes further and adapts to aeronautics, rail transport, to automotive industry 
(communications of autonomous cars, video streams from cameras, internal 
communication channels ...) and to factories with real time control systems, 
among others. 
 
The objective of this work is to study and document the state of the art of 
standards, to look for AVB/TSN implementations and to test them in the 
equipment’s of the laboratory, as well as to test and document the special 
equipment acquired with TSN functionalities and to prepare a set of 
demonstrations to illustrate the main features of each standard. 
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1 Per trànsit mix entenem la convergència de trànsit crític amb d’altres tipus en una mateixa xarxa 
INTRODUCCIÓ 
 
Cada cop més els mercats emergents demanden una solució determinista 
basada en Ethernet [1] que garanteixi comunicacions fiables en temps real 
aprofitant la mateixa infraestructura de xarxa física basada en els estàndards 
existents dels grups IEEE 802.1 [2] i IEEE 802.3 [3]. L’any 2005 es crea l’Audio 
Video-Bridging (AVB) task group [4] amb l’objectiu de recollir les 
especificacions dels serveis d’streaming [5] de baixa latència i sincronitzats en 
temps a través de xarxes IEEE 8022. L’AVB Task Group evoluciona al Time-
Sensitive Networking (TSN) Task Group [7] al 2012 per abastar més sectors 
(Industria, Automobilisme, control en transport i processos, Aeroespacials, etc), 
per a millorar les xarxes de control aportant capacitats determinístiques i suport 
de trànsit mix1 en solucions de: transport (sistemes de control de trànsit, xarxes 
de vehicles autònoms, senyalització en sistemes ferroviaris i aeronavegació), 
control de moviment (turbines eòliques, maquines d’impressió, robots 
industrials), automatització de la xarxa elèctrica a petita i gran escala, xarxes de 
control distribuït industrial, etc. 
 
TSN permet mantenir el determinisme sobre Ethernet amb la confiança de 
poder satisfer els requisits del trànsit més exigent que comparteix el mitja amb 
el menys exigent, és a dir la convergència de trames de control crític (dades 
crítiques) amb el control no crític i els fluxos de dades best-effort [8] en una 
única xarxa assegurant l’arribada puntual de les trames sensibles al temps.  
 
Entre els objectius de la tecnologia TSN destaquen els que proporcionen 
solucions a les següents necessitats dels mercats industrials: 
 
- Implementar l’estàndard de sincronia IEEE 1588 PTP [9] de manera 
simple, robusta i mantenint les capacitats plug-and-play [10]. 
- Crear un protocol de transport a la capa d’enllaç de dades (L2) [11] per a 
les dades que siguin sensibles a la latència. 
- Oferir la possibilitat de reservar d’ample de banda per a certes 
transmissions i garantir-ne de manera absoluta una latència baixa i 
específica assegurant que no hi ha pèrdues per congestió a la xarxa. 
- Permetre a un determinat flux de dades l’ús de múltiples rutes 
(redundants) a través de la xarxa per a garantir que la fallada dels 
equips o mitjans no provoquin pèrdues de paquets. 
- Permetre que qualsevol flux de dades reservi el nivell de qualitat de 
servei (QoS) [12] que desitgi ja sigui unicast [13] o multicast [14], a nivell 
d’enllaç de dades o a nivell de xarxa punt a punt [15].  
- Convergir totes les qualitats de servei existents dins de la mateixa xarxa 
mantenint les garanties proporcionades per TSN encara que hi hagi 
trànsit best-effort saturant tot els enllaços. 
 
L’objectiu d’aquest treball és estudiar els estàndards AVB/TSN i realitzar proves 
en un entorn de laboratori. En la primera part del treball es fa una explicació de 
les funcionalitats dels estàndards que va desenvolupar el grup de treball AVB i 
els que està desenvolupant actualment el Time Sensitive Networking Task 
Group del IEEE 802.1. En la segona part del treball s’expliquen els equips que 
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2 IEEE 802 és un projecte de l’Institut d’Enginers Electrics i Electrònics (IEEE) que té com objectiu desenvolupar, 
mantenir i recomenar usos d’estándards per xarxes d’area local (LAN), d’àrea metropolitana (MAN) i d’altres 
dimensions utlitzant un procés obert i acreditat. Dins d’aquest projecte cal destacar els grups d’estàndards més utilitzats 
globalment com per exemple Ethernet (IEEE 802.3), xarxes inalàmbriques d’àrea local (IEEE 802.11) i Bluetooth 
(802.15). El grup de treball que ens ocupa, l’IEEE 802.1, es centra en les àrees d’arquitectura, seguretat, gestió i capes 
de protocol per sobre de la MAC i LCC en xarxes LAN, MAN, d’àrea extesa (WAN) així com l’interconexions entre 
aquestes. L’IEEE 802.1 es subdivideix en quatre subgrups de treball: xarxes sensibles al temps, seguretat, 
interconexions de centres de dades (Data Center Bridging) i OmniRAN. 
hem utilitzat per avaluar aquests estàndards en un entorn controlat de 
laboratori i les implementacions disponibles open source disponibles a dia 
d’avui que també hem testejat. Finalment es detallen les proves realitzades i els 
resultats obtinguts amb els diferents equips adquirits preparats per a suportar 
els nous estàndards AVB/TSN. El document finalitza amb les conclusions on 
s’expliquen els resultats finals de les proves amb els diferents equips i les línies 
futures dels estàndards que s’estan desenvolupant a dia d’avui. 
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1 CAPÍTOL 1. ESTÀNDARDS IEEE 802.1 AVB I TSN 
 
En aquest primer capítol veurem en detall els principals estàndards que ha 
desenvolupat a dia d’avui el grup de treball TSN de l’IEEE, també veurem 
breument els estàndards en els que estan treballant i encara no tenen 
implementacions disponibles al mercat. En la secció 5.1 de l’annex es detallen 
els estàndards que va desenvolupar l’anterior grup de treball AVB de l’IEEE 
abans d’evolucionar cap a TSN. 
 
 
1.1. IEEE 802.1 Time-Sensitive Networking (TSN) 
1.1.1. Introducció 
 
L’any 2012 l’AVB Task Group evoluciona al TSN TG per abastar més sectors 
(Industria, Automobilisme, control en transport i processos, Aeroespacials, etc). 
Gràcies a l’experiència adquirida en el desenvolupament de l’AVB es van 
plantejar nous reptes per a solucionar errors passats: 
 
• Passar d’un control descentralitzat a un centralitzat (més apte per a 
aplicacions industrials). 
• Un nou mètode de traffic shaping que permet eliminar les pèrdues per 
congestió. 
• Expandir-se a nous mercats i cobrir les diferents necessitats d’aquests. 
• Disminuir el delay salt a salt mitjà (250μs en AVB). 
 
Això permet la convergència de xarxes de control i dades massives cap a una 
xarxa única interconnectada en temps real sense interrupcions en les tasques 
critiques. També incorpora nous estàndards i en millora d’existents que 
permeten:  
 
 Comunicacions en temps real amb latència garantida. 
 Trànsit crític sense pèrdues provocades per congestió en tots els circuits 
de control crítics. 
 Reduir complexitat i costos d’infraestructura convergint xarxes de control 
i dades 
 Estàndards oberts (IEEE 802.1 i altres grups rellevants), actualitzats i 
interoperables amb viabilitat a llarg termini i adaptabilitat a xarxes ja 
existents sense cost extra. 
 Immunitat pel trànsit crític sobre els efectes del trànsit convergent i altres 
classes de trànsit. 
 Facilitar el disseny, aprovisionament i manteniment de la xarxa. 
 Garantir determinades QoS d’un producte o servei. 
 
Aquest beneficis permeten millorar les tecnologies de moltes indústries. 
Seguidament es mostra en la Taula 1.1 els principals sectors que poden 
beneficiar-se de les tecnologies que aporta TSN, com bus de comunicació. 
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Taula 1.1 Casos d’ús de les tecnologies TSN en els sectors industrials 
 
Sector industrial Casos d’ús 
Sistemes de control 
industrial 
-Comunicacions entre màquines i robots 
-Aplicacions de control de moviment 
-Xarxes petites amb alta dependència del 
trànsit de control, proporcionar més fiabilitat 
als elements que transporten aquests trànsits  
Transport -Control, monitorització i senyalització de la 
infraestructura de transport (carreteres, vies 
ferroviàries, vies portuàries, etc)  
Automoció -Xarxes internes d’automòbils per controlar i 
integrar dispositius i aplicacions (radars, 
sensors, càmeres, etc) 
-Convergència del trànsit crític i d’info-
entreteniment en una sola xarxa 
 
Aeroespacial -Mecanismes simples de redundància pels 
sistemes d’operació crítics 
-Millorar la robustesa de la xarxa on el 
manteniment no és una opció 
Telecomunicacions -Sincronia en el fronthaul i backhaul [125] per 
a xarxes mòbils 5G 
Energies -Control de moviment de turbines (marines i 
eòliques) 
-Sistemes de control certificat de seguretat 
-Suport a la convergència de xarxes de 
procés i de control. Proveïr alta disponibilitat 
en aquestes xarxes 
 
 
 
La majoria d’aquests estàndards són extensions del IEEE 802.1Q (Virtual LANs 
que permeten a múltiples xarxes compartir de forma transparent el mateix medi 
físic). Aquestes extensions es centren en la transmissió fiable de paquets i amb 
latència molt baixa, amb possibles aplicacions que inclouen xarxes convergents 
amb transmissió d’àudio/vídeo i transmissions de control en temps real (utilitzat 
en instal·lacions de control d’automoció i industrials). Ja hi ha empreses que 
estan treballant en implementacions d’aquests estàndards (software), tal com 
veurem mes endavant, però cal tenir en compte també que per utilitzar-les cal 
tenir el hardware específic per du a terme correctament la sincronia amb les 
especificacions requerides per TSN. I aquests estàndards són: 
 
 Millora del 802.1AS-Rev (gPTP) 
 802.1Qbu [49] i IEEE 802.3br [50] (redueixen latència de trànsits TSN i 
permeten que el trànsit preferent interrompi el no preferent fragmentant-
lo si es necessari) 
 802.1Qbv [51] (permet assignar cada trànsit a una cua diferent que es 
transmet durant un interval periòdic de temps) 
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 802.1CB [52] (redundància sense interrupcions -> replicació i eliminació 
de trames )  
 802.1Qcc [53] (millora del Stream Reservation Protocol) 
 IEEE 1722-Rev (suporta format àudio/vídeo d’automoció i trames de 
control) 
 802.1Qci [54] (per stream filtering and policing) Time Based Ingress 
Policing 
 802.1Qch [55] (cyclic queuing and forwarding) 
 802.1Qca [56] (path control and redundancy (seamless)) 
 802.1CM [57] (estàndard que defineix diferents perfils per a cada tipus 
de solució time-sensitive) 
 
Els diferents estàndards definits es poden agrupar en tres categories bàsiques 
que corresponen als components clau requerits en una solució de comunicació 
en temps real. Tots els estàndards es poden utilitzar per si sols, són 
autosuficients, només quan s’utilitzen conjuntament d’una manera concreta 
s’aconsegueix un sistema de comunicació TSN en tot el seu potencial. Els tres 
components són: 
 
1. Sincronia: tots els dispositius que participen de la comunicació en 
temps real han de tenir una referència de temps comuna sincronitzant 
els seus rellotges. 
2. Planificació i preparació del trànsit: tots els dispositius s'adhereixen a 
les mateixes normes en quan al processament, fragmentació i 
reenviament dels paquets. 
3. Tolerància a fallades, reserva i control de rutes: tots els dispositius 
han de complir les mateixes regles al seleccionar rutes, reserva d’ample 
de banda i ranures de temps, possiblement utilitzant més d’una ruta 
simultàniament per tolerar fallades.  
A continuació veurem en detall els estàndards que conformen cada una 
d’aquestes categories, concretament els de la segona i la tercera. Els 
estàndards relatius a sincronia els podem veure a la secció de l’annex 5.2. 
 
1.1.2. Planificació i preparació del trànsit 
 
1.1.2.1. Introducció 
 
La planificació i preparació del trànsit permet la coexistència de classes de 
trànsit amb diferents propietats en la mateixa xarxa, cada classe amb els seus 
requeriments d’ample de banda i latència punt a punt. L'estàndard original IEEE 
802.1Q permet definir LANs virtuals amb fins a vuit nivells de prioritat distingint 
així el trànsit més important de la resta, però sense cap garantia temporal a 
l’hora d’entregar els paquets de punt a punt. 
 
Això està causat degut als buffers dels switchs: quan es comença la 
transmissió d’una trama Ethernet en un port totes les altres trames que hi ha a 
l’espera han de romandre dins del buffer, encara que tinguin major prioritat, fins 
que s’acabi la transmissió de l’actual. Això no és un inconvenient en entorns on 
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les aplicacions no tenen unes restriccions temporals exigents (transferència de 
fitxers, correus, aplicacions empresarials, etc) ja que existeixen mecanismes en 
capes més altes de la pila de protocols (per ex. TCP [69]) que garanteixen 
l’arribada de tots els paquets. 
 
En canvi els entorns que requereixen l’entrega d’un paquet en un instant precís 
amb total fiabilitat, com poden ser la indústria d’automoció, automatització,  
requereixen certes millores en les propietats del IEEE 802.1Q per a 
proporcionar una estricta programació temporal de les cues i prioritats. 
Aquestes millores permeten afegir a la comunicació estàndard d’Ethernet 
mecanismes que garanteixen l’entrega oportuna de paquets. Això exigeix 
requisits tant en software com en hardware i que els rellotges de tots els 
dispositius de la xarxa estiguin sincronitzats i configurats amb les mateix criteris 
per entendre quina prioritat es pot enviar en qualsevol moment donat. L’objectiu 
de la planificació i preparació del transit és aconseguir una Ethernet 
determinista, segura i fiable (no best-effort). 
 
 
1.1.2.2. IEEE 802.1Qbv (Time-Aware Shaper) 
 
Aquest traffic shaper  permet assolir la menor latència teòrica en xarxes 
“engineered”, de 30μs a pocs mil·lisegons, típicament 125μs salt a salt, ideal 
per a aplicacions de control de sistemes. Pensant inicialment per donar el 
màxim ample de banda possible als fluxos A/V, utilitza el Credit Based Traffic 
Shaping (CBS) per separar les trames el màxim possible per a reduir el 
bursting [70] i el bunching (explicat en apartat 1.1.3.2.). Evita interferències amb 
trànsits best-effort organitzant els fluxos prioritaris en determinats períodes de 
temps, assegurant un temps de transmissió i una latència garantits. 
 
 
 
 
Fig. 1.21 Cada tipus de trànsit disposa d’un interval de temps (a la imatge Time 
Aware Gate) per a transmetre trames. Extreta de [120] 
 
 
Permet definir diferents intervals de temps fixes per a diferents classes de 
trànsit utilitzant les vuit prioritats originàries de VLAN per garantir la 
compatibilitat completa amb l’Ethernet que no és TSN i mantenir la 
interoperabilitat amb la infraestructura existent permetent una migració sense 
interrupcions. Dins d’aquests cicles temporals es poden assignar una o varies 
de les vuit prioritats. Amb això s’aconsegueix atorgar l’ús exclusiu, per temps 
limitat, del medi de transmissió per aquelles classes de trànsit que necessitin 
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garanties i no es puguin interrompre, separant el trànsit crític del que no ho és. 
Aquest concepte s’anomena time-division múltiple acces (TDMA) [71] i permet 
evitar els efectes de buffering en les memòries dels switchs Ethernet. Més 
endavant, en la part pràctica, veurem que passa si els elements de la xarxa no 
tenen la mateixa configuració o no estan sincronitzats. 
 
 
 
 
Fig. 1.22 Exemple de cicles amb intervals de temps reservats per a 
determinades prioritats VLAN, extreta de [121] 
 
 
A la Figura 1.22 podem veure dos intervals: en el primer només es permet la 
transmissió del trànsit etiquetat amb prioritat d’VLAN 3 i el segon de la resta de 
prioritats. Com el segon interval del cicle té més d’una prioritat assignada 
aquestes s’hauran de gestionar d’acord amb la programació de prioritat estricta 
de l’estàndard 802.1Q. Els intervals proposats per 802.1Qbv tenen una altre 
incompatibilitat amb l’Ethernet estàndard; si en el moment de començar un 
interval s'està transmetent un paquet de l’anterior en el medi de transmissió, 
fins que aquest no acabi no es podrà començar a transmetre cap paquet de 
l’interval actual. Quan es treballa amb paquets d’alta prioritat amb precisió de 
micro-segons això es inacceptable ja que s’haurien de retardar paquets. La 
Figura 1.23 il·lustra com una trama best-effort es transmet, en part, durant 
l’espai reservat per la transmissió de les trames amb prioritat 3. 
 
 
Fig. 1.23 Trama conflictiva transmetent-se entre dos cicles, extreta de [121] 
 
 
Per tal d’assegurar-se que la interfície no està ocupada amb cap trama a l’hora 
de canviar d’interval dins d’un cicle, IEEE 802.1Qbv crea una banda de guàrdia 
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en la qual cap trama pot començar a transmetre's. Aquesta banda de guàrdia 
ha de durar tant com el temps que triga la trama més gran en ser transmesa 
amb seguretat. La Figura 1.24 il·lustra en una línia temporal la transmissió de 
paquets de diferents classes una vegada s’aplica el Time-Aware Shaper. 
 
 
 
 
Fig. 1.24 Funcionament del TAS, extreta de [122]. 
 
Per exemple: una trama Ethernet (802.3 ->1518 bytes) amb una etiqueta VLAN 
(802.1Q -> 4 bytes) amb 12 bytes d’espai entre trames  fa un total de 1534 
bytes. Suposant que utilitzem la velocitat de transmissió de Fast Ethernet 
(100Mbit/s) tenim que el temps de transmissió de la trama és de 122,72 micro-
segons.  
 
                                  (1.1) 
  
 
Les guard bands reserven un espai de temps on s’impedeix que comencin 
noves transmissions de trames i ocupin espais reservats pel trànsit crític, 
col·locant-se davant d’aquests en cada cicle. Presenten dos inconvenients: 
pèrdua d’ample de banda i impossibilitat de programar espais reservats menors 
al temps de la banda de guàrdia.  
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Fig. 1.25 Banda de guàrdia afegida entre dos cicles, extreta de [121] 
 
 
A continuació es mostren les tècniques emprades per minimitzar la banda de 
guàrdia. 
 
 
1.1.2.3. IEEE 802.1Qbu (Frame pre-emption) 
 
Per mitigar els efectes negatius de les bandes de guàrdia els grups de treball 
del 802.1 i 802.3 han treballat conjuntament per efectuar els canvis necessaris 
tant en el control d’accés al medi (MAC) d’Ethernet com en els mecanismes de 
gestió sota control del 802.1. Això fa que frame pre-emption sigui definit en dos 
estàndards: IEEE 802.1Qbu  i IEEE 802.3br. Aquests dos estàndards permeten 
dur a terme el frame pre-emption que consisteix en la interrupció de les trames 
no crítiques que afecten a la transmissió de les trames sensibles al temps o 
crítiques amb ample de banda reservat. Permet fragmentar una trama no crítica 
i continuar transmetent-la un cop finalitzat el temps per a transmetre les trames 
crítiques. 
 
Durant el procés d’enviament d’una trama Ethernet best-effort el MAC 
interromp la transmissió de la trama just abans del començament de la banda 
de guàrdia.  La trama parcial es completa amb un CRC [72] i s’emmagatzema 
en el següent switch que queda pendent per l’arribada de la resta de la trama. 
Després de la transmissió del trànsit prioritari la trama interrompuda continua 
transmetent-se. Frame pre-emption sempre opera de switch a switch i no 
permet la fragmentació end-to-end com si ho fa l’Internet Protocol (IP) [73]. Per 
al seu funcionament requereix l’activació a cada enllaç entre dispositius on el 
switch Ethernet comunica la seva compatibilitat a través del Link Layer 
Discovery Protocol (LLDP). Quan un dispositiu rep aquest missatge i és 
compatible amb el frame pre-emption activa la funcionalitat sense efectuar cap 
negociació. 
 
Per altre banda, frame pre-emption permet la reducció de la banda de guàrdia, 
on ara la longitud de la mateixa depèn de la mínima longitud de la trama 
fragmentada pel mecanisme, marcada pel IEEE 802.br amb 64 bytes -> 
longitud mínima d’una trama Ethernet. En aquest cas la banda de guàrdia pot 
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ser reduïda fins a 127 bytes (64 + 63 bytes de longitud restant que no es pot 
fragmentar.  
 
Totes les trames mes grans poden ser fragmentades i per tant no cal protegir-
se amb una banda de guàrdia mes gran. Això minimitza la pèrdua d’ample de 
banda per a trànsit best-effort i permet cicles de transmissió mes curts per a 
velocitats Ethernet baixes (com 100Mbit/s i inferiors). Com que la pre-emption 
té lloc al hardware la interfície MAC només comprova en intervals regulars de 
64 bytes tant si es necessita fragmentació o si no. 
 
La combinació del planificador de trànsit 802.1Qbv i el 802.1Qbu permeten 
garantir la coexistència de diferents categories de trànsit en una xarxa garantint 
la latència punt a punt. 
 
 
Fig. 1.26 Exemple de com es pot reduir la guàrdia de banda utilitzant la 
fragmentació de trames proporcionada per els estàndards 802.1Qbu i 802.3br, 
extreta de [121]. 
 
 
1.1.3. Tolerància a fallades, reserva i control de rutes 
 
1.1.3.1. Introducció 
 
La tecnologia TSN ha estat desenvolupada per ser utilitzada en entorns on el 
factor del temps es crític, amb l’ajuda del planificador IEEE 802.1Qbv. Aquest 
factor però, no és l´únic rellevant, també ho és la tolerància a fallades. Les 
xarxes que admeten aplicacions de seguretat o de control d’errors han d’estar 
protegides contra fallades tant de hardware com de mitjans de xarxa, per això 
el TSN task group està actualment desenvolupant el protocol de tolerància a 
fallades IEEE 802.1CB. A més, es poden utilitzar els protocols d’alta 
disponibilitat ja existents com el HSR [74] o PRP [75] especificats en l’IEC 
62439-3 [76]. Per establir una comunicació tolerant a fallades s’especifica en 
l’IEEE 802.1Qca el control i reserves de rutes. Els paràmetres d’aquestes 
solucions es poden configurar específicament depenen de les necessitats de la 
xarxa amb les millores afegides al SRP proporcionades per l’IEEE 802.1Qcc. 
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1.1.3.2. IEEE 802.1CB (Replicació i eliminació de trames) 
 
Per assegurar una comunicació fiable i sòlida, els sistemes de control han de 
ser tolerants a la pèrdua de paquets provocats per la congestió, als errors 
d’enllaç, a les ruptures de cable i altres incidències. Per minimitzar l’impacte 
d’aquestes fallades, l’estàndard IEEE 802.1CB (Frame Replication and 
Elimination for Reliability) especifica nous procediments, protocols i gestió 
d’objectes per a dispositius finals i bridges que proveeixen:  
 
 Identificació i replicació de trames, per a transmissions redundants 
sense interrupcions, a través de camins disjunts. 
 Identificació de trames duplicades en tots els dispositius. 
 Eliminació de trames duplicades en tots els dispositius. Si una còpia no 
arriba a la seva destinació, el missatge duplicat es rep oferint 
redundància. 
 Rutes diferents per a les rèpliques dels missatges. 
 Mecanismes per a combinar les trames redundants i generar un únic flux 
d’informació cap al receptor. 
 
A data de juliol del 2018 el grup de treball TSN encara està definint aquests nou 
estàndard, basant-se en els mecanismes de gestió de redundància ja existents, 
com el HSR (High-availability Seamless Redundancy – IEC 62439-3 clàusula 5) 
i el PRP (Parallel Redundancy Protocol – IEC 62439-3 clàusula 4) que 
permeten a un dispositiu connectar-se a xarxes completament independents i 
comunicar-se amb redundància amb altres dispositius que també disposin de 
dobles connexions. L’HSR defineix l’encapsulament per a dispositius 
connectats doblement per a operar en un anell amb dispositius similars, enviant 
dades en ambdues direccions.   
 
 
 
 
Fig. 1.27 Redundància sense interrupcions – PRP i HSR, extreta de [120] 
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Per altra banda l’estàndard IEEE 802.1Qca defineix com s’han de configurar les 
rutes que prenen les trames redundants, de manera que siguin el més diferents 
possibles (disjuntes) per la ruta presa per la trama original. 
 
 
1.1.3.3. IEEE 802.1Qca (Redundància i control de rutes) 
 
Aquest nou estàndard anomenat IEEE 802.1Qca proveeix de forma explicita el 
control de rutes, reserva d’ampla de banda i de fluxos, i redundància (tant 
protegint rutes com restaurant-les) per als fluxos de dades i per distribuir els 
paràmetres de control tant de sincronia i com dels planificadors de trànsit. 
També afegeix millores a l’existent estàndard del IEEE 802.1aq [77], 
concretament en el Shortest Path Bridging (SPB) [78] destinat a la creació i 
configuració de xarxes a la vegada que permet l’encaminament de múltiples 
trajectes per als fluxos.  
 
Aquestes millores incorporen: 
 
 Nou protocol de control de rutes que permet activar la utilització de rutes 
que no siguin la que forma el camí mes curt. 
 Nova eina per reservar tant ample de banda com fluxos a través de la 
ruta de reenviament. 
 Mecanismes de control que proporcionen un nivell de servei adequat 
davant fallades i reptes de funcionament. 
 Suport per a transmetre la informació de control (sincronia i 
planificadors) mitjançant el protocol d’encaminament IS-IS (Intermediate 
System to Intermediate System) [79] capaç de calcular la millor ruta a 
través de la xarxa. 
 
1.1.3.4. IEEE 802.1Qcc (Millores en l’Stream Reservation Protocol) 
 
La primera versió del Stream Reservation Protocol ha sigut acceptada en els 
àmbits professionals, industrials, dels consumidors i en els mercats 
d’automoció. En el moment que AVB va evolucionar cap a TSN es van 
reaprofitar alguns dels estàndards ja existents per adaptar-los als reptes i 
capacitats que demanen els nous mercats. En aquest cas SRP s’estén en el 
IEEE 802.1.Qcc anomenat SRP Enhancements and Performance 
Improvements, una esmena que proveeix nous protocols i procediments per 
gestionar els bridges i dispositius finals amb nous mecanismes. Proporciona: 
 
 Suport per més fluxos.  
 Una millor descripció de les característiques dels fluxos. 
 Suport per realitzar streaming a nivell de xarxa (capa tres). 
 Convergència determinista en la reserva de fluxos. 
 UNI (User Network Interface) per a les reserves i encaminaments. 
 Configuració dels fluxos reservats i de les classes d’aquests. 
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Aquestes característiques permeten, en concret la definició d'interfícies i 
protocols de gestió, habilitar l’administració de xarxes TSN a gran escala tant 
amb un enfocament descentralitzat com amb un enfocament centralitzat que 
reutilitza els conceptes de configuració de xarxes definides per software (SDN). 
 
 
 
Fig. 1.28 Entitat de configuració centralitzada (CNC), extreta de [120]. 
 
 
El fet d’afegir una User Network Interface [80] permet tenir una entitat de 
configuració centralitzada de la xarxa (CNC). Aquesta Centralized Network 
Configuration [81] pot proporcionar càlculs de xarxa de manera centralitzada, 
com configurar els schedules de les diferents classes de trànsit remotament 
amb un protocol de gestió com els existents NETCONF [82] o RESTCONF [83]. 
Per comunicar-se amb la CNC cal una entitat anomenada Centralized User 
Configuration (CUC), i ho fa a través d’una API estàndard. La CUC es pot 
utilitzar per descobrir estacions finals (listeners i talkers en el la imatge 
d’exemple), saber les seves capacitats i requisits i configurar els paràmetres 
TSN en aquestes estacions.  
 
Recentment s’ha presentat un TFG [126] sobre aquest tema, utilitzant els 
mateixos equips emprats en la part pràctica d’aquest treball i treballant 
conjuntament en les proves. 
 
 
1.1.3.5. IEEE 802.1Qci (Time Based Ingress Policing) 
 
Aquest estàndard fa referència als mètodes que s’utilitzen per evitar que les 
condicions de sobrecàrrega de trànsit (tant DDoS [84], enviaments erronis, 
errors de software, etc) afectin al node receptor. Aquests mètodes es poden 
utilitzar per protegir punts finals, switchs/bridges i també a dispositius 
vulnerables a ser atacats. L’IEEE 802.1Qci proposa proporcionar filtres per 
classes de trànsit proporcionant una porta d’entrada per a cada flux, cada porta 
lògica proporciona una funció (deixar passar / no deixar passar) i una funció 
opcional (basada en leaky bucket, en ample de banda o temps, etc). Dit d’un 
altre manera: cada emissor ha de complir una sèrie de requisits amb el receptor 
respectiu (excés d’ampla de banda, mida de les ràfegues, mida dels paquets, 
ús de les etiquetes, etc) i la porta lògica d’entrada serveix per complir aquests 
requisits. L’IEEE acaba de començar a definir aquest estàndard (juliol del 
2018), així com la política de les funcions corresponents, vitals per controlar els 
sistemes de seguretat crítica. 
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2 CAPÍTOL 2. PROVES I DEMOSTRACIONS 
 
En aquest capítol tractem la part pràctica del treball, on realitzem proves i 
demostracions de les implementacions dels estàndards vistos en el capítol 
anterior en un entorn de laboratori. El software i equips utilitzats en aquest 
capítol es descriuen en les seccions de l’annex 5.3 i 5.4. 
 
 
2.1. Proves equips SoC-e 
2.1.1. Introducció i IEEE 802.1Qcc 
 
A continuació es descriuen les proves fetes amb els equips de SoC-e. Aquests 
venen preparats amb quatre demostracions plug and play explicades en el 
manual dels equips [102] que permeten veure el funcionament dels estàndards 
802.1AS, 802.1Qbv, 802.1Qav a traves de les implementacions que duen 
preinstal·lades els dispositius. Cada un d’aquests dispositius es poden utilitzar 
com a adaptadors TSN, com a switchs TSN multiport o com a generadors de 
trànsit determinista. Actualment SoC-e està desenvolupant l’estàndard 
802.1Qcc i a l’última demostració fan menció al treballant que estan realitzant. 
 
Per a realitzar les proves utilitzarem dos equips MTSN Zynq Kit (els anomenem 
brick 0 i brick 1) i un ordinador amb Ubuntu versió 16.04.3 que servirà per 
configurar els equips remotament i que haurem de configurar amb el software 
necessari per a dur a terme les demostracions. 
 
 
 
Fig. 2.1 L’escenari consistirà en connectar els dos bricks amb un cable 
Ethernet 100Base-TX entre ells a través dels ports 0 i 3, i l’ordinador amb 
ubuntu a un dels dos bricks. 
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Fig. 2.2. Escenari de proves utilitzant els dos equips SoC-e i un ordinador 
 
El dispositiu 0 serà l’encarregat d’enviar trànsit al dispositiu 1. Aquest últim farà 
un port-mirroring a l’ordinador de manera que pugui veure i analitzar el trànsit 
que hi ha dins la xarxa TSN, a la vegada que controli els dos dispositius a 
través d’una interfície web. 
 
Configuració de l’equip Ubuntu 
 
Com que els estàndards TSN es basen en el model de trames VLAN definides 
en el 802.1Q cal que l’ordinador que es connecti als equips TSN processi i 
generi aquestes trames a través de modificacions a les interfícies de xarxa. 
L’ordinador també ha de tenir instal·lat el VideoLan (VLC) [103] per reproduir 
els fluxos generats pels bricks TSN i el seu plugin per a navegadors web 
(recomanable el plugin VLC per l’Opera Browser [104]). També ha de tenir 
instal·lada la versió Wireshark [105] d’escriptori. 
 
Instal·lació del plugin VLC: 
 
sudo add-apt-repository "deb http://archive.ubuntu.com/ubuntu $(lsb release 
-sc) universe" 
sudo apt-get update 
sudo apt-get install vlc browser-plugin-vlc 
 
Les modificacions que s’han de fer a la interfície de xarxa consisteixen en crear 
diferents interfícies virtuals cada una amb una etiqueta VLAN. Això permet 
diferenciar els fluxos que hi ha a la xarxa i les seves prioritats (802.1Qbv). Per a 
crear-les utilitzarem l’script que ens proporciona SoC-e: 
  
sudo ./createVirtualLinks.sh interfaceName 
 
On InterfaceName és la interfície del ordinador que és connecta amb el 
dispositiu TSN SoC-e. 
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#!/bin/bash 
 
ip link add link $1 name $1.11 type vlan id 1 egress 0:2 1:2 2:2 3:2 4:2 5:2 6:2 7:2 
ip link add link $1 name $1.12 type vlan id 2 egress 0:5 1:5 2:5 3:5 4:5 5:5 6:5 7:5 
 
ifconfig $1.11 192.168.5.10 
ifconfig $1.12 192.168.6.10 
 
ifconfig $1.11 up 
ifconfig $1.12 up 
 
L’script crea dues interfícies virtuals amb adreces IP 192.168.5.10 i 
192.168.6.10 anomenades 1.11 i 1.12 i els hi assigna una etiqueta VLAN. El 
brick TSN mitjançant el 802.1Qbv assignarà diferents prioritats a aquestes 
etiquetes amb les quals es podrà simular que una d’elles transporta trànsit més 
crític que l’altre. Aquestes dues adreces IP virtuals han de pertànyer a les 
mateixes subxarxes dels dos dispositius TSN respectivament. En canvi l’adreça 
IP de la interfície que es connecta físicament al port 0 del dispositiu 1 ha de 
pertànyer a la subxarxa de control (per defecte 192.168.2.X/24), on podrà 
gestionar tots dos dispositius a través de la interfície web. 
 
Aquesta gestió es du a terme a través d’un protocol de gestió anomenat 
RESTCONF, dissenyat per obtenir les capacitats de qualsevol dispositiu de 
xarxa i configurar-lo utilitzant peticions i respostes HTTP (GET, UPDATE, 
POST, DELETE) [106] per enviar i rebre dades de configuració. Aquestes 
dades poden estar en format JSON o XML seguint un format de dades YANG 
[107]. Avui dia aquest format de dades està preparat per suportar qualsevol 
petició de configuració dels estàndards de l’IEEE 802.1. Gràcies a això els 
desenvolupadors adaptar els seus dispositius TSN per a poder ser configurats 
de forma centralitzada utilitzant un client RESTCONF com es farà en aquestes 
demostracions. 
 
 
Fig. 2.3 Comunicació RESTCONF entre els equips 
 
Els dispositius MTSN disposen d’un servidor RESTCONF que permet gestionar 
les configuracions dels estàndards TSN a través del nostre ordinador connectat 
al dispositiu 1. Els missatges HTTP RESTCONF que s’intercanvien estan 
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xifrats a través del protocol d’encriptació SSL i no els podem veure amb 
WireShark. 
 
A [126] s’explica detalladament com connectar-se per primera vegada als 
equips SoC-e a través d’SSH per verificar-ne les adreces IP i realitzar les 
primeres comprovacions abans de començar amb les demostracions que 
s’explicaran a continuació. 
 
2.1.2. IEEE 802.1AS (Precision Time Protocol) 
 
La primera demostració serveix per veure la necessitat de tenir sincronia en 
xarxes TSN. La divisió de les transmissions en cicles temporals per a l’ús de 
prioritats requereix tenir temporitzadors amb precisions de l’ordre de 
nanosegons a cada interfície connectada a la xarxa TSN i que estiguin totes 
sincronitzades amb una base comuna de temps. Com es veu en aquesta prova 
la no utilització d’algun protocol que satisfaci aquesta necessitat (el 802.1AS-
Rev o PTP en aquest cas) provocaria una pèrdua de paquets entre origen i 
destí. 
 
Per analitzar gràficament les diferents prioritats de trànsit al mateix temps cal 
configurar Wireshark amb els filtres necessaris per a diferenciar les diferents 
etiquetes VLANs amb les seves prioritats assignades. Anem a Statistics menu 
des de la opció I/O Graph allà creem tres filtres, dos per el trànsit VLC 
(“vlan.priority==2” i “vlan.priority==5”) i un altre per visualitzar el trànsit best-
effort amb “vlan.priority==6”. També podem canviar l’eix de coordenades per a 
veure’l en Bits, tenint així una gràfica Bits/temps.  
 
 
 
Fig. 2.4 Exemple de filtre per a visualitzar la gràfica de les prioritats 
diferenciades. 
 
Per entendre l’ordre de les etiquetes de prioritats per VLANs cal veure com 
estan definits els PCP (Priority Code Point) [109] segons l’estàndard IEEE 
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802.1Q. A continuació tenim la taula que defineix PCP segons prioritat i usos 
típics:  
 
 
 
Fig. 2.5 Taula de codis PCP i prioritat associada 
 
 
Per tant tenim el trànsit de configuració com a menys prioritari, seguit del flux 
audiovisual 1 i del 2. Per altra banda tenim com a més prioritari el trànsit que 
simula soroll generat per el dispositiu MTSN 0 amb l’objectiu d’obstaculitzar els 
dos trànsits audiovisuals (VLC1 i VLC2). 
 
 
 
Fig. 2.6 Associació dels trànsits amb els codis PCP feta per SoC-e 
 
 
(*) El trànsit PTP es transmet sense cap etiqueta VLAN i els dispositius el 
gestionen com si tingués una PCP amb valor igual a 7. 
 
Comencem la prova clicant sobre Time Synchronization Test, ens apareixen els 
següents passos: 
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Fig. 2.7 Pàgina de la prova de sincronia 
 
 
A la Figura 2.7 podem veure la plana del servei web a la qual accedim a través 
de l’ordinador connectat a la interfície 0 del dispositu 1 que té adreça IP del 
rang 192.168.4.X amb port 1337 (http://192.168.4.X:1337). 
 
Pas 1) Start Frame Generator 
 
Capturem amb Wireshark i executem el primer pas (Start Frame Generator), es 
produirà una transmissió de trànsit brossa d’uns 100Mbps del dispositiu MTSN 
0 cap al MTSN 1 (que alhora farà port-mirroring cap al nostre ordinador) sense 
utilitzar cap estàndard TSN i amb prioritat 6. Aquesta transmissió utilitza trames 
de 1500 bytes i ocupa al voltant del 10% de l’ample de banda disponible. 
 
 
 
 
Fig. 2.8 Exemple de trama 
 
 
Si mirem la gràfica de la Figura 2.9 que hem preparat abans veurem únicament 
la transmissió del trànsit soroll: 
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Fig. 2.9 Transmissió del trànsit amb prioritat 6 
 
Pas 2) Enable TAS in Device 0 
En el segon pas activem l’IEEE 802.1Qbv (Time-Aware Shaper) al dispositiu 
generador de trànsit (MTSN 1), l’orde s’envia des de el nostre ordinador 
utilitzant el protocol de gestió RESTCONF a través de la pàgina web. El Time-
Aware Shaper es configura de la següent manera: 
 
 
Fig. 2.10 Configuració del TAS 
 
 
- La prioritat 6 (trànsit brossa) només és assignada a una de les quatre 
ranures temporals 
- La resta de trànsit és assignada a la resta de ranures. 
- La prioritat 7 (trànsit PTP) té permís per transmetre en totes les ranures. 
 
Gràcies a les assignacions temporals del 802.1Qbv ara el trànsit amb prioritat 6 
només podrà transmetre una quarta part del temps, la Figura 3.11 mostra com 
es passa de transmetre 100Mbps a uns 32Mbps en el moment en que s’activa 
el Time-Aware Shaper en el dispositiu MTSN 0. 
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Fig. 2.11 Disminució del trànsit després d’aplicar el TAS 
 
 
Pas 3) Enable TAS in Device 1 
 
En aquest pas s’activa el Time-Aware Shaper en el MTSN 1, amb la mateixa 
configuració que en el primer. En un principi no hauria d’afectar a la recepció 
del trànsit, però com que els dos dispositius TSN no estan sincronitzats en 
temps no obriran les ranures temporals en el mateix moment. Això farà que es 
perdi una quantitat aleatòria de trànsit, i només rebrem el trànsit en el cas que 
les ranures dels dos dispositius coincideixin en el temps. 
 
 
 
 
Fig. 2.12 Exemple d’aplicar TAS sense sincronia entre equips 
 
 
En aquest cas veiem que a l’activar el TAS en el segon MTSN perdem més de 
quatre vegades paquets fins arribar als 7.2 Mbps. 
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Fig. 2.13 L’ample de banda rebut disminueix després d’activar el TAS primer 
en el MTSN 0 i després en el MTSN 1 
 
 
Pas 4) Enable IEEE 802.1AS 
 
Per evitar la desincronització de les ranures que contenen les diferents 
prioritats entre dispositius TSN cal activar el protocol de sincronització definit en 
el IEEE 802.1AS en tots els dispositius que participin en la comunicació. Un 
cop activat evitem la pèrdua de trames experimentada en el pas tres, ja que ara 
els dos dispositius repliquen les trames exactament en el mateix període de 
temps. 
 
 
Fig. 2.14 Trànsit resultant un cop aplicant TAS i PTP 
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En el segon 35 activem el TAS en el primer dispositiu, deu segons més tard en 
el segon dispositiu i en el 75 activem l’estàndard 802.1AS i veiem com el trànsit 
amb prioritat 6 torna a tenir l’ampla de banda assignat originalment amb el 
802.1Qbv (tenia permès transmetre en una de les quatre cues definides). 
 
 
Fig. 2.15 Exemple de l’aplicació del TAS amb sincronia entre els equips 
 
 
Gràcies a la sincronia proporcionada pel 802.1AS els dos dispositius assignen 
el temps de transmetre les ranures temporals en el mateix instant i s’evita la 
pèrdua de paquets vista anteriorment. 
 
2.1.3. IEEE 802.1Q (Prioritat en Ethernet) 
 
Aquesta demostració serveix per veure com els mecanismes de priorització 
d’Ethernet no són suficients en alguns casos i que no són capaços de garantir 
que el trànsit prioritari arribi sempre al seu destí. Aquests mecanismes es 
basen en utilitzar els bits (P.C.P.) que es troben dins de les etiquetes VLAN i 
permeten assignar fins a 8 tipus de prioritats. En situacions de congestió els 
paquets amb menys prioritats seran descartats però en casos extrems els 
prioritaris com que no tenen reservat un temps de transmissió també poden ser 
descartats. Per veure-ho generarem dos fluxos de vídeo entre els dos MTSN i 
un altre flux de trànsit brossa amb més prioritat que els dos primers. 
 
 
Fig. 2.16 Imatge dels dos fluxos audiovisuals reproduint-se a l’hora abans 
d’activar el trànsit brossa. 
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Un cop activem el generador de trànsit en el MTSN 0 es provocarà una situació 
de congestió degut a la transmissió de trames de 1500 bytes de llargada amb 
prioritat VLAN 6 a la taxa màxima d’ample de banda. En conseqüència les dues 
instàncies VLC deixaran de reproduir-se ja que el trànsit brossa estarà ocupant 
tot l’ample de banda i no es transmetran paquets de prioritats inferiors. 
 
Aquesta limitació és solucionada gràcies a l’estandard Time Aware Shaper, que 
veurem a continuació, i que assigna les diferents prioritats a ranures temporals 
de transmissió, permetent que tots els tipus de trànsit tinguin oportunitat 
d’arribar al destinatari sigui la situació que sigui. 
 
2.1.4. IEEE 802.1Qbv (Time Aware Shaper) 
 
En aquesta demostració veurem el funcionament del Time Aware Shaper. Com 
s’explica en l’apartat 1.2.3.2. Aquest conformador de trànsit permet assignar les 
vuit prioritats definides en el IEEE 802.1Q en quatre ranures temporals de 
manera que totes tinguin assignat un temps de transmissió. 
 
En aquest cas la cua amb prioritat 2 disposarà de tota una ranura temporal per 
a transmetre’s i la resta de trànsit es transmetrà en el timeslot 1. Durant el 
temps que duri la ranura 2 no s’enviarà trànsit, i en aquest cas s’utilitza com a 
banda de guàrdia (per evitar solapaments de paquets en les cues) i per millorar 
la visualització gràfica de cara al wireshark. La prioritat 0 igual que la 2 
disposarà d’un timeslot reservat. La primera instància VLC tindrà prioritat VLAN 
2 i la segona compartirà la prioritat 5 amb la resta de trànsit. 
 
 
 
Fig. 2.17 Assignació de les cues de prioritats en ranures temporals 
 
 
 
 
Fig. 2.18 Pàgina del Step 2 - Time Aware Shaper Test 
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En aquesta prova els dos dispositius MTSN ja estan sincronitzats a través del 
PTP. Si cliquem sobre Enable Time Aware Shaper activarem l’estàndard sobre 
els dos dispositius MTSN a través del protocol de gestió RESTCONF. Clicant 
sobre Start Frame Generator es procedirà igual que l’anterior demostració, 
generant un trànsit brossa amb l’objectiu de saturar l’enllaç i provocar congestió 
 
Com que la primera instància VLC té una ranura temporal únicament reservada 
per el seu trànsit no es tallarà l’emissió ni es perdran paquets mentre el seu 
timeslot i la capacitat de l’enllaç ho permetin, mentre que la segona instància al 
compartir espai amb el trànsit brossa perdrà paquets i es tallarà l’emissió. 
 
Si capturem durant uns segons i obrim la gràfica al Wireshark (configurant l’eix 
de coordenades en l’escala de mil·lisegons) observarem com els trànsits 
s’envien durant els seus timeslots. En la Figura 3.19 podem veure en vermell el 
trànsit brossa que ocupa tota la seva ranura temporal i no permet que la 
instància VLC amb la que comparteix temps transmeti. En canvi en blau veiem 
com la instància VLC que té un timeslot dedicat si que té oportunitat de 
transmetre. 
 
 
 
 
Fig. 2.19 Transmissions de les diferents prioritats en ranures temporals  
 
 
A la Figura 3.20 podem veure les tres etiquetes VLAN segons tipus prioritat 
assignada als trànsit. En el primer camp (Priority) Wireshark indica quin és l’ús 
típic de la prioritat assignada a la trama. 
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Fig. 2.20 Etiquetes VLAN id segons prioritat 
 
 
2.1.5. IEEE 802.1Qav (Credit Based Shaper) 
 
En la demostració anterior hem pogut preservar el trànsit d’una de les 
instàncies VLC i seguir reproduint el flux de dades audiovisual gràcies a 
l’aïllament de les trames en un slot temporal amb el Time Aware Shaper. En 
aquesta demostració es vol preservar el trànsit de la segona instància VLC 
seguint amb la mateixa configuració de prioritats i cues (mateixa configuració 
del TAS), és a dir compartint espai amb el trànsit brossa. Per a fer-ho tenim el 
Credit Based Shaper, un estàndard que, com s’explica en la secció 1.1.3.2, 
permet assignar un determinat ample de banda a cada prioritat. En aquest cas 
s’escull que el trànsit amb prioritat 6 tingui una limitació del 20% de l’ample de 
banda, i que l’altre 80% sigui per la resta del trànsit que tingui assignat aquell 
timeslot. 
 
 
 
Fig. 2.21 Captura de pantalla de la prova de l’estàndard CBS 
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Clicant sobre el botó the Enable Credit Based Shaper activem els paràmetres 
del CBS en els dos dispositius MTSN, com hem dit abans la VLAN amb prioritat 
5 tindrà un percentatge d’ample de banda reservat degut a la limitació del 20% 
del trànsit amb prioritat 6. Això permetrà que el flux de dades de la segona 
instància VLC també es rebi i reprodueixi correctament en l’emissor. 
 
 
 
Fig. 2.22 Trànsit transmès per les diferents prioritats. 
 
 
Si ampliem el gràfic veiem com es reparteixen els fluxos en ranures temporals, 
les prioritats 5 i 6 comparteixen ranura (VLC 1 i trànsit brossa) mentre que el 
flux de la instància VLC 2 té una ranura dedicada i emet quan ho necessita. Ara 
gràcies al Credit Based Shaper el trànsit amb prioritat 6 està limitat al 20% del 
ample de banda de l’enllaç (que és d’1 Gbps) per tant el trànsit brossa 
transmetrà a 250 Mbps mentre duri la ranura temporal on està assignat. Com 
que ara no ocuparà tot l’ample de banda, la instància VLC 2 podrà transmetre 
quan ho necessiti també dins del seu slot i podrem veure des de l’ordinador el 
vídeo sense interrupcions. Això es pot veure a la Figura 2.23. 
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Fig. 2.23 Trànsit de les prioritats transmeses durant els seus slots 
 
 
2.2. Equips Innovasic 
2.2.1. Introducció 
 
A continuació es descriuen les proves fetes amb els kits d’avaluació TSN 
Innovasic que hem vist en el punt 2.1.1. Mitjançant l’enviament de fluxos entre 
dos ordinadors convencionals (servidor i client) a través d’una xarxa TSN 
estudiarem quins beneficis ens aporten els estàndards estudiats anteriorment i 
com es modifiquen les trames originals al entrar a la xarxa TSN  aplicant 
aquests estàntards. Concretament veurem el funcionament de: 
 
 Traducció de trames Ethernet a trames TSN. 
 Assignació dels fluxos a cues segons prioritat (a partir de les etiquetes 
VLAN). 
 Trànsit determinista aplicat a les cues (IEEE 802.1Qbv). 
 
Les proves les farem tant amb trànsit audiovisual (utlitzant un servidor i un 
client VLC) com amb trànsit (UDP i TCP) generat mitjançant l’aplicació mgen 
[110] amb una Raspberry Pi. 
 
Aquestes proves s’han realitzat conjuntament amb l’ajuda de l’estudiant de 
l’EETAC Miguel Antúnez, a qui agraeixo la seva col·laboració durant la 
realització de la part pràctica d’aquest treball. 
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2.2.2. Escenari i traducció de fluxos 
 
 
 
Fig. 2.24 Escenari de les proves amb els equips Innovasic 
 
 
En aquest escenari tenim dos kits d’Innovasic i tres ordinadors, cadascun fa les 
següents funcions: 
 
 Equip amb IP 192.168.1.5: Servidor de video VLC (TALKER) 
 Equip amb IP 192.168.1.7: Client que consumeix vídeo del servidor 
(LISTENER) 
 Equip amb IP 192.168.1.4: Controlador TSN (mitjançant interface web) 
 Equip TSN 1 amb porta d’enllaç 192.168.1.1 
 Equip TSN 2 amb porta d’enllaç 192.168.1.2 
 
Els dos primers equips van connectats a la interfície Ethernet Personality 
Module de cada un dels equips TSN. Aquesta interfície permet connectar 
qualsevol equip Ethernet a una xarxa TSN i participar-hi des de fora. El terminal 
que controla els equips TSN (connectats entre si) s'ha de connectar 
directament a un dels ports TSN (tenen dos per equip) per poder accedir a la 
interfície web que permet modificar els paràmetres de la xarxa. Cal destacar 
que els equips externs a la xarxa TSN (servidor i client VLC) només tenen 
connectivitat entre ells i no són conscients dels elements intermedis. 
 
El flux enviat pel servidor de vídeo serà vist en primera instància per l'equip 
TSN en el què està connectat i actuarà segons la seva configuració (si no té 
cap en particular simplement deixarà passar en trànsit i seguirà sent best-
effort). Seguidament el segon equip TSN en rebre el flux prendrà les seves 
pròpies decisions abans de lliurar-lo al equip listener. 
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El procés pel qual les trames Ethernet estàndard són convertides en el format 
adequat per ser utilitzat en una xarxa TSN és denominat Stream Translation i 
segueix aquesta seqüencia:  
 
Trànsit Ethernet estandard -> Trànsit TSN -> Assignació a cua (a partir 
d’una VLAN id) -> Assignació a schedule 
 
Per a fer-ho configurarem els equips de la següent manera: 
 
1. Mitjançant l’ordinador que fa funció de controlador accedim a la pàgina 
web de gestió del primer equip d’Innovasic (entrem amb un navegador a 
l’adreça http://192.168.1.1). 
 
 
 
 
Fig. 2.25 Portal web de configuració de l’equip Innovasic 
 
 
En la primera opció del menú anomenada Gateway Settings podem modificar 
l’adreça IP del dispositiu, la seva màscara de xarxa i la seva adreça MAC. 
 
En el camp Client MAC Address hem d’indicar l’adreça MAC del dispositiu que 
li enviarà trames i que haurà de tractar per passar-les a la xarxa TSN. En el 
nostre cas entrem a la configuració del segon equip http://192.168.1.2 i 
indiquem l’adreça MAC del ordinador que actua com servidor de vídeo VLC 
(aquest emetrà trames audiovisuals cap al receptor de vídeo situal a l’altre 
extrem de la xarxa) i que està connectat al port Ethernet Personality Module del 
kit d’Innovasic. Per altra banda s’ha de d’indicar l’adreça MAC del receptor VLC 
al kit d’Innovasic on està connectat. 
 
És important indicar correctament les adreces MAC dels clients, si no els 
equips d’Innovasic no poden realitzar les traduccions de trames Ethernet a 
l’entorn TSN. 
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Fig. 2.26 Configuració del kit Innovasic connectat al servidor VLC 
 
 
 
 
Fig. 2.27 Configuració del kit Innovasic connectat al receptor VLC 
 
 
Un cop els equips Innovasic coneixen les adreces dels dispositius que emetran 
dades s’ha de concretar que s’han de fer amb aquestes trames (quina etiqueta 
VLAN associar-li i per quin port reenviar-les). Tenim diverses opcions per a fer-
ho indicant la MAC origen o l’adreça IP amb opcions concretes (si volem indicar 
el PCP a associar, si ja sabem l’adreça o port destí de la trama, etc). En aquest 
escenari coneixem les adreces IP i els ports utilitzats i el que fem es associar-
ho directament a una prioritat (mitjançant els VLAN tags). 
 
Per a que es pugui establir la connexió TSN s’ha d’associar també el Listener 
amb el Talker en els dos sentits de la comunicació. En el núvol TSN cada 
dispositiu Innovasic envia les dades a una adreça MAC multicast que serveix 
per a identificar l’origen i l’adreça de les trames. Aquesta adreça la veiem dins 
de la configuració de cada equip. 
 
 
Fig. 2.28 Esquema de la comunicació TSN entre el servidor i client VLC 
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Entrem al tercer menú del portal web de gestió anomenat Stream Translation i 
indiquem les adreces IP i MAC del Talker i del Listener.  Cal fer-ho en els dos 
sentits i en els dos dispositius, com es mostra en les Figures 3.29 i 3.30. 
 
 
 
 
Fig. 2.29 Configuració del primer equip d’Innovasic: el trànsit que envií l’equip 
receptor pel port UDP 8080 s’etiquetarà amb la VLAN ID 3. A aquesta ID li 
assignem la prioritat 2 (veure taula PCP de la Figura 3.6). 
 
 
 
 
Fig. 2.30 Configuració del segon equip d’Innovasic: el trànsit que envií l’equip 
emissor pel port UDP 56370 s’etiquetarà amb la VLAN ID 2. A aquesta ID li 
assignem la prioritat 2 (veure taula PCP de la Figura 3.6). 
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2.2.3. IEEE 802.1Qbv (Time Aware Shaper) 
 
Un cop configurats els dos fluxos de comunicació entre Talker i Listener podem 
començar a estudiar el comportament del Time Aware Shaper (TAS) i veure el 
determinisme que aplica a les trames. La primera prova consisteix en 
transmetre el vídeo amb el TAS desactivat.  
 
En el receptor rebem el vídeo sense interrupcions i a ràfegues (es tracta 
d’streaming de vídeo mitjançant HTTP sobre UDP). Com que no hi ha cap 
configuració addicional els dispositius TSN simplement etiqueten les trames 
amb les VLAN id que s’han associat en el pas anterior i no assignen els fluxos 
a cap cua amb prioritat. Per tant és tractat com a best-effort. 
 
 
 
Fig. 2.31 Ràfegues de trànsit rebudes al receptor amb VLC Player. L’eix 
horitzontal representa el temps (en segons) i l’eix vertical la velocitat de 
transmissió (en Mbps). 
 
 
Activem l’IEEE 802.1Qbv amb un període base de 10ms. Entrem a l’últim menú 
del configurador web anomenat Network Schedule. Des d’aqui podem 
configurar “l’horari” de la xarxa, és a dir, podem dividir un període temporal fins 
a quatre vegades (ranures temporals) i assignar-li quines VLAN id es 
transmetran en cada una. Podem configurar la durada del període, la durada de 
les divisions del període i quines cues s’hi transmetran en cada una. Recordem 
que abans hem associat les etiquetes VLAN dels fluxos entre emissor i receptor 
a alguna de les quatre cues. 
 
 
 
Fig. 2.32 Menú de configuració de les opcions del Time Aware Shaper 
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Fig. 2.33 Trànsit determinista rebut a l’equip Listener. 
 
 
Ara en el receptor rebem el flux de dades audiovisuals de forma determinista, 
dintre del seu slot cada 10ms tal i com s’ha configurat. Degut a que ara 
l’emissor només pot enviar durant una quarta part del temps, el Listener veu el 
vídeo entretallat. El trànsit best-effort (assignat per defecte a la cua Q0) es 
transmet els primers 2.5ms i el nostre trànsit d’streaming assignat la etiqueta 
VLAN 2 es transmeten a la cua Q1 que té assignat els següents 2.5ms 
 
Activem l’IEEE 802.1Qbv amb un període base de 20ms. Repetim la prova però 
amb duplicant la duració del període base. 
 
 
 
Fig. 2.34 Menú de configuració de les opcions del Time Aware Shaper 
 
 
 
Fig. 2.35 Trànsit determinista rebut a l’equip Listener. 
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Ara el temps de transmissió es duplica i s’aconsegueix millores en la 
visualització del flux audiovisual tot i que es segueix veient entretallat. 
 
Generadors de trànsit 
 
De forma similar a les proves anteriors ara generem dos fluxos de trànsit però 
amb l’aplicació mgen [111], similar a l’iPerf, disponible per a dispositius 
Raspberry Pi. La idea és assignar dos fluxos UDP a dues cues consecutives i 
veure com el Time Aware Shaper distribueix el trànsit de forma determinista i 
respectant estrictament les durades de transmissió. 
 
 
 
 
Fig. 2.36 Generador de trànsit mgen instal·lat en una Raspberry Pi. 
 
 
Primer generem els dos fluxos sense associar-li cap VLAN id ni activant 
l’schedule per tant han de tenir solapaments temporals. 
 
 
 
 
Fig. 2.37 Solapaments entre els dos fluxos abans d’activar el TAS 
 
 
Ara configurem els dispositius Innovasic per associar cada un dels fluxos a una 
cua i que es transmetin ordenadament. 
 
 
 
 
Fig. 2.38 Un cop activat el TAS veiem que els dos fluxos generats es 
transmeten de forma determinista. 
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Ara fem les proves generant dos fluxos amb mgen des d’una Rasbperry en 
adreça a un ordinador que està a l’altre extrem de la xarxa TSN (mateix 
escenari que en les proves Listener i Talker amb vídeo utilitzant VLC). 
 
 
 
 
Fig. 2.39 Dos fluxos TCP assignats a dues cues consecutives amb TAS activat. 
 
 
2.3. Targetes Intel i210 
2.3.1. Introducció 
  
En aquesta secció s’expliquen les proves que hem realitzat amb dues targetes 
de xarxa Intel i210 [89] adquirides especialment (cadascuna en un equip 
diferent) que són capaces de suportar els estàndards TSN. A continuació 
s’expliquen les proves fetes amb les implementacions software utilitzades 
(PTPd i OpenAVnu). 
 
2.3.2. PTPd 
 
En aquesta primera prova connectem directament dos equips (Ubuntu) 
cadascun amb una targeta de xarxa Intel i210 i executant el demoni PTPd en 
aquestes interfícies. La idea es veure com es comuniquen entre ells i quin 
esdevé mestre i esclau de sincronia. Les adreces IP dels equips són la 
192.168.1.16 i la 192.168.1.26. A la Figura 3.40 podem veure l’intercanvi de 
missatges produït entre els dos equips, en un principi tots informen de les 
seves característiques a través del missatge announce (paquets numéro 23 i 
27) i un cop escollit el mestre es procedeix a la sincronia entre els equips 
mitjançant Delay Request-Response (mesurant el delay end-to-end) explicat en 
la secció 5.2.4 de l’annex del document. 
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Fig. 2.40 Llista de missatges PTPv2 intercanviats entre mestre i esclau 
 
 
A les Figures 2.41 i 2.42 podem veure en detall els missatges announce enviats 
pels dos equips. D’aquí podem extreure informació important: com la versió del 
protocol utilitzada (PTPv2), la longitud del missatge (76 bytes), la identitat del 
rellotge de l’equip (formada amb l’adreça MAC), el número de seqüencia del 
paquet (indica quants paquets del tipus announce ha enviat el terminal), les 
prioritats del rellotge de l’equip (248) i la del rellotge mestre (248), la precisió 
del mestre (250 ns) i la identitat del rellotge mestre. 
 
 
 
 
Fig. 2.41 Missatge announce de l’equip esclau 
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Fig. 2.42 Missatge announce de l’equip mestre 
 
 
L’algoritme que tria l’equip que actuarà de mestre es basa en els següents 
criteris: 
 
1. Camp de prioritat menor (normalment els equips on s’interessa que 
siguin mestres es configuren amb un valor de 128, i els esclaus amb un 
valor de 255). 
2. Classe del rellotge (un rellotge amb receptor GPS serà d’una classe 
superior a un que genera els timestamps internament). 
3. Precisió del rellotge (en l’ordre de nanosegons). 
4. Variància del rellotge (representa el jitter i el wander de l’oscil·lador del 
rellotge sobre un interval de missatges Sync.  
5. Camp de prioritat secundari 
6. Camp Source Port ID, correspon a la ID del port de la interfície que 
executa el PTP. Serveix per desempatar aleatòriament en el cas que els 
altres cinc criteris siguin iguals. 
Com que els dos equips declaren les mateixes condicions, s’escull com a 
mestre aleatòriament (últim criteri) el que té l’adreça MAC 68:05:ca:4a:bc:d1. 
Un cop escollit el mestre, aquest comença la sincronització enviant un missatge 
sync indicant la marca temporal de sortida del port (t1), el podem veure a la 
Figura 2.43. 
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Fig. 2.43 Missatge Sync enviat per l’equip mestre 
 
 
El mestre també reconfirma el timestamp t1 en un missatge Follow_Up. Això es 
fa per si el timestamping a nivell de hardware del t1 del missatge Sync no té 
tota la precisió requerida. L’equip mestre enregistra la marca temporal (t2) de 
l’arribada del missatge sync. 
 
 
 
 
Fig. 2.44 Missatge Follow_Up enviat per l’equip mestre 
 
 
En aquest punt l’equip esclau corregeix el seu rellotge amb el timestamp t1, 
però encara no té prou informació per corregir el temps de propagació. Per fer-
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ho l’esclau envia periòdicament un Delay_Req i enregistra el timestamp t3 a la 
sortida del paquet (Figura 2.45). 
 
 
 
Fig. 2.45 Missatge Delay_request enviat per l’equip esclau 
 
 
El mestre rep el missatge Delay_request a l’instant t4 i li envia de volta a 
l’esclau a través del missatge Delay_Resp, que podem veure en la Figura 2.46. 
 
 
Fig. 2.46 Missatge Delay_response retornat per l’equip mestre 
 
 
D’igual manera que passa amb el missatge sync, en el cas de que el 
timestamping a nivel de hardware fos insuficient (no prou precís) es reenvia 
l’instant t4 en un missatge Delay_response_follow_up (veure Figura 2.47). 
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Fig. 2.47 Missatge Delay_response_follow_up retornat per l’equip mestre 
 
Un cop sincronitzats continua havent-hi un offset inicial entre els dos temps 
inicials, que es pot determinat amb total precisió a partir dels delays (t2-t1) i (t4-
t3). 
 
En aquesta prova hem pogut verificar el correcte funcionament de les targetes i 
del dimoni PTPd. Això permetrà als equips que tinguin les Intel i210 instal·lades 
puguin executar les futures implementacions software dels estàndards TSN un 
cop estiguin disponibles, i esdevenir equips TSN. 
 
2.3.3. OpenAVnu 
 
En aquesta prova utilitzem els mateixos equips de la prova anterior (dos 
màquines Ubuntu amb les targetes de xarxa Intel i210). Ara, però, utilitzarem 
les implementacions de software AVB proporcionades en el GitHub 
d’OpenAVnu, concretament un dimoni PTPv2 adaptat a AVB (veure 5.4.1) i una 
implementació de l’IEEE 802.1Qat (Stream Reservation Protocol) explicat en la 
secció 5.1.3.1. 
 
L’escenari AVB conté un talker que envia un flux d’àudio reservant amb l’IEEE 
802.1Qat una ruta cap al listener. Abans d’establir la ruta reservada els dos 
equips s’han sincronitzant amb el Precision Time Protocol. El primer pas serà 
executar el dimoni PTPv2 en les dues màquines. A les figures 2.48 i 2.49 
podem veure el comanda on s’executa l’script sobre la interfície de xarxa de la 
targeta Intel i210 en ambdues màquines. 
 
 
 
 Fig. 2.48 Execució del dimoni PTP d’AVnu en l’equip mestre 
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Fig. 2.49 Execució del dimoni PTP d’AVnu en l’equip esclau 
 
A la Figura 2.50 podem veure l’intercanvi de missatges de sincronia (PTP) 
produït entre els dos equips. Mitjançant el Delay Request-Response (mesurant 
el delay end-to-end), explicat en la secció 5.2.4 de l’annex del document, 
s’efectua la sincronització. 
 
 
 
 
Fig. 2.50 Intercanvi de missatges PTP 
 
 
Un sincronitzats els equips cal executar l’IEEE 802.1Qat i enviar el flux d’àudio, 
abans, però, és necessari instal·lar els paquest libsndfile i libpci als equips 
(veure Figura 2.50). 
 
 
 
Fig. 2.51 Instal·lació del paquet libpci 
Proves i demostracions   43 
 
 
 
 
 
Fig. 2.52 Instal·lació del paquet libsndfile 
 
Després cal compilar els codis de listener i talker en els respectius equips, a la 
Figura 2.51 podem veure la compilació del codi listener. El codi del talker 
genera un to en format .wav que envia per la ruta reservada cap al listener per 
el protocol de reserva MRP (Multiple Registration Protocol) vist en la secció 
5.1.3.1. 
 
 
 
 
Fig. 2.53 Compilació del codi en l’equip listener 
 
 
Abans d’enviar l’àudio cal reservar en els dos equips la ruta per on es 
transmetran les trames, en la Figura 2.53 podem veure la comanda que s’ha 
d’executar en els dos terminals. 
 
 
 
 
Fig. 2.54 Activació de l’MRP en els equips listener i talker 
 
 
 
 
Fig. 2.55 Missatge MRP-MVRP enviat pel talker 
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Fig. 2.56 Missatge MRP-MVRP enviat pel listener 
 
 
Un cop compilats els codis i reservat el camí preparem l’equip listener per a 
rebre el flux de dades del to generat, a la Figura 2.57 podem veure la comanda 
per fer-ho.  
 
 
 
 
Fig. 2.57 Execució del codi a l’equip listener 
 
A l’equip talker executem la següent comanda per començar a enviar el to: 
 
 > ./simple_talker -t 2 -i eth1 
 
Un cop tenim els equips sincronitzats (PTP), la ruta reservada (MRP) i el flux 
transmetent-se podem veure en detall els paquets AVB enviats (veure Figura 
2.56). 
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Fig. 2.56 Paquet AVB transportant àudio 
 
 
En aquesta prova hem pogut crear una xarxa AVB i estudiar-ne el seu 
comportament en un entorn real. Han participat protocols de sincronia, reserva i 
gestió que han permès la transmissió un flux d’àudio amb precisió i garantia. 
 
2.4 Proves d’interoperabilitat 
 
Un cop realitzades les proves dels equips i implementacions per separat hem 
volgut veure que passa si intentem repetir les proves en escenaris on 
coexisteixin equips i implementacions diferents. La prova més fàcil és 
connectar directament un equip Innovasic amb un SoC-e i veure si es 
sincronitzen (aplicant PTP i mirar quin esdevé esclau i quin mestre). Un cop 
connectats els equips no són capaços d’intercanviar missatges PTP i per tant 
no s’arriben a sincronitzar. Això es deu a que cada empresa desenvolupa 
implementacions dels estàndards de l’IEEE seguint criteris propis, i fins que no 
s’arriba a un consens (com van fer els d’OpenAVnu) és complicat veure equips 
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de marques diferents funcionar conjuntament sense abans adaptar i configurar 
les implementacions predeterminades.  
 
Una altre casuística provada és la d’un equip d’Innovasic connectat directament 
a un ordinador amb targeta Intel i210 executant el dimoni PTPd. La Figura 2.57 
i 2.58 il·lustra l’intercanvi de paquets produïts en aquest cas, i ja es veu que no 
arriba a haver intercanvi, cada equip envia els paquets PTP a la seva manera 
(Innovasic ho fa a nivell d’enllaç i l’ordinador a nivell de transport a través 
d’UDP). Per tant no descodifiquen els paquets rebuts i no s’efectua la 
sincronització. 
 
  
 
 
Fig. 2.57 Missatge sync enviat per l’equip amb targeta Intel i210 executant 
PTPd 
 
 
 
Fig. 2.58 Missatge delay_request enviat per l’equip Innovasic 
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La següent prova que fem es utilitzar el mateix escenari i en comptes de córrer 
el dimoni PTPd utilitzar el gPTP proveït per OpenAVnu. Aquesta implementació 
transmet els paquets PTP a nivell d’enllaç d’igual manera que ho fan els 
terminals d’Innovasic. A la Figura 2.59 podem veure que ara si que s’efectua un 
intercanvi de paquets on es sincronitzen els dos equips (el que té l’adreça MAC 
12:34:56:78:9a:bc és l’equip Innovasic i esdevé mestre). 
 
 
 
 
Fig. 2.59 Intercanvi de paquets  PTP entre Innovasic i l’equip Ubuntu executant 
gPTP 
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3 CAPÍTOL 3. CONCLUSIONS I LÍNIES FUTURES  
3.1 Conclusions 
 
Una primera contribució d’aquest treball és una descripció actualitzada de 
l’estat dels diversos estàndards desenvolupats per els grups de treball AVB / 
TSN de l’IEEE i els que s’estan desenvolupant a dia d’avui (juliol del 2018). 
Aquests estàndards els podem classificar en tres tipus: sincronització (amb el 
802.1AS i les adaptacions a capes superiors dels IEEE 1722 i 1722.1), 
planificadors i conformadors del trànsit (802.1Qat, 802.1Qav, 802.1Qbv i 
802.1Qbu) i els de redundància i control de rutes (802.1CB, 802.1Qca, 
802.1Qcc i 802.1Qci). Aquests últims encara en fase de desenvolupament. 
 
També hem fet un estudi dels equips disponibles al mercat a dia d’avui que 
implementen aquests nous estàndards. Marques com Cisco, Broadcom, 
TTTech, Marvell o Microsemi estan treballant en switchs industrials que 
suporten aquestes noves tecnologies proporcionades pel TSN. Per a realitzar la 
part pràctica del treball hem utilitzat kits preparats per l’avaluació del TSN 
(Innovasic i SoC-e), targetes de xarxa amb suport TSN (Intel i210) i diferents 
implementacions de software open source (PTPd, gPTP i OpenAVnu). Aquests 
equips ens han permet estudiar el comportament del estàndards 802.1AS, 
802.1Qbv, 802.1Qav, 802.1Qcc, 802.1Qat, 802.1BA, IEEE 1722 mitjançant les 
demostracions que implementaven els equips SoC-e i Innovasic, i realitzant 
altres proves amb les targetes Intel executant en els equips del laboratori C4-
325 de l’EETAC les implementacions AVB/TSN basades en software. 
 
Els equips utilitzats estan preparats per suportar la gran part dels estàndards 
que està desenvolupant el grup de treball TSN. A dia d’avui el kit d’avaluació 
d’Innovasic implementa l’IEEE 802.1AS i el 802.1Qbv, estan treballant en el 
802.1Qci, 802.1CB (redundància), 802.1Qcc i els 802.1Qbu / 802.3br. Per altra 
banda l’equip de desenvolupament de SoC-e està treballant en els estàndards 
802.1Qci i 802.1CB, a dia d’avui els equips implementen l’IEEE 802.1AS, els 
conformadors de trànsit Time-Aware Shaper (802.1Qbv) i Credit-Based Shaper 
(802.1Qav), i una adaptació del 802.1Qcc que permet gestionar de forma 
centralitzada els equips TSN de la xarxa. 
 
També hem intentat realitzar proves d’interoperabilitat entre els equips utilitzats, 
però degut a les diferents implementacions fetes dels estàndards l’èxit no ha 
estat complet. Una de les proves que hem assolit satisfactòriament ha sigut 
connectar directament una targeta Intel i210, executant el dimoni gPTP 
d’OpenAVnu, amb un equip d’Innovasic. Com que implementen d’igual manera 
el Precision Time Protocol hem pogut establir un domini PTP entre els dos 
equips de diferents marques. 
 
Paral·lelament a aquest treball se n’ha fet un altre [126] de la mateixa temàtica 
on s’estudien possibles dissenys d’un controlador central per a xarxes time-
sensitive mitjançant la construcció d’un controlador centralitzat (CNC) (similar a 
la implementació del 802.1Qcc proposada pel SoC-e en el seus kits 
d’avaluació). Els resultats d'aquesta tesi són tant la configuració i la prova d'un 
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petit entorn de xarxa de TSN com la proposta d'un CNC basat en l'estudi i 
l'experimentació dels components necessaris.                                        
 
3.2 Línies  futures 
 
Un cop es comencin desenvolupar i implementar els estàndards de 
redundància i gestió centralitzada (descrits en la secció 1.1.3) en els equips 
adquirits (Innovasic i SoC-e) es podran fer proves de redundància i de 
tolerància a fallades. Aquests equips vénen preparats per poder ser actualitzats 
amb aquestes noves implementacions, segons les explicacions donades en els 
manuals [85] i [87]. També podrem estudiar com millora la gestió de la xarxa 
TSN utilitzant un controlador centralitzat, com el proposat en el treball [126]. 
 
Una altre futura línia de treball TSN és implementar les característiques que 
ofereixen els equips TSN per el fronthaul i el backhaul  de les noves xarxes 
mòbils 5G, tal i com es comenta en [128]. La sincronització entre estacions 
base milloraria substancialment utilitzant el Precision Time Protocol en 
aquestes xarxes. 
 
Les proves d’interoperabilitat realitzades s’haurien de poder aconseguir amb 
èxit total estudiant, modificant i configurant les implementacions dels 
estàndards que incorporen els equips, així com adaptar els dimonis PTPd i 
gPTP en els equips amb targetes Intel i210 per a que utilitzin el mateix mètode 
de transport que els equips de SoC-e i Innovasic, que per altra banda també 
permeten configurar les implementacions del PTP que executen. Un cop 
s’aconsegueixi la sincronització entre els diferents equips (s’ha realitzat amb 
èxit entre equips Innovasic i targetes i210 executant el gPTP i faltaria 
interconnectar-los amb els equips SoC-e), es podran fer proves amb les futures 
implementacions dels estàndards TSN que sortiran tant per part d’empreses 
com per part d’organitzacions com OpenAvnu. Els equips adquirits estan en 
fase de desenvolupament i amb el temps aniran implementant la totalitat dels 
estàndards definits pel grup de treball TSN de l’IEEE. Una de les proves que es 
podrà fer quan SoC-e llenci la implementació del 802.1CB (replicació i 
eliminació de trames duplicades) serà la de connectar els quatre equips SoC-e 
en topologia d’anell i comprovar com efectivament les trames es dupliquen per 
les diferents rutes cap al destí i un cop allà s’eliminen les redundants. Per altra 
banda podrem estudiar en un futur la redundància i control de rutes (802.1Qca), 
les polítiques d’ingrés basades en temps (802.1Qci) quan s’acabin de 
desenvolupar les implementacions d’aquests estàndards. Finalment i com a 
última línia futura de treball tenim la d’implementar un prototip de controlador 
centralitzat de la xarxa TSN basat en l’estàndard 802.1Qcc, en aquest sentit el 
treball [126] ha avançant en l’assoliment d’aquesta tasca. 
 
 
3.3 Consideracions mediambientals 
 
El conjunt de proves realitzades en aquest treball ha requerit únicament l’ús 
d’ordinadors de laboratori i dels equips específics mencionats en la secció de 
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l’annex 5.3 (plaques d’Innovasic i SoC-e, Raspberry Pi i switchs) que tenen un 
consum màxim de 12W. Per tant no considerem que la utilització d’equips TSN 
a petita escala tingui cap efecte mediambiental més enllà de l’habitual en 
laboratoris telemàtics.  
 
Per altra banda, i pensant en l’estalvi energètic, qualsevol capacitat 
d’optimització com la que permet un controlador centralitzat de la xarxa TSN 
(mitjançant implementacions de l’estàndard IEEE 802.1Qcc) pot minimitzar el 
consum energètic mitjançant la concentració de trànsit en certs equips/enllaços 
deixant la resta d’equips en estat de repòs (potència standby). 
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5 ANNEXOS 
 
5.1. Audio Video-Bridging (AVB) 
5.1.1. Introducció 
 
L’Audio Video-Bridging task group va ser crear l’any 2005 amb l’objectiu de 
recollir les especificacions dels serveis d’streaming de baixa latència i 
sincronitzats en temps a través de xarxes 802. Es van preparar un conjunt 
d’estàndards IEEE que permetien als usuaris crear xarxes ad hoc [16] i plug-
and-play on els emissors i receptors podien sol·licitar i establir rutes a través de 
la xarxa assignant ample de banda [17], garantint una latència [18] limitada i un 
jitter [19] ajustat utilitzant l’Stream Reservation Protocol (SRP) [20]. 
 
Podríem resumir les característiques d’AVB: 
 
• Sistema format per listeners (receptors) i talkers (emissors) [21]. 
• Reserva d’una fracció del ampla de banda disponible a Ethernet [22] 
per al trànsit AVB. 
• Els paquets s’envien si tenen suficient crèdit (segons el criteri del Credit 
Based Shaper utilitzant l’algoritme token bucket [23]) i com l’ample de 
banda està reservat no hi ha col·lisions. 
• Tots els nodes [24] del sistema comparteixen un rellotge virtual [25] que 
permet als paquets AVB tenir un temps de presentació de la informació 
que conté el paquet [26] (p. ex. àudio). 
• Els paquets AVB poden incloure tot tipus de dades sensible en temps 
(time-sensitive). 
 
En resum, AVB permet tenir latència limitada (250μs punt a punt en enllaços de 
100Mbit/s, 25μs si van a 1Gbit/s) sense pèrdua de paquets per congestió [27] 
per a fluxos que no excedeixin el màxim ample de banda establert, tot això amb 
una referència temporal d’alta precisió. Aquestes propietats fa que AVB s’utilitzi 
en entorns audiovisuals professionals (estudis d’àudio, estadis, hospitals, 
aeroports, espectacles en viu, aplicacions d’info-entreteniment, sistemes de 
sensors i actuadors industrials, etc). També proporciona als operadors de xarxa 
serveis de sincronització precisa (802.1AS [28] aplicat a ponts de xarxa 802.1) i 
serveis orientats a connexió (gràcies als 802.1Qat i 802.1Qav [29]). 
 
Durant el desenvolupament d’AVB diversos actors dels segments industrials 
interessats en aquestes funcionalitats van veure que, donades les capacitats 
anteriors de latència i ample de banda garantits, aquests nous estàndards 
d’AVB serien útils en una sèrie d’aplicacions industrials. Tanmateix, quan 
aquests desenvolupaments ja estaven força avançats, es va descobrir que el 
Credit Based Shaper del IEEE 802.1Qav no era tan robust com es pensava 
anteriorment i que en alguns casos es produïa una pèrdua per congestió del 
trànsit crític. Això va ser vist com un tema important per als mercats industrials 
que van forçar al grup de treball d’AVB a deixar de banda els mercats 
audiovisuals i iniciar nous treballs on es solucionin problemes anteriors i es 
satisfacin les necessitats dels mercats que demanen aquesta tecnologia. Per 
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aquest motiu l’any 2012 es va redefinir el nom del grup de treball AVB i es va 
passar a anomenar Time-Sensitive Networking task group. 
 
5.1.2. Funcionament 
 
Es pot explicar el funcionament del conjunt d’estàndards d’AVB en un exemple 
pràctic, per exemple un sistema format per un node amfitrió (talker) i dos nodes 
(listeners) que componen dos altaveus (esquerra i dreta) [Fig. 1.1]. Com que 
els tres nodes comparteixen el mateix rellotge global els altaveus dret i 
esquerra reproduiran sons de manera sincronitzada. Breument els passos a 
seguir per a formar una xarxa AVB serien els següents: 
 
 
 
Fig. 5.1 Escenari AVB, extret de [123]. 
 
 
• Els listeners demanen una ruta al talker amb un determinat ample de 
banda, latència i jitter (802.1Qat). 
• La petició es transmet salt a salt cap al talker reservant l’ample de 
banda, acumulant latència i calculant el jitter. 
• Un cop establerta la ruta els switchs que hi ha entre l’emissor i els 
receptors donen forma al trànsit (802.1Qav). 
• Els switchs situats en els extrems tenen la mateixa base de temps 
(gPTP – 802.1AS) que els hi permet transmetre els seus trànsits 
respectius de forma estricta en el temps. 
 
A continuació s’explica detalladament la funció de cada un dels estàndards que 
intervenen a l’hora de formar una xarxa amb trànsit d’AVB. 
 
5.1.3. Estàndards 
 
AVB està format per un conjunt d’estàndards IEEE dissenyats per a transportar 
contingut audiovisual en temps real sobre Ethernet, nombroses empreses 
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d’entreteniment, proveïdors d’Internet i fabricants han adoptat aquests 
estàndards. Inicialment implementa els següents estàndards del IEEE: 
 
 802.1BA-2011 (AVB Systems) [30]. 
 802.1AS-2011 (time sync - gPTP). 
 802.1Qat-2009 (Stream Reservation Protocol). 
 802.1Qav-2009 (Credit Based Shaper). 
 IEEE 1722-2011 (Audio Video Transport Protocol) [31]. 
 IEEE 1722.1-2013 (Audio Video Discovery Enumeration Connection and 
Control) [32]. 
 
A continuació es descriuen els estàndards 802.1BA, 802.1Qat, 802.1Qav, IEEE 
1722 i IEEE 1722.1. El 802.1AS s’explica en detall en l’apartat 1.2.2. 
 
 
5.1.3.1. IEEE 802.1Qat (Stream Reservation Protocol) 
 
L’Stream Reservation Protocol (SRP) és una esmena al protocol IEEE 802.1Q 
[33] estandarditzat per separat com a 802.1Qat l’any 2010. Proporciona una 
gestió integral de les reserves de recursos per als fluxos de dades que 
requereixen una qualitat de servei determinada (QoS) en xarxes d’àrea local 
(LAN) [34]. El protocol permet que els nodes finals (endpoints) dels fluxos es 
puguin registrar com a Talker o Listener segons si generen o consumeixen 
dades, i propagar aquesta informació a traves de la xarxa. També manté un 
registre de la reserva d’ample de banda en els elements de xarxa que formen 
part de la comunicació entre Talkers i Listeners.  
 
L’SRP es va implementar com a nova capa per sobre de l’existent protocol de 
gestió de xarxa anomenat Multiple Registration Protocol (MRP) [35], el qual és 
també una esmena del 802.1Q. L’MRP és un protocol genèric que permet als 
participants d’un flux registrar atributs que es propaguen d’una manera 
específica segons l’aplicació a través d’una LAN. És també el protocol que hi 
ha per sota del Multiple VLAN Registration Protocol (MVRP) [35] i del Multiple 
MAC Registration Protocol (MMRP) [35], els quals ja existien anteriorment i 
poden ser utilitzats per l’SRP quan sigui convenient. 
 
 
 
 
Fig. 5.2 Capes del Stream Resertavion Protocol, extret de [36] 
 
L’estàndard SRP proveeix una nova aplicació del MRP anomenada Multiple 
Stream Registration Protocol (MSRP) que permet gestionar els atributs 
relacionats amb la reserva d’ample de banda per a fluxos. Tant l’MSRP, 
l’MVRP i l’MMRP proveeixen tota la senyalització de la xarxa pel protocol SRP. 
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En una xarxa AVB/TSN tots els bridges mantenen una taula amb els registres 
de la informació rellevant per operar correctament (dades generals del bridge 
[37], dades de cada port, dades per a la transmissió dels fluxos i les seves 
reserves) amb l’objectiu de fer un seguiment dels ports que participen en el 
protocol SRP, determinar la latència de la comunicació entre nodes, els 
requisits de l’ample de banda, el rang i la prioritat dels fluxos potencials, l’estat, 
descripció i informes d’errors per a tots els intents de reserva registrats, etc. 
Aquesta informació l’utilitza el bridge per a implementar el 802.1Qav, que té 
com objectiu garantir la qualitat del servei per els fluxos reservats a través de la 
LAN. 
 
SRP també proporciona un mitjà per a que els Talkers i Listeners es puguin 
descobrir els uns als altres i descobrir les VLAN i nivells de prioritat utilitzats en 
el domini SRP. Això permet als endpoints activar els seus protocols sobre els 
fluxos de dades només quan els recursos de xarxa necessaris tenen garantia 
de ser reservats, i configurar aquests protocols per a tenir un bon funcionament 
de la xarxa. Els Talkers i els Listeners propaguen les seves intencions de 
manera unidireccional a través de la xarxa i un cop el Talker rep la petició 
d’algú s’estableix la reserva d’ampla de banda (des del Talker fins el Listener) 
en aquesta ruta després de verificar que els recursos demandats estiguin 
disponibles. Un cop establert l’stream qualsevol dels participants pot cancel·lar 
la reserva indicant la seva intenció a través de la mateixa ruta i alliberant els 
recursos reservats. 
 
En resum, l’Stream Reservation Protocol) té com a funcions principals: 
 
• Establir el domini AVB/TSN i donar a conèixer els seus participants. 
• Anunciar els fluxos existents al domini. 
• Registrar la ruta de cada flux. 
• Calcular la latència en el pitjor dels casos per cada una de les rutes, a 
partir de la informació disponible (classes de latència, nivells de prioritats 
i VLANs en ús) proporcionada pels bridges. 
• Reservar l’ampla de banda per als fluxos a través de tota la xarxa. 
• Mantenir dinàmicament els recursos reservats a la xarxa a partir del 
MSRP. 
• Codificar mitjançant TLV (type-lenght value) [38] el protocol LLDP (Link 
Layer Discovery Protocol) [39]. 
• Permet assegurar que el 802.1AS s’utilitza només en dispositius 
compatibles. 
 
Exemple: 
 
Basat en el model de talker / listener, el talker envia un missatge d’avís al 
listener on indica els seus requeriments de recursos. Aquest missatge passa a 
través dels switchs [40] que reserven el port, la velocitat de dades i registren la 
classe del trànsit enviat. Si algun dels switchs no té disponibilitat el flux es 
descarta. El missatge de petició consisteix en les adreces MAC [41] del destí i 
origen, la ID de la petició (16-bit) i la informació sobre els recursos requerits. La 
Annexos   65 
 
Figura 5.3 il·lustra el camí que segueix el missatge d’avís propagat inicialment 
per el talker.  
 
 
 
 
Fig. 5.3 Propagació del missatge del Talker, extreta de [112] 
 
 
Camps del missatge de registre del Talker:  
 
- Stream ID (direcció MAC talker + 16 identificador del stream) 
- Direcció MAC destí + identificador VLAN 
- Especificacions del trànsit (mida màxima i interval màxim dels paquets) 
- Prioritat i rang 
- Latència acumulada 
Si tots els switchs que hi ha entre emissor i receptor assignen els recursos per 
el flux indicat, el listener respon al missatge ready de volta al talker, i s’estableix 
la comunicació, com com es mostra la Fig. 5.3 i Fig. 5.4. 
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Fig. 5.4 Propagació del missatge del Listener, extreta de [112] 
 
 
Fig. 5.5 Exemple de la propagació dels dos missatges en una xarxa AVB, 
extreta de [115] 
 
 
5.1.3.2. IEEE 802.1Qav (Credit Based Shaper) 
 
El Forwarding and Queuing for Time Sensitive Streams (FQTSS) 
s’estandarditza com IEEE 802.1Qav, fa també esmena al 802.1Q, i es coneix 
popularment com Credit Based Shaper. Té com objectiu principal garantir la 
qualitat del servei dels fluxos reservats a través d’una LAN utilitzant la 
informació proporcionada pel SRP (latència de la comunicació entre nodes, 
requisits de l’ample de banda, el rang i la prioritat dels fluxos potencials, l’estat, 
descripció i informes d’errors per a tots els intents de reserva registrats, etc.) 
emmagatzemada en les taules de registres dels bridges. 
 
Per a fer-ho utilitza els mecanismes de prioritat i reenviament existents en el 
802.1Q i defineix una relació particular entre les etiquetes de prioritat i el 
comportament de reenviament als dispositius finals i als bridges. Així 
s’aconsegueix modelar el trànsit (en els generadors de trànsit i en els bridges) 
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distribuint els paquets de forma uniforme en el temps. Si això no es fes els 
paquets tendirien a aglomerar-se (bunch) als bridges, switchs i altra 
infraestructura de la xarxa col·lapsant els buffers [42] que no podrien absorbir 
les ràfegues generades en els dispositius finals. 
 
Els dispositius generadors de trànsit han de transmetre les trames de forma 
uniforme basant-se en la classe de trànsit AVB i en els paràmetres de qualitat 
de servei específics determinats pel SRP. Les normes específiques per al 
modelat de trànsit en aquests dispositius es basen en el conegut algoritme de 
traffic shaping [43] anomenat Leaky Bucket [44], que controla que la 
transmissió de dades sigui conforme amb els límits d’ampla de banda definits. 
 
Per altra banda tenim els bridges, que utilitzen el mateix mecanisme de 
modelat de trànsit. Quan reben trames AVB les reenvien amb preferència sobre 
trànsit best-effort, són tractades segons les normes del modelat de trànsit i 
necessitaran disposar de suficient crèdit per a ser transmeses. Igual que en els 
generadors de trànsit, les normes de shaping dels bridges requereixen que les 
trames siguin distribuïdes de manera uniforme en el temps, però en comptes de 
fixar-se en el flux de la trama es mira a quina classe pertany. Això significa que 
tot el trànsit AVB que està sent transmès des d’un port particular; per tant la 
suma de tots els amples de banda de totes les reserves d’una classe AVB 
particular en aquest port, està distribuït temporalment segons els paràmetres 
de qualitat del servei de la classe a la qual pertany. La Figura 1.6 presenta un 
cas on el CBS adapta dos fluxos entrants a un switch per dos ports diferents. 
 
Fig. 5.6 Entrada de dos fluxos adaptats mitjançant Credit Based Shaper, 
extreta de [114] 
 
 
El flux resultant que surt pel port 3 (a 2 Gbps) és la suma dels dos fluxos AVB 
entrants, els quals segueixen igual d’espaiats sense generar gaire delay 
addicional als paquets (provocat pels buffers que hi ha a cada salt).  
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Fig. 5.7 Transmissió temporal resultant de la suma dels dos fluxos, extreta de 
[114] 
 
 
Si arriben trames de diferents fluxos a diferents ports d’un switch al mateix 
temps, algunes trames poden patir un lleuger delay fins a que tinguin crèdits 
disponibles per a ser transmeses. És el cas de la Figura 5.8, on es pot veure el 
petit retràs que pateixen les trames dels fluxos A i B. 
 
 
. 
Fig. 5.8 Trànsit best-effort compartint medi amb els dos fluxos, extreta de [114] 
 
 
Si arriben trames amb prioritat inferior, o best-effort, i interfereixen amb el 
trànsit AVB, les trames AVB hauran d’esperar a tenir crèdit suficient per a poder 
ser transmeses. La Figura 1.9 il·lustra el funcionament de l’algoritme CBS, on 
es representa en un eix temporal la línia de crèdit, els paquets en cua i els 
paquets transmesos segons el crèdit disponible (si aquest és positiu s’emeten 
els paquets AVB que portin mes temps en cua una vegada s’acaba de 
transmetre el trànsit no AVB).  
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Fig. 5.9 Funcionament de l’algoritme CBS, extreta de [113] 
 
El funcionament de l’algoritme CBS es basa en donar crèdits de transmissió als 
fluxos reservats (cues amb ample de banda reservats) i permet la coexistència 
de diferents fluxos AVB reservats amb altres classes de trànsit. Aquests crèdits 
serveixen per separar les cues de les diferents classes i segueixen uns normes 
concretes: 
 
 Quan no hi ha cap trama en la cua, el crèdit s’estableix a zero  
 Les trames d’una cua es transmeten quan el crèdit és major a zero 
 El crèdit s’incrementa mitjançant el paràmetre idleSlope mentre queden 
trames a la cua 
 El crèdit disminueix mitjançant el paràmetres sendSlope quan una trama 
es transmet  
 
Fig. 5.10 Exemple de la traça d’execució del Credit-Based Shaper, extreta de 
[115] 
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Amb això s’aconsegueix prevenir l’acumulament de trames en els buffers dels 
ports de sortida dels bridges. Per tant, és possible disminuir la mida d’aquests 
buffers de manera considerable independentment del número de salts que hi 
hagi en la ruta del flux AVB. Aquesta limitació de la mida dels buffers es un 
atribut clau que permet delimitar el delay i eliminar la cogestió de la xarxa pels 
fluxos AVB admesos pel SRP, inclús quan el trànsit best effort experimenta 
congestió.  
 
En resum, aquesta tècnica de modelat del trànsit té certes avantatges: 
 
 Separa les trames de sortida el màxim possible per reduir el bursting i el 
bunching. 
 La limitació de transmissió i la separació de les trames permet protegir 
els diferents fluxos AVB que hi pot haver en una mateix domini, cosa que 
permet limitar les interferències i retards que hi podrien haver. 
 Protegeix el trànsit best effort limitant els fluxos AVB (normalment al 75% 
de la capacitat dels nodes), cosa que permet la convergència del trànsit 
AVB amb l’existent d’altre trànsit en la mateixa xarxa. 
 Disminuir la mida dels buffers dels ports de sortida dels bridges i baixar 
la possibilitat de la pèrdua de paquets per congestió 
Té, però, un desavantatge principal: 
 
 El delay mitjà és força elevat (pot arribar a 250μs per cada salt). Aquests 
250μs de retard son massa elevats per a sistemes de control industrial. 
Els closed-loop típics per a control d’aplicacions industrials tenen un 
retard d’entre 30μs i 125μs [124]. 
 
5.1.3.3. IEEE 802.1BA (AVB Systems) 
 
Aquest estàndard s’encarrega de la identificació dels dispositius participants en 
el domini de la xarxa AVB. Com hem vist, l’esquema d’una xarxa AVB depèn de 
la participació de tots els dispositius entre talker i listener, per tant els que no 
suportin AVB hauran de ser identificats i etiquetats. Aquest procés es descriu 
en aquest estàndard, que especifica la configuració per defecte dels dispositius 
AVB. En entorns Ethernet el mètode especificat pel 802.1BA per determinar si 
dos dispositius poden tenir capacitats AVB es du a terme comprovant 
capacitats d’enllaç (802.3) i mesures de delay de l’enllaç fetes pel 802.1AS. 
 
Un port Ethernet serà vàlid per a comunicacions AVB si compleix aquestes 
condicions: 
 
 L’enllaç es full dúplex de 100Mbit/s o major. 
 El 802.1AS descobreix participants. 
 El round-trip delay amb un dispositiu AVB és menor o igual al delay que 
hi hauria en els pitjors dels casos (computat amb l’intercanvi de 
missatges “PDelay” del 802.1AS). 
 Rep una petició o acceptació de reserva SRP. 
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Altres tipus de connexions en capa dos tindran els seus mètodes específics per 
a identificar els cooperants del domini AVB. 
 
 
 
 
Fig. 5.11 Exemple de dominis AVB separats, extreta de [116] 
 
 
En la imatge de la Fig.5.11 veiem com un dispositiu del domini 1 no pot establir 
una connexió AVB amb un dispositiu del segon domini degut a que la reserva 
feta pel SRP no es podrà propagar per un dispositiu que no sigui compatible 
amb AVB. 
 
 
5.1.3.4. IEEE 1722 i IEEE 1722.1 (Protocols de capes superiors) 
 
Per a que les aplicacions utilitzin les virtuts del AVB es necessita coordinació 
amb els protocols de xarxa de capes superiors. A més, alguns protocols de 
transport s’han hagut d’adaptar per a proveir informació a les aplicacions que 
utilitzen serveis AVB. Per exemple, una aplicació audiovisual pot implementar 
la sincronització distribuïda utilitzant el 802.1AS, on les mostres d’àudio i/o 
vídeo seran transmeses per protocols de capes superiors i associades amb un 
temps de presentació proporcionat pel talker, i cada listener presenta la mostra 
en aquest temps proporcionat pel 802.1AS. 
 
Les aplicacions que utilitzen formats com el definit en el IEC 61883 [45] poden 
utilitzar els procediments definits en l’estàndard d’IEEE 1722-2011 per a fer ús 
del rellotge proporcionat pel 802.1AS i afegir al paquet el retard de transport 
que hi pot haver en els pitjors dels caos per a obtenir el temps de presentació 
del mateix. Per altra banda l’IEEE 1722.1 permet el descobriment, la 
enumeració, la gestió de connexions i control dels dispositius que utilitzen el 
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1722-2011. El 1722.1 permet, per exemple, als talkers d’un domini AVB obtenir 
una adreça MAC destí multicast única per a cada flux que vol transmetre. 
 
Altres protocols de capa d’aplicació com el Real-Time Transport Protocol (RTP) 
[46] del IETF [47] poden utilitzar el nou payload definit en el IEEE 1733 que 
ofereix una correlació del timestamp proporcionat pel RTP amb el temps de 
presentació del 802.1AS. 
 
 
 
 
Fig. 5.12 Capes del protocols del IEEE 802.1 AVB, extret de [117] 
 
 
Els protocols i serveis definits pel grup de treball IEEE 802.1 serveixen a la 
capa de protocols del nivell d’enllaç de dades (MAC i LLC [48]), mentre que els 
definits en el 802 també ocupen la primera capa (nivell físic). 
 
 
5.2 Sincronia 
5.2.1 Introducció al IEEE 802.1AS (Precision Time Protocol) 
 
El grup de treball TSN del IEEE 802.1 va especificar un perfil del IEEE 1588 
(PTP), anomenat IEEE 802.1AS-2011 amb l'objectiu de simplificar l’original i 
deixar les opcions crítiques per a que sigui gestionable en xarxes domèstiques, 
d’automòbils, automotrius i industrials. Es tracta d’un protocol utilitzat per a la 
sincronització de rellotges a través una xarxa Ethernet, i pot proporcionar una 
exactitud de l’ordre de nano-segons en xarxes d’àrea local. Originalment es va 
definir en l'estàndard IEEE 1588-2002 amb una segona versió l’any 2008 
(PTPv2) que millora la precisió, robustesa i exactitud però perdent la 
compatibilitat amb la primera. Cobreix les necessitats que no serveixen els 
protocols de sincronització dominants (NTP [58] i GPS [59]), dóna més precisió 
que NTP, és més econòmic que instal·lar un receptor GPS a cada node i no 
requereix cobertura de senyal GPS. 
 
A continuació a la Taula 5.1 es mostra una comparació entre els tres mètodes 
de distribució de temps (GPS, altrament dit IRIG-B [60], NTP i PTP). 
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Taula 5.1 Principals mètodes de distribució de temps  
 
Mètode IRIG-B NTP PTP 
Capa física Cable coaxial Ethernet Ethernet 
Model Mestre-Esclau Client-servidor Mestre-Esclau 
Precisió ~100ns a 1µs ~1 a 100 ms  
 
~100 ns a 1 µs  
Compensació de 
latència 
Sí (coneixent 
distància del cable) 
Sí Sí 
Interval 
d’actualització 
Cada segon 
(packet per second 
“pps”) 
Configurable, de 
l’ordre de segons a 
minuts 
Configurable (per 
defecte cada 
segon) 
Requisits especials 
en els equips 
Tant en mestre 
com en esclau 
Només en l’equip 
mestre 
Necessari en tots 
els equips si es vol 
alta exactitud 
Cost relatiu Mitjà (cables IRIS-
B) 
Baix (software) Mitjà (equips 
específics) 
 
 
5.2.2 Arquitectura 
 
L’arquitectura de l’IEEE 1588 és jeràrquica basada en mestre-esclau. El 
protocol contempla fins a cinc tipus de rellotges:  
 Ordinaris (pot proporcionar l’hora “mestre” o sincronitzar-se “esclau” i 
comunicar-se). 
 Limítrofs (es connecten amb el mestre i distribueixen l’hora a la resta de 
xarxa). 
 Transparents end-to-end (corregeix el temps de processament o 
residència del missatges PTP dels equips que no els processen). 
 Transparents peer-to-peer (corregeix el temps de propagació del 
missatge PTP en cada port dels equips que no el calculen). 
 Nodes de gestió (serveixen per configurar i monitoritzar els dispositius 
PTP). 
 
 
 
 
Fig. 5.13 Esquema de l’end-to-end delay, extreta de [118] 
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Fig. 5.14 Arquitectura PTP, extreta de [118] 
 
 
La Figura 5.14 mostra un exemple d’arquitectura on el rellotge mestre rep la 
senyal a partir d’un transceptor GPS i la distribueix a través del rellotge limítrof 
(Boundary Clock) que actua tant de mestre, dels esclaus, com d’esclau del 
rellotge mestre. 
 
 
5.2.3 Operacions 
 
IEEE1588 classifica els missatges del protocol en “events” i missatges 
generals: 
 
• Els “events” son missatges que han que han de ser marcats amb una 
marca temporal a l’hora de ser transmesos, rebuts o ambdues coses. 
Aquests són: 
 
• Sync, Delay_Req, Pdelay_Req, Pdelay_Resp. 
 
• Els missatges generals no necessiten ser marcats i són: 
 
• Announce, Follow_Up, Delay_Resp, 
Pdelay_Resp_Follow_Up, Management, Signaling 
• Els missatges de gestió serveixen per configurar i 
recuperar informació de configuració dels dispositius PTP.  
• Els missatges de senyalització s’utilitzen pels rellotges PTP 
per a negociar les opcions del servei (per defecte PTP 
utilitza la comunicació multicast entre els nodes). 
 
La operació de sincronització es duu a terme en dues etapes: 
 
• 1a Etapa: Els rellotges PTP s’organitzen jeràrquicament: el que té 
màxima prioritat (típicament, per tenir millor qualitat i millor precisió) 
s’esdevé mestre i es queda en la part superior de la jerarquia, mentre 
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que els que esdevenen esclaus a la part inferior, i en el centre es 
queden els rellotges transparents i limítrofs.  
• 2a Etapa: A casa salt els nodes s’intercanvien els missatges del protocol 
per a sincronitzar tots els rellotges amb última instància el que ha 
esdevingut mestre. 
 
Per a organitzar la jerarquia dels rellotges s’utilitza l’algoritme Best Master 
Clock Algorithm (BMCA) [61]. Els ports dels rellotges ordinaris i limítrofs 
transmeten la seva prioritat i qualitat en missatges Announce. Així seleccionen 
el rellotge amb el que s’han de sincronitzar (mestre) o estableixen l’estat PTP 
de cada port (mestre, esclau o passiu). Els rellotges transparents actuen 
passivament i no serveixen ni es sincronitzen amb el temps. 
 
 
 
 
Fig. 5.15 Exemple de jerarquia en PTP, extreta de [118] 
 
 
Exemple de jerarquia: 
 
Els rellotges ordinaris determinen si han de ser esclaus o mestres, 
opcionalment es poden configurar els rellotges per a que siguin esclaus 
obligatòriament. El segon rellotge  determina que no és el millor rellotge de la 
xarxa i esdevé passiu. Continua executant el BMCA, cosa que permet actuar 
de rellotge mestre en cas de fallada del primer i deixa d’enviar missatges 
Announce.  
 
5.2.4 Sincronització 
 
La sincronització es fa mitjançant l’intercanvi de paquets entre mestre-esclau 
amb els quals es calcula el retard de la ruta existent entre aquests.  Es tracten 
de paquets “events” que es marquen amb una marca temporal (timestamp) a 
l’entrada o sortida dels ports. Aquests poden ser: Sync, Delay_Req, 
Pdelay_Req o Pdelay_Resp. Hi ha dos mecanismes per a fer-ho: 
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• A) Delay Request-response mechanism 
• B) Peer delay mechanism 
 
A) Delay Request-response mechanism: mesurant el delay end-to-end: 
 
L’intercanvi de missatges entre mestre-esclau: 
 
1. El mestre envia periòdicament missatges Sync als esclaus amb la marca 
temporal t1 (moment de sortida del port). 
2. Els esclaus agafen la marca temporal t2 a l’arribada del missatge Sync. 
El mestre també pot indicar la reconfirmació del timestamp t1 en un altre 
missatge anomenat Follow_Up*. Això es fa per si el timestamping a 
nivell de hardware del t1 del missatge Sync no té tota la precisió 
requerida. 
3. En aquest punt l’esclau pot corregir el seu rellotge amb el timestamp t1, 
però falla en corregir el temps de propagació. Per fer-ho l’esclau envia 
periòdicament un Delay_Req i enregistra el timestamp t3 a la sortida del 
paquet. 
4. El mestre rep el paquet a l’instant t4 i li envia de volta a l’esclau a través 
del missatge Delay_Resp. 
5. Finalment l’esclau pot amb t3 i t4 el temps de propagació entre esclau-
mestre i sincronitzar-se amb el Master Clock. 
6. Un cop sincronitzats continua havent-hi un offset inicial entre els dos 
temps d’inici el qual es pot determinat amb total precisió a partir dels 
delays Tsm, Tms. 
 
 
 
 
Fig. 5.16 Intercanvi de missatges inicials, extret de [118] 
 
 
B) Peer delay mechanism: mesurant el delay p2p: 
 
Funcionament similar al mecanisme anterior, l’intercanvi dels missatges events 
Pdelay_Req i Pdlay_Resp es produeix entre dos ports (rellotges) diferents i 
serveix per a calcular el delay existent entre aquests dos. Aquest mecanisme 
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va ser afegit a la segona versió del PTP i està pensat per a mesurar únicament 
el retard en un enllaç, no en la xarxa sencera i té aquestes avantatges: 
 
• Tots els enllaços són mesurats periòdicament, de manera que el delay 
entre mestre i esclaus ja es coneix quan es produeixen canvis de xarxa. 
• Al no haver missatges Delay_Request  ni Sync no hi ha possibilitat de 
que aquests agafin rutes diferents -> menys paquets a la xarxa i més 
escalabilitat. 
• No cal tenir la certesa de que els mestres tinguin la habilitat de 
respondre als paquets Delay_Request. Si hi ha molts rellotges esclaus el 
mestre només cal que envii missatges Sync  i  Follow_Up. 
 
 
 
Fig. 5.17 Intercanvi de missatges peer delay, extret de [118] 
 
 
Diferències i compatibilitat dels dos mecanismes: 
 
A) End-to-end delay measurement mechanism: 
 
• Pensat per a xarxes on coexisteixin switches compatibles amb l’IEEE 
1588 amb switches que no ho són. 
• Mestre i esclaus necessiten combinar quatre timestamps per els càlculs 
de delay. 
 
B) Peer delay measurement mechanism: 
 
• Pensat per a engineered networks [62], xarxes dissenyades 
exclusivament per a solucions amb necessitats síncrones  on tots els 
switches i routers  tenen capacitat per al 1588, ja sigui rellotges 
transparents o rellotges limítrofs. No funciona amb switches sense 
compatibilitat 1588. 
• El rellotge mestre també envia missatges Sync i Follow_Up al rellotge 
esclau i aquest calcula l’offset amb el mestre sumant el temps del mestre 
més el  delay de la xarxa. 
• En comptes d’enviar missatges de càlcul de delay del esclau al mestre, 
cada element de la xarxa intercanvia a través de tots els seus ports 
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missatges PDelay periòdicament amb els seus veïns immediats, per tant 
només es necessiten combinar dos timestamps per els càlculs de delay. 
 
En tots dos mecanismes l’offset entre el rellotge esclau i el mestre es calcula 
amb l’equació 5.1: 
 
                    offset  (𝑡2 − 𝑡1) – path_delay                           (5.1) 
 
• On el path_delay es calcula, depenent del mecanisme utilitzat, a partir 
de la mitjana dels delays entre els dos dispositius: 
 
                                path_delay= 
𝑇𝑚𝑠+𝑇𝑠𝑚
2
 = 
(𝑡2−𝑡1)+(𝑡4−𝑡3)
2
                  (5.2) 
 
• Per a suportar hardware que no tinguin la capacitat d’inserir timestamps 
en els missatges transmesos, es defineix un mecanisme en dos passos 
que consisteix en enviar un paquet Follow_Up després del Sync (end-to-
end) i un missatge Pdelay_Resp_Follow_Up després d’un Pdelay_Resp 
(p2p) que contenen els timestamps t1 i t3 respectivament. 
 
• Utilitzar el mecanisme de dos passos fa augmentar el trànsit, en tota la 
xarxa pel cas del Follow_Up i només en l’enllaç pertinent en el cas del 
Pdelay_Resp_Follow_Up. 
 
5.2.5 Format i transport dels paquets 
 
Els missatges del PTP versió 2 poden ser transportats de diverses maneres: 
 
1. PTP sobre UDP [63] sobre IPv4 / IPv6. (Missatges tipus Event pel port 
UDP 319 i tipus General pel port 320). 
2. PTP sobre IEEE 802.3 / Ethernet. 
3. Ethernet Type: 0x88F7. 
4. PTP sobre DeviceNET [64]. 
5. PTP sobre ControlNet [65]. 
6. PTP sobre IEC 61158 tipus 10 (Fieldbus) [66]. 
 
 
 
 
 
 
 
Fig. 5.18 Possibilitats de transport de PTP sobre Ethernet, extret de [119] 
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Tots els missatges PTP consisteixen d’una capçalera, un cos i un sufix 
opcional. La capçalera conté 34 Bytes amb la informació bàsica del missatge. 
El camp correctionField indica en nanosegons el temps que ha passat un 
paquet en un transparent clock i també pot indicar el delay entre dos 
transparents clocks. 
 
 
 
 
Fig. 5.19 Missatge PTP, extret de [119] 
 
 
 
Fig. 5.20 Camps de la capçalera d’un paquet PTP, extret de [119] 
 
 
Announce: S’utilitza per indicar les capacitats d’un rellotge a la resta dels 
rellotges del mateix domini. Permet establir la jerarquia de mestres-esclaus. 
 
 
Fig. 5.21 Missatge announce 
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Sync i Follow_Up: L’envia el rellotge mestre i conté el moment exacte en que 
aquest missatge ha sigut enviat. Per tant és un missatge Event marcat amb el 
timestamp t1. 
 
• Si el mestre és un rellotge incapaç de marcar temporalment un missatge 
(two-step clock) el timestamp del missatge serà zero i aquest serà enviat 
després amb el missatge associat Follow_up. 
• El missatge Sync s’envia en els dos mecanismes de mesura del delay 
 
Fig. 5.22 Missatge sync 
 
 
Fig. 5.23 Missatge follow_up 
 
Delay_Req: Format idèntic al missatge Sync. L’envia el rellotge esclau cap al 
mestre i conté el timestamp del moment en que ha sigut enviat el missatge 
• Aquest missatge s’envia únicament en el mecanisme delay request-
response. 
 
Fig. 5.24 Missatge delay_request 
 
Delay_Resp: L’envia el rellotge mestre i conté el timestamp en que el missatge 
Delay_Req ha sigut rebut. Igualment només s’envia en el mecanisme delay 
request-response. 
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Fig. 5.25 Missatge delay_response 
 
 
Pdelay_Req: L’envia el rellotge peer-to-peer peticionari i conté el timestamp 
del moment en que ha sigut enviat. Només s’envia en el mecanisme peer 
delay. El camp reserved s’utilitza per igualar la llargada dels missatges Req i 
Resp, es fa degut a que algunes xarxes tenen temps de transmissió diferents 
depenen de la llargada dels paquets i això provocaria errors de simetria en la 
sincronització. 
 
 
Fig. 5.26 Missatge path_delay_request 
 
 
Fig. 5.27 Missatge path delay request vist al wireshark 
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Pdelay_Resp: L’envia el rellotge peer-to-peer com a resposta al missatge 
Pdelay_Req i conté el timestamp del moment en que ha rebut aquest últim 
missatge. Només s’envia en el mecanisme peer delay. 
 
• El camp requestingPordIdentity conté el sourcePortIdentity de la 
capçalera del missatge Pdelay_Req associat enviat pel rellotge 
peticionari. 
 
Fig. 5.28 Missatge path_delay_response 
 
 
Pdelay_Resp_Follow_Up: Si el rellotge peer-to-peer solicitat és two_step 
clock el timestamp del missatge Pdelay_Resp serà zero i aquest serà transmès 
posteriorment en el missatge associat  Pdelay_Resp_Follow_up 
 
 
Fig. 5.29 Missatge path_delay_response_follow_up 
 
Signalling: Aquests missatges serveixen per a intercanviar informació no 
síncrona entre rellotges. Es van introduir en la segona versió IEEE 1588-2008. 
• El camp targetPordIdentity conté les adreces del port/ports destinataris 
del missatge. 
• TVL = Type, Length; Value Identifier 
 
Fig. 5.30 Missatge de senyalitació 
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Management: S’utilitzen per a transmetre informació d’un o més rellotges a un 
node de gestió o viceversa. Camp startingBoundaryHops: nº de rellotges 
limítrofs que poden retransmetre el missatge. Camp actionField: conté la acció 
del missatge: Get, Set, Response, Command i Acknowledge. Camp 
managementTLV: per a gestió de ports. 
 
 
 
Fig. 5.31 Missatge de gestió PTP 
 
 
5.2.6 IEEE 802.1AS-REV (PTPV2) 
 
El Precision Time Protocol (IEEE 1588v2) utilitza timestamps en la capa física 
per calcular demores en la xarxa i definir esdeveniments síncrons. L’estàndard 
802.1AS desenvolupat per AVB afegeix algunes millores al PTP en la capa 
física: 
 
• Proporcional especificacions per convertir els switchs en “Time Aware 
Bridges”. 
• Millora la precisió i la velocitat de convergència mitjançant càlculs 
“Neighbor Rate Radio”. 
• Inclou operacions Plug and Play amb l’algoritme “Best Master Clock 
Algorithm”. 
 
Aquestes millores requereixen l'ús de rellotges transparents peer-to-peer [67] i 
un processament del delay en les rutes i del delay dels missatges (Sync & 
Follow-Up). Amb TSN arriba la revisió del 802.1AS, que representa un perfil 
diferent de lEEE 1588, canviant el peer-to-peer en la capa 2 (ethernet) per un 
end-to-end [68] en la capa 4 (sobre UDP). Les millores que aporta són: 
 
• Processament dels missatges de delay en un pas (en comptes de dos 
passos) 
• Permet que els rellotges GrandMaster redundants entrin en standby 
• Múltiples rutes per a la propagació del rellotge amb les mètriques de 
qualitat del mateix 
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5.3. Equips utilitzats 
 
 
Aquest capítol inclou un llistat dels equips i implementacions (en la secció 5.4) 
que hem utilitzat. Donat que la disponibilitat al mercat d’equips TSN a dia d’avui 
és molt incipient, es pot dir que és un bon estat de l’art dels equips disponibles. 
 
5.3.1. Innovasic (kit avaluació TSN) 
 
L’empresa Innovasic [85] ha desenvolupat un kit d’avaluació TSN formada per 
una placa programable que conté tot el necessari per testejar els nous 
estàndards del grup de treball IEEE 802.1 TSN. Inicialment porta preinstal·lats 
els dos estàndards TSN més madurs, el 802.1AS i el 802.Qbv. A mesura que 
evolucionin els altres estàndards del grup es llençaran actualitzacions que els 
incorporaran incloent les noves funcionalitats. Aquestes actualitzacions es 
podran descarregar gratuïtament a través del portal del desenvolupador.  
 
La placa programable està formada per tres ports Ethernet TSN, un amb 
funcionalitat de porta d’enllaç que permet afegir nodes que no implementen 
TSN de forma nativa a la xarxa TSN i dos ports amb funcionalitats TSN. 
 
Estàndards IEEE 802.1 TSN pels quals està preparat: 
 
 802.1AS, AS-REV (Sincronització de temps entre equips - PTP) 
 802.1Qbv (trànsit separat i programat en cues) 
 802.1Qci  (política d’ingrés de trànsit al port Ethernet estàndard) 
 802.1CB (duplicació i eliminació de trames per tenir redundància) 
 802.1Qcc (Stream Reservation Protocol millorat) 
 802.1Qbu / 802.3br (interrupció del trànsit preferent sobre el no 
preferent) 
 
 
 
Fig. 5.32 Plaques d’avaluació TSN d’Innovasic. A la part de sota podem veure 
els dos ports TSN, i a la dreta el port d’adaptació per a connectar dispositius 
sense capacitats TSN. 
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El kit actua com a porta d’enllaç entre un port Ethernet estàndard (100BaseTX) 
i dos ports TSN (100BaseTX) [86]. El port estàndard permet connectar 
qualsevol dispositiu Ethernet que no tinguin capacitats TSN a la xarxa fent una 
adaptació dels paquets d’entrada. A través de la configuració d’aquest port 
adaptador es poden escollir les característiques TSN que es volen avaluar, 
permetent que aplicacions no compatibles amb TSN puguin intercanviar fluxos 
de dades amb xarxes TSN. També permet avaluar la fiabilitat i el determinisme 
en una xarxa convergent amb presència de fluxos de dades prioritaris amb 
d’altres best-effort.  
 
Quan s’implementi el 802.1CB també es podrà testejar la redundància garantint 
un servei en qualsevol condició de la xarxa. Per altra banda els altres dos ports 
TSN permeten l’avaluació de qualsevol topologia de xarxa (en estrella, anell, 
hub, bus, etc). Mitjançant una interfície web es podran seleccionar i configurar 
els estàndards a provar així com les interfícies del dispositiu. 
 
5.3.2. SoC-e (kit avaluació TSN) 
 
Similar al kit d’Innovasic, el kit d’avaluació de SoC-e [87] és una placa 
programable (FPGA) [88] amb funció d’adaptador TSN, Switch IP i generador 
de trànsit sensible al temps. 
 
Estàndards IEEE 802.1 TSN que suporta a dia d’avui: 
 
 802.1AS (Sincronització de temps entre equips - PTP) 
 802.1Qbv (trànsit separat i programat en cues) 
 802.1Qat (SRP) i 802.1Qav (CBS) 
 802.1Qci (gestió de fluxos) 
 802.1Qcc (gestió de xarxa utilitzant RESTCONF) 
 
 
 
Fig. 5.33 Plaques d’avaluació TSN de SoC-e. A la part de sota dels dispositius 
podem veure els dos ports TSN i a dalt un port Ethernet normal per la 
configuració. 
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Aquestes plaques (FPGA) executen Linux, per tant ens hi podem connectar 
remotament (amb ssh). Això permet executar codi, veure els fitxers de les 
demostracions dels estàndards TSN que implementen, canviar paràmetres del 
PTP, entre altres coses. Hi ha dos tipus de plaques: el MTSN Kit versió Zynq 
(implementa 4 ports MTSN switch, 2 interns i 2 externs) i el MTSN Kit versió 
MPSoC que incorpora 6 ports MTSN switch. Al laboratori disposem de dos 
plaques de cada tipus. 
 
Les característiques de les plaques són les següents: 
 
 Interfícies:  
 
- Full-duplex 10/100/1000 Mbps Ethernet. 
- 2 ports interns + 4 externs amb capacitats TSN. A banda un port 
Ethernet convencional per la configuració. 
- Interfícies MII/RMII/GMII/RGMII/SGMII/QSGMII Physical Layer device 
(PHY).  
- Suport per configurar diferents capacitats a cada port. 
 
 Switching: 
 
- Taules MAC dinàmiques amb aprenentatge automàtic (fins a 4096 
entrades). 
- Taules MAC estàtiques (fins a 4096 entrades). 
- Gestió de trames Jumbo. 
- Protecció contra excessos de trànsit Broadcast/Multicast. 
- Limitació de la capacitat dels ports (per trànsit Broadcast, Multicast i 
Unicast). 
- Suport VLAN als ports. 
 
5.3.3. Intel i210 (targeta de xarxa)  
 
La Intel Ethernet Controller i210 és una targeta de xarxa Ethernet d’un únic port 
que té la peculiaritat d’implementar marques temporals (timestamps) de l’ordre 
de nanosegons als paquets gràcies a la alta precisió del rellotge que conté. 
Permet executar amb èxit les implementacions software del Precision Time 
Protocol i per tant la restà d’estàndards TSN/AVB. Per tant, ens permet 
convertir un PC en un equip TSN. 
 
Aquesta targeta identifica els paquets a les capes OSI dos i quatre (enllaç i 
transport PTP sobre UDP) i llegeix / escriu els timestamps necessaris per a 
realitzar la sincronia.  
 
A la Fig. 5.34 podem veure totes les funcionalitats del controlador de la targeta 
relacionades amb el protocol de sincronia.  
 
Annexos   87 
 
 
 
Fig. 5.34 Funcionalitats requerides pel protocol de sincronia IEEE 1588 / 
802.1AS, extreta de [89] 
 
 
 
 
Fig. 5.35 Targeta de xarxa Intel i210 connectada al port PCIe d’un ordinador 
del laboratori C4-325 de l’EETAC 
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Disposem de dues targetes Intel i210 al laboratori, instal·lades en màquines 
diferents. 
 
5.3.4. Altres equips disponibles al mercat amb funcionalitats 
AVB/TSN 
 
5.3.4.1. NXP – TSN Solution for Industrail IoT 
 
Placa programable [90] que permet dissenyar solucions IoT industrials i que 
suporta alguns del estàndards IEEE TSN. Disposa de quatre interfícies 
Ethernet TSN i entrades del tipus: SATA, mPCIe, USB, UART i SD. Estàndards 
IEEE 802.1 TSN que suporta a dia d’avui: 
 
• 802.1AS, AS-REV (Sincronització de temps entre equips - 
PTP) 
• 802.1Qbv (trànsit separat i programat en cues). 
• 802.1Qci  (ingrés de trànsit determinista). 
 
Preu: US$829.00. 
 
 
5.3.4.2. SJA1105TEL – AVB/TSN Switch Ethernet for Automotive 
 
Switch Ethernet modular que implementa ECUs [92] utilitzant Ethernet com a 
xarxa troncal per al control d’aplicacions. Implementa estàndards TSN que 
permeten la distinció de trànsit crític (o de control) i trànsit best-effort. 
Compatible amb estàndards AVB (802.1AS “sincronia”, 802.1Qav “cues amb 
prioritats”). Estàndards IEEE 802.1 TSN que suporta a dia d’avui: 
 
• 802.1Qbv (trànsit separat i programat en cues). 
• 802.1Qci  (ingrés de trànsit determinista). 
• Suporta redundància mitjançant topologia d’anell. 
• 802.1AS (sincronia). 
Preu: US$7.40. 
 
 
5.3.4.3. Microsemi – Ethernet TSN Switch IP Core for FPGA 
 
El Microsemi – Ethernet TSN Switch IP Core for FPGA [93] implementa un 
switch IP core amb 12 interfícies Ethernet TSN de 6Gbps programable 
mitjançant FPGA. Estàndards IEEE 802.1 TSN que suporta a dia d’avui: 
 
• 802.1AS, AS-REV (Sincronització de temps entre equips - 
PTP). 
• 802.1Qbv (trànsit separat i programat en cues). 
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• 802.1Qcc (Stream Reservation Protocol). 
 
5.3.4.4. Cisco 4000 Series – Industrial Switch 
 
El Cisco 4000 Series Switch [94] escalable pensat per entorns industrials que 
ofereix amples de banda de 20Gbps per port. Permet gestionar-se mitjançant el 
sistema operatiu de Cisco. Estàndards IEEE 802.1 TSN que suporta a dia 
d’avui: 
 
• 802.1AS (Sincronització de temps entre equips - PTP). 
• 802.1Qbv (trànsit separat i programat en cues). 
Preu: entre US$2,000-8,000 depenen del número de ports (fins a 20). 
 
 
5.3.4.5. BCM53570 – TSN Ethernet Switch 
 
Broadcom treu al mercat el primer switch Ethernet BCM53570 [95] compatible 
amb TOTS els estàndards AVB/TSN disponibles a dia d’avui. Funciona amb un 
processador ARM A9 (semblant al de l’iPhone 6S) i està pensat per a l’industria 
d’automoció, les xarxes d’automòbils, les infraestructures de telecomunicacions 
i per a solucions professionals d’Audio Video Bridging amb ports Ethernet amb 
capacitats de fins a 50Gbps. Estàndards IEEE 802.1 TSN que suportarà: 
 
• 802.1AS, AS-REV (Sincronització de temps entre equips - 
PTP) 
• 802.1Qav (cues amb prioritats) 
• 802.1Qbv (trànsit separat i programat en cues) 
• 802.1Qci  (ingrés de trànsit determinista) 
• 802.1CB (duplicació i eliminació de trames per tenir 
redundància) 
• 802.1Qcc (Stream Reservation Protocol millorat) 
• 802.1Qbu / 802.3br (interrupció del trànsit preferent al no 
preferent) 
• 802.1Qca (control de camí i reserva) 
• 802.1Qch (cues cícliques i reenviament) 
• 802.1CM (estàndard que defineix diferents perfils per a cada 
tipus de solució time-sensitive) 
Preu: encara no disponible 
És l’equip més complet a dia d’avui però encara no es pot adquirir. 
 
 
5.3.4.6. TTTech – TSN Switch core FPGA 
 
Es tracta d’un Switch IP integrable de l’empresa TTTech [96] en un dispositiu 
FPGA que permetrà dotar fins a 5 ports amb capacitats TSN (switching i 
endpoint) [3]. Estàndards IEEE 802.1 TSN suportats: 
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• 802.1AS (Sincronització de temps entre equips - PTP) 
• 802.1Qbv (trànsit separat i programat en cues) 
• 802.1Qcc (Stream Reservation Protocol) 
• 802.1Qbu / 802.3br (interrupció del trànsit preferent al no 
preferent) 
 
Disponible amb encàrrec previ a partir del 30 de Novembre del 2017 
 
 
5.3.4.7. Marvell 88E6390X – Xip AVB/TSN 
 
El Marvell 88E6390X [98] és tracta d’un sol xip amb 11 ports (dos d’alta 
velocitat -10Gbps-) integrats que formen un switch Ethernet pensat per a 
solucions de xarxa que requereixen latència baixa i una QoS robusta i amb 
garanties. 
 
Estàndards IEEE 802.1 AVB/TSN suportats: 
 
• 802.1AS 
• 802.1Qbv/Qav 
• 802.1Qat 
 
 
5.4. Implementacions AVB/TSN basades en software 
5.4.1. OpenAVnu 
 
La comunitat industrial AVnu Alliance [99] està treballant per definir els requisits 
de compliment i interoperabilitat dels elements de la xarxa TSN. Disposen d’un 
consell assessor industrial obert al públic. Els principals sectors interessats son 
el de la automoció, consumidors generals, professionals audiovisuals i 
industrials. Disposen d’un compte al GitHub [100] on es poden trobar 
implementacions (la majoria són processos no interactius en format de  
daemons) obertes dels estàndards AVB/TSN fets per la comunitat. 
 
A data d’avui han desenvolupat les següents implementacions: 
 
- gPTP: Implementació del Precision Time Protocol que pot ser utilitzada 
en plataformes Windows i Linux. La funcionalitat d’aquest dimoni és la 
de sincronitzar els rellotges dels equips de la xarxa. Té la peculiaritat 
d’incorporar les APIs necessàries per a sistemes AVB (altres dimonis 
PTP com l’explicat a la secció 2.2.2. no exporta aquestes APIs). Està 
dissenyat específicament per funcionar amb la targeta Intel i210 (veure 
secció 2.1.3). 
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- Implementacions dels MMRP, MVRP, MSRP (veure secció 1.1.3.1). 
Resumidament serveixen per establir la reserva dels fluxos utilitzats pels 
dispositius d’una infraestructura AVB. 
- Traffic Shaping Daemon: Interfície per utilitzar la comanda de control de 
trànsit per configurar el traffic shaping del kernel amb la jerarquia del 
Token Bucket. 
 
5.4.2. PTPd 
 
Aquest dimoni PTP (PTPd) [101] és una implementació de la segona versió del 
protocol de sincronia (PTP) tal i com està definida en l’estàndard IEEE 1588-
2008. PTPd proporciona una coordinació temporal precisa entre els ordinadors 
connectats en una Ethernet LAN.  
 
Funciona en la majoria de sistemes operatius (Windows 7, 8, 10), MacOS, 
GNU/Linux (distribucions Debian, Ubuntu, Redhat, entre d’altres). Per tenir 
precisió de l’ordre de nano segons cal tenir una targeta de xarxa específica que 
identifiqui els paquets PTP a nivell de capa d’enllaç i els hi registri la marca 
temporal. La targeta que hem utilitzat nosaltres ha sigut la Intel I210 (veure 
secció 2.1.3).  
 
També es pot utilitzar sense el hardware específic, com a substitut del Network 
Time Protocol, i que sigui el sistema operatiu l’encarregat de llegir i marcar els 
paquets amb els respectius timestamps a nivell de software perdent això si la 
precisió característica que aporta l’IEEE 1588 / 802.1AS. 
 
