Abstract-In this paper, we propose a novel method using ensemble learning scheme for classifying network intrusion detection from the most renowned KDD cup dataset. We have shown that reducing the dimensionality of the large dataset provides most accurate detection. Additionally, several machine learning algorithms are used to generate the accuracy metrics and analyzed further for proper comparison. Our approach found out that this algorithm outperforms all other learning techniques. Our goal is to analyze the network intrusion data and find out the best components and use them for the attack analysis. This scheme can be used in parallel with the intrusion detection system to augment its prediction performance for the future data packets. Empirical results show that the input dimensionality reduction can provide lightweight intrusion detection system that can be embedded with the vulnerable system for generating correct classification with significance improvement in execution time.
requires individual information exploitation over the internet and very vulnerable to be captured by other malicious users.
This valuable information can be captured from the network with different malicious software and processes developed by numerous attackers. Their prime goal is to capture the in between communication data and dig out relevant information from there for further usage for benefits. By the time this paper is being written, IT security vendor Kaspersky Lab has released a real-time interactive map of online malware threats. It gives us a glimpse of how the whole world is being impacted day by day with network intrusion.
Thus we need strong surveillance systems in the form of real time intrusion detection systems [1] to protect our valuable information from these attacks. Most of the attacks are originated from unauthorized access to the computer systems or computer networks. This is defined as intrusion where outsiders try to gain access into a system without legal permission. So, we need intrusion prevention systems which are defined as the processes those encourage the system to react against both present and foreseeable attacks. There is a strong association between these two processes in terms of responses. Firstly, intrusion detection process acts as passive where attacks are detected. Secondly, intrusion prevention systems do not let the system to be attacked. It analyzes the network traffic iteratively to filter out any suspicious packets to ensure prevention from malicious attacks. Our intrusion detection process is defined in such a way so that any upcoming attacks can be prevented from the previously detected information.
We have used Naive Bayes, Random Forest and PART along with feature reduction schemes to classify the NSL KDD dataset [2] into normal and attacked types. Both training and testing data is used along with 10-fold cross validation. Additionally, the features were reduced to some level to have better accuracy using principal component analysis and ranking algorithms. The NSL KDD dataset has four basic types of attacks defined in the dataset [3] . Our approach can satisfy the accuracy metric to detect any abnormalities within the captured network data by the analyzers. Finally, we compare the performance among various data mining algorithms in terms of prediction accuracy by tuning the specific parameters for those algorithms.
The remainder of this paper is organized as follows. In Section II, we mentioned a concise overview of the related work done in this area. We explained intrusion detection method briefly in Section III. In Section IV, we describe our experimental setup mentioning how hybrid machine learning algorithms and feature selection comes into action. Section V provides detail information about the dataset used for the experiment. In Section VI, we demonstrate our experimental results and evaluation details. Finally in Section VII, we conclude and suggest future direction of our work.
II. RELATED WORK
We will discuss contemporary work relevant to our research in this section. Kim et al. [4] proposed a new hybrid intrusion detection model that integrates both misuse and anomaly detection model hierarchically. They decomposed the normal data into smaller subsets using misuse detection model. Later, one-class SVM models were built from those decomposed data to have precise behavior from the normal data profile. They evaluated the model using the most used NSL-KDD intrusion detection dataset. They claim that the model outperforms conventional methods in terms of detection rate and low false positive rate. Additionally, the training and testing time was depreciated by 50% and 60% respectively when compared to the traditional methods.
A new feature generation approach called four-angle-star is proposed by Luo et al. [5] . Their aim was to evaluate the distance between samples in that star approach where 5-classes were available. They generated several numeric features from KDDcup99 data with the help of four angle star image. The FASVFG classifier achieves high generalization accuracy.
Fung et al. [6] proposed a Bayesian trust management model for distributed intrusion detection networks. Their model ensures both trust estimation and its confidence. They mentioned two important factors those are added in their research. First, the model can identify between insider attacks and outsiders attacks and can be scalable for large networks. Dirichlet density function was used in the trust modeling field to ensure high level of confidence while estimating trustworthiness of IDS.
Alsubhi et al. [7] mentioned intrusion detection and/or prevention systems (IDPSs) as crucial defensive mechanism to get rid of the attacks by the intruders or hackers. Their study reveals that the IDPS configuration may impact the network performance adversely in terms of end-to-end delay and packet loss. They proposes one analytical queuing model using embedded Markov chain that can analyze the performance of IDPS and evaluate its performance on the network. Their approach outperforms other contemporary works and can achieve the security tradeoffs along with network quality of service.
Haines et al. [8] discussed about three variant of the performance evaluations performed on 1998 and 1999 DARPA dataset which was offline. The first variant was called LARIAT (Lincoln Adaptable Real-time Information Assurance Test bed) which can help the researchers configure and run real time intrusion detection system. It also helps to make correlation test with strong background traffic. Secondly, they provided with scenario datasets that overcomes the limitations of the past evaluations. Thirdly, they have analyzed the DARPA 1999 dataset extensively that can help model new type of intrusion detection systems.
Neill et al. [9] proposed two different scalable intrusion detection systems architecture. One model uses large scale parallel signature pattern to introduce anomalous intrusion alerts. They claim that this system acts robustly for the distributed hosts systems. The intrusion data is collected from a central host, which is then clustered and mapped to one or more controlled hosts. These control hosts manages the parallel sequence processing for the clusters on the broadband embedded cluster Set-Top Boxes. Similarly, they defined another intrusion detection process for the multiple network attack IDS.
Kumar et al. [10] introduced a unique agent based process that collects network data and apply Artificial Immune System to detect any intrusion. This method also helps the data to travel over more secured channel instead of using the intrusion prone channels. Their systems run normally without any misbehavior and provide promising result.
Intrusions detection is not only the concern for the current scenario. The concerned team has to take action based upon the detection alarm. The action can be triggered manually or via automated signaling from the initial intrusion alert. Saman et al. [11] has proposed a new technique based on the intrusion detection and response scenario, which they named response and recovery engine (RRE). Their model uses a game theoretic response strategy based on two-player Stackelberg stochastic games. The RRE applies attack response trees (ART) and concludes with some sort of attack prediction. They also employed fuzzy logic theory to calculate network-level security measures.
Weiming et al. [12] mentioned that the current intrusion detection systems lack to keep in pace with the frequently changing of the network environment. The authors mentioned two variant of Adaboost process. In first Adaboost version, they used decision stumps as weak classifiers. Secondly, an improved and on line version of Adaboost is proposed with the Gaussian Mixture Model (GMM) as weak classifier. They also used Particle Swarm Optimization (PSO) and Support Vector Machine (SVM) for global detection model.
Monowar et al. [13] mentioned several familiar aspect of network anomaly detection. They have compared and discussed about large number of network anomaly detection tools.
Darren et al. [14] introduced the general testing approach called Mucus which analyzes the data captured from the system. The authors used cross testing experiments with both an open-source and commercial tool. An evasion attack was also mentioned due to the test result.
Shiri et al. [15] proposed parallel version of an intrusion detection system to improve the performance of signature based intrusion detection system. They also mentioned that two signature based intrusion detection systems run parallel with some portion of packets and a subset of rules. The processing time of the traffic improves.
Alghamdi et al. [16] proposed to use PCA (Principal Component Analysis) to reduce the high dimensionality of the dataset. They used batch back propagation neural network for the classification among the dataset. They measured the RMSE (Root Mean Squared Error) at the training phase and set some acceptance range of 0.1. They used JUNE for implementing modular neural network, JoonePAD for graphical PCA and RMSE during learning phase.
III. INTRUSION DETECTION SYSTEM
Intrusion detection system is almost 20 years [17] old topic for the research community. In general, intrusion detection refers to any unauthorized access into system which can be tracked by comparing with the authorized access behavior pattern data. Additionally, if any access violates either confidentiality, integrity or accessibility of any system then that access is not normal. In most cases, intrusion detection systems are not treated as the primary shield of defense mechanism. Usually, it augments the efficiency of the other primary level security systems like access control, firewall, authentication etc. Aurobindo Sundaram [18] divided intrusions into six types: Attempted break-ins, Masquerade attacks, Penetrations, Leakage, Denial of service, and malicious use. We can classify this intrusion detection system (IDS) into two major categories based on deployment: host based or network based.
Host based intrusion detection systems (HIDS) mostly serve as an internal agent to the system. They monitor and analyze the inter system behaviors, for example, some word processor has unexpectedly started to modify the system password files and it is detected by the detection system. These detectors have access to the internal memory, log files, file system etc. Above all, host based intrusion detection systems try to keep the operating system integrity either from internal or external modification.
Network based intrusion detection systems (NIDS) stays in active mode all the time for the system to be monitored [19] . They monitor and analyze the network data coming into the system. They try to find the anomalous behavior from the incoming packets, for example, if some attacker tries to scan ports of a system, the NIDS can detect a huge number of TCP connection requests for different port scan over a very short period of time. Then it can easily detect that someone is using port scans over the network. The NIDS have to be intelligent enough to handle large amount of data and differentiate among different patterns. The data can be either continuous or discrete. We can further classify NIDS into two categories: misuse-based NIDS and anomaly-based NIDS. Misuse-based NIDS usually searches for known intrusion patterns and anomaly-based NIDS searches for both known and unknown patterns. Recent researches are mostly concerned about anomaly-based NIDS, thus our research focuses on this class.
Anomaly based systems learn from the network and generates rules for classifying the activities as either normal or anomalous. This is opposite to signature based systems which can detect attacks for which some signature value has assigned previously. Before classifying the network packets as normal or anomalous, the system is required to learn about the normal behavior. This can be performed in different ways, mostly using artificial intelligence and machine learning techniques. Another version of anomaly based detection is strict anomaly based detection method in which strict mathematical models are used for tracking any deviation from normal traffic class. Past researches reveal that anomaly based intrusion detection has several flaws, namely a high false positive rate and misjudging a correct data packet as attack packet. PAYL [20] and MCPAD [21] have tried to address these issues. In this research we will also focus on reducing these issues using both supervised and unsupervised anomaly-based intrusion detection.
A. Supervised Anomaly Detection
When both normal and anomaly data is labeled for training and to make a predictive model, we call it supervised anomaly detection [22] model. In this case, any unseen data instances are compared against the model to decide which class it belongs to. But, there are some issues found related to the imbalance of normal and anomaly dataset. This was solved in [23] using machine learning and data mining techniques. Another issue is to find the optimized labels for the anomaly class which is really challenging. It was addressed in [24] using artificial anomaly injection in the normal dataset to produce labeled training data set.
B. Semi Supervised Anomaly Detection
On the other hand, semi supervised anomaly detection techniques use only one labeled class for normal data for the training purpose. In most cases normal class is modeled due to the complexity of modeling anomaly class. For example, in road accident detection, an anomaly scenario would add the occurrence of an accident, which is complex to model. There are several systems as well those rely on using the training data set as anomaly set only. These systems lack predictability because it is not easy to create some anomalous dataset that will cover every possible abnormal behavior within the system.
C. Unsupervised Anomaly Detection
Unsupervised anomaly detection techniques do not require any training data. These techniques assume that the frequency of normal data is far greater than the frequency of anomalous data. Thus, the techniques can end up providing high false positive rate if the primary assumption violates.
IV. PROPOSED MODEL
We already know about the classification of intrusion detection system, and we are concerned about the network anomaly detection techniques. Our proposed model lies into both supervised and semi supervised anomaly detection technique as it uses the training dataset consisting of both normal and anomalous class. Initially, our proposed model uses different network analyzer to collect data from the network and stores in MySQL database for further pruning. The database is filtered with only unique dataset to reduce the probability of setting much emphasize on particular subset of data. This data collection and pruning is being done simultaneously to make the system more adaptive. Once a cluster of data is filtered, it is sent for preprocessing in another module. Preprocessing step makes the balance between normal and anomaly class data and selects the feature set to be used. Then the data is processed in feed forward neural network for classifying. After the initial iteration, the data set is checked based on the weight of the classification. The features those were contributing in the earlier iteration for deciding the class label are identified using principal component analysis (PCA). In the next iteration, those features get more importance while classification. Thus the 
V. DATASET INFORMATION
The dataset for our experiment was collected from the 1999 DARPA KDD Cup intrusion detection evaluation program which was prepared and managed by MIT Lincoln Labs. They created one simulation environment similar to U.S. Air Force LAN and injected attack in it. Those attacks fall into four major categories:
 DOS: Denial of Service.  R2L: Unauthorized access to the local system from a remote host.  U2R: Unauthorized access to the root of a local system.  Probe: Sensing network from outside to detect vulnerabilities. The dataset contains 24 types of attacks in training set and an additional 14 types in testing set. Table I shows different anomaly or attack types in detail.
A. Denial of Service
This type of attack is done by the illegitimate users in such a way that the target system cannot provide efficient service to the legitimate users due to the resource constraint caused by the attackers. For example, back, teardrop, neptune are the DOS attacks.
B. User to Root
Usually these sort of attacks are originated from within the own group. An attacker tries to access the root of the system using a normal user account. For example, perl, loadmodule are well known u2r attacks.
C. Remote to User
Remote users who do not have any account on some specific machines, send packets to explore any vulnerabilities. The prime objective of the attackers is to gain local access to that machine. Dictionary, imap are examples of this type of attack.
D. Probe
Attackers scan a set of networked computers to collect any known or foreseeable vulnerabilities from the network in this sort of attack. An attacker with the configuration and network architecture can easily use this information to look for loopholes. 
VI. EXPERIMENTAL RESULTS AND EVALUATION
For the simplicity we have used the data from NSL-KDD which is originally derived from KDD Cup 1999. The original NSL-KDD dataset has several deficiencies, among them one of the most important is the presence of huge number of redundant records. We have solved here using discretization method. This removes the redundancy in such a way that the overall performance indicator provides the accuracy in the result. Table III shows the classification accuracy among the normal and anomalous data from the test data set which we achieved by taking the subset of the original KDD 1999 dataset [25] . It uses the 20% data of the total set. We have used three different classification algorithms, for example, Naive Bayes, Random Forest, and PART. We used MySQL open source database for preprocessing the whole dataset from KDD. We have run different SQL operation to minimize the redundancy from the dataset. We used MATLAB and WEKA 3.7.9 [26] for the classification and feature reduction process. The training phase was performed using both total instance and 10-fold cross validation. Cross validation works well for the large amount of dataset. This process divides the training data into 10 different, disjoint, equal subset and considers 9 sets as training and 1 set as testing. This process is repeated 10 times so that each set can be part of the test set at least once. Validation process ensures that the proposed model works fine for all other instances. Finally, our result shows that the Random Forest, Naive Bayes and PART produces best outcome based on the reduced feature set. Table IV shows detailed accuracy by class for Random Forest. We have also gathered information of our classification using neural network [27] and support vector machine (SVM) [28] for analysis. Table V shows the dataset used in this experiment of both normal and anomaly class. Table VI shows the anomaly class after taking 20% from total 125973 data.
A. Random Forest and Naï ve Bayes
This ensemble learning mechanism works in two main phases. Initially, all the possible condition checking for valid outcome is performed using Decision Tree algorithm which is considered as weak in decision making events when the available input features are large in number. Secondly, all those weak outputs are analyzed to get better outcome. In our proposed method, we suggested to use Random Forest and Naive Bayes as a learning method. We have compared other algorithms in Fig. 2 . Some techniques exploit slightly better result but they cannot provide similar result in different dataset. Thus, we considered these two algorithms as ideal for this specific intrusion detection scenario.
B. k-Nearest
Neighbor k-NN works in such a way so that it can classify any unlabeled data with the help of previous labeled training sample. There are different variant of k-NN algorithms present in different machine learning tools and IBK is one of the best among them. We used different settings for the data to test the classification accuracy, and IBK showed best accuracy. Although, k-NN provides biased result if the training data is not sufficient and the value of k does not suffice the requirement of density. If the sample data is very sparse, then lower value of k produces wrong classification, thus we have used enough dataset to use lower k value (k=1) to increase the accuracy. 
C. Feature Reduction
In most of the data mining applications we have to deal with large amount of information along with numerous features. It becomes very hectic and complex to generate models that can perform well. So, we need to come up with some solution than can either reduce the number of data samples or the number of attributes/features. This reduction scheme has to be applied before any learning algorithm processes the dataset to have better accuracy and faster computation.
There are two most commonly used method, wrapper and filter for feature reduction. Wrapper evaluates the effectiveness of the feature set, filter method uses heuristics. In this paper we have used Correlation feature selection and Consistency subset method as attribute evaluator along with five different search algorithms (Table VII) . Each pair suggests different set of features as the selected attribute, but there are several common attributes in all of the selection. So, we have used the combined set from those outcomes.
1) Correlation feature selection
This feature selection method finds the best possible subset from the large number of feature set so that the subset has high correlation with the class but very low inter correlation among them [29] .
where r cf refers to the average correlation between all the features and class. r ff indicates the average correlation among the features. The CFS feature selection criterion is defined as the below equation which gives the maximum value: 2) Consistency subset This feature search method evaluates the optimal subset among all the features so that it is the smallest and can identify instances of the individual classes. The below equation was used in evaluating the optimal set when consistency subset was used as attribute selector.
where s is an attribute subset, J refers to the number of distinct combinations of the attribute values of s. |D i | and |M i | are the occurrence and cardinality of the i-th instance. N is the total number of instances or records. 
3) Performance evaluation scheme
The performance measurement for the classifiers was presented in terms of confusion matrix and root mean squared error. Table VIII shows sample confusion matrix for the Random Forest learning algorithm.
Confusion Matrix method evaluates the classification performance in terms of sensitivity or recall. Generally it applies for two class problem but can be extended to further classes as well. In the previous sections, we tried to present different scenarios while classifying the dataset using several well known machine learning algorithms. A single learning algorithm can produce significant improvement in classifying when we can adjust some key parameters. We analyzed those details and suggested the best configuration that should be used while solving this particular type of problem.
In our future work, we will use evolutionary algorithms to further accelerate the classification speed and accuracy. Additionally, we have the plan to implement an online NIDS which can provide real-time feedback to the system, so that the unintentional delay from the offline detection method can be eradicated.
