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ON OCCUPATION TIMES IN THE RED OF LÉVY RISK MODELS
DAVID LANDRIAULT, BIN LI, AND MOHAMED AMINE LKABOUS
Abstract. In this paper, we obtain analytical expression for the distribution of the occupa-
tion time in the red (below level 0) up to an (independent) exponential horizon for spectrally
negative Lévy risk processes and refracted spectrally negative Lévy risk processes. This re-
sult improves the existing literature in which only the Laplace transforms are known. Due
to the close connection between occupation time and many other quantities, we provide a
few applications of our results including future drawdown, inverse occupation time, Parisian
ruin with exponential delay, and the last time at running maximum. By a further Laplace
inversion to our results, we obtain the distribution of the occupation time up to a finite
time horizon for refracted Brownian motion risk process and refracted Cramér-Lundberg
risk model with exponential claims.
1. Introduction
Occupation times measure the amount of time a stochastic process stays in a certain region.
It is a long-standing research topic in applied probability and has wide applications in many
fields. In finance, occupation-time-related financial derivatives were studied under various
dynamics for the underlying asset (e.g., Cai et al. [8], Cai and Kou [9] and Linetsky [30]).
In actuarial mathematics, occupation times can naturally be used as a measure of the risk
inherent to an insurance portfolio. The occupation time of an insurer’s surplus process below
a given threshold level (often chosen to be the “symbolic” level 0) is particularly critical in the
assessment of an insurer’s solvency risk (e.g., Landriault et al. [23] and Guérin and Renaud
[14]). With this application in mind, we define the occupation time in the red of a risk process
X in the time interval (0, t) as
OXt =
∫ t
0
1(−∞,0) (Xs) ds,
where
1A (x) =
{
1, x ∈ A,
0, otherwise.
Its infinite-time counterpart OX∞ is defined as OX∞ =
∫∞
0 1(−∞,0) (Xs) ds.
There exists a number of results on the occupation time OXt in the literature. For the
standard Brownian motion, the distribution of OXt appeared in Lévy’s [26] famous arc-sine
law. This formula was generalized by Akahori [1] and Takács [36] to a Brownian motion with
drift. For the classical compound Poisson process with some special jump distributions, Dos
Reis [11] obtained the moment generating function of OX∞ using a martingale approach. Zhang
and Wu [37] further solved the Laplace transform of OX∞ by considering a compound Poisson
process perturbed by an independent Brownian motion.
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Spectrally negative Lévy process is a wide used more general risk model, which includes
Brownian motions (with drift) and compound Poisson processes (with diffusion) as special
cases. Under this framework, Landriault et al. [22] first derived the Laplace transform of
OX∞ in terms of the process’ scale function. Loeffen et al. [33] generalized the results in [22]
by characterizing the joint Laplace transform of
(
τ+b ,OXτ+
b
)
where τ+b = inf{t > 0: Xt > b}.
Li and Palmowski [27] considered a further extension by studying weighted occupation times.
Also, potential measures involving occupation times were also analyzed by Guérin and Renaud
[13] and Li et al. [29].
Admittedly, it is most desirable to solve the distribution of OXt , the occupation time up to
a finite time horizon, but it is a highly challenging problem. To the best of our knowledge, the
distribution of OXt has been found for only two types of processes: Brownian motions with
drift by Akahori [1] and compound Poisson with exponential jumps by Guérin and Renaud
[14].
The main theoretical result of this paper is that, for spectrally negative Lévy risk processes
and refracted spectrally negative Lévy risk processes, we obtain an analytical expression for the
distribution ofOXeλ , where eλ denotes an independent exponential time horizon with rate λ > 0.
Note that refracted spectrally negative Lévy risk processes was introduced by Kyprianou and
Loeffen [20]). This class of processes is of interest in a number of insurance applications. This
includes dividend payouts under a threshold strategy (e.g., Hernández-Hernández [15] and
Czarna et al. [10]) and variable annuities with a state-dependent fee structure (e.g., Bernard
et al. [5]). Results on occupation times on the refracted spectrally negative Lévy process can
be found in Kyprianou et al. [21], Renaud [34] and Li and Zhou [28]. Note that in these
papers, the aim was to identify the Laplace transform of some occupation times while in this
paper we partially generalize their results by solving the distribution.
The main contributions of our paper are summarized below. First, since the Laplace
transform of OXeλ , namely E
[
e−qO
X
eλ
]
, is known in the literature (see Lemma 1 below), one
may obtain numerically the distribution of OXt via a double Laplace transform inversion (with
respect to q and λ). However, it is well known that numerical Laplace inversion methods suffer
from various stability issues, that may lead to significant computational errors. By deriving
a general expression for the distribution of OXeλ , we explicitly invert one Laplace transform,
providing further structure to the problem in addition to saving one round of (numerical)
Laplace inversion. Second, since occupation time is closely related to many other quantities,
we provide a few applications of our results in Section 2.3 including future drawdown, inverse
occupation time, Parisian ruin with exponential delays, and the last time at running maximum.
Third, in addition to aforementioned Brownian motions with drift and compound Poisson
with exponential jumps, we obtain the distribution of OXt for two more models in Section
3: refracted Brownian motion risk process and refracted Cramér-Lundberg risk model with
exponential claims.
The rest of the paper is organized as follows. In Section 2, we first present the necessary
background material on spectrally negative Lévy processes and scale functions. We then
derive the main results of this paper and consider some relevant applications. We conclude
this section by providing some examples of Lévy risk processes. In Section 3, we extend our
study in parallel to the class of refracted spectrally negative Lévy process.
2
2. Occupation times of spectrally negative Lévy processes
2.1. Preliminaries. First, we present the necessary background material on spectrally neg-
ative Lévy processes. A Lévy insurance risk process X is a process with stationary and
independent increments and no positive jumps. To avoid trivialities, we exclude the case
where X has monotone paths. As the Lévy process X has no positive jumps, its Laplace
transform exists: for all λ, t ≥ 0,
E
[
eλXt
]
= etψ(λ),
where
ψ(λ) = γλ+
1
2
σ2λ2 +
∫ ∞
0
(
e−λz − 1 + λz1(0,1](z)
)
Π(dz),
for γ ∈ R and σ ≥ 0, and where Π is a σ-finite measure on (0,∞) called the Lévy measure of
X such that ∫ ∞
0
(1 ∧ z2)Π(dz) <∞.
Throughout, we will use the standard Markovian notation: the law of X when starting from
X0 = x is denoted by Px and the corresponding expectation by Ex. We write P and E when
x = 0.
We recall the definitions of standard first-passage stopping times : for b ∈ R,
τ−b = inf{t > 0: Xt < b} and τ+b = inf{t > 0: Xt > b},
with the convention inf ∅ =∞.
We now present the definition of the scale functions Wq and Zq of X. First, recall that
there exists a function Φ: [0,∞) → [0,∞) defined by Φq = sup{λ ≥ 0 | ψ(λ) = q} (the
right-inverse of ψ) such that
ψ(Φq) = q, q ≥ 0.
When E[X1] > 0, we have
lim
q→0
q
Φq
= ψ′(0+) = E[X1]. (1)
Now, for q ≥ 0, the q-scale function of the process X is defined as the continuous function on
[0,∞) with Laplace transform∫ ∞
0
e−λyWq(y)dy =
1
ψq(λ)
, for λ > Φq, (2)
where ψq(λ) = ψ(λ) − q. This function is unique, positive and strictly increasing for x ≥ 0
and is further continuous for q ≥ 0. We extend Wq to the whole real line by setting Wq(x) = 0
for x < 0. We write W =W0 when q = 0. The initial values of Wq are known to be
Wq(0+) =
{
1/c when X has bounded variation;,
0 when X has unbounded variation,
where c := γ +
∫ 1
0 zΠ(dz) > 0 is the drift of X.
We also define another scale function Zq(x, θ) by
Zq(x, θ) = e
θx
(
1− ψq(θ)
∫ x
0
e−θyWq(y)dy
)
, x ≥ 0, (3)
3
and Zq(x, θ) = e
θx for x < 0. For θ = 0,
Zq(x, 0) = Zq(x) = 1 + q
∫ x
0
Wq(y)dy, x ∈ R. (4)
For θ ≥ Φq, using (2), the scale function Zq(x, θ) can be rewritten as
Zq(x, θ) = ψq(θ)
∫ ∞
0
e−θyWq(x+ y)dy, x ≥ 0. (5)
We recall the delayed q-scale function of X introduced by Loeffen et al. [32] defined as
Λ(q) (x, r) =
∫ ∞
0
Wq (x+ z)
z
r
P (Xr ∈ dz) , (6)
and we write Λ = Λ(0) when q = 0. Note that we can show
Λ(q) (0, r) = eqr. (7)
We also denote the partial derivative of Λ(q) with respect to x by
Λ(q)
′
(x, r) =
∂Λ(q)
∂x
(x, r) =
∫ ∞
0
W ′q (x+ z)
z
r
P (Xr ∈ dz) ,
For x ≤ 0, we also have
Λ′ (x, r) = Λ(q)′ (x, r)− q
∫ r
0
Λ(q)′ (x, s) ds− qWq(x). (8)
Also, we recall the following identity stated in [33] and related to scale functions : for
p, q, x ≥ 0,
(s− p)
∫ x
0
Wp(x− y)Ws(y)dy =Ws(x)−Wp(x). (9)
Finally, we recall Kendall’s identity that provides the distribution off the first upward crossing
of a specific level (see [6, Corollary VII.3]): on (0,∞) × (0,∞), we have
rP(τ+z ∈ dr)dz = zP(Xr ∈ dz)dr. (10)
We refer the reader to [19] for more details on spectrally negative Lévy processes and fluctua-
tion identities. More examples and numerical computations related to scale functions can be
found in e.g., [18] and [35].
2.2. Main results.
2.2.1. Distribution of occupation times. This subsection presents our main result for the den-
sity of the occupation time OXeλ for a spectrally negative Lévy process X, where, throughout
this paper, eλ denotes an exponential random variable with rate λ > 0 that is independent
of the process X. We first give the following lemma on the Laplace transform of OXeλ . Note
that this result is essentially known in the literature (one may integrate the expression of
Ex
[
e−qO
X
eλ ;Xeλ ∈ dy
]
(with respect to y), see, e.g., Corollary 1 of Guérin and Renaud [14]),
but an alternative and shorter proof is provided her.
Lemma 1. For λ, q > 0 and x ∈ R,
Ex
[
e−qO
X
eλ
]
= λ
(Φq+λ − Φλ)
(λ+ q)Φλ
Zλ (x,Φλ+q)− qZλ(x)
q + λ
+ 1. (11)
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Proof. Using Proposition 3.4 in Guérin and Renaud [14], one can deduce that
Ex
[
e−qO
X
eλ
]
= Px
(OXeλ < eq) = Px (κq > eλ) = 1− Ex [e−λκq] ,
where κq is the time of Parisian ruin with exponential delays defined as
κq = inf
{
t > 0 : t− gt > egtq
}
, (12)
where gt = sup {0 ≤ s ≤ t : Xs ≥ 0} and egtq is an exponentially distributed random variable
with rate q > 0 (independent of X). The Laplace transform of κq can be extracted from
Bardoux et al. [3] (see also Albrecher et al. [2]) and it is given by
Ex
[
e−λκ
q
]
=
qZλ(x)
q + λ
− λΦq+λ − Φλ
(λ+ q)Φλ
Zλ (x,Φλ+q) .
Therefore,
Ex
[
e−qO
X
eλ
]
= 1− Ex
[
e−λκ
q
]
= λ
Φq+λ −Φλ
(λ+ q)Φλ
Zλ (x,Φλ+q)− qZλ(x)
q + λ
+ 1.

The following main theorem presents the density of OXeλ , which is derived from (11) using
the Laplace inversion technique.
Theorem 2. For λ > 0, x ∈ R and y ≥ 0,
Px
(OXeλ ∈ dy) = (1− (Zλ(x)− λΦλWλ (x)
))
δ0 (dy)
+λe−λy
(
B(λ) (x, y)− λ
∫ y
0
B(λ) (x, s) ds
)
dy
+λe−λy
(
Zλ(x)− λ
Φλ
Wλ (x)
)
dy, (13)
where
B(λ) (x, s) = Λ
(λ)′ (x, s)
Φλ
− Λ(λ) (x, s) ,
and δ0(·) is the Dirac mass at 0. In particular, when x = 0, equation (13) reduces to
P
(OXeλ ∈ dy) = λΦλ
(
Wλ (0) δ0 (dy) + e
−λyΛ′ (0, y) dy
)
. (14)
Proof. Given that
Px
(OXeλ = 0) = Px (τ−0 > eλ) = 1− Zλ (x) + λΦλWλ (x) ,
which is 0 if x < 0, we first rewrite (11) as
Ex
[
e−qO
X
eλ
]
=
{
1− Zλ (x) + λ
Φλ
Wλ (x)
}
+
λ
λ+ q
Φλ+q − Φλ
Φλ
Zλ (x,Φλ+q)
+
λ
λ+ q
Zλ (x)− λ
Φλ
Wλ (x) .
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By simple manipulations, the above expression can also be rewritten as
Ex
[
e−qO
X
eλ
]
= 1− Zλ (x) + λ
Φλ
Wλ (x)
+
λ
λ+ q
(
Φλ+qZλ (x,Φλ+q)− qWλ (x)
Φλ
− Zλ (x,Φλ+q) + Zλ (x)− λ
Φλ
Wλ (x)
)
= 1− Zλ (x) + λ
Φλ
Wλ (x) +
λ
λ+ q
(
Zλ (x)− λ
Φλ
Wλ (x)
)
+λ
(
1− λ
λ+ q
)(
Φλ+qZλ (x,Φλ+q)− qWλ (x)
qΦλ
− Zλ (x,Φλ+q)
q
)
. (15)
Using the following identities
Zλ (x,Φλ+q)
q
=
∫ ∞
0
e−qy
(
e−λyΛ(λ) (x, y)
)
dy, (16)
and
Φλ+qZλ (x,Φλ+q)− qWλ (x)
q
=
∫ ∞
0
e−qy
(
e−λyΛ(λ)′ (x, y)
)
dy, (17)
which can be proved using Kendall’s identity (10) and Tonelli’s Theorem, leads to
Ex
[
e−qO
X
eλ
]
=
{
1− Zλ (x) + λ
Φλ
Wλ (x)
}
+
λ
λ+ q
(
Zλ (x)− λ
Φλ
Wλ (x)
)
+λ
(
1− λ
λ+ q
)∫ ∞
0
e−qy
{
e−λyB(λ) (x, y)
}
dy.
Hence, by Laplace inversion, we obtain
Px
(OXeλ ∈ dy) = (1− Zλ (x) + λΦλWλ (x)
)
δ0 (dy)
+λe−λy
(
Zλ (x)− λ
Φλ
Wλ (x)
)
dy
+λe−λy
(
B(λ) (x, y)− λ
∫ y
0
B(λ) (x, s) ds
)
dy.
Equation (13) reduces to equation (14) when x = 0. This ends the proof. 
Note that the expression of Px
(OXeλ ∈ dy) in (13) only relies on the scale function Wλ(x)
and the law P (Xr ∈ dz). Hence, one can obtain a closed-form expression for the density of
OXeλ as long as Wλ(x) and P (Xr ∈ dz) are explicit. In Section 2.4, we will provide a few
examples of the underlying process X such that these two quantities are explicit.
Remark 3. To better understand the formula (13), we can rewrite it as
Px
(OXeλ ∈ dy) = Px (τ−0 > eλ) δ0 (dy) + Px (OXeλ ∈ dy, τ−0 < eλ) ,
where
Px
(
τ−0 > eλ
)
= 1−
(
Zλ(x)− λ
Φλ
Wλ (x)
)
,
and
Px
(OXeλ ∈ dy, τ−0 < eλ) = λe−λy (Zλ (x)− λΦλWλ (x)
)
dy
6
+λe−λy
(
B(λ) (x, y)− λ
∫ y
0
B(λ) (x, s) ds
)
dy.
Remark 4. The time horizon in Theorem (2) can be easily extended to a hypoexponential
distribution (also called generalized Erlang distribution). The class of hypoexponential distri-
butions is known to be dense within the class of continuous nonnegative distributions in terms
of weak convergence; see, e.g., Botta and Harris [7]. Let e˜n be a hypoexponential-distributed
time horizon given by e˜n = e1 + e2 + · · · + en, where e1, e2, . . . , en are mutually independent
and exponentially distributed with distinct means 1/λ1, 1/λ2, . . . , 1/λn , respectively. Since
the density of e˜n is given by
P (e˜n ∈ dt) =
n∑
k=1
ankλke
−λktdt,
where λk > 0 and a
n
k =
n∏
j=1,j 6=k
λj
λj−λk with
∑n
k=1 a
n
k = 1, it follows that
Px
(OXe˜n ∈ dy) = ∫ ∞
0
n∑
k=1
ankλke
−λktPx
(OXt ∈ dy)dt
=
n∑
k=1
ank
∫ ∞
0
λke
−λktPx
(OXt ∈ dy)dt
=
n∑
k=1
ankPx
(
OXeλk ∈ dy
)
.
For instance, by setting
λk =
n(n+ 1)
2kE [e˜n]
,
the variance of e˜n became
2n(2n+ 1)
3n(n + 1)
k (E [e˜n])
2 which converges to 0 when n→∞. Thus, it
is possible to use the Erlangization method to approximate the fixed time horizon case (see
Klugman et al. [17]).
Letting λ → 0 in (13), we obtain the following expression for the distribution of OX∞, the
occupation time X stays below level 0 up to infinity.
Corollary 5. For x ∈ R, y ≥ 0 and E[X1] > 0,
Px
(OX∞ ∈ dy) = E[X1] (W (x)δ0(dy) + Λ′(x, y)dy) . (18)
Again we can rewrite (18) as
Px
(OX∞ ∈ dy) = Px (τ−0 =∞) δ0 (dy) + Px (OX∞ ∈ dy, τ−0 <∞) ,
where
Px
(
τ−0 =∞
)
= E[X1]W (x),
and
Px
(OX∞ ∈ dy, τ−0 <∞) = E[X1]Λ′(x, y)dy.
2.3. Applications. This section is devoted to introduce a few applications of Theorem 2.
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2.3.1. Future drawdown. Drawdown is used as a dynamic risk metric to measure the magnitude
of the decline of insurance surplus from its maximum. Interested readers are referred to
Zhang [16] for more theoretical results and applications of drawdown in insurance and finance.
Recently, Baurdoux et al. [4] introduced the future drawdown extreme defined as
D¯s,t = sup
0≤u≤s
inf
u≤w≤t+s
(Xw −Xu) ,
where s, t > 0. The infinite-horizon version is denoted by
D¯s = lim
t→∞ D¯s,t = sup0≤u≤s
inf
w≥u
(Xw −Xu) .
From Corollary 5.2 (ii) of Baurdoux et al. [4], we have
P
(−D¯eq < x) = E[X1]Φqq Z (x,Φq) = Ex [e−qOX∞] , (19)
where the last equality is due to Corollary 1 of Landriault et al. [22]. By (18), we conclude
that
P
(−D¯s < x) = Px (OX∞ < s) = E[X1](W (x) + ∫ s
0
Λ′(x, y)dy
)
.
2.3.2. Inverse occupation time. The occupation time OXt certainly consists of some informa-
tion on how long a surplus process may stay in the red zone up to time t. But it fails to provide
a solvency early warning mechanism (in the form of a stopping time or others) that the insurer
can act on in periods of financial distress. This motivates us to consider the inverse occupation
time, that is the first time the accumulated duration of all periods of financial distress (pe-
riods in which the risk process is below the solvency threshold level) exceeds a deterministic
tolerance level. Specifically, the inverse occupation time with parameter r > 0 is defined as
σr = inf
{
t > 0: OXt > r
}
.
The stopping time σr is deemed to occur at the first time the process X cumulatively stays
below level 0 in excess of r. Here, the parameter r can represent the insurer’s tolerance level
for the surplus process to cumulatively stay below threshold 0. Note that, in actuarial ruin
terminology, the inverse occupation time is also known as the cumulative Parisian ruin time
(see Guérin and Renaud [14]).
The finite-time probability of inverse occupation time is given by
Px (σr ≤ t) = Px
(OXt > r) , (20)
while in the infinite-time horizon case
Px (σr <∞) = Px
(OX∞ > r) . (21)
The Laplace transform of σr is given by
Ex
[
e−λσr
]
= Px (σr < eλ) = Px
(OXeλ > r) , (22)
which can be readily obtained from Theorem 2 as below.
Theorem 6. For r, λ > 0 and x ∈ R,
Ex
[
e−λσr
]
= e−λr
(
Zλ(x)− λ
Φλ
Wλ (x)
)
−λ
∫ r
0
e−λu
(
B(λ) (x, u)− λ
∫ u
0
B(λ) (x, s) ds
)
du. (23)
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Using (18), we obtain the following expression for the probability that the inverse occupa-
tion time ever occurs.
Corollary 7. For r > 0, x ∈ R and E[X1] > 0,
Px (σr <∞) = 1− E[X1]
(
W (x) +
∫ r
0
Λ′ (x, s) ds
)
. (24)
Finally, we point out that (24) reduces to P
(
τ−0 <∞
)
= 1− E[X1]W (x) when r → 0 and
using also the fact that the stopping time σr converges Px−a.s. to the time of classical ruin
τ−0 (see Proposition 3.3 in [14]).
2.3.3. Parisian ruin with exponential delay. Another type of ruin in actuarial science with
strong ties to the distribution of OXt is the time of Parisian ruin with exponential delays κq
defined in (12). An expression for the probability of Parisian ruin with exponential delays was
first given in [22] through the relation between the occupation time OX∞ and κq, that is, for
E[X1] > 0, q > 0 and x ∈ R,
Px (κ
q <∞) = 1− Ex
[
e−qO
X
∞
]
= 1− E [X1] Φq
q
Z (x,Φq) . (25)
We can readily recover (25) using our result. Given that from Proposition 3.4 in [14], it is
known that κq and σeq have the same distribution. Replacing the delay r by an exponential
random time eq in (24),
Px (κ
q <∞) = Px
(
σeq <∞
)
= 1− E[X1]
∫ ∞
0
qe−qr
(
W (x) +
∫ r
0
Λ′ (x, s) ds
)
dr
= 1− E[X1]
(
W (x) +
∫ ∞
0
e−qsΛ′ (x, s) ds
)
= 1− E[X1]Φq
q
Z (x,Φq) ,
where the last equality follows from identity (17).
2.3.4. Last time at running maximum. Denote the last time X was at its peak by
Gt = sup
{
s ≤ t : Xs = X¯s
}
,
where X¯t = sups≤tXs is the running maximum of X. The quantity t − Gt is so-called the
duration of drawdown at time t (see Landriault et al. [24]). We also denote the occupation
time of X in the positive half-line by
ÔXt =
∫ t
0
1[0,∞) (Xs) ds.
Since X0 = 0, by the Sparre Andersen’s identity (see Lemma VI.15 of Bertoin [6]), we know
that, for every t > 0,
ÔXt law= Gt.
Then we have
P (eλ −Geλ ∈ dy) = P
(
eλ − ÔXeλ ∈ dy
)
= P
(OXeλ ∈ dy)
9
=
λ
Φλ
(
Wλ (0) δ0 (dy) + e
−λyΛ′ (0, y) dy
)
,
where the second last equality is due to (14).
2.4. Examples. This subsection is devoted to provide some examples of the spectrally neg-
ative Lévy process X for the main results in Theorem 2, i.e., the law of OXeλ . For cases of
Brownian risk process and Cramér-Lundberg process with exponential claims, we will obtain
the law of OXt by a further inversion. We assume X0 = 0 in the following examples for
simplicity.
2.4.1. Brownian risk process. Let Xt = µt + σBt, where µ > 0, σ > 0, and {Bt}t≥0 is a
standard Brownian motion. For this process, the scale function and the right-inverse of the
Laplace exponent are given by
W (x) =
1
µ
(
1− e−2µx/σ2
)
, x ≥ 0,
and
Φλ =
(√
µ2 + 2λσ2 − µ
)
σ−2, λ > 0,
respectively. Also, since Xs has a normal distribution with mean µs and variance sσ
2,
Λ (x, s) =
σe−µ2s2σ2
µ
√
r2pi
+N
(
µ
√
s
σ
)(1− e− 2µσ2 x)+ e− 2µσ2 x,
and consequently,
Λ′ (x, s) =
2
σ2
e−
2µ
σ2
x
σe−µ2s2σ2√
r2pi
− µN¯
(
µ
√
s
σ
) , (26)
where N = 1−N¯ is the cumulative distribution function of the standard normal distribution.
One can easily check that
e−λs
Φλ
=
∫ ∞
0
e−λt
(
µ+
σe−(µ2/2σ2)(t−s)√
2pi (t− s) − µN¯
(
µ
√
t− s
σ
))
dt. (27)
Since X has paths of unbounded variation (i.e., Wλ(0) = 0) and from (26) at x = 0, we have
λ−1P
(OXeλ ∈ ds) = e−λsΦλ Λ′ (0, s) = e
−λs
Φλ
2
σ2
{
σe−(µ
2/2σ2)s
√
2pis
− µN¯
(
µ
√
s
σ
)}
ds.
Using Laplace inversion, we finally obtain
P
(OXt ∈ ds) = 2σ2
{
σe−(µ
2/2σ2)s
√
2pis
− µN¯
(
µ
√
s
σ
)}
×
{
µ+
σe−(µ
2/2σ2)(t−s)√
2pi (t− s) − µN¯
(
µ
√
t− s
σ
)}
ds,
which is consistent with the result in Akahori [1]. But we point out that our approach is
under a more general framework of spectrally negative Lévy process, while Akahori [1] uses
the specific Feynman–Kac formula for Brownian motions. In particular, letting σ = 1, µ = 0,
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and integrating the law of OXt over [r,∞), one obtains the famous Paul Lévy’s arcsine law,
that is,
P
(OXt > r) = 1− 2pi arcsin
(√
r
t
)
, 0 < r < t.
2.4.2. Cramér-Lundberg process with exponential claims. Let X be a Cramér-Lundberg risk
process with exponentially distributed claims, i.e.,
Xt = ct−
Nt∑
i=1
Ci,
where {Nt}t≥0 is a Poisson process with intensity η > 0, and {C1, C2, . . . } are independent
and exponentially distributed random variables with parameter α, also independent of N .
The scale function of X is known to be
W (x) =
1
c− η/α
(
1− η
cα
e(
η
c
−α)x
)
,
and the right-inverse has the closed-form expression
Φλ =
1
2c
(
λ+ η − cα+
√
(λ+ η − cα)2 + 4cαλ
)
.
As noted in Loeffen et al. [31], we have
P
(
Ns∑
i=1
Ci ∈ dy
)
= e−ηs
(
δ0(dy) + e
−αy
∞∑
m=0
(αηs)m+1
m!(m+ 1)!
ymdy
)
,
and consequently∫ ∞
0
zP (Xs ∈ dz) =
∫ cs
0
ze−ηs
(
δ0(cs− dz) + e−α(cs−z)
∞∑
m=0
(αηs)m+1
m!(m+ 1)!
(cs − z)mdz
)
= e−ηs
(
cs+
∞∑
m=0
(ηs)m+1
m!(m+ 1)!
[
csΓ(m+ 1, csα)− 1
α
Γ(m+ 2, csα)
])
,
where Γ(a, x) =
∫ x
0 e
−tta−1dt is the incomplete gamma function, and
η
cα
∫ ∞
0
e(
η
c
−α)zzP(Xs ∈ dz) =
∫ ∞
0
zP(Xs ∈ dz)− (c− η/α)s.
Then,
Λ′ (0, s) =
α
c
e−ηs
(
c+
∞∑
i=0
ηm+1rm
m! (m+ 1)!
(
csΓ (m+ 1, csα) − 1
α
Γ (m+ 2, csα)
))
.
and
1
Φλc
=
1√
(λ+ η − cα)2 + 4cαλ− (cα− λ− η)
.
Since X is of bounded variation paths (i.e., Wλ(0) > 0), we have
λ−1P
(OXeλ ∈ ds) = 1ΦλWλ (0) δ0 (ds) + e
−λs
Φλ
Λ′ (0, s) ds.
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As shown in Guérin and Renuad [14], we have
1
Φλc
=
∫ ∞
0
e−λtatdt,
where
at =
(
1− η
cα
)
+
+
2η
pi
e−(η+cα)t
∫ 1
−1
√
1− u2e−2√cαηtu
η + cα+ 2
√
cαηu
dt.
Then, we also have
e−λs
Φλc
=
∫ ∞
0
e−λt
(
at−s1(0,t)(s)
)
dt,
We then obtain the following expression for the distribution of the occupation time OXt which
is more compact than the one in [14]: for t > 0,
P
(OXt ∈ ds) = atδ0 (ds) + cΛ′ (0, s) at−s1(0,t) (s) ds.
For the next two examples, we aim to provide a characterization of OXeλ (rather than OXt ).
As shown in Equation (13) (and (14)), it is sufficient to identify the scale function Wλ(x) and
the density of Xt. For completeness, we recall known results pertaining to these quantities.
2.4.3. Jump diffusion risk process with phase-type claims. As a generalization of the previous
two examples, we consider a jump diffusion risk process with phase-type claims, that is,
Xt = ct+ σBt −
Nt∑
i=1
Ci,
where σ ≥ 0, {Bt}t≥0 is a standard Brownian motion, {Nt}t≥0 is a Poisson process with
intensity η > 0, and {C1, C2, . . . } are independent random variables with common phase-type
distribution with with the minimal representation (m,T,α), i.e. its cumulative distribution
function is given by F (x) = 1−αeTx1, where T is anm×m matrix of a continuous-time killed
Markov chain, its initial distribution is given by a simplex α = [α1, ..., αm], and 1 denotes a
column vector of ones. All of the aforementioned objects are mutually independent (for more
details we refer to Egami and Yamazaki [12]).
The Laplace exponent of X is known to be of the form
ψ(λ) = cλ+
σ2λ2
2
+ η
(
α(λI−T)−1t− 1) , (28)
where t = −T1. Let ρj,λ be the roots with negative real parts of the equation θ 7→ ψ(θ) = λ.
Since we assume the net profit condition E[X1] > 0, from Proposition 5.4 in Kuznetsov et al.
[18], we have that the ρj,λ’s are distinct roots. Then, from Proposition 2.1 in [12], we have
Wλ(x) =
eΦλx
ψ′(Φλ)
+
∑
j∈Iλ
Aj,λe
ρj,λx,
where Aj,λ =
1
ψ′(ρj,λ)
and Iλ is the set of indices corresponding to the ρj,λ’s. Moreover,
P(Xt ∈ dz) = e−ηt
∞∑
k=0
(ηt)k
k!
∫ ∞
0
F ∗k(dy)N
(
(dz + y − ct)σ
√
t
)
,
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where N is the cumulative distribution function of a standard normal random variable, F ∗k
is the k-th convolution of F and for k = 0 we understand F ∗0(dy) = δ0(dy).
2.4.4. Stable risk process. We suppose that X is a spectrally negative α-stable process with
α = 3/2. In this case, the Laplace exponent of X is given by ψ(λ) = λ3/2. Then, for q, x ≥ 0,
we have
Wλ(x) =
3
√
x
2
E′3/2(λx
3/2)
where E3/2 =
∑
k≥0 z
k/Γ(1 + 3k/2) is the Mittag-Leffler function of order 3/2. As noted in
Loeffen et al. [31], we have
P(Xt ∈ dy) = P(t2/3X1 ∈ dy) =

√
3
pi t
2/3y−1e−u/2W1/2,1/6 (u) dy y > 0,
− 1
2
√
3pi
t2/3y−1eu/2W−1/2,1/6 (u) dy y < 0,
where u = 427 t
9/2|y|3 and Wκ,µ is Whittaker’s W-function (see Lebedev [25]). The density of
Xt is readily obtained by a simple change of variable.
3. Occupation times of the Refracted Lévy process
We now extend our results to a refracted spectrally negative Lévy process U = {Ut}t≥0 at
level 0 defined as
Ut = Xt − δ
∫ t
0
1{Us>0}ds, t ≥ 0,
where δ ≥ 0 is the refraction parameter. As discussed in Kyprianou and Loeffen [20], such
process exists and it is a skip-free upward strong Markov process. Above 0, the surplus process
U evolves as Y = {Yt = Xt − δt}t≥0 for which the Laplace exponent is given by
λ 7→ ψ(λ)− δλ,
with right-inverse ϕq = sup{λ ≥ 0 : ψ(λ)− δλ = q}. Then, for each q ≥ 0, we define the scale
functions of Y , namely Wq and Zq, by∫ ∞
0
e−λyWq(y)dy =
1
ψq(λ)− δλ , λ > ϕq,
and
Zδ,q (x, θ) = e
θx
(
1− (ψq(θ)− δθ)
∫ x
0
e−θzWq (z) dz
)
.
We also have
Zq(x) = Zδ,q (x, 0) = 1 + q
∫ x
0
Wq(y)dy.
We denote the delayed q-scale function of Y by
Λ
(q)
δ (x, s) =
∫ ∞
0
Wq (x+ z)
z
s
P (Xs ∈ dz) .
In [20] and [34], many fluctuation identities for the refracted process are expressed in terms
of the scale function of U , that is, for q ≥ 0 and for x, z ∈ R, set
w(q)(x; z) =Wq(x− z) + δ1{x≥0}
∫ x
0
Wq(x− y)W ′q(y − z)dy. (29)
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Note that when x < 0, we have
w(q)(x; z) =Wq(x− z),
and when q = 0, we will write w(0)(x; z) = w(x; z). First, for a ∈ R, we define the following
first-passage stopping times:
ν−a = inf{t > 0: Yt < a} and ν+a = inf{t > 0: Yt ≥ a}
κ−a = inf{t > 0: Ut < a} and κ+a = inf{t > 0: Ut ≥ a}.
Since Y is also a spectrally negative Lévy process, the identities for X also hold for Y . For
example, for x ∈ R,
Ex
[
e
−λν−0 +rYν−
0
]
= Zδ,λ (x, r)−
(
ψλ(r)− δr
r − ϕλ
)
Wλ (x) . (30)
We denote by κqU the time of Parisian ruin with exponential delays for the refracted Lévy
process U
κqU = inf
{
t > 0 : t− gUt > eg
U
t
q
}
.
We have the following new results for the Laplace transforms of κqU and OUeλ .
Lemma 8. For q, λ > 0 and x ∈ R,
Ex
[
e−λκ
q
U
]
=
q
λ+ q
(
Zλ (x)− λ (Φq+λ − ϕλ)
(q − δΦλ+q)ϕλZδ,λ (x,Φλ+q)
)
,
and consequently,
Ex
[
e−qO
U
eλ
]
=
qλ (Φq+λ − ϕλ)
(λ+ q) (q − δΦq+λ)ϕλZδ,λ (x,Φλ+q)−
qZλ(x)
q + λ
+ 1. (31)
Proof. For x < 0, using the strong Markov property of U and the fact that Uκ+0
= 0 on{
κ+0 <∞
}
, we have
Ex
[
e−λκ
q
U
]
= Ex
[
e−λeq1{κ+0 >eq}
]
+ Ex
[
e−(q+λ)κ
+
0
]
E
[
e−λκ
q
U
]
.
Since
{
Xt, t < τ
+
0
}
and
{
Ut, t < κ
+
0
}
have the same distribution with respect to Px when
x < 0, we further have
Ex
[
e−λκ
q
U
]
= Ex
[
e−λeq1{τ+0 >eq}
]
+ Ex
[
e−(q+λ)τ
+
0
]
E
[
e−λκ
q
U
]
.
For x ≥ 0, using the strong Markov property of U , we get
Ex
[
e−λκ
q
U
]
= Ex
[
e−λκ
−
0 EU
κ
−
0
[
e−λeq1{τ+0 >eq}
]]
+Ex
[
e−λκ
−
0 EU
κ
−
0
[
e−(q+λ)τ
+
0
]]
E
[
e−λκ
q
U
]
=
q
q + λ
(
Ex
[
e−λκ
−
0
]
− Ex
[
e
−λκ−0 +Φλ+qUκ−
0
])
−Ex
[
e
−λκ−0 +Φλ+qUκ−0
]
E
[
e−λκ
q
U
]
=
q
q + λ
(
Ex
[
e−λν
−
0
]
− Ex
[
e
−λν−0 +Φλ+qYν−
0
])
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−Ex
[
e
−λν−0 +Φλ+qYν−
0
]
E
[
e−λκ
q
U
]
, (32)
where in the last equality we used the fact that
{
Yt, t < ν
−
0
}
and
{
Ut, t < κ
−
0
}
have the same
distribution under Px. Note that the above expression holds for all x ∈ R.
Now, we assume X and Y have paths of bounded variation. Solving for E
[
e−λκ
q
U
]
and
using (30), we get
E
[
e−λκ
q
U
]
=
q
q+λ
(
E
[
e−λν
−
0
]
− E
[
e
−λν−0 +Φλ+qYν−0
])
1− E
[
e
−λν−0 +Φλ+qYν−
0
]
=
q
q + λ
− q
(λ+ q)
λ (Φq+λ − ϕλ)
ϕλ(q − δΦq+λ) . (33)
Substituting (30) and (33) into (32), we have
Ex
[
e−λκ
q
U
]
=
q
q + λ
(
Zλ (x)− λ
ϕλ
Wλ (x)
)
− q
q + λ
(
Zδ,λ (x,Φλ+q)− (q − δΦq+λ)
(Φλ+q − ϕλ)Wλ (x)
)
+
q
q + λ
(
Zδ,λ (x,Φλ+q)− (q − δΦq+λ)
(Φλ+q − ϕλ)Wλ (x)
)
− q
(λ+ q)
λ (Φq+λ − ϕλ)
ϕλ(q − δΦq+λ)
(
Zδ,λ (x,Φλ+q)− (q − δΦq+λ)
(Φλ+q − ϕλ)Wλ (x)
)
=
q
q + λ
(
Zλ (x)− λ
ϕλ
Wλ (x)
)
− q
(λ+ q)
λ (Φq+λ − ϕλ)
ϕλ(q − δΦq+λ)
(
Zδ,λ (x,Φλ+q)− (q − δΦq+λ)
(Φλ+q − ϕλ)Wλ (x)
)
=
qZλ(x)
q + λ
− qλ (Φq+λ − ϕλ)
(λ+ q)ϕλ
Zδ,λ (x,Φλ+q)
(q − δΦq+λ) .
The case where X has paths of unbounded variation follows using the same approximating
procedure as in [20] (see also [13]).
Finally, Equation (31) is immediate using again the following identity from Proposition 3.4 in
[14], namely
Ex
[
e−qO
U
eλ
]
= 1− Ex
[
e−λκ
q
U
]
.

Using similar techniques as in the proof of Theorem 2, we obtain the following expression
for the distribution of OUeλ . The result is stated without proof. We point out that Equations
(31) and (34) generalize Corollary 2 of Kyprianou et al. [21] in which the occupation time is
up to an infinite time horizon.
Theorem 9. For λ > 0, x ∈ R and y ≥ 0,
Px
(OUeλ ∈ dy) = (Zλ(x)− λϕλZλ (x)
)
δ0 (dy)
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+λe−λy
(
B(λ)δ (x, y)− λ
∫ y
0
B(λ)δ (x, s) ds
)
dy
+λe−λy
(
Zλ(x)− λ
ϕλ
Zλ (x)
)
dy, (34)
where
B(λ)δ (x, s) =
Λ
(λ)′
δ (x, s)
ϕλ
− Λ(λ)δ (x, s) .
We denote the inverse occupation time of the refracted process U by
σUr = inf
{
t > 0: OUt > r
}
,
and for which we obtain the following Laplace transform.
Theorem 10. For r, λ > 0 and x ∈ R,
Ex
[
e−λσ
U
r
]
= e−λr
(
Zλ(x)− λ
ϕλ
Wλ (x)
)
−λ
∫ r
0
e−λu
(
B(λ)δ (x, u)− λ
∫ u
0
B(λ)δ (x, s) ds
)
du. (35)
We also obtain the following expression of the probability of inverse occupation time for
the refracted process U .
Corollary 11. For r > 0, x ∈ R and E[X1] > δ,
Px
(
σUr <∞
)
= 1− (E[X1]− δ)
(
W(x) +
∫ r
0
Λ′δ (x, s) ds
)
. (36)
It is a trivial exercise to show that when δ = 0, the results reduced to those given in Section
2.
Remark 12. The above expression can also be expressed as follows,
Px
(
σUr <∞
)
= 1− (E[X1]− δ)
(
w(x; 0)
1− δW (0) +
∫ r
0
Λ′δ (x, s) ds
)
, (37)
which is due to the following useful identity relating different scale functions and taken from
[34], that is, for p, q ≥ 0 and x ∈ R,
(q−p)
∫ x
0
Wp(x−y)Wq(y)dy =Wq(x)−Wp(x)+δ
(
Wq(0)Wp(x) +
∫ x
0
Wp(x− y)W ′q(y)dy
)
,
and for which we consider p = q = 0. Note that when δ = 0, we recover the spectrally negative
analogue in (9). Letting r→ 0 in (37), we recover the classical probability of ruin of U
Px
(
κ−0 <∞
)
= 1− (E [X1]− δ)
1− δW (0) w(x; 0).
3.1. Examples. As mentioned in the introduction, to the best of our knowledge, the distri-
bution of the finite horizon occupation time is known only for Brownian motions with drift
and Cramér-Lundberg process with exponential claims in the literature. In this section, by a
further inversion of (34), we are able to derive the distribution of the finite horizon occupation
time formula for refracted Brownian risk process and refracted Cramér-Lundberg process with
exponential claims. Both formulas are new in the literature.
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3.1.1. A refracted Brownian risk process. LetX and Y be two Brownian risk processes, defined
as
Xt −X0 = µt+ σBt and Yt − Y0 = (µ− δ)t+ σBt,
where B = {Bt, t ≥ 0} is a standard Brownian motion. In this case, the Laplace exponent of
X is given by
ψ(λ) = µλ+
1
2
σ2λ2.
Then, for x ≥ 0, we have
W (x) =
1
µ
(
1− e−2 µσ2 x
)
,
W(x) =
1
µ− δ
(
1− e−2µ−δσ2 x
)
.
and ϕλ = σ
−2
(√
(µ− δ)2 + 2λσ2 − (µ− δ)
)
. Using the fact that
∫ ∞
0
z
r
P(Xr ∈ dz) = σ√
2pir
e−
c2r
2σ2 + cN
(
c
√
r
σ
)
,
and ∫ ∞
0
z
r
e−
2(µ−δ)
σ2
z
P(Xr ∈ dz) = σ√
2pir
e−
c2r
2σ2 +
(2δ − µ)√
2pi
N
(√
r
(2δ − µ)
σ
)
,
we obtain
Λδ (x, s) =
∫ ∞
0
W (x+ z)
z
r
P (Xr ∈ dz)
=
1
µ− δ
(
σ√
2pir
e−
µ2r
2σ2 + µN
(
µ
√
r
σ
))
−e
− 2(µ−δ)
σ2
x
µ− δ
(
σ√
2pir
e−
µ2r
2σ2 + e
2rδ(δ−2µ)
σ2
(2δ − µ)√
2pi
N
(√
r
(2δ − µ)
σ
))
Hence,
Λ′δ (x, s) =
2
σ2
e−
2(µ−δ)
σ2
x
(
σ√
2pir
e−
µ2r
2σ2 + e
2rδ(δ−2µ)
σ2
(2δ − µ)√
2pi
N
(√
r
(2δ − µ)
σ
))
.
We also have
e−λr
ϕλ
=
∫ ∞
0
e−λt
(
(µ− δ) + σe
−(µ−δ)2/2σ2(t−s)√
2pi (t− s) − (µ− δ)N
(
(µ− δ)√r
σ
))
dt
Using Laplace inversion, we finally obtain
P
(OUt ∈ ds) = 2σ2
(
σ√
2pir
e−
µ2r
2σ2 + e
2rδ(δ−2µ)
σ2
(2δ − µ)√
2pi
N
(√
r
(2δ − µ)
σ
))
×
(
(µ− δ) + σe
−(µ−δ)2/2σ2(t−s)√
2pi (t− s) − (µ− δ)N
(
(µ− δ)√r
σ
))
ds,
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3.1.2. A refracted Cramér-Lundberg process with exponential claims. Let X and Y be two
Cramér-Lundberg risk processes with exponentially distributed claims, then they are defined
as
Xt −X0 = ct−
Nt∑
i=1
Ci and Yt − Y0 = (c− δ)t−
Nt∑
i=1
Ci,
where N = {Nt, t ≥ 0} is a Poisson process with intensity η > 0, and {C1, C2, . . . } are
independent and exponentially distributed random variables with mean 1/α, independent of
N . In this case, the Laplace exponent of X is given by
ψ(λ) = cλ+ η
(
α
λ+ α
− 1
)
, for λ > −α
and the net profit condition is given by E [Y1] = cδ − η/α ≥ 0 where cδ = c − δ. Then, for
x ≥ 0, we have
W (x) =
1
c− η/α
(
1− η
cα
e(
η
c
−α)x
)
,
W(x) =
1
cδ − η/α
(
1− η
cδα
e
(
η
cδ
−α
)
x
)
,
The right-inverse is given by
ϕλ =
1
2cδ
(
λ+ η − cδα+
√
(λ+ η − cδα)2 + 4cδ)αλ
)
.
We have
Λδ (x, s) =
∫ ∞
0
W (x+ z)
z
r
P (Xr ∈ dz)
=
1
cδ − η/α
∫ ∞
0
(
1− η
(cδ)α
e
(
η
cδ
−α
)
(x+z)
)
z
r
P (Xr ∈ dz) ,
where ∫ ∞
0
ze
(
η
cδ
−α
)
z
P (Xr ∈ dz)
=
∫ cs
0
ze
(
η
cδ
−α
)
z
e−ηr
(
δ0 (cr − dz) + e−α(cr−z)
∞∑
m=0
(αηr)m+1
m!(m+ 1)!
(cr − z)mdz
)
=
∫ cs
0
e−ηr
(
cre
(
η
cδ
−α
)
cr
+ e−αcrze
η
cδ
z
∞∑
m=0
(αηr)m+1
m!(m+ 1)!
(cr − z)mdz
)
= e
−r
(
η+αc+ ηc
cδ
)(
cr +
∞∑
m=0
(αηr)m+1
m!(m+ 1)!
∫ cr
0
e
− η
cδ
y
ym (cr − y) dz
)
= cre
−ηr+
(
η
cδ
−α
)
cr
×
(
cr +
∞∑
m=0
(ηs)m+1
m!(m+ 1)!
[
crΓ(m+ 1,
ηcr
cδ
)− cδ
(η + cδαcr)
Γ(m+ 2,
crη
cδ
)
])
.
Then,
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Λ′ (0, s) = −ηce
−ηr+
(
η
cδ
−α
)
cr
c2δ
+
ηe
−ηr+
(
η
cδ
−α
)
cr
c2δ
×
∞∑
m=0
(ηs)m+1
m!(m+ 1)!
[
crΓ(m+ 1,
ηcr
cδ
)− cδ
(η + cδαcr)
Γ(m+ 2,
crη
cδ
)
]
.
Since X is of bounded variation paths (i.e., Wλ(0) > 0), we have
λ−1P
(OUeλ ∈ ds) = 1ϕλWλ (0) δ0 (ds) + e
−λs
ϕλ
Λ′δ (0, s) ds.
Also, we have
1
ϕλcδ
=
∫ ∞
0
e−λtaδtdt,
where
aδt =
(
1− η
cδα
)
+
+
2η
pi
e−(η+cδα)t
∫ 1
−1
√
1− u2e−2√cδαηtu
η + cδα+ 2
√
cδαηu
dt.
We then obtain the following expression for the distribution of the occupation time OUt for
t > 0 :
P
(OUt ∈ ds) = aδt δ0 (ds) + cδΛ′δ (0, s) aδt−s1(0,t) (s) ds.
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