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This paper explores the differences between privacy policies on governmental and private 
enterprise websites. Three industries, healthcare, financial, and political, were selected for 
comparison. The six policies that were analyzed include regulations.gov, Facebook, 
healthcare.gov, Blue Cross Blue Shield, The U.S. Office of Personnel Management and 
Fidelity Investments.  These sites were chosen because users may share similar 
information when interacting with site services. 
The content analysis was performed to determine if there were significant differences in 
policy content and coverage. Although there were no obvious differences when policies 
were examined at a surface level, a close reading revealed that policy coverage and 
content was not the same. The policies were further analyzed to show how they discuss 
cookies, the ways in which a user could opt out of data collection, information sharing 
with third parties, and the often blurred lines between involuntary and voluntary 
information collection present. The results of the analysis revealed that governmental 
websites often have policies that provide more detailed and comprehensive information  
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 The protection of personal privacy has long had a high value among the people of 
the United States of America. Privacy, in various forms, has been discussed and protected 
by the U.S. government since just after the country gained its independence.  Protections 
are included in the Constitution’s Bill of Rights, highlighting it’s importance in the 
nation’s consciousness (U.S. Privacy Laws, 2017). However, as the digital age has 
progressed, the ways that personal information can be collected, used, and abused have 
grown. Privacy has also become notoriously hard to define from a legal standpoint, which 
adds to confusion about what information is protected and what is being shared when you 
access a website or app. Most users are aware that privacy policies exist on the websites 
that they are using, but comprehension and management of the privacy settings outlined 
in those policies can be difficult. The average web user will face a significant challenge 
in managing the ways in which his or her own personal information is used while online. 
 As protectors and disseminators of information, librarians are increasingly 
involved in the discussion of online privacy. And as more and more libraries embrace 
technological advancement and patron preference for online resources, it becomes ever 
more necessary for librarians to understand the privacy risks that patrons are taking when 
they use the digital information sources that are made available to them. This 
understanding will help librarians continue to educate patrons about the resources at their 
disposal and better shepherd patron privacy as outlined by the American Library 
Association’s Code of Ethics (ALA Council, 2008). However, the challenges that users 
face in online privacy management are felt equally by those librarians who are working to 
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help them understand the best way to act responsibly online. Privacy is a complex issue, 
and research that helps librarians understand and interpret privacy policy is needed in the 
field.  
 The purpose of this paper is to examine federal government and private industry 
website privacy policies in the medical, financial, and political information fields in order 
to mark important similarities and differences. Each of these industries operates by 
collecting significant personal information from users and by isolating trends that are 
similar across policies and highlighting important differences between the industries and 
the government and private enterprise spheres, this paper will indicate areas within the 
policies that should be focused on when librarians are educating patrons about the impact 
their online actions have on their personal privacy. This paper will show, through careful 
content analysis, areas of the policies where differences in personal privacy coverage 
occur so that librarians and patrons are equipped with the knowledge to better understand 
and protect themselves. 
 This paper begins with a review of the related privacy literature to situate this 
study in the field and discuss the background of privacy policy to provide context for the 
content analysis findings. It then outlines the methodology used to perform a qualitative 
content analysis on actual privacy policies. This analysis is intended to highlight the 
important elements that librarians should be aware of when educating patrons on privacy 
policy contents and comprehension. A summation of the findings from a high level 
review of the policies is presented first, followed by a more comprehensive analysis of 
the policy contents. This analysis includes how the policies deal with cookies, the 
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discussion of user’s option to opt out of data collection that is present in the policies, how 
the policies address information sharing with third parties, and the often blurred lines 
between involuntary and voluntary information collection present in the policies. Finally, 
the paper concludes with a summary of findings, limitations, and suggestions for further 
research on the topic. 
Literature Review 
 Before addressing the specifics of online privacy policy and the elements of those 
policies that librarians need to be aware of when working with patrons, it is important to 
discuss why patron privacy should be a concern for librarians at all. Privacy has long 
been held in high regard in the library field. As early as 1939, the Code of Ethics for 
Librarians asserted that librarians are obligated to protect patron privacy. In the latest 
version of the code, ratified in 2008, the clause related to privacy has been moved to 
Article III and states that librarians “protect each library user's right to privacy and 
confidentiality with respect to information sought or received and resources consulted, 
borrowed, acquired or transmitted” (ALA Council, 2008). This dedication to 
confidentiality has been preserved in the library field through inclusion of patron privacy 
protections in the American Library Association (ALA) Bill of Rights and articles, blog 
posts, and instructional material for librarians that discuss how to handle certain privacy 
concerns (ALA Office for Intellectual Freedom, 2005).  
Protecting Patron Privacy in the Digital Environment 
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 In today’s library environment, patrons are increasingly using online resources to 
help them accomplish their information seeking tasks. This may mean that librarians have 
much less direct interaction with patrons in which to communicate privacy concerns.  
Additionally, the vast number of digital resources used, each with a potentially 
significantly different posted privacy policy, can raise privacy concerns that are hard for 
librarians to monitor. In order for librarian to better serve patrons by ensuring that their 
privacy is protected online, they have to be aware of many of the ways that online 
privacy is impacted.  
 As the world changes and rapid technological advancements continue, it is 
important situate the library’s privacy protection activities within the context of the 
information age. In a 2003 article, Sturges et al. do just that. The shift towards greater and 
greater information availability online provides great benefit in terms of speed, efficiency, 
storage space, and recall, but it comes with a price. The practices of digital information 
collection mean that personal information is now easier to access and share than it ever 
was when the information was kept in paper record systems. Additionally, the more that a 
person’s information is shared and indexed among partnered service providers, the easier 
it is to miss key privacy stipulations about when and where your data is stored simply 
because of the sheer variations and complexity of the policies involved (Sturges, 2003).   
 Sturges et al. also point out that the provisions of the Patriot Act and the 
frequently updated regulations in the Freedom of Information Act create an environment 
of personal privacy that can be difficult for organizations, like libraries, to navigate. Each 
type of library may have different privacy concerns depending on their parent 
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organization, patron base, and location among other factors. The librarians should be 
aware of how these situations change their approach to privacy and what personal 
information about patrons is stored in their specific systems of record. With an 
understanding of library policy and greater online privacy implications, librarians should 
also be prepared to talk with patrons about how these situations affect them (Sturges, 
2003). 
 Why do librarians need to be so concerned with communicating with patrons? 
Users who were surveyed as part of a study by Sutlieff and Chelin in 2010, were shown 
to feel strongly that their privacy is well protected within the library’s walls.  Survey 
respondents were 81.3% confident that the library “dealt with personal information in 
proper and professional ways” (Sutlieff, 2010). However, librarians who were 
interviewed as part of this study were shown to not always know the extent to which their 
organization had formal policies in place to protect patrons (Sutlieff, 2010). These 
findings support similar claims from Sturges earlier work on a similar topic in 2003. 
Thus, addition to the body of research conducted about about privacy policy creation, 
implementation and user impact from a library perspective, is essential for keeping the 
field up to date and well-prepared to help patrons. 
 A 2014 survey commissioned by the ALA’s Office for Intellectual Freedom 
indicated that librarians feel that it is highly important to protect patron privacy and 79% 
strongly agree that libraries should not share personal information about patrons with 
third parties (Zimmer, 2014). Librarians also feel that part of their job is to articulate to 
patrons that there are differences in the types of privacy policies that they find online. 
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Over 75% of the librarians surveyed feel that they are an important force for educating 
patrons about privacy issues. The ALA study also noted that these librarians were aware 
of the different types of policies in various industries and of the fact that data collection 
practices may vary between government and private sector organizations. Perhaps as in 
indirect result of these differences, the librarians are also increasingly concerned about 
personal data collection practices and how those practices differ from website to website. 
This survey also concluded that librarians feel that they could be doing more to fill an 
“education gap” related to privacy and personal data collection that is present in the 
general population of users. Librarians want to help patrons fill this gap and are 
passionate about this type of education as a matter of professional ethics (Zimmer, 2014). 
 However, a significant challenge arises from the fact that interpreting these 
policies can be formidable and time consuming. A general overview of the content, 
purpose and efficacy of online privacy policies as well as a look at how privacy policy in 
the United States is shaped by both law and industry standards, is included below to help 
bring to light where some of these challenges lie. The analysis following this overview 
examines specific industry policies in depth in order to more carefully identify these 
sticking points and help librarians confidently discuss online privacy concerns with 
patrons. This paper identifies these challenging elements to endeavor to help librarians 
feel more at home when reviewing and discussing policy elements with patrons in order 
to fulfill the educational role that many feel is their duty. 
Privacy and the Incentive to Post Policies Online 
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 Any time there is an exchange between a user and a website, there can be an 
implicit value attached to the information gained during the interaction. The notion of an 
“information economy” has grown over the past several decades and entire industries are 
supported by this exchange between users and organizations (Gandy, 2003). From a 
consumer’s perspective, this exchange is the result of a cost/benefit analysis that is 
implicitly or explicitly performed when choosing to share information with an online 
source. An illustrative example of this trade-off is as simple as a user knowing that by 
filling out a few details, like name, address, phone number, and credit card information 
and then saving that information with a username and password on their favorite online 
retailer’s site, their action will result in expedited service the next time they order 
something from that retailer. However, the consumer also knows that the organization 
finds immense value in the information beyond knowing a good mailing address for 
shipping the order. For example the organization could potentially to use the details for 
targeted marketing purposes in the future. So, the user must decide if providing the 
information in exchange for the service is worth giving up some of their privacy or not. 
And because organizations are well aware that this analysis is taking place, they have a 
vested interest in privacy policies that encourage users to share as much as possible 
(Gandy, 2003). 
 In Oscar Gandy’s 2003 article, he asserts that most users are rational about this 
decision and simply “demand no more than fair information practices.” But how do users 
determine what expectations are fair? Government and industry policy on privacy can be 
murky at best and is often difficult for the average reader to decipher. In more cases than 
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not, a written privacy policy is not intended to be representative of the user’s priorities for 
their own personal privacy, but rather an act of compliance by the organization. Gandy 
combed through testimonial from congressional hearings related to privacy to determine 
how often public input and interpretation has been considered when the government 
discussed privacy and passed legislation. From examining these sources, Gandy found 
that while most members of the public expect their personal information to be used for 
“relevant” purposes after it has been shared, they often do not fully comprehend the 
meaning of the stipulations of a privacy policy and therefore, their opinions and desires 
are not always taken into account as seriously as they should be (Gandy, 2003). 
 When an organization chooses to have a privacy policy, it is often in order to 
mitigate their own legal liability and also to provide users with a sense of security while 
they are using the organization’s website. For the most part, these organizations are 
“compelled” by these user expectations to have privacy policies but are not actually 
required to post them (Steinfeld, 2016). Users in turn read (or more than likely just scan) 
the policies in order to determine the level of trust they have in the website and to get 
enough information about whether or not the company will be reasonably using their 
information to decide whether to share or not. Organizations are aware that users are 
performing this quick risk/benefit calculation and so aim to “creat[e] a trusting 
environment” by including a policy on their site (Milne, 2004).  In order to create this 
environment, government organizations are required to post policy guidelines as 
mandated by law, and private enterprise organizations are driven by user expectations and 
occasionally industry-specific best practice guidelines.  
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The Building Blocks of Privacy Policy 
 Privacy policies are developed by organizations in order to encourage users to 
share their information and to explain how and to what purpose that information will be 
used. In an ideal world, the policy “provides a formal public engagement of the 
information required, the purpose of the request, as well as how the information will be 
used and to whom it will be disclosed (Drogkaris, 2015)”. Users can examine the policy 
to determine if the benefits of sharing their information are worth the ways in which the 
organization intends to use the information. As the reach and scope of technology has 
expanded, these policies also serve as way for users to balance using more sophisticated 
technology that has greater power to disseminate information with the increased value 
provided by faster service, integrated provider options, and increased convenience 
(Drogkaris, 2015).  
 In order to determine how to craft privacy policies both to appeal to consumer 
expectations and to ensure that they are covered from a legal liability standpoint, 
organizations will turn to standards like the Fair Information Practices Principles 
published by the Federal Trade Commission. This set of guidelines outlines the five 
principles that should be included in a policy in order to protect an individual’s right to 
privacy. They include notice, choice, access, security, and enforcement. Notice ensures 
that users are aware that data is being collected, by what means the data collection is 
occurring and for what purposes the information will be used. Choice gives users the 
option to decide how much of their personal information can be used for the purposes 
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outlined by the notice and whether or not they are able to opt out of the collection.  
Access provides a way for the user to see the information that has been collected about 
them and to verify or change the information to reflect the most accurate set of details. 
Security outlines the procedures and precautions that the organization takes to ensure that 
the user’s information is secure and will not be accessed outside the purposes outlined by 
the notice. And finally, enforcement allows for users to have a voice if they feel that their 
information has not been handled within the bounds of the first four principles. Without 
the final enforcement portion, the policy is ultimately just fancy window-dressing to lull 
users into a sense that their information is protected (Federal Trade Commission, 2000). 
The practice of enforcement is what really gives users agency over their own information 
and is therefore an important element to see included in a policy. 
 In a 2011 article in Information Today, David Mirchin suggests some additional 
elements of privacy policy that could aid users understanding the elements suggested by 
the FTC and ensuring that a policy is working to protect their rights. Mirchin highlights 
that policies should be “specific and timely” so that users see them when they are 
presented with information sharing tasks or opportunities on a website. This may mean 
that the best websites present the policy to users multiple times. Policies should also be 
precise in their intent and scope. They should clearly define the use of cookies, the 
alteration of computer settings and other technological components that might be edited 
or shared while users are interacting with the site covered by the policy. While Mirchin 
suggests that these elements would improve privacy policies for users, he also notes that 
many policies are intentionally designed to be obscure and difficult, using jargon and 
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complex sentence structure to cover the companies legally, but not clearly explain policy 
to users. Often, policies are structured to place the burden of comprehension and 
enforcement on users. By offering users the option to opt out of data collection, they 
create the sense of trust that users are looking for, but actually require a lot of work to 
decipher (Mirchin, 2011). Librarians should be aware of this potential comprehension gap 
when communicating with patrons about privacy policy and endeavor to help patrons 
bridge this gap by highlighting potential areas where this is occurring. 
 Additionally, as policies are often crafted by company lawyers, their language can 
be dense and incomprehensible to the average reader. Beyond the high-level language 
that is generally used for policies, Nili Steinfeld’s 2016 study on how users approach and 
read online privacy policies found that there are other significant barriers to 
comprehension. Many organizations (especially those not mandated by the government to 
include privacy policies in their business materials) have policies that are vague and 
nebulous in order to allow them to quickly and easily opt users in to sharing their 
information and then use that information to the widest extent possible (like sharing it 
with third party marketing firms) (Steinfeld, 2016). Milne and Culnan also point out in 
their 2004 examination of why customers read privacy policies, that users are typically 
trying to assure themselves that they are deciding to share their information with a 
reputable organization. However, privacy policies are often written more with compliance 
and less with the intent of full reader comprehension in mind (Milne, 2004). Thus, it is 
important that librarians are aware of the challenges readers face when examining policy 
and educate patrons with a focus on difficult and potentially misleading policy elements. 
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 The role of librarians in parsing privacy policy and helping to educate patrons on 
this issue has been addressed by many organizations, like the ALA and library consortium 
groups. For example, the International Coalition of Library Consortia (ICOLC), issued 
guidelines for protecting patron privacy early on in the Information Age, and the 
Consortium noted that is an important tenet of the library profession to address these 
concerns. These guidelines attempt to broach the cost/benefit element of personal 
information sharing with respect to both patrons and organizations by acknowledging that 
organizations often need to collect some information in order to operate their services at 
the most efficient and productive level. Similar to the FTC, the ICOLC encourages 
organizations to protect privacy by clearly stating the intention of information collection 
practices and acknowledge any third parties that may gain use of the information. The 
ideal policy should outline how user privacy is protected, how the organization will 
monitor third party use of the information and what actions will be taken if user 
information is misused or security is breached in any way. The ICOLC’s guidelines also 
suggest specifically addressing the ALA’s Code of Ethics in the policy in order to give 
users a clear indication of why the privacy policy was written and on what exact 
considerations it is based (ICOLC, 2002).  Although this set of guidelines specifically 
refers to library service providers, it can be interpreted and applied to a wider range of 
sites when librarians are checking privacy policies on behalf of patrons in order to be sure 
that sites are responsibly managing user privacy responsibly. 
The Challenges of Reading and Interpreting Privacy Policy 
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 The three most difficult challenges that users face when working to protect their 
own privacy online are finding and accessing the privacy policy, fully understanding the 
policy once they do access it, and enforcing the tenets of the privacy policy to ensure that 
the personal information they provide is actually being protected. Users approach online 
privacy under two defined assumptions: that they will work to choose organizations that 
have “acceptable privacy policies” and that companies will adhere to the principles of 
their privacy policies because otherwise they will face repercussions like sanctions and 
fines. However, the layout and language of policies can make the realities of protection 
under those assumptions difficult to comprehend. In a 2009 study in Lecture Notes in 
Computer Science, a group of researchers examined privacy policy format to determine if 
there is a particular presentation style that makes it easier for users to locate privacy 
information on a given website. Although the study did not conclusively prove that a 
particular policy layout is better than any other in aiding comprehension, it did point out 
how difficult it is for consumers to grapple with the language of privacy policies to begin 
with. Many policies are structured so that ambiguities contained within downplay privacy 
issues, meaning that the assumptions that users make could be placing them at a 
disservice (McDonald, 2009). This act of downplaying the seriousness of the policies can 
come in forms like the jargon-filled or purposefully misleading sentence structure or that 
privacy policies are typically located in website footers or buried under a layered menu 
structure. Many policies are also written in natural language, which on its face would 
seem to be better for users. However, the study found that inconsistency and 
incomprehensibility are the two biggest problems with natural language policy as the 
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large blocks of dense text used in the natural language style actually deter readers from 
examining the policy closely (McDonald 2009). 
 Not only are policies sometime difficult to access, once users find them, they are 
typically very difficult to parse and interpret. Legal language and policy length 
immediately cause readers to react negatively to the task of policy comprehension 
(Milne, 2006). George R. Milne and his research partners have examined these challenges 
in several research papers and found that one of the major barriers to the readability of 
privacy policy is related to the style in which they are written. A policy is often included 
on an organization’s website as a way to meet certain compliance restrictions. Because of 
this, they are drafted by legal teams and are meant to be exhaustive in order to cover an 
organization in case of any privacy breaches, rather than to be accessible to the average 
users (Milne, 2004). Although this issue of readability has been identified, studies have 
shown that the readability of privacy policies is actually becoming worse across several 
industries. Typically, a reading level that matches the eighth-grade standard is best for 
overall user comprehension. However, the average reading level needed to fully 
understand privacy policies requires a much higher educational level. Also, policies are 
becoming longer which contributes to an additional difficulty in reading comprehension. 
Unfortunately, motivating organizations to reform privacy policy in order to improve 
readability is challenging. They are not incentivized to make improvements on a 
voluntary basis and could make the argument that readability is not correlated strongly 
enough with comprehension to make a difference (Milne, 2006). This lack of incentive to 
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improve is closely related with another strong challenge for users when it comes to 
protecting themselves - individual enforcement.  
 Users operate under the assumption that there will be repercussions for 
organizations that do not protect their privacy in the ways outlined by the organization’s 
policy (McDonald, 2009). However, the burden of this enforcement often lies with the 
user and in the face of the numerous policies that users come into contact with each day, 
this prospect can be daunting (Mirchin, 2011). Users are the ones who have to manage 
their privacy settings across a wide variety of provider websites and apps, and they are 
responsible for correcting information when they see that is needs it. Not only is this 
process time consuming, the density of policy language coupled with the buried nature of 
some policies within site structures, means that users have to devote significant energy 
and time to their own information management. The incentive to manage personal 
privacy primarily the user’s concern, not the organization’s. In fact, organizations often 
want as much of a given user’s information as the user is willing to part with, because the 
information is extremely valuable. Much like changing policy voluntarily to make it more 
approachable for users, organizations are not incentivized to proactively police their own 
information collection. Instead it is up to the user, which can be overwhelming, 
exhausting, and frankly unmanageable when the number of sites and apps an individual 
comes into contact with each day is considered. While this paper will not specifically 
examine the challenges of policy enforcement, librarians should be aware of the 
challenges of enforcement when they educate patrons on online privacy. Because of this 
responsibility, it is also important that librarians have a basic understanding of the laws 
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and statues that are specifically designed to protect individual privacy in the United 
States. 
Law and Standard Impacting U.S. Personal Privacy 
 Privacy guidelines provided by organizations as varied as the Federal Trade 
Commission, the American Library Association, and the International Coalition of 
Library Consortia have been alluded to in this review. They represent organizational 
efforts to standardize policy in order to protect users. Business organizations that are part 
of private industry may base their written privacy policy on guidelines similar to these. 
However, there is no specific legal statute that requires most private enterprise companies 
to have a privacy policy. Some, like the medical or financial industries, may have 
additional regulations that they are legally bound to obey, but for the most part, privacy 
policy is the result of user expectations and an organization’s knowledge that if they 
provide an environment where users feel secure, those users will be more likely to share 
information about themselves, which is immensely valuable. By decreasing the risk in the 
cost/benefit calculation that users perform before sharing information, organizations can 
collect more data about their site visitors (Wu, 2012). 
 Although private enterprise is mostly governed by user expectations when it 
comes to privacy policy, sites operated by the United States government do have to 
follow law when drafting their policy contents. In the U.S., the foundation of individual 
privacy protection under the law began with the Constitution. Individual right to privacy 
from governmental intervention is specified in several amendments in the Bill of Rights. 
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These include the Fourth Amendment (which precludes “unreasonable search and 
seizure” of personal property) and the Fifth Amendment (which states that an individual 
cannot be compelled to incriminate themselves by government authority) (U.S. Privacy 
Laws, 2017). However, in today’s more technologically advanced society, it is unclear 
how exactly these Amendments are meant to be applied. Throughout the years, Congress 
has passed laws regarding personal privacy in the mail, in the collection of census data 
and in regards to conversations held over the phone, but it was not until 1974 that more 
comprehensive privacy legislation was passed (U.S. Privacy Laws, 2017).  
 The Privacy Act of 1974 is the major legislation that protects individual privacy in 
the U.S. The Act went into effect on September 27, 1975 and according the the U.S. 
Department of Justice, it serves as an overarching “code of fair information practices.” 
The purpose of the Act is to “regulate the collection, maintenance, use, and dissemination 
of personal information by federal executive branch agencies” (U.S. Department of 
Justice, 2015). The Act is specifically written in order to protect individual information 
privacy and outlines the necessary disclosures that a government agency must make if it 
is collecting personal information. The Act also requires that individuals have access to 
the information that is collected about them, that they are able to change that information 
when necessary, and that they have the option to enact forms of redress if their 
information is used or shared improperly (U.S. Department of Justice, 2015).  
 However, despite these protections, it is important to note that there are 
limitations when considering the provisions of the Act. The Department of Justice itself 
states in an overview of the Act’s coverage that it contains “imprecise language, [a] 
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limited legislative history, and somewhat outdated regulatory guidelines” which make it 
challenging to interpret and apply (U.S. Department of Justice, 2015). The Act also 
specifically outlines certain exemptions for agencies. This means that under some 
circumstances, the government can collect data without notifying users. These 
exemptions include logical situations like using data to prosecute those who are breaking 
the law, using the data for statistical analysis and examining the data under the provisions 
of the Freedom of Information Act (Coles, 1990). However, the Act also provides for a 
“routine use” exemption, which can be broadly and vaguely applied in order to give 
federal organizations a large potential loophole to exploit (Tuerkheimer, 1993).  
 In addition to the Privacy Act of 1974, there are a few other notable pieces of 
privacy legislation that affect online privacy policy. These include the 1984 Computer 
Fraud and Abuse Act (prohibiting “unauthorized access to computers and networks” and 
more recently updated to include protections against identity theft), the 2002 Children’s 
Online Privacy Protection Act (more stringent rules to protect the privacy of adolescent 
users) and the 2002 E-Government Act (which is also referred to as the Federal 
Information Security Management Act, and requires government organizations to enact 
“privacy impact assessments” to ensure that any personal data collected is secure) (U.S. 
Privacy Laws, 2017). 
 Even considering these additional privacy regulations, there is some reason to be 
concerned about the state of privacy legislation in the United States. Caleb Seeley, in the 
New York University Law Review, points out that the “privacy law in the United States is 
fragmented and decreasingly coherent” (Seeley, 2016). Court decisions regarding the 
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application of privacy laws can also be unclear. The courts often balance the necessity of 
information collection by government agencies with an individual’s right to privacy and 
do not always find in favor with the individual, but a clear precedence in these cases is 
difficult to determine (Seeley, 2016). These murky judgements on privacy protection 
make it all the more valuable for librarians to be well informed about common privacy 
policy structure and content in order to help patrons.  An understanding of this legislation 
will be helpful, but a more specific understanding of typical policy practice by industry 
will be especially beneficial. Some initial industry trends have been examined below, 
which will further help to inform the content analysis performed in the course of this 
paper.  
  
Privacy Policy Trends By Industry 
 There are certain industries and types of personal information that lend 
themselves to more serious consequences if privacy is breached. These include the 
financial industry, medical records, and statements of personal political belief. This paper 
will examine privacy policies from organizations participating in these industries in both 
the private and the governmental sector. These sites include: for healthcare, 
healthcare.gov and the Blue Cross Blue Shield website, for finance, the websites of 
Fidelity Investments and the Office of Personnel Management, and for personal political 
opinion, Facebook and regulations.gov. These sites were chosen because each of them 
allows individual users to input similar identifiable information about themselves in order 
to use certain site features. Before a content analysis of these specific policies is 
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addressed, it is important to understand some basic trends that are present in these 
industries in terms of their user privacy policies.  
Political 
 Sharing your political beliefs online is representative of user choice. No one is 
required to provide information about their political leanings, but in this day and age 
people are increasingly using digital outlets in order to share their personal thoughts 
about a wide variety of topics, including politics. David Phillips asserts in a 2004 paper, 
that increased participation in online realms creates a new definition of the public/private 
divide. This can lead to situations where user information is collected by companies who 
are aware of the public’s desire for increased privacy and thus work specifically to 
assuage their privacy concerns so that they will share more data, which further blurs the 
edges of that divide (Phillips, 2004). This effect can be especially harmful when political 
opinions can be shaped by the very platforms where users are sharing them, as we have 
seen with the 2016 election cycle and the undue influence perpetrated by foreign nations 
on social media and search engines (Isaac, 2017).   
 The climate of politics and internet privacy is very much in flux given current 
events and it follows that privacy policy and legislation will adjust to take that into 
account. There has been precedent set that when major events occur that cause shifts in 
political thought and opinion, conversations on privacy are not far behind. The most 
recent example of this policy shift followed the September 11th terrorist attacks. After the 
attacks, public opinion was in favor of allowing more surveillance over online activities 
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in exchange for a higher sense of security. This altered the “citizen-government privacy 
balance” to favor the government and provided for more exemptions from user notice 
when federal agencies are collecting private information (Westin, 2003). The current 
political climate in regards to privacy and the fact that sharing political opinions online 
may be affected by advertising is almost certain to result in policy changes. This is 
important for librarians to keep in mind and an even more salient reason for the inclusion 
of websites in this paper that contain information shared by users that references the 
user’s personal political opinion. 
Medical 
 The healthcare industry has significant additional legislation that protects patient 
privacy and some of that legislation directly impacts the content and implementation of 
website privacy policy. Many of the privacy protections that patients are familiar with 
today were instituted in 1996’s Health Insurance Portability and Accountability Act 
(HIPPA). However, with the growth of digital medical records, more stringent protections 
were needed, resulting in additional legislation (ASPE, 2001).  
 In 2001, the Standards for Privacy of Individually Identifiable Health Information 
was enacted. This regulation, which is also known as the Privacy Rule, helps expand the 
coverage of HIPPA beyond patient’s “formal medical record[s]” (Graber, 2002). The 
main tenets of the regulation are similar to the guidelines outlined in the FTC’s Fair 
Information Practices Principles in that they give patients a way to control what 
information they share, how that information is used, and how it is stored. Additionally, 
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similar to the Privacy Act of 1974, the Privacy Rule balances personal privacy with the 
need for the public to know certain information in order to provide protection to the 
greater whole, as would be the case with certain public health issues, like disease 
outbreak (ASPE, 2001). 
 The Privacy Rule also specifies what actions organizations providing healthcare 
services should take in order to enforce this higher level of privacy standard. This 
includes providing specific information to individuals, training staff on the right way to 
communicate privacy procedures, and ensuring that the policies that are adopted are 
“clear” (ASPE, 2001). However, healthcare websites show similar trends to other 
industries in that their privacy notices are often difficult to read and as of a 2009 study, 
many of their privacy policies include fewer than two of the characteristics recommended 
by the FTC (Rains, 2009). 
Financial 
 The financial industry also has additional legislation when it comes to protecting 
individual privacy. These rules are outlined by the Gramm-Leach-Bliley Act of 1999 
which protects customers from unfair information sharing practices when banks merge. 
The Act also protects user’s financial information from being used for marketing 
purposes and requires that organizations in the financial industry protect the information 
that users do share with certain safeguards (U.S. Privacy Laws, 2017). Unfortunately, 
banks are prime offenders when it comes to sub-par policy clarity and readability. In 
many cases, users must opt out of information sharing practices in order to ensure that 
!23
their information is completely private. When looking at policies to determine if these 
actions need to be taken, users are confronted with language that may be intentionally 
broad and vague. Also, the sheer volume of policy notices and information on financial 
websites can be overwhelming. Users are often unable or unwilling to sift through all of 
the information and therefore may unintentionally not fully protect themselves (Schwartz, 
2001). Financial institutions write their policies to cover themselves from a legal liability 
and compliance standpoint, and if librarians are able to point out the common ways that 
they present opt out clauses and other highly relevant options for safeguarding personal 
information, they will be better able to steer patrons in the right direction when using 
websites where they share personal information regarding their finances.  
  The industry legislation described above represents the federal standard of privacy 
protection. Some states may have different legislation that affects individual or personal 
privacy as well. While librarians should be aware of such legislation in their own states, 
legislation at the state level is not covered in the scope of this paper. 
 This paper focuses specifically on comparing private enterprise and government 
websites that are collecting the same types of personal information. As the review of the 
literature shows, privacy policy specifications and regulations can vary widely across 
industries and the private enterprise / government divide. And as a result of current events 
and technological developments, privacy concerns are at the forefront. By presenting an 
in-depth, qualitative content analysis, this paper draws out out examples of where 
guidelines have been met and where they have not and highlights areas where patrons 
should take special care when they are managing their own personal information. By 
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using real-world examples from posted privacy policies, this paper provides context for 
librarians who may be helping patrons with important privacy management tasks. A more 
detailed explanation of the content analysis methodology used in this paper is outlined 
below. 
Methodology 
 The observations in this paper were made by using a qualitative content analysis 
to do a deep dive into the privacy policies of six specific organizations from both the 
private and governmental sectors. The political, medical, and financial industries were 
chosen for this paper because they represent industries where it is essential to share some 
personal and private information in order to conduct business, but where the information 
shared is of a very sensitive nature. If a user’s personal privacy is violated or their data is 
used in ways they do not intend, the consequences can be very damaging. Additionally, 
the medical and financial industries have legislation regulating their policies which will 
provide more context for content comparison. 
 The six websites that were examined were purposively sampled due to the 
similarities in the information that is collected on the website when a user accesses the 
features of these sites. The list of sites being examined is provided below in Table 1. In 
order to make comparison of the policies more directly, it was deemed essential that the 
data that users input into the site be similar in each industry pairing. The number of sites 
sampled is small, but the sample size allows for a more in-depth, qualitative content 
analysis that follows a flexible design through several iterations. 
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 The privacy policies were accessed and saved as PDF files on 1/1/18 to ensure 
that they were each observed on the same date. It is possible that the policies have 
changed in the time that it takes for the paper to be completed, which is one limitation of 
this methodology to note.  
 In order to be sure that this paper can be compared to other research in the field, 
an analysis frame that was used in another study was be used for the first iteration of the 
content analysis. The frame is shown in full in Appendix A and was used by Stephen A. 
Rains and Leslie A. Bosch in their 2009 content analysis of health websites. This frame 
was selected because it includes a comprehensive list of policy elements (including those 
Fair Information Practices recommended by the FTC) and serves as a good checklist to 
measure whether or not policies have the elements that are expected of them. It also 
addresses several of the most significant elements of policy that users should be aware of, 
like automatic versus voluntary information sharing, the use of cookies and the 
justification for why organizations need to collect the specified information. 
 Once a first pass of the policies was completed using this frame, intercoder 
reliability was be tested to ensure that the coding scheme has been applied correctly. The 
coding frame, as well as a sample of the chosen policies was shared with a second reader 
who, while familiar with the qualitative content analysis method, was not familiar with 
Table 1
Industry Government Site Private Industry Site




the specific elements of privacy research contained in this paper. The resulting analysis 
by the second reader showed a close agreement to the initial iteration of the content 
analysis, which helps ensures that the identifications of policy elements made in the first 
content analysis pass were not biased by the researchers familiarity with the material. 
 After this agreement had been verified, a second coding pass took place. This 
reading verified the latent content of the policies identified in the first pass and built on 
those findings to tease out more specific details and differences in the policies. This pass 
also went above and beyond the categories contained in the frame to identify specific 
examples from the policies to illustrate the analysis findings below. 
 This paper is intended to contribute to the understanding of privacy policy by 
pointing out the important elements of privacy policy and to highlight where librarians 
should pay special attention when educating patrons about policies. The analysis gathered 
from both the first and second reading is included below to bring to light the complex 
elements of privacy policies and shine a light on the differences between governmental 
and private enterprise policy content.  
Findings 
 What is immediately evident upon comparing policies from the six websites 
selected for this paper, is that there are relatively few commonalities across the policies at 
a surface level. This lack of standard policy presentation can be problematic for users on 
many levels, primarily because it takes time and effort to recognize how policies are 
structured and to interpret what they are actually doing to protect users.  The first 
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difference that a user encounters when attempting to learn more about a website’s privacy 
coverage is the location of the link to access the policy itself. Although typically found in 
the footer section at the bottom website, there is no standard location for this link. In the 
sample reviewed for this paper, four of the policies were located on the bottom right of 
the corresponding site, but Facebook and Blue Cross Blue Shield had more centrally 
oriented footers, and so the links were located in the center of the page. Even in cases 
where the policy was located in a similar place in the footer, the color, font size and style, 
and overall menu structure made it difficult to pick out the privacy policy link quickly 
and easily.  
 Another initial observation is that “privacy policy,” while commonly used to 
describe the information that is being sought in this process, is not always the title that 
the organization chooses for its policy page. Of the six policies examined in this paper, 
only two (Blue Cross Blue Shield and Fidelity) actually called their pages “Privacy 
Policy.” Table 2 makes note of the alternate titles that the organizations in this study used 
on their websites. Again, this can make it difficult for users to quickly and easily find 
what they are looking for.  
 Once a user has located the policy, they are then faced with a webpage that may 
take on an appearance following any number of styles. From page design and format, to 
font color and size, there are many things that make each policy different before content 
is even considered. One of the most striking observations from this paper is that the 
policies had markedly varying lengths. Table 2 provides a comparison of the word count 
and number of sections contained in each policy. It should be noted that while the number 
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of sections included in a policy are fairly consistent (between 8 and 11, including 
introductory sections), the actual length of the policies ranges between just over 1,000 
words (regulations.gov) to nearly 6,000 (healthcare.gov). 
 It is important to keep in mind that a difference in length may not always indicate 
a difference in policy efficacy. An example of this is found by comparing two policies 
that have significantly different section lengths when covering the use of cookies. The 
healthcare.gov policy has the longest section on cookies, which runs for 623 words and 
does an admirable job in explaining the way that this technology is used and the effect it 
may have on users. Regulations.gov has a shorter section (152 words), but uses examples 
and plain language to teach the user exactly what it means that the site uses cookies. For 
example, it lays out exactly what happens when one user visits the site URL from two 
different browsers. Regulations.gov explains that “if the same person uses Chrome and 
Internet Explorer, how unique browser cookies will be assigned, one for each browser, so 
that person will be counted as two different visitors because visits are based on browsers, 
not computers or persons” (Privacy and Security Notice, regulations.gov). This helps the 
Table 2
Website Word Count # of Sections Policy Title
regulations.gov 1,055 8 Privacy and Security Notice
facebook.com 2,692 9 Data Policy
healthcare.gov 5,865 11 CMS Privacy Notice for HealthCare.gov
bcbs.com 1,565 8 Privacy Policy
opm.gov 2,085 11 Information Management Privacy Policy
fidelity.com 2,210 9 Privacy Policy
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user visualize how his or her information is being assigned and how site usage is being 
tracked. Because the difference in length is not always an indicator of content quality, 
users must take the time to actually read and interpret the policies, relying on factors 
other than policy appearance.  
 Just as length is not always an indicator of policy content, a high level observation 
of the policies using the Rains and Bosch frame does not yield much in the way of 
significant difference.  If policy efficacy was based solely on the inclusion of the major 
elements listed in the frame, then each of the policies selected for this paper would meet 
the mark. All six of the policies contain statements on both the automatic and voluntary 
collection of data, when sites require information to be collected and the justification for 
those events, a mention of cookies, and reference to the Fair Information Practices 
defined by the FTC (even if they do not call the FTC out explicitly). Simply checking to 
see that a policy contains these elements is not enough - a closer examination is needed to 
determine how their content is actually applied to users. 
 Beyond the policy elements that are highlighted by the content analysis frame 
used for this paper, there are a few more details that are notable from a high level. For 
example, both the Office of Personnel Management and healthcare.gov mention a 
specific Office of Management and Budget (OMP) memorandum. This memorandum, 
with the subject “Guidance for Online Use of Web Measurement and Customization 
Technologies” specifies that online tracking can have some benefits for website 
performance and use, like customizing a user’s site experience, not making a user fill out 
the same forms more than once, and improved website navigation. However, it also 
!30
highlights how important it is to give users the choice to opt out of certain types of 
behavior tracking and protect their information privacy. The memorandum states that 
when using tools like cookies, government agencies should remember that the “central 
goal is to respect and safeguard the privacy of the American public while also increasing 
the federal government’s ability to serve the public by improving and modernizing its 
activities online” (Orszag, 2010). Further exploration of how these regulatory guidelines 
effect policy will be discussed in the next section. 
 Another example of a high level observation of this reliance on guidelines to 
inform policy is mention of the AdChoices tool. This tool was used by both governmental 
and private enterprise organizations to base their policy content on a more widely 
accepted structure.  This tool, which is mentioned in both the Fidelity and healthcare.gov 
policies, is represented by an icon that is located on web advertisements shown both on 
the sites covered by the policy and on external sites that may be hosting advertising for 
the site in order to target ads to previous visitors (also known as retargeting). AdChoices 
allows users to “control how data is collected and used for ads based on your 
interests” (Digital Advertising Alliance). The tool is implemented by the Digital 
Advertising Alliance, which is a consortium of hundreds of companies and organizations 
that have agreed to use the tool not only to target ads to consumers based on their relevant 
interests but also to allow users to choose how they want their actions to be tracked 
online. The tool is not completely ad-blocking, and if you elect to opt out “you will still 
see ads but they may be less relevant,” however it does give users more control (Digital 
Advertising Alliance). Offering options for opt out through AdChoices and mentioning 
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the tool in a privacy policy is another way that organizations can easily give users a sense 
that their privacy is valuable and create the environment of trust that is so important 
(Milne, 2004). Additional implications of this tool’s inclusion in the policies is continued 
in the discussion section below. 
 This high level scan of a site’s privacy policy can be informative because it 
illustrates the challenges of access and the amount of effort that users experience when 
seeking out policy information. Also, the differences created when policies rely on 
external organizations or regulations to inform policy content, can be assessed in this 
manner. However, the more salient details of what makes one policy different from 
another are often more difficult to interpret. Because observing the structure and length 
and performing a cursory overview does not provide significant indication of how well 
the policy works to provide user protections, it is necessary to more closely examine each 
policy for content and coverage. The following section discusses ways in which policy 
can be examined more closely by highlighting four broad themes evidenced in examples 
pulled directly from policy text. 
Discussion 
 The policies in this paper were chosen based on the organization’s industry and 
whether or not they were written for a governmental or private company website. The 
sample size is small, but the policies were selected because the sites are visited by users 
who have similar goals, i.e. learning more about health insurance or sharing their feelings 
about political regulation. In comparing each of these policies, the first thing that is 
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evident is how differently each of the policies appears on the site. There is no clear cut 
distinction in page design between the governmental and private organizations or from 
industry to industry. The policies vary in page design and are divided across multiple 
pages that are accessed by links, written with a table of contents at the top of a long page 
of text, or contain no navigational or way-finding tools at all. They range in length 
significantly and the writing style and tone differ from policy to policy. This is indicative 
of the challenge that users face when they are managing online privacy on their own. Not 
only do they have to do the work to find and access the policy (which is often a matter of 
clicking a link, but is burdensome in that the user must spend time locating the correct 
link, which can disrupt the task that they are attempting to use the website for in the first 
place), but it can be frustrating to read the policy once it is opened.  Because the layout, 
language, and length of each policy is different, the user cannot always rely on previous 
experience with other polices to make the task of examining a new one easier. Each 
policy must be read anew, and the user has to search out the portions of the policy that are 
relevant for their personal privacy protection needs.  
 In the analysis below, four themes have been identified to highlight important 
tenets found in most policies. The goal of the analysis is to focus user (and librarian) 
attention on these areas in an effort to make policy use and education on policy content 
easier and more effective. The differences between the industries and the governmental / 
private enterprise divide is highlighted in these areas where applicable to provide some 
context as to why the policies are different. 
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The Explanation of Cookies 
 Cookies, according to the U.S. Office of Personnel Management’s privacy policy 
are “small bits of text which are either used for the duration of a session (‘session 
cookie’), or saved on a user’s hard drive in order to identify that user, or information 
about that user, the next time the user logs on to a website (‘persistent cookies’)” (Privacy 
Policy, OPM.gov). These are used to track online traffic and user behavior and are one of 
the main ways that an organization collects information about its users. Because cookies 
are often the gateway into personal information collection on a website, it is essential that 
users understand their purpose and how organizations are using them.  
 Because of the ubiquity of cookies, and their integration into the practice of 
information collection, the way that privacy policies define and explain them is 
important. Highlighting this importance, cookies have their own section in the analysis 
frame that was used in this paper (Rains, 2009). Each of the policies selected does 
mention cookies but comparing the sections shows that the information shared with users 
can vary wildly. Blue Cross Blue Shield’s policy gives a fairly general definition of 
cookie use, which is similar to most of the other policies. It says that they are used “to 
customize and enhance your experience” on the website (Privacy Policy, Blue Cross Blue 
Shield). Of the policies selected for this paper, some simply mention the existence of 
cookies, while others contain a significant explanation of the technology and examples 
that make it very clear how and why the cookies are being used. In general, the 
governmental websites tend to be more specific and clear about the presence and 
intended use of cookies, as will be shown from policy examples below.  
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 Per the mandates concerning cookies in the Office of Management and Budget 
memorandum discussed above, both the Office of Personnel Management and 
healthcare.gov's policies go to great lengths to explain the different kinds of cookies. The 
OPM policy uses a tiered explanation where Tier 1 cookies are not explained, but Tier 2 
cookies are those that “improve our website and provide a better user experience” over 
multiple sessions, but that do not store personally identifiable information, and Tier 3 
cookies “allow cross session and website authentication” and are used in a much more 
limited fashion (Privacy Policy, OPM.gov). Healthcare.gov uses the session versus 
persistent cookie distinction, but also makes reference to the tiered cookie types outlined 
in the memorandum. In this policy, session cookies are defined as those that are used for 
“technical purposes” that “let our server know that you are continuing a visit to our site”. 
These are designated as “Tier 1 - Single Session” cookies. Persistent cookies are used to 
“understand the differences between new and returning visitors” and “remain on your 
device until they expire or are removed.” These are designated as “Tier 2 - Multi-session 
without personally identifiable information” cookies. The healthcare.gov policy does not 
mention Tier 3 cookies (Privacy, healthcare.gov). These clear definitions are a huge 
benefit to users as they help them understand which actions are being tracked, why they 
may want to choose to allow cookies to be collected on their browser, and how long their 
information will be stored by the tracking tools. This clarity gives users confidence in 
their choice to share information and these definitions and examples are excellent tools 
for librarians trying to illustrate how these tools are actually used on the web. It should 
also be noted that regulations.gov and Blue Cross Blue Shield also mention the session 
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and persistent or permanent cookies in their policies, but the explanations are not as 
detailed.  
 The private enterprise website policies also mention cookies. However, the 
sections are notably shorter (Facebook’s policy does not even go into detail about cookies 
at all, rather it links to a separate site where cookies are explained) and more technical 
than the governmental site’s policies. One significant difference is that these policies also 
mention the potentially negative effects caused by opting out of cookie tracking, which 
does not happen in any of the governmental policies. For example, Fidelity’s policy 
warns users that “if you refuse a cookie when on a Fidelity website, or if you delete 
cookies you may experience some inconvenience.” These inconveniences include 
problems with account sign in, a user not being recognized by the website, or that a user’s 
previous site preferences may not be saved (Privacy Policy, Fidelity Investments). Blue 
Cross Blue Shield also warns that “refusing cookies disables our ability to include 
information about your visit in our regular monitoring of site traffic” (Privacy Policy, 
Blue Cross Blue Shield).  
 It is interesting that these negatives are mentioned only in the private enterprise 
policies. In these situations, user information is extremely valuable to the companies 
because it can help them maximize their profits by tailoring content to the specific users 
on future visits. Ostensibly, government websites operate as nonprofit entities, which 
could be one reason for this difference. Additionally, the memo discussed above provides 
a clear goal for personal information privacy protection on government agency websites 
which may not align with the goals of private enterprise (Orszag, 2010). These 
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distinctions should be noted by librarians when helping patrons parse the meaning of 
privacy policies. An understanding of the motivations of the organization that owns the 
website is relevant to how and why information is being collected and therefore is worth 
examining.  Additionally, this discussion of the use of cookies tracking technology and 
the motivation behind it’s use is closely tied to how these policies discuss user choice and 
their ability to opt out of information collection. This idea of opting out is discussed in 
more detail in the next section.  
User Choice and Opt Out 
 Choice is another important element of the FTC’s Fair Information Practices. In 
their guidelines, the FTC defines “choice” as an offer to consumers “as to how their 
personal identifying information is used beyond the use for which the information was 
provided.” This covers the use of the information in both internal (i.e. marketing back to 
users) and external (i.e. sharing with third parties) uses of the data (Federal Trade 
Commission, 2000). One way that a policy can be measured in terms of the amount of 
choice given to users is to look at how the policy covers user opt out from information 
sharing. Similar to the description of cookies, governmental sites have a much clearer 
option to disable information tracking, which is illustrated below with excerpts from the 
policies. 
 In terms of choice, Facebook has the policy that is the least clear when it comes to 
opting out of information collection. In fact, the Facebook policy does not use the term 
“opt out” even once. In the policy, Facebook instead frames the decision as information 
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management. It should be noted that they do have options like the Activity Log and the 
Download Your Information tool that help a user get a sense of the information being 
collected about them and the ways those collection practices can be changed, but the only 
real option for opting out of these practices is to delete your account all together. It is also 
interesting that in the policy, Facebook reminds users that even if they choose to delete 
their accounts, it may not delete all traces of them from the site and explicitly states that 
“information that others have shared about you is not part of your account and will not be 
deleted when you delete your account” (Data Policy, Facebook). This approach to 
information collection and storage is important to consider when using Facebook to post 
personal information, such as your political beliefs. Opinions may change over time, but 
the presence of posts associated with your Facebook account may be more difficult to 
remove. When librarians are helping patrons navigate the privacy settings of their 
Facebook accounts, they should caution users to seriously consider what they are posting 
as a response to these terms. 
 It is important to contrast Facebook’s set of information management options with 
the policy established on regulations.gov. Regulations.gov was chosen as a comparison 
because it is the forum recommended by government agencies as the way that members 
of the public can effectively comment on proposed political regulations (U.S. 
Environmental Protection Agency). This site provides a forum where political discussion 
is encouraged and the privacy policy reflects that users may be sharing sensitive personal 
opinions and information. The policy does warn that “not all information collected online 
is covered by the Privacy Act” but it does highlight several provisions under the 1974 
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law. These include specific ways that you can access and review information about you 
and request that the information be removed or changed if you wish (Privacy and 
Security Notice, regulations.gov).  
 The regulations.gov policy also contains a link to USA.gov's instructions for 
opting out of web tracking (the Office of Personnel Management’s policy contains the 
same link). This link is provided as a result of the memorandum mentioned above that 
specified the use and explanation of cookies in the government agency policies. The 
instruction link is an extremely valuable resource for users because it specifically 
explains how to disable tracking on both desktop and mobile browsers including Firefox, 
Internet Explorer, Chrome, Safari, Blackberry’s Opera browser, the Android browser and 
Safari mobile. Not only does the site include instructions for browser-based cookies, but 
it also instructs users on how to disable common web behavior tracking add-ons like 
Google Analytics and AddThis (USA.gov). The regulations.gov site is an excellent 
example of how government websites are motivated in different ways than private 
enterprise sites when it comes to explaining the choices that users have about web 
tracking.  
 That difference in motivation does not necessarily mean that opt out is not 
considered as a beneficial user tool by private enterprise companies. Blue Cross and Blue 
Shield and Fidelity do address user choice and opt out descriptions in their privacy 
policies. As mentioned above, Blue Cross Blue Shield notes that users have the option to 
“refuse to allow cookies to be placed on your computer,” but that this decision could 
significantly and negatively impact the usability of the site (Privacy Policy, Blue Cross 
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Blue Shield). Of the three private enterprise policies, Fidelity does the best job in giving 
users a choice, but the choice is specifically referred to in regards to online advertising. 
The policy states that users can use the AdChoices tool to opt out of “interest-based” 
advertising and provides a link to the Network Advertising Initiative’s (NAI) tool to help 
users manage their browser and mobile device opt out choices (Privacy Policy, Fidelity 
Investments). The link can be found at http://optout.networkadvertising.org/ and 
represents an endeavor by members of the NAI to offer their users a more comprehensive 
way to opt out of tracking online (NAI Consumer Opt Out). The inclusion of these tools 
serves as an example of how private enterprise websites can offer choice to users without 
compromising their own interests in consumer information collection. 
 The healthcare.gov policy, like it’s section on cookies, offers the most 
comprehensive explanation of user choice and data collection. The site offers users a 
Privacy Manager tool “which gives you control over what tracking and data collection 
takes place during your visit” (Privacy, healthcare.gov). The policy contains explicit 
instructions on how to use the privacy tool and what the tool does and does not do. It 
warns users that “because the privacy manager creates a cookie in your browser, the opt 
in and opt out choices you make through the privacy manager will only be effective on 
the device and browser you used to make your choices, and your choices will expire 
when the cookie expires.” The policy lets users know exactly how long the cookie lasts (3 
years) and contains a link to a list of all the third party tools that a user would need to set 
preferences for if they decide not to use the provided tool and manage their privacy 
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themselves. It also notes that the site is set up to automatically “observe the ‘Do Not 
Track’ browser setting for digital advertising” (Privacy, healthcare.gov).  
 Overall, the healthcare.gov website represents the best example of the choice as 
defined by the FTC’s Fair Information Practices, and it actually goes a step further than 
the provisions set out in those guidelines. It is the only site that offers an alternative 
method to access services if you do not wish to use the website. The policy provides a 
link to a call center that users can access in order to apply for insurance if they do not feel 
comfortable sharing information online. The policy also contains information explaining 
why a users phone number may be stored and used and how users can opt out of calls 
being placed to their listed number. In this instance, the healthcare.gov policy goes above 
and beyond what is required to give users adequate choice in how their personal 
information is stored and used (Privacy, healthcare.gov).  
 It is evident from these examples that policies vary widely in terms of how much 
choice they make evident to users. The policies also discuss the consequences of these 
choices differently. It is the case that generally, government agency websites do a better 
job in outlining a users options, however there are some good examples of how a private 
enterprise policy can be set and explained to users so that it offers the maximum amount 
of choice. These differences are useful for librarians to point out when helping patrons 
understand options specified in policies. Additionally, advertising is closely tied with 
information collection and is a main reason why organizations want as few users as 
possible to exercise their right to opt out. In the next section, the way that third parties, 
especially advertisers, are addressed is explored. 
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The Rationale Behind Third Party Relationships 
 Most websites are sharing user information with a third party. The shared 
information can be anonymized data or be specific, identifiable user data and it may be 
used for a variety of different reasons, like site performance and improvement, marketing 
purposes, or potentially as another stream of revenue. The way that policies explain the 
reason behind the information sharing and how the information is used once it is shared 
with a third party serves as another important distinction between the governmental and 
private enterprise websites and is a relevant piece of observation when analyzing any 
policy.  
 To illustrate the impact that third party information sharing has on privacy policy, 
it is important to note that both policies that use table of contents links at their beginnings 
(Fidelity Investments and healthcare.gov) contain a section dedicated to the explanation 
of their relationship with third parties. Often, these third party relationships are explained 
in the policy as resources that help the organizations manage their websites with hosting, 
design and site feature operation or as partners in site performance and analytics 
monitoring. The policies also discuss connecting with social media platforms and third 
party advertisers in order to better market their services and connect with users. Although 
there are many similarities in how the policies talk about third parties across the 
government / private enterprise split, there is one main differences that should be 
examined in more detail.  
 Because of additional regulation that governmental websites are subject to, they 
address the ways in which third party partnerships affect user privacy very differently 
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than private enterprise sites. For the most part, the policies all contain a warning similar 
to what can be found in the Blue Cross Blue Shield policy: “We do not control or manage 
the privacy practices of third parties, and you are subject to the privacy practices of those 
third parties when you use their services” (Privacy Policy, Blue Cross Blue Shield). This 
warning makes sense due to the compliance and legal nature that is the motivation behind 
much of what is contained in the policies, but the difference in information about which 
third parties are partnered with and exactly what their functionality is marks the biggest 
gap between the two types of policies.  
 It should be said that the Blue Cross Blue Shield policy does the best job of any of 
the private enterprise policies in outlining third party partnerships. They specifically list 
ShareThis (a widget that aids in social media content sharing) and Google Analytics (a 
visitor data collection and analyzation tool) as third party information collection partners, 
provide direct links to those privacy policies and mention that users are able to opt out of 
their data collection ( Privacy Policy, Blue Cross Blue Shield). This could very likely be 
an impact of HIPPA concerns and questions that healthcare industry companies deal with 
on a daily basis. Fidelity Investments, while not specifying third party partners by name, 
does do an admirable job of outlining why they may share your information with these 
partners, including providing payroll, human resources or benefits services for your place 
of employment, when working with your investment professional, or when working with 
your life insurance provider (Privacy Policy, Fidelity Investments).     
 Facebook does the poorest job of the observed private enterprise policies in 
providing information about third parties. This is notable because Facebook is often 
!43
linked to by other policies (like Blue Cross Blue Shield’s ShareThis tool), which means 
that it is the most likely of any of the policies examined to actually be a third party itself. 
The Facebook policy does mention that the site does not share information that will 
personally identify a user to third parties and that third party advertisers have to meet 
with specified “advertiser guidelines,” but they do not go into many details about what 
partners they are working with. These policy elements show that these organizations are 
aware that users may be concerned about their information being shared with third parties 
and are at least attempting to abide by the notice element of the FTC’s Fair Information 
Practices. However, compared to the information given in the government agency 
policies, they are lacking. 
 Governmental agency privacy policies require additional information to be shared 
about third parties as a result of the E-Government Act of 2000. Among the law’s many 
stipulations is one that agencies conduct a Privacy Impact Assessment on tools or third 
parties that may have access to users information. The Act makes the purpose and 
required content of these Privacy Impact Assessments very clear. The Assessments must 
be conducted any time information that is shared by users may be collected, especially if 
any of that information contains details that could personally identify a user. The 
Assessment is required to address seven elements including why the information is being 
collected, how the agency will use the information, who will see the shared information, 
what sort of notice for agreement or opt out will be shared with users, the security 
elements that will protect the information, and whether a further notice of the system’s 
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use, called System of Records Notices (SORN), has to be created as a provision of the 
Privacy Act of 1974 (107th Congress).  
 As a result of this law, each of the government agency privacy policies contain 
links to the Privacy Impact Assessments that have been performed for the third party 
tools that the given agency works with. This extra layer of investigation into the privacy 
implications of the third party partnerships goes a long way to promote the notice and 
choice options given to users when they share information on these government sites. 
And this transparency is further reflected in the ways the policies address how these third 
party information sharing partnerships work. For example, healthcare.gov goes to great 
lengths to explain the different types of third party technologies it uses. These include 
websites it links to, help services, partner insurance enrollment services, website analytics 
tools, and digital advertising tools (which it further breaks down into click tracking, 
conversion tracking, re-targeting, and targeted advertising) (Privacy, healthcare.gov). 
After a thorough explanation of why the tools are used and the choices users have when 
interacting with them, the policy explains that tools or websites that partner with the 
healthcare.gov website are thoroughly vetted and that users of the site will be notified of 
any changes or additions to the partnerships that are already being used. Healthcare.gov 
has the most descriptive section, but regulations.gov and the Office of Personnel 
Management also make it easy to access this information. For example, the OPM policy 
contains links to eight Privacy Impact Assessments and forty-nine SORNs, which evinces  
how much consideration and detail is put into these policy elements (Privacy Policy, 
OPM.gov).  
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 These differences are notable for users of the websites covered by these policies 
and for librarians that may be assisting or educating users because they provide a contrast 
between the motivations of government agency and private enterprise websites and also 
provide a solid benchmark for what a policy can do to make a user more informed about 
the choices they are making when they interact with these sites. When choosing to share, 
especially sensitive information like political beliefs, financial, and health data, the 
impact of third parties access to information is extremely important to consider. If the 
data is shared incorrectly or is accessed by unreliable third parties, the effects on a user 
could be huge. A librarian can instruct users to look at the sections of the policies that 
deal directly with these relationships to make these implications and their ambiguities 
more evident. An additional layer of concern is added on to these relationships in the 
cases where the information collection happens involuntarily. The difference between 
user-initiated and automatic information sharing will be discussed in the next section.  
Is My Information Being Voluntarily or Involuntarily Shared? 
 The collection of information on a website typically happens in one of two ways. 
It is either voluntary, in that the user inputs his or her own information details, or 
involuntary, which happens automatically as a function of coded tools embedded on the 
site.  Voluntary information collection, as defined by the content analysis frame used in 
this paper, may include inputting personal details like name, contact information, user 
demographics, financial and legal information, and other personal details like interests or 
hobbies (Rains, 2009). This information sharing can occur during actions like filling out a 
!46
form, answering a survey, or posting a comment on a site or app. Involuntary or 
automatic information sharing includes user behavior on the site, the user’s IP address, 
details about the device that is accessing the site, or other websites that the user has 
accessed on their path to the site (Rains, 2009). This information is typically collected 
using cookies, discussed in detail above, or other web tracking tools. 
 The way that a user’s information is collected should be clearly stated per the 
FTC’s Fair Information Practices guidelines. This falls under the notice clause of the 
recommended practices in which the FTC states that “web sites would be required to 
provide consumers clear and conspicuous notice of their information practices” (Federal 
Trade Commission, 2000). In most cases, the policies that were observed in this paper 
clearly delineate what information is being collected involuntarily, although they often 
frame it as “information collected and stored automatically” (Privacy Policy, OPM.gov). 
Given the discussion about cookies and relationships with third party analytics services it 
makes sense that some types of information are collected about users in a more behind 
the scenes manner. If users have chosen not to opt out of these information gathering 
practices, these sections of the policy that explain exactly what is being monitored and 
why will help them to more fully understand the information they are giving up in 
exchange for using the website.  
 In most cases, the policies suggest that information is collected and aggregated so 
that “we can learn how visitors interact with the site so we can work to enhance system 
features” and “to create summary statistics, which are then used to assess what 
information is of least interest, determin[e] technical design specifications, and identif[y] 
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system performance or problem areas” (Privacy and Security Notice, regulations.gov). 
The healthcare.gov policy gives the most descriptive list of the types of information being 
collected during these processes and in general, the governmental policies are typically 
much more descriptive in outlining how the information collection is taking place. The 
list of fourteen data collection points in the healthcare.gov policy includes items such as 
date and time of visit, time spent on each page, device type, etc. (Privacy, 
healthcare.gov). This list can be used to get a better idea of what is collected by any site, 
and can be considered when reading other policies, especially in cases where, like in the 
Blue Cross Blue Shield policy, the list of collected data points ends with “other relevant 
information about your visit” (Privacy Policy, Blue Cross Blue Shield). 
 A similar trend is also present in most of the policies when it comes to voluntary 
information collection. Nearly every policy observed lets the user know that the only time 
the organization collects personally identifiable information is when the user inputs this 
information him or herself. An example of this type of explanation is found in the Office 
of Personnel Management’s policy when it asserts “we will collect no personal 
information about you when you visit our website unless you choose to provide the 
information to us” (Privacy Policy, OPM.gov). Each of the other governmental policies 
contains similar language, as do Blue Cross Blue Shield and Fidelity’s policies. However, 
the Facebook policy has a slightly different approach to addressing information sharing, 
which should not be overlooked. The Facebook business model is built on users sharing 
personal details about their lives and daily activities, including their political beliefs and 
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other potentially sensitive information. As such, the Facebook policy blurs the lines 
between voluntary and automatic information collection. 
 Because Facebook is connected to such a vast number of sites through widgets 
like ShareThis, it is able to collect a huge amount of information about its users. It is also 
able to leverage the network effect of its billions of users in order to mine even more 
information based on users connections, interests and site actions. Therefore, the line 
between information that the user elects to post on the site and information that Facebook 
is able to infer automatically is much blurrier than any of the other policies examined. 
The Facebook policy does discuss automatic information collection data points like 
device type, operating system used and device location based on user IP address, but the 
collection of user activity based on external sites connections with Facebook and 
information about users provided by others are the main areas where this blurred 
distinction occurs.  
 In several areas of the privacy policy, Facebook discusses the information that 
others provide that may affect a user. For example, “we also collect content and 
information that other people provide when they use our Services, including information 
about you, such as when they share a photo of you, send a message to your, or upload, 
sync or import your contact information” (Data Policy, Facebook). This last element is 
perhaps the most troubling. If a person who has your contact information on their device 
chooses to sync that information with Facebook, your personal information will be 
retained by the organization even if you remove your profile. Of any of the policies 
examined, this is the only case where personal information about a user can be collected 
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involuntarily from that user’s perspective. This presents a much greater challenge for 
users who are trying to prevent their personal information from being shared online.  
 This type of potentially invasive information synthesis is also mentioned in the 
section of Facebook’s policy that covers how information is shared on the site. Although 
Facebook’s privacy and security options allow a user to choose the audience that sees the 
content posted by that user, the policy warns that “other people may use our Services to 
share content about you with the audience they choose.” This could include a photo, a 
location tag, or information about you. There is a way to share with Facebook that you 
are concerned about information that someone else has posted, but after offering this 
option, the policy does not go into detail about what steps will be taken to address or 
ameliorate a user’s concerns (Data Policy, Facebook). 
 The other situation in which voluntary and involuntary information is blurred by 
the Facebook policy is the way in which the organization mines and shares information 
about the activities of its users on third party sites. Facebook offers integrated log-ins 
with many sites and users can directly “like” content on other sites with the Like button 
widget that is integrated into those third party websites (Data Policy, Facebook). These 
features are presented as convenient time savers, but they do open users up to more 
invasive involuntary information sharing. For example, when a user visits a website or 
app that use Facebook’s integrated tools, Facebook may track information such as “the 
websites and apps you visit, your use of [Facebook’s] Services on those websites and 
apps, as well as information the developer or publisher of the app or website provides to 
you or us” (Data Policy, Facebook). A user may not realize that because Facebook’s tools 
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are present on the site, they are sharing their information with more than just the site that 
they are currently visiting, they are instead also sharing it with Facebook. And because 
they have used the Like button or the the Facebook Log In tool, they are “voluntarily” 
sharing this information and it can be connected back to their user profile and contribute 
to the ads and content that Facebook shows them. Therefore, passive activities like 
browsing, which are typically observed as an aggregated data point regarding site 
performance, begin to be connected to an identifiable user. 
 This point is especially important for librarians and users alike to understand 
because it represents a different interpretation of data collection from the other policies 
that were observed in this paper. The Facebook policy can serve as an example of the 
different shades of information sharing that occur online and illustrate to users how 
careful they should be on each site that they visit. The impact of their online presence and 
the actions that they take online can be far reaching and understanding the implications 
and limitations of privacy policies are extremely important. As Facebook becomes more 
and more ubiquitous and begins to touch more sensitive information areas beyond 
political beliefs, like financial information used for payments made through the social 
media service, this blurring can be even more important to understand. 
Limitations, Future Research Potential, and Conclusions 
 This discussion of policy represents a moment in time in the ever-changing world 
of individual online privacy. As mentioned in the literature review, changes in the public 
perception of privacy and privacy regulation typically follow privacy related events. It 
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stands to reason that recent events, especially as they relate to privacy and politics, may 
result in new regulations that change how privacy policies are written. Although this 
paper is specific to a certain point in time, which is a significant limitation, it can be used 
as a tool for determining what is important to look for in other policies and as a baseline 
from which to judge policies as they are updated and changed.  
 Some other limitations of this paper include the small sample size and the lack of 
serious statistical analysis of the text. Due to the short time frame required for the 
presentation of this analysis, the goal was to tease out significant policy elements so that 
the ideas presented could be transferable to other policies rather than being generalizable. 
Future research that examines policies and compares them from a more data focused 
standpoint, i.e. readability score or other quantifiable measurements, would be useful. It 
is recommended that a larger sample set of policies is used in the case of that type of 
research so that statistical checks can be applied to the findings. 
 An additional, and unexpected, limitation to this paper occurred in the cases 
where governmental policies make reference to memorandums or laws, and these 
references are hyperlinked in the policy. On occasion, when the links were followed, they 
led to 404 errors. It would seem that the policies were based on memoranda from the 
Obama administration and these sources have been moved with the onset of the Trump 
administration. Although it was possible to locate the references in online government 
archives, it does present another element that makes policies difficult to interpret. This 
should be taken into account in future studies that look at governmental privacy policy, as 
linked references are likely to change and move as administrations change.  
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 This issue speaks to the fact that privacy regulation and policy is constantly 
changing and this mercurial nature is another factor that can make the interpretation and 
application of policy difficult. Users and librarians should be aware of these changes and 
take them into consideration. It is the case that government sites are more likely to 
announce to the public when policy changes or additional third party agreements are 
made, but users should be aware that it may be necessary to check privacy policies of any 
websites they use from time to time in order to note policy changes. The policies in this 
paper were all accessed on the same day (1/1/18) and in the course of the analysis 
writing, at least one of the policies was edited, which shows that these edits can happen 
frequently. 
 Overall, this paper found that in general government agency websites provide 
much a more comprehensive and detailed privacy policies for users. Across all three of 
the industries reviewed, the government organizations more closely followed the Federal 
Trade Commission’s Fair Information Practice Principles, which give users more choice, 
notice, and security when sharing information online. This point is salient for librarians 
when they are educating users on privacy policy. Not only can they use these government 
sites to highlight policy that provides good coverage for users who may choose to share 
their personal information, but they can also suggest that when possible it is a better 
decision for users to choose to share their information with governmental sites. For 
example, rather than posting politically sensitive information on a Facebook profile a 
user could instead comment on regulations.gov. Not only would their sensitive 
information be more protected, but they could also interact directly with the agencies that 
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are passing the regulations that they are concerned with. This information is one more 
tool that can be used by librarians and their patrons alike when working to achieve a more 
responsible management of personally identifiable information online.  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