The explicit polarization (X-Pol) potential is an electronic-structure-based polarization force field, designed for molecular dynamics simulations and modeling of biopolymers. In this approach, molecular polarization and charge transfer effects are explicitly treated by a combined quantum mechanical and molecular mechanical (QM/MM) scheme, and the wave function of the entire system is variationally optimized by a double selfconsistent field (DSCF) method. In the present article, we introduce a QM buffer zone for a smooth transition from a QM region to an MM region. Instead of using the Mulliken charge approximation for all QM/MM interactions, the Coulombic interactions between the adjacent fragments are determined directly by electronic structure theory. The present method is designed to accelerate the speed of convergence of the total energy and charge density of the system.
Introduction
The inclusion of many-body polarization and charge delocalization effects in molecular dynamics 1 simulations has received considerable attention in the last two decades. Polarization effects result from the redistribution of electron density within a molecule, and this is best modeled by quantummechanical (QM) electronic structure theory. However, it is still expensive to use explicit QM methods for the entire system in molecular dynamics simulations of large systems such as a solvated protein. Consequently, approximations, often severe ones, are usually introduced, such as using molecular mechanics or analytic force fields to describe large parts of the system rather than performing explicit quantum mechanical electronic structure calculations for the entire system. Recently we proposed an electronic-structure-based polarizable potential, called the explicit polarization (X-Pol) method, to be used as a quantum mechanical force field for large molecules or condensed-phase molecular systems. [2] [3] [4] [5] [6] The X-Pol potential is generated by a double self-consistent field (DSCF) method in which a system is divided into QM fragments whose intrafragment interactions are treated using electronic structure theory, [2] [3] [4] [5] [6] while interactions between fragments are treated using the same terms as in a combined quantum mechanical and molecular mechanical (QM/MM) approach. [7] [8] [9] [10] Polarization effects are naturally included in the X-Pol potential by optimizing the wave function of each fragment in the presence of the instantaneous electric field from the rest of the system. The external field can be conveniently represented by partial atomic charges located on the nuclear sites, [2] [3] [4] [5] [6] which are calculated by Mulliken population analysis 11 of the wave functions of all the other fragments. Due to the mutual dependence of the fragment wave functions, the wave function of the entire system is optimized self-consistently. The DSCF is accomplished by successively performing QM/MM calculations to achieve self-consistency in the wave function for each fragment in the presence of the electric field of the other fragments, and the process is iterated for the entire system until the total electronic energy or electron density converges to a given tolerance. [2] [3] [4] [5] [6] The first version of the X-Pol potential, which was designed for use in Monte Carlo simulations, adopted this method and yielded Mulliken charges that agreed within 0.02 au with those obtained by performing full QM calculations. [2] [3] [4] [5] A similar calculation following this procedure was reported for the calculation of liquid water, 12 and an iterative optimization of a substrate-protein complex has recently appeared. 13 In another subsequent calculation called fragment molecular orbital (FMO), 14, 15 a similar approach was adopted by iteratively optimizing the individual inner fragmental wave functions.
In the first version of the X-Pol potential, in which the "inner" SCF for each fragment and the "outer" SCF for the entire system are converged sequentially, the total electronic energy is not variational. The energy deviation from the variationally minimized energy is very small, and it has a negligible effect on geometry optimization 2 and Monte Carlo sampling, 3, 4 but the lack of variational character means that analytical gradients would have to be computed by solving the coupled-perturbed Hartree-Fock equations, and that is too time-consuming for efficient molecular dynamics simulations. Recently, we developed a method for variational optimization of the total molecular wave function by including additional terms in the Fock matrix; 6 this yields efficient and stable analytical gradients. The present and future work on the X-Pol potential is based on the variational DSCF algorithm. 6 For a molecular system without covalent bonds between the fragments, a QM fragment can be defined as the combination of one or more molecules, e.g., a QM fragment can be defined as one or more water molecules in a system of liquid water. 2, 3, 12 In contrast, the partition of a protein or other polymer into fragments must include a protocol for treating boundary atoms connecting adjacent QM fragments. [16] [17] [18] [19] [20] [21] In the X-Pol potential, a protein is divided into peptide units at each C R carbon. 5 (Of course, one can use larger fragments in which a certain number of adjacent peptide units are combined to form a QM fragment.) The connection between neighboring fragments is treated by using the generalized hybrid orbital (GHO) 16 method, extended to treating two active orbitals and two auxiliary orbitals on each boundary atom. 5 The effective potential due to auxiliary orbitals is described by using a 2 × 2 density matrix which is derived directly from the optimized density matrix corresponding to the auxiliary orbitals that are treated as active ones in the adjacent fragment. 5, 6 Consequently, the GHO atom provides a smooth transition at the QM/MM boundary. Nevertheless, QM/MM interactions from "MM atoms" that are directly bonded to the "QM fragment" are still present, particularly between the active orbitals and auxiliary orbitals on the same boundary atom and the MM atoms bonded to it. Although the SCF calculation converges rapidly in traditional QM/MM calculations where there is only one QM fragment in the entire system, there is an increased cost in achieving the overall DSCF convergence in the X-Pol potential where all residues are treated quantum mechanically and are connected by the GHO boundary atoms. In this paper, we present a way to improve the QM/MM convergence by introducing a buffer zone such that the interactions between bonded QM fragments are calculated using Coulomb repulsion integrals instead of Mulliken charges.
The approach of adding a buffer zone is a special case of multilayer or multiscale modeling, 22, 23 and similar approaches have been described in other applications and different contexts. [24] [25] [26] [27] [28] [29] The present method is an example of this strategy, with the added refinement that active and buffer regions are rotated throughout the system until full self-consistency is obtained. As one strives for treating the active site of an enzyme with greater accuracy, there is potential interest in treating the active site by a high-level quantum mechanical model, buffered by a less expensive QM theory before a transition into a pure MM representation.
In section 2, we review the theoretical background. In section 3, we present the analytical gradient equation for the case where a buffer region is present. In section 4, we examine the validity and effectiveness of including an intermediate layer in the X-Pol potential and we test this approach for small model compounds and a polypeptide. Section 5 contains concluding remarks.
Theoretical Background
We highlight the key principles of the X-Pol potential; refs 2-6 contain additional theoretical details. In X-Pol potential, a protein is partitioned into N fragments; 5 for convenience of discussion, let N be the number of residues of the protein. Each residue is treated quantum mechanically, whereas it interacts with all other residues through the same kind of interaction terms as in a QM/MM treatment, where the other residues are treated analogously to "MM" fragments. Thus, each residue is treated both as a QM fragment and as an MM fragment. The interaction of QM fragment m and MM fragment n is
where µ and ν are atomic basis functions on fragment m, P µν is the total density matrix element, and I µν is the element in the QM/MM one-electron matrix I for interaction with the Mulliken charges of fragment n. 5 The last term L B represents the interaction between the nuclear charge of atom B in fragment m and Mulliken charges of all atoms in fragment n. Similarly, if fragment n is taken as the QM fragment and fragment m is taken as the MM fragment, the interaction energy between the fragments becomes
where λ and σ are basis functions on fragment n, and A is an atom in fragment n.
In the X-Pol potential, the interaction energy between two fragments is defined as 2,3,5
In the variational derivation 6 of the DSCF method it was shown that the contribution of an MM fragment n to the Fock matrix of QM fragment m using the Mulliken charge approximation for fragment n is
where the superscript 0 indicates that the matrix element is calculated by setting the MM charges on atom A to +e, and where µ ∈m(B) means that µ is in the same molecule m as atom B, S µν is an element of the overlap matrix, and the matrix
with the definition of the latter quantities by
where δ pq and δ pµ are Kronecker deltas. The original DSCF method in the X-Pol potential enables the overall charge density and total energy to converge reasonably fast, [2] [3] [4] [5] [6] typically requiring about 20 outer SCF iterations for a protein; however, the number of iterations can be further reduced by introducing a secondary buffer zone for each fragment. For example, in the protein case, in addition to the "central" fragment (peptide unit-see below) m, we also include the peptide units prior to and after fragment m in each explicit QM treatment. In turn, fragment m becomes a buffer fragment for residues m -1 and m + 1, respectively. This, of course, increases the number of QM integral evaluations for each residue, but the computational cost is reduced by decreasing the number of overall SCF steps to about 10. Note that in the QM SCF optimization of the wave function for fragment m, the electron densities of the buffer residues are kept frozen. When the DSCF process has converged, the chemical potentials of all fragments are equalized.
In general, the interaction between two QM fragments m and n b , where n b is a buffer fragment, is calculated using electronic structure theory with the approximation of "neglect of difragment differential overlap" (NDFDO), 28 that is, the differential overlap between orbitals belonging to different fragments is neglected. The interaction energy is given by
where H µν n b is a matrix element of the one-electron nuclearattraction matrix H n b that includes attraction between the charge 
The last term in eq 6, E nucl n b , is the interaction energy between nuclei in fragment m and nuclei in fragment n b (E nucl n b also includes interactions of core electrons in valence-only treatments like AM1). In short, the contribution of fragment n b to the Fock matrix of fragment m is given by
Equation 8 is the same as the Fock matrix in Hartree-Fock theory except that the contribution from electron exchange is neglected due to the NDFDO approximation. This corresponds to approximating the system wave function as the Hartree product of wave functions of individual fragments. [2] [3] [4] [5] [6] By adding the contributions from interactions with the QM buffer zone and the MM environment, the Fock matrix of fragment m can be written as 5, 6 F ) H + ( J -
S µν D (µν) (9) where n denotes the set of fragments whose interaction with fragment m is calculated by using the QM/MM method with the Mulliken charge approximation for MM atoms (eq 4), and n b denotes the set of neighbor fragments whose interaction with fragment m is calculated by the QM/QM buffer zone treatment (eq 8). The prime over the first summation in eq 9 indicates that the number of buffer fragment is different in various situations: 0 in case where the fragment m has no covalent connection to other fragments (e.g., a solvent molecule), 1 for a terminal residue in a polypeptide chain, and 2 for all internal residues. Note that the one-electron matrix H without a superscript includes the kinetic energy of electrons in fragment m and the attraction from the nuclei in fragment m. J without a superscript includes the Coulomb repulsion of electrons on fragments m and is defined as
while K includes the exchange of electrons within fragment m
For a protein, the system is divided into peptide units (fragments) at the C R carbon atoms such that each fragment has two boundary atoms except the C-and N-termini which have only one boundary atom. Let N B be the total number of valence atomic basis functions of the boundary atom, which is 4 for a carbon atom in a minimal basis representation. In the GHO treatment of fragment m, 5 each boundary atom is represented by N B /2 hybrid orbitals, derived from a linear combination of the original atomic orbital basis functions, 16, 17 and its nuclear charge (core charge) is assigned to be +2 au. The remaining half of the boundary atom, which belongs to a buffer zone fragment, is represented in exactly the same way, but the orbitals are not optimized in the SCF optimization of the wave function of fragment m. Therefore, each boundary atom is partitioned into two pseudo atoms, half of which are included in the explicit QM SCF optimization of fragment m and the other half of which remain in the buffer or the MM region. 5 With this definition of the QM fragments, the discussion of a protein system is simplified to that of a molecular system containing pseudo atoms. Since the fragment division is at the boundary atom, there are no covalent bonds between fragments, thereby the system can be treated as a collection of separate fragments with the exception that nuclear charges of two pseudoatoms belonging to the same boundary atom do not interact since they have identical coordinates. This is an important feature of the GHO boundary in the X-Pol potential. 5 For convenience of discussion, we rewrite the Fock matrix in eq 9 as follows
where
Starting from an initial guess for the electron density and charges on the buffer and MM atoms (for some choices of the first QM fragment), we present an algorithm to variationally optimize molecular orbitals for each QM fragment by the double SCF method (the "double" refers to the fact that the final orbitals are self-consistent not just within each fragment but among fragments) with fragment/buffer interactions treated by the NDFDO approximation. A pseudocode is shown in Scheme 3 to illustrate the algorithm described below.
(a) For a given QM fragment, m, along with fragments directly bonded to it treated as buffer, we first construct F 1 in the fragment's AO basis including all atomic basis functions on the two boundary atoms (each of which has +2 nuclear charge and two electrons for a carbon atom). F 2 is then constructed in this atomic basis by calculating the nuclear attractions and Coulomb repulsions (eq 7). I 0 is calculated together with the QM/MM attraction matrix I. This is followed by computing F 3 by adding the QM core-unit charge interaction to L 0 and by putting the elements in the appropriate positions in the matrix. The Fock matrix F for fragment m is assembled according to eq 12. Finally, the Fock matrix in the hybrid basis is obtained by transforming F into the hybrid basis representation.
(b) We diagonalize the Fock matrix F and calculate the electron density matrix. Then, the density matrix is transformed into the atomic basis and the Mulliken charges are updated using the density matrix in the AO basis for use in QM calculations of other fragments.
(c) Next, we move to the next fragment, m + 1, and repeat steps (a) and (b).
(d) After looping over all fragments, we calculate the total electronic energy associated with each fragment and check for convergence using the total energy or electron density.
(e) If the energy and electron density are not yet converged, we repeat above steps.
In deciding whether SCF convergence has been attained, we utilized the criterion that the change in the largest electron density matrix element is less than 10 -10 au. With this density convergence, the energy change is found to be less than 10 -7 kcal/mol. Note that the present convergence criterion converges the energy to a very tight level to ensure conservation of energy during MD simulations. If one is only interested in energy minimization, it is not necessary to use such a tight convergence criterion.
In the present implementation of the X-POL potential, we also make use of the NDDO approximation 30 for the QM method so that no basis set orthogonalization is needed. 31, 32 Furthermore, instead of moving to the next fragment after each diagonalization of the Fock matrix as outlined above, we can fully converge the wave function of an individual fragment by SCF optimization before we move to next fragment and fully optimize its wave function. [3] [4] [5] Both algorithms give the same result at convergence.
Analytical First Derivative of Energy
The total electronic energy of the system is given in the AO basis by the following equation (14) with
The summation indices in eqs 15-17 have been defined in conjunction with eq 9. Consequently,
where X A is a Cartesian coordinate of atom A. The derivative of E QM can be explicitly written as follows
where the superscript AO denotes AO basis. The first term, which is the Hartree-Fock contribution, is calculated in the usual fashion in the AO basis. The second term, which comes from the derivative of the density matrix due to basis transformation, 17 can be expressed as
where the superscript H denotes the density matrix in hybrid basis set, and where † denotes a transpose. The matrix T transforms the AO basis into a hybrid basis set. The derivative of E QM/QM is similarly calculated except that the exchange term is absent due to the NDFDO approximation. Similarly, the gradient of the last energy component E QM/MM is composed of the Hartree-Fock contribution and a correction term due to the derivative of density matrix as in eq 20.
Results and Discussion
We have implemented the variational X-Pol potential with a buffer zone around each QM fragment into the CHARMM 33 package, replacing the previous iterative DSCF approach. 5 Austin Model 1 (AM1) 34 is chosen as the QM method in the present work, and charges obtained by Mulliken population analysis are used to approximate the electrostatic potential for QM/MM interactions. The validity and implementation of the variational X-Pol potential are tested for a water dimer, for the propane, 2-methylpropane, 2,2-dimethylpropane, and 1,3,5-trifluorohexane molecules, and for a pentapeptide. Table 1 lists the Mulliken population charges for a water dimer calculated by AM1, by the X-Pol potential without a SCHEME 2: Atom Numbering of the Three Alkanes and 1,3,5-Trifluorohexane, Each of Which Is Separated into Two Quantum Mechanical Fragments Across a Boundary Atom C B SCHEME 3: An Illustrative Pseudo-Code for the Double Self-Consistent-Field Method Used in the X-Pol Potential secondary QM buffer zone, and by the X-Pol potential with a QM buffer zone. The same molecular geometry optimized at the AM1 level was used in all three calculations. In addition, we have fully optimized the water dimer geometry using the X-Pol potential. In X-Pol calculations, each water molecule is defined as a QM fragment. All four calculations give similar Mulliken charges with the largest absolute deviation from full AM1 calculations being about 0.01 au We conclude that both approximations are reasonable for fragments between which there is no covalent bond.
One goal is to use the X-Pol potential to carry out molecular dynamics simulations of solvated proteins in which amino acid residues are covalently bonded. Therefore, the next test is to examine the charge polarization between fragments that are covalently connected. In particular, we consider four model compounds, namely propane, 2-methylpropane (isobutane), 2,2-dimethylpropane (neopentane), and 1,3,5-trifluorohexane. We note that in a first glance it may seem to be irrelevant to use hydrocarbons as model compounds to test the X-Pol model for study of proteins. In fact, the key issue in charge polarization between fragments is the balance of electronegativity of the boundary pseudoatoms 16 and hydrocarbon compounds provide ideal models for this purpose because for symmetric compounds there is zero charge transfer. Thus, if the X-Pol model is demonstrated to maintain charge balance in hydrocarbons, the treatment of the boundary carbon atoms is balanced with the original AM1 model in electronegativity, and in principle, the boundary method is transferable just as in standard semiempirical theory. This has been the principle adopted in the development of the original generalized hybrid orbital method. 16, 17 a AM1 denotes the full AM1 calculation for water dimer; Mulliken denotes the result obtained using the Mulliken charge approximation for the MM fragment; NDFDO denotes the result obtained by the buffer zone method of the present article; //AM1 means at the AM1 geometry and //X-Pol means at the X-Pol geometry. In each case, we partition the molecule into two fragments that are connected through a boundary atom. The definitions of the QM fragments are shown in Scheme 2; the boundary atoms C B between the fragments are treated as two pseudo atoms in the X-Pol method. The electronic interactions between two fragments are determined by making use of the NDFDO approximation. Since the Fock matrix in the varational X-Pol potential with a QM buffer zone is different from that in the treatment without a QM buffer zone, it is possible that the parameters for the GHO atom need to be reoptimized. We found that all GHO parameters for the carbon boundary atom can be taken to be the same as those of the original AM1 set except the U ss and U pp , which are scaled by a factor of 0.99, just as in the X-Pol potential without a QM buffer zone; see Table 2 .
The geometry of each model compound is optimized using the adopted basis Newton-Raphson (ABNR) optimizer in CHARMM. 33 Listed in Table 3 are optimized bond lengths and bond angles for the three alkanes. Overall, the X-Pol potential produces both bond lengths and bond angles that are in good agreement with full AM1 calculations. The absolute errors in bond lengths not involving a boundary atom are in the range of 0.001 to 0.003 Å. The largest error, 0.008 Å, comes from a bond distance involving a boundary atom. Interestingly, as the size of the alkane increases, the errors in optimized bond lengths become smaller, as shown in isobutane and neopentane (Table  3) . Only bond angles involving heavy atoms are listed in Table   3 . The largest error in such a bond angle, 1.3 degree, occurs in propane; the errors for isobutane and neopentane are smaller than 1 degree.
The Mulliken population charges for optimized geometries of the three alkanes are listed in Table 4 . The charges from variational X-Pol calculations with the NDFDO approximation are in reasonable agreement with full AM1 calculations, although the parameters for GHO atoms are not optimized. 5, 16 If the GHO parameters were optimized to reproduce properties dependent on electronegativity, the agreement could be further improved.
The total charges on the methyl groups are listed in parentheses in Table 4 . As we observed in calculations with the previous iterative X-Pol potential, 5 charge transfer between neighboring fragments can take place at the GHO boundary atom. The X-Pol potential yields 0.002 and 0.004 au of net charge for the two methyl groups in propane, in good agreement with a net charge of 0.004 au from full AM1 calculations. (Note: 1 atomic unit (au) of charge, sometimes denoted e, is the charge on a proton.) The slight imbalance of the charges on the two methyl groups results from the definition of hybrid orbitals in GHO method. Charge transfer in isobutane is also well reproduced with the largest deviation being 0.004 e. For neopentane, the four methyl groups are identical, and the deviation in the amount of charge transfer from a full AM1 calculation is only 0.005 e.
Next, the X-Pol potential is tested for 1,3,5-trifluorohexane, which serves as a model compound with strongly electronegative substituents. Optimized bond lengths and bond angles are listed in Table 5 , along with the results from full AM1 calculations. The optimized structures from the X-Pol potential and from AM1 calculations are superimposed in Figure 1 to illustrate the similarity. Both bond lengths and bond angles are in good accord with full AM1 calculations. The largest unsigned error for bond length is 0.01 Å, and the largest error for bond angles is about 1 degree. Mulliken population charges for each atom and each group of atoms are listed in Table 6 and compared with full AM1 calculations. In particular, the Mulliken charge for the boundary atom is in reasonable agreement with the AM1 result, differing by only 0.008 au The largest absolute error is 0.018 au, which occurs on a hydrogen atom bonded to the C 3 carbon. The absolute largest error for any of the net group charges is about 0.01 au Interestingly, the total charge of the CH 2 group at the boundary is 0 as compared to -0.003 au predicted by AM1. Thus, the electronegativity of the boundary atom is well balanced, even for a molecule with highly polar groups.
Finally, the validity of the X-Pol potential is tested for two conformations of a pentapeptide with the amino acid sequence Ala-Gly-Leu-Phe-Ser, in which the terminal carboxyl group has been capped by -NHCH 3 and the terminal amino group is capped by -C(O)CH 3 ; this results in a total of 6 peptide bonds in the system. The present X-Pol model incorporating buffer residues reduces the total SCF cycles to about 10 iterations, starting with converged densities obtained in the previous minimization step or molecular dynamics step in simulations. Without the buffer zone, the outer DSCF iteration typically requires about 20 steps, sometimes 30. The total number of iterations in the buffered X-Pol method does not seem to increase as the size of the system increases, e.g., during molecular dynamics simulations of a fully solvated protein consisting nearly 15 000 atoms. For a pentapeptide calculation, 500 steps of minimization were performed using the ABNR method 33 both with full AM1 and with the X-Pol potential. A calculation using full AM1 takes 40.9 min of CPU time on an IBM Power4 (1.3 GHz) processor, whereas the time for the same 500 minimization steps employing the present X-Pol potential is only 3.8 min.
The optimized structures for an extended (linear) conformation and a -turn configuration using the full AM1 and the X-Pol potential are superimposed and displayed in Figure 2 . Overall, the optimized structures from these two methods agree well with small deviations in the side chain positions. The -turn configuration is -75.6 kcal/mol more stable than the linear conformation from full AM1 optimizations, which is in essentially exact agreement with the relative energies computed by the X-Pol potential (the difference in relative energy between AM1 and X-Pol is less than 0.01 kcal/mol). Thus, the X-Pol potential can provide an adequate description of the electronic structure and energy in comparison with the full quantum model for this test case. It would be interesting to apply the X-Pol potential to a solvated protein system to examine the capability of the method for full protein dynamics.
Concluding Remarks
The variational X-Pol potential is improved by introducing a buffer zone at the QM/MM interface such that the interactions between MM fragments in the buffer zone with QM fragments are treated using explicit two-electron Coulomb integrals while electron exchange between fragments is neglected because of neglect of difragment differential overlap (NDFDO). The QM/ MM buffer zone provides a smooth transition from the fully quantum mechanical treatment of intrafragment interactions to the QM/MM treatment of interfragment interactions. The explicit calculation of the two-electron integrals for interactions of bonded fragments reduces one the main sources of error in the DSCF method and makes the parametrization of the X-Pol potential more transferable.
Mulliken charges calculated for a water dimer show that the NDFDO approximation is a reasonable approximation. Even when the buffer zone is present, the wave function of the system is variationally optimized so that the gradient of the electronic ohio2/yjp-yjp/yjp-yjp/yjp99907/yjp5958d07z xppws 23:ver.3 9/23/08 3:10 Msc: jp-2008-04512f TEID: kbg00 BATID: jp10c111 energy is obtained analytically; this significantly reduces the computational costs based on coupled-perturbed Hartree-Fock method in the force evaluation needed for molecular dynamics simulations. Although the introduction of the buffer zone means that there are more two-electron integrals to be evaluated, the computational algorithm with buffer zones is actually simpler than the previous 2-5 DSCF methods, resulting in less computational effort in matrix transformation. This is because the present DSCF method with buffer zones does not require special treatment of the boundary atoms 5 in the QM subsystem except the use of a hybrid basis set representation. Furthermore, the boundary atom is effectively split into two pseudoatoms, which are treated identically as different atoms without nucleus-nucleus repulsion.
The DSCF method with QM/MM buffer zones is tested for small model compounds, namely propane, 2-methylpropane, 2,2-dimethylpropane, and 1,3,5-trifluorohexane. With the current parameters for GHO atoms, the largest error for the bond lengths connecting to the boundary atom and for bond angles involving only heavy atoms are about 0.01 Å and 1.3 degrees, respectively. Mulliken charges obtained from the DSCF method with buffer zones are in excellent agreement with full AM1 calculations. Furthermore, the method captures the charge transfer effects for the model compounds with the largest deviation in partial atomic charge (excluding boundary atoms) being 0.005 au for alkanes (2,2-dimethylpropane) and 0.01 au for 1,3,5-trifluorohexane. Minimization test for a pentapeptide shows that the X-Pol potential is much faster than full AM1 calculations while the resulting geometries are very similar in both methods. The computed relative energies between an extended linear conformation and a -turn structure are in exact agreement for this test case. These results are very encouraging for the prospects of using the DSCF method with buffer zones to create a transferable X-Pol force field that includes polarization effects in a natural way.
