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Abstract
We consider the problem of determining if two finite groups are isomorphic. The groups are assumed to be represented by their
multiplication tables. We present an O(n) algorithm that determines if two Abelian groups with n elements each are isomorphic.
This improves upon the previous upper bound of O(n logn) [Narayan Vikas, An O(n) algorithm for Abelian p-group isomorphism
and an O(n logn) algorithm for Abelian group isomorphism, J. Comput. System Sci. 53 (1996) 1–9] known for this problem. We
solve a more general problem of computing the orders of all the elements of any group (not necessarily Abelian) of size n in
O(n) time. Our algorithm for isomorphism testing of Abelian groups follows from this result. We use the property that our order
finding algorithm works for any group to design a simple O(n) algorithm for testing whether a group of size n, described by its
multiplication table, is nilpotent. We also give an O(n) algorithm for determining if a group of size n, described by its multiplication
table, is Abelian.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Two groups G and H are said to be isomorphic, written as G ≈ H , if there is a function f :G → H which is one-
to-one and onto such that for all a, b ∈ G, f (ab) = f (a)f (b). Two isomorphic groups are essentially the same, with
elements renamed. In this paper, we consider the problem of determining if two finite Abelian groups are isomorphic.
We assume that the groups are represented by their multiplication tables. We also consider the problems of testing
nilpotence and of testing commutativity of a group, given as a multiplication table.
The group isomorphism problem is one of the fundamental problems in groups and computation [6,13,16]. In
contrast to graph isomorphism, very little is known about the complexity of group isomorphism testing. The group
isomorphism problem can be reduced to that of directed graph isomorphism [17], so determining group isomorphism
✩ An earlier version of this paper which gave an O(n log logn) algorithm for Abelian group isomorphism appeared in the Proceedings of FSTTCS
2003 [T. Kavitha, Efficient algorithms for Abelian group isomorphism and related problems, in: Proceedings of 23rd FSTTCS, in: Lecture Notes
in Comput. Sci., vol. 2914, 2003, pp. 277–288. [10]].
* Fax: +91 80 23602911.
E-mail address: kavitha@csa.iisc.ernet.in.
1 This work was done while the author was at Max-Planck-Institut für Informatik, Saarbrücken, Germany.0022-0000/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jcss.2007.03.013
T. Kavitha / Journal of Computer and System Sciences 73 (2007) 986–996 987is not harder than graph isomorphism. Hence, it is not likely to be NP-hard [12]. Miller [16] showed that this prob-
lem can be solved in time O(nlogn+O(1)) for groups of size n. Lipton, Snyder and Zalcstein [13], independently of
Miller, showed a stronger result that group isomorphism can be solved in space O(log2 n). They also proved that the
isomorphism of two finite Abelian groups can be tested in polynomial time. Garzon and Zalcstein [6] showed that the
isomorphism problem for a special class of nilpotent groups containing the class of finite Abelian groups is in P. But
the running times of these algorithms are not explicitly given. Savage [22] gave an algorithm for showing that if the
groups are Abelian, isomorphism can be determined in time O(n2). Vikas [23] improved this bound and gave an O(n)
algorithm for Abelian p-group isomorphism and an O(n logn) algorithm for Abelian group isomorphism. (G is said
to be a p-group, if the size of G is pm, where p is a prime number and m  0 is an integer.) Recently, Arvind and
Torán [2] showed that under the assumption that EXP ⊆ i.o-PSPACE, the group isomorphism problem for solvable
groups is in NP ∩ coNP.
Property Testing of groups is a well-studied problem. Given an n×n table of a binary operation ◦ acting on a set S,
deterministic and randomized algorithms have been given for testing if ◦ represents an associative operation [21], if ◦
is close to being associative and commutative [11], or if ◦ is close to being cancellative, associative and commutative.
Similarly, given a group G in the form of a multiplication table, we could ask if G is a special group. Here, we consider
two such problems—determining if G is a nilpotent group and determining if G is an Abelian group.
Definition 1. Define subgroups γi(G) of G by induction:




where [H,K] is the subgroup generated by elements of the form hkh−1k−1, h ∈ H,k ∈ K for subgroups H and K
of G. A group G is nilpotent if there is an integer c such that γc(G) = e. (e is the identity element in G.)
Observe that Abelian groups form a subclass of nilpotent groups since γ1 = e for Abelian groups. Similarly, one
can show that all finite p-groups are nilpotent by showing that γi has to be the identity for a group of size pi , where
p is a prime. (The only class of groups for which isomorphism testing has been shown to be in P [6] are a subclass of
those nilpotent groups which satisfy γ2 = e.)
The problems of testing nilpotence and of testing commutativity of a group G have been studied when a set of
generators of G is given. It follows from the results in [3,5] that for testing whether G is nilpotent, there exists a
Monte Carlo algorithm with running time O(log3 |G| log log |G|) when given a set of O(log |G|) generators of G
and an oracle for performing group operations. The parallel complexity of testing if a group is nilpotent was studied
by Barrington et al. in [4]. Pak [19] gave a one-sided Monte Carlo algorithm with running time O(k) for testing
commutativity of G, when given a set of k generators of G and an oracle for performing group operations.
In this paper our main result is the following.
Theorem 2 (Order finding). Given any group G of order n, we can compute the orders of all elements in G in O(n)
time.
It is well known (see Fact 3, Section 2) that two Abelian groups are isomorphic if and only if the number of
elements of order m (∀1m n) in each group is the same. Hence, our O(n) algorithm for isomorphism testing in
Abelian groups follows immediately from the above theorem. Note that though Theorem 2 works for all groups and
not just Abelian groups, the reduction of the isomorphism problem to order finding is not valid for general groups.
Our O(n) order finding algorithm also gives us an O(n) algorithm to test if a group of size n, described by its
multiplication table, is nilpotent. We also give a simple O(n) algorithm to test the commutativity of a group described
by its multiplication table.
We assume that groups are represented by their multiplication tables. For a group G of size n, we define the
multiplication table M of G to be a two-dimensional n × n array of elements of G, indexed in both dimensions by
the elements of G, such that for all a, b ∈ G, M(a,b) = ab. This is equivalent to the multiplication oracle where each
group operation can be performed in constant time. Our algorithms take for granted that the input tables correspond
to groups and do not test the tables to verify that they really correspond to groups.
Our algorithms use elementary group theory and number theory. Our O(n) algorithm for order finding generalizes
the idea used for p-groups by Vikas in [23] to general groups. Vikas in [23] showed that the orders of all elements of
988 T. Kavitha / Journal of Computer and System Sciences 73 (2007) 986–996a p-group can be computed in O(n) time. The O(n logn) isomorphism algorithm in [23] for Abelian group isomor-
phism does not compute the orders of all elements. It factorizes n = pe11 . . . perr and tests every group element g to see
if there exists an 1 i  r such that the order of g divides peii . This takes O(logn) time per element. Hence, this is
an O(n logn) algorithm.
In our order finding algorithm we first do some bookkeeping as a preprocessing step so that we save time on
arithmetic in the main loop of the algorithm. We show that the preprocessing step takes O(n) time. In the main loop
we use amortized analysis and show that we spend O(1) time per element. Hence, we get an O(n) algorithm.
We work in the unit cost RAM model. So random access in constant time is assumed. We assume that the elements
of the group are encoded as 1,2, . . . , n which we use to index into arrays whenever needed. Our algorithms always
work with O(logn) bit numbers and we assume that arithmetic operations and comparisons on O(logn) bits take
constant time. Since the input size is Θ(n2), it is reasonable to assume that arithmetic operations and comparisons
on O(logn) bits take constant time, and the same assumption was used in the O(n) algorithm by Vikas [23] for
computing the orders of all elements of a p-group. We show that our order finding algorithm performs totally O(n)
arithmetic operations and comparisons on O(logn) bit numbers, thus its running time is O(n).
The key technical contribution of the paper is in Lemmas 5–7. These lemmas show an O(k) algorithm for the
simultaneous computation of k gcds of the form 〈gcd(m, i): 1 i  k〉, where m is any integer. This algorithm forms
an important subroutine in our main algorithm and this result might also be of independent interest.
Section 2 reviews some preliminaries of group theory. In Section 3 we describe how to find orders of all elements
in a group in O(n) time. In Section 4 we present our nilpotence testing algorithm and in Section 5 our commutativity
testing algorithm.
2. Preliminaries
Before we give our algorithms, we state some relevant definitions and results of group theory. For more details,
see [7,9,14].
(1) Let |G| denote the cardinality of a group G and the order of G is |G|. For a ∈ G, the order of a, denoted as ord(a),
is the smallest integer i  1 such that ai = e, where e is the identity in G.
(2) A subgroup of G is a subset of elements of G that itself forms a group with respect to the multiplication in G.
Lagrange’s theorem shows that when G is finite, the order of any subgroup of G divides the order of G. Let a be
an element of G. 〈a〉 = {a, a2, a3, . . . , aord(a) = e} is a subgroup of G, called the cyclic group generated by a. It
follows from Lagrange’s theorem that if G is finite, then ord(a) divides |G|. Two finite cyclic groups 〈a〉 and 〈b〉
are isomorphic iff ord(a) = ord(b).
(3) The direct product of k groups G1, . . . ,Gk is the group G1 × · · · × Gk = {(g1, . . . , gk) | gi ∈ Gi for each i}. The
multiplication in the direct product is defined by (g1, . . . , gk) ∗ (g′1, . . . , g′k) = (g1g′1, . . . , gkg′k). The product gig′i
is computed in the group Gi . The order of (g1, . . . , gk) is the least common multiple of ord(g1), . . . ,ord(gk).
(4) Any Abelian p-group of order pm,m 1 can be represented as
G ≈ Zpr1 ×Zpr2 × · · · × Zprk , (1)
where
∑k
i=1 ri = m, ri  ri+1 > 0, 1  i  k − 1 and Zps denotes a cyclic group of order ps . We will call the
sequence pr1,pr2, . . . , prk the elementary divisor sequence or EDS of G. The EDS of the trivial group is empty.
(5) Any finite Abelian group G of order n > 1, can be represented as
G ≈ G(pe11 )× G(pe22 )× · · · ×G(perr ), (2)
where n = pe11 pe22 . . . perr is the prime factorization of n and G(peii ) is an Abelian pi -group of order peii . Note
that each G(peii ) can be further expanded to a direct product of cyclic groups of prime power orders as explained
in Eq. (1). The EDS of G will be EDS of G(pe11 ) concatenated with the EDS of G(pe22 ) and so on. Two finite
Abelian groups are isomorphic iff they have the same EDS.
The following fact is quite standard and we refer the reader to [23] for a proof.
Fact 3. Two finite Abelian groups G and H with |G| = |H | = n are isomorphic iff the number of elements of order m
in each group is the same, ∀1m n.
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In this section, we present an algorithm to determine the orders of all elements of G. The running time of the
algorithm is O(n), where n is the order of G. We will show that this immediately gives us an O(n) algorithm for
testing isomorphism of two Abelian groups of size n each.
It is easy to see that the Abelian group isomorphism problem has a lower bound of Ω(n) in this model because
there exist non-isomorphic Abelian groups of order n with isomorphic subgroups of order n/2. For instance, G1 =
Z2 ×Z2 × · · · ×Z2 and G2 = Z2 ×Z2 × · · · ×Z4 with |G1| = |G2| = n are non-isomorphic but each has a subgroup
isomorphic to Z2 ×Z2 ×· · ·×Z2 (of order n/2). We could arrange the elements of G1 and G2 such that a deterministic
algorithm which looks at only o(n) elements, reads entries from these isomorphic subgroups and would not know if
G1 ≈ G2 or G1 ≈ G2.
3.1. Our algorithm
We use an array ORD[1..n] to store the orders of the elements of G. Initially, the identity (call it e) is the only
element whose order is known, so ORD[e] = 1. (Note that we can easily determine e in O(n) time by examining the
first row of the multiplication table M .) When the algorithm terminates we will have ORD[x] = ord(x) for all x ∈ G.
We consider the elements of the group one after the other and for each element we compute its order if it is not already
known. Ideally, we would like to perform this computation in O(1) time. Unfortunately, we cannot guarantee that
each such computation terminates in O(1) time. Instead, we shall ensure that if we take time O(k) to compute the
order of an element, then we also find the orders of at least k/2 − 1 other elements. That is, we will amortize the
cost of this computation over the computation of the orders of several other elements. By using a bit-array to mark
elements whose orders are already known, it is then easy to devise an algorithm that terminates in O(n) time. We save
valuable time while computing the orders by means of a preprocessing step, which performs some arithmetic that will
be useful to us and stores the results in a table T .
A summary of our algorithm is given in Fig. 1. (LCM denotes the least common multiple operator.)
Build a d(n) × d(n) table T which stores the LCM of every pair of divisors of n.
{d(n) is the number of divisors of n.}
for each x ∈ G whose order is not already known do
Step 1. Compute x2, x3, . . . till either
Case (i): we find two successive powers of x, call them xk and xk+1,
whose orders are known;
Then use T to look up  LCM(ord(xk),ord(xk+1));
Fact 4 proves that ord(x) = .
or
Case (ii): we reach xk = e.
In this case ord(x) = k.
Step 2. Using ord(x), compute the orders of x2, x3, . . . , xk−1.
end for
Fig. 1. A summary of our order finding algorithm.
Recall that the order of an element is a divisor of n. So, ord(xk) and ord(xk+1) are divisors of n and so it will
always be the case of looking up the LCM of two divisors of n in case (i). Hence, the table T contains all the LCM
values that we seek.
Fact 4. LCM(ord(xk),ord(xk+1)) = ord(x).
Proof. The cyclic group generated by x is 〈x〉 = {x, x2, x3, . . . , xord(x) = e}. It can be easily shown2 that
ord(x) = ord(xi) · gcd(ord(x), i) ∀i = 1,2, . . . ,ord(x) (3)
2 A short explanation of Eq. (3) is: we have ord(x) = g · α1 and i = g · α2, where g = gcd(ord(x), i) and α1, α2 are positive integers such that
gcd(α1, α2) = 1. Since xiα1 = e, we get that α1 = ord(xi ) · β for some positive integer β , that is, β is a divisor of α1. However β is also a divisor
of α2 since xiα1/β = xgα2α1/β = xord(x)α2/β = e. Since β is a divisor of α1 and α2 where gcd(α1, α2) = 1, it follows that β = 1.
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So, Eq. (3) tells us that ord(xk) = ord(x)/gcd(ord(x), k) and ord(xk+1) = ord(x)/gcd(ord(x), k + 1).
Since gcd(ord(x), k) is a divisor of k and gcd(ord(x), k + 1) is a divisor of k + 1 and because k and k + 1 are
relatively prime, it follows that gcd(ord(x), k) and gcd(ord(x), k + 1) are relatively prime. Since both numbers are





)= LCM(ml2,ml1) = mLCM(l2, l1) = ml1l2 = ord(x).
We again used the fact that l1 and l2 are relatively prime to conclude that LCM(l2, l1) = l1l2. 
This proves the overall correctness of our algorithm since the order of x is always correctly computed and the
orders of x2, x3, . . . , xk−1 will be computed from the order of x using Eq. (3).
3.2. Simultaneous GCD computation
In Step 2 (of Fig. 1) we want to compute ord(xi) from ord(x) using the formula ord(xi) = ord(x)/gcd(ord(x), i).
Unfortunately, this involves computing gcd(ord(x), i) which takes Ω(log i) arithmetic operations. So the entire com-
putation of Step 2, if done naïvely, would require Ω(k logk) arithmetic operations. The following lemma shows that
one can, in fact, compute all the required gcds using O(k) arithmetic operations. Thus, Step 2 can be implemented
with O(k) arithmetic operations.
Lemma 5. 〈gcd(ord(x), i): i = 2, . . . , k − 1〉 can be computed using O(k) arithmetic operations.
In order to prove Lemma 5, we will need linear-time methods for computing certain sets of primes and prime
powers. We start with the following lemma.
Lemma 6. The set Qk−1 of all primes in {1,2, . . . , k − 1} can be computed in O(k) time.
Proof. Let N [1..k − 1] be an array such that N [i] = i. We want to mark composite numbers in N but if we mark all
multiples of 2, followed by all multiples of 3, . . . then we mark some elements many times and we thus spend more
than O(k) time. We now present a variant of an algorithm in [15] to compute Qk−1 in time O(k). We use a doubly
linked list L which takes care that no element in N gets marked twice. L has k − 1 nodes to begin with and the ith
node in L stores the value i. For 1  i  k − 1, the ith location in N and the node containing the value i in L are
connected to each other by pointers. The list L also has a pointer to its first node. Initially, all the elements in N are
unmarked and Qk−1 is the empty set.
(1) Pick the smallest unmarked element i  2 in N and add i to Qk−1.
(2) Starting from the first node, walk up the list L in increasing order until we find the smallest number r in it such
that r · i > k − 1.
(3) Walk down the list L (crucially, in decreasing order) from the node r , and for each l in L seen, mark the element
N [i · l] and delete the node containing i · l from L (this node in L is accessed through the pointer from the (i · l)th
location in N ).
(4) If N has any unmarked element  2, go back to Step (1).
In the first round (corresponding to the prime 2), all even numbers are removed from the list L in Step (3). So in
any later round (corresponding to some prime p > 2), we can never generate an even number as p · l, where l ∈ L.
Thus it is easy to check that now each element in N gets marked just once, which is in the round of its smallest
prime divisor. By charging the cost of traversals of L in every round to the elements that got marked in that round, we
can see that the algorithm takes O(k) time. The set Qk−1 contains all primes  k − 1. 
Using the set Qk−1, Algorithm-GCD1 (Section 3.2.1) computes the required gcd values and stores them in the array
GCD[1..k − 1]. This algorithm is not efficient enough for our purposes, but it illustrates the main ideas. By refining
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1 i  k − 1. Then, it considers each prime q ∈ Qk−1 and computes qrq , the highest power of q that is less than k
and that divides ord(x). If for some i  k − 1, the highest power of q that divides i is more than rq , say rq + , then
it divides GCD[i] by q over  iterations. Thus, in the end, for each q , the highest power of q that divides GCD[i] is
exactly the minimum of the highest power of q that divides i and ord(x), that is, in the end GCD[i] = gcd(ord(x), i).
3.2.1. Algorithm-GCD1
Set GCD[i] = i for i = 1,2, . . . , k − 1.
for all q ∈ Qk do
Determine rq which is the highest power of q such that qrq < k and qrq divides ord(x).
power = qrq+1
{All numbers between 1 to k − 1 which are multiples of power should have
the extra powers of q removed from their gcd value. We do that now.}
while power < k do
GCD[i] = GCD[i]/q for all i which are multiples of power.
power = power · q
end while
end for
To compute rq we compute q2, q3, . . . until the power exceeds k − 1 or we come across a qrq+1 that does not
divide ord(x). Clearly, the different intermediate powers computed at each step are different, so the total number of
arithmetic operations required to compute rq for all q ∈ Qk−1 is O(k). In the while loop corresponding to q ∈ Qk−1,










locations of the array GCD.











if most rq are 0. This sum is k log logk +O(k) [1]. So, we need another idea.
3.2.2. Proof of Lemma 5
We divide the primes in {1,2, . . . , k − 1} into two sets: Good and Bad. The primes in Good are divisors of ord(x);
those in Bad are not. The sets Good and Bad are formed in O(k) time by taking each element q in Qk−1 and checking
if ord(x) mod q = 0. Every number between 2 and k − 1 has one of the following forms:
Good-Powers: product of powers of primes which belong to Good,
Bad-Powers: product of powers of primes which belong to Bad,
Mixed: product of a Good-Powers and a Bad-Powers.
Lemma 7. The sets Good-Powers and Bad-Powers (each in sorted order) can be computed in O(k) time.
Proof. Computing the set Good-Powers is equivalent to computing the subset of elements of [k − 1] that are not
multiples of any element in Bad. Similarly, computing the set Bad-Powers is equivalent to computing the subset of
elements of [k − 1] that are not multiples of any element in Good. So, here we describe an O(k) algorithm which,
given a subset S of primes in [k− 1], outputs the subset Q of elements of [k− 1] that are not multiples of any element
in S.
The algorithm for this problem is very similar to the algorithm given in the proof of Lemma 6. We maintain N and
L as in the proof of Lemma 6. Initially, all the elements in N are unmarked.
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– Starting from the first node, walk up the list L in increasing order until we find the smallest number r in it
such that r · p  k.
– Walk down the list L (in decreasing order) from the node r , and for each l in L seen, mark the element N [p · l]
and delete p · l from L.
end for
After this process is completed, any element in N which has a divisor from S would have got marked. So, all the
unmarked elements in N (except the element 1) form the required set Q. It is easy to see that this algorithm takes
O(k) time because an element in N can get marked at most once and we charge the cost of a round to the elements
that got marked in that particular round. Thus each element pays only O(1) cost. 
Clearly, the gcds of the elements in Bad-Powers with ord(x) is 1. Furthermore, every element in Mixed is express-
ible uniquely in the form i · j , where i ∈ Good-Powers and j ∈ Bad-Powers, and for such elements, gcd(ord(x), ij) =
gcd(ord(x), i). So, it is enough to compute gcd(ord(x), i) for i ∈ Good-Powers. We adapt Algorithm-GCD1 for this
task. In Algorithm-GCD2 we compute the gcds of the elements in Good-Powers with ord(x).
3.2.3. Algorithm-GCD2
Initialize the array GCD[1..k − 1] by setting GCD[i] = i for each i ∈ Good-Powers
and setting GCD[i] = 0 otherwise.
for all q ∈ Good do
Determine rq which is the highest power of q such that qrq < k and qrq divides ord(x).
power = qrq+1
while power < k do
GCD[i] = GCD[i]/q for all i which are multiples of power.
power = power · q
end while
end for
Arguing as in the case of Algorithm-GCD1, one can easily verify that when this algorithm terminates, GCD[i] =
gcd(i,ord(x)) for every i ∈ Good-Powers. The analysis of the running time is also similar. For a fixed q ∈ Good, at
most O( k
qrq+1 ) locations of GCD are visited in the while loop. By definition of Good, rq  1. Hence, the running time






Thus, in linear time, we have computed GCD[i] for each i ∈ Good-Powers. As outlined above, after this, computing
GCD[i] for the remaining elements is straightforward. For j ∈ Bad-Powers, we set GCD[j ] = 1. For Mixed elements,
we run through elements i ∈ Good-Powers, and for each i we pick elements j ∈ Bad-Powers in increasing order (until
i · j > k) and set GCD[i · j ] = GCD[i]. This finishes the proof of Lemma 5.
3.2.4. The complexity of building T
Let us now analyse the preprocessing step of our order finding algorithm—where we built the table T . This allowed
us to look up the LCM of ord(xk) and ord(xk+1) in O(1) time in Step 1. But what is the cost of building T ?
Let d(n) be the number of divisors of n. In the preprocessing step we will compute all the divisors of n and for each
of the d(n)2 pairs (i, j) where i, j are divisors of n, we will compute LCM(i, j). The divisors of n can be computed
in linear time by checking if n mod i = 0 for every i  n. We store the divisors of n in a list L. We also build an array
DIV[1..n] where DIV[i] = 0 if i does not divide n and DIV[i] = t if i is the t th largest divisor of n.
We will build the d(n) × d(n) table T such that T [i, j ] is the least common multiple of the ith and j th largest
divisors of n. Computing the least common multiple of two numbers  n takes time O(logn) since LCM(a, b) =
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pair (a, b) of divisors of n from the list L and compute LCM(a, b) and insert this value in the location T [i, j ],
where i = DIV[a] and j = DIV[b]. So, once we have the list L and the array DIV, computing the table T takes time
d(n)2 logn.
We will also use DIV as a lookup array to quickly access in T the LCM value of two divisors of n.
LCM(ord(xk),ord(xk+1)) is stored in the location T (DIV[ord(xk)],DIV[ord(xk+1)]). Let us now bound the number of
divisors of n so that we can bound the cost of building T .
3.2.5. A bound on d(n)
Let n = pe11 pe22 . . . perr be the prime factorization of n. It can be easily seen that the number of divisors of n,
d(n) = (e1 + 1)(e2 + 1) · · · (er + 1). (4)
Since ei + 1  2ei , ei + 1 < p0.45eii , for pi  5. For pi = 2 or 3, ei + 1 < 3p0.45eii . Hence, d(n) < 9n0.45. (Using
Eq. (4), better bounds can be derived for d(n) [18]. In fact, if  > 0, then d(n) < 2(1+)logn/ log logn for all n > n0()
and 2(1−)logn/ log logn < d(n) for infinitely many n [8, Theorem 317].)
Since d(n)2 logn is o(n), the total cost of building T , including the cost of computing DIV and L is O(n). So, the
preprocessing step in our algorithm (Fig. 1) can be done in O(n) time.
3.2.6. Running time of the order finding algorithm
We have analysed the cost of building the table T to be O(n). In Step 1 of the order finding algorithm (Fig. 1), if we
spend O(k) group operations to compute x2, x3, . . . , xk+1 in order to compute the order of an element x, then using
another O(k) amount of time, in Step 2 we will compute the orders of at least k/2 − 1 new elements, because there
are no two successive elements among x2, x3, . . . , xk−1 whose orders are known. (In Step 2 we might be recomputing
the orders of some elements whose orders are already known. But the cost of this computation is charged to the new
elements whose orders are being computed for the first time.) Thus, in Steps 1 and 2, we perform only constant work
per element by amortizing the cost. Hence, the total running time of our order finding algorithm is O(n). This proves
Theorem 2.
3.3. Abelian group isomorphism testing in linear time
We are given two Abelian groups G1 and G2 of size n each, which we want to test for isomorphism. For each
Gi (i = 1,2), we will compute the array ORDi , where ORDi[t] contains the order of t ∈ Gi . Since the order of any
element in a group of size n is an integer between 1 and n, we can easily construct as described below, the array NUMi ,
where NUMi[m] = number of elements in Gi whose order is m. Initially NUMi[m] = 0 for all 1m n. Then we
make a single pass over the array ORDi as follows: for each t , 1 t  n, if ORDi[t] = m, then increment NUMi[m].
This constructs the desired array NUMi .
Fact 3 tells us that G1 ≈ G2 if and only if NUM1[m] = NUM2[m] ∀1  m  n. So, an O(n) algorithm for order
finding gives us an O(n) algorithm for testing Abelian group isomorphism. Hence, we can conclude the following
theorem.
Theorem 8. Group isomorphism for Abelian groups of size n can be determined in O(n) time.
4. Testing nilpotence in linear time
Given a group G in the form of a multiplication table, we would like to determine if G is nilpotent or not. Recall that
a group G is nilpotent if there exists an integer c such that γc(G) = e, where γ0(G) = G and γi+1(G) = [γi(G),G]
(Definition 1). Consider S3, the symmetric group on 3 elements. S3 = {1, x, x2, y, xy, x2y}, where x3 = y2 = 1 and
yx = x2y. γ1(S3) is the subgroup generated by elements of the form ghg−1h−1, where g,h ∈ S3 and it is easy to check
that γ1(S3) = {1, x, x2}. γ2(S3) is the subgroup generated by elements of the form ghg−1h−1, where g ∈ {1, x, x2} and
h ∈ S3. And γ2(S3) is again {1, x, x2}. So, this shows that for every i, γi(S3) = {1, x, x2}. Hence, S3 is not nilpotent.
We show an upper bound of O(n) for nilpotence testing, when a group of size n is given as a multiplication table.
It is easy to see that we have a lower bound of Ω(n) for this problem in this model because a non-nilpotent group of
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arrange the elements of G such that a deterministic algorithm which reads just o(n) entries and hence, has looked at
just o(n) elements of G would be unable to distinguish a nilpotent group from a non-nilpotent group.
Our algorithm for nilpotence testing is based on the following theorem [7,9,14].
Theorem 9 (Sylow theorem). If G is a group of order n = pe11 . . . perr where the pi ’s are the different prime divisors
of n, then G contains subgroups of order peii for each 1 i  r .
That is, if G has order n = pms where p does not divide s, p a prime, then G contains at least one subgroup of
order pm. Any subgroup of order pm is called a Sylow p-subgroup of G. (S3 has one Sylow 3-subgroup, which is
{1, x, x2} and three Sylow 2-subgroups: {1, y}, {1, xy}, {1, x2y}.)
We will use the above Sylow theorem and the following characterization of finite nilpotent groups (Theorem
10.3.4 [7], Theorem 5.39 [20]) to design our algorithm for testing nilpotence.
Fact 10. G is nilpotent if and only if it is the direct product of its Sylow subgroups.
This means that if H1,H2, . . . ,Hk are all the Sylow subgroups of G, then G is nilpotent if and only if G ≈
H1 × H2 × · · · × Hk . This immediately implies that if G is nilpotent, then G has a unique Sylow pi -subgroup for
each i. This is so because, if G has ki number of Sylow pi -subgroups for each pi , then by the direct product definition,
it follows that |G| = (pe11 )k1 . . . (perr )kr . But |G| = pe11 . . . perr . Hence, each ki = 1. (We could have thus concluded
that S3 is not nilpotent since it has three Sylow 2-subgroups.) It is also easy to show that if G has only one Sylow
pi -subgroup for each i, then G is nilpotent. Thus we have the characterization: G is nilpotent if and only if it has
a unique Sylow pi -group for each prime pi that divides |G|. Proposition 11 is an immediate consequence of this
characterization of finite nilpotent groups.
Proposition 11. Let |G| = n = pe11 . . . perr be the prime factorization of n.
Define the sets Gi , 1 i  r in the following manner:
Gi =
{
x ∈ G: ord(x) = pαi for some integer α  0
}
.
Then, G is nilpotent if and only if for each 1 i  r, |Gi | = peii .
We present our nilpotence testing algorithm below.
(1) Compute the prime factorization of n = pe11 . . . perr .
(2) Determine the orders of all elements in G.
(3) Compute the size of each set Gi for 1 i  r where Gi is defined as:
Gi 
{
x ∈ G: ord(x) = pαi for some integer α  0
}
.
for i = 1 to r do
If |Gi | = peii , then declare that Gis not nilpotent and exit.
end for
(4) Declare that G is nilpotent.
4.1. Running time of the algorithm
We compute the set Qn of all primes  n, using the linear time algorithm given in the proof of Lemma 6. From Qn
we determine those primes p1, . . . , pr which divide n, by checking if n mod q = 0 for each q ∈ Qn. To compute ei ,
the highest power of pi that divides n, we compute p2i , p
3
i , . . . until we see a p
t
i that no longer divides n. Then
ei = t − 1. So, this costs ei + 1 time, for each i. So, the total time for all i = 1, . . . , r is ∑ri=1(ei + 1), which is o(n),
since each ei  logn and r  logn. Thus we know the prime factorization of n as n = pe1 . . . perr .1
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order finding algorithm returns an array ORD. We also compute the array NUM[1..n] where NUM[i] is the number of
elements in G whose order is i. Recall that NUM can be computed in O(n) time from ORD.
In our nilpotence testing algorithm we do not compute the sets Gi but only the size of each Gi . Computing
the size of Gi is just summing up the values in NUM[j ] for all j which are powers of pi . That is, for each i:
we initialize size(Gi) = 1, corresponding to the identity element which belongs to every Gi . Then we update
size(Gi) = size(Gi) + NUM[pji ] for j from 1 to ei . Computing the size of Gi thus takes time O(ei). Hence the
sizes of all the Gi ’s can be computed in a constant times
∑r
i=1 ei time, which is o(n).
So, it follows that our algorithm has a running time of O(n). We can now conclude the following theorem.
Theorem 12. Testing nilpotence of a group of size n given in the form of a multiplication table can be done in
time O(n).
5. Testing commutativity of a group
We would now like to design an O(n) algorithm for testing commutativity of a group given in the form of a
multiplication table M . There is a simple O(n2) algorithm for this problem which tests if M is symmetric. It is easy
to see that we have a lower bound of Ω(n) for this problem in this model because a non-Abelian group of order n
could have its center (those elements of G that commute with every other element in G) as large as n/4. We could
arrange the elements of G such that a deterministic algorithm which reads just o(n) entries and hence, has looked at
just o(n) elements of G would be unable to distinguish an Abelian group from the center of a non-Abelian group.
We show a simple O(n) algorithm for testing commutativity. Our algorithm grows a set of generators S for G. It
maintains the invariant that the subgroup H generated by the elements of S is Abelian. H is maintained as a set and
we also use a bit-array to mark the elements in H .
5.1. Test-Abelian
Initially all elements of G, except the identity e, are unmarked. Initialize the set S to ∅ and the group H to {e}.
while TRUE do
– If every element in G is marked, then declare G Abelian and exit.
Else let x ∈ G be the smallest unmarked element.
– If xy = yx for some y ∈ S, then declare G non-Abelian and exit.
Else compute x2, x3, . . . till a marked element xk is seen.
– Compute the product {x, x2, . . . , xk−1} ×H and mark all these elements.
(We are using × here to denote multiplication between elements of G.)
Add all these elements to the group H . Add the element x to S.
end while
The subgroup generated by the elements of S is denoted by 〈S〉. The subgroup generated by x and the elements of S
is {e, x, x2, . . . , xk−1} × 〈S〉, since xk ∈ 〈S〉. Hence, H = 〈S〉 is correctly maintained. The invariant that the subgroup
〈S〉 is Abelian is maintained because if x commutes with g1, g2, . . . , gi (which commute among themselves), then
powers of x commute with elements in 〈g1, g2, . . . , gi〉. So the subgroup generated by x,g1, g2, . . . , gi is Abelian.
Hence, 〈S〉 is always Abelian and once all the elements are marked, it means that G = 〈S〉. Hence, G is Abelian.
Lemma 13. No element gets marked twice in the algorithm Test-Abelian.
Proof. Assume that x is an unmarked element and xk is the smallest power of x that is marked. Then we need to show
that the elements in {x, x2, . . . , xk−1} × 〈S〉 are previously unmarked. Suppose some element in the above set, say
xig
e1
1 . . . g
er
r was already marked, where g1, . . . , gr ∈ S and 1 i  k − 1. Since only elements in 〈S〉 are marked, it
means that xige1 . . . gerr ∈ 〈S〉, i.e., xi ∈ 〈S〉, contradicting that xk was the smallest power of x that is marked. 1
996 T. Kavitha / Journal of Computer and System Sciences 73 (2007) 986–996It follows from the above lemma that an element in G gets marked exactly once. The size of the group H at least
doubles in every iteration of the while loop, so the size of the set S is at most logn. Hence, we do at most log2 n
commutativity checks over all the iterations of the while loop. Hence, it follows that the running time of the algorithm
Test-Abelian is O(n). Thus we have shown the following theorem.
Theorem 14. Testing commutativity of a group of size n given in the form of a multiplication table can be done in
time O(n).
6. Conclusions
We obtain a Θ(n) bound for testing Abelian group isomorphism. The upper bound is a byproduct of an algorithm
that computes the orders of all elements in any group (not necessarily Abelian) of size n in time O(n). We also show
O(n) algorithms for testing nilpotence and for testing commutativity of groups of size n, which are described as
multiplication tables.
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