In model checking, the state explosion problem occurs when one verifies a non-flat system, i.e. a system described implicitly as a synchronized product of elementary subsystems. In this paper, we investigate the complexity of a wide variety of model checking problems for non-flat systems under the light of parameterized complexity, taking the number of synchronized components as a parameter. We provide precise complexity measures (in the parameterized sense) for most of the problems we investigate, and evidence that the results are robust.
Introduction
Model checking, i.e. the automated verification that (the formal model of) a system satisfies some formal behavioral property, has proved to be a revolutionary advance for the correctness of critical systems [CGP99] . Investigating the computational complexity of model checking started with [SC85] , and today the complexity of the main model checking problems is known.
It is now understood that, in practice, the source of intractability is the size of the model and not the size of the property to be checked. This can be illustrated with LTL model checking as an example: while the problem is PSPACE-complete [SC85] , it was observed in [LP85] that checking whether S |= φ can be done in time O(|S| × 2 |φ| ). In practice φ is small and S is huge, so that "model checking is in linear time", as is often stated.
State explosion. In practice, the main obstacle to model checking is the state explosion problem, i.e. the fact that the model S is described implicitly, as a synchronized product of several components (with perhaps the addition of boolean variables, clocks, etc.), so that |S| is usually exponentially larger than the size of its implicit description. For example, if S is given as a synchronized product A 1 × · · · × A k of elementary components, the input of the model checking problem has size n = i |A i | while S has size
when k is not fixed.
From a theoretical viewpoint, the state explosion problem seems inescapable in the classical worst-case complexity paradigm. Indeed, studies covering all the main model checking problems and the most common ways of combining components have repeatedly shown that model checking problems are exponentially harder when S is given implicitly [Esp98,HKV97,JM96,KVW00,Rab97,Rab00, LS00].
A parametric analysis. The state explosion problem can be investigated more finely through parameterized complexity, a theoretical framework developed by Downey and Fellows for studying problems where complexity depends differently on the size n of the input and on some other parameter k that varies less (in some sense), see e.g. [DF99] .
Any of the main model checking problems where the input is a sequence A 1 , . . . , A k of components can be solved in polynomial-time for every fixed value of k, e.g. in O(n k ). That is, for every fixed k, the problem is polynomial-time. However, Downey and Fellows consider O(n k ) as intractable for parameterized problems since the exponent k of n is not bounded, while algorithms running in time f (k) × n c for some function f and constant c are considered tractable (see [DF99] for convincing arguments).
Parameterized complexity adheres to the "worst-case complexity" viewpoint but it leads to finer analysis. This can be illustrated on some graph-theoretical problems: among the NP-complete problems with a natural algorithm running in O(n k ), many admit another algorithm in some f (k) × n c (e.g. existence in a graph of a cycle of size k) while many others seem not to have any such solution (e.g. existence of a clique of size k). Note that these problems are "equivalent" in the classical complexity paradigm.
Our contribution. In this paper, we apply the parameterized complexity viewpoint to model checking problems where the input is a synchronized product of k components, k being the parameter. We investigate model checking problems ranging from reachability questions to temporal model checking for several temporal logics, to equivalence checking for several behavioral equivalences.
We provide precise complexity measures (in the parameterized sense) for most of the problems we investigate, and informative lower and upper bounds for the remaining ones. We show how the results are generally robust, i.e. insensitive to slight modifications (e.g. size of the synchronization alphabet) or restrictions (e.g. to deterministic systems).
All the considered problems are shown intractable even in the parameterized viewpoint (but they reach different intractability levels). See summary of results in section 7. This shows that these problems (very probably) do not admit solutions running in time f (k) × n c for some f and c, and strengthens the known results about the computational complexity of the state explosion problem.
While mainly aimed at model checking, our study is also interesting for the field of parameterized complexity itself. For example, we are able to sharpen the characterization of the complexity of FAI-II and FAI-III (from [DF99, p. 470]) as shown in [DLS01, Appendix C]. We also introduce, as a useful general tool, parameterized problems for Alternating Turing machines and relate them to Downey and Fellows' W-hierarchy. Finally, we enrich the known catalog of parameterized problems with problems from an important application field.
Related work. Parameterized complexity has been applied to model checking problems where the parameter is the size of the property to be checked (or derived from it) and where the model is given explicitly: this has no relation with the state explosion problem and trivially leads to tractability in the parameterized sense for temporal logics (but becomes interesting when one considers more powerful logics [Gro99] or problems with database queries [PY99] , or when one tries to identify parameters (e.g. tree width) that make problems tractable [GSS01] ).
Parameterized complexity has been applied to problems where the input is, like in our work, a sequence of k synchronized automata, k being the parameter [B + 95, War01, Ces01] . These works are concerned with automata-theoretic (or language-theoretic) questions rather than verification and model checking questions.
Plan of the paper. Sections 2 and 3 recall the basic definitions about parameterized complexity and synchronized products of systems. We investigate reachability problems in section 4, temporal logic problems in section 5, and behavioral equivalence problems in section 6. As a rule proofs omitted from the main text can be found in [DLS01] .
Parameterized Complexity
We follow [DF99] . A parameterized language P is a set of pairs x, k where x is a word over some finite alphabet and k, the parameter, is an integer. The problem associated with P is to decide whether x, k ∈ P for arbitrary x, k .
A parameterized problem P is (strongly uniformly) fixed-parameter tractable, shortly "FPT", A parameterized problem P is fixed-parameter m-reducible (fp-reducible) to the parameterized problem P (in symbols P ≤
P and P are fixed-parameter equivalent (fp-equivalent)
Parameterized complexity comes with an array of elaborate techniques to devise fp-feasible algorithms, and another set of techniques to show that a problem is not FPT (or hard for a class conjectured to be strictly larger than FPT).
Downey and Fellows introduced the following hierarchy of classes of parameterized problems [DF99] :
where it is known that FPT = XP. These classes are closed under fp-equivalence. W[1] is usually considered as the parameterized analogue of NP (from classical complexity theory) and a W[1]-hard problem is seen as intractable. XP contains all problems that can be solved in time O(n k ) and is considered as the parameterized analogue of EXPTIME. It should be stressed that the above analogies are only useful heuristics: there is no known formal correspondence between standard complexity classes (NP, PSPACE, EXPTIME, . . . ) and parameterized complexity classes (W[1], AW[P], XP, . . . )
1 . We don't recall the formal definitions of these classes since they are not required for understanding our results. It is enough to admit that W[1] is intractable, and to understand the parameterized problems dealing with short or compact computations we introduce in the next subsection. Most of the parameterized model checking problems we consider in this paper are easily seen to be in XP.
Short and Compact TM Computations
Not surprisingly, some fundamental parameterized problems consider Turing machines (shortly, "TMs"): Short Computation (resp. Compact Computation) is the parameterized problem where one is given a TM M and where it is asked whether M accepts in at most k steps (resp. using at most k work tape squares). These are the parameterized versions of the time and space bounds from classical complexity theory.
We consider TMs with just one initially blank work-tape (an input word can be encoded in the control states of the TM). One obtains different problems by considering deterministic (DTM), non-deterministic (NDTM), or alternating (ATM) machines.
Short 
. . } and Φ checks that the chosen valuations correspond to a run, i.e. has the form
where Φ seq (X, X ) checks that (the valuations of) X and X describe valid i.d.'s in valid succession. The different treatment between Φ ∀ and Φ ∃ reflects the fact that valid successions of existential states are only performed when valid successions of universal states are done.
Finally, we can easily rewrite Φ as a positive boolean combination of literals with 5 alternations and therefore obtain an instance of Parameterized-QBFSAT 5 with k = (k + 1) 2 and size n = O(k 2 n 3 ). 
Synchronized Transition Systems
A labeled transition system (LTS) A over some alphabet Σ is a tuple Q, Σ, → where Q = {s, t, . . . } is the set of states and →⊆ Q × Σ × Q are the transitions. We assume the standard notation s In this paper, we consider strong synchronization as the natural model for non-flat systems and the notation A 1 × · · · × A k assumes strong synchronization when we don't explicitly say otherwise. However, our results are robust and remain unchanged when one adopts binary synchronization (see [DLS01, Appendix B]).
Parameterized Complexity of Non-flat Reachability
Reachability problems are the most fundamental problems in model checking. 
Proof (sketch). With an NDTM M and an integer k we associate a product
A 1 × · · · × A k × A state × A head of k + 2
Parameterized Complexity of Non-flat Temporal Logic Model Checking
In this section, we investigate the parameterized complexity of temporal logic model checking problems when the input is a synchronized product of LTSs (and a temporal formula!). We assume familiarity with the standard logics used in verification: LTL, CTL, HML, the modal µ-calculus (see [Eme90, CGP99, BS01] ).
For modal logics, LTSs are the natural models, while for temporal logics like CTL or LTL the natural models are Kripke structures. Below we call Kripke structure (or shortly KS) a pair M = A, m of a finite LTS A = Q, Σ, → extended with a finite valuation m ⊆ Q × AP of its states (with AP a set of atomic propositions). The size |M| of M = A, m is |A| + |m|.
We omit the standard definition of when state s in M satisfies formula φ, written M, s |= φ. There is one detail though: for linear-time logics (LTL and its fragments) we follow [SC85] and assume, for the sake of uniformity, that the question "M, s |= φ?" asks for the existence of a path from s that verifies φ, which is dual to the universal "all paths from s" formulation commonly used in applications.
The labels of the transitions of a KS do not appear in temporal formulae. They are only used for synchronization purposes: 
Proof. k-Exact-Reach reduces to k, φ-MC
In the other direction, the question "does 
Branching Time
Model checking non-flat systems is EXPTIME-complete for the µ-calculus [Rab00] and PSPACE-complete for HML or CTL. (Observe that HML, the fragment of the µ-calculus without fixed-points, does not allow stating reachability questions). In our parameterized setting we have: (1)
The interleaved product A B can be replaced by strong synchronization if we add Σ-loops in all states of B and Σ -loops in all states of A. Using (A 1 ×A 2 ) = A 1 × A 2 , the reduction carries to non-flat systems. Since non-flat bisimilarity is XP-hard already when |Σ| = 2 [DLS01, Theorem D.4], we can bound the size of the µ-formula in (1) and have an fp-reduction. 
Parameterized Complexity of Non-flat Bisimilarity
We assume familiarity with bisimulation and the other behavioral equivalences in the branching time -linear time spectrum [Gla01] . Checking for bisimilarity among non-flat systems is EXPTIME-complete in the classical framework [JM96, LS00] . For our parametric analysis, k-Bisim asks whether two given configurations in a product of k LTSs are bisimilar. 
Conclusion
We studied the complexity of model checking synchronized products of LTSs under the light of Downey and Fellows's theory of parameterized complexity. Here the parameter k is the number of components (and the size of the property). We considered a wide variety of problems, and assumed two different synchronization protocols.
It is known that for any fixed value of the parameter, the problems have polynomial-time solutions in O(n k ) and we show that solutions in some f (k) × n c (for some constant c) do not exist (unless Downey and Fellows's hierarchy collapses). Therefore our results show that these problems are probably not tractable even in the parameterized sense of being FPT, and their complexity is in general quite high in the hierarchy (see summary in Fig. 1 where edges correspond to the existence of an fp-reduction).
The problems remain intractable (possibly at a weaker level) when natural restrictions are imposed. We think this must be understood as arguing against any hope of finding "tractable" algorithms for model checking synchronized products of components even when the number k of components varies much less than the size of the components themselves. 
