The aim in this paper is to explore whether the Fisher-Rao metric can be used to measure different facets of facial shape estimated from fields of surface normals using the von-Mises Fisher distribution. In particular we aim to characterise the shape changes due to differences in gender. We make use of the vonMises Fisher distribution since we are dealing with surface normal data over the sphere 2 . Finally, we show the results achieved using EAR and Max Planck datasets.
Introduction
One recent and powerful development in the statistical theory of shape has been to explore the use of techniques motivated by information theory, and in particular to use the Fisher-Rao metric to measure the similarity of statistical shape models and construct shapespaces [10] .
In this paper we are particularly interested in the use of these ideas to represent variations in facial shape, and to determine the modes of variation due to factors such as gender. In particular, we are interested in how such shape variations manifest themselves in terms of changes in the field of surface normals. The reason for this is that we aim to fit statistical models of shape to 2D facial images, and from these images recover information concerning 3D shape [11] . One natural way of doing this that captures features of the human vision system, is to employ shape from shading to recover surface shape from variations in brightness. Here it is more natural to represent the facial surface using fields of surface normals rather than surface height information, * Supported by the Programme Alban, the European Union Programme of High Level Scholarships for Latin America, scholarship no. E06D101062BR.
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since the former are more directly linked to the physical process of light reflectance.
As a result surface normal models are more suitable for the purposes of fitting to image data. However, due to their non-Cartesian nature the statistical modelling of variations in surface normal direction is more difficult than that for landmark position. To overcome this problem, we make use of the statistical representation developed by Smith and Hancock [11] which converts surface normals into a Cartesian form using the equidistance azimuthal projection. With the surface normal data in Cartesian form we construct a shape-space for variations due to gender difference.
Fields of surface normals can be viewed as distributions of points residing on a unit sphere and may be specified in terms of the elevation and azimuth angles. It is natural to parameterise such statistical variations in direction using the von-Mises Fisher (vMF) distribution, which is specified in terms of a mean surface normal direction and a concentration parameter.
Working in the surface normal domain, we show how to use the vMF distribution to represent unstructured surface normal data without landmarks. To measure the similarity in between two fields of surface normals parameterized using the vMF we make use of the FisherRao metric. In this way facial similarity is measured by the geodesic distance between the shapes on a statistical manifold.
The von-Mises distribution (vMF)
We choose to work with the von-Mises Fisher distribution (vMF) because it is a natural probability distribution for working with high-dimensional directional data. The space of vMF forms a differentiable manifold, which can be considered to be embedded in a higher dimensional space The embedding space induces a metric on the manifold that allows for an intrinsic way to measure distances on the manifold. A Riemannian manifold is a smooth manifold supplied with a Riemannian metric [5] The vMF for multivariate directional data is
where x is a p dimensional vector residing on the hyper-sphere sphere S p−1 submersed in p , µ mean direction on the hyper-sphere and κ is the concentration parameter and I l (κ) is the modified Bessel function of the first kind of order l. The concentration parameter κ, quantifies how tightly the distribution function is distributed around the mean direction µ, and plays a role analogous to variance. The distribution is unimodal and rotationally symmetric around the direction µ. Finally, the distribution is uniform over the hyper-sphere for κ = 0.
The maximum likelihood estimators for the two parameters are obtained as follows. Suppose we have m samples of x, i.e. x 1 , ....x m . The estimator of the mean direction is given by µ =
There is no closed from estimator of concentration parameterκ. Instead it is the solution of the transendental equation
In practice we solve this equation using the NewtonRaphson method [3] . It is worth noting that Jupp and Mardia [7] have developed some non-iterative approximations which apply under small and large values of κ.
For p=3, the distribution is referred to as the vMF distribution. In the next subsection, we use the FisherRao Riemannian metric to compute the geodesic between vMF distributions.
Fisher Information Matrix
The Fisher information matrix is a Riemannian metric which can be defined on a smooth statistical manifold, i.e. a smooth manifold whose points are probability measures defined on a common probability space [8] , [9] . Let I = [0,1] and p: I × k → + , (x,θ) → p(x;θ), a k-dimensional family of positive probability density functions parameterized by the vector of param-
In classical information geometry the Riemannian structure on the parameter space k defined by the Fisher information matrix with elements
(2) The notation ∂ θ i is used for the partial derivative with respect to the component θ i of θ, where θ is a vector of parameters associated with the density p. The Fisher-Rao metric tensor (2) is an intrinsic measure, allowing us to analyze a finite, k-dimensional statistical manifold M without considering how M resides in an R 2k+1 space. In our case, we have 4 parameters and θ = (.κ, µ 1 , µ 2 , µ 3 )
T . where µ = (µ 1 , µ 2 , µ 3 ) T density parameter vector.
In practice we divide each field of surface normals into windows whose size is determined by the overall image size. In our experiments, the window size is 4x4. This provides sufficient statistics to make stable estimates of the mean direction and concentration parameter.
For simplicity, we concatenate the components of the mean surface normal µ and write θ = (κ, µ T ) T . We perform vector-differentiation with respect to µ to simplify our calculations. We commence by computing
where cos α µ = µ T x. Using the change of variables y = κµ T x, we have <cos α µ >= ye y dy = e y (y − 1). With the substitution, we have
In the above we can set p = 3 since we are dealing with a vMF distribution over a 2D field of surface normals. Next, we compute
Again, substituting for the vMF distribution, and making use of the rules of vector differentiation we have
On simplification this becomes
8) which is a 3-vector and concatenates the derivatives with respect to each component of µ.
Finally, we compute
(9) Substituting for the vMF distribution, we have
which is a 3x3 matrix. We make use of the Fisher-Rao metric to compute the geodesic distance between the two parametric densities. Consider two corresponding 4x4 image regions for which the estimated parameter vectors are θ
For small changes in parameters the geodesic distance between parameter vectors is
To compute the total facial dissimilarity, we sum the geodesic distances over all 4x4 non-overlapping image blocks. The total dissimilarity is given by D 
Experimental Results
Our experiment is concerned with assessing shape variation in fields of surface normals. We aim to explore if the techniques outlined in this paper can be used to distinguish the gender of different subjects.
The procedure adopted is as follows. We commence with range images of faces captured using a Cyberware 3030 full-head scanner. From the range of images, we estimate fields of surface normals by computing the derivatives of the height data, and projecting these onto a fronto-parallel plane. We refer to the fields of surface normals obtained as facial needle maps. We align the needle maps obtained from the different range of images to give maximum overlap (correlation). Each field of surface normals is tessellated into non-overlapping 4x4 blocks. For each pair of block we estimate the mean surface normal direction and the concentration parameter. For each pair of facial needle maps be compute the Fisher-Rao metric on a block-by-block basis, and then compute the over disimilarity by summing over the blocks. For the set of n faces under consideration we construct a n × n dissimilarity matrix. We apply Multi-dimensional Scaling (MDS) [6] , Heat Kernel [1] and Commute Time [4] embeddings technique to obtain embedding co-ordinates for the n faces.
We assess the quality of the resulting lowdimensional data representation by evaluating to what extent the local structure of the data is retained. The evaluation is performed by measuring the generalization error of a 1-nearest neighbour (1-NN) classifier that is trained on the low-dimensional data representation. Here an object is simply assigned to the class of its nearest neighbour [2] . In addition, we use the Rand Index to assess the degree of agreement between two partitions of the same set of objects [12] .
We experiment on two sets of data. One is the ground-truth needle-maps calculated from the Max Planck dataset (Dataset 1) 1 . Another is EAR dataset (Dataset 2) 2 . In both datasets, there are 100 females and 100 males, annotated with ground truth gender information. Figure 1 , shows MDS embedding of the pattern of distances into a 2-dimensional space. These MDS embeddings show the best results achieved using 1-NN classifier.The first embedding represents Dataset 1 and the second embedding represents Dataset 2. The blue markers are used to denote male subjects, and the red ones female subjects. We can draw the following conclusions from these plots. First, turning our attention to the embeddings, using the Fisher-Rao metric the dis- Figure 1 . Gender difference tribution of male and famele markers are concentrated differently. In particular the female markers are more densely concentrated. This would suggest that probabilistic separation may be feasible, and the unambiguous male subjects separated from the female ones. Second, it is worth noting that attempting to discriminate male and females faces on the basis of shape alone is a difficult task, and human observers make numerous additional cues such as hair-style.
We observe Table (1) that the performance from the 1-NN classifier gives us the best result using MDS embedding technique for both Datasets. Table 2 shows that using Rand Index technique we can observe that the best result for both Datasets is Heat Kernel embedding. Also, commute time is a not good classifier for both generalization errors technique. 
Final Remarks
In this paper we are able to show a notion of distance, using Fisher-Rao metric, between fields of surface nor- 
