Spatial coupling has recently emerged as a powerful paradigm to construct graphical models that work well under low-complexity message-passing algorithms. Although much progress has been made on the analysis of spatially coupled models under message passing, there is still room for improvement, both in terms of simplifying existing proofs as well as in terms of proving additional properties.
I. INTRODUCTION
Spatially coupled codes were introduced in the form of low-density parity-check codes by Felstrom and Zigangirov in [1] . Such codes are constructed by spatially coupling nearby replicas of a code defined on a graph. It has been proven that such ensembles perform very well under low-complexity message-passing algorithms. Indeed, this combination achieves essentially optimal performance. More generally, the concept of spatial coupling is proving to be very useful not only for coding but also in compressive sensing, statistical physics, and random constraint satisfaction problems. Given this range of applications, it is worth investigating basic properties of this construction in generality. Our aim is to introduce one further tool for the analysis of such systems -namely the concept of displacement convexity. Displacement convexity plays a crucial role in the theory of optimal transport. But it is also very well suited as a tool for the analysis of spatially coupled graphical models.
One of the most important properties of spatially coupled codes is that they exhibit the so-called threshold saturation phenomenon. That is, spatially coupled ensembles generically have a BP threshold which is as large as the maximum-a posteriori (MAP) threshold of the underlying ensemble, i.e., their threshold has saturated to the largest possible value. This result has been proved for transmission over the BEC in [2] , [3] , and [4] and for transmission over general binary-input memoryless output-symmetric (BMS) channels in [5] and [6] .
Our goal is to provide a new proof technique that targets the same problem. Using the simple case of regular LDPC ensembles and transmission over the binary erasure channel (BEC), we explain how the concept of displacement convexity can help simplify existing proofs and derive new results. The tool we introduce probably has a considerably larger range of applications for coding systems which are governed by a variational principle. We pose some open problems in this respect as further research directions. We run the belief-propagation algorithm on the (l, r)-regular ensemble and express it in the variational form using the potential functional [3] , [6] . The potential functional is an average of the Bethe free energy on the ensemble, and the density evolution (DE) equations can be obtained by differentiating this potential. Our goal is to find the fixed-point (FP) solution(s) of the DE equations, which is equivalent to finding the minimizer(s) of the potential.
For the simple case we analyze, we use displacement convexity [7] to prove that the potential describing the system is convex with respect to an alternative structure of probability measures. We consider the static case, when the decoder phase transition threshold is equal to the maximum a posteriori (MAP) threshold. Although this convexity property by itself falls slightly short of proving the uniqueness of the minimizing profile, it is expected to play a fundamental role in characterizing the space of minimizing profiles.
The paper is organized as follows: Section II introduces the framework for our analysis and our main results. We then give a quick introduction of the notion of displacement convexity in Section III. Finally, Section IV presents a proof of existence of the profile that minimizes the potential, and Section V proves that the displacement convexity of the functional. An extended version of this letter can be found in [15] .
II. SETTING AND MAIN RESULTS
In this section, we introduce the model and the associated variational problem to which we apply the displacement convexity proof technique, and we state our main result. There are two minima at p = 0 and p = p MAP .
A. (l, r, L, w)-Regular Ensembles on the BEC Consider the spatially coupled (l, r, L, w)-regular ensemble, described in detail in [5] , where the parameters represent the left degree, right degree, system length, and coupling window size (or smoothing parameter), respectively. Specifically, the ensemble is constructed as follows: consider 2L + 1 replicas of a protograph of an (l, r)-regular ensemble. We couple these components by connecting every variable node to l check nodes, and every check node to r variable nodes. The connections are chosen randomly: for a variable node at position z, each of its l connections is chosen uniformly and independently in the range [z, . . . , z + w − 1], and for a check node at position z, each of its r connections is chosen uniformly and independently in the range [z − w + 1, . . . , z].
For the channel we take a BEC with parameter . Leť 
This FP condition can be obtained by minimizing a "potential functional", which is
The natural setting for displacement convexity is the continuum case. We will therefore consider the continuum limit of (1). Extending our results to the discrete setting is one among various open problems. We define the rescaled variables z = z w ,ũ = u w and the rescaled functionx( z w ) ≡ x z . It is easy to see that (1) becomes a Riemann sum. We take the limit L → +∞ first and then w → +∞, and express the result in terms of the function 1 p(z) = 1 − (1 −x(z)) r−1 , we find that
In our notation, we use square brackets for functionals and usual round brackets for functions. We will give the conditions on the erasure probability profile needed to have convergent integrals and a well defined functional. As we will explain, the integrals in this expression are well defined because we work at the decoder phase transition threshold = MAP . From now on, the reader should think of the noise level as fixed to the value = MAP , although we abuse notation by simply writing in the formulas that follow.
We call (2) the "single system potential functional" and (3) the "interaction functional". The following remarks explain the interpretation suggested by these names. The term (3) vanishes when evaluated for a constant p(z) = p. Moreover the integrand of (2) is just the potential of the underlying uncoupled code ensemble. This is easily seen by recognizing that the usual density evolution equation for the erasure probability of checks is recovered by setting the derivative of W s (p) to zero. We will call W s (p) the "single system potential". A plot of W s (p) for the (3, 6)-ensemble is shown in Figure I when = MAP . The figure shows that the single potential vanishes at p = 0 and p = p MAP , some positive value. This is a generic feature of all (l, r)-regular code ensembles as long as l ≥ 3 (for cycle codes l = 2, we have p MAP = 0). This shows, in particular, that in order for the integrals in (2) to be well defined, we have to consider profiles p(·) ∈ S where
B. Main Results
The first non-trivial question one may ask is whether the minimum of W[p(·)] is attained in S. This question will be answered by means of the so-called "direct method", a standard method of calculus of variations [13] , [14] , (see Section IV-B). The next question is whether there is a unique minimizer. This question turns out to be quite subtle and we only show partial results. One way to establish uniqueness would be if we could show that the functional W[p(·)] is strictly convex. This is in fact not true, but we will show that it is displacement convex, where displacement convexity refers to convexity under an interpolation different than that in usual convexity. The (strict) displacement convexity by itself is unfortunately not strong enough to show uniqueness of the minimizing profile since the system can in general have translational degrees of freedom. The simplest such degree of freedom is a standard shift, i.e., we have W[p(·+a)] = W[p(·)]. But more subtle such translational degrees of freedoms can exist. For the system we consider, this is not the case and it can be shown that the minimizer is unique up to shifts. However, we keep the exact characterization of such degrees of freedom for future work. In this letter we prove the following theorem: Let us briefly outline the proof strategy of this theorem. We show using rearrangement inequalities [12] that the minimizers in S are necessarily increasing (see Lemma 4.3) . Note that increasing profiles can be viewed as cumulative distribution functions (cdfs) and in particular they have an inverse function. This turns out to be the right setting both for the existence proof (Section IV-B) and for the application of the displacement convexity technique to study uniqueness (Section V).
III. DISPLACEMENT CONVEXITY
Displacement convexity can be very useful in functional analysis. It goes back to McCann [7] and plays an important role in the theory of optimal transport [8] . It has been used in [9] and [10] to study a functional governing a spatially coupled Curie-Weiss model, which bears close similarities with the coding theory model studied here (see [11] ). In this section, we give a quick introduction to the tool of displacement convexity.
Recall first that the usual notion of convexity of a generic functional F[p(·)] on a generic space X means that for all p 0 (·), p 1 (·) ∈ X and λ ∈ [0, 1],
Lemma 4.3 shows that we can restrict the minimization problem to the space of increasing profiles. Thus, the discussion below assumes that we consider only such profiles. This is the correct setting for defining displacement convexity. An increasing profile with left limit 0 and right limit p MAP can be thought of as a cdf (up to scaling). Further, such increasing functions have increasing inverse functions (which can also be thought of as cdfs, up to scaling). More precisely, consider the following bijective maps that associate (with an abuse of notation) to a cdf p(·) its inverse z(·):
For any two increasing profiles p 0 (·), p 1 (·) ∈ S, we consider z 0 (·), z 1 (·) their respective inverses under the maps defined above. Then for any λ ∈ [0, 1], the interpolated profile p λ (·) is defined as follows:
The difference in interpolation under the alternative structure lies in how the interpolation is applied. Displacement convexity of W[p(·)] on the space S simply means that:
holds for any p 0 (·), p 1 (·) ∈ S and λ ∈ [0, 1]. Strict displacement convexity means that this inequality is strict as long as p 0 (·) and p 1 (·) are distinct. We will prove the strict displacement convexity of W[p(·)] in Sections V-A and V-B.
IV. EXISTENCE OF MINIMIZING PROFILE
In this section, we prove that W attains its minimum.
A. Preliminaries
We start by some preliminaries to show that one can restrict the search of minimizing profiles to those in S that are monotone increasing. The proofs of the Lemmas 4.1-4.4 can be found in Appendices A-D, respectively, in the extended version of this paper [15] .
The first lemma states that the interaction potential is bounded from below. 
The following lemma states that a truncation of the profile at the value p MAP decreases the potential functional, so we may restrict our search of minimizing profiles to those with range p(z) ∈ [0, p MAP ]. We next restrict our search of minimizing profiles to increasing ones. In order to achieve this we will use rearrangement inequalities. We recall that an increasing rearrangement associates to any function p(·) ∈ S with range [0, p MAP ] an increasing function p * (·) so that the total mass is preserved. More formally, any non-negative function in S can be represented in layer cake form p(z) = We can thus restrict the search of minimizing profiles to the space of increasing profiles. Furthermore because of translation invariance of the potential functional it is always possible to translate an increasing profile so that p(z) crosses the value pMAP 2 at the origin.
In particular, we can think of a profile as a cdf associated to an underlying measure (up to scaling).
The final step of these preliminaries concerns a necessary condition that any minimizing sequence 2 must satisfy. Consider the sequence of probability measures associated to the 2 A minimizing sequence in S is by definition any sequence pn(·) ∈ S such that lim
sequence of cdfs p n (·). The following lemma states that this sequence of measures is tight.
Lemma 4.4: Let p n (·) ∈ S be a minimizing sequence of cdfs. For any δ > 0 we can find M δ > 0 such that p n (M δ ) − p n (−M δ ) > (1 − δ)p MAP for all n. We remark that M δ is independent of n.
B. The Direct Method
The direct method in the calculus of variations [13] - [14] is a standard scheme to prove that minimizers exist. We use this method to obtain the following theorem:
Theorem 4.5: The potential functional W[p(·)] attains its minimum in the space S , and hence in S.
Proof: Let us take any minimizing sequence p n (·) of cdfs, i.e. a sequence that satisfies (6) . By Lemma 4.4 the corresponding sequence of measures is tight. Thus by a simple version of Prokhorov's theorem for measures on the real line, we can extract a (point-wise) convergent subsequence of cdfs p n k (·) → p (·) as k → +∞ with p (·) ∈ S . By Fatou's Lemma, one can check that the potential functional is lowersemi-continuous, which means
Putting (6) and (7) together,
On the other hand, inf 
V. PROOF OF DISPLACEMENT CONVEXITY OF THE FUNCTIONAL
We now show that the potential functional W[p(·)] is displacement convex in S . Concretely, we prove the strict form of (5). As we discussed above, this in itself falls slightly short of proving the uniqueness of the minimizing profile. But it is one of the main ingredients to characterize the space of minimizing profiles.
A. Displacement Convexity of the Single-Potential Term
We first prove that the single-potential functional W single [p(·)] is displacement convex (although not convex).
Theorem 5.1: Let p 0 (·) and p 1 (·) be in S and let p λ (·) the interpolating profile as defined in Section III. Then
Such a sequence exists as long as the functional is bounded from below. Since Ws(p) ≥ 0 and due to Lemma 4.1, this is true.
Proof: Recall that W single [p(·)] = R dzW s (p(z)). Recall also the definition of p λ (z) in Section III. Thus
The function λ → W single [p λ (·)] is linear, hence convex.
B. Displacement Convexity of the Interaction-Potential Term
The proof of the strict displacement convexity of the interaction potential term is more involved.
Theorem 5.2: Let p 0 (·) and p 1 (·) be in S and let p λ (·) the interpolating profile as defined in Section III. Then for all λ in (0, 1),
Proof: Since p can be seen as a cdf we associate with it its probability measure µ such that p(z) = p MAP z −∞ dµ(x). We rewrite (3) in the form (9) where V (x 1 , . . . , x l ) is a totally symmetric "kernel function". We can conclude (8) if V is jointly convex (in the usual sense); see [8] . Let us briefly explain this argument here. Consider the measures µ 0 , µ 1 associated to cdfs p 0 (·), p 1 (·). Then there exists a unique increasing map T : R → R such that µ 1 = T #µ 0 . Here T #µ is the push-forward 3 of µ under T . Then from x λ (p) = (1−λ)x 0 (p)+λx 1 (p) we have that µ λ = T λ #µ where T λ (x) = λx + (1 − λ)T (x). We rewrite (9) as
In the second equality we restrict the integrals over the sector S x = {x = (x 1 , · · · , x l ) : x i ≥ x j if i < j}, which is possible since V is totally symmetric. Now it is important to notice that since T is an increasing map we have T λ (x 1 ) ≥ · · · ≥ T λ (x l ) for any λ ∈ [0, 1]. Moreover the λ dependence in the kernel function is linear. Thus the proof of displacement convexity ultimately rests on checking that the kernel function is jointly convex in one sector, say S x . 4 In fact the kernel function is translation invariant and can be expressed as a function of distances d 1i = x 1 − x i , i = 1, . . . , l. We will prove convexity of V as a function of these distances, then strict convexity as a function of d = (d 12 , . . . , d 1l ) on a set of the d-space of positive measure. This is enough to get (8) .
It remains to compute V and to investigate its convexity. Using Fubini's theorem and after some computations, we find
where θ(x) denotes the Heaviside step function. So the kernel V (x 1 , . . . , x l ) in (9) is the integrand of the first l integrals in (10) . Our goal henceforth is to prove that V is convex in the usual sense in S x . We will prove a stronger statement: that V u is convex, where u = (u 1 , . . . , u l ), and
We remark that
a i ) and observe that V u can be written in terms of the distances d 1i as (here d 11 ≡ 0)
Lemma 5.3 below states that V u (x) is jointly convex in S x for all u. Hence V is convex in S x . Lemma 5.4 below states that V is strictly convex in a small neighborhood of d = 0, and this completes the proof. This shows concavity.
Lemma 5.4: There exists a neighborhood of d = 0 where the kernel function V is a strictly convex.
Sketch of Proof:
We find that the general expression of the kernel in S x is equal to We compute the Hessian matrix H at the origin d = 0 and find H = (1+ 1 l−1 )1− 1 l−1 vv T , where v is the (l −1)-dimensional vector of 1's and 1 the (l−1)-dimensional identity matrix. The eigenvalues of this matrix are 1 + 1 l−1 and 1 (with 1 + 1 l−1 having degeneracy l − 2). Therefore the Hessian is strictly positive definite at the origin, and thus (by continuity) also in a small neighborhood of the origin.
VI. CONCLUSION
There are several questions that can be posed in the framework presented in this paper. First, we recall that the original potential functional governing the system at hand is in discrete form. Can one extend the displacement convexity framework to the discrete setting? Displacement convexity can presumably be used to analyze a large range of problems with flavors similar to the present one. In particular, it can presumably be applied to general BMS channels, the random K-SAT and Q-coloring problems, to name a few. We plan to come back to these problems in the future.
