Abstract: This paper describes a new approach for identifying the parameters of two-dimensional complex sinusoids from a finite number of measurements, in presence of additive and uncorrelated two-dimensional white noise. The proposed approach is based on using frequency domain data. As a major feature, it enables the estimation to be frequency selective. The new method extends to the two-dimensional (2D) case some recent results obtained with reference to the frequency ESPRIT algorithm. The properties of the proposed method are analyzed by means of Monte Carlo simulations and its features are compared with those of a classical time domain estimation algorithm. The practical advantages of the method are highlighted. In fact the novel approach can operate just on a specified sub-area of the 2D spectrum. This area-selective feature allows a drastic reduction of the computational complexity, which is usually very high when standard time domain methods are used.
INTRODUCTION
The two-dimensional (2D) spectral analysis is a well studied topic with a vast number of applications like, for example, image processing and 2D MR spectroscopy.
In the 2D spectral analysis literature (Marple, 1987; Kay, 1988) two different methodologies are usually described. The first one contains the classical nonparametric approaches, that suffer from several limitations such as poor resolution and high-sidelobe effects. The second methodology contains the parametric approaches. Nonparametric methods are usually developed in the frequency domain, while parametric methods treat time domain data.
Among the second class of methods, one can find the Maximum Likelihood method (Clark and Sharf, 1994 ) and the subspace-based approaches, like the harmonic retrieval method in (Kung et al., 1983) , the MEMP method (Hua, 1992; Hua and Baqai, 1994; Zhu and Hua, 1993) and the ACMP method (Vanpoucke et al., 1994) . Other approaches are the 2D-Prony method (Sacchini et al., 1993) , the Linear Prediction method, see e.g. (Marple, 2000) , the 2D-MODE algorithm (Li et al., 1996) , the 2D-MUSIC method (Li et al., 1998) and the 2D-ESPRIT method (Rouquette and Najim, 2001; Wang et al., 2005) .
The theoretical results provided by (Pintelon et al., 1997) , with reference to input-output models, and by (McKelvey, 2000 (McKelvey, , 2002 , for state-space models, have allowed to directly implement in the frequency domain many parametric approaches originally developed for time domain data (Pintelon and Schoukens, 2012) .
Based on these results, in (Soverini and Söderström, 2017) a frequency subspace-based approach has been proposed for the identification of one-dimensional complex sinusoids, in the presence of additive and uncorrelated white noise. The method can be considered as the frequency counterpart of the wellknown ESPRIT method (Roy and Kailath, 1989) , originally developed in the time domain. An alternative frequency domain approach was proposed also in (McKelvey and Viberg, 2001 ). This paper extends the approach of (Soverini and Söderström, 2017) to the 2D case. It was originally motivated by the work of (Sandgren et al., 2006) , where the ideas of (McKelvey and Viberg, 2001 ) have been applied in the 2D MR problems.
To the best of the authors' knowledge, the obtained results about the 2D-DFT representation of 2D-dynamic systems constitute a novelty in the existing literature. In particular, they allow a rigorous definition of the identification problem, that can be directly formulated and solved in terms of the 2D-DFT data.
It must be observed that in many applications the data are directly available in the time domain and there is no practical need to perform the 2D-DFT before implementing the identification algorithm. On the other hand, the main purposes of this paper are to formulate and solve the identification problem in the frequency domain and to investigate the theoretical links among the time domain models and the corresponding frequency domain representations. For these reasons, as preliminary investigations, the comparison with other identification approaches existing in the literature has not been performed, with the exception of the method proposed in (Kung et al., 1983) since it constitutes the basis of the 2D time domain realization procedure.
As a major feature, working in the frequency domain enables the estimation to be frequency area-selective, i.e. the user has the possibility to take into account some a priori information, by selecting the data just from the 2D frequency sub-bands in which the signal harmonics are known to reside.
The organization of the paper is as follows. Section 2 defines the problem of identifying 2D complex sinusoids buried in white measurement noise. Section 3 introduces a novel frequency domain description of the system model. In Sections 4 it is explained how the identification problem can be solved, by using the frequency domain subspace-based algorithm proposed in (Soverini and Söderström, 2017) . In Section 5 the effectiveness of the proposed procedure is verified by means of Monte Carlo simulations and its features are compared with those of the 2D time domain method proposed in (Kung et al., 1983) . It is shown that the proposed method exhibits very good performance and is characterized by high frequency resolution properties. Finally, some concluding remarks are reported in Section 6.
STATEMENT OF THE PROBLEM
Consider the following discrete time model for n 2D complex sinusoids buried in measurement noise
(1)
where t 1 = 0, . . . , N 1 − 1, t 2 = 0, . . . , N 2 − 1 and N 1 , N 2 denote the number of the available samples in each of the two dimensions.
The coefficients γ 1i = −β 1i + iω 1i and γ 2i = −β 2i + iω 2i contain the unknown damping and frequency parameters, ρ i = |ρ i |e iϕi are the unknown complex gains and v(t 1 , t 2 ) is the complex 2D white noise.
The problem under consideration is to estimate the signal parameters ω 1i , β 1i , ω 2i , β 2i (i = 1, . . . , n) and, possibly, the noise variance σ * v . The following assumptions are applied.
A1. The number n is a priori known and all the components are present, ρ i = 0 ∀i. A2. The n frequencies are distinct in both directions, i.e. ω 1h = ω 1l and ω 2h = ω 2l ∀h, l h = l, with ω 1h , ω 2h ∈ (−π, π]. A3. The additive noise v(t 1 , t 2 ) is a 2D, zero-mean, complexvalued circular white noise, with unknown variance σ * v and is uncorrelated with x(t 1 , t 2 ).
Define λ 1i = e γ1i and λ 2i = e γ2i with i = 1, . . . , n.
It can be easily verified that (1 − λ 1i q −1 1 ) is an annihilating polynomial for the generic i-th signal x i (t 1 , t 2 ) = ρ i e γ1i t1 e γ2i t2 in (1), i.e.
(1 − λ 1i q
where q −1 1 denotes the backward shift operator along the dimension t 1 .
In an analogous way, (1 − λ 2i q −1
2 ) is an annihilating polynomial for the generic i-th signal x i (t 1 , t 2 ) = ρ i e γ1i t1 e γ2i t2 in (1), i.e.
(
where q −1 2 denotes the backward shift operator along the dimension t 2 .
Relations (3)-(4) are direct consequences of the fact that x i (t 1 , t 2 ) is a separable signal in the two variables t 1 and t 2 . For (3)-(4) to hold for all time arguments, proper initial conditions must be set.
By extending this observation for all the components of x(t 1 , t 2 ), the following homogeneous AR equations can be obtained
where
(8) and α 1,i , α 2,i (i = 1, . . . , n) are complex parameters.
From (5)- (6) it follows that also
is an annihilating polynomial for x(t 1 , t 2 ), i.e.
For (10) to hold (for all time arguments) proper boundary conditions have to be set.
Equation (9) can be seen as a definition of A. It is worth observing that A(q −1
2 ) ) is, by construction, a 2D separable polynomial in the two variables q −1 1 and q −1 2 . We will face the identification problem in the frequency domain, using the Discrete Fourier Transform (DFT) of the signals. An exact description of the effects of the boundary conditions is given and exploited. Two ways are possible:
1. Formulate the problem using an input-output representation, i.e. staring from the difference equation (10), complemented with the effects of the boundary conditions. This is the approach taken in this paper. 2. Formulate the problem using a state space representation.
Then, in a certain sense, initial conditions can be imposed instead of boundary conditions. This is the approach taken in (Soverini and Söderström, 2018) .
As a main feature, for both papers the estimation procedure will work using only a subset of the 2D-frequency domain, that is part of the ω 1 , ω 2 space.
For a generic 1D signal {s(t)} N −1 t=0 , observed at N equidistant time instants, the one-dimensional Discrete Fourier Transform (1D-DFT) is defined as
It is well-known that the 1D-DFT defined in (11) admits also a matrix representation (see Appendix A).
For a generic 2D signal s(t 1 , t 2 ) with t 1 = 0, . . . , N 1 − 1, t 2 = 0, . . . , N 2 − 1, observed at equidistant time instants, the two-dimensional Discrete Fourier Transform (2D-DFT) is defined as
By using the definition (11), the 2D-DFT (12) can be obtained in two steps, by computing the DFT with respect to t 1 , keeping
and then computing the DFT ofS 1 (ω h , t 2 ) with respect to t 2
Or vice versa, one can firstly proceed with respect to t 2 and then with respect to t 1
It is worth observing that also the 2D-DFT defined in (12) can be expressed in matrix form (see Appendix A).
The problem under investigation can be stated as follows.
be the 2D-DFT of the noisy measurements y(t 1 , t 2 ) generated by the system (1)-(2). Given Y (ω h , ω l ), estimate the signal parameters ω 1i , β 1i , ω 2i , β 2i (i = 1, . . . , n) and, possibly, the noise variance σ * v . Remark 1. As pointed out in Problem 1, the main focus is on the non-linear problem of estimating the parameters γ 1i = −β 1i + iω 1i and γ 2i = −β 2i + iω 2i . Once the parameters γ 1i and γ 2i are known, in order to recover the model (1) it is necessary to develop a further procedure for pairing them properly {γ 1i , γ 2i } n i=1 and for estimating the parameters ρ i . This is a common aspect for many 2D methods, see e.g. (Hua, 1992) . For this purpose, the procedure described in (Sandgren et al., 2006) can be applied. A brief summary can be found also in Appendix B of (Soverini and Söderström, 2018) . ✸
FREQUENCY DOMAIN SET UP
In this section a new frequency domain description for the noisy model (1)- (2) is introduced.
Compute the 1D-DFT of equation (5) with respect to t 1 for a fixed value of t 2 , see definition (13). It is a well-known fact (Pintelon et al., 1997 ) that for finite N 1 , even in absence of noise, the 1D-DFTX 1 (ω h , t 2 ) of the signal x(t 1 , t 2 ) does no longer satisfy the relation (5). On the contrary, it exactly satisfies an extended relation that includes also a transient term
Note that the polynomial in (18) is an explicit function of t 2 , since changing t 2 the values of the parameters τ 1,i change. According to the theoretical results of the 1D case, the term T 1 (e −iω h , t 2 ) is identically zero if x(t 1 , t 2 ) is a N 1 -periodic sequence in the t 1 direction.
As before, it is possible to state that for finite N 2 , even in absence of noise, the 1D-DFTX 2 (t 1 , ω l ) of the signal x(t 1 , t 2 ) (see definition (15)) does no longer satisfy the relation (6). On the contrary, it exactly satisfies an extended relation that includes also a transient term
According to (12), let X(ω h , ω l ), Y (ω h , ω l ) be the 2D-DFTs of the time domain sequences x(t 1 , t 2 ) and y(t 1 , t 2 ), respectively.
Compute now the 1D-DFT on both sides of relation (17) with respect to t 2 , according to relation (14). It results in
is the following polynomial of order n − 1
In other words, it results in
for i = 0, . . . , n − 1. Note that the coefficients ofT 1 (z
In a similar way, compute the 1D-DFT on both sides of relation (19) with respect to t 1 , according to relation (16). It results in
whereT 2 (z −1 2 , ω h ) is the following polynomial of order n − 1
(27) andτ 2,i (ω h ) are the 1D-DFTs of the sequences τ 2,i (t 1 )
for i = 0, . . . , n − 1.
Summing up, the previous results can be formalized in the following theorem.
Theorem 1. Let X(ω h , ω l ) be the 2D-DFT of the signal x(t 1 , t 2 ), generated by the 2D model (1), with finite values of N 1 and N 2 . The following relations hold exactly
whereT 1 (z
2 , ω h ) are the polynomials defined in (24) and (27), respectively. The termT
Recalling the result of (Pintelon et al., 1997) , the extension to the frequency domain of the relation (10) can be stated as follows.
Theorem 2. For finite N 1 and N 2 , the 2D-DFT X(ω h , ω l ) does no longer satisfy the relation (10). On the contrary, it exactly satisfies an extended relation that includes also a transient term
2 , ω h ) have been defined in (24) and (27). ✸ Proof. By definition (9) of the polynomial A(z −1
2 ), equation (10) can be written as
2 ) x(t 1 , t 2 ) = 0.
(32) Consider the equation (29) and multiply both sides by the polynomial A 2 (e −iω l ). The following relation is obtained
It can also be written as
Consider now the equation (30) and multiply both sides by the polynomial A 1 (e −iω h ). The following relation is obtained
By comparing (34) with (36), it results in
Finally, by summing the equations (34) and (36) one obtains the equation (31). ✸
TWO-STEP SUBSPACE-BASED SOLUTION
In this section it is shown that, in order to solve Problem 1, the frequency domain procedure described in (Soverini and Söderström, 2017) can be applied twice.
Let X and Y be the 2D-DFT matrices with dimension N 1 ×N 2 defined according to (A.7) and containing the entries X(ω h , ω l ) and Y (ω h , ω l ), respectively. Now introduce the notational convention that, for every fixed value of ω l , e.g. ω l =ω l , the term X(ω h ,ω l ) represent the l-th column of the matrix X. Analogously, for every fixed ω h =ω h , the term X(ω h , ω l ) represent the h-th row of X. Analogous considerations hold for the noisy matrix Y.
Define the following column vectors x
introduce the following notations
and compute the following averages
Thanks to the linearity properties, it is easily seen from (29)- (30) that
Consider now the generic, discrete time 1D signal
where v(t) is a zero-mean, complex-valued circular white noise, uncorrelated with x(t). Let X(ω k ), Y (ω k ) and V (ω k ) be the 1D-DFTs of x(t), y(t) and e(t) respectively. For the noise-free data X(ω k ), define the polynomials
where z −1 denotes the backward shift operator, and write the following set of equations
with k = 0, . . . , N − 1.
Note that relation (46) is obtained from (52) if the following substitutions are introduced
1 ). In analogous way, it can be easily verified that (47) is obtained from (52) by making the following substitutions
With these definitions, the same notations used in (Soverini and Söderström, 2017) have been introduced, see also Appendix B.
In the present case, the method is applied twice to the noisy data
Starting from the knowledge of the 2D-DFT noisy matrix Y, the solution of Problem 1 can be obtained with the following two step procedure, that will be denoted as 2D-FD-ESPRIT method since it can be considered the 2D version of the FD-ESPRIT method of (Soverini and Söderström, 2017) .
Procedure 1. As a first step, the identification procedure described in Appendix B can be applied to the vector y c (ω h ), obtained as in (42) by averaging over the columns y c l (ω h ) = Y (ω h ,ω l ) of the matrix Y. The procedure leads to the determination of the parameters γ 1i = −β 1i + iω 1i , with i = 1, . . . , n. Then, in a second step, the same identification procedure can be applied to the vector y r (ω l ), obtained as in (43) by averaging over the rows y
The procedure leads to the determination of the parameters γ 2i = −β 2i + iω 2i , with i = 1, . . . , n. ✸ From simulation experiences, the effect of the additive noise is reduced and better parameter estimates are obtained by improving the Procedure 1 as follows. The procedure will be denoted as 2D-FD-ESPRIT-ENH(anced) method.
Procedure 2. As a first step, for each value of l, the identification procedure described in Appendix B is applied to the vectors y
Thus, for each value of l, a matrix Σ l of type (B.9) is obtained. Finally, the singular value decomposition (B.10) is performed on the matrix Σ obtained by averaging over the matrices Σ l , with l ∈ [0, N 2 − 1]. The procedure leads to the determination of the parameters γ 1i = −β 1i + iω 1i , with i = 1, . . . , n. Then, in a second step, the same identification procedure can be applied to each vector y
Thus, for each value of h, a matrix Σ h of type (B.9) is obtained. Finally, the singular value decomposition (B.10) is performed on the matrix Σ obtained by averaging over the matrices Σ h , with h ∈ [0, N 1 − 1]. The procedure leads to the determination of the parameters γ 2i = −β 2i + iω 2i , with i = 1, . . . , n. ✸ Remark 2. Both steps of the Procedures 1 and 2 can be applied also when only a subset of the whole frequency range is used, i.e. ω h ∈ W 1 = [ω I1 , ω F1 ], with I 1 ≥ 0 and F 1 ≤ N 1 − 1; and ω l ∈ W 2 = [ω I2 , ω F2 ], with I 2 ≥ 0 and F 2 ≤ N 2 − 1, on condition that the number of frequencies L 1 = F 1 − I 1 + 1 and L 2 = F 2 − I 2 + 1 is large enough. The subset W = W 1 × W 2 must be chosen by the user on the basis of a priori knowledge of the complex signal x(t 1 , t 2 ) and allows a frequency areaselective estimate of the model parameters. ✸ Remark 3. After these two steps, in order to recover the original signal (1), the parameters γ 1i , γ 2i must be properly paired and the estimates of the parameters ρ i must be computed. As stated in Remark 1, both operations can be performed simultaneously by using the procedure described in (Sandgren et al., 2006) . ✸
NUMERICAL EXAMPLES
In this section, the effectiveness of the proposed 2D-FD-ESPRIT-ENH method is tested by means of numerical simulations. Its performance is compared with a revised version of the 2D time domain realization procedure, originally proposed in (Kung et al., 1983) . A brief description of this procedure, denoted for convenience 2D-TD-KUNG method, can be found in Appendix A of (Soverini and Söderström, 2018) .
Example 1. The following example has been proposed in (Sandgren et al., 2006) and mimics a Magnetic Resonance data analysis. The simulated system of type (1)-(2) consists of n = 5 components. The true frequency and damping parameters are reported in Table 1 , together with the complex gains (not estimated).
The number of samples of the considered data matrix is N 1 = 200, N 2 = 200 and the sampling frequency is f s = 1 Hz, so that the frequency resolution results in df = f s /N = 0.005 Hz. The contour plot of the 2D-DFT spectrum is shown in Fig. 1 . A Monte Carlo simulation of 100 independent runs has been performed by adding to the noise-free sequences x(t) different circular white noise realizations with variance σ * v = 6.7788, corresponding to a Signal to Noise Ratio (SNR) of 30 dB. Table 2 reports the empirical means of the estimates of the system parameters ω 1i , ω 2i , β 1i and β 2i (i = 1, . . . , 5), together with the corresponding standard deviations, obtained with the proposed 2D-FD-ESPRIT-ENH algorithm. The table reports also the results obtained with the time domain 2D-TD-KUNG algorithm. For both methods the order m > n of the augmented model (see step 3 in Appendix B) has been fixed to m = 66. Table 2 shows that both identification methods yield similar, very good results. For lower SNR conditions the 2D-FD-ESPRIT-ENH algorithm does not yield good estimates. However, good results can be obtained by a proper selection of the 2D frequency sub-area W 1 × W 2 of the spectrum. On the basis of a priori knowledge, the frequency sub-area must be chosen in such a way to isolate the peaks under study, reducing the effects of the other neighbor peaks as much as possible. Table 2 . Estimated values of the parameters ω 1i , ω 2i , β 1i and β 2i -SNR=30 dB Table 3 . Estimated values of the parameters ω 1i and ω 2i -SNR=10 dB Table 3 reports the empirical means of the estimates and the corresponding standard deviations for the frequencies ω 1i and ω 2i , obtained in a Monte Carlo simulation of 100 independent runs with a SNR of 10 dB. Under these low SNR conditions the 2D-TD-KUNG algorithm fails to give correct results. The last column of Table 3 reports the frequency sub-band W 1 × W 2 (in Hz) used for the identification of the i-th 2D frequency. Two facts are worth observing. The same sub-area has been used for the joined estimate of the two peaks (ω 12 , ω 22 ) and (ω 13 , ω 23 ), in other words the number of 2D sinusoids to be identified in that area has been fixed to n = 2. The algorithm has some difficulties in discriminating the frequencies ω 14 = 0.050 and ω 15 = 0.060 along the t 1 axis. Good estimates of the two peaks (ω 14 , ω 24 ) and (ω 15 , ω 25 ) have been obtained by using two disjoint sub-areas.
CONCLUSIONS
In this paper a novel 2D-frequency subspace-based approach has been proposed for the identification of complex (A.7) Observe that in equation (13) the summation is with respect to the row index t 1 while the column index t 2 is fix. This expression can be considered as a 1D-DFT on the N 2 columns of matrix (A.6). Thus, the equation (13) (A.9) It can also be observed that in equation (14) the summation is with respect to the column index t 2 while the row index ω h is fix. This expression can be considered as a 1D-DFT on the N 1 rows of matrix (A.9) or, equivalently, on the N 1 columns of matrix S T ω,t . Thus, the equation (14) (A.13)
