A Doob-type maximal inequality and its applications to various
  stochastic processes by Engländer, János
ar
X
iv
:1
80
5.
07
70
0v
3 
 [m
ath
.PR
]  
21
 D
ec
 20
18
JOTP manuscript No.
(will be inserted by the editor)
A generalization of the submartingale property: maximal inequality and
applications to various stochastic processes
Ja´nos Engla¨nder
Received: date / Accepted: date
Abstract We generalize the notion of the submartingale property and Doob’s inequality. Furthermore,
we show how the latter leads to new inequalities for several stochastic processes: certain time series, Le´vy
processes, random walks, processes with independent increments, branching processes and continuous state
branching processes, branching diffusions and superdiffusions, as well as some Markov processes, including
geometric Brownian motion.
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1 Introduction
The aim of this note is to generalize the notion of the submartingale property and to show how an im-
provement on Doob’s inequality, already pointed out in [2], leads to new inequalities for various stochastic
processes, such as certain time series, Le´vy processes, random walks, processes with independent increments,
branching processes and continuous state branching processes, branching diffusions and superdiffusions, as
well as some Markov processes, including geometric Brownian motion. Despite the proofs being very simple,
to the best of our knowledge, the inequalities obtained are new. They seem to provide remedies in situations
when the standard submartingale toolset is not available. For background on submartingales and related
inequalities see e.g. [8,9].
Notation: As usual, N will denote the nonnegative integers, R+ will denote [0,∞) and SMG will abbrevi-
ate ‘submartingale.’ Finally, E[X ;A] will denote E(X 1A), and inequalities involving conditional expectations
will be meant in the a.s. sense.
2 Improving Doob’s inequality
Although the proofs of Theorems A and B below are almost identical to the ones of Theorems 5.2.1 and
7.1.9 in [9], we present their brief proofs for the sake of completeness.
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2 Ja´nos Engla¨nder
The following maximal inequality is precisely Doob’s inequality when a = 1; when a < 1, however, Doob’s
inequality is not available.
Theorem A (Improved Doob; discrete). Let N ≥ 0. Let (Xn,Fn, P )0≤n≤N be a discrete stochastic process
with the last variable satisfying that 0 ≤ XN ∈ L
1(P ), and assume that
E(XN | Fn) ≥ aXn (1)
holds for all 0 ≤ n < N with some 0 < a. Then
P
(
max
0≤n≤N
Xn ≥ α
)
≤
1
αa˜
E
[
XN ; max
0≤n≤N
Xn ≥ α
]
, α > 0,
where a˜ := min{a, 1}.
Proof. It is enough to treat the case when a < 1, otherwise one is simply dealing with Doob’s inequality.
Define the mutually disjoint events
A0 := {X0 ≥ α};
An := {Xn ≥ α but max0≤m<nXm < α} ∈ Fn, n = 1, 2, ...
Since a < 1 and XN ≥ 0, the bound (1) holds even for n = N , and thus
P
(
max
0≤n≤N
Xn ≥ α
)
=
N∑
n=0
P (An) ≤
N∑
n=0
E[Xn;An]
α
≤
N∑
n=0
E[XN ;An]
αa
≤
1
αa
E
[
XN ; max
0≤n≤N
Xn ≥ α
]
,
as claimed.
Remark 1 (Lp-inequality) The standard proof of the Lp-inequality corresponding to Doob’s inequality (see
eg. Corollary II.1.6 in [8]) now yields the following, slightly modified result. Let p > 1 and assume that
E(Xpi ) <∞ for 1 ≤ i ≤ N . If X
∗
N := max0≤n≤N Xn, then
‖X∗N‖p ≤
1
a˜
·
p
p− 1
‖XN‖p,
where ‖ · ‖p is the L
p-norm.
Next, we treat the continuous counterpart.
Theorem B (Improved Doob; continuous). Let T > 0. Let (Zt,Ft, P )t∈[0,T ] be a right-continuous stochastic
process with the last variable satisfying that 0 ≤ ZT ∈ L
1(P ), and assume that
E(ZT | Ft) ≥ aZt (2)
holds for all 0 ≤ t < T where 0 < a. Then, for α > 0,
P
(
sup
0≤s≤T
Zs ≥ α
)
≤
1
αa˜
E
[
ZT ; sup
0≤s≤T
Zs ≥ α
]
,
where a˜ := min{a, 1}.
Proof. We will write Z(s) instead of Zs for convenience. Let α
∗ ∈ (0, α). Let n ∈ N be given and apply
Theorem A to the discrete parameter process (Wm, Gm, P )0≤m≤2n :=
(
Z
(
mT
2n
)
, FmT
2n
, P
)
0≤m≤2n
and N :=
2n, yielding
P
(
max
0≤m≤2n
Wm ≥ α
∗
)
≤
1
α∗a˜
E
[
ZT ; max
0≤m≤2n
Wm ≥ α
∗
]
≤
1
α∗a˜
E
[
ZT ; sup
0≤s≤T
Zs ≥ α
∗
]
.
Exploiting right-continuity, one has
max
0≤m≤2n
Wm = max
0≤m≤2n
Z
(
mT
2n
)
ր sup
0≤s≤T
Z(s), as n→∞, hence
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P
(
sup0≤s≤T Zs > α
∗
)
= P (limn {max0≤m≤2n Wm} > α
∗) = limn P (max0≤m≤2n Wm > α
∗)
≤ 1α∗a˜E
[
ZT ; sup0≤s≤T Zs > α
∗
]
.
To complete the proof, let α∗ ↑ α, and use monotone convergence for the expectation.
Remark 2 (L1 can be dropped) If the L1-assumption on the last variable fails in the above theorems, then
the estimates remain still valid in the sense that the bounds become infinite. In the sequel, we will always
use this convention.
3 Applications to various processes
We now present some useful inequalities which are applications of Theorems A and B.
3.1 Application to time series (processes) with step sizes (slopes) bounded from below
We first consider time series.
Theorem 1 (Time series with jump sizes bounded from below) Let S = {Sn}n≥0 be a sequence of
real valued random variables. We may view S as a (not necessarily Markovian) random walk on R or as a
time series. The only assumption we have about the steps is that
Sn+1 − Sn > ℓ, n ≥ 0, a.s.,
with some ℓ < 0. Then, for N ≥ 0 and α ∈ R, one has
P
(
max
0≤n≤N
Sn ≥ α
)
≤ e−α+|ℓ|NE
[
eSN ; max
0≤n≤N
Sn ≥ α
]
.
Proof. Let Xn := e
Sn for n ≥ 0 and apply Theorem A for α′ := eα and a := eℓN .
A similar application of Theorem B leads to the following continuous version.
Theorem 2 (Lower bound on slope) Let ℓ < 0 and assume that the right-continuous process (Yt,Ft, P )t≥0
satisfies for all t > s ≥ 0 that
Yt − Ys
t− s
> ℓ, P − a.s.
Then for T > 0 and α ∈ R,
P
(
sup
0≤s≤T
Ys ≥ α
)
≤ e−α+|ℓ|TE
[
eYT ; sup
0≤s≤T
Ys ≥ α
]
.
3.2 Application to processes with independent increments
If the right-continuous process (Zt,Ft, P ) on [0, T ] has independent increments, then
E(eZT | Fs)
eZs
= E
(
eZT−Zs | Fs
)
= E
(
eZT−Zs
)
.
Let
a := inf
0≤s≤T
E(eZT−Zs),
and note that clearly a ≤ 1. If 0 < a, then the conditions of Theorem B are satisfied for the process Ẑ := eZ .
Therefore, we have
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Theorem 3 (Independent increments) If the right-continuous process (Zt,Ft, P ) on [0, T ] has indepen-
dent increments, and a := inf0≤s≤T E(e
ZT−Zs) > 0, then for α ∈ R,
P
(
sup
0≤s≤T
Zs ≥ α
)
≤
e−α
a
E
[
eZT ; sup
0≤s≤T
Zs ≥ α
]
.
Remark 3 If the righthand side is infinite, we still consider the bound valid in the broader sense, and therefore
we do not assume any moment condition on ZT .
As a particular discrete case (of Theorem A), we let (Sn,Fn, P )0≤n≤N be a a random walk on Z with
S0 = 0. Let the steps Yn := Sn+1 − Sn be independent, and define φi := Ee
Yi and πn := Π
N−1
i=n φi. Choosing
a := min
0≤n≤N
E(eSN−Sn) = min
0≤n≤N
πn,
we obtain
Corollary 1 (Random walks with time-inhomogeneous steps) For α ∈ R,
P
(
max
0≤n≤N
Sn ≥ α
)
≤ e−α
(
max
0≤n≤N
π−1n
)
E
[
eSN ; max
0≤n≤N
Sn ≥ α
]
.
3.3 Application to Le´vy-processes
Assuming a little more than just independent increments, namely that Z is a Le´vy-process, we can get even
more appealing estimates.
Recall that a process Z with independent stationary increments is called a Le´vy-process if Z0 ≡ 0 and
it is continuous in probability, in which case it has a version with almost surely ca`dla`g paths. By the Le´vy-
Khintchine Theorem, the distribution of a Le´vy process is characterized by having a specific form for the
log-characteristic function, namely
Ψt(θ) := log
(
E(eiθZt)
)
= t
(
ibθ −
1
2
σ2θ2 −
∫ ∞
−∞
(
1− eiθx + iθh(x)
)
Λ(dx)
)
, θ ∈ R,
where h(x) := x1|x|≤1, σ ≥ 0, b ∈ R, and Λ is a measure (called ‘Le´vy measure’) supported on R \ {0}
satisfying that
∫
R
min{1, x2}Λ(dx) <∞. The parameters σ, b and Λ are called the characteristic triple. (For
more background on Le´vy processes, see e.g. [6].)
Since for T > 0,
a := inf
0≤s≤T
E
(
eZT−Zs
)
= inf
0≤s≤T
E
(
eZT−s
)
= inf
0≤s≤T
(
E(eZ1)
)T−s
,
the infimum is either at 0 or at T , and furthermore, denoting γ := E
(
eZ1
)
∈ (0,∞],
• a = 1 when γ ≥ 1;
• a = γT when γ ≤ 1.
We have obtained that a = min{1, EeZT }, which leads to the the following result. (Again, the righthand
sides of the bounds are allowed to be infinite, and so we make no moment assumptions on ZT .)
Theorem 4 (Le´vy processes) Consider a Le´vy process (Zt,Ft, P ) on [0, T ] and let α ∈ R. Then
P
(
sup
0≤s≤T
Zs ≥ α
)
≤ e−α
E
[
eZT ; sup0≤s≤T Zs ≥ α
]
min{1, EeZT }
.
In particular,
P
(
sup
0≤s≤T
Zs ≥ α
)
≤ e−αmax{1, EeZT }.
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Remark 4 (Exponential moments) When a = 1, that is, γ ≥ 1, the theorem is simply an exponential Doob’s
inequality. (For example, that is the case for standard Brownian motion.) Nonetheless, when γ < 1, one
obtains a new inequality.
Assume now that EeθZ1 < ∞ for all θ ∈ R. (For example, let Z1 have compound Poisson distribution,
such that all exponential moments of the step distribution are finite.) Then, by standard Laplace-transform
theory, M(w) := EewZ1 is also well defined for all w ∈ C, and in this case, M(iθ) = E(eiθZ1) = eΨ1(θ) for
θ ∈ R. Thus, γ = eΨ1(−i) < 1 is equivalent to
b < −
σ2
2
+
∫ ∞
−∞
(ex − 1− h(x))Λ(dx),
where (σ, b, Λ) is the characteristic triple. (Since Ψ1(−i) is well defined, 0 ≤
∫∞
−∞
(ex − 1− h(x))Λ(dx) <∞
must hold.)
3.4 Application to subcritical branching processes
Let (Zt)t≥0 be a subcritical branching process, with mean offspring number 0 < µ < 1, and with exponential
branching clock with rate b > 0.
Recall that this means that we start with a single ancestor, and any individual has X = 0, 1, 2, ... offspring
with corresponding probabilities p0, p1, p2, ... (we assume p0 < 1) and branching occurs at exponential times
with rate b > 0. Let h be the generating function of the offspring distribution,
h(z) := EzX = p0 + p1z + p2z
2 + ....
Then,
h′(1) = p1 + 2p2 + 3p3 + ... = µ > 0,
and subcriticality means that we assume that µ < 1.
Suppose further, that all the offspring of the original single individual also give birth to a random number
of offspring, according to the law of X , their offspring do the same as well, and continue this in an inductive
manner, assuming that all these mechanisms are independent of each other.
Let Zn denote the size of the nth generation for n ≥ 0. (We set Z0 = 1, as we start with a single particle.)
The generating function of Zn satisfies
EzZn = h(h(...(z)...)), n ≥ 1, (3)
where on the right-hand side one has precisely the nth iterate of the function h.
Let m := µ− 1 ∈ (−1, 0). Since, by the branching property, E(ZT | Zs) = e
bm(T−s)Zs for T > s, we pick
a = ebmT and obtain that
Theorem 5 (Subcritical branching processes) For α, T > 0,
P
(
sup
0≤s≤T
Zs ≥ α
)
≤ α−1e−bmTE
[
ZT ; sup
0≤s≤T
Zs ≥ α
]
.
Note: The righthand side is of course bounded by α−1 for any T and µ < 1, in accordance with the fact
that for the µ = 1 case, Doob’s inequality gives precisely the α−1bound. But if α is large relative to T , our
bound is much tighter, as the expectation term tends to zero as α→∞.
Remark 5 (CSBP’s) For a continuous state branching process (CSBP)X with branching mechanism βu−ku2
with β < 0, k > 0, we get, by a similar argument, that
P
(
sup
0≤s≤T
Xs ≥ α
)
≤ α−1e−βTE
[
XT ; sup
0≤s≤T
Xs ≥ α
]
, α > 0.
A CSBP can be thought of as the total mass of a superprocess, see [6] for background on CSBP’s.
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3.5 Application to time-homogeneous Markov processes
If X is a time-homogenous Markov process, then condition (2) becomes
EXs(XT ) ≥ aXs, s ∈ [0, T ]
where a = a(T ) > 0.
Besides the case of the branching process, this inequality is also satisfied, for example, by a geometric
Brownian motion S solving the stochastic differential equation
dSt = µSt dt+ σSt dWt,
with S0 = z > 0. Here µ ∈ R, σ > 0, while W is a standard Brownian motion. Indeed,
ESs(ST ) = Sse
µ(T−s) ≥ aSs, 0 ≤ s ≤ T,
where a := 1 for µ ≥ 0 and a := eµT for µ < 0.
In the latter case for instance, we obtain the following bound.
Theorem 6 (GBM; µ < 0) Assume that the geometric Brownian motion S has drift µ < 0 and S0 = z.
Then, for α > z,
Pz
(
sup
t>0
St ≥ α
)
≤
z
α
.
Proof. Let α∗ ∈ (z, α). Using continuity,
Pz (∃t > 0 : St > α
∗) = lim
T→∞
Pz
(
max
0≤t≤T
St > α
∗
)
.
Now, Theorem B along with the previous comments yields for T > 0, that
Pz
(
max
0≤t≤T
St ≥ α
∗
)
≤
Ez(ST )
aα∗
=
zeµT
eµTα∗
=
z
α∗
,
hence Pz (∃t > 0 : St > α
∗) ≤ zα∗ , and we are done by letting α
∗ ↑ α.
For some related results on geometric Brownian motion, see [3].
4 Application to proving limits
4.1 Almost sure convergence
The following situation is typical for limit theorems. Suppose that one is working with a process that is
defined for continuous times, and wishes to prove a limit theorem for large times. Often, one then must go
through a rather unpleasant two-step procedure consisting of
– working with a ‘discrete time skeleton’ first,
– upgrading the result to all times next.
(A classic paper addressing these kind of issues is [5].) The following result offers a method to solve this
problem.
Theorem 7 (Almost sure convergence) Let (Xt,Fs, P )t≥0 be a nonnegative real valued, filtered stochas-
tic process, such that EXt < ∞ for all t ≥ 0. Assume that for a sufficiently small T > 0 the following
holds:
1. there is an a ∈ (0, 1] such that
E(XnT+t | F
(n)
s ) ≥ aXnT+s, ∀n ≥ 1, ∀ 0 ≤ s < t < T,
where F
(n)
s := σ(XnT+r : r ∈ [0, s));
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2.
∑
nEXnT <∞.
Then limt→∞Xt = 0 holds P -a.s.
Proof. By the Borel-Cantelli Lemma, it is enough to show that for any given ǫ > 0,
∑
n≥0
P
(
sup
s∈[0,T ]
XnT+s > ǫ
)
<∞.
By our first assumption along with Theorem B (applied to Y
(n)
t := XnT+t on [0, T ]), the lefthand side is
bounded by (aǫ)−1
∑
i≥i0
EX(n+1)T , and we are done, given our second assumption.
4.2 Examples of applications of Theorem 7
We present a few applications of Theorem 7 below.We start with some notation.
Notation 1. In the sequel, M(Rd) denotes the space of finite measures on Rd; for i ≥ 1 and η ∈ (0, 1],
Ci,η(Rd) denotes the space of i times continuously differentiable functions with all their i-th order derivatives
belonging to Cη(Rd). (Here Cη(Rd) denotes the usual Ho¨lder space.)
4.2.1 Subcritical branching and GBM
Consider the subcritical branching process Z in Theorem 5 and the geometric Brownian motion in Theorem
6 with µ < 0. For these processes, the summability of the expectations at integer times is obvious. Hence,
both tend to zero as t→∞, almost surely.
4.2.2 Total mass of superprocesses
A more involved case is the proof of the fact that the ‘over-scaled’ total mass of a superprocess tends to zero.
Below we give some background on the model for the non-expert reader (for the result and its proof and for
more background, see [2]).
Consider Y = {Yt; t ≥ 0}, the diffusion process with probabilities {P x, x ∈ R
d} and expectations
{Ex, x ∈ R
d} corresponding to L on Rd, where
L :=
1
2
∇ · a∇+ b · ∇ on Rd,
and a, b satisfy the following
(1) the symmetric matrix a = {ai,j} satisfies
A1|v|
2 ≤
d∑
i,j=1
ai,j(x)vivj ≤ A2|v|
2, for all v ∈ Rd and x ∈ Rd
with some A1, A2 > 0, and ai,j ∈ C
1,η, i, j = 1, · · · , d, for some η in (0, 1];
(2) the coefficients bi, i = 1, · · · , d, are measurable functions satisfying
d∑
i=1
|bi(x)| ≤ C(1 + |x|), for all x ∈ R
d
with some C > 0;
(3) there exists a differentiable function Q : Rd → R such that b = a∇Q.
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An (L, β, k)-superprocess is anM(Rd)-valued Markov process ({Xt}t≥0;Pµ, µ ∈M(R
d)) such that Pµ(X0 =
µ) = 1, and satisfying that for any bounded Borel f ≥ 0 on Rd,
Pµ exp〈−f,Xt〉 = exp〈−u(t, ·), µ〉, (4)
where scalar products denote integration, and with some sufficiently nice (see [2]) functions k ≥ 0 and β,
the function u is the minimal nonnegative solution to
u(t, x) + Ex
∫ t
0
k(ξs)(u(t− s, ξs))
2ds− Ex
∫ t
0
β(ξs)u(t− s, ξs)ds = Exf(ξt). (5)
In particular, ‖Xt‖ = 〈1, Xt〉 is the total mass of the superprocess. In [2] it has been proven that if λ ∈ R
is sufficiently large, then Pµ(limt→∞ e
−λt‖Xt‖ = 0) = 1 for µ ∈ M(R
d). Although Doob’s inequality is not
applicable in this situation, Theorem 7 works. (For the details the reader should consult [2], but in fact the
proof is similar to that of Theorem 8 below.)
4.2.3 Total population in a branching diffusion
Let D ⊆ Rd be a non-empty domain and
L :=
1
2
∇ · a∇+ b · ∇ on D,
where the functions ai,j , bi : D → R, i, j = 1, ..., d, belong to C
1,η(D), η ∈ (0, 1], and the symmetric matrix
(ai,j(x))1≤i,j≤d is positive definite for all x ∈ D. Consider Y = {Yt; t ≥ 0}, the diffusion process with
probabilities {P x, x ∈ D} and expectations {Ex, x ∈ D} corresponding to L on D. We do not assume that
Y is conservative, that is, for τD := inf{t ≥ 0 | Yt 6∈ D}, the exit time from D, τD < ∞ may hold with
positive probability. Intuitively, this means that Y may get killed at the Euclidean boundary of D or ‘run
out to infinity’ in finite time.
Let us first assume that
0 ≤ β ∈ Cη(D), sup
D
β <∞, β 6≡ 0. (6)
The (strictly dyadic) (L, β;D)-branching diffusion is the Markov process Z with motion component Y and
with spatially dependent rate β, replacing particles by precisely two offspring when branching and starting
from a single individual. Informally, starting with an initial particle at x ∈ D, it performs a diffusion
corresponding to L (with killing at ∂D) and the probability that it does not branch until t > 0 given its
path {Ys; 0 ≤ s ≤ t} is exp(−
∫ t
0
β(Ys) ds). When it does branch, it dies and produces two offspring, each of
which follow the same rule, independently of each other and of the parent particle’s past, etc. (Already at
the instant of the branching we have two offspring particles at the same location, i.e. at the location of the
death of their parent.) Write Px (instead of the more correct Pδx) for the probability when Z starts with a
single particle at x ∈ D
Then Z can be considered living either on the space of ‘point configurations,’ that is, sets which consist
of finitely many (not necessarily different) points in D; or M(D), the space of finite discrete measures on
D. We will write 〈f, Zt〉 :=
∑Nt
1 f(Z
i
t), where Nt = ‖Zt‖ is the number of points (with multiplicity) in D at
time t.
Now relax the assumption that supD β < ∞ and replace it with the less stringent one that β is in the
Kato-class K(Y ), meaning that
lim
t↓0
sup
x∈D
Px
(∫ t
0
|β(Ys)| ds
)
= 0.
Define
λ∞(β) := lim
t→∞
1
t
log ‖Sβt ‖∞,
where Sβ is the semigroup corresponding to the operator L+ β on D. We call λ∞ = λ∞(β) the L
∞-growth
bound. The Kato-class assumption implies, in fact, that the semigroup is well defined and that λ∞(β) <∞.
(See [2]).
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By standard theory then (see 1.14 in [1]), the generalized principal eigenvalue of L + β on D, λc(β) :=
inf{λ ∈ R | ∃u > 0 s.t (L+ β − λ)u = 0 in D} satisfies that λc(β) ≤ λ∞(β) and thus λc(β) <∞.
Whenever λc(β) <∞, Z is well defined as a locally finite (discrete) measured-valued process even if β is
not bounded from above [1]. But since we even assume that λ∞(β) <∞, we know that the process is almost
surely finite measure valued, not just locally, but globally. This is because of the well known fact (called
‘Many-to-one formula’; see e.g. [1]) that Eµ‖Zt‖ = 〈P
β
t 1, µ〉 for t ≥ 0, which implies that even the expectation
of the total mass is finite. For the growth of the total mass, we now derive a bound using Theorem 7.
Theorem 8 (Over-scaling) Let µ be a nonempty finite discrete point measure. If λ > λ∞ then
lim
t→∞
e−λt‖Zt‖ = 0, Pµ-a.s.
Proof. For n ≥ 0 and s > 0, let
F (n)s := σ(XnT+r : r ∈ [0, s]).
By Theorem 7 (applied to the process X with Xt := e
−λt‖Zt‖) it is enough to verify these two statements:
1. For some a ∈ (0, 1) and T > 0,
Eµ(e
−λ(nT+t)‖ZnT+t‖ | F
(n)
s ) ≥ ae
−λ(nT+s)‖ZnT+s‖
holds for n ≥ 1 and 0 < t ≤ T ;
2.
∑
n Eµe
−λnT ‖ZnT ‖ <∞.
The second statement simply follows from the facts that λ > λ∞, while
Eµ‖ZnT+t‖ = exp(λ∞nT + o(n))
as n→∞.
The first statement is a consequence of the Kato-class assumption. Indeed, using the Markov and the
branching properties,
Eµ(e
−λ(nT+t)‖ZnT+t‖ | F
(n)
s ) = e
−λ(nT+t)
EZnT+s‖Zt−s‖ = 〈e
−λ(nT+t)
Ex‖Zt−s‖, ZnT+s〉. (7)
Fix an arbitrary a ∈ (0, 1); we are now going to determine T that works for this given a. Since β ∈ K(Y ),
i.e.
lim
t↓0
sup
x∈Rd
Px
∫ t
0
|β|(Ys) ds = 0,
we are able to pick a T > 0 such that
−λt+ Px
∫ t
0
β(Ys) ds ≥ log a,
for all 0 < t < T and all x ∈ Rd. By Jensen’s inequality,
−λt+ logPx exp
(∫ t
0
β(Ys) ds
)
≥ log a,
and thus
Eδxe
−λt‖Xt‖ = e
−λtPx exp
(∫ t
0
β(Ys) ds
)
≥ a
holds too, for all 0 < t < T and all x ∈ Rd. Therefore we can continue (7) with
≥ aeλ(t−s)e−λ(nT+t))‖ZnT+s‖ = ae
−λ(nT+s)‖ZnT+s‖,
and we are done.
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5 SMG’s and a-achieving processes
So far we have explored some consequences of Theorems A and B. In Theorem A we only compared XN to
all Xn, n < N with N fixed. If we compare all the pairs of the random variables, then we can define a new
class of stochastic processes which we dub ‘a-achieving processes.’
Definition 1 (a-achieving process) Let a > 0.
(a) Let M ∈ N ∪ {+∞}. We call an integrable stochastic process X = {Xn}n∈N,n≤M a-achieving if
E(Xn+1 | Fn) ≥ aXn (8)
holds for every n ∈ N satisfying n ≤M ; we call it uniformly a-achieving if
E(Xn | Fm) ≥ aXm (9)
holds for all m,n ∈ N such that 0 ≤ m < n ≤M .
(b) Let S ∈ R+ ∪ {+∞}. We call a right-continuous integrable stochastic process X = {Xt}t∈R+,t≤S a-
achieving if
E(Xt | Fs) ≥ a
t−sXs (10)
holds for every pair s, t ∈ R+ satisfying s < t ≤ S; we call it uniformly a-achieving if
E(Xt | Fs) ≥ aXs (11)
holds for every pair s, t ∈ R+ satisfying s < t ≤ S.
Example 1 The subcritical branching process Z in Theorem 5 is ebm-achieving, while the geometric Brownian
motion in Theorem 6 is eµ-achieving.
An equivalent definition is as follows.
Lemma 1 Let a > 0.
(a) (Discrete) X is a-achieving if and only if Y defined by Yn := a
−nXn is a submartingale.
(b) (Continuous) X is a-achieving if and only if Y defined by Yt := a
−tXt is a (right-continuous) submartin-
gale.
Proof. (a) First assume that X is a-achieving. It is easy to prove then by induction that E(Xn | Fm) ≥
an−mXm, n ≥ m. Hence, E(Yn | Fm) ≥ a
−nan−mXm = a
−mXm = Ym.
Conversely, if Y is a submartingale then a−m−1E(Xm+1 | Fm) = E(Ym+1 | Fm) ≥ Ym = a
−mXm, so
E(Xm+1 | Fm) ≥ aXm.
(b) Let first X be a-achieving. Using the definition, E(Yt | Fs) ≥ a
−tat−sXs = a
−sXs = Ys, for all
s, t ∈ R+, s < t ≤ S. Conversely, if Y is a submartingale then a
−tE(Xt | Fs) = E(Yt | Fs) ≥ Ys = a
−sXs,
yielding E(Xt | Fs) ≥ a
t−sXs.
A convenient property of submartingales is that their class is closed under transformations with non-
decreasing and convex functions. We are now generalizing this property. In order to accomplish this, we are
going to work with functions which are approximately convex. Concerning this notion, we briefly explain the
basic facts below; the interested reader may check e.g. [4,7] and the references therein for more elaboration.
Definition 2 (Approximate convexity) Let I ⊆ R be a (bounded or unbounded) interval and δ ≥ 0.
The function f : I → R is called δ-convex if
f(tx+ (1 − t)y) ≤ tf(x) + (1− t)f(y) + δ
holds for x, y ∈ I and t ∈ [0, 1]. (True convexity in particular means that δ = 0 can be taken.)
Theorem 9 (From SMG to uniformly a-achieving) Let I be a (bounded or unbounded) interval and
X an I-valued submartingale. Assume that f : I → R is a non-decreasing δ-convex function with δ ≥ 0,
and in the continuous setting assume also that f is continuous. Then the process Y := ef(X) is uniformly
e−δ-achieving.
A generalization of the submartingale property 11
In order to prove Theorem 9 we need two lemmas.
Lemma 2 (Hyers-Ulam) f : I → R is δ-convex if and only if it decomposes as f = g + h, where g is a
convex function on I and supx∈I |h(x)| ≤ δ/2.
Proof. This is a particular case of the Hyers-Ulam Theorem [4,7].
As a corollary we get the next result.
Lemma 3 (Approximate Jensen) If f : I → R is δ-convex and X is an I-valued random variable in L1,
then
Ef(X) ≥ f(E(X))− δ.
Proof. Consider the Hyers-Ulam decomposition, f = g + h. We have by Jensen’s inequality that
Ef(X) = Eg(X) + Eh(X) ≥ g(E(X))− δ/2 = f(E(X))− h(E(X))− δ/2 ≥ f(E(X))− 2δ/2,
as claimed.
Proof. (of Theorem 9) We treat the discrete case; the continuous case is very similar.
Let us ‘exponentiate’ Lemma 3. That is, for F := ef ,
E[F (X) | Fm] = E[e
f(X) | Fm] ≥ e
E[f(X)|Fm] ≥ ef(E[X|Fm])e−δ = F (E[X | Fm])e
−δ,
where the first inequality uses the conditional Jensen’s inequality for Y := f(X), and the second inequality
exploits Lemma 3 for the conditional expectation. (This is fine because in the proof of Lemma 3, one can
use conditional Jensen too for g.) Now, to see that Y defined by Yn = exp[f(Xn)] = F (Xn) is uniformly
e−δ-achieving, replace X by Xn, where n ≥ m ≥ 0. Then one has
E(F (Xn) | Fm) ≥ e
−δF (E((Xn) | Fm)) ≥ e
−δF (Xm), n ≥ m ≥ 0,
where the last step relies on the submartingale assumption and monotonicity.
Remark 6 Note that in the Hyers-Ulam decomposition, the convex function g is not necessarily non-decreasing,
hence g(X) and eg(X) are not necessarily submartingales, preventing one from using Doob’s inequality.
Taking the composition of the two transformations appearing in Theorem 9 and Lemma 1 (from a-
achieving to SMG to a-achieving, or from SMG to a-achieving to SMG), we immediately get the following
invariance results, stated, for simplicity, in the discrete case. (In the continuous case f must be continuous
and the processes must be right-continuous, as well.)
Theorem 10 (Invariance) Let δ ≥ 0 and f be a non-decreasing δ-convex function on I.
(i) If X is an I-valued submartingale then so is Y , where Yn := exp(δn+f(Xn)), provided it is integrable.
(ii) IfX is a-achieving, then U defined by Un := e
f(Xn/a
n) is uniformly e−δ-achieving, provided Xn(ω)/a
n ∈
I for all ω ∈ Ω,n ≥ 0.
Proof. The claims follow from Theorem 9 and Lemma 1.
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