Abstract-In this paper, a band selection technique for hyperspectral image data is proposed. Supervised feature extraction techniques allow a reduction of the dimensionality to extract relevant features through a labeled training set. This implies an analysis of the existing class distributions, which usually means, in the case of hyperspectral imaging, a large number of samples, making the labeling process difficult. A possible alternative could be the use of information measures, which are the basis of the proposed method. The present approach basically behaves as an unsupervised feature selection criterion, to obtain the relevant spectral bands from a set of sample images. The relations of information content between spectral bands are analyzed, leading to the proposed technique based on the minimization of the dependent information between spectral bands, while trying to maximize the conditional entropies of the selected bands.
I. INTRODUCTION

I
N CERTAIN application fields where visual information processing is involved, the use of spectral information is of most importance to perform certain tasks, e.g., in remote sensing, medical imaging, fine arts, product quality assessment, etc. The trend for these systems is the use of spectral and spatial information, i.e., hyperspectral image representations, to estimate and analyze the presence of chemical compounds, pathologies, or other information, providing a qualitative and quantitative evaluation of those features.
Multispectral images are a kind of multimodality, where spectral imaging is combined with digital image processing [4] , [17] , [22] . While the images produced by usual digital cameras contain the intensity, or some color representations (e.g., RGB), multispectral images provide spectral information for each pixel in a wavelength range with a given spectral resolution. In our experimental work, each spectral image band is captured at each selected wavelength with a narrow bandpass filter, allowing a multiband representation for each pixel in a spectral range.
When having available multispectral data, a common question to be solved is how to select the right spectral bands to characterize the problem. When dealing with multispectral images, the amount of information to be treated can be very large. Moreover, the spectral information is highly correlated along a Manuscript received March 8, 2004 ; revised August 8, 2004 . This work was supported in part by Grants IST-2001-37306 (IST Project European Union), DPI2001-2956-C02-02 (Spanish CICYT), TIC2003-08496 (Spanish CICYT), and P1 1B2004-08 (Fundacio Caixa-Castello).
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Digital Object Identifier 10.1109/TSMCC. 2006.876055 given spectral range; therefore, instead of having an exhaustive representation of the whole spectrum, selecting some key bands can considerably reduce the amount of data without practically losing relevant information [20] . Considering multispectral images contain information represented by means of a set of bidimensional signals, the band selection problem in multispectral images could be addressed from the point of view of information theory. Prior work using information theory concepts has been done in pattern recognition for simulated data and benchmark database techniques [5] , [19] , [27] and in medical applications [28] .
The main objective of band selection in multispectral imaging is getting rid of redundant information and reducing the amount of data to be processed. Therefore, from the point of view of pattern recognition, we would be interested in feature selection [6] , [15] , [16] rather than in feature extraction [12] , [18] . For instance, obtaining a new set of reduced image representations from a linear combination of the whole set of original image bands is not desirable, since we would need the total amount of information to obtain the new features. On the other hand, selecting a subset of relevant bands from the original set allows the process of image acquisition to be reduced to a certain number of bands instead of dealing with the whole amount of data, making simpler the image acquisition and analysis.
When analyzing spectral information with supervised methods, it is necessary to fix beforehand the number of classes present in the images, and the adequate number of training samples for a given number of features or spectral bands [11] , which are usually large. The supervised feature selection algorithms establish a relevance criterion according to class separability measures for different subsets of features.
In the framework of multispectral imaging, another possible answer to the problem of feature selection would be using an unsupervised approach. One way to solve it consists of grouping the data in the feature space by using clustering techniques [2] , [7] , [13] , [21] . Another approach is to minimize the classification error by selecting bands that provide the highest image contrast [10] . In this work, our approach consists of analyzing the amount of information in a subset of features (bands), measuring the degree of independence between image bands as a relevance criterion. Thus, by means of an unsupervised process, the connections of information between each subset of image bands are analyzed, leading to a criterion that allows the search of spectral bands aiming at removing the redundant information and, at the same time, trying to maximize the amount of information in the selected bands.
The organization of the rest of this paper is as follows. Section II provides a discussion about higher order information measures and their implications in the band selection problem. Section III describes the proposed criterion to measure the dependent information among bands. Section IV describes the problematic about multidimensional probabilities of the different events and their computational costs. Section V reports the empirical results, including the classification performance with respect to the number of bands obtained, comparing them with some supervised approaches. Eventually, some concluding remarks are depicted in Section VI.
II. INFORMATION IN MULTISPECTRAL IMAGES
Let us consider an ensemble of image bands A 1 , . . . , A n , where A i is a random variable representing the image band i. Thus, the amount of information contained in a multispectral image can be expressed as the joint entropy
where p(a 1 , . . . , a n ) represents a joint probability distribution. The term log 2 1/p(a 1 , . . . , a n ) means that the amount of information gained from an event with probability p(a 1 , . . . , a n ) is inversely related to the probability that takes place in this event. The rarer is an event, the more meaning is assigned to the occurrence of this event. Therefore, the information per event is weighted by the probability of its occurrence. The resulting entropy term is the average amount of information gained from a set of possible events.
In the case of multispectral imaging or, in general, multimodal images, the joint probability distribution p(a 1 , . . . , a n ) can be estimated as [25] 
where h(a 1 , . . . , a n ) is the joint gray-level histogram of bands A 1 , . . . , A n , and the normalizing factor, MN (M columns and N rows) is the image size, assuming all image bands with equal size.
Mutual information H(A 1 : . . . : A n ) is a basic concept in information theory [1] . It measures a certain type of dependence between random variables. A general expression of the mutual information [24] can be obtained from
where the sum H (A i 1 , . . . , A i n ) runs over all possible combinations {i 1 , . . . , i k } ∈ {1, . . . , n}. The generalized mutual information may be interpreted as the common information shared among n random variables.
Some interesting properties of the mutual information and related measures are the following. r The entropies of an ensemble of image bands satisfy the following inequality:
On the other hand, the conditional entropy H(A k+1 | A 1 , . . . , A k ) represents the amount of independent information in image band A k+1 having measured the rest image bands A 1 , . . . , A k . It can be expressed in terms of joint entropies as
From the previous expression, it can be deduced that
, which means that the larger H(A k+1 | A 1 , . . . , A k ), the nearer to H(A k+1 ), i.e., the more independent information provides the random variable A k+1 , being the limit H(A k+1 ). Thus, when the condition is equal to the entropy of a random variable, this variable is fully independent.
An incremental way to compute mutual information, when adding a new random variable A n to a given set of random variables A 1 , . . . , A n−1 , can be expressed as follows:
Relationships among entropies can be conveniently represented by entropy Venn diagrams [24] . For instance, in Fig. 1 It is well known that all the above-mentioned information measures are positive, except for H(A : B : C), which can be negative (see Fig. 1 ). Indeed, the monotonicity of Shannon entropies implies that conditional entropies, such as H (A | B, C [24] . The existence of negative values of higher orders of mutual information proves the existence of higher order correlations in the conditional informations.
One of the objectives of the present work is to develop a computationally affordable method to deal with the information measures needed. The mutual information is not a desirable measure we would need for our aims, mainly because it does not represent all possible types of dependent information. On the other hand, from the computational point of view, a simpler information measure would be more adequate.
Thus, a measure that can be worked out in an incremental way would be desirable, e. g., the conditional entropy. This measure allows to look at the problem from the opposite point of view, i.e., instead of looking for all types of dependent information among the random variables, the objective would be estimating the independent information a random variable provides, given the rest of variables. Focusing on measures of independence rather than correlation measures, leads us to use conditional entropies.
In order to establish a computational approach, the conditional entropy is less complex than the mutual information to be estimated from the experimental data [see (5) and (6)], in this case, from multispectral images. Thus, the proposed criterion to measure the relevance of a set of features will be based on conditional entropies.
III. ESTIMATING DISCRIMINANT INFORMATION
According to [18] , a multispectral band selector algorithm should have the following desirable properties. r Discriminating transforms: Any transformation of the initial feature set should try to maximize discrimination among classes, and thus, use class label information. The first and third properties are related with supervised information, i.e., they are desirable properties for a band selection algorithm that tries to exploit the class label information. In the approach presented here, the aim is not using supervised information, to avoid the labeling process. Therefore, class information is not available when looking for a relevant subset of image bands.
The concepts of discriminant measures, when having the data structured in classes, have been substituted by information theory concepts such as amount of information and correlation measures. From this point of view, we will consider that a set of bands is more discriminant with respect to other subset of bands when the following occur.
r They contain more information. r They are less correlated.
Therefore, from the desirable properties described above, we will exploit the fact that consecutive bands are correlated using information measures, and we will try to maximize the amount of information instead of looking for class discrimination. This way to tackle the problem will allow to deal with unlabeled data. Moreover, we will show in the experimental results that, approaching the problem in such a way also provides satisfactory results with respect to supervised feature selection criteria when looking for best classification rates.
An open question is how to define the dependent information among a given subset of image bands. One way could be measuring the mutual information among the image bands. In other problems involving image data, as in image registration, the goal is maximizing the mutual information to calculate the correspondence between multimodal images [25] . Band selection in multispectral images supposes the opposite problem.
Such as described before, in the band selection problem, we look for a subset of bands where the following occurs, r The subset contains as much information as possible with respect to the whole multispectral image.
r The information each band represents has to be as less correlated as possible with respect to the other ones, not to have redundant information present in different bands. The amount of joint information provided by a set of image bands A 1 , . . . , A n is represented by its joint entropy H(A 1 , . . . , A n ). On the other hand, to make this information as discriminative as possible, the random variables that represent this joint entropy should be as independent as possible. Any type of correlation among the random variables would imply a decrease in the total amount of joint information.
The concept of total correlation [29] measures the total amount of dependence among random variables and can be defined as follows [23] , [26] :
For the case of three image bands, this measure of dependence corresponds to the shaded area in Fig. 2 (darker area is counted twice). This expression measures all relations of redundant information that may exist in the ensemble of random variables, and it is nonnegative. One problem of this measure is that it does not allow a measure of the region representing the dependent information, since part of the dependent information is considered several times. Thus, this estimation can lead to biased values of some of the properties we are interested in.
A possible alternative to measure the dark region of Fig. 2 , representing the dependent information, is considering the total information contained in a set of image bands, and subtracting the independent information. Therefore, if we discard the independent information, the rest of the information contained in a set of random variables can be considered as the union of all possible dependencies and connections of information among the image bands. The conditional entropies provide a measure of the independent information of an image band, given the rest of the image bands [nonshaded areas in Fig. 3(a) ]. This fact will be the basis of our approach.
From the rationale described in the previous paragraph, a measure of the dependent information of a set of random variables could be defined by the following expression:
where A i 2 , . . . , A i n are the complementary variables of A i 1 ; H(A 1 , . . . , A n ) is the joint entropy, which represents the total amount of joint information of set of variables A 1 , . . . , A n ; and
In the case of three [see Fig. 3(a) ] image bands, the shaded area would correspond to such a measure.
The selection of a subset of bands that minimizes the above criterion function would provide a subset of bands with minimum interdependence, trying to keep as much information as possible. This criterion will be called hereafter the minimization of the dependent information (MDI).
Given a certain selection criterion, looking for an optimal subset of image bands (features) is a combinatorial problem with exponential cost with respect to the number of features [16] ; thus, an exhaustive search for large number of features becomes unaffordable. There exist several approaches in the literature to look for subsets of features that minimize a criterion function. A simple strategy is the use of a sequential forward scheme as follows. When increasing the number of image bands during the process, the joint entropy of the subset of selected image bands keeps growing, increasing the total amount of joint information, this increment being faster during the first selected image bands [see Fig. 3(b) ]. On the other hand, the sum of their conditional entropies decreases with respect to the joint entropy, increasing the difference between the values of the two curves.
For a given number of selected bands, the difference between the two curves [ Fig. 3(b) ] measures the dependent information of the subset of spectral bands. For each image band included in the selected subset [Step 3) of the previous algorithm], the procedure described tries to keep this difference as minimum as possible when including a new image band.
Some important properties of the proposed MDI criterion can be expressed by the following lemmas.
Lemma 1:
The dependent information defined by the MDI criterion is definite positive, since it always holds that
Lemma 2: If the dependent information is null, i.e., the MDI function is equal to zero, then the random variables are fully independent among them. This conclusion can be obtained in a straightforward way, since in such a case, the total amount of joint information (joint entropy) coincides with the conditional information, i.e., there is no redundant information among the random variables.
IV. COMPUTATIONAL COMPLEXITY AND IMPLEMENTATION ISSUES
From the computational point of view, calculating any of these information measures depends on the cost of the joint entropy computation, since any of these measures can be estimated from the joint entropy of different bands (see Section II).
Apart from the computational time, the main drawback in the calculation of joint entropy is in memory requirements. If we estimate the joint entropy of N bands from the cojoint histogram, we would need an array of N dimensions to allocate enough bins for all possible values of gray level co-occurrences in N bands, i.e., the spatial cost in this case would be exponential with respect to N .
In general, joint histograms for multispectral images are sparse, and the higher the dimensionality, the more sparse are the histograms. This is due to the fact that, given an image size, the number of possible different co-occurrences is bounded by the number of pixels in the image, and it does not depend on the number of bands. We can take advantage of this fact to reduce the spatial complexity of the joint entropy calculation.
To avoid this spatial complexity, the cojoint histogram is represented by a dynamic list of co-occurrences present in the image. An index is assigned to each co-occurrence, in this case a string, and the list is ordered according to this index. When calculating the the cojoint histogram, for a given co-occurrence value, it is searched in the list. If it is in the list, the corresponding bin is incremented; otherwise, a new element is inserted in the list with its corresponding index.
Therefore, the spatial complexity is significantly reduced, since the memory requirements only stands for the effective number of possible co-occurrences present in the image, which is bounded by the number of pixels in the image, avoiding the problem of sparse arrays.
With respect to time complexity, the cost of calculating the cojoint histogram depends on the cost of building and updating the list, which is basically the cost of searching and either inserting or increasing the value of an already existing element in the list. A binary tree data structure has been used in this case to represent the list, and the search procedure is performed using a binary search strategy. Therefore, the cost of estimating the joint entropy is of the order O (N p logN p ) , being N p the number of elements in the list. In the case of a single image, the upper bound of N p is the size of the image in pixels.
Eventually, to calculate the criterion proposed in (8), the number of joint entropies to be calculated in each subset is O(k + 1), where k is the size of the subset of bands to estimate. Thus, if we are looking for a subset of k bands, the overall computational time to estimate the MDI criterion is of the order O((k + 1)N p log(N p )). The spatial cost is O(N p ), the cost of building the cojoint histogram representation, which is linear with respect to the number of pixels.
V. EMPIRICAL RESULTS
The collection of multispectral images used in the experiments was obtained by an imaging spectrograph (Retiga-Ex, Opto-knowledged Systems Inc., ON, Canada). The spectral range extended from 400 to 720 nm in the visible (VIS), with a spectral resolution of 10 nm, obtaining a set of 33 spectral bands for each image.
The image database consisted of 19 multispectral images corresponding to orange fruits, of 280 × 280 pixel size, with different types of defects and skin variations on their surfaces. To analyze the performance of the approach presented here, two types of data sets were built.
The first data set consisted of multispectral images with unlabeled data. The information for each pixel of the 33 image bands was stored as an unlabeled sample in a feature vector of 33 dimensions. Different data sets were built with one, four, seven, and nine fruit images. The proposed algorithm based on the MDI criterion was applied directly in each database as an unsupervised method to select a subset of bands, with the aim of selecting the subset of bands with higher discrimination power to detect the different types of skin areas and defects on the fruits' surface. This method assigns higher weights when more relevant is a feature.
The second data set consisted of a set of 135 540 pixels from the 19 multispetral images, manually labeled as representative examples of the different regions present in the image database, considering five different classes. One of the classes represents the healthy orange skin, and the other four classes correspond to different typologies of defects: scratch, trip, insect bite, and overripe (see Fig. 4 ). This data set was divided into two, a partition containing 94 875 instances for training and 40 665 instances for test. This data set was used to compare the proposed MDI band selection method with other supervised approaches.
To assess the performance of the method, a nearest neighbor (NN) classifier was used to classify pixels into the different classes established for defects and fruit surface types. The performance of the NN classifier was considered as the validation criterion to compare the significance of the subsets of selected image bands obtained by the proposed approach and all the other supervised methods considered in the experiments carried out. To increase the statistical significance of the results, the average values over five random partitions were estimated. The samples in each partition were randomly assigned to the training and test sets as previously described.
A. Comparison With Supervised Feature Selection Criteria
To analyze the accuracy of the ranking of bands obtained by the presented approach, four supervised filter feature selection methods were also tested. Thus, the band selection process was considered as a supervised feature selection approach, in this case, using the labeled data set for the feature selection process.
The main motivation about comparing the proposed method with supervised approaches is that the labeled data set contains information about the distribution of classes existing in the hyperspectral data, and they allow the search for relevant feature subsets, with the aim of looking for a better class separability. Comparing the performance of those approaches, we can measure the capability of obtaining subsets of relevant features (image bands) by the introduced MDI approach without a prior knowledge of the class distributions in the multispectral image data.
The first method used in this comparative study is the wellknown ReliefF algorithm [14] , based on pattern distances. This algorithm initializes every feature weight to zero and then iterates m times looking for a set of feature weights that optimizes a criterion function.
The procedure begins by randomly selecting a sample x from the data set. For the selected sample, it determines its nearest neighbor prototype of the same class p hit (nearest hit) and the nearest neighbor prototype of a different class p miss (nearest miss). The algorithm updates each feature weight f i according to the following criterion:
where p(c) is the prior probability of class c and dif f (, ) is the distance between the sample and the prototype for feature i. This algorithm was chosen because of its widespread use and good performance in general feature selection problems.
The second technique used is a multiple discriminant analysis for n-dimensional spaces and c classes. Let us suppose that the total mean vector m, the class mean vector m h , and the number of elements of each class n h have been calculated. We define the between-class covariance matrix S B and the within-class covariance matrix S W through the following expressions:
A transformation matrix w that maximizes the ratio between the between-class covariance matrix and the within-class covariance matrix can be calculated by applying a statistical Fisher criterion [8] 
In this work, we have applied the Wilk's Lambda test λ W [9] as a measure of significance in multiple discriminant analysis for each subset of features. This measure takes values between 0 and 1. The nearer to 0 is λ W , the higher discriminant power has the set of variables considered. λ W can be defined through the following expression:
Fisher-based discriminant has been choosen because it is a technique that has been used in some works [18] , [30] for band selection in hyperspectral images.
The third technique is related to divergence measures between classes. One of the best-known distance measures utilized for feature selection in multiclass problems is the average JeffriesMatusita (JM) distance [6] 
where
whereP i is the prior probability of class i; b hk is the Bhattacharyya distance between classes h and k; and S i W and m i are the covariance matrix and the mean vector of class i, respectively. In terms of class separability, the higher is the JM distance between two classes, the more separability between them.
The last technique considered in this comparison study is based on the mutual information feature selection (MIFS) algorithm, which uses as input the feature distributions and the classes distributions [3] . In this approach, the output class is treated as a random variable. At each step, the best feature A i selected by the MIFS algorithm satisfies the following expression:
where C is the output class label; A i is the ith feature considered, given a subset of A 1 , . . . , A i−1 previous selected features; and β is a tunable parameter. If β = 0, the mutual information between input features is not taken into account and the algorithm selects the features considering the mutual information between input features and output classes. This criterion greedly selects the set of features with higher mutual information within the output classes, while trying to minimize the mutual information among the features selected. It has been chosen for comparison with the MDI-proposed method due to the fact it also uses information measures to select features, although in a supervised manner.
B. Performance Evaluation
All experimental results shown in this section about classification rates correspond to the average classification accuracy obtained by the NN classifier over the five random partitions, such as described at the beginning of Section V.
To see the influence of the amount of data used to select the image bands in the MDI criterion, the performance of the proposed method has been tested with a variable number of multispectral images. Therefore, the plot of Fig. 5 shows the performance when using one, four, seven, and nine images as input data. A clear improvement of the classification accuracy can be observed from four to nine images.
The poor performace using only one or few images is due to the fact that, in a single image, there are not enough pixels that represent to all possible pixel classes considered, i.e., there may not appear enough pixels representing the different defects and orange skin types considered. When more image samples are used, if they contain enough information about all possible pixel values, the bands selected perform better. We can note a signifi- cant improvement from one to four images (Fig. 5) . On the other hand, once the image data set contains a statistically significant amount of data representing all possible classes, there is no notable improvement in the bands selected. From the information theory point of view, this is because, from a given point, adding more data to a set of images, does not significantly increase the total amount of cojoint information. Fig. 6 shows the performance of the proposed MDI method compared with the feature selection algorithms introduced in Section V-A. The plot represents the classification rate with respect to the subset of N bands selected. To show the statistical significance of these figures, the error bars represent the standard deviation of the classification rate obatined over the five random partitions mentioned at the end of Section V.
Note (see Fig. 6 ) that the proposed MDI method obtained from the data of nine images (MDI[9 oranges]) clearly outperforms the accuracy of the NN classifier with respect to the rest of methods as previously mentioned. This behavior is more notable from a certain number of bands, particularly from four image bands. The performance of the MDI method applied over the training set (MDI [training] ) is poorer at the first selected bands, and keeps growing up to obtain a similar performance with respect to other supervised methods. With respect to computational time, Table I shows the running times of the algorithms. In the case of the supervised feature selection criteria, the better performance are achieved by ReliefF and JM distance. In the case of ReliefF, this approach obtains a ranking of relevance for each single feature and the computational cost grows exponentially with respect to the number of samples in the data set. Moreover, it is not clear to what extent this technique can detect redundant or highly interacting attributes when increasing the number of features.
The JM distance provides a high classification accuracy and low computational cost, as well as Wilk's λ for a low number of classes, this being the particular case. In the case of MIFS, it does not seem the use of the mutual information of the image bands and the use of class labels information lead to an improvement of the selected features, with respect to the performance of the NN rule. The MDI criterion is not the most efficient method from computational point of view. This is mainly due to the cost of computing the joint probability distributions, as it was analyzed in Section IV. On the other hand, other methods like ReliefF and MIFS present a higher computational cost with no notable improvement in their classification performance (see Fig. 6 ).
Therefore, for the band selection problem, where there exists a high correlation among different features (image bands), the principle of looking for noncorrelated and, at the same time, as much information as possible has proven to be effective to obtain subsets of selected image bands that also provide satisfactory results from the classification accuracy point of view. Thus, the use of criteria based on information theory over unlabeled data as a feature selector is a valid approach to extract discriminant subsets of image bands from a multispectral image representation, with an affordable computational complexity, without providing labeled information.
Another interesting result in the image data set used is that, looking at Fig. 6 , from a subset of six/seven image bands, the improvement of the classification accuracy is not significant. For instance, the MDI[9 oranges] criterion with only a subset of 11 image bands reaches a classification performance of 88.1%, while using the whole 33 image bands of the VIS range, the classification performance is 85.2%. This is due to the fact that the dependent amount of information present in the subset of the 11 chosen bands is already very close to the maximum joint entropy content that can be reached with any set of bands; thus, any new image band contributes very little to the conditional entropy terms in the MDI criterion.
To graphically see this effect, in Fig. 7 , the classification of the pixels in a new (not used in the training set) hyperspectral orange image is shown, assigning a class label for each pixel using the NN rule over the training set. Fig. 7 shows the behavior of the pixel labeling for different subsets of bands chosen from the ranking obtained by MDI. Note how the appearance of the resulting labeling does not have appreciable changes from the eight features, approximately.
Finally, Table II shows the ranking of image bands selected by the different techniques used in the experiments. In the case of the multispectral image data base used, the spectral bands in the violet region show a poorer signal-to-noise ratio; therefore, their inclusion in the feature set usually leads to a worse performance in the classification rate. The spectral bands around the yellow region are bands with larger value of entropy. In the orange- red TABLE II  RANKING OF IMAGE BANDS SELECTED BY THE DIFFERENT  TESTED METHODS IN NANOMETERS region of the spectrum, the bands are significantly correlated, and the contributions of information of any of them are similar. Note how the bands selected by ReliefF are mainly in the red region, this approach being unable to detect redundant information. In the case of MDI[9 oranges], the image bands selected are mainly located in the blue and red regions alternatively. These regions are well separated in the spectrum and their image bands have a notable difference in their information content, increasing the amount of discriminant information of the ensembles.
VI. CONCLUDING REMARKS
An approach to select image bands in multispectral images based on information theory concepts has been introduced. From the information theory point of view, different properties can be estimated for multispectral images to know about their relationships in terms of shared and total amount of joint information.
The proposed approach tries to look at the problem estimating the independent information in a set of image bands, rather than looking at any type of correlation or dependent information measure. The extraction of selected subsets of spectral image bands can be obtained by means of a criterion based on the proposed MDI, which consists of a relation between the joint entropy and the union of the conditional entropies of the considered set of image bands.
This criterion looks for sets of spectral bands with minimum interdependency and high amount of cojoint information. This objective is achieved by calculating the subset of bands that have high conditional entropies, as a measure of the independent information each image band provides to the ensemble, being the principle of the MDI criterion.
Although this criterion has not been established in terms of class separability for supervised training sets, it has been shown in the experimental results that the image bands selected by the proposed approach behave as if they were obtained by an unsupervised feature selection algorithm, providing very satisfactory results with respect to classification accuracy when using the selected bands, even outperforming the other supervised methods used in the comparison in most situations.
This constitutes an important advantage of this technique. Therefore, we could consider the proposed method uses data in an unsupervised way, avoiding tedious labeling of prototypes, which allows to easily deal with very large data sets, due to the fact that labeling is not necessary.
