Abstract. A sunflower with k petals, or k-sunflower, is a family of k sets each two of which have a common intersection. The sunflower conjecture states that a family F of sets each of cardinality at most m includes a ksunflower if |F | ≥ (ck) m for some constant c > 0. The case k = 3 of the conjecture was especially emphasized by Erdös, for which Kostochka's bound cm! log log log m log log m m on |F | without a 3-sunflower has been the best-known since 1997. This paper further improves it into cm 3/4 m .
Motivation and Approach
In this paper we prove the following theorem. Theorem 1.1. There exists c ∈ R >0 such that for any m ∈ Z ≥1 , a family F of sets each of cardinality at most m includes a 3-sunflower if |F | ≥ cm 3 4 m .
It asymptotically updates Kostochka's bound [1] that has been the best-known related to the three-petal sunflower conjecture noted in [2] . The rest of this section describes its proof approach. It is shown in [3] that cliques of size l if it has n 2 − k edges: let the vertex set of G be X, and F be the set of non-edges in G regarded as a family of 2-sets. Then Ext (F , l) equals the family of l-sets each not a clique of size l in G. The claim follows. Similar facts can be seen for m-uniform hypergraphs for small m such as 3.
Existence of a Bounded Set T with Dense Ext (F [T ], l)
. An (l, λ)-extension generator of F is a set T ⊂ X such that
where λ ∈ R >0 , and e = 2.71... is the natural logarithm base. If λ is much larger than a constant, the l-sets in Ext (F [T ], l) form a vast majority of
, the family of l-sets each containing T .
We have a fact shown in [4] . We will also confirm it in Section 2. The theorem could help us understand the structure of Ext (F , l): for some large family F , we could find bounded sets T 1 , T 2 , . . . , T k such that Ext (F , l) is close to i∈[k] X l [T i ]. In addition, an alternative proof is shown with the theorem [4] that the monotone complexity of detecting cliques in an n-vertex graph is exponential. For any given polynomial-sized monotone circuit C for the k-clique problem (k = n ǫ for some constant ǫ ∈ (0, 1)), the proof explicitly constructs a graph containing no kclique for which C returns true. The standard method for showing the exponential complexity uses the sunflower lemma or its variant with random vertex coloring [5, 6] .
and many U ∈ F . Find such Z j by the claim in Section 3. Then we will inductively construct three families 
By the Taylor series of ln(1 − t), the function is also expressed as
In this paper a binomial coefficient x y is assumed to vanish when y < 0 or y > x. With the function s, we have the following double inequality.
Lemma 2.1. For x, y ∈ Z >0 such that x < y,
,
The lemma is confirmed in Appendix. It means ln We also prove in Appendix that:
Lemma 2.2. For every x, y ∈ Z >0 such that x ≥ 3y, and j ∈ [0, y) ∩ Z,
2.2. The Key Claim. Fix a given family F ⊂ X m weighted by w :
In this subsection, we prove the statement below that will be the key claim to show Theorem 1.1. We will also derive Theorem 1.2 from it. Theorem 2.3. Let X be the universal set of cardinality n, m ∈ [n], l ∈ [n] − [m], and γ ∈ R >0 be sufficiently large not exceeding min We show an upper bound on D with the remarks.
Lemma 2.4.
Proof. With the identity 
and
By those two and A), it suffices to show (2.4)
where the last inequality is due to ( We also show a general statement regarding D . and u, v ∈ R >0 such that u < 1, u n l ∈ Z, and t < uv
The following two hold true.
Proof. a): Put
where Y j is the jth l-set in X l . Suppose to the contrary that
This contradicts the given condition proving a).
Use the same y and f so y ≤ uv and (2.5). These also imply (2.6) producing the same contradiction. Thus b).
Then uv 2 +
(1−uv)
, this means the desired double inequality completing the proof.
2.3. Proof of Theorem 1.2. In the rest of the paper, a family F ⊂ X m is assumed to have the unit weight unless defined otherwise, i.e., w(U ) = 1 for U ∈ F . The sparsity of F in the default case is
The value depends on |X| as well as F , and |X| and F only. It could be useful to express ln |F |: for example, |T | ≤ κ (F ) ln ǫl m 2 λ for Theorem 1.2 and κ (F X ) < κ (F ) + m we will see later as (3.1).
Remark the three statements:
and S ⊂ T . This means
C) The following lemma is proven in [4] and Appendix.
for any set S. Observe that if F satisfies this Γ (b)-condition, it also satisfies the Γ w (b)-condition with the unit weight w, since
Corollary 2.7. Let X, n, m, l and γ be given as Theorem 2.3. For any F ⊂ X m satisfying the Γ 41γnm l -condition, there are
We derive Theorem 1.2 from the corollary. Given sufficiently small ǫ, m, l, λ and F as the statement, set
Then γ is sufficiently large, and is less than min 
Assume j < m, otherwise the desired claim is trivially true. Apply Corollary 2.7 to
proving Theorem 1.2. The truth of the last inequality is due to Lemma 2.6. As l−j l0−j ≥ λǫ −1/2 , the lemma means
in the universal set X − T leading to the inequality.
For a Generalized Weight Function.
Instead of the weight w on F , let us considerw :
for some b, h ∈ R >1 and every j ∈ [m]. If this is true in addition to U,V ∈Fw (U, V ) > 0, we say that such F weighted byw satisfies the Γw(b, h)-condition. Denote
Given n, l, m and γ as in Theorem 2.3, suppose F satisfies the Γ (b, h)-condition for b = 41γnm l and some h. Then
We find
similarly to Lemma 2.4: it is due to
similarly to (2.4). The average weight sum inside an l-set Y is therefore less than
We have the following statement. , h -condition for some h ∈ R >1 . For each ǫ ∈ (0, 1), there are
Splitting the Universal Set
for j ≥ 1. An element X ∈ X m is said to be an m-split of X. Define
for F ⊂ X m and X = (X 1 , X 2 , . . . , X j ) ∈ X j , and T F ,j = {(U, X) : X ∈ X j and U ∈ F X } .
Prove the following lemma.
Lemma 3.1. With X, n, m and d given above,
We show the claim by induction on j with the trivial basis j = 0. Assume true for j and prove for j + 1. Fix any X = (X 1 , X 2 , . . . , X j ) ∈ X j putting
Also write
Hence,
proving the induction step. The lemma follows.
Also considering the case m = n we have:
By (2.3), the sparsity of F X meets
Proof of Theorem 1.1
Let ǫ ∈ (0, 1) be sufficiently small depending on no other variables, and let Otherwise add extra r ′ elements to
Join every U ∈ F with the r ′ elements, so the above holds true. -n = |X| is larger than m 3 divisible by m. Otherwise add some extra elements to X. -The Γ m α -condition. By Corollary 3.2, we also assume the existence of r mutually disjoint subsets Z 1 , Z 2 , . . . , Z r ⊂ X such that |Z k | = n r ∈ Z and |Z k ∩ U | = q for each k ∈ [r] and U ∈ F .
Denote j ∈ [r + 1], and for each j ≤ r,
and v is said to be the jth cardinality vector of a set S if |v| = |S|, and v p = |S ∩ Z p | for every p. We consider cardinality vectors in V Property Π j :
It is clear that Π r+1 means Theorem 1.1. We prove Π j by induction on j. For the basis j = 1, choose
The three families F i satisfy i) and iii) of Π 1 , and the Γ m 2α -condition. To confirm ii) of Π 1 , we see: .
which ii) of Π 1 follows. We have shown the basis of induction. Assume Π j and prove Π j+1 . Denote F i and E i of Π j+1 byF i andÊ i , respectively. We construct those in five steps.
Step 1. Find a sufficiently small set S 1 such that As it holds for v = 0, and by ii) of Π j , there exists such v whose norm is at most β. Although v p = 0 for p > j, we express v as (v j , v j+1 , . . . , v r ) for clear exposition. Also denote by u = (u j , u j+1 , . . . , u r ) another cardinality vector in V j .
Below we prove the existence of S ∈ S (v, ∅) satisfying the following three:
3)
, similarly to a) in the proof of Π 1 . Therefore if there were no S ∈ S (v, ∅) such that 1) ∧ 2) ∧ 3), one of the following would be true:
.
Call the two cases Case 1, and 2, respectively.
We show a contradiction in Case 1. Consider quadruples (S,
Their number meets
such that S ∪ T = S ′ , S ∈ S (v, ∅), and T ∈ S(u, S). So
Summing it up for all v ′ , we see ¬(4.3) ⇒ ¬(4.2). Hence (4.3).
contradicting ii) of Π j . So Case 1 is impossible to occur.
In Case 2, u = (u j , 0, . . . , 0) = 0 and v
Similarly to the above,
contradicting the maximality of v ∈ V Z j such that (4.1). So this case does not occur either. We have shown 1) ∧ 2) ∧ 3) for some S ∈ S (v, ∅).
Choose any such S as S 1 . We will select a sub-family of
Step 2. Find S i similarly for i ∈ {2, 3}. Choose sub-families
We construct a similar set S 2 for each givenÊ 2 ∈ S j+1 v β j+1 . First identify the elements x ∈ Z j − S 1 such that
There are less than Choose any
This determines F 2 of Π j , for which we perform the same construction as Step 1 to obtain a set S 2 . It satisfies |S 2 | ≤ β and 1)-3) of Step 1 with S = S 2 .
To construct S 3 , let S ′ 2 be the set of
, joined with S 2 . For each givenÊ 3 ∈ S j+1 v β j+1 , we choose any
. This decides F 3 of Π j . Obtain S 3 simiarly. As a result:
A) S i are mutually disjoint subsets of Z j such that |S i | ≤ β, B) 1)-3) of Step 1 with S = S i , and
for each i ∈ [3] and x ∈ S i ′ such that i ′ ∈ [3] − {i}.
We now set
. By A)-C), they meet: 
Step 3. Exclude from consideration sets Y ∈
is too small. Fix each i ∈ [3] . In addition to the terminology defined so far, write
Obvious floor functions are omitted in the rest of the proof. The family H weighted by w satisfies the Γ w b 32 -condition since
The second inequality in the line is due to E) of Step 2 as the size H defined in Section 2.2 equals |F ′ |. Apply Theorem 2.3 to H noting
There exists
Step
. Skip this step if j = r. Definẽ
We verify the Γw (b, h)-condition of H with h given below. From E) of Step 2
where u = (u j+1 , u j+2 , . . . , u r ) and
With the same notation as in Section 2.4,
Then h > 1, otherwise
the family H weighted byw indeed satisfies the Γw (b, h)-condition.
Apply Corollary 2.8 to H. We see there are (1 − ǫ)
by (4.5). As b = b j+1 1 − r −1 −1 , |u| > β and r > 
Delete Y such that ¬(4.6) from Y i . Now the family satisfies
, and (4.5) ∧ (4.6) for every Y ∈ Y i .
Step 5. DetermineF i of Π j+1 . Y i is a sub-family of 
by D) and (4.5). Therefore Π j+1 . We have proven the induction step Π j ⇒ Π j+1 . We now have Theorem 1.1.
Appendix: Proof of Some Claims in Section 2
Lemma 2.1. For two integers x, y ∈ Z >0 such that x > y,
Proof. Stirling's approximation in a form of double inequality is known as √ 2πn n e n exp 1 12n + 1 < n! < √ 2πn n e n exp 1 12n , for any n ∈ Z ≥1 [8] . By this we find Since ln There exists j such that κ (F j ) in the universal set X − S is at most κ (F ) in X, otherwise |F | < 
