We study a reaction-diffusion version on all of lR N of the logistic equation of population growth in which the birth-rate depends on the spatial variable and may assume both positive and negative values. Our results which are obtained by the construction of sub and supersolutions and the study of asymptotic properties of solutions show the interplay between the birth-rate of the species and the extent of diffusion in determining the existence or nonexistence of nontrivial steady-state distributions of population.
Introduction
We shall discuss the following variant of the logistic equation with diffusion u t (x, t) = d ∆u(x, t) + g(x)u(x) − u 2 (x) for x ∈ lR N , t > 0.
(1.1)
The unknown function u corresponds to the density of a population. The parameter d > 0 corresponds to the rate at which the population diffuses.
If we write λ = 1 d
, we see that steady-state solutions of the above equation must satisfy
2)
The −u 2 term in the equation corresponds to the fact that the population is self-limiting and the function g corresponds to the birth-rate of the population if self-limitation is ignored. We shall assume throughout that g is a smooth function which takes on both positive and negative values on lR N ; at points where g(x) > 0 ( < 0 ) the population, ignoring self-limitation, has positive (negative) birth-rate. Since u represents a population density, we shall investigate only non-negative solutions of (1.2). Such solutions correspond to possible steady-state distributions of population.
Our results show the interplay between the birth-rate of the population and the extent of the diffusion. In particular we make precise the following intuitively obvious ideas. At small levels of population density the population will prosper in regions where g(x) > 0 and, if diffusion is small, i.e., λ is large, will not diffuse rapidly away from these regions; thus, in this case, nontrivial steady-state solutions are possible even if the population is subject to some disadvantage overall (i.e., g is predominantly negative ). If, however, the population is disadvantaged overall and diffusion is large, the population is no longer safely protected in small pockets of local advantage and so steady-state solutions cannot exist. On the other hand, if the population is sufficiently advantaged overall, steady-state solutions exist no matter how great the diffusion. We prove such existence results in section 2 by constructing appropriate sub and supersolutions.
If the species has a positive birth-rate at all points of lR N , it might be expected that there should exist a nontrivial steady state distribution of population irrespective of the extent of the diffusion. The results of section 3 show that this is not necessarily so. Suppose g + (x) = max{g(x), 0},
We investigate the case where g + (x) ≤ k/|x| 2+δ ; this hypothesis is linked to the condition that
which arises naturally in the investigation of the existence of principal eigenvalues of the corresponding linearized problem, see Allegretto [1] , and corresponds to an overall limitation on how the population can increase. We obtain information on the asymptotic behaviour of solutions proving that in many cases, e.g., when g is radially symmetric or when g(x) < 0 for sufficiently large |x|, every positive solution must tend to 0 as |x| → ∞. Using this information we obtain nonexistence results when diffusion is large and a uniqueness result when diffusion is small. 
Existence of Solutions
We shall assume initially that g : lR N → lR is a smooth function which takes on positive values for at least some points in lR N and prove the existence of positive solutions by constructing appropriate sub and supersolutions. The existence of a solution lying between a sub and supersolution is a standard result for a bounded domain. It is, however, easy to obtain the same result when the bounded region is replaced by all of lR N by considering a sequence of balls of increasing radius and using a subsequence argument (see, e.g., [5] ).
It is easy to see that, if g is bounded above, then sufficiently large positive constants are supersolutions of (1.2).
We now show how to construct subsolutions.
Let R > 0, B R = {x ∈ lR N : |x| < R} and consider the eigenvalue
If g takes on positive values for at least some points in B R , then (2.1) has a positive principal eigenvalue which we denote by λ 1 (R). It is also well known (see, e.g., [4] ) that
It follows that R → λ 1 (R) is a decreasing function and so lim R→∞ λ 1 (R) (= λ * ) exists.
Lemma 2.1 If λ > λ 1 (R), then there exists an arbitrarily small subsolution of (1.2) with support contained in B R .
Proof If λ > λ 1 (R), then the principal eigenvalue of
is negative. If ϕ denotes the corresponding positive eigenfunction, it is easy to check that
is a subsolution of (1.2) for arbitrarily small ǫ > 0.
Thus we have proved the following. Thus the existence theory depends crucially on λ * (= lim R→∞ λ 1 (R)). Depending on g we may have λ * = 0 or λ * > 0 and clearly λ * decreases as g + increases. If λ * = 0,(which corresponds to the birth rate being sufficiently positive), a nontrivial distribution of population is possible no matter how great the diffusion; this occurs, e.g., when N = 1, 2 , g(x) < 0 whenever |x| is sufficiently large and l R N g(x) dx > 0 (see Brown, Cosner, Fleckinger [2] ). On the other hand, if N ≥ 3 and g + ∈ L N/2 (lR N ), then λ * > 0 (see Allegretto [1] ) so that nontrivial distributions of population approaching zero at infinity are guaranteed only when diffusion is small.
Uniqueness and Nonexistence of Solutions
For the remainder of the paper we shall assume that there exists k > 0 and
We shall confine our attention to the case N ≥ 3; the cases N = 1, 2 are similar but simpler.
Our assumption on g implies that g + ∈ L N/2 (lR N ) and so it follows that
In order to obtain existence and nonuniqueness results we must first investigate the asymptotic behaviour of solutions of (1.2). 
for all r ≥ R 0 . Then u is bounded and lim r→∞ u(r) exists.
Proof It is clear from (3.1) that u rr > 0 at any stationary point of u with r > R 0 and so u is eventually monotone. Hence either lim r→∞ u(r) exists or u is unbounded.
Suppose u is unbounded. Let v(r) = e r/2 u(r). Since u is eventually monotone increasing, so is v. Also for r ≥ R 2 .
Thus v −5/4 v r > γ and so
Since lim r→∞ v(r) = ∞, this is a contradiction and so we may conclude that u is bounded and that lim r→∞ u(r) exists. 
Then we must have lim r→∞ u(r) = 0.
Proof It follows from (3.2) that u r is eventually of one sign. If u r > 0 for large r, then (3.2) implies that (3.1) must hold and so lim r→∞ u(r) exists. If u r (r) < 0 for large r, then u is eventually decreasing and again lim r→∞ u(r)
exists.
Integrating (3.2) we obtain Hence lim r→∞ u(r) = 0.
Theorem 3.3 Suppose that g is radially symmetric and that u is a positive radially symmetric solution of (1.2). Then lim r→∞ u(r) = 0.
Suppose that u(r) > ψ(r). Then u(r) > 2g + (r) and so
Hence, in this case,
Therefore, if u(r) > ψ(r) and u has a turning point at r, then u must have a local minimum at r.
If there exists R 1 > 0 such that u(r) < ψ(r) for all r ≥ R 1 , then it is clear that lim r→∞ u(r) = 0.
Suppose that there exists R 2 > 0 such that u(r) > ψ(r) for all r ≥ R 2 . Then (3.4) holds for r ≥ R 2 and it follows from corollary 3.2 that lim r→∞ u(r) = 0.
If neither of the above situations occur, then the graphs of u and ψ must intersect infinitely often, i.e., there exists a sequence {r n } such that u(r n ) = ψ(r n ) and r n → ∞ as n → ∞. Since all turning points of u which occur when u(r) > ψ(r) are local minima, it follows that u can never be increasing when u(r) > ψ(r) as otherwise u would be increasing for all greater values of r so that the graphs of u and ψ would never intersect again. It follows easily that u(r) ≤ ψ(r n ) when r ≥ r n for all n and so lim r→∞ u(r) = 0.
In order to deal with the case where u is not radially symmetric we define the following spherical average of ū
where c N is the surface area of the unit sphere in lR N .
Using the change of variable x → rx, we obtain
and soū
and so
Thus, if u is a solution of (1.2), then
Thus we haveū
It now follows exactly as in the proof of Theorem 3.3 that lim r→∞ū (r) = 0.
We can deal with the general case but do, however, have to strengthen the hypothesis on g. Proof By above lim r→∞ū (r) = 0. Suppose R > R 0 and let A R,2R denote the annulus {x ∈ lR N : R ≤ |x| ≤ 2R}. Then
. Let B(y;
), i.e., u is subharmonic on B(y;
) and so
u(x) dx.
It follows that lim |y|→∞ u(y) = 0.
Thus we have obtained sufficient conditions to ensure that a positive solution of (1.2) must → 0 as |x| → ∞. We shall prove theorems on the existence and nonexistence of such solutions but first we must obtain some further information on their asymptotic behaviour.
In the proofs that follow we shall use k to denote a constant whose value may change as the proof progresses.
Theorem 3.5 If u is a positive solution of (1.2) such that lim |x|→∞ u(x) = 0,
Proof Define
−1 and ω N is the volume of the unit ball in lR N .
we have (see Li and Ni [9] 
Then lim |x|→∞ w(x) = 0 and, provided k is chosen sufficiently large, w(0) > 0. Hence, if w is anywhere negative, w must have a global and so a local minimum at some x 0 with w(x 0 ) < 0. But
and so, if we choose k > λ, then ∆w(x 0 ) < 0 which is impossible. Hence,
Repeating the above argument n times it can be proved that u(x) ≤ k/|x| nδ provided nδ < N − 2 and it follows that u(x) ≤ k/|x| N −2 .
Theorem 3.6 If u is a positive solution of (1.2) such that lim |x|→∞ u(x) = 0,
Proof Again considerū(r) = 1 c N r N−1 |x|=r u(x) dS x . Arguing as above it can be shown that for all r > 0. Hence
. Then, letting r → ∞ in (3.5), it follows that r N −1ū′ (r) is positive if r is sufficiently large. Henceū(r) cannot tend to zero as r → ∞ and this contradicts the fact thatū(r) ≤
Suppose that |∇u| / ∈ L 2 (lR N ). Multiplying (1.2) by u and integrating over
By above gu − u 2 ∈ L 1 (lR N ) and so, since u is bounded, it follows that
both integrals must become unbounded as R → ∞ and so there exists R 1 > 0 such that
. Hence by (3.6)
Hence 4 Proof Multiplying the v equation by u and integrating we obtain
so there exists a sequence {R j } such that
Hence, by (3.7),
We can now prove our main nonexistence and uniqueness theorems. 
Letting R → ∞ and using Theorem 3.7 gives l R N u(x)v(x)(u(x)−v(x)) dx = 0 and this is a contradiction. The required result is an immediate consequence of (3.8 ) and (3.10).
