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The exhaustive group classification of a class of variable coefficient generalized KdV equations is
presented, which completes and enhances results existing in the literature. Lie symmetries are
used for solving an initial and boundary value problem for certain subclasses of the above class.
Namely, the found Lie symmetries are applied in order to reduce the initial and boundary value
problem for the generalized KdV equations (which are PDEs) to an initial value problem for
nonlinear third-order ODEs. The latter problem is solved numerically using the finite difference
method. Numerical solutions are computed and the vast parameter space is studied.
1 Introduction
Nonlinear partial differential equations (PDEs) are often used in the physical sciences and
engineering to model real-world phenomena. Unfortunately, there is still no general theory
of solving such equations. One of the most efficient techniques for construction of solutions is
the Lie reduction method, based on the usage of Lie symmetries that correspond to Lie groups of
continuous point transformations [10,11]. The Lie reduction method is algorithmic and power-
ful, in particular, any (1+1)-dimensional PDE admitting a one-parameter Lie symmetry group
(acting regularly and transversally on a manifold defined by the PDE [10]) can always be reduced
to an ordinary differential equation (ODE).
In applications, one is usually interested in a solution of a given PDE satisfying some initial
condition or/and a boundary condition. In a recent paper [21], Lie symmetries were successfully
applied to solve an initial and boundary value problem (IBVP) for a generalized Burgers equation
arising in nonlinear acoustics. Namely, the IBVP for a generalized Burgers equation was reduced
to an initial value problem (IVP) for a related nonlinear second-order ODE. As a result, a
closed-form solution of the IBVP for the generalized Burgers equation was found. Motivated by
that work, we intend to apply Lie symmetries to construct solutions for IBVP for the variable
coefficient generalized Korteweg–de Vries (KdV) equation,
ut + u
nux + h(t)u+ g(t)uxxx = 0, ng 6= 0, (1)
arising in several applications (see [16] and references therein). For this purpose we carry out an
exhaustive group classification of equations from this class. In other words, we at first find a Lie
invariance algebra admitted by any equation in the class, the so-called kernel algebra, and then
classify all possible cases of extension of Lie invariance algebras of such equations with respect to
the equivalence group of the class [11]. Some cases of Lie symmetry extension for (1) were found
in [16], namely, the cases h = const and h = 1/(at + b) with a and b being constants. Here we
present a complete group classification taking advantage of the use of equivalence transformations
(this opportunity was neglected in [16]). We point out that complete group classifications of
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class (1) for n = 1 and n = 2 were obtained in [15,17] (see also [18]). The results were presented
there in two ways: with respect to corresponding equivalence groups and using no equivalence.
We would like to mention that in [7,9] group classifications for more general classes that include
class (1) were carried out. However it seems to be inconvenient to derive group classifications
for class (1) using those results obtained up to a very wide equivalence group.
Note that the more general class of the form
ut + f(t)u
nux + h(t)u+ g(t)uxxx = 0, n, f, g 6= 0, (2)
reduces to class (1) via the change of the variable t. That is why without loss of generality it is
sufficient to study class (1), since all results on exact solutions, symmetries, conservation laws,
etc. for class (2) can be derived form those obtained for (1).
After group classification is carried out, the derived Lie symmetries are employed to con-
struct group-invariant (similarity) solutions for equations (1). This is achieved by constructing
corresponding transformations (such a transformation is usually called an ansatz) that reduce
equations of the form (1) which admit Lie symmetries into ODEs. The complete list of such
transformations is achieved by constructing the optimal system of subalgebras of the maximal
Lie invariance algebras [10]. The same transformations are used to reduce an IBVP for a gener-
alized KdV equation into an IVP for a corresponding nonlinear ODE. Here we require that both
equation and additional conditions are invariant under the Lie group of infinitesimal transforma-
tions. This is the “classical” technique described in [4–6]. A discussion on some other approaches
can be found in [1,21]. The reduced IVP for ODE is solved numerically using a finite difference
algorithm with fixed-point iterations. We present solutions obtained using specified values of
the governing parameters. Then the solution of the original IBVP is recovered with the aid of
the transformations in question. Therefore, we show that Lie symmetry methods are useful even
in those cases when reduced ODEs cannot be solved analytically but only numerically.
2 Equivalence transformations
In order to solve a group classification problem it is important to derive the transformations that
preserve the differential structure of the class of differential equations under consideration [11].
Such transformations form a group and are called equivalence transformations. The knowledge
of transformations from the equivalence group often gives an opportunity to essentially simplify a
group classification problem and to present final results in a concise form. Moreover, sometimes
this appears to be a crucial point in the exhaustive solution of such problems (see, e.g., [17,19] and
references therein). We find equivalence transformations in class (1) using the direct method [8].
Theorem 1. The equivalence group G∼ of class (1) consists of the transformations
t˜ = ε1
∫
θ−ndt+ ε2, x˜ = ε1x+ ε0, u˜ = θu,
g˜ = ε 21 θ
n g, h˜ =
θn
ε1
(
h− θt
θ
)
, n˜ = n,
(3)
where εj , j = 0, 1, 2, are arbitrary constants with ε1 6= 0; θ = θ(t) is an arbitrary nonvanishing
smooth function.
Proof. Suppose that an equation of the form (1) is connected with an equation
u˜t˜ + u˜
n˜u˜x˜ + h˜(t˜)u˜+ g˜(t˜)u˜x˜x˜x˜ = 0 (4)
from the same class by a point transformation t˜ = T (t, x, u), x˜ = X(t, x, u), u˜ = U(t, x, u),
where |∂(T,X,U)/∂(t, x, u)| 6= 0. It is proved in [20] that admissible transformations of evolution
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equations of the form ut = F (t)un+G(t, x, u, u1, . . . , un−1), F 6= 0, Guiun−1 = 0, i = 1, . . . , n−1,
where n > 2, obey the restrictions Tx = Tu = Xu = Xxx = Uuu = 0. Therefore, for the class (1)
it is sufficient to consider transformations of the form
t˜ = T (t), x˜ = X1(t)x+X0(t), u˜ = U1(t, x)u+ U0(t, x),
where TtX
1U1 6= 0. Expressing u˜ and its derivatives u˜t˜, u˜x˜, and u˜x˜x˜x˜ in (4) in terms of the
untilded variables, we get the equation
X1(U1t u+ U
1ut + U
0
t )− (X1t x+X0t )(U1xu+ U1ux + U0x) + Tt(U1u+ U0)n˜(U1xu+ U1ux
+U0x) + h˜TtX
1(U1u+ U0) + g˜
Tt
(X1)2
(U1xxxu+ 3U
1
xxux + 3U
1
xuxx + U
1uxxx + U
0
xxx) = 0.
We then substitute ut = −unux−h(t)u− g(t)uxxx into the latter equation in order to confine it
to the manifold defined by (1) in the third-order jet space with the independent variables (t, x)
and the dependent variable u. Splitting the obtained identity with respect to the derivatives ux,
uxx and uxxx, we get the following conditions n˜ = n, U
1
x = 0, g˜ = (X
1)3T−1t g, Tt = X
1(U1)−n;
U0 = 0 for all n except n = 1. As the group classification for class (1) with n = 1 is known,
we assume that n 6= 1.1 Then, the rest of the determining equations are X1t = X0t = 0, and
h˜TtU
1 + U1t − hU1 = 0. Solving these equations we obtain Xi = εi, i = 0, 1, where ε1 and ε0
are arbitrary constants with ε1 6= 0; U1 = θ(t) is an arbitrary nonvanishing smooth function
of t. Then, T = ε1
∫
θ−ndt+ ε2, where ε2 is an arbitrary constant. Here and in what follows an
integral with respect to t should be interpreted as a fixed antiderivative. The transformation
components for g and h take the form presented in (3). Theorem 1 is proved.
Now we can use equivalence transformations (3) to gauge one of the arbitrary elements g or
h to a simple constant value. It was shown in [15] that the parameter-function h in (1) can be
set equal to zero by the point transformation
t˜ =
∫
e−n
∫
h(t) dt dt, x˜ = x, u˜ = e
∫
h(t) dtu, (5)
and the transformed value of the arbitrary element g is g˜(t˜) = en
∫
h(t) dtg(t). This transformation
can be easily found from Theorem 2 setting h˜ = 0 in (3) and solving the obtained equation for θ.
The fact that the arbitrary element h can always be set to zero means that fixing the arbitrary
element h cannot lead to cases of equations (1) with special symmetry properties. So, without
loss of generality we can restrict our investigation to the class
ut + u
nux + g(t)uxxx = 0, n, g 6= 0. (6)
All results on Lie symmetries and exact solutions for equations (1) can be derived from similar
results obtained for equations (6).
There are no other point transformations except (3) that link equations from class (1) with
n 6= 0, 1, therefore, this class is normalized (see related notions in [14, 20]) with respect to
its equivalence group G∼. It means that an equivalence group for (6) can be derived from
Theorem 1 by simply setting h˜ = h = 0 (for classes which are not normalized this could lead
to an incomplete result). Then we get that θ = ε3 is an arbitrary nonzero constant and the
following statement is true.
Corollary 1. The equivalence group G∼0 of class (6) is formed by the transformations
t˜ = ε1ε
−n
3 t+ ε0, x˜ = ε1x+ ε2, u˜ = ε3u,
g˜ = ε 21 ε
n
3 g, n˜ = n,
where εj , j = 0, . . . , 3, are arbitrary constants with ε1ε3 6= 0.
1Note that if n = 1, then class (1) admits a wider equivalence group (see [18]).
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3 Lie symmetries
The group classification of class (6) up to G∼0 -equivalence coincides with the group classification
of class (1) up to G∼-equivalence. We carry out the group classification of class (6) using
the classical algorithm [10]. Namely, we search for Lie symmetry generators of the form Γ =
τ(t, x, u)∂t + ξ(t, x, u)∂x + η(t, x, u)∂u and require that
Γ(3){ut + unux + g(t)uxxx} = 0 (7)
identically, modulo equation (6). Here Γ(3) is the third prolongation of the operator Γ [10, 11],
Γ(3) = Γ + ηt∂ut + η
x∂ux + η
xxx∂uxxx , where
ηt = Dt(η) − utDt(τ)− uxDt(ξ), ηx = Dx(η) − utDx(τ)− uxDx(ξ),
ηxx = Dx(η
x)− utxDx(τ)− uxxDx(ξ), ηxxx = Dx(ηxx)− utxxDx(τ)− uxxxDx(ξ),
Dt = ∂t+ut∂u+utt∂ut +utx∂ux + . . . and Dx = ∂x+ux∂u+utx∂ut +uxx∂ux + . . . are operators
of the total differentiation with respect to t and x, respectively. The infinitesimal invariance
criterion (7) implies that
τ = τ(t), ξ = ξ(t, x), η = η1(t, x)u+ η0(t, x),
where τ , ξ, η1 and η0 are arbitrary smooth functions of their variables. The rest of the deter-
mining equations have the form
3gξx = (gτ)t, η
1
x = ξxx, (8)
η1xu
n+1 + η0xu
n + (η1t + gη
1
xxx)u+ η
0
t + gη
0
xxx = 0, (9)
(τt − ξx + nη1)un + nη0un−1 − gξxxx + 3gη1xx − ξt = 0. (10)
It is easy to see from (8) that ξxx = 0 and therefore η
1 = η1(t). The second and third equations
can be split with respect to different powers of u. Special cases of splitting arise if n = 0, 1.
If n = 0 equations (6) are linear and are excluded from our current investigation. We also do
not consider the case n = 1 since the exhaustive group classification for this case is carried out
in [15,18]. Therefore we only investigate cases for which n 6= 0, 1.
If n 6= 0, 1, then (8)–(10) imply η1 = c0, where c0 is an arbitrary constant and η0 = 0. Then
τ = c1t+ c2, ξ = (c1 + nc0)x+ c3, η = c0u,
where ci, i = 0, . . . , 3, are arbitrary constants. The classifying equation for g has the form
(c1t+ c2)gt = (2c1 + 3nc0)g. (11)
Further analysis is carried out using the method of furcate split [13]. For each operator Γ
from maximal Lie invariance algebra Amax equation (11) gives some equation on g of the general
form (a t + b)gt = c g, where a, b and c are constants. In general, for all operators from A
max
the number k of such independent equations is no greater than 2, otherwise they form an
incompatible system for g. Therefore, there exist three distinct cases for the value of k: k = 0,
k = 1 and k = 2.
If k = 0, then (11) is not an equation but an identity and c0 = c1 = c2 = 0. So, the kernel of
maximal Lie invariance algebras of equations from (6) (i.e., the Lie invariance algebra admitted
by (6) for arbitrary g) is the one-dimensional algebra 〈∂x〉.
If k = 1, then up to G∼0 -equivalence, g is either a power function, g = εt
ρ, or exponential,
g = εet, Here, ρ and ε are nonzero constants and ε = ±1 mod G∼0 . If g = εtρ and ρ 6= 0, then
Γ = c1t∂t +
(
ρ+1
3 c1x+ c3
)
∂x +
ρ−2
3n c1u∂u.
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In the exponential case, g = εet, the general form of the infinitesimal operator is
Γ = 3nc0∂t + (nc0x+ c3)∂x + c0u∂u.
In both these cases, the maximal Lie-invariance algebras are two-dimensional with basis
operators presented in Cases 1 and 2 of Table 1. In Case 1 with ρ = −1 the Lie algebra is
Abelian. The algebras adduced in Case 1 with ρ 6= −1 and Case 2 are non-Abelian.
If k = 2, g = ε = const, where ε = ±1 mod G∼0 . The infinitesimal operator takes the form
Γ = (c1t+ c2)∂t +
(
1
3c1x+ c3
)
∂x − 23nc1u∂u.
So, if g is a nonzero constant, the maximal Lie invariance algebra of (6) with n 6= 1 is three-
dimensional spanned by the operators presented in Case 3 of Table 1. This is the Lie algebra of
the type Aa3.5 with a = 1/3 [12]. We summarize the above consideration by the statement.
Theorem 2. The kernel of the maximal Lie invariance algebras Amax of equations from class (6)
(resp. (1)) coincides with the one-dimensional algebra 〈∂x〉. All possible G∼0 -inequivalent (resp.
G∼-inequivalent) cases of extension of Amax are exhausted by cases 1–3 of Table 1.
Table 1. The group classification of class (1) up to G∼-equivalence.
no. g(t) Basis of Amax
0 ∀ ∂x
1 εtρ ∂x, 3nt∂t + (ρ+ 1)nx∂x + (ρ− 2)u∂u
2 εet ∂x, 3n∂t + nx∂x + u∂u
3 ε ∂x, ∂t, 3nt∂t + nx∂x − 2u∂u
Here h = 0 mod G∼, ε = ±1 mod G∼, ρ is an arbitrary nonzero constant.
In Table 2, we also adduce the results of the group classification of (1) without gauging of
h and g by equivalence transformations. The extended classification list can be derived from
that presented in Table 1 using equivalence transformations (the detailed procedure is described
in [17,18]). It is easy to see that Table 2 includes all cases presented in [16] as special cases.
Table 2. The group classification of class (1) using no equivalence.
no. g(t) Basis of Amax
0 ∀ ∂x
1 λ
( ∫
e−n
∫
h(t) dtdt+ κ
)ρ
e−n
∫
h(t)dt ∂x, H∂t + n(ρ+ 1)x∂x + (ρ− 2− h(t)H)u∂u
2 λ e
∫
(me−n
∫
h(t) dt−nh(t))dt ∂x, 3ne
n
∫
h(t)dt∂t +mnx∂x +
(
m− 3nh(t)en
∫
h(t)dt
)
u∂u
3 λ e−n
∫
h(t)dt ∂x, e
n
∫
h(t)dt (∂t − h(t)u∂u) , H∂t + nx∂x − (2 + h(t)H)u∂u
Here λ, κ, ρ, and m are arbitrary constants with λρm 6= 0. The function h(t) is arbitrary in all
cases and H = 3nen
∫
hdt
( ∫
e−n
∫
hdtdt+ κ
)
. In Case 3, κ = 0 in the formula for H .
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4 Similarity solutions of the generalized KdV equations
Lie symmetries provide us with an algorithmic technique for finding exact solutions using the
reduction method [10, 11]. It was found by Lie that if one Lie symmetry generator of an ODE
is known, than the order of this ODE can be reduced by one, and if we know a Lie symmetry
generator for a n-dimensional PDE, then it can be reduced to a n−1-dimensional PDE. This
is true for Lie symmetry generators corresponding to one-parameter Lie symmetry groups that
act regularly and transversally on a manifold defined by this PDE [10]. So, in our case of
(1 + 1)-dimensional PDEs it is enough to perform reductions with respect to one-dimensional
subalgebras of the found maximal Lie invariance algebras to get reductions to ODEs.
Reductions should be performed using subalgebras from the optimal system [10]. Optimal
systems of one-dimensional subalgebras of Lie invariance algebras from Table 1 are presented in
Table 3.
Table 3. Optimal systems of subalgebras of Amax presented in Table 1.
no. Optimal system
1ρ6=−1 g1 = 〈∂x〉, g1.1 = 〈3nt∂t + (ρ+ 1)nx∂x + (ρ− 2)u∂u〉
1ρ=−1 g1 = 〈∂x〉, ga1.2 = 〈nt∂t + a∂x − u∂u〉
2 g1 = 〈∂x〉, g2 = 〈3n∂t + nx∂x + u∂u〉
3 g1 = 〈∂x〉, gσ3.1 = 〈∂t + σ∂x〉, g3.2 = 〈3nt∂t + nx∂x − 2u〉
In all cases a ∈ R, n 6= 0, σ ∈ {−1, 0, 1}.
To construct an ansatz associated with a basis Lie symmetry generator Γ = τ∂t+ξ∂x+η∂u of
one-dimensional subalgebra from optimal list we should find a solution of the so-called invariant
surface condition Γ[u] = τut+ ξux− η = 0. In practise, the corresponding characteristic system
dt
τ
= dx
ξ
= du
η
should be solved.
We do not consider reductions associated with the subalgebra g1 = 〈∂x〉 because they lead to
constant solutions only. Ansatzes and reduced equations that are obtained for equations from
class (6) by means of one-dimensional subalgebras from Table 3 are collected in Table 4.
Table 4. Similarity reductions of the class ut + u
nux + g(t)uxxx = 0 with ng 6= 0
that correspond to the subalgebras presented in Table 3.
no. g(t) g ω Ansatz, u Reduced ODE
1 εtρ, ρ 6= −1 g1.1 xt−
ρ+1
3 t
ρ−2
3n ϕ(ω) εϕ′′′ +
(
ϕn − ρ+13 ω
)
ϕ′ + ρ−23n ϕ = 0
2 εt−1 ga1.2 x− an ln t t−
1
nϕ(ω) εϕ′′′ +
(
ϕn − a
n
)
ϕ′ − 1
n
f = 0
3 εet g2 xe
− 13 t e
1
3n tϕ(ω) εϕ′′′ +
(
ϕn − 13ω
)
ϕ′ + 13nϕ = 0
4 ε gσ3.1 x− σt ϕ(ω) εϕ′′′ + (ϕn − σ)ϕ′ = 0
5 ε g3.2 xt
− 13 t−
2
3nϕ(ω) εϕ′′′ +
(
ϕn − 13ω
)
ϕ′ − 23nϕ = 0
In all cases a ∈ R, n 6= 0, σ ∈ {−1, 0, 1}, ε = ±1 mod G∼.
It is possible to get exact traveling wave solutions of the equation ut + u
nux + εuxxx = 0
solving the reduced ODE from Case 4 of Table 4,
εϕ′′′ + (ϕn − σ)ϕ′ = 0. (12)
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If σ 6= 0, two partial solutions of this equation are, for example, ϕ =
(
− σ(n+1)(n+2)
2 sinh2(n2
√
σ
ε
ω+C)
) 1
n
,
and ϕ =
(
σ(n+1)(n+2)
2 cosh2(n2
√
σ
ε
ω+C)
) 1
n
, where C is an arbitrary constant. They lead to the following
traveling wave solutions
u =
(
− σ(n+ 1)(n + 2)
2 sinh2
(
n
2
√
σ
ε
(x− at) + C)
) 1
n
, u =
(
σ(n+ 1)(n + 2)
2 cosh2
(
n
2
√
σ
ε
(x− at) +C)
) 1
n
,
of the generalized KdV equation with constant coefficients, ut + u
nux + εuxxx = 0. Note that
some exact solutions were constructed in the literature for variable coefficient generalized KdV
equations of the form ut + u
nux + α(t)u + εe
−n
∫
α(t) dtuxxx = 0, (see, e.g., [3, 22]), but it is due
to the fact that the latter equations are reduced to constant coefficient ones. Only a few exact
solutions for truly variable coefficient generalized KdV equations are known.
5 Boundary value problem for generalized KdV equations
There are several approaches for exploiting Lie symmetries to reduce boundary value problems
(BVPs) for PDEs to those for ODEs. The classical technique is to require that both equation
and boundary conditions are left invariant under the one-parameter Lie group of infinitesimal
transformations. Of course, the infinitesimal approach is usually applied (see, e.g., [5, Section
4.4]). We apply this technique for an IBVP for variable coefficient generalized KdV equations
with and without linear damping terms.
5.1 IBVP for generalized KdV without linear damping
We apply at first this procedure to a problem with the governing equation being the KdV of the
form (6), i.e., we consider the following initial and boundary value problem
ut + u
nux + g(t)uxxx = 0, t > 0, x > 0, (13)
u(x, 0) = 0, x > 0,
u(0, t) = q(t), t > 0,
ux(0, t) = 0, t > 0,
uxx(0, t) = 0, t > 0,
(14)
where q(t) is a nonvanishing smooth function of its variable.
The procedure starts by assuming a general symmetry of the form
Γ =
n∑
i=1
αiΓi, (15)
where n is the number of basis operators of the maximal Lie invariance algebra of the given
PDE and αi, i = 1, . . . , n, are constants to be determined.
We consider Case 1 of Table 1. The general symmetry (15) takes the form
Γ = α1∂x + α2 [3nt∂t + (ρ+ 1)nx∂x + (ρ− 2)u∂u] .
Application of Γ to the first boundary condition x = 0, u(t, 0) = q(t) gives
α1 = 0 and q(t) = γt
ρ−2
3n , γ = const .
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Using the second extension of Γ,
Γ(2) = 3nt∂t + (ρ+ 1)nx∂x + (ρ− 2)u∂u
+ (ρ− nρ− n− 2)ux∂ux + (ρ− 2nρ− 2n− 2)uxx∂uxx ,
where the unused terms have been ignored, it can be shown that it leaves the initial condition and
the remaining three boundary conditions invariant. Finally, (see Case 1 of Table 5) symmetry
Γ produces the ansatz
u = t
ρ−2
3n ϕ(ω), ω = xt−
ρ+1
3 , (16)
which reduces the problem (13) into the initial value problem
εϕ′′′ + ϕnϕ′ − ρ+13 ωϕ′ + ρ−23n ϕ = 0,
ϕ(0) = γ, ϕ′(0) = 0, ϕ′′(0) = 0.
(17)
In Case 2 of Table 1, the corresponding symmetry does not leave the boundary conditions
invariant and for Case 3 we obtain the above results with ρ = 0.
5.2 IBVP for generalized KdV with linear damping
We consider the IBVP for the generalized KdV equation with variable-coefficient linear damping
ut + u
nux +
j
t
u+ g(t)uxxx = 0, t > 0, x > 0, (18)
with initial and boundary conditions (14). In the previous section we have shown that the
symmetry operator which is admitted by both an equation from class (1) and initial and bound-
ary conditions (14) with q being a power function is the so-called dilatation operator, i.e., the
operator corresponding to the one-parameter Lie group of scalings of the variables t, x and u.
Equation (19) admits a Lie symmetry generator which keeps the boundary conditions invariant
if and only if g is a power function or constant (Cases 1 and 3 of Table 2). Substituting h = j/t
into the formulas for g and corresponding symmetry generators presented in Case 1 of Table 2
(without loss of generality we set κ = 0) we find that the equation
ut + u
nux +
j
t
u+ λtρ(1−nj)−njuxxx = 0, (19)
admits the Lie symmetry generators ∂x and
Γ =
3n
1− nj t∂t + n(ρ+ 1)x∂x +
(
ρ− 2− 3nj
1− nj
)
u∂u.
Boundary conditions (14) are left invariant with respect to the symmetry transformation gen-
erated by the operator Γ if and only if q = γt
(ρ−2)(1−nj)−3nj
3n , where γ = const . Therefore we can
apply Lie symmetries to solve the following BVP for the generalized KdV equation with linear
damping
ut + u
nux +
j
t
u+ λtρ(1−nj)−njuxxx = 0, t > 0, x > 0, (20)
u(x, 0) = 0, x > 0,
u(0, t) = γt
ρ(1−nj)−nj−2
3n , t > 0,
ux(0, t) = 0, t > 0,
uxx(0, t) = 0, t > 0.
(21)
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The symmetry Γ produces the transformation
u = t
ρ(1−nj)−nj−2
3n ϕ(ω), ω = xt
(ρ+1)(nj−1)
3 ,
which reduces the problem (20)–(21) to
λϕ′′′ + ϕnϕ′ + (ρ+1)(nj−1)3 ωϕ
′ + (ρ−2)(1−nj)3n ϕ = 0,
ϕ(0) = γ, ϕ′(0) = 0, ϕ′′(0) = 0.
(22)
For j = 1/2 and j = 1 (20) becomes generalized cylindrical and spherical KdV equations,
respectively.
6 Numerical solution
In the previous section IBVPs for certain generalized KdV equations were reduced to initial value
problems for third-order nonlinear ODEs. Now we can use well-developed numerical techniques
(e.g. finite differences) to solve the reduced problem.
6.1 Finite-difference scheme
We focus our numerical investigation on solving the initial value problem (17). Then, with the
aid of transformation (16) it is easy to evaluate the solution u(x, t) of problem (13)–(14). The
consideration for (22) can be performed in an analogous way.
Utilizing second-order finite difference approximations for the first and third order derivative,
namely,
ϕ′ =
ϕi+1 − ϕi−1
2h
− h
2
6
ϕ′′′|ωi +O(h3),
ϕ′′′ =
ϕi+2 − 2ϕi+1 + 2ϕi−1 − ϕi−2
2h3
− h
2
4
ϕ′′′′′|ωi +O(h3),
we arrive at the following numerical scheme:
ε
2h3
(ϕi+2 − 2ϕi+1 + 2ϕi−1 − ϕi−2)
+
ϕni
2h
(ϕi+1 − ϕi−1)− ρ+ 1
6h
ωi(ϕi+1 − ϕi−1) + ρ− 2
3n
ϕi = 0.
We then assume a general interval of interest for ω, say ω ∈ [a, b], and define the grid for ω
ωi = a+ (i− 1)h , h = b− a
N
, i = 1, 2, 3, . . . , N,N + 1. (23)
The initial conditions are discretized as follows:
ϕ1 = γ, ϕ1 = ϕ2, ϕ3 = ϕ2. (24a)
Clearing the denominators and solving for ϕi+2 yields the following simple explicit scheme
ϕi+2 =
1
ε
{(
2ε+
ρ+ 1
3
h2ωi
)
ϕi+1 − 2h
3
3n
(ρ− 2)ϕi −
(
2ε+
ρ+ 1
3
h2ωi
)
ϕi−1
+ εϕi−2 + gi} ,
(24b)
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Figure 1: Logarithmic plot of the absolute error as a function of the total number of gridpointsN .
Governing parameters: n = 1, ρ = 1, ε = −1, γ = 0.5 and [a, b] = [0, 50] (standard solution).
where gi = −h2ϕni (ϕi+1 − ϕi−1) and i = 3, 4, 5, . . . , N − 1. To initialize the iteration process for
the spatial dimension ω, we set i = 2 in (24b) and obtain
ϕ4 =
1
ε
{(
2ε+
ρ+ 1
3
h2ω2
)
ϕ3 − 2h
3
3n
(ρ− 2)ϕ2 −
(
2ε+
ρ+ 1
3
h2ω2
)
ϕ1
+ εϕ0 + g2} ,
(24c)
where g2 = −h2ϕn2 (ϕ3 −ϕ1) and ϕ0 = ϕ1. The value of ϕ0 = ϕ(−h) was computed by applying
central and/or backward finite differences to the initial conditions.
The nonlinear system of difference equations (24) is solved using fixed-point iterations
ϕk+1i+2 =
1
ε
{(
2ε+
ρ+ 1
3
h2ωi
)
ϕk+1i+1 −
2h3
3n
(ρ− 2)ϕk+1i −
(
2ε+
ρ+ 1
3
h2ωi
)
ϕk+1i−1
+ εϕk+1i−2 + g
k
i
}
,
(25a)
ϕk+14 =
1
ε
{(
2ε+
ρ+ 1
3
h2ω2
)
ϕk+13 −
2h3
3n
(ρ− 2)ϕk+12 −
(
2ε+
ρ+ 1
3
h2ω2
)
ϕk+11
+ εϕk+10 + g
k
2
}
.
(25b)
The algorithm is initialized at k = 0 using the initial condition, i.e., ϕ01 = ϕ
0
2 = ϕ
0
3 = γ and
ϕ0i = 0 for i = 4, . . . , N,N + 1. Then, for k = 1, 2, 3, 4, . . ., the values of ϕ
k
i are updated for all
i = 4, . . . , N,N + 1 except ϕkj , j = 1, 2, 3, which remain fixed at the initial value γ for all k.
The algorithm is terminated when the following convergence criterion is satisfied
max
1≤i≤N
|ϕk+1i − ϕki |
max
1≤i≤N
|ϕk+1i |
≤ 10−8.
An exact analytic solution for IVP (17) is not known for any admissible set of parameters
except for when ρ = 2, which yields the constant solution. The accuracy of numerical scheme
(24) is assessed by applying the scheme for different mesh densities (see Fig. 1). We have chosen
the parameter set n = 1, ρ = 1, ε = −1 for this investigation. The initial condition value was set
at γ = 0.5 and the solution interval was specified as [0, 50]. We will refer to the solution of (17)
for these parameter values as the “standard solution”. The part of the exact solution is played
by the numerical solution obtained on a very fine grid ϕˆ. Here, ϕˆ is the solution for N = 200000
where N is the number of grid points used to discretize our interval (see (23)). The absolute
error for a numerical solution ϕN obtained using N grid points is defined by max
1≤i≤N
‖ϕˆi −ϕi,N‖.
10
It is observed that the absolute error is inversely proportional to N . This is slightly improved
for N ≥ 40000.
Our numerical method was further validated by applying it to a similar nonlinear initial value
problem of the same order that appeared in the literature [2] in the context of solving IBVP for
generalized Burgers–KdV equations. This reads
βF ′′′ − F ′′ − αnFn−1F ′ + 12ηF ′ + 12n−2F = 0, (26a)
F (0) = γ, F ′(0) = 0, F ′′(0) = 0. (26b)
where F = F (η) is the sought function, η the independent variable and β, α, n and γ parameters.
In Fig. 2 we present a comparison between our results and [2] for the case n = 2, α = 1, β = 10,
γ = 0.5. It is easy to see that the results are identical. This was observed for all parameter
values investigated.
-3
-2
-1
 0
 1
 2
 3
0 5 10 15 20 25 30 35 40 45 50
Our results
Abd-el-Malek and Helal
Figure 2: Solution of (26) for n = 2, α = 1, β = 10, γ = 0.5 and [a, b] = [0, 50]. Squares: The
solution in [2] sampled at equidistant nodes of distance 2.5 on the η axis. Solid line: Our results.
6.2 Numerical results
We investigate the effect of varying the governing parameters in (17). Because the parametric
space is vast, the method we follow here is to vary only one parameter whilst keeping all others
fixed at the so-called “standard solution” values (n = 1, ρ = 1, ε = −1, γ = 0.5, [a, b] = [0, 50]).
All solutions in this subsection were computed for N = 100000 ω-grid points.
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-0.2
-0.1
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 0.1
 0.2
 0.3
 0.4
 0.5
 0  10  20  30  40  50
φ
ω
n=2
n=3
n=4
n=5
Figure 3: Solution of (17) for various values of the power n of the nonlinear term.
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Figure 4: Solution of (17) for ε = −1,−2,−5.
In Fig. 3 we present the effect of the order n of the nonlinear term. Our solution can be
described as a damped oscillation. Increasing n results in a decrease of the solution “amplitude”,
however, the “wavelength” is unaffected.
The value of the coefficient ε of the third derivative affects the solution in two ways (see
Fig. 4): Increasing negative values of ε in magnitude, widens the oscillations, i.e., increases
the solution “wavelength”. In addition, the oscillation “amplitude” decreases. It was observed
that the solutions for positive epsilon values are oscillatory but with an increasing amplitude
(divergent). This is an innate feature of the problem and not a numerical artifact and was also
observed in [2] for similar cases.
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 0
 0.5
 1
 0  5  10  15  20
φ
ρ = 0.25
ρ = 0.5
ρ = 1
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0  5  10  15  20
φ
ω
ρ = 1.2
ρ = 1.5
ρ = 1.75
ρ = 1.9
ρ = 2
Figure 5: Top panel: Solution of (17) for ρ = 0.5, 0.25, 1. Bottom panel: Solution of (17) for
ρ = 1.2, 1.5, 1.75, 1.9, 2.
Varying ρ has a drastic effect on the solution form (see Fig. 5). We have found that for
ρ < 0 the solution diverges abruptly to infinity and is not oscillatory. For ρ > 2 the solutions
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are divergent but oscillatory resembling the results published in [2]. As expected, for ρ = 2
we obtain the constant solution ϕ = 2, which can be easily verified analytically. Increasing ρ
from 0 to 1 decreases the oscillation amplitude. Specifically, for ρ ∈ [0.5, 2) we get decreasing
oscillations and for ρ ∈ [1, 2) the decreasing oscillations are so pronounced the solution resembles
a soliton with a tail.
Having computed the numerical solution of (17) we construct the solution u(x, t) of (13)–
(14) utilizing (16). The case illustrated in Figs. 6 and 7 corresponds to the so-called “standard
solution”. We observe that the function u(x, ·) for fixed t is an oscillatory function of x whereas
for fixed x, u(·, t) decreases asymptotically with t.
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 5
Figure 6: Surface plot of u = u(x, t) for n = 1, ρ = 1, ε = −1, γ = 0.5. The range was truncated
to −5 ≤ u ≤ 5.
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Figure 7: Fence plot of the case presented in Fig. 6. The snapshots of our solution were taken
at ti = i∆t, where i = 0, 1, 2, . . . , 10 and ∆t = 0.2.
7 Conclusion
Lie symmetry methods are a well-known powerful tool for the construction of exact solutions for
nonlinear differential equations, both ordinary and partial. Unfortunately, it is often not known
how to solve the reduced differential equation analytically. This is the case for variable coefficient
generalized KdV equations that are inequivalent by point transformations to constant coefficient
ones. Nevertheless, Lie symmetry methods can be useful even in those cases when reduced ODEs
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cannot be solved analytically but only numerically. We illustrate this fact considering initial and
boundary value problem for subclasses of generalized KdV equations admitting Lie symmetries
extension.
A group classification for variable coefficient generalized KdV equations (1) is carried out
exhaustively. The results are presented in two ways: up to G∼-equivalence (Table 1) and with-
out simplification by equivalence transformations (Table 2). Similarity solutions are classified
(Table 4). The derived Lie symmetries of a generalized KdV equation are employed to IBVP
(13)–(14) transforming it into an IVP for an ODE (17). The resulting nonlinear problem is
solved numerically with the aid of a second-order finite-difference scheme with fixed-point it-
erations. The scheme was validated by applying it to similar problems in the literature which
were solved using other methods and the results were found to be in excellent agreement. The
effect of the governing parameters on the solutions of (13)–(14) was examined and solutions of
the original PDE were constructed using the aforementioned transformations.
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