ernment, energy, and public health systems around the globe.
The central idea is to reinvent societal systems within a control framework: sense the situation, combine observations with dynamic demand and reaction models, and use the resulting predictions to control the system. Fortunately, much of the sensing and many of the required control elements are already in place. What is missing, though, are the dynamic interaction models along with an architecture that guarantees safety, stability, and efficiency.
The required models must describe human demands and reactions, as people are at the core of all these systems. Consequently, we must observe individual behavior, which creates an exponential growth in personal data. Meglena Kuneva, the European Commissioner for Consumer Protection in 2007-2010, highlighted the importance of such data when she described it as "the new oil of the Internet and the new currency of the digital world." 1 One consequence of this growth in behavior-sensing data is that the architecture of future systems must also guarantee privacy and fair treatment for all potential participants. As Jon Leibowitz, chairman of the US Federal Trade Commission, declared, "Privacy and security protections [must be built] into company procedures, systems, and technologies at the outset, so that they are an integral part of a company's business model." 2 Realizing that using pervasive and mobile sensing to reinvent our society's infrastructure will require buy-in from government, citizenry, and companies alike, in 2007 I proposed a "New Deal on Data" 3 to the World Economic Forum (WEF) and began a multiyear conversation involv-S ustaining a healthy, safe, and efficient society is a challenge that goes back to the 1800s, when the Industrial Revolution spurred rapid urban growth and created huge social and environmental problems. The remedy then was to engineer centralized networks that delivered clean water and safe food, removed waste, provided energy, facilitated transportation, and offered access to centralized healthcare, police, and educational services.
These century-old solutions are increasingly obsolete. Today's social structures are not designed as integrated systems and do not take advantage of new digital feedback technologies that would allow them to be dynamic and responsive.
We need to radically rethink our approach. Rather than separate systems by function-water, food, waste, transport, education, energy, and so on-we must consider them holistically. Instead of focusing only on access and distribution systems, we need dynamic, networked, self-regulating systems that take into account complex interactions. In short, to ensure a sustainable future society, we must use evolving technologies to create a nervous system for humanity that maintains the stability of govWhat is the potential for pervasive sensing and mobile computing over the next decade, and what are the challenges that researchers will have to face to realize this potential?
Alex "Sandy" Pentland, MIT Human Dynamics Laboratory Society's Nervous System: Building Effective Government, Energy, and Public Health Systems ing the leaders of several major IT, wireless, infrastructure, and financial firms, as well as the heads of various international regulatory organizations and nongovernmental organizations. These discussions led to the formation of the Rethinking Personal Data project (www.weforum.org/ issues/rethinking-personal-data) the following year and, in 2011, to the publication of Personal Data: The Emergence of a New Asset Class, which described the growing consensus around the New Deal on Data and offered insights about the path forward. 4 Here, I describe the evolution of pervasive sensing, new efforts to model social systems, and the overall design of these systems. The discussion on sensing embraces not just data acquisition, but also privacy and data ownership, significant issues in building practical systems. When modeling social systems, it is important to choose mathematical structures that closely mirror the organization of the system's actual physical elements. With respect to system design, we should import ideas from economics to help define overall performance criteria. I avoid discussing final control actions in these future systems, which will likely depend on very fine-grain details; efforts such as the European FuturICT project (http://futurICT.eu) and organizations like the Planetary Skin Institute (http://planetaryskin. org) are currently researching these sorts of systems.
PERVASIVE SENSING
There are now almost 5 billion mobile phone users worldwide, with millions of new subscribers every day. For the first time in history, most of humanity is linked and has a voice. More importantly, however, mobile phones are location-aware sensor platforms connected to wireless networks that support sensors where we live and work and in our modes of transportation. Consequently, our mobile wireless infrastructure can be "reality mined" to understand the patterns of human behavior, monitor our environments, and plan social development. Such functionality is mostly latent at this point, but researchers are already using it to measure urban migration, map population movements during natural disasters and emergencies, track disease outbreaks, identify neighborhoods with inadequate social services, and manage vehicular traffic congestion. 3 Together, wireless devices and networks, especially mobile phone networks, are akin to the evolving nervous system of a gigantic, intelligent, reactive organism with sensors serving as its eyes and ears. Moreover, the evolution of this nervous system will continue at a quickening pace because of the exponential progress in computing and communication technologies as well as basic economic forces. Networks will become faster, devices will have more sensors, and techniques for modeling human behavior will become more accurate and detailed.
Reality mining
We can analyze the "digital breadcrumbs" people leave behind as they go about their daily lives to dynamically model aggregate human behavior. 5 For example, GPS data collected from drivers' cell phones in a city can provide minute-by-minute updates on traffic flow, allowing for more accurate detection of congestion patterns and driving time estimates.
We can likewise mine data from RFID badges, mobile phone Bluetooth data, call logs, and e-mail records to better understand the "information traffic" within an organization. Analysis of these digital traces has already yielded new insights into managing customer relationships, resources, transportation, and even employee health. Experiments mapping corporate information flows have revealed that the pattern of information transfer (face-to-face, e-mail, and so on)-independently of the content-accounts for almost half of the performance variation within a corporation. Reengineering corporate procedures using such "information maps" can significantly improve results. 6 On a larger scale, commercial operations and government services all currently rely on demographic and survey data to guide them. However, such data can quickly become out of date; in many parts of the world, good data simply does not exist. The proliferation of GPS-enabled devices makes it possible to leap beyond demographics to directly measure human behavior. Where do people eat, work, and hang out? What routes do they travel? Figure 1a shows mobility patterns within a city, based on GPS data from mobile phones, color coded by common patterns of movement among restaurants, entertainment venues, and so on. As Figure 1b shows, the patterns reveal distinct population subgroups.
Behavior stratification typically provides 5 to 10 times more accurate predictions of people's risk for certain diseases (such as diabetes), consumer preferences, financial risks, and political views than standard demographics. It has also demonstrated great potential to improve public heath, urban planning, disaster response, and public education. 4 Even greater accuracy at modeling human behavior patterns can be obtained by factoring in other types of data, such as credit card and healthcare information. In short, we now have the capacity to collect and analyze data about people with a breadth and depth that was previously inconceivable.
Our mobile wireless infrastructure can be "reality mined" to understand the patterns of human behavior, monitor our environments, and plan social development.
Data ownership and privacy
Perhaps the greatest challenges posed by pervasive sensing systems relate to data ownership and privacy. 3 Advances in network data analysis must balance creating value for data owners with protecting users' privacy.
This data must not become the exclusive domain either of private companies, in which case it would not contribute to the common good, or of the government, which would not serve the public interest of transparency. Similarly, we should enforce the use of anonymous data and, when possible, aggregate results. Robust collaboration and datasharing models must guard both consumers' privacy and corporations' competitive interests.
Private organizations collect the vast majority of personal data-in the form of location patterns, financial transactions, phone and Internet communications, and so on-and consequently will be key players in negotiations about data privacy and ownership. Both government regulation and market mechanisms will be needed to entice owners to share the data they gather while serving the interests of individuals and society at large.
New Deal on Data
Just as with financial and commodity markets, the first step toward creating an information market is to define ownership rights. This is why the subtitle of the WEF report refers to personal data as "a new asset class." 4 The simplest approach to defining what it means to "own your own data" is to draw an analogy with the English common law tenets of possession, use, and disposal:
• You have the right to possess data about you. Regardless of what entity collects the data, the data belongs to you, and you can access it at any time. Data collectors thus play a role akin to a bank, managing the data on behalf of their "customers." • You have the right to full control over the use of your data. The terms of use must be opt-in and clearly explained in plain language. If you are not happy with the way a company uses your data, you can remove it-just as you would close your account with a bank that is not providing satisfactory service.
• You have the right to dispose of or distribute your data.
You have the option to destroy data about you or redeploy it elsewhere.
Individual ownership of personal data must be balanced with the need of corporations and governments to use certain data-account activity, billing information, and so on-to run their day-to-day operations. My proposed New Deal on Data therefore gives individuals the right to possess, control, and dispose of copies of these data as well as all the other incidental data collected about you-for instance, location and similar context-that companies and the government must not retain.
Enforcing the New Deal on Data
Enforcing personal data ownership rights goes beyond simply authenticating an individual's identity; rather, it involves validating whole series of "claims" and "privileges" of an individual, institution, or even device to access and use such data. As more business, financial, and govern- 
(a) (b)
mental services collect and use personal data, the integrity and interoperability of a global authentication and "claims" infrastructure will become paramount. Because no single authority can micromanage all transactions, failures, and attacks, such a global infrastructure-like the Internet itself-must be highly distributed and user-centric to assure rapid innovation, containment, and self-correction. The trust networks used by the Open Identity Exchange (OIX) protocols are an example of such a distributed authority and are accepted not only by major companies but by many governments as well.
Similar to the current OIX ecosystem, a trust network for personal data will need to continuously monitor, flag, and contain fraudulent and deceptive behavior. This will require innovations not only in software to track and audit activity in transaction networks, but also in policy and contract law to ensure simple, fair, and effective enforcement and remedies. The Law Lab at Harvard's Berkman Center for Internet & Society has joined together with MIT's Human Dynamics Laboratory to develop a prototype of such a trust network in support of the WEF's Rethinking Personal Data project, and is now testing how trust networks perform "in the wild" (http://idcubed.org).
As authentication and claims processing become fully automated, legal and administrative processes should likewise become more efficient, transparent, and accountable. In short, digital technologies should not only expedite the creation of a global infrastructure for highly reliable and innovative claims processing, but also eliminate much of the uncertainty, cost, and friction of legal and regulatory oversight. This would greatly diminish transaction costs and give rise to new forms of liquidity and innovative businesses. Given that verifiable trust reduces transaction risks and builds customer loyalty, it will be in the economic interest of those offering future online and mobile services to brand themselves as verifiable trusted stewards of personal data.
The Wild Wild Web
I have so far emphasized the new, sensor-derived sources of personal data because the extent and nature of this data is unfamiliar to many people, but of course massive amounts of personal data are already on the Web. Most of this data consists of information contributed by users to social network sites, blogs, and forums; transaction and registration data from online merchants and organizations; and browsing and click-stream histories. Researchers are just starting to reality mine usercontributed images and video, which, although consciously contributed, present many of the same challenges as passively collected sensor data such as call records and phone location data.
The
Fortunately, existing Web companies are coming under pressure to conform to the higher standards imposed on regulated industries.
Perhaps the best example is Google. Following the initial round of WEF-led discussions that led to the Rethinking Personal Data project, the company released Google Dashboard (www.google.com/dashboard), which lets users know what data it has about them. After a second round of discussions, the company formed the Data Liberation Front (www.dataliberation.org), a group of engineers whose mission statement is that "users should be able to control the data they store in any of Google's products" and whose goal is to "make it easier to move data in and out." When Google+ launched in June 2011, data ownership and portability was a key design element.
SOCIAL MODELS
The first component of the emerging societal nervous system-pervasive sensing-seems to be evolving quite well due to the economic advantages it offers both companies and consumers. What about the second component-that is, dynamic social models of demand and reaction? Today the vast majority of research on the human condition has relied on isolated, limited studies and self-reported data: annual censuses, public polls, focus groups, and the like. Consequently, research on modeling human dynamics is still in its infancy.
Basic principles
Because this computational social science is just developing, 5 there are no definitive modeling techniques. However, all social models should
• be fully dynamic, so that they can be used in a control system; • reflect the structure of the phenomenon being modeled-in most cases, human social networks; and • be driven almost entirely by real-time, real-world observations.
A trust network for personal data will need to continuously monitor, flag, and contain fraudulent and deceptive behavior.
These three principles imply that social models should incorporate continuous observations of both agents and their network of mutual influences. Models that combine these three principles consistently perform better than traditional agent models or machine-learning algorithms. Unfortunately, most human behavioral models are either agent models built largely from psychological data or machine-learning models such as support vector machines that do not capture the structure of human social networks.
Social influence
While researchers have made great progress in modeling individual human behavior, social influence models remain much less developed. Influence is particularly important in the context of group dynamics, as leadership demonstrably impacts group performance. For more than 50 years, social scientists and psychologists have explored the question of who influences whom in social systems, but much of this research has been limited to qualitative descriptions.
The challenge is how to define and model the concept of social influence in a formal, mathematical way. An added complication is that influence is often not directly observable and thus must be inferred from individual-level behavioral signals. 6, 7 To address these problems, MIT's Human Dynamics Lab has developed an influence model that mathematically defines social influence and how it changes. Researchers can use this model to infer social interactions and group dynamics using only time-series signals from individual observations. The model, detailed in the "Influence Modeling" sidebar, uses a conditional probabilistic inference scheme. 8, 9 The core concepts in this and related models 10, 11 are that the model's structure matches that of social networks, and real-world observational data drives its dynamics.
The key question for any social-influence model is whether the derived parameters-described in this case using an influence matrix-accurately represent influence in human interactions. In other words, do the results have practical and sociological meaning?
When MIT researchers applied their model to conversation data obtained from sociometric badges worn by 23 subjects, they found that influence strength correlated extremely well with the subjects' position in social networks. 6 The researchers have subsequently successfully applied the model to many different human interaction scenarios. 9 For example, they used the model on discussion data to identify the functional role-follower, orienteer, giver, seeker, and so on-of each person in a "mission survival" study. Similarly, the influence matrix gleaned from cell phone sensor data of 80 MIT students matched well with their organizational relationships. Together, these and other experiments strongly suggest that the influence matrix is an important measure of individuals' influence in real social interactions.
SYSTEM DESIGN
Turning to the problem of overall system design, we unfortunately do not yet know how to create dynamic societal systems that can fully accomplish all of the lofty goals outlined here. At its core, this design challenge requires understanding how to combine the actions of many individuals to produce the desired aggregate outcomes.
Template for system design
Economic theory provides a useful template for designing societal systems. Social efficiency refers to the optimal distribution of resources throughout society-a process that, as Adam Smith famously described, occurs through the workings of an "invisible hand." In socially efficient systems, when one person profits, the entire society benefits. The reverse is also implied: what harms an individual is likewise bad for society. When most people are well-off, how close a society comes to achieving the ideal can be measured by the condition of its poorest and most vulnerable members. Given the well-known shortcomings of human nature, social efficiency is a desirable goal.
Applying the principle of social efficiency to societal systems, the exchange of information between people, or between people and the system, must reliably provide value not only to the individual but to the whole system. One way to accomplish this is through an open market, a solution that has dominated our thinking for centuries.
While our reliance on open markets has ensured transparency in most systems, it has also led to concerns about the "end of privacy." Another significant problem with this approach is that not everyone is created equal. In open markets, corporations or governments have computational capabilities far beyond what is available to individuals. This imbalance is quickly becoming a major source of social inequality as well as of cybercrime and potential cyberwarfare.
Fortunately, an approach that relies on the strong control of personal information with limited transparency, such as the proposed New Deal on Data, can also produce socially efficient systems. 12 If our ability to view information within social networks is limited to that of people we deal with directly, and if we have the right to insist upon
The challenge is how to define and model the concept of social influence in a formal, mathematical way.
fair exchanges, then the scope for collusion and deception is sharply limited and a stable, just information economy can emerge. This line of reasoning provides significant theoretical backing for trust networks as a means to supersede the current failing generation of privacy mechanisms 3, 4 and offers a way for society to utilize information about where people are and what they do, as well as their preferences and characteristics, while still strictly controlling individual risk and the use of personal data. 4, 12 Consider the typical urban experience. In your daily life you have routine interactions with many people, although most likely you do not know most of their family members, friends, and colleagues. The fact that you know these "familiar strangers" but not their network means that collusion against them is difficult. Similarly, societal systems can be designed to be open and fair while limiting their members' exposure to risk.
The "open market" and "strong personal control'' models are but two approaches to social efficiency, and undoubtedly there are other ways to achieve this, including blends of these two models. In the meantime, as we seek new paths to social efficiency, we must capitalize on the . Therefore, for a system with C interacting entities, the equivalent HMM will have a latent state space of size S C , exponential to the number of entities in the system, which is unacceptable in real applications.
The influence model, in contrast, uses a simpler approach with dramatically fewer parameters. Entities 1, …, C influence c´ in the following way: 
R is a C × C row stochastic matrix that models the tie strength between entities. Prob(h t The number of parameters grows quadratically with respect to the number of entities C and the latent space size S. This largely relieves the requirements for large training sets and reduces the chances of model overfitting, making the influence model scalable to larger social systems. In addition, R can be naturally treated as the adjacency matrix for a directed weighted graph. The influence strength between two nodes learned by the model can then be treated as a tie weight in social networks. In this way, the model connects conditional probabilistic dependence to a weighted network topology. In fact, the most common usage for R is to understand social structure. mathematical results we already have to better engineer societal systems.
Incentives
While researchers are making significant progress in building trust networks to regulate societal systems and in optimizing complex human-machine interaction systems, 4 obtaining human cooperation remains a challenge. Unless a system is compatible with human nature, people will either ignore or misuse it. This requires developing new predictive theories of decision making 13 along with more powerful incentive mechanisms.
Current system design is largely driven by monetary incentives. For example, optimizing transactions has generated billions of dollars for corporations such as Google. However, online markets operate differently than social networks, which limit visibility and opportunity. We need incentives that apply to social as well as financial capital. 6 An example of such an incentive mechanism is the one MIT's Human Dynamics Lab used to win the DARPA Network Challenge in 2009 (http://archive.darpa.mil/ networkchallenge). The goal of the challenge, which had a $40,000 prize, was to discover the location of 10 red balloons placed in various locations throughout the continental US. More than 4,000 teams registered to compete, and all used incentive mechanisms tailored to encourage people to report balloons. However, the MIT team designed a mechanism designed to leverage social networks rather than relying only on individuals, and thereby recruited a larger and more motivated group of people to search for the balloons. D ata provided by mobile phone networks, sensor networks, and other digital infrastructures are providing us with a God's-eye view of ourselves. For the first time, we can precisely map the activities of large numbers of people as they go about their daily lives. For society, the hope is that we can use this new in-depth understanding of human behavior to increase the efficiency and responsiveness of industries and governments. For individuals, the attraction is the possibility of a world where everything is arranged for our convenience-a health exam is scheduled as we begin to get sick, the bus arrives just as we get to the stop, and there is never a line at city hall.
As we refine these new capabilities through more sophisticated statistical models and pervasive sensing systems, we could well see the emergence of a quantitative, predictive science of human society and organizations. At the same time, these new tools have the potential to make George Orwell's dystopian vision of an all-controlling state a reality. Consequently, we must think carefully about the growth and increasingly broad usage of personal data to drive societal systems, and particularly about the safety, stability, and fairness of their design.
Current legal statutes lag far behind our ability to collect and process data about people; clearly our notions of privacy and ownership of data must adapt to these new technologies. Perhaps the first step is to give people ownership of their data and guarantee what economists call "fair information practices" for the data that are becoming the new global currency. It is time to draw on our rich legacy of thinking about the distribution and regulation of financial wealth to build societal systems that live up to our aspirations by being both equitable and efficient.
The proposed New Deal on Data ensures accountability and data ownership, and I have successfully argued for its adoption by government, industry, and NGO leaders. I have also proposed social efficiency as both a design goal and an evaluation metric.
If we can successfully address these challenges, current systems will evolve into an effective nervous system for our society, one that could repay our investment many-fold in terms of better civic services, a greener way of life, and a safer, healthier population.
