We establish here an inequality of Ostrowski type for a random variable whose probability density function belongs to Loo [a, 6], in terms of the cumulative distribution function and expectation. The inequality is then applied to generalized beta random variable.
Introduction
The following theorem describes an inequality which is known in literature as Ostrowski's inequality [6] . The constant | is sharp in the sense that it cannot be replaced by a smaller one.
In [2] , N. S. Barnet and S. S. Dragomir established the following version of Ostrowski type inequality for cumulative and probability distribution functions. 
Equivalently,
77ie constant ^ m (1.2) and (1.3) is sharp.
In this work, we establish a generalized Ostrowski type inequality for cumulative distribution function and expectation of a random variable. Applications for the generalized beta distribution are also given.
Main results
The following theorem holds. 
On the other hand, we have
Using (2.3) and (2.4), we get the identity
As shown in [2] , if p a, b is Riemann integrable on a, b and v :
Applying (2.6) for the mapping p (x,.) and the function F (.), we get
which proves (2.1).
Also, taking into account the fact that 
where
Proof. It is known that a < E (X) < b.
where A is as defined above and
The left hand estimate of the inequality (2.9) is equivalent to first inequality in (2.7). Also, if x = b in (2.1) then
which reduces to ( 
2.io) a + £ (b -a) -1 A (b -a) 2 H/IL < E (X) <a + ^(b-a) + ^ A (b-af
The right hand side of the inequality (2.10) proves the second inequality of (2.7). .
REMARK 2.
As for the probability density function / associated with random variable X 
Proof. From the inequality (2.7),
which is exactly (2.12).
This corollary provides the mechanism for finding a sufficient condition, in terms of H/H-^ , for the expectation E (X) to be close to the midpoint of the interval, • COROLLARY 3. Let X and f be as above and E > 0 .If
The following corollary of Theorem 3 also holds. 
Proof. If we choose x = in (2.1), then we get
the latter may be rewritten in the following form
Using the triangular inequality, we get
which gives the desired result.
A similar inequality holds for 
Following the above corollary the proof is obvious and the details are omitted. REMARK 
Using the identity (2.4), we recapture (2.1) and (2.2) for random variables whose probability density function are continuous on [a, 6].
Applications for beta random variable
If X is a beta random variable with parameters /?3 > -1, /?4 > -1 and for > 0 and any (3\, the generalized beta random variable
is said to have a generalized beta distribution [5] and the probability density function of the generalized beta distribution of beta random variable is, Then, the probability density function associated with generalized beta random variable
We observe that for p < 1 ll/(®;p.9)lloo = SU P
otherwise.
Assume that p, q > 1. Then we find that 
