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Forecasting stock performance has long been one of the primary objectives of fi-
nancial practitioners. Literature has shown that the classical linear approach to
modeling the interactions among company-specific factors and its stock market re-
turns in time have become less suited for capturing the movements of the stock mar-
ket. Hence, attempts to predict the performance of a stock have become associated
with additional layers of complexity. This has led to the adoption of non-linear ap-
proaches to forecast stock performance. This dissertation explores the performance
of some non-linear models in the South African market. These were classification
and regression trees (CART), logistic regression and a random forest approach com-
pared against a linear regression model. Moreover, a hybrid model between CART
and logistic regression was considered. The models fell into two categories (i.e.,
static and dynamic models). Using a set of classification and portfolio performance
metrics it was found that that a dynamic modeling approach outperformed a static
approach. Overall, the logistic and linear regression models dominated in terms of
performance against the tree-based models and hybrid approaches. The results also
demonstrated that a hybrid approach offered an improvement over a stand-alone
CART.
Acknowledgements
“It always seems impossible until it’s done.” — Nelson Mandela
“If I have seen further, it is only because I have stood on the shoulders of Giants.”
— Sir Isaac Newton
First and foremost, I would like to express my gratitude to my supervisor, Petrus
Bosman for his patience and understanding throughout this research project. I would
like to also express my gratitude to Dan Golding and Byran Taljaard of Avior Capital
Markets. This study would not have materialised if it were not for their continuous
support and interest in this research project. Last but not least I would like to thank
Mario Giuricich, who assisted me in the early stages of this research project, from
exchanging ideas to understanding concepts.
I would like to acknowledge my parents for their patience, love and support,
without which I would have been unable to complete this research project.
Contents
1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2. Theoretical development . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1 Regression models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.1 Linear and logistic regression models . . . . . . . . . . . . . . 5
2.2 CART model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 The Hybrid model (CART & Logistic regression) . . . . . . . . . . . 9
2.4 Random forest approach . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.5 Addressing overfitting . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5.1 Variable selection . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5.2 Pruning a regression tree . . . . . . . . . . . . . . . . . . . . 12
3. Data and Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.1 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.1.1 Multicollinearity . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Model fitting and testing . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2.1 Classification measurement . . . . . . . . . . . . . . . . . . . 24
3.2.2 Portfolio measurement . . . . . . . . . . . . . . . . . . . . . . 26
4. Model comparison and discussion . . . . . . . . . . . . . . . . . . . . 28
4.1 Hybrid model results . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.2 Out-of-sample model comparison . . . . . . . . . . . . . . . . . . . . 30
4.2.1 Classification metrics . . . . . . . . . . . . . . . . . . . . . . . 30
4.2.2 Portfolio analysis . . . . . . . . . . . . . . . . . . . . . . . . . 32
5. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
A. First Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
A.1 Portfolio performance metrics . . . . . . . . . . . . . . . . . . . . . . 53
B. Second Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
B.1 Models pre–2008 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
B.2 Models post–2008 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
iv
List of Figures
2.1 A graphic illustration of the structure of a CART model. . . . . . . 7
2.2 A graphic illustration of a random forest (Zhu, 2012). . . . . . . . . 11
2.3 A graphic illustration of a large tree being pruned to a smaller subtree. 13
3.1 Plot of the out-of-bag (OOB) mean-squared-error (MSE) for the pe-
riod 2000:Q1 – 2010:Q4. . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2 Plot of the out-of-bag (OOB) mean-squared-error (MSE) as a function
of the number of trees. . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.1 CART model for the universe of stocks for the period 2000:Q1 – 2014:Q2. 29
4.2 Active share for the dynamic first-order logistic model, the dynamic
CART model, Hybrid model 1 and Hybrid model 2 for the period
2011:Q1 – 2014:Q3 (Long-only strategy). . . . . . . . . . . . . . . . 35
4.3 Active share for the dynamic first-order logistic model, the dynamic
CART model, Hybrid model 1 and Hybrid model 2 for the period
2011:Q1 – 2014:Q3 (Long-plus-short strategy). . . . . . . . . . . . . 37
B.1 CART model for the universe of stocks for the period 2000:Q1 –
2007:Q4 (Pre–2008). . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
B.2 CART model for the universe of stocks for the period 2008:Q1 –
2014:Q3 (Post–2008). . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
v
List of Tables
3.1 Composition of the nine explanatory variables with each of their re-
spective fundamental data inputs. . . . . . . . . . . . . . . . . . . . 18
3.2 Pearson correlation matrix and variance inflation factors (VIF) for
the nine explanatory variables for the period Q1 2000:Q1 – 2014:Q3. 20
3.3 A list and description of the models implemented in this study. . . . 21
3.4 Confusion Matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.1 Variables from the logistic regression model (including offset param-
eters) estimated for the period 2000:Q1 – 2014:Q2. . . . . . . . . . . 29
4.2 Classification performance metrics for each of the static and dynamic
models. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.3 Portfolio performance metrics for each of the static and dynamic mod-
els long probability weighted portfolio strategy. . . . . . . . . . 40
4.4 Portfolio performance metrics for each of the static and dynamic mod-
els long equally weighted portfolio strategy. . . . . . . . . . . . 41
4.5 Portfolio performance metrics for each of the static and dynamic mod-
els long-plus-short probability weighted portfolio strategy. . . 42
4.6 Portfolio performance metrics for each of the static and dynamic mod-
els long-plus-short equally weighted portfolio strategy. . . . . . 43
A.1 Formulae used to calculate the portfolio performance metrics . . . . 53
B.1 Variables from the first-order logistic regression model estimated for
the period 2000:Q1 – 2007:Q4. . . . . . . . . . . . . . . . . . . . . . 54
B.2 Variables from the first-order linear regression model estimated for
the period 2000:Q1 – 2007:Q4. . . . . . . . . . . . . . . . . . . . . . 54
B.3 Variables from the second-order logistic regression model estimated
for the period 2000:Q1 – 2007:Q4. . . . . . . . . . . . . . . . . . . . 54
B.4 Variables from the second-order linear regression model estimated for
the period 2000:Q1 – 2007:Q4. . . . . . . . . . . . . . . . . . . . . . 55
B.5 Variables from the first-order logistic regression model estimated for
the period 2008:Q1 – 2014:Q3. . . . . . . . . . . . . . . . . . . . . . 56
B.6 Variables from the first-order linear regression model estimated for
the period 2008:Q1 – 2014:Q3. . . . . . . . . . . . . . . . . . . . . . 56
B.7 Variables from the second-order logistic regression model estimated
for the period 2008:Q1 – 2014:Q3. . . . . . . . . . . . . . . . . . . . 56
vi
List of Tables vii
B.8 Variables from the second-order linear regression model estimated for
the period 2008:Q1 – 2014:Q3. . . . . . . . . . . . . . . . . . . . . . 57
Chapter 1
Introduction
The financial market is complex and evolutionary, with the performance of the stock
market being influenced by, inter alia, numerous economic factors, high degrees of
uncertainty and unknown relationships. As a result, financial forecasting is difficult.
Ben Bernanke, the former chairman of the Federal Reserve Bank of the United
States defined emerging markets as follows: “generally speaking, emerging market
economies are defined as those economies in the low to middle-income category that
are advancing rapidly and are integrating with global capital and product markets”
(Bernanke, 2011). The Fragile Five and BRICS (Brazil, Russia, India, China, South
Africa) are amongst the most well-known groupings of emerging market economies,
with South Africa being a member of both.
After the 2008 global financial crisis, emerging markets were considered to be the
engines of global growth and world financial stability, however, investor confidence
in these countries has declined over the past few years. Because of the turbulence
observed on the stock markets of most of these emerging market economies and
increased access to information, stock selection techniques have become increasingly
pertinent in identifying relationships between company-specific factors in order to
predict stock market performance (Hargreaves and Hao, 2013; Karami and Talaeei,
2013).
According to current research, interactions amongst company specific factors
and stocks market returns have been postulated using linear relationships in both an
emerging and developed market setting (Sun, 2008; Zhu et al., 2012; Giuricich, 2013).
However in practice, movements in the market prices appear random and behave
in a highly non-linear, dynamic manner (Lahmiri, 2011). Hence, stock selection
models based on the classical linear framework are less suited to capturing higher
order relationships between stock returns and company specific factors (Zhu et al.,
2011). The advantages of employing non-linear models, as outlined by Zhu et al.
(2011), are that these models offer a higher degree of model diversification than linear
models and that, if it is posited that the structural relationship between company
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characteristics and stock returns are non-linear, it may be assumed that unexplained
profit opportunities could be identified using non-linear models.
Technological advances have brought to the fore a number of methodologies for
stock selection and prediction. Amongst non-linear models are machine learning
techniques, such as neural networks and decision tree based models. In literature
focusing on forecasting stock returns using non-linear methods, little attention has
been given in the past to the South African market. More recently, however, the
South African market has received greater interest due to its emerging market status
and limited literature (Bonga-Bonga and Makakabule, 2010; Khanna and Palepu,
2010).
In the South African context, Bonga-Bonga and Makakabule (2010) posited the
superiority of a Smooth Transition Regression Model, which is non-linear by nature,
over an Ordinary Least Square and Random Walk model for modeling South African
stock returns. A study by Kruger (2011), on the JSE All Share Index (ALSI) and
its constituents found evidence of return predictability using company fundamental
data through the use of linear and non-linear models. Hodnett et al. (2012) used
a blended modeling approach between a linear and non-linear model as a stock se-
lection technique. By using a wide range of company fundamental data their study
concluded that the blended approach outperformed in out-of-sample forecasting abil-
ity against its linear and non-linear constituents. A recent study by van Gysen et al.
(2013) examined a broader range of linear and non-linear models, which included
AR, ARMA, GARCH and EGARCH models in forecasting returns on the JSE. Their
results show that the linear models outperformed their non-linear counterparts over
the 2008/09 financial crisis period.
A range of non-linear models have become increasingly used in international fi-
nancial literature. These include models such as logistic regression, classification and
regression trees (CART) and random forests. Logistic regression analysis has been
used in many areas of corporate finance, such as assisting in default prediction and
performance-based company classification (see Hua et al., 2007; Gong and Sun, 2009;
Chen, 2011; Hargreaves and Hao, 2013). Logistic regression has often been selected
as a model of choice because it assists in the formation of a multivariate regression
analysis between a response variable and several explanatory variables by empiri-
cally estimating coefficients for each of the explanatory variables (Lee et al., 2007;
Huang et al., 2007; Upadhyay et al., 2012). The advantages of logistic regression are
that firstly the model itself is preferred when working with a binary response vari-
able; secondly, the normality of the variables does not need to be assumed; thirdly,
the model can be analysed with a mix of predictor variables (continuous, discrete
and dichotomous) (Upadhyay et al., 2012; Hargreaves and Hao, 2013). Additionally,
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Zhu et al. (2011) found that logistic regression is highly effective at capturing the
global features of a data set and the model is able to produce smooth probabilities
through its continuous inputs.
The CART model was first proposed by Breiman et al. (1984). Their seminal
works provide a detailed overview of the theory and methodology of CART, with
additional examples from many disciplines. CART is a statistical technique also
known as a recursive partitioning algorithm, whose purpose is to improve prediction
(Sorensen et al., 2000; Zhu et al., 2012). The CART model makes use of a set of
training data, also referred to as a “learning sample” (Lewis, 2000), to construct a
decision tree. Each level of the decision tree represents a yes/no question such as
“Is the patient a smoker?” or “Is the company expensive?”, which repeatedly splits
the tree into two further levels. Afterwards this hierarchy of decision rules is used
to make predictions on unseen data (i.e., data not included in the training set). The
CART methodology was first introduced in the early 1980s for use in the medical
field, where it was initially employed to generate clinical decision rules (Lewis, 2000;
Schroders, 2009). However, due to its non-linear nature and flexibility, over the
years CART has been identified as a more robust process for analysing financial
time series data (Schroders, 2009). The advantages of CART lie in its ability to
identify non-linearities and complex interactions in data (Sorensen et al., 2000; Zhu
et al., 2012). Additionally, CART offers a high degree of interpretability with its
ability to compress large data volumes into understandable output; the model is
non-parametric in nature, requiring no distributional assumptions regarding the
variables in the model; the model is robust to the effect of outliers; it is invariant
to monotone transformations of the independent variables, and the model has been
noted to be adequate at handling non-homogeneous relationships with regard to
conditional information (Breiman et al., 1984; Lewis, 2000; Sorensen et al., 2000;
Timofeev, 2004; Schroders, 2009; Zhu et al., 2011).
A combination of the logistic and CART models was successfully implemented by
Zhu et al. (2011) and termed the hybrid model. The authors found the two models
to be complimentary and discovered that the hybrid model delivered better forecasts
of future stock returns than either the logistic and CART models. This was as a
result of the hybrid model incorporating linear relationships through the use of the
logistic model, which should in theory provide a superior model outcome to CART
on its own. A natural extension to CART is a random forest, which is an ensemble
learning method introduced by Breiman (2001). The random forest technique offers
an improvement over a stand-alone CART, by constructing a collection of trees in
place of the single CART tree and aggregating their output to determine the overall
forest-based prediction (Cutler et al., 2012). The advantages of a random forest
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lie in its ability to be trained relatively quickly, having to depend on only two or
three parameters, it is able to generate its own unbiased generalization error and it
also solves the problem of the very discrete probability space that CART produces
(Cutler et al., 2012). Caruana and Niculescu-Mizil (2006) empirically tested the
performance of a wide range of learning algorithms including decision trees, logistic
regression and random forests. They concluded that a decision tree and logistic
model performed relatively poorly against a random forest.
The objective of this dissertation was to compare the performance of eight lin-
ear and non-linear methods of stock selection on the Johannesburg Stock Exchange
(JSE). The methods compared include a linear and logistic regression model (First
and Second-Order), CART, a random forest approach and two versions of a hy-
brid model (combining CART & logistic regression) posited by Zhu et al. (2011).
While this study attempted to distinguish between the performance of the afore-
mentioned models using a traditional approach of having a fixed training and fixed
testing set, this was extended to a dynamic technique of model estimation termed
the “evolving approach” by Sorensen et al. (2000). The models implemented in this
dissertation may be separated into two categories, which will be termed static (i.e.,
finite training/testing set) and dynamic (i.e., re-estimation at each period) mod-
els. The predictive ability of each model were assessed out-of-sample following two
approaches. The first approach was to test the classification ability of each model
using a range of classification metrics commonly employed in practice (i.e., accuracy,
precision, recall, etc.). The second approach was to construct long and long-plus-
short portfolios with their performance measured using a range of risk and non-risk
adjusted metrics.
The structure of the dissertation is as follows. Section 2 presents the theoretical
development of each model implemented in this study. Section 3 provides detail
on the data utilized, that is, where it was sourced, issues that arose, and how the
data was tailored for the purposes of the study. This is followed by an explanation
of how each model was fitted for the purposes of South African stock selection, in
addition to a description of the performance metrics used in testing each model
out-of-sample. The final section concludes with a representation of the results and




Regression analysis looks to explain the association between a single response vari-
able and multiple explanatory variables. Generalized linear models (GLM) encap-
sulate a larger class of models, originally introduced by Nelder and Wedderburn
(1972) and further popularized by McCullagh and Nelder (1989). A GLM, as de-
scribed by Dobson and Barnett (2008), is characterized by a random component,
a systematic component and a link function. The random component specifies the
probability distribution associated with the response variable Yi. The distribution
of the response is a member of the exponential family, which includes the Gaussian
(normal), binomial, Poisson, negative binomial and gamma distributions. The sys-
tematic component specifies the explanatory variables (X-variables) in the model.
More specifically, the linear combination of explanatory variables is used to construct
a linear function of the form:
Zi = β0 + β1Xi1 + ...+ βkXik, (2.1)
where k is the number of explanatory variables, Xij is the j
th predictor for the ith
case and βj is the j
th coefficient.
The link function is used to describe the association between the random and sys-
tematic components. It is expressed as g(µi)=g(E(Yi)) and represents the transfor-
mation of the mean of the response that will be modeled as a linear function of the
X-variables. For the purposes of this research only two simple regression models
were used, a linear and logistic regression model. The following illustrations of the
models below have been adapted from Dobson and Barnett (2008).
2.1.1 Linear and logistic regression models
The linear model is the simplest case of a GLM, and is expressed as:
E(Yi) = µi = x
T
i β, (2.2)
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or more commonly as
Yi = β0 + βXi + εi, (2.3)
where the response variable Yi is independent and normally distributed with mean
µi and variance σ
2 and εi ∼ N(0, σ2) is the error term in the model. The X-variables
constitute the systematic components in the linear model and may be continuous or
discrete. The identity link, g(E(Yi))=E(Yi), is used as the mean is modeled directly.
A GLM for a binary response variable which measures the probability of a partic-









βjxij = Zi, (2.4)
which is termed the logit link, where equation (2.4) represents the logistic regression
expression. As a result, the relation between Zi and the probability of the event of






















The response variable in the logistic regression expression above is binomially
distributed, where pi ∈ (0, 1) is the probability of success. Analogous to the linear
model, the X-variables may be continuous or discrete. The link function used is the
logit link, logit(p) = log( p1−p).
2.2 CART model
A CART classification may be separated into two categories, depending on the na-
ture of the response variable (i.e., continuous or discrete). Classification trees are
used for discrete variables, while regression trees are used for continuous variables.
The trees referred to in this research were all regression trees as the response vari-
able was continuous and the purpose of the tree was to produce the probability
that a stock would outperform over the next period. At a high level James et al.
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Fig. 2.1: A graphic illustration of the structure of a CART model.
(2013) explained the construction of a regression tree in two steps. Let Y denote
a continuous response variable and let X1, ..., Xk be a set of predictor (explana-
tory) variables, which represent the predictor space. The first step is to partition
the predictor space into J non-overlapping regions, R1, ..., RJ . Secondly, for every
observation that lands in a region Rj its associated predicted value is simply the
average of the responses for each training observation within Rj .
In greater detail, Breiman et al. (1984) and Zhu et al. (2011) denote a learning
sample L as, L={(x1, y1),...,(xn, yn)} which comprises of a vector of explanatory
variables xi and associated responses yi, where n denotes the number of observations.
Let the learning sample denote the root node. The objective as outlined by Breiman
et al. (1984) and Zhu et al. (2011) is to recursively partition this space into two
descendant nodes. Figure 2.1 illustrates the structure of a CART model and its
various levels.
For a given predictor variable and splitting value s, a non-terminal node can be
split into a left and right region represented as RL={X|Xj < s} and RR={X|Xj >
s}. The splitting criterion for a regression tree is to minimize the mean squared
error (MSE) at the node:





(yi − ŷ)2 (2.5)
where ŷ is the average of the training observations at the node. Out of all the X
variables and splitting values s the candidate split chosen to partition a non-terminal
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(yi − ŷL)2 +
nR∑
i=1
(yi − ŷR)2 (2.6)
= nLϑL + nRϑR (2.7)
This process is repeated recursively until no node can be further split (i.e., there is no
reduction in MSE) and as a result those nodes are then referred to as terminal nodes.
This procedure does however lead to the model over-fitting the data (Breiman et al.,
1984; Hastie et al., 2009; Cutler et al., 2012; James et al., 2013), this is overcome by
a process called pruning, which is addressed in Section 2.5.
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2.3 The Hybrid model (CART & Logistic regression)
Zhu et al. (2011) constructed the hybrid model following a two step procedure.
Firstly, they apply the CART model to uncover the higher-order interactions in the
data and then they modify those probabilities using a logistic regression approach.
The hybrid approach by construction requires a dynamic CART model to be trained
at each quarter, because a logistic model is used to modify each stock’s terminal node
specific probability, where at each quarter different stocks may lie in different termi-
nal nodes of the constructed tree. The number of stocks which require classification
will be denoted by n. Let X denote the matrix of explanatory variables for each of
these n stocks with dimensions n×k, where k represents the number of explanatory
variables. Xj is a column vector for the j
th explanatory variable for each of the n
stocks.
Assume that at the end of a given quarter the optimal tree trained on the set
X has r terminal nodes with nr stocks in the r
th terminal node. Each of the r
terminal nodes has an associated probability, pr, which denotes the probability of
outperformance for each of the stocks in that node. CART associates the same
probability to all the stocks that fall in a specific node, while a more appropriate
method would be to fine-tune each stock’s associated probability through a stock
specific component which can be represented as follows:
pri = pr + φri, i = 1, 2, ..., nr, (2.8)
where pri is the probability associated with the i
th stock in the rth terminal node, and
φri is a stock specific component used to modify the probability pr for stock i. The
second step describes the method of fine-tuning the probabilities by implementing
a logistic regression to model the stock specific component φri. The probability of
interest pri is obtained by the following expression:
logit(pri) = logit(pr) + X
r
iβr, (2.9)
where Xri represents the i
th row in the explanatory variable matrix Xr for the
nr stocks in the r
th terminal node. After constructing the CART model, Zhu et al.
(2011) described two possible methods in proceeding with the hybrid model, of which
Zhu et al. (2011) only implemented the second. The two methods are described
below:
1. Fit a logistic regression model for each of the r terminal nodes to obtain a
vector of coefficients βr, which is specific to that r
th node. In greater detail,
the terminal node specific regression model is fitted using only the data for
the observations in that node and using that terminal nodes logit transformed
2.4 Random forest approach 10
probability, logit(pk), as an offset parameter in the regression. An offset pa-
rameter is a term in a regression model whose coefficient is not estimated by
the model but is rather constrained to one.
2. Fit a single logistic regression model trained on all the data, as used in con-
structing the CART model, while simultaneously using each observations as-
sociated logit transformed probability, logit(pk), as an offset parameter. This
results in a single vector of coefficients denoted by β replacing βr in equation
(2.9) above.
In an approach to the method implemented by Zhu et al. (2011), if the logistic regres-
sion model adds no further information to a stocks probability of outperformance
(pr), the probability remains the CART-based probability. For the purposes of this
research the former procedure of fitting a terminal node specific logistic regression is
referred to as the Hybrid model 1 and the latter method of fitting a single universal
logistic regression model is called the Hybrid model 2.
2.4 Random forest approach
CART may be an adaptive non-linear model, but it is not without its limitations.
The binary recursive partitioning algorithm (considered to be a greedy1 algorithm)
used to construct the tree may cause it to partition the predictor space in a way
that may at first be promising, but may lead to a less optimal configuration than
another configuration that had used an initial partition that was suboptimal. This
naturally leads to the notion of not being restricted to using a single tree, but rather
considering many trees. This approach is commonly known as the random forest
method, as popularised by Breiman (2001).
A random forest is an adaption of CART that uses a technique known as bagging,
which refers to bootstrap aggregation (Breiman, 1996). The term “bootstrap” in
this context refers the procedure of resampling (with replacement) from the training
set (Singh and Xie, 2008).
Theorem 2.1. (James et al., 2013: p. 316) For a given set of n independent ob-
servations Z1, ..., Zn each with a variance σ
2, the variance of the mean Ẑ of the
observations is given by σ
2
n .
Theorem 2.1 shows that a reduction in variance may be achieved by aggregating
across a set of observations. Bagging, as described by James et al. (2013) is the
1 The construction algorithm of CART is termed “greedy”, because it is locally optimal. In that
it chooses the locally best predictor variable (splitting rule) at each stage in its process—usually
one node at a time (Bennett, 1994).
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Fig. 2.2: A graphic illustration of a random forest (Zhu, 2012).
procedure of reducing the variance of a decision tree by growing a full tree on each
of the bootstrapped training sets and averaging the predictions, as seen in the above
theorem. The in-sample observations not used in the growing of the decision tree
(i.e., the observations not included in the bootstrapped training sets) are referred
to as out-of-bag (OOB) observations. These OOB observations are used to compute







(yi − ŷoob(xi))2, (2.10)
where ŷoob(xi) is the average predicted response for the i
th out-of-bag observation.
James et al. (2013), Cutler et al. (2012) and Breiman (2001) concluded that this
OOB error is a valid test error as it is computed using those observations not used
in the growing of a tree. This OOB error can then be used to decide on the value for
the varying parameters in a random forest model, which include the number of trees,
minimum number of observations per node and the number of predictor variables
considered at each split in the individual trees (q).
The following is a summary of the steps taken in constructing a random forest,
with an intuitive graphic illustration represented in Figure 2.2, adapted from Cutler
et al. (2012), Zhu (2012) and James et al. (2013).
• Create M bootstrapped samples with replacement from the full set of training
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data, where each sample is approximately the same size as the original data-
set.
• For each sample grow a full regression tree as outlined in section 2.2. However,
at each non-terminal node randomly select q < k out of the k explanatory
variables to split the node into two descendants, imposing variation in the
constructed trees.
• The forest-based regression forecast for a given set of independent variables is
taken to be the average of the predictions for the individual trees.
2.5 Addressing overfitting
2.5.1 Variable selection
A learning algorithm that exactly fits the idiosyncrasies exhibited by a set of in-
sample data will extrapolate those idiosyncrasies out-of-sample, which is known as
overfitting. Hawkins (2004) described overfitting to be when too many features are
included in a model learned on a set of in-sample data causing the resulting model
to fail in generalizing out-of-sample. Overfitting may be considered as violating the
principle of parsimony (Occam’s Razor). That is, ‘all other things being equal the
simplest solution is best’ (William of Okham, 14th Century).
Regression analysis in conjunction with the principle of parsimony implies that
the smallest model fitting the data is the best, as a result a regression model fitted
with all the explanatory variables may lead to overfitting (Zucchini, 2000; Faraway,
2004; James et al., 2013). Hence, a stepwise regression procedure which involves
sequentially adding variables that add the greatest improvement to the model fit
is used. More specifically, the Akaike information criterion (AIC) is a commonly
employed method in predictive modeling in conjunction with stepwise regression
to select the most important variables (Shtatland et al., 2001; Arnold, 2010; Zhu
et al., 2011). A study by Stone (1977) shows that AIC is asymptotically equivalent
to cross-validation, a method used in the CART framework (i.e., in the pruning
procedure of the CART model). The linear and logistic regression models used in
this research were all constructed using the AIC variable selection procedure.
2.5.2 Pruning a regression tree
The process described in Section 2.2 results in an overly large tree being grown,
which fits the training data well, but is unlikely to perform well out-of-sample (Lewis,
2000). The process of pruning produces a sub-tree out of the large tree grown by
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Fig. 2.3: A graphic illustration of a large tree being pruned to a smaller subtree.
Subfigure (a) shows a maximal tree, subfigure (b) shows which nodes
are pruned for a given value of alpha and subfigure (c) displays the final
pruned tree.
trimming off lower level nodes of the tree. This is illustrated in Figure 2.3. A pruned
decision tree allows for easier interpretation in addition to its improved out-of-sample
performance (Breiman et al., 1984; Torgo, 2000). The chosen sub-tree is the tree with
the lowest validation error rate, which is estimated using cross-validation (described
below). The methodology used in achieving this goal is termed, error-complexity
pruning (Breiman et al., 1984).
The method begins by growing a maximal tree (Tmax) by the process described
in Section 2.2. During the pruning process, a complexity (tuning) parameter, α > 0,
is gradually increased. As α increases from zero, the terminal nodes of the maximal
tree get pruned (removed) in a nested fashion. As a result, a sequence of sub-trees
are produced as a function of α. In accordance to the principle of parsimony, by
selecting an α a sub-tree is selected that does not overfit the in-sample set. K-fold
cross validation is used to choose this α (and hence sub-tree ) that has the lowest
cross-validation error, and therefore the best out-of-sample predictive performance
(Breiman et al., 1984; James et al., 2013; Lacerda, 2014).
The following is an outline of the method adapted from the literature (Breiman
et al., 1984; Torgo, 2000; James et al., 2013). For a more detailed exposition refer
to Brieman et al., 1984: p. 66 – 78, 232 – 237.
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Definition 2.2. (Brieman et al., 1984: p. 66) For any subtree T 4 Tmax (i.e., T is
a pruned subtree of Tmax), define its complexity as | T̃ |, the number of terminal
nodes in T . Let α > 0 be a real number called the complexity parameter and define
the error-complexity measure Cα(T ) as






(yi − ŷRm)2 + α | T̃ | (2.12)
In this definition C(T ) is the sum of squared errors for tree T , also known as the
resubstitution error2 in this context, where Rm represents a subset of the predictor
space, referred to in Section 2.2, associated with the mth terminal node and ŷRm
is the average predicted response of the training observations in Rm. | T̃ | is the
number of terminal nodes for any subtree of the maximal tree, T 4 Tmax. α is
the non-negative complexity parameter controlling the trade-off between a subtrees
complexity and its fit to the training data. For α = 0 the subtree is equivalent to
the maximal tree T , and as α increases there is penalty for having a complex (large)
tree, hence equation (2.11) is minimized for a smaller subtree.
The next step is to find the pruned subtree T (α) 4 Tmax which minimizes
Cα(T ) in equation (2.11) for a given value of α (Breiman et al., 1984), which can be
represented as:
Cα(T (α)) = min
T6Tmax
Cα(T ) (2.13)
The goal is to find an increasing sequence of α values where each value has an
associated subtree with a terminal node recursively trimmed off. This results in the
maximal tree being decomposed into a finite set of subtrees and associated increasing
sequence of α values which can be represented as:
Tmax  T1  T2  ...  t0 (2.14)
and
0 = α0 < α1 < α2 < ... < αt0 (2.15)
where t0 is the root node of the tree. Even though α can range through a continuum
of values, there is a decreasing sequence of pruned trees such that each subtree is
optimal for a given α , as a result there exists only a finite set of interesting α values
(see Breiman et al., 1984; Torgo, 2000).
2 The error rate for a decision tree computed from the training sample (Bradford et al., 1998).
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The next step is to use K-fold cross validation to choose α. That is, divide
the learning sample L into K subsets, Lk, k = 1, 2, ...,K. K maximal trees are
then grown, where each tree is trained on the remaining K-1 folds. Each tree
is then pruned according to the aforementioned procedure (i.e., error complexity
pruning) resulting in a sequence of best subtrees as a function of α, generating a
parametric family of pruned trees T k(α). Estimates of the MSE for each tree in
each of the k sequences is obtained using the kth left-out fold, as a function of α.
Average the errors for each α and choose the α corresponding to the minimum
average error/cross-validation error. There are two ways to proceed from here:
either choose the subtree from the sequence in (2.14) that corresponds to the chosen
α or choose the smallest subtree in the sequence whose cross-validation error lies
within one standard error of the minimum cross-validation error, that is, within the
interval ECVmin + SE(E
CV
min). The latter method is most commonly used in practice
and known as the one-standard error (1-SE) rule (Breiman et al., 1984; Torgo, 2000).
The CART models used in this research were all pruned using 10-fold cross validation
and selected using the 1-SE rule. Upon investigation it was found that increasing
the number of folds made the procedure more time-consuming without adding any




Quarterly stock data for the period from January 2000 (2000:Q1) to July 2014
(2014:Q3), for 184 companies listed on the JSE were used. This was a summation
of all the stocks listed on the JSE Top40 and JSE MidCap indices for the aforemen-
tioned period. Access to company fundamental data is restricted to the frequency at
which it is reported. Quarterly stock data is selected for this research, as it was found
that company fundamental data would, at best, be updated quarterly and mostly
only be updated every 6 months. For this research, it was necessary to also source
data from several different sources namely Bloomberg, Thomson Reuters (Datas-
tream) and McGregor BFA, which raised the task of cross-checking data across
these providers.
A common practice in detecting outliers in data is to highlight those values ly-
ing three standard deviations away from the mean. However, Leys et al. (2013)
highlight the disadvantages of using such a method one of them being that the out-
liers themselves influence the mean and standard deviation. Hence, in addition to
the aforementioned method the data was bucketed into quantiles and the values
lying in the upper and lower two percent tails were highlighted. After some pre-
liminary cross-checking it was decided that a third of the data should be collected
off Bloomberg and the remainder off Datastream. The latter was found to provide
consistent output for certain fundamental ratios in addition to the systems’ ability
to provide more complete information for companies that had ceased to exist since
the period of review.
Look-ahead bias can be thought of as “Leakage of future information” (Aronson,
2011). Chan (2013) described look-ahead bias as the notion of future information
being used to make a “prediction” at the current time. All company fundamental
data was lagged appropriately to account for the look-ahead bias. Gilbert and
Strugnell (2010) showed that survivorship bias may lead to incorrect inferences being
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made from financial data. Survivorship bias was also avoided by considering all the
stocks over the period in question and not just a surviving sample.
All the analyses for this dissertation were performed in MathWorks MATLAB.
Two separate studies by Zhu et al. (2011, 2012) and a more recent study by
Giuricich (2013) utilized nine composite factors to forecast future stock performance
with each comprising of an equally weighted average of distinct fundamental stock
ratios. Hence, for this research attention was given to collecting the ratios posited
by those studies in order to assist with forecasting the future performance of a stock.
In further detail, the fundamental stock characteristics used as inputs into the
forecasting models can be broadly categorised into five groups (see Zhu, 2012).
Firstly, value factors (dividend earnings, book value and cash flows). Fama and
French (1988), Lewellen (2004) and Ang and Bekaert (2007) illustrate that dividend
earnings offer some explanatory power in forecasting future stock returns. Pontiff
and Schall (1998) provide significant evidence illustrating the ability of book value
in forecasting a firms future cash flows. Additionally, a study by Lakonishok et al.
(1994) illustrates that value–based strategies using a firms cash flows has power in
forecasting future stock returns. Secondly, momentum factors, which refers to the
historical performance of a stock. The popularity around the use of momentum fac-
tors comes from its supportive literature. Bondt and Thaler (1985, 1987) illustrate
the predictive power of stock returns of a 3–5 year time horizon, while later studies
by Jegadeesh and Titman (1993, 2001) show that a portfolio strategy of being long
winning stocks and being short losing stocks based on returns over the previous
6–12 months generate excess returns. Asness (1997) and Dhrymes and Guerard Jr
(2012) also emphasise the usefulness of momentum–based strategies in forecasting
future stock returns. Thirdly, profitability factors (return-on-equity, pre-tax margins
and asset turnover ratio). Chen et al. (2011) illustrates the predictive power of a
firms profitability factors, however Campbell and Thompson (2008) found that even
though its predictive ability is warranted, it is weak. Fourthly, financial strength
factors (debt to equity ratio, debt to market capitalization ratio, interest cover and
free cash flow to debt ratio), which measure a firms current debt capacity and its
ability to service that debt. Bhandari (1988) concluded that a positive correlation
exists between a companies future stock returns and its debt/equity ratio, with
supportive evidence from a study by Barbee Jr et al. (1996). Davis et al. (2012)
also emphasises the importance of a firms debt attributes as a signal for measuring
its current and future performance. Finally, analyst forecast factors (brokers fore-
casts and revisions of those forecasts). Opinions from company outsiders through
analyst/broker forecasts has become an increasingly popular topic in academic lit-
erature. A study by Trueman (1994) found an association between analyst forecasts
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Tab. 3.1: Composition of the nine explanatory variables with each of their respec-
tive fundamental data inputs.
Explanatory variable Composition
Value (VAL) The mean of earnings to price, dividends to price,
cashflow to price, sales to price, book to price.
Profitability (PROF) The mean of return-on-equity, pre-tax margin,
asset turnover.
Leverage (LEVERAGE) The mean of debt to equity, debt to market cap.
Debt service (DEBT.SERVICE) The mean of interest cover, free cashflow to debt.
Momentum (MOM) Relative Strength Index (RSI) 14 day.
Stability (STAB) The mean of volatility in corporate earnings,
sales (revenues) and operating cashflows.
Historic growth (HIST.GROWTH) The mean of 3 year historic growth in earnings,
sales (revenues) and operating cashflows.
Forward growth (FWD.GROWTH) Broker forecasts of earnings per share (EPS)
two years ahead.
Earnings change (EREV) Change in broker forecasts for EPS.
and a firms future stock returns. Ang and Ciccone (2001), Davis et al. (2012) and
Shan et al. (2014) also emphasise the usefulness of “other information” in analysts’
forecasts as potential predictors of the future cash flows of a company. Addition-
ally, as noted by Zhu (2012), further studies by Givoly and Lakonishok (1980) and
Lys and Sohn (1990) show that outperformance can be achieved by actively using
analysts’ earnings revisions over a simple buy and hold strategy.
A total of 21 fundamental stock ratios were collected and bucketed into their
respective categories as shown in Table 3.1. The JSE All Share Index (ALSI) was
used as the benchmark index for this research, however data for the ALSI was only
available from 2002 mid-year. To manage this gap in the data, by using the market
capitalization of each of the 184 stocks and their total returns cum-dividends, a
market-cap weighted index was formed as a proxy benchmark for the period January
2000 to mid-year 2002. This compiled benchmark (market-cap weighted and ALSI)
was used in the training and testing phases of each model.
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3.1.1 Multicollinearity
Before proceeding with the model implementation it was necessary to check whether
any of the explanatory variables were correlated. Multicollinearity has been defined
as the condition where the explanatory variables in a multiple regression model are
highly correlated (Heiberger and Holland, 2004). The presence of multicollinear-
ity is problematic when implementing linear or GLM models. James et al. (2013)
explained that the presence of collinearity between explanatory variables results in
unstable estimates for the regression coefficients. The correlation matrix (Table 3.2)
for the explanatory variables should not be inspected in isolation as it provides no
information on the possibility of the existence of collinearity among three or more
variables. For this reason the variance inflation factor (VIF) for each variable may
be examined. The VIF provides a measure of the impact of multicollinearity among
variables in a regression model, while a correlation matrix or scatter-plot provides
only a bivariate measure (James et al., 2013). For each explanatory variable the





where j=1...k explanatory variables and the R2Xj |Xj−1 is the R-squared obtained by
regressing the jth explanatory variable on to the remaining explanatory variables.
The VIF is bounded below by 1 with no upper bound. No standard cutoff value
exists to identify how high a VIF value should be to warrant a problem, however
studies by Rogerson (2001), Hair et al. (2006), Obrien (2007) and Pan and Jackson
(2008) indicated that VIF factors in excess of 4 or 5 should be cause for concern.
The Pearson correlation matrix in Table 3.2 illustrates that the correlation between
the explanatory variables was quite low with 0.36 (FWD.GROWTH and EREV)
being the greatest positive value, which is plausible as one is a function of the
other. Additionally, the VIF values were all below the cut-off value of 4. Had severe
correlations been present between the explanatory variables, a method of grouping
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3.2 Model fitting and testing
Tab. 3.3: A list and description of the models implemented in this study.
Models Description
CART CART model pruned using 10-fold
cross validation.
CART-NP CART model with no pruning.
Random forest (RF) RF model with a forest size of 500.
The predictor set size considered at
each split was 4.
First-order linear and logistic model Polynomial of order one (X1k)
Second-order linear and logistic model Polynomial of order two (X2k)
and interaction terms (XkXj)
The Hybrid model 1 & 2 Terminal node specific logistic model;
Single logistic model
Random classifier Uniformly distributed random numbers
on the open interval (0,1).
A study by Sorensen et al. (2000) found that an evolving CART model performed
better than a CART learned on a fixed training sample. The hybrid model posited
by Zhu et al. (2011) imposed a logistic model on top of an evolving tree, however
the study did not extend this “evolutionary” technique onto the logistic, random
forest and standalone CART model it used for comparison. A model evolving over
time seems to make more sense, as it can progressively adapt to market dynamics
(Sorensen et al., 2000). Hence, for every model employed in this research its evolving
counterpart was also calculated. Consequently, the models in this research can be
divided into two broad categories, namely static (i.e., predetermined training and
testing set) and dynamic models (i.e., evolving approach).
Each model’s performance was then assessed out-of-sample, using the data for
the period January 2000 – December 2010 (2000:Q1 – 2010:Q4) for training, while
retaining January 2011 – July 2014 (2011:Q1 – 2014:Q3) for testing. The in-sample
period was deliberately chosen so as to capture the period of the 2007/08 Global
Financial Crisis and part of the recovery period, so as to incorporate information
on the turbulent market activity exhibited over that period. The dynamic models
implemented in the study were sequentially formed using all the data from January
2000 up to each quarter end, concluding at the end of the second quarter of 2014.
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Fig. 3.1: Plot of the out-of-bag (OOB) mean-squared-error (MSE) for the period
2000:Q1 – 2010:Q4. The MSE, for a forest size of 500, is displayed as a
function of leaf size. Each line corresponds to a different number of pre-
dictors available for splitting at each non-terminal node. The minimum
error is achieved at a predictor and leaf size of 4 and 85 respectively.
Initially, for the purposes of model implementation, each fundamental factor
input in Table 3.1 was standardized1 and then averaged to form each of the nine
explanatory variables used in this study. In proceeding with the initial training of
each model, the excess stock returns first needed to be calculated. These excess
returns were calculated by subtracting the benchmark return from the stock return
at each quarter. Consequently, and as in the studies implemented by Sorensen et al.
(2000), Zhu et al. (2011, 2012) and Giuricich (2013) a positive excess return was
associated with an outperforming stock, a negative excess return with an underper-
forming stock. This generated categorical variable was then used as the response
(dependent variable) in the model training phases.
Earlier studies by Sorensen et al. (2000), Zhu et al. (2011, 2012) and Giuricich
(2013) did not consider regression models with higher order polynomials and in-
teraction factors, thus making the robustness of their results limited to the small
number of models used against which CART was compared. The linear and logis-
tic regression models used in this research are categorized as first and second-order,
where a first-order model indicates that only independent variables in the first power
1 Each input factor (X) in the dataset is transformed by X−E(X)
σX
. As a result, all the inputs
have been centred (i.e. their mean is set to zero) and have standard deviations of one. Thus equal
numerical importance is given to all factors.
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Fig. 3.2: Plot of the out-of-bag (OOB) mean-squared-error (MSE) as a function of
the number of trees (forest size) for a predictor size and leaf size of 4 and
85 respectively.
are included in the model, while a second-order model allows for interactions and
squared variables. Zhu et al. (2011) described two approaches in constructing a hy-
brid model, but implemented only a single approach, thus failing to empirically show
whether one approach outperforms another. For this reason both approaches were
implemented in this research and respectively termed Hybrid model 1 and Hybrid
model 2.
Upon implementing of the random forest model as mentioned in Section 3.4,
three parameters needed to be set, these being the forest size (number of trees), the
number of explanatory variables to use at each split (q) and the minimum number
of observations per node. For regression trees a forest size of 500 was selected
as is commonly used in practice, in addition to being the recommended size for
regression on many statistical software programs, such as Matlab, R, Weka and
Statistica (Breiman, 2001; Liaw and Wiener, 2002; Hastie et al., 2009; Cutler et al.,
2012).
The minimum number of observations per node (leaf size) and number of pre-
dictors q were determined in preliminary trials with the objective being to minimize
the out-of-bag mean-squared-error (OOB MSE) (Breiman, 2001; Cutler et al., 2012).
The number of predictors needs to be less than the number of explanatory variables
(i.e., which for this study is nine). By construction, once a value for q has been de-
termined (i.e., by identifying the value of q and leaf size which minimizes the OOB
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MSE), that value of q determines the number of explanatory variables, out of the nine
available, that are randomly chosen for splitting at each node. A recommended start-
ing point for the number of predictors in regression trees is no. of X variables3 (Hastie
et al., 2009; Cutler et al., 2012). Upon investigation of various predictor and leaf
sizes as illustrated in Figure 3.1, it became clear that having a too few or too large
predictor size results in a larger error rate than values in-between. It was found
that a predictor size and leaf size of 4 and 85 minimized the OOB MSE respectively.
From Figure 3.2 it can be seen that from a forest size of 250 onwards the OOB error
rate is stable. Breiman (2001) and Hastie et al. (2009) showed that a large forest
size should not effect the performance but rather the computation time, and that
there would be no overfitting issue. Upon investigation it appeared that there was
no concerning additional cost in using a forest size of 500, while increasing the forest
size added no benefit to the models performance. Table 3.3 summarises the models
implemented in this study.
Note that two additional models have been added to those already discussed; a
random classifier and CART without pruning (CART-NP). These two models act
as a “base hurdle” to benchmark the performance of the other models against.
The following subsection explains the classification metrics used to test the out-
of-sample performance of each model and the portfolio measures used to test the
four portfolio strategies formed on each model.
3.2.1 Classification measurement
Tab. 3.4: Confusion Matrix
Class Predicted Negative Predicted Positive
Actual Negative TN FP
Actual Positive FN TP
Classification models which produce continuous outputs can also be referred to as
probabilistic classifiers (Fawcett, 2004). A probabilistic classier can be discretized
by combining its output with a finite threshold, such that values above the threshold
are classified as positive, else they are classified as negative. For the purposes of this
study, the CART, logistic, hybrid and random classification models distinguished
between outperforming stocks and underperforming stocks at a threshold value of
0.5. The linear regression models distinguished between the stocks by associating a
positive excess return with an outperforming stock and a negative excess return with
an underperforming stock. This induced categorical variable allowed each model to
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behave as a binary classification system. For a given binary classification system, the
predicted outcomes could either be positive or negative classes, denoted as class-1
and class-0 objects respectively. For the procedure four possible states exist, which
include two correct predictions; True Negative (TN), True Positive (TP) and two
incorrect prediction; False Negative (FN) and False Positive (FP). The outcomes
can be summarized in Table 3.4, commonly referred to as the confusion matrix.
In order to asses the performance of the models in this dissertation, various
classification metrics were calculated for the testing period 2011:Q1 – 2014:Q3.
• Accuracy: this measure can be interpreted as the probability of correct clas-
sification. It is defined as the sum of the number of true positive and true




• Specificity: refers to the proportion of real negative values correctly classi-
fied as negative (i.e., the probability of correctly classifying a class-0 object
correctly) (Lundstrom, 2013). It is defined as the number of true negatives




• Precision: can be thought of as, of all the observations the algorithm classified
as a class-1 object, what fraction were actually class-1 objects. It is defined





• Recall (Sensitivity): refers to the probability of correctly classifying a class-
1 object correctly (Lundstrom, 2013). It can also be thought of as, of all the
observations that are class-1 objects, what fraction did the algorithm correctly
detect as a class-1 object. It is defined as the number of true positives divided




The above metrics are among the most commonly used in practice (see Chen
et al., 2004; Davis and Goadrich, 2006; Sokolova et al., 2006; Tang et al., 2009).
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A study by Chen et al. (2004) explained that the use of accuracy as a standalone
metric is inappropriate, because a trivial (non-learning) classifier can achieve high
accuracy by simply predicting the majority class for each observation, as a result
rendering the usefulness of accuracy quite low. For that reason, another measure











where P=FN+TP and N=FP+TN and the full expression represents the average
between the true positive and true negative rate. Brodersen et al. (2010) described it
to be a more robust metric than accuracy especially when the dataset is imbalanced.
When a given class is more prominent in a testing set it is known as a skewed
(imbalanced) dataset—it was found that a third of the observations in the testing
data (true values) used in this study were class-1 objects, and the remainder class-0
objects. In this situation a Precision-Recall (PR) curve is considered to provide more
information about a classifier’s performance (Davis and Goadrich, 2006; Murphy,
2007; Tang et al., 2009). There is an inverse relationship between precision and
recall, and a PR curve plots the precision and recall of a classification algorithm as a
function of the threshold. In order to compare classifiers the area under the PR curve
(PR-AUC) is calculated. A higher PR-AUC indicates a better classifier (Murphy,
2007; Tang et al., 2009). The usefulness of PR-AUC as a metric is emphasized by
it not being restricted to a single threshold unlike the aforementioned classification
metrics. In addition to the above classification metrics, the performance of each
model were also assessed on mean-squared error (MSE). Minimising the MSE forms
the basis on which regression models were constructed in this study, making it a
natural measure on which to assess a model’s quality in a regression setting (James
et al., 2013).
3.2.2 Portfolio measurement
In addition to the classification metrics used to compare the out-of-sample model
performance, for each model, four portfolio strategies were formed based on each
model’s forecast.
• Long portfolio strategy: a portfolio comprising of long positions in the
stocks forecasted to outperform, with weights for the linear regression models
given by their excess return, and for the remaining models given by their fore-
casted probability of outperformance. Another long portfolio was formed by
enforcing an equally weighted strategy in each stock forecasted to outperform.
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• Long-plus-short portfolio strategy: a portfolio comprising of short posi-
tions in the stocks forecasted to underperform while simultaneously going long
on the benchmark, with weights for the linear regression models given by their
excess return, and for the remaining models given by their forecasted proba-
bility of underperformance. Another long-plus-short portfolio was formed by
enforcing equally weighted strategy in each stock forecasted to underperform.
The long-plus-short strategy, also known as a market neutral strategy strips out
the exposure to market swings (systematic risk), hence delivering positive returns
regardless of the market direction (Jacobs et al., 1999). That is in contrast to a
long-only portfolio, which has full exposure to market movements. The objective
of the long-plus-short strategy is to deliver returns in excess of some proxy of the
market risk-free rate. Firer and McLeod (1999) and Strydom and Charteris (2009)
suggested that an three month Negotiable Certificate of Deposit (3M-NCD) rate is
a suitable proxy for a South African risk-free rate.
The portfolios were rebalanced quarterly, with profits being reinvested and trans-
action costs incorporated at each quarter. Transaction costs of 0.2% nominal traded
were factored in at each rebalancing period. According to Yu (2008) and Kruger
(2011) a 20 basis point (bps) transaction fee is a conservative proxy in South Africa.
To assess the performance of these portfolios, various portfolio performance met-
rics were used. These metrics included the annualised portfolio return, annualised ex-
cess portfolio return, mean excess portfolio return, volatility, tracking error, Sharpe





The following section can be divided into roughly four subsections. The first deals
with a discussion around the output of the hybrid model. The second provides an
analysis of the classification and performance metrics of each model. Thirdly, a brief
look at what the models looked like before and after the 2007/08 Global Financial
Crisis. Finally, conclusions are drawn.
4.1 Hybrid model results
As outlined by Zhu et al. (2011), the hybrid model extends the dynamic CART
approach proposed by Sorensen et al. (2000), by building an evolving tree model and
adjusting its CART-based probabilities at each period using a logistic model. Firstly,
for the purposes of this study, a regression tree was trained using data from 2000:Q1
through 2010:Q4 and re-estimated at each quarter moving forward, where each tree
was used to forecast the probability of outperformance for each subsequent quarter.
Finally, the tree-based probabilities were modified using stock-specific information
through a logistic regression model. As in the study by Zhu et al. (2011), the AIC
variable selection procedure was used to choose the explanatory variables included
in the logistic model. For illustrative purposes of Hybrid model 2, the regression tree
estimated up to 2014:Q2 is shown in Figure 4.1, and the coefficients of the logistic
model estimated as at 2014:Q2 is shown in Table 4.1. Zhu et al. (2011) explained
that through the use of a single logistic regression model any global features of the
dataset that CART may have overlooked should now be incorporated.
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Fig. 4.1: CART model for the universe of stocks for the period 2000:Q1 – 2014:Q2.
Note: moving upward in the tree represents a right-hand split and down-
ward a left-hand split. While UND stands for underperforming and OUT
outperforming.
Tab. 4.1: Variables from the logistic regression model (including offset parameters)
estimated for the period 2000:Q1 – 2014:Q2. Significance levels: 0–0.001
‘***’; 0.001–0.01 ‘**’; 0.01–0.05 ‘*’; 0.05–0.1 ‘·’.








It was clear from examining Figure 4.1, the primary split was on Stability, dis-
tinguishing between stocks of low stability (high volatility in earnings, sales and
operating cashflows over the previous 3 years) and high stability. Additionally, the
explanatory variable Value appears at two non-terminal nodes with two different
splitting values. However simplistic it may be, the regression tree classified stocks
with low stability (high volatility) and high value as outperformers. Also, it is
evident that CART identified Value as an important splitting determinant in dis-
tinguishing between out/underperforming stocks as it occurred at two consecutive
levels in the tree.
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Seven variables were selected for the logistic regression model using the AIC
criteria. Value, Earnings Revenue, Profitability, which are analogous to those se-
lected in the study by Zhu et al. (2011), in addition to Leverage, Stability, Historical
and Forward growth. All the selected variables were significant at a 10% level of
significance, with most significant at 5%. The p-values are not of real interest as
the explanatory variables were not selected using them, but it was comforting to
note that no extremely insignificant variables were included in the model. From the
coefficients selected by the logistic regression model it was clear that CART did not
capture the effects of up to five predictors, emphasizing the benefit of blending the
two models.
Upon further investigation on the capabilities of the hybrid approach, it was
clear that the CART model provided only four unique probabilities (as illustrated in
Figure 4.1). For this particular dataset and period, it was found that by imposing the
logistic model on top of the CART, over sixty unique probabilities were produced.
This allowed for a more diversified weighting strategy when creating probability
weighted portfolios as opposed to equally weighted portfolios as implemented by
(Sorensen et al., 2000; Zhu et al., 2011, 2012).
4.2 Out-of-sample model comparison
4.2.1 Classification metrics
The following analysis is based on the information exhibited in Table 4.2. On
balanced-accuracy, the linear regression models displayed the strongest performance.
More specifically, a dynamic first-order linear model displayed the strongest perfor-
mance. However, the Hybrid model 2 showed promising performance, deviating
from the first-order linear model by less than a percent. What stood out is that
each model, both static and dynamic, had a much higher specificity than sensitivity,
implying that each model was more likely to identify an underperforming stock cor-
rectly than a outperforming stock. On this basis, CART performed the poorest in
its ability to correctly identify outperforming stocks and the strongest in correctly
identifying underperforming stocks. However, the robustness of these results is lim-
ited to the finite threshold upon which they were calculated, making them highly
sensitive to any threshold changes.
For that reason more attention was given to the PR-AUC metric. The PR-AUC
of 0.33 for the random classifier was proportional to the class imbalance exhibited in
the testing set (i.e., a third of the testing set was class-1 objects (outperformers) and
the remaining two-thirds was class-0 objects (underperformers)). This value acted
as an artificial benchmark to compare the other models against, with a better model
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being associated with a higher PR-AUC. The results under PR-AUC suggest that the
linear and logistic models dominated over the tree-based models. A random forest
performed better than the CART model, highlighting the benefits of using more
than one tree for predictive modeling. The static second-order linear and logistic
models provided only a marginal improvement over there first-order alternatives,
while the dynamic second-order linear and logistic models provided no improvement
over there first-order alternatives, suggesting that the added complexity of regression
models with higher order terms and interactions may have overfitted this dataset.
In an attempt to assess how well model predictions match the actual data, the
MSE metric was next considered. Note that the linear regression models did not
allow for a fair comparison against the other models, as the linear regression models
made direct use of a stock’s excess return relative to the benchmark as a response
variable in their training phases. With that in mind, it might well have been ex-
pected for the linear regression models to achieve the lowest overall error. Focusing
on the remaining models, the logistic regression models performed the best, more
specifically the dynamic first-order logistic model exhibited the lowest error. Anal-
ogous to the observation made on the classification metrics, a random forest model
showed an improvement over the CART model. Since the objective of the hybrid
models was to simply combine a logistic and CART model and not minimize the
MSE, it was not an unusual observation for the hybrid models to produce a higher
error than its constituents.
It was no surprise that a pruned CART performed better than an unpruned
one (CART-NP) under all the metrics. This finding supported the principle of
parsimony for both the dynamic and static models. It was also found that a random
classifier and CART-NP model were indeed poor models. In summary, it was clear
that the dynamic models were better classifiers than their static counterparts. The
linear models showed the strongest performance, however this can be attributed to
the linear models being trained on more complete information regarding a stock’s
performance relative to the benchmark. Also, the logistic and hybrid models showed
promising performance.
4.2.2 Portfolio analysis
While the performance of the dynamic models’ was encouraging when measured
using the classification metrics, the performance of each model was now compared
under a simulated portfolio setting. This approach was similar to that implemented
by Sorensen et al. (2000), Zhu (2012) and Giuricich (2013). However, those studies
did not consider transaction costs and as a result the conclusions drawn may not
have truly reflected the performance of a model in an actual market setting. In
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order to assess the performance of the stocks each model predicted to outperform, a
long portfolio of those outperforming stocks was constructed with transaction costs
of 0.2% nominal traded being incorporated at each quarter. Note that, analogous
to the studies implemented by (Sorensen et al., 2000; Zhu, 2012; Giuricich, 2013),
for the logistic, hybrid, CART and random forest model, stocks with a probability
of outperformance above 50 percent were classified as outperformers, otherwise they
were classified as underperformers. The linear regression models associated a positive
excess return with an outperforming stock and a negative excess return with an
underperforming stock. Note that the predictor sizes and leaf sizes for the dynamic
random forest were re-estimated at each quarter. This information added no benefit
to the long-only portfolio, however it did benefit the long-plus-short strategy. For
that reason, when implementing the dynamic random forest, the parameters for the
dynamic long-only portfolios were held constant at a predictor size and leaf size of 4
and 85 respectively. While they were re-estimated at each quarter for the dynamic
long-plus-short portfolios.
The following analysis was based on the information exhibited in Table 4.3, which
reported the annualised return, annualised excess return, annualised mean excess
return, the Sharpe ratio, the information ratio, the tracking error, the Sortino ratio
and the annualised portfolio return volatility for each of the static and dynamic
models. (Note: Table 4.3 – Table 4.6 are displayed at the end of this section).
From the probability weighted long portfolios (Table 4.3), it was evident that
on a non-risk adjusted basis (i.e., mean excess return) all but one of the dynamic
models considerably outperformed their static counterparts. Even though this does
not hold for the random forest, such an observation may have been due to chance
since the excess return was very close to zero. Focusing on the dynamic models, the
top three on a non-risk adjusted basis were the first-order linear model (9.69%), the
CART model (8.01%) and the first-order logistic model (5.98%).
The Sharpe and Sortino ratios were used together to evaluate the performance
of the models on a risk adjusted basis. The standard deviation used in calculating
the Sharpe ratio does not discriminate between “good” or “bad” volatility, while the
Sortino ratio caters for this by considering only the “harmful” (downside) volatility
(Sortino and Price, 1994). Note that the Sharpe ratio and Sortino ratio for the
benchmark (JSE ALSI) is 1.31 and 1.77 respectively. On a risk adjusted basis, the
dynamic first-order logistic and linear models are the most successful at converting
the risk taken on, into a return. A static random forest outperformed CART on
a risk-adjusted basis, as the returns exhibited by the CART model were greatly
offset by its high volatility. This observation was not consistent with the dynamic
setting. For both of the static and dynamic categorizations, the first-order linear
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and logistic regression models outperformed their second-order counterparts on a risk
and non-risk adjusted basis, analogous to the observation made on the classification
performance of each model.
This apparent superiority of the first-order regression models suggests that the
added complexity of interaction and squared factors reduced the models predictive
ability, even though theoretically it was expected that these second-order models
would not lead to overfitting as only the most important variables were added to
the model. What is particularly encouraging is that both of the hybrid models
exhibited strong risk adjusted performance, outperforming a stand-alone CART in
addition to the benchmark. It was also evident that the Hybrid model 2 convincingly
outperformed the Hybrid model 1 on a risk and non-risk adjusted basis even with a
near identical level of risk (Volatility).
In order to evaluate whether the risk-level assumed for each model relative to the
benchmark was sufficiently rewarded, the tracking error and information ratio were
analysed. Most of the model tracking errors were found to be relatively stable at be-
tween five to eight percent, with CART-NP having the lowest tracking error, which
was suggestive of a lower risk-level relative to the benchmark. The first-order linear
and logistic models more consistently outperformed the benchmark, with informa-
tion ratios greater than 1. Additionally, the first-order linear and logistic models
achieved this level of consistency with tracking errors only marginally different to
the other models. The high tracking errors associated with the CART models could
be attributed to the bigger positions (or “bets”) taken relative to the benchmark.
These large bets could be a chief reason for the strong non-risk adjusted performance
of the CART models.
In order to gauge the degree of deviation between a portfolio’s holdings relative
to a benchmark, the “Active Share” was examined. Active share was popularised
through the work of Cremers and Petajisto (2009) as a new measure for active






|wportfolio,i − wbenchmark,i|, (4.1)
where wportfolio,i is the weight of stock i in the portfolio, wbenchmark,i is the weight of
the same stock in the benchmark index. Intuitively, the active share describes the
fraction of the portfolio that is invested differently to its benchmark (Cremers and
Petajisto, 2009).
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Fig. 4.2: Active share for the dynamic first-order logistic model, the dynamic
CART model, Hybrid model 1 and Hybrid model 2 for the period 2011:Q1
– 2014:Q3 (Long-only strategy).
Figure 4.2 shows the Active share as a function of time for the hybrid mod-
els and their constituents. What is immediately apparent is that the holdings in
CART deviated significantly from the benchmark, in some cases by up to 100% —
a chief reason for this being that the actual number of stocks in the CART-based
long portfolio only ranged between 1 and 20, over the testing period. From a hold-
ings perspective it would not be feasible to have such high concentrations in a single
stock, which is indicated by the high tracking error and volatility of the CART-based
long portfolio. The hybrid models exhibited a less erratic active share than CART,
with stock holdings ranging between 20 to 60 over the testing period. Even though
the hybrid models might not have outperformed the first-order logistic model, they
did show an improvement over CART, allowing for a more diversified stock holding
strategy.
On considering the equally weighted long portfolio in Table 4.4, similar obser-
vations can be made as compared with the probability weighted long portfolios.
Hence, more attention will be given to the dissimilar results. Firstly, attention
must be given to the observation that the performance of the equally weighted and
probability weighted CART-based long portfolios had identical performance. Upon
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investigation, this was attributed to the small trees formed in training the CART
model. Only a single node in the tree had a probability of outperformance above 50
percent, hence all the stocks predicted to outperform (i.e., the stocks chosen for long
positions) were allocated the same probability. As a result, regardless of whether
the portfolio was equally weighted or probability weighted they would be identical.
This highlights one of the drawbacks of the CART model: depending on the tree
size, the probability space may become very discrete.
The portfolios based on the linear regression models no longer exhibited the same
strong risk and non-risk adjusted performance observed in the probability weighted
setting — a chief reason for this was that these models no longer had the magnitude
of excess returns as weights. That is, in training the linear models the response
variable was excess stock return, relative to the benchmark. Hence the predicted
values from the linear regression models reflected more complete information regard-
ing stock performance. This may have contributed to strong portfolio performance
when weighting by those predicted values, while in an equally weighted portfolio
setting the models were on a more level playing field. However, as in the probabil-
ity weighted setting the dynamic first-order logistic model was more successful at
taking on risk relative to the benchmark (i.e., higher information ratio). Analogous
to the observation made on the classification metrics, the CART-NP and random
classifier performed the poorest regardless of the performance metric for both port-
folios, which is not unusual as the former violates the principle of parsimony while
the latter is simply a non-learning algorithm.
The natural extension would be to assess each model’s ability in selecting un-
derperforming stocks. Upon reviewing both the probability and equally weighted
long-plus-short strategy (Table 4.5 and Table 4.6), most of the dynamic models out-
performed their static counterparts. In support of the literature touching on the
benefits of a random forest over CART, the random forest did indeed outperform
CART regardless of the metric used. The hybrid models offered enhanced risk and
non-risk adjusted performance over a stand-alone CART. However, as in the long
portfolios, the dynamic linear and logistic regression models exhibited the strongest
overall performance, in terms of consistency over beating the benchmark (i.e., higher
information ratio) and risk and non-risk adjusted performance. Notably, although
the volatility for the long-plus-short portfolios were in some instances marginally
lower than the long-only strategies, the risk-adjusted performance on the long-plus-
short portfolios were quite low. Typically when implementing a long-plus-short
strategy one would expect to have a lower volatility and hence a lower return than
a long-only strategy (Northern Trust Global Investments, 2012). In this study the
returns of the long-plus-short strategies are lower, but the volatility of these re-
4.2 Out-of-sample model comparison 37
turns are still relatively indifferent to the volatility of the returns in the long-only
strategies.
Fig. 4.3: Active share for the dynamic first-order logistic model, the dynamic
CART model, Hybrid model 1 and Hybrid model 2 for the period 2011:Q1
– 2014:Q3 (Long-plus-short strategy).
From a holdings perspective, having a portfolio consisting of very few stocks
is more risky in a short portfolio setting than in a long setting. Taking a short
position in stock exposes the investor to unlimited downside risk, even more so if
the bets are concentrated in only a few stocks. Upon investigating the amount of
stocks each model had in their respective portfolios, no concentrated holdings were
found as opposed to in the CART-based long portfolio (i.e., stock holdings ranged
between 35–125 over the period in question). With reference to the active share, it is
clear from Figure 4.3 that the hybrid models benefited by having a more diversified
portfolio relative to CART, while still outperforming CART regardless of the metric.
In summary, the portfolio analysis showed that dynamic models outperformed
their static counterparts. Overall, the logistic regression model displayed the strongest
performance, with a linear regression model coming in close, regardless of the perfor-
mance metric. In most instances the random forest approach outperformed CART
on a risk-adjusted basis, however this did not hold on a non-risk adjusted basis. This
disappointing performance may be partly due to overfitting. Segal (2004) showed
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that overfitting is more pronounced in random forests when performing noisy regres-
sion or classification tasks. In addition the findings by Gashler et al. (2008) showed
that a random forest is less adept at handling a large number of irrelevant features
of a dataset as opposed to a collection of entropy-reducing decision trees.
In agreement with the observation made by Zhu et al. (2011), the hybrid model
offered an improvement over a stand-alone CART model. However, in contrast to the
observations made by Zhu et al. (2011), the hybrid approach for this study (i.e., for
the particular time–frame and dataset used in this study) was unable to outperform
a logistic regression model. More specifically, the Hybrid model 2 offered the greatest
improvement to CART. This observation supports the explanation provided by Zhu
et al. (2011), that the second hybrid model would be more robust than the first. The
advantages of the hybrid model as claimed by Zhu et al. (2011) include its ability to
produce a smoother probability surface by incorporating a logistic model, as opposed
to the highly discrete surface produced by a stand-alone CART. By imposing a single
logistic model the second hybrid approach is able to pick up any global features of
the dataset uncaptured by CART. This benefit over CART is largely due to the so
called “greedy” recursive partitioning algorithm used to construct a CART model.
From an implementation and interpretation perspective, the hybrid model may
not be a “black-box” method. The interpretable output of CART together with
the refinement of observation specific probabilities using a logistic model was found
to not only overcome the local optimum problem of CART but also outperform a
random forest approach. This is interesting seeing that a random forest is one of the
more popular tree-based machine learning techniques used in practice (see Kumar
and Thenmozhi, 2006; Strobl et al., 2008; Grömping, 2009; Su et al., 2011; Qi, 2012).
A closer inspection on the different attributes exhibited by the CART, logistic
and linear model over two different time–frames revealed that the information in
the training set may have poorly reflected the information in the testing set. The
time–frames upon which each model was fitted was 2000–2007 and 2008–2014. The
trees of the CART model for these two periods not only had different shapes but
also had very different splitting values. The main splitting value for CART was
Value pre–2008 and Stability post–2008. Also the tree post–2008 was more skewed
to the left, as illustrated in Figure B.1 and Figure B.2 in Appendix B. The linear
and logistic regression models also exhibited different attributes in terms of the
variables selected and their factor loadings (beta coefficients) (see Table B.1 – B.8 in
Appendix B). Similar observations were found for the specific training and testing
set used in this study. The training set for this research (i.e., from 2000:Q1 –
2010:Q4), was selected so that the models could be given information during and
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just after the Global Financial Crisis, and to use that information to identify changes
in trends or patterns and apply that to the testing set. It would remain for further
research to identify whether each of the models in this study, based on either their
splitting values or selected variables, could provide information on the time–frame
or economic regime they are in. Such an analysis would warrant the inclusion of
economic indicators as explanatory variables, so that the modeler could identify the
important splits and variables as well as their impact over different time–frames.




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The purpose of this research was to compare the performance of non-linear tech-
niques in stock selection. The performance of a CART, random forest, first/second-
order logistic and linear regression and two hybrids of a logistic and CART model
were assessed. From examining both classification and portfolio performance met-
rics, this study showed that a dynamic modeling approach outperformed a static
approach. The logistic regression model exhibited the overall strongest performance
on both metrics, producing superior results to the random forest and hybrid models.
The Hybrid model 2 exhibited a significant improvement over a stand-alone CART
model.
Based on the portfolio analysis it was found that all the models performed better
(on a risk-adjusted basis) in a long-only strategy than they did in a long-plus-
short strategy (market neutral strategy). This would imply that, for the testing
period used in this study (i.e., 2011:Q1 – 2014:Q3) the model’s were to an extent
more successful in identifying outperforming stocks than underperforming stocks. In
turn, that suggests that these models can aid in an investors portfolio construction
process. The model’s output can be used to reinforce the types and sizes of bets
an investor takes based on his own fundamental analysis. An asset manager can
use the magnitude of predicted outperformance from each model as a multiple of
how much to either overweight or underweight a stock relative to the index. “Good
models only add strength to an individual person, just like adding wings to a tiger”
(Wei, 2012).
It may be noted that the results presented in this research were a function
of the specific input data utilised and the time-frame over which the performance
of each model was assessed: the time-frames used for the training sets may not
have been optimal (e.g. by spanning over known regime changes) and thus an
interesting avenue for further research would be to find a more optimal window
length for this training sample. In this research the process of forecasting a stocks
future performance was restricted to the use of company fundamental data as the
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primary source of predictor variables. McConnell et al. (1986) found that qualitative
data, such as macroeconomic variables and management factors can also assist in
forecasting a stocks future performance. A study by Lahmiri (2011) used technical
indicators and macroeconomic variables in predicting stock market trends. It would
remain for future research to identify the optimal blend between qualitative and
company fundamental data in South Africa that will efficiently aid in forecasting a
companies’ future stock performance.
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A.1 Portfolio performance metrics
Tab. A.1: Formulae used to calculate the annualised return, annualised excess re-
turn, annualised mean excess returns, Sharpe ratios, Information ratios,
tracking errors, Sortino ratios and annualized return volatility for quar-
terly return data. Note that n = 15 for the period 2011:Q1 – 2014:Q3.
Notation: rPt, rBt, rFt, σp, σp(downside) denote the quarterly portfolio
returns at time t, quarterly benchmark returns at time t, quarterly risk-




















Annualised mean excess return [mean(1 + (rPt − rBt))]4 − 1




































Tab. B.1: Variables from the first-order logistic regression model estimated for the
period 2000:Q1 – 2007:Q4. Significance levels: 0–0.001 ‘***’; 0.001–0.01




Tab. B.2: Variables from the first-order linear regression model estimated for the
period 2000:Q1 – 2007:Q4. Significance levels: 0–0.001 ‘***’; 0.001–0.01






Tab. B.3: Variables from the second-order logistic regression model estimated for
the period 2000:Q1 – 2007:Q4.. Significance levels: 0–0.001 ‘***’; 0.001–
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Tab. B.4: Variables from the second-order linear regression model estimated for the
period 2000:Q1 – 2007:Q4. Significance levels: 0–0.001 ‘***’; 0.001–0.01









Fig. B.1: CART model for the universe of stocks for the period 2000:Q1 – 2007:Q4
(Pre–2008).
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B.2 Models post–2008
Tab. B.5: Variables from the first-order logistic regression model estimated for the
period 2008:Q1 – 2014:Q3. Significance levels: 0–0.001 ‘***’; 0.001–0.01








Tab. B.6: Variables from the first-order linear regression model estimated for the
period 2008:Q1 – 2014:Q3. Significance levels: 0–0.001 ‘***’; 0.001–0.01






Tab. B.7: Variables from the second-order logistic regression model estimated for
the period 2008:Q1 – 2014:Q3. Significance levels: 0–0.001 ‘***’; 0.001–
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Tab. B.8: Variables from the second-order linear regression model estimated for the
period 2008:Q1 – 2014:Q3. Significance levels: 0–0.001 ‘***’; 0.001–0.01
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