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We deal with algorithms for solving systems z’(x) = f(x, z(x)), x E [O, cl, z(O) = 
7, where f has r continuous bounded derivatives in [O, c] x UG. We consider 
algorithms whose sole dependence on f is through the values of n linear continu- 
ous functionals at J We show that if these functionals are defined by partial 
derivatives off then, roughly speaking, the error of an algorithm (for a fixed f) 
cannot converge to zero faster than n-’ as n + +^a. This minimal error is achieved 
by the Taylor algorithm. If arbitrary linear continuous functionals are allowed, 
then the error cannot converge to zero faster than n-(‘+‘) as n + +=. This minimal 
error is achieved by the Taylor-integral algorithm which uses integrals off. D 1988 
Academic Press, Inc. 
1. INTRODUCTION 
In Kacewicz (1984) we considered algorithms for solving systems of 
ordinary differential equations from the point of view of minimizing the 
error. By the error of an algorithm, we mean the largest value of the 
difference between the actual and computed solutions over a certain class 
of right-hand side functions (the “worst-case” error). However, in many 
textbooks and papers on ODE, a different notion of error is used. The 
error is considered to be the difference between the actual and computed 
solutions for ajxed right-hand side functionf; then its behavior is investi- 
gated under the assumption that f is as regular as necessary (see, e.g., 
Henrici, 1962; Lambert, 1977, etc.). 
The results in this paper are more closely related to those mentioned 
above than are the results of Kacewicz (1984). We study the error of an 
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algorithm at a3xed functionf. The analysis is made, however, for func- 
tionsfof a given regularity. That is, we assume thatfbelongs to a space 
Fi of functions with r continuous bounded partial derivatives, for a fixed 
integer r 2 1. 
In many papers on ODE, an a priori assumption is made as to the form 
of the algorithm. For example, it is common to assume that the algorithm 
has a given algebraic form (see Lambert, 1977). In this paper, we make no 
such assumptions. We only assume that, in order to approximately inte- 
grate a differential equation, an algorithm uses n evaluations of linear 
continuous functionals onf; see (2.5). (For example, these functionals can 
be partial derivatives.) 
The aim of this paper is to show how the minimal error behaves as n -+ 
+=. Such an approach is called asymptotic (see Kacewicz, 1987). We 
show in particular how the minimal error depends on the regularity r when 
n -+ +x. Note that the condition tz + +m is equivalent to the condition 
that the integration stepsize h tends to zero, since it is most often the case 
in practice that h is proportional to n-i. 
Since we do not impose restrictions on a class of algorithms, it is of 
special interest to find a sharp lower bound on the asymptotic error which 
holds for all algorithms. To do this we use the results of Kacewicz 
(1987), where it is shown that the asymptotic error can be studied by 
means of the “local diameter of information” (see Section 2). A lower 
bound on the local diameter of information, which is crucial for further 
considerations, is shown in Theorem 3.1. Based on this result we prove in 
Theorem 4.2 that a lower bound on the asymptotic error is essentially 
equal to n-“, if the only allowable linear functionals are partial derivatives. 
If arbitrary linear continuous functionals are permissible, then the lower 
bound is essentially equal to n- (“+I). More precisely, we prove that for any 
algorithm and for any positive sequence (6,) converging to zero (no mat- 
ter how slowly), there exists a right-hand side function f for which the 
error does not converge to zero faster than i&n-’ or &1n-(r+“, respec- 
tively. It is even shown that such a “difficult” function can be found in 
any ball in F, (Re’mark 1, (4.5)). 
In Section 5 we find algorithms which enjoy optimal convergence prop- 
erties. It is shown that for anyfE F, the error of the Taylor algorithm is of 
order n-’ and therefore this algorithm has optimal convergence properties 
(up to the sequence (6,)) among all algorithms which are based on partial 
derivatives of J To find an optimal algorithm using more general linear 
continuous functionals off, we use the Taylor-integral algorithm of Kace- 
wicz (1984a), which is based on partial derivatives and integrals of 5 
Using the convergence theorem from Kacewicz (1984a), we prove that for 
any f E FI the error of the Taylor-integral algorithm is proportional to 
n++i). Hence, this algorithm has the best convergence properties (up to 
the sequence (6,); see Theorem 5.1). 
MINIMUM ASYMPTOTIC ERROR 375 
Stated in the usual terminology, these results show a relation between 
the optimal order of an algorithm and the regularity of a right-hand side 
function. In the two cases mentioned above, the order of an arbitrary 
algorithm cannot exceed r or r + 1 (respectively) provided that f has r 
continuous bounded partial derivatives (Section 4, Remark 4). Further- 
more, these bounds are achieved by the Taylor and the Taylor-integral 
algorithms. We remark that the algorithms most often used in practice are 
based on partial derivative information. Hence, they cannot achieve the 
maximum order equal to r + 1. 
In addition, we briefly discuss algorithms which are optimal in the 
“local worst-case” sense, when the error atfis measured by its maximum 
value in a unit ball centered at f. 
2. A RELATION BETWEEN THE ASYMPTOTIC ERRORANDTHE LOCAL 
DIAMETEROF INFORMATION 
In this section we recall a theorem from Kacewicz (1987) in which a 
relation between the asymptotic error of algorithms and the “local diame- 
ter of information” is shown. This theorem, together with results proven 
in the next section, will lead to lower bounds on the asymptotic error of 
algorithms for solving ordinary differential equations. 
Suppose that we want to approximate a solution z(.) = z(f)(.) of the 
equation 
z’(x) = f-(x, z(x)), x E [O, c] 
(2.1) 
z(0) = 7. 
We assume that f belongs to the Banach space Fr defined by 
F, = {f : [O, c] x R” -+ [w”I there exist continuous, 
bounded partial derivatives of order 0, 1, . . . , r 
with respect to all variables in [0, c] x iw‘ and 
f(f, Y) = 0 for Y 65 W, 
(2.2) 
where D is a nonempty, open subset of [w” and r 2 1. The norm in F, is 
defined by 
llfll=i c II W(f, Y) sup II &lin~ylll . . . (gy’k‘ ’ (2.3) 
where y = [y I, . . . , y”lT and ki (i = 0, 1, . . . , s) are nonnegative 
integers. Here and in what follows the first norm in iw” is used. We shall 
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consider in the sequel only the case when 7,1 E D, since otherwise the 
constant function Z(X) = 7j is a solution of (2.1) for anyfE Fr . We assume 
that an approximation to z is computed using linear adaptive information 
N onfgiven by a sequence of transformations 
R = {iv,};=, . (2.4) 
The transformation iV,, : Fr * 5%” is defined by 
~A./-) = bxf)? G(.fi Yl,nL . . . , LX”fi Yl,n, . . . , yn-,,J, (2.5) 
where yi,n = ~lu-iYl,*~Y2,n,~ . . , yi-r,n) and G(*; yr,,, . . . , ~~-1,~) is a 
real linear continuous functional on Fr . Note that the functionals which 
form N,(f) are, in general, different from those which form Nnil (f). 
Where this will cause no misunderstanding we will also call IV, linear 
adaptive information. This setting covers as a particular case all situa- 
tions that appear when solving ODE using any well-known method. An 
algorithm $ using information fl is defined by a sequence of operators 
6 = { &}fzl , where 
4, : Nn(F,) + cao, cl), n=l,2,. . . . (2.6) 
Note that since we do not impose any restrictions on 4, the class of 
algorithms under consideration is as general as possible. The sequence 
{ +,,(iV,,(f))}~=r is usually constructed to converge as fast as possible in the 
maximum norm to the solution z. In this paper we are interested in the 
error of 6 given by 
The notation (1*]] above means the maximum norm in C([O, cl); i.e., for 
7, E C([O, c]) we set 
Let us now consider a special form of information (2.5) given by 
N,(f) = L(f), L2C.L VI), . . . , L(f; YI, . . . , k1)1, (2.54 
(n = 1, 2, . . .). 
The difference between (2.5) and (2Sa) consists in the fact that in the case 
(2.5a) information N,(f) is contained in N,,+,(f). In this case we can 
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equivalently write information N(f) = {N,(f)};= i as the infinite sequence 
of numbers 
N(f) = L(f), Lz(f; YJ, . . . 7 L(f; Yl, . * * 9 Yn--I), . . .I. 
-- 
To show a lower bound on e, (N, 4, f) we shall use Theorem 2.1 of 
Kacewicz (1987). In Section 4 of Kacewicz (1987) we showed that this 
general theorem can be applied to the problem (2.1) (the space F1 consid- 
ered there was slightly different from (2.2), but this difference is not 
significant). To state this useful result, we recall the concept of the focal 
diameter of information N,, which is defined by 
d(Nn, f) = sup Ilz(fi) - z(f)% .fEFl, (2.8) 
the supremum taken over allfi E F, such that llfi - fll 5 1 and N,(h) = 
NnCf 1. 
THEOREM 2.1 (Kacewicz (1987)). Let g be any information given by 
(2.4) and (2Sa) and qany algorithm using N. For any positive sequence 
(6,) converging to zero the set 
-- 
A= i fEF,/ lim 
e,W, hf) 
n++x 8,4N,,f) = o} 
has empty interior in FI; i.e., Int A = 4 or equivalent F1 - A = FI. 
This theorem essentially states that for any information # given by 
(2.4), (2.5a) and any algorithm 6 using N the sequence of errors cannot 
converge to zero faster (up to an arbitrarily slowly convergent sequence 
{a,,}) than the sequence of local diameters. This holds on a dense subset of 
FI . Hence the values d(N, , f) provide “lower bounds” on the asymptotic 
error of an algorithm. 
3. A LOWERBOUND ON THE LOCALDIAMETEROF INFORMATION 
In view of Theorem 2.1, to find a lower bound on the asymptotic error it 
suffices to show a lower bound on the local diameter d(N, , f ). We denote 
by alin the class of all information operators &7 given by (2.4), (2.5). We 
shall also consider the subclass a”’ of Miin consisting of all standard 
information operators Nfor which functionals LY(*; y~,~, . . . , yiel,J in 
(2.5) are defined by partial derivatives off of order less than or equal to r. 
It is convenient to consider in this section (without loss of generality) 
standard information operators given by 
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gnu-) = [dr”oa;;:(r- y, ay‘L jl;/,> :k,+k, +.. . + k,, = k, ki z 0, . . . >‘Xp 
k=O,l,. . . ,r, p = 1,2,. I 
(3.1) 
. . > m . 
Here m(m 2 1) denotes the number of points (t,,, y,,) E [O, c] x R’ at 
which partial derivatives of order 0, 1, . . , , r are evaluated. The num- 
ber n of scalar evaluations in (3.1) is proportional to m, n = k(r, s)m. 
where k(r, s) is a positive integer dependent only on Y and s. Information 
(3.1) is adaptive which means that the point (r/, , yp) is chosen as a function 
of all derivatives evaluated at the previous points (ti, y;) for i = 1, 2, 
. . . ) p - 1. 
To prove the main result of this section we need two lemmas. 
LEMMA 3.1. Let fi, fi E C([O, c] X R’). Let fi satisfy u Lipschitz 
condition with a constant L, 
forx E [O, c], yI , y2 E [WA. If the solution z? = z,(h) exists in [O, cl, then for 
any x0, x E [0, c] with x0 5 x, M’e haue 
h(t, z?(f)) dtll, (3.2) 
where h(t, y) = fi(r, y) - f2(f, y) atid ZI = Z(A). 
Proof. Since 
zz(x) - ZI(X) - (Z~(XII) - z,(xo)) = - I’ h(t, zz(f)) dr 
we have 
which proves (3.2). n 
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LEMMA 3.2. Let a < h. There exists a function g : R + R such that 
g(y) > Ofor y E (a, b), g(y) = Ofor y @ (4 b), 
g E Ccr)(R), g is a piecewise polynomial of degree Sr + 1, 
I(g($ 5 1 forj = 0, 1, . . . , Y, 
I b-a 
2”(r + I)! 2 
if& - a 2 2, 
otherwise. 
Proof. We define g in [a, b] as a suitably normalized perfect B-spline 
of degree r -k 1 (see, e.g., Schoenberg, 1973) and we put g(y) = 0 for 
Y @ (a, b). . 
We are now ready to prove a lower bound on the local diameter d(N, ,f). 
THEOREM 3.1. Let f E FI be such that f(x, 7) f 0 for some x E [0, cl. 
Then there exists a constant C(f) > 0 such that for n = 1,2, . . . andfor 
any information N, we have 
d(N t1 3 f) 2 C(f)nP+r’, (3.3) 
where 
0 if N, is any standard information (3. I), 
Y= 
1 if N,, is any linear adaptive information (2.5). 
(3.4) 
Proof. Let z = [z’, . . . , zl] be the solution of (2.1) forfand let 
Z = {x E [0, cl : z’(t) = 0 for any t E [O, xl}. 
Define a number X0 E [O, cl by 
x0 = 
sup z ifZf 4, 
0 otherwise. 
Since z(x) = q for x E [0, x0] andf(x, -q) # 0 for some x E 10, c] we have 
that X0 < c. Let I and I’ denote two closed intervals in R” such that 
I’ c I c D, dist(l’, kP\f) > 0, q E Int I’. (3.5) 
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From continuity of z in [O, c] and from the definition of X0 it follows that 
there exists a point x0 E [&, C) such that z(xo) E Int I’ and (z’)‘(x,) # 0 for 
some i, 1 5 i % s (without loss of generality we assume that (zi)‘(xO) > 0). 
Since Z’ is also a continuous function in [0, c] we have that 
z(x) E Int I’ (3.6) 
and 
(z’)‘(x) > 0 (3.7) 
for all x E [x0, (~1, where (Y is some number from (x0, c). We first prove 
(3.3) with y = 1 for any linear adaptive information given by (2.5). To do 
this we construct a function5 E Fr such that llfi - j-11 5 1, N,(J) = N,,(f) 
and the distance between the solutions forf, andfis of order n-(‘+rJ (see 
(2.8)). Let & = zi(xO) + ((z’(a) - z’(xo))/(n + 1))k (k = 0, 1, , . . , n + 1) 
be a partition of the interval [Z’(Q), z’(a)]. Denote by gk a function having 
the properties described in Lemma 3.2 (with a = uk-1 and b = &). For aI, 
. . . ) u,+~ E Iw, consider the function hi defined by 
ntl 
hi(Y’> = kz, akgk(y’). (3.8) 
Note that the support of hi is contained in [zi(xo), $((Y)]. Denote by [Uj, bi] 
the projection of the interval I onto the jth coordinate axis, so that I = [a, , 
hl x [a21 621 x * . . x [a,, 6,]. From (3.6) we have that [zi(xO), z~((Y)] C 
(a;, b;). For j # i, we define hj to be a function having the properties 
described in Lemma 3.2 (with a = aj, b = bj). Recalling (3.8), we now let 
s 
h’(y’ >. . . t Y”) = JJ hj(Y.‘), y’E R. (3.9) 
j-1 
Due to Lemma 3.2 the function h : [O, c] x R” + R” given by 
h(t, y) = [0, . . . , h’(y), . . . , OIT 
1 
ith position 
has the property that h(t, y) = 0 for t E [O, cl, y CE Int I. Moreover, it is 
easy to check that hi is smooth enough to imply that h E Fi . From 
linearity of the IZ functionals forming N, we get that the equation N,(h) = 
0 has a nonzero solution [a,, . . . , an+,] (see (3.8) and (3.9)). Moreover, 
the coefficients ai can be chosen such that IJhlJ 5 1 and maxr,i5n+r Ia;1 = a,, 
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= A(r, s), where A(r, s) is some positive number depending only on r and 
S. Letf, = f + h. Thenft is a function from F1 such that ]lfi - f]l I 1 and 
N,(A) = ~ncf). 
We shall now find a lower bound on ~up~~tO,~]]Izi(x) - z(x)]], where zI and 
z are the solutions of (2.1) forf, and f, respectively. From Lemma 3.1 we 
get 
sup k&4 - zi(x)]] 2 (a _ x,,z(f,) + 2 sup 11 j;” h(t, z(t)) dj, (3.10) 
XEbWl *E[x”,ul 
where L(f,) is a Lipschitz constant forf, . Introducing a new variable y’ = 
z’(t), t E [x0, a] (see (3.7)) we obtain 
sup 
XEbO PI Ill 
' h(t, z(f)) dfij = suFa, I I:, h,(z'(t)) . . . hi(z'(t)) . . . h,Az"(t)) drl x0 
= sup 
xEh.ol 
/j;;;“; My’)r(y’) &‘I 2 ; A@, ~1 j;;-, gp(yi)h4 dy’, 
where 
r(y’) = fi hj(zj(t))lf’(t, z(t)), t = (z’>-‘(y’). 
j=l 
j i i 
Since z(t) E Int I’ and dist(Z’, R”\Z) > 0, we have for y’ E [z’(xo), z’(a)] 
that 
r(y’) 2 M/llZ’ll> 
where M is a positive constant and llz’ll = ~up,~,.~~,~~IIz’(t)ll. Using inequal- 
ity (3.10) and Lemma 3.2 we obtain 
sup /k(t) - zl(t)l] 2 (a _ x,,;(f,, + 2 * +A@, s) . & I,::, g,(Y) dy’ 
taxo,a1 
A(r, s)M 
= ((a - x0)Uj-J + 2)~~zq~2’+‘(Y + l)! . i 





if up - Up-l 2 2, 
r+ 1 otherwise. 
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Remembering that z+ - up-] = (z’(a) - z’(~))l(n + I) and observing that 
L(fi) % L(f) + 1 we obtain 
sup (/z(t) - z,(t)// 2 C,(f)n-‘~+“, n= 1,2,. . 
raxo.a1 
for a positive number C,(f) independent of n. This yields (3.3) with y = 1. 
We now modify the proof above to show inequality (3.3) with y = 0 for 
arbitrary standard information N,, given by (3.1). Let the points yl , . . , 
ym of (3.1) be defined by the functionf. We define a partition u0 < ldi < . . . 
u/+1 of the interval [Z’(Q), z’(a)] as follows. Let u0 = zi(xg) and UI+~ = z’((Y). 
The numbers uI , . . . , u/ are chosen such that 
uj E {Y; > . ’ . 1 Yfnl forj = 1, 2, . . , 1 
and, moreover, if yk E (Z’(Q), z’(a)) for some y, then Llj = y\ for some 
indexj. Thus, the partition is defined by all these components yi, . . . , 
y; which belong to ($(x0), z’(a)). It follows from this definition that 0 5 1 
% m. We use, as before, Lemma 3.2 with a = ldk-I and b = .q to get 
functions gk (k = 1, 2, . . . , 1 + 1) and we define 
(3.11) 
Proceeding as before, we define a nonzero function h E FI such that h(t, 
y) = 0 for y G Int I, N,(h) = 0, and Ilh(l 5 a(r, s), where a(r, s) is a positive 
number dependent on r and s only. Next, we putf, = J’+ hla(r, s). Using 
(3.10) and (3.11) and the same arguments as before, we find that 
sup Ilz(t) - z&)(1 2 
1 
((a - x~)L(.h) + 2Mr, s) 111 
u h(t, z(t)) dt 
E[X”.ffl -m (1 
2 C2C.f) 1::: hi(Y’) dY’ = C2C.f) 1 \I:~, gk(Y’) dY’3 
(3.12) 
where G(f)- = ((a - xo)(L(f) + 1) + 2)a(r, s)(Iz’II/M. 
From (3.12) and Lemma 3.2 we obtain after some computations 
sup I/z(t) - Z!,(t)]/ 2 2r;;-;), [jz’(a) ; zi(XO))‘+’ (I + l)$ (3.13) 
rEh,al 
where 
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1 if #& - &-I < 2 fork= 1,2,. . . ,I+ 1, 
ji= 
0 otherwise. 
Remembering that 0 5 1~ m and n = k(r, S) . m we get from (3.13) that for 
n= 1,2,. . . 
where C,(f) is a positive constant independent of n. This shows (3.3) with 
y = 0 and completes the proof. n 
4. A LOWERBOUND ON THE ASYMPTOTIC ERROR 
We shall now use Theorems 2.1 and 3.1 to prove the main result of this 
paper which shows a lower bound on the asymptotic error of any algo- 
rithm using arbitrary standard or linear information of the form (2.4), 
(2.5). We start with a lower bound for information (2Sa), which is a 
special case of (2.5). 
THEOREM 4.1. Let g be any information given by (2.4), (2.5a) and 6 




0 if fl belongs to MSt, 
Y= 
1 if N belongs to alin 
has empty interior in FI (i.e., it is a boundary set in F,). 
Proof. Let Al = {fE FI :f(x, r)) = 0 for x E [0, cl} and A2 = {fE F, : -- 
j-66 Al and lim,,., (e,(N, +,f))l@,,n+‘+Y)) = O}. 
The set A, is closed and has empty interior. LetfE AZ. Then Theorem 
3.1 yields that 
d(N, , f) 2 C(f) n-(r+y) (n = 1, 2, . . .), (4.2) 
the operator N,, being given by 
N,,(f) = (n first evaluations from N(f)>. 
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Since C(f) > 0, from (4.2) we obtain that 
which means that f belongs to the set A defined in Theorem 2.1. Hence 
A2 C A which yields that A2 has empty interior. Thus, the set Al U A2 has 
empty interior as a union of two sets with empty interior, one of which is 
closed. The proof is complete since B C A, U AZ. w 
We shall now prove that the assumption that information # is of the 
form (2Sa) can be omitted in the formulation of this theorem. In the 
following result we consider general information (2.4), (2.5). 
THEOREM 4.2. Let Nbe any information given by (2.4) and (2.5). Then 
for any algorithm $?si~g w and any positive sequence (6,) converging to 
zero the set B = B(N, 4, (6,)) g iven by (4.1) has empty interior in FI (i.e., 
it is a boundary set in F,). 
Proof. Suppose that for some # = {Nn}E=r given by (2S),foLsome 
algorithm 6 = { &};= r , and for some sequence (6,) the set B(N, 4, (6,)) 
has nonempty interior. Define information Iv* having the form (2.4), 
(2.5a) by 
N*(f) = [Nl(f), N2(fL N4u-1. . . . 9 NA(f), . . .I. (4.3) 
To define the algorithm q* = {$~n*};=r using N* we denote by k = k(n) the 
largest nonnegative integer such that &2’ I n and we put r, = 2Qn). 
Observe that r,, 1 max( 1, (n + 1)/4). Since information N,,(f) is contained 
in n first evaluations of N*(f), we can define 
+n*((n first evaluations of N*(f))) = &“(iVr,(f)). (4.4) 
Putting S,* = 6, we note that 
-- -- 
e,(fl*, 6*,f> = e,W, 6.f) ( e,W, 6.f) 
fj,* n-“+r) 6 n-“+Y) rn S,,(4rn)-(r+Y) ’ 
-- 
This inequality yields that B(N, 4, (6,)) C B(N*, $*, {a,*}), which shows 
that the set B(N*, q*, (6X)) has nonempty interior in F1. Since informa- 
tion N* has the form (2.4), (2.5a), this contradicts Theorem 4.1 and com- 
pletes the proof. n 
This theorem essentially shows that for arbitrary 5 the sequence of -- 
errors {e,(N, 4, f)} cannot converge to zero faster (up to an arbitrarily 
slowly convergent sequence (6,)) than n-’ if standard information % is 
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used, and than n-@+‘) if arbitrary continuous linear information is allowed. 
This holds except on a set of functionsf with empty interior. Thus, the 
number r which defines the regularity off (see (2.2)) also indicates the 
maximal speed of convergence that can be achieved when solving ODE. 
In the next section we show examples of algorithms which use standard or 
linear information and which converge as fast as the optimal convergence 
rates nPr and n-(‘+I), respectively. 
Remarks on Theorem 4.2. 
(1) Letfbe an arbitrary function from F,. Theorem 4.2 states that, in 
an arbitrary neighborhood off, there exists a function g such that 
(4.5) 
This relatignship gives a lower bound on the asymptotic error of any 
algorithm 4 (which explains the title of this section). 
(2) In Theorems 3.1 and 4.2 we considered equations (2.1) that were 
(in general) nonautonomous. Consider a Banach subspace F7 C F1 de- 
fined by 
F? = {f E FI If(t, y) = f(0, y) for t E 10, cl, y E RS}. (4.6) 
Note that if the right-hand side f is in FT, the equation (2.1) is autono- 
mous. We see that the subspace FT has empty interior in F1. Following 
the proof of Theorems 3.1 and 4.2 we easily derive the following conclu- 
sion: in an arbitrary neighborhood of anyfE FT there exists a function g 
from F? (i.e., also autonomous) such that (4.5) holds. In other words, the 
set B n FP, having (obviously) empty interior in F, , also has empty 
interior in the subspace Fy. 
(3) From Theorem 4.2 it follows (in particular) that an algorithm d, -- 
can be exact atf(i.e., e,,(N, +,f) = 0 for large n) only on a set of functions 
f with empty interior in the space FL 
(4) The order p of an algorithm 4 using N (in the space F,) is defined 
as the largest number J? such that 
-- 
enW, +,f> = OWd) (n ---, +w), 
for anyfE F, . It is easy to see from Theorem 4.2 that for any algorithm 6 
given by (2.6) using any standard or linear information we have p 5 r or p 
I r + 1, respectively. Note that the class of algorithms considered is very 
large. In the next section we show that these bounds are achieved for 
certain algorithms (see Corollary 5.1). 
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5. INFORMATION AND ALGORITHMS WITH OPTIMAL 
CONVERGENCEPROPERTIES 
In order to show algorithms with optimal convergence properties we 
recall a method of approximating the solution z of (2.1) introduced in 
Kacewicz (1984). Let the points x; = icim (i = 0, 1, . . . , m, m 5 1) 
define a partition of [0, C] and let yx = 7). Suppose that a pointy” is given. 
Applying the Taylor expansion method to the equation 
Y’(X) = f(x. y(x)). x E [Xi, xi*,1 
Yh) = Y’ 
we obtain the approximation 
* d’-l 
kCx> = Yi” + f(Xi, YT)(X - Xi) + ’ ’ . + 7 dr’.ff(f, y(t)) ,=.~, (X - Xi)“, 
ycr,=r; 
(5.1) 
where x E [xi, Xi+,]. 
We now define two continuous, piecewise polynomial functions zln ap- 
proximating z in [0, c]. In the subinterval [xi, xi+ i] we put 
Zm Cx) = Ii (Xl (5.2) 
or 
Z,(X) = /i(X) + (m(x - x;)/c)y(yl* + f :‘b’.fCr, l;(t)) dt - li(xi+l)), (5.3) 
where q is a parameter, q 2 1. Next, we define 
Yi”,l = Z,n(&+l)* (5.4) 
The function z,,, given by (5.2) defines the well-known Taylor approxima- 
tion in [0, c]. At the same time, the new approximation zm defined by (5.3) 
is called the Taylor-integral approximation, since it involves integrals off. 
We now recall the main property of the approximation z,,, stated in 
Theorem 2.1 and Example 2.1 of Kacewicz (1984a). 
LEMMA 5.1. Let f E Ft. Then 
sup I~z(x) - z,(x)ll 5 Dm+'+y), m= 1,2,. . . , 
.XE[OJl 
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where the constant D depends only on f, c, r, and 
0 for the Taylor approximation, 
Y’ 
I for the Taylor-integral approximation. 
We now define algorithms with optimal convergence properties. We 
start by constructing information. Let us denote by fi,,,:r(f) the set of 
values of functionals off which are used in (5.2) to compute the Taylor 
approximation. Note that fim.~(f) consists of k . m evaluations of partial 
derivatives off of order 0, 1, . . , r - 1, where k = k(r, s) (compare to 
(3.1)). 
For n 2 k, let m, denote the largest integer such that km,, 9 It. We put 
for n 2 k, 
for 1 5 n < k. 
(5.5) 
We now define Taylor information by 
mf) = Wn.dfX=I (5.6) 
and we observe that it consists of all partial derivatives which are used 
in Taylor approximations with stepsizes c/m (m = 1, 2, . . .). Thus 
ivy E iw. 
The Taylor algorithm & = {$n,3};=I using Er is now defined by 
ZW, for n 2 k, 
dwWn,s(f)) = 
0 for 1 I n < k, 
(5.7) 
where z,, is given by (5.2). 
Similarly, by N,&f) we denote the set of values of functionals off 
which are used in (5.3) to compute the Taylor-integral approximation. 
Note that fiM,Y-,( f) contains Nm,s (f) and additionally the values of inte- 
grals J;;f(t, lo(t)) dt, . . . , J$;_, f(t, l,-](t)) dt. Hence, it consists of (k + 
s) m values of linear functionals off. Defining Taylor-integral information 
y,,(f) = {Nn,yi(f )};=r similarly as in (5.5) (replacing k with k + s and 
Nm,df) with N,,df)) we observe that it is composed of all partial 
derivatives and integrals which are used in Taylor-integral approxima- 
tions with stepsizes c/m (m = 1, 2, . . .). Thus, VT1 E @“. 
The Taylor-integral algorithm FYI = {$n,sl};=l using NT1 is now defined 
as in (5.7) with k replaced with k + s and z,, given by (5.3). 
We are now ready to prove the main result of this section which shows 
optimal convergence properties of the information and algorithms. 
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THEOREM 5.1. For any f E FI we have 
and 
-  






Proof. Let no = k in the case (5.8a) and no = k + s in the case (5.8b). 
From (5.7) and Lemma 5.1 we have for IE 2 no 
-- 
en(N, $,f) = (Iz - zm,(l 5 Dm;(‘+y), 
wherey=Oif#=Ny,$=&,andy= lif#=~~I,$=&I.Bythe 
definition of m, we know that nO(mn + 1) > n, which yields that m, > n/no 
- 1. This completes the proof of (5.8a) and (5.8b). n 
From Theorems 4.2 and 5.1 we derive the following conclusion. 
COROLLARY 5.1. Let a function f in (2.1) have continuous bounded 
partial derivatives of order less than or equal to r in [O, c] X R”. Then 
(a) the Taylor algorithm 6~ with the error e,,(Ny , &, f > = O(nP> 
enjoys optimal convergence properties among all algorithms for solving 
(2.1) using standard information. 
(b) the Taylor-integral algorithm &t with the error e,,(mTt, &I, f) 
O(n++‘)) enjoys optimal convergence properties among all algorithms 
for solving (2.1) using linear adaptive information. 
We now make a few brief remarks on the local worst-case error for 
which similar results can be obtained. Let information N, and an algo- 
rithm 4,, be defined by (2.5) and (2.6), respectively. The local worst-case 
error of an algorithm & (for a fixed value of n) is given by 
e"(N,,,&,f) = SUP Ilz(.fd - b(Nn(f))ii3 
where the supremum is taken over all f, E F, such that llfi - f 11 5 1 and 
N,( f,) = N, (f ). Hence, the error is now measured for the worst function 
in a unit ball with a center f. (Compare this with the definition (2.7) of the 
error.) Since in practical computations the number n (which denotes the 
total number of evaluations used in & to solve (2.1)) does not tend to 
infinity and since information N, does not define f uniquely, this error 
measure is also relevant in studying properties of algorithms. 
From the triangle inequality we have that 
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where the local diameter d(N, , f) is given by (2.8). Thus, from Theorem 
3.1 we get for any +,, and N, that if f(x, 7) f 0 for some x E [0, c] then 
eYN,, 6, f) 2 iC(f)n-(r+y), n= 1,2,. . . ) (5.9) 
where C(f) > 0 and 
0 if N, is standard information, 
Y= 
1 if N, is linear information. 
Observe that the case f(x, q) = 0 for x E [O, c] is very special, since 
Taylor and Taylor-integral algorithms give then the exact solution z(t) = r) 
of (2.1). If we restrict ourselves to the space FY (see (4.6)) then the local 
worst-case error of these algorithms is equal to 0 for such functionsf. In 
any case, Lemma 5.1 yields that 
e”(N,*, #J;, f) 5 DI n-(‘+Y) for n 2 no, (5.10) 
where Dr is a real constant dependent onf, c, r and 
0 if$,* = &.T, N,* = N,,,s, 
Y= 
1 if +n* = &JI, N,* = N,,s. 
Thus, for functions f such that f(x, 71) f 0 for some x E [O, c], the 
inequalities (5.9) and (5.10) state that the minimal local worst-case error is 
of order n-(‘+y), where y is given in (5.9) (compare Corollary 5.1 for the 
asymptotic error). 
REFERENCES 
HENRICI, P. (1962), “Discrete Variable Methods in Ordinary Differential Equations,” 
Wiley, New York. 
KACEWICZ, B. Z. (1984), How to increase the order to get minimal-error algorithms for 
systems of ODE, Numer. Math. 45, 93-104. 
KACEWICZ, B. Z. (1987), “Asymptotic error of algorithms for solving nonlinear problems,” 
J. Complexity 3, 41-56. 
LAMBERT, J. D. (1977), The initial value problem for ordinary differential equations, in “The 
State of the Art in Numerical Analysis” (D. A. Jacobs, Ed.), Academic Press, London/ 
New York. 
SCHOENBERG, I. J. (1973), “Cardinal Spline Interpolation,” SIAM, Philadelphia. 
