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Abstract
We present a new approach to the electromagnetic
inverse problem that explicitly addresses the ambi-
guity associated with its ill-posed character. Rather
than calculating a single \best" solution according to
some criterion, our approach produces a large num-
ber of likely solutions that both t the data and any
prior information that is used. While the range of the
dierent likely results is representative of the ambi-
guity in the inverse problem even with prior infor-
mation present, features that are common across a
large number of the dierent solutions can be iden-
tied and are associated with a high degree of prob-
ability. This approach is implemented and quanti-
ed within the formalism of Bayesian inference which
combines prior information with that from measure-
ment in a common framework using a single mea-
sure. To demonstrate this approach, a general neural
activation model is constructed that includes a vari-
able number of extended regions of activation and
can incorporate a great deal of prior information on
neural current such as information on location, orien-
tation, strength and spatial smoothness. Taken to-
gether, this activation model and the Bayesian in-
ferential approach yield estimates of the probability
distributions for the number, location, and extent of
active regions. Both simulated MEG data and data
from a visual evoked response experiment are used to
demonstrate the capabilities of this approach.
1. Introduction
Under suitable conditions of spatial and tempo-
ral synchronization, neuronal currents are accompa-
nied by electric potentials and magnetic elds that
are suciently large to be recorded non-invasively
from the surface of the head. These are known
as the electroencephalogram (EEG) and magnetoen-
cephalogram (MEG), respectively. In contrast to
PET and fMRI, which measure cerebral vascular
changes secondary to changes in neuronal activity,
EEG and MEG are direct physical consequences of
neuronal currents and are capable of resolving tem-
poral patterns of neural activity in the millisecond
range [Ha¨ma¨la¨inen et al., 1993; Aine, 1995; Toga and
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Mazziotta, 1996]. Unlike PET and fMRI, however,
the problem of estimating the current distribution
in the brain from surface EEG and MEG measure-
ments (the so-called electromagnetic inverse prob-
lem) is mathematically ill-posed; that is, it has no
unique solution in the most general, unconstrained
case [von Helmholtz, 1853; Nunez, 1981].
Existing approaches to the electromagnetic inverse
problem fall into two broad categories: (1) \few-
parameter models" (i.e., those in which M  N,
where M is the number of parameters to be esti-
mated in the model and N is the number of recording
sites); (2) and \many-parameter models" (i.e., those
in which M  N). A well-known example of the \few
parameter" approach is the single- or multiple-dipole
model [e.g., Kavanaugh et al., 1978; Scherg and von
Cramon, 1986; Mosher et al., 1992], in which the
current is assumed to be represented by a few point-
dipoles, the \order" of the model is estimated us-
ing Chi-square or related statistical techniques, and
the best-tting values of the dipole parameters (lo-
cations, orientations, and magnitudes) are estimated
using non-linear numerical minimization techniques.
A well-known example of the \many-parameter" ap-
proach is the \minimum-norm linear inverse" [e.g.,
Ha¨ma¨la¨inen and Ilmoniemi, 1984; Dale and Sereno,
1993; Ha¨ma¨la¨inen et al., 1993], in which the problem
is under-determined (because M  N) and a strictly
mathematical criterion is used to select among the
many solutions that t the data equally well; in the
case of the minimum-norm approach the mathemat-
ical criterion is the solution that minimizes the sum
of squared current strengths.
In this paper we introduce a new probabilistic ap-
proach to the electromagnetic inverse problem, based
on Bayesian inference [e.g., Bernardo and Smith,
1994; Gelman et al., 1995]. Unlike other approaches
to this problem, including other recent applications
of Bayesian methods [Baillet and Garnero, 1997;
Phillips et al., 1997], our approach does not result in
a single \best" solution to the problem. Rather, we
estimate a probability distribution of solutions upon
which all subsequent inferences are based. This dis-
tribution provides a means of identifying and estimat-
ing the likelihood of features of current sources from
surface measurements that explicitly emphasizes the
multiple solutions that can account for any set of sur-
face EEG/MEG measurements.
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In addition to emphasizing the inherent proba-
bilistic character of the electromagnetic inverse prob-
lem, Bayesian methods provide a formal, quantitative
means of incorporating additional relevant informa-
tion, independent of the EEG/MEG measurements
themselves, into the resulting probability distribution
of inverse solutions. Such information might include
constraints derived from anatomy on the likely loca-
tion and/or orientation of current [Wang et al., 1992;
George et al., 1995; Baillet and Garnero, 1997; Dale,
1997], maximum current strength, spatial and/or
temporal smoothness of current, etc. The Bayesian
approach also provides a way to marginalize over nui-
sance variables that cannot be determined or resolved
from the data.
We begin with an overview of the general tech-
niques of Bayesian inference. Then we show how
these techniques may be applied to the EEG/MEG
inverse problem and demonstrate their use in exam-
ples from both simulated MEG data and MEG data
from a visual evoked response experiment.
2. Bayesian Inference
Bayesian inference (BI) is a general procedure for
constructing a (posterior) probability distribution for
quantities of interest from the measurements given
(prior) probability distributions for all of the uncer-
tain parameters|both those that relate the quanti-
ties of interest to the measurements and the quanti-
ties of interest themselves. The method is conceptu-
ally simple, using basic laws of probability, making its
application even to complicated problems relatively
straightforward. The posterior probability distribu-
tion is often too complicated to be calculated ana-
lytically, but can usually be adequately sampled us-
ing modern computer techniques, even in problems
with many parameters. The method is outlined here,
more detailed presentations can be found elsewhere
[e.g., Gelman et al., 1995].
The starting point for BI is Bayes’ rule of proba-
bility:
P (; y) = P ( j y)P (y); (1)
where P (; y) is the joint probability distribution
for the quantities,  and y, P ( j y) is the con-
ditional probability distribution of  given y, and
P (y) is the marginalized probability distribution of y;
P (y) =
P
 P (; y) (or P (y) =
R
P (; y) d for con-
tinuous ). If  represents parameters about which
we wish to learn and y represents data bearing upon
, then the probability of  given y can be constructed
from Bayes’ rule as:
P ( j y) = P (; y)
P (y)
=
P (y j )P ()
P (y)
: (2)
Here P () is the prior probability distribution of 
which represents one’s knowledge of  prior to the
measurement. This is modied by the data through
the likelihood function, P (y j ), to produce the pos-
terior probability distribution, P ( j y). Since P (y)
is independent of  it can be considered a normalizing
constant and can be omitted from the unnormalized
posterior density:
P ( j y) / P (y j )P (): (3)
As summarized in [Gelman et al., 1995], \These
simple expressions encapsulate the technical core of
Bayesian inference: the primary task of any spe-
cic application is to develop the model P (; y) and
perform the necessary computations to summarize
P ( j y) in appropriate ways."
3. Bayesian Inference Applied to the
EEG/MEG Inverse Problem
3.1. Activity Model
The methods of BI applied to the EEG/MEG in-
verse problem are demonstrated within the context
of a model for the regions of activation which is in-
tended to be applicable in evoked response experi-
ments. There is both theoretical and experimental
evidence that EEG and MEG recorded outside the
head arise primarily from neocortex, in particular
from apical dendrites of pyramidal cells [e.g., Alli-
son et al., 1986; Dale and Sereno, 1993; Ha¨ma¨la¨inen
et al., 1993]. We therefore construct a model that
assumes a variable number of variable size cortical
regions of stimulus-correlated activity in which cur-
rent may be present. Specically, an active region is
assumed to consist of those locations which are iden-
tied as being part of cortex and are located within a
sphere of some radius r centered on some location w,
also in cortex. There can be any number n of these
active regions up to some maximum nmax and the ra-
dius can have any value up to some maximum, rmax.
The goal is to determine the posterior probability val-
ues for the set of activity parameters  = fn;w; rg
which govern the number, location, and extent of ac-
tive regions.
3.2. Probability Model for Activity Parameters
The rst step in BI is to construct a probabil-
ity model that relates the activity parameters to the
measurements. Let the N measurements at one in-
stant in time be denoted by b = fb1; : : :; bNg. The
conditional probability of the activity parameters
given the observed data, P ( j b), can be expressed
using Bayes’ rule of probability as
P ( j b) / P (b j )P () (4)
where P () is the prior probability for the activity
parameters and P (b j ) is the probability of the
data given a particular set of values for the activity
parameters. The prior probability for the activity pa-
rameters will be set by the experimenter using physi-
ological information about the particular experiment
being analyzed. Because the data do not depend on
the activity parameters directly, but rather on a given
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current distribution j, the function, P (b j ), can not
be specied until rst expanding it to include the de-
pendence of the measurements on the current. This
may be accomplished by marginalizing out the cur-
rent in the joint probability of the data and current
such that
P (b j ) =
Z
P (b; j j )Dj
=
Z
P (b j j;)P (j j )Dj (5)
where the integral is a functional integral over all
current distributions. The function, P (b j j;), is
the likelihood function of the data; there is no explicit
dependence upon  since j is all that is needed to
completely specify P (b j j;). In particular, since
most evoked response experiments are repeated many
times and averaged, it is assumed that the likelihood
function is Gaussian such that
P (b j j;) /
exp
8<:−12
NX
k;l=1
(bk − hak; ji)C−1kl (bl − hal; ji)
9=; : (6)
Here, C is the covariance matrix of the noise or back-
ground in the measurements and a are the forward
elds or measurement kernel such that if there were
no noise or background the measurements would be
related to the current by the inner product:
bk = hak; ji =
Z
ak(x)  j(x) d3x: (7)
We nd it convenient to use an equivalent representa-
tion of Eq. 6 which has the noise covariance absorbed
into a new set of eective measurements and forward
elds, ~b and ~a, such that Eq. 6 becomes
P (b j j;) / exp
(
−1
2
NX
k=1

~bk − h~ak; ji
2)
: (8)
The function P (j j ), which gives the probability
of any current given a particular set of activity pa-
rameters, needs to be constructed. Clearly the cur-
rent should be zero outside of active regions. Further-
more, we would like to be able to incorporate prior
information about the limits of current strength, spa-
tial variability and orientation of the current within
active regions. For example, high-resolution current
source density estimates suggest that net cortical cur-
rents are oriented predominately perpendicular to the
cortical surface [Mitzdorf, 1985]. These forms of prior
information may be incorporated, in a manner which
simplies computing the marginalization over j in
P (b; j j ), by using a Gaussian distribution such
that
P (j j ) / jV

j− 12 exp

−1
2
hj;V−1

ji

(9)
where V−1

is the inverse of the covariance opera-
tor (matrix) of the current. The diagonal elements,
or the variances, serve to limit the current strength,
and the o-diagonal elements, which are related to
the correlation coecients, can serve to restrict the
smoothness and orientation of the current distribu-
tion. The variance at locations which are not part of
any active region for a given  is set to zero. The ex-
perimenter needs to set the values of the covariance
matrix, based on knowledge of the the experiment
to be analyzed, using prior information about the
strength, orientation and spatial variability of cur-
rent within active regions.
The full probability model for the activity param-
eters is
P ( j b) / P () jV

j− 12 Z
exp
"
−1
2
(
NX
k=1

~bk − h~ak; ji
2
+ hj;V−1

ji
)#
Dj
(10)
and P () is set by the experimenter. The inte-
gral over the current may be constructed using the
eigenvalues, f()g, and normalized eigenvectors,
f ()g ( = 1; : : : ; N), of the matrix Gk;l() =h~ak;V ~ali; all of which may be calculated using
standard numerical techniques. Using these eigen-
values and eigenvectors the formula for the posterior
probability distribution becomes
P ( j b) / P ()
exp

−1
2
X
k;;l
~bk
 k;() l;()
1 + ()
~bl +
X

ln(1 + ())

: (11)
This formula is well-behaved and is not overly sensi-
tive to very small eigenvalues. Moreover, it is rela-
tively simple to compute because it only depends on
the N by N matrix, Gk;l().
3.3. Sampling the Posterior
The next step in BI is to use the posterior probabil-
ity distribution in order to answer questions related
to the activity parameters in terms of probability.
Examples of such questions include: what is the prob-
ability that there were m regions of activity? What
are the locations for these active regions at a 95%
probability level? In cases where the number of dif-
ferent possible sets of activation parameters is small,
one can evaluate the complete posterior distribution.
Generally, however, the number of dierent possible
sets of activation parameters is large. In such cases
3
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Fig. 1: Gray matter regions are tagged (in red) from
anatomical MRI data. These tagged voxels consti-
tute the anatomical model used to implement the
cortical location and orientation prior information.
the method of Markov Chain Monte Carlo (MCMC)
can be used to generate a sample of sets of activ-
ity parameters which are distributed according to the
posterior distribution. This is known as sampling the
posterior, the techniques for which are described in
detail elsewhere [e.g., Gelman et al., 1995].
4. Examples
While the methods just described apply to mod-
els for both EEG and MEG data, in the remainder
of this paper we will use MEG data to illustrate the
properties of the approach. Both simulated and em-
pirical MEG data for a Neuromag-122 whole-head
system were used. The physical setup of the actual
MEG experiment was used to determine the location
of the subject’s head relative to the sensors in the
simulated data examples. In addition, an anatomical
MRI data set acquired from the subject in the MEG
experiment was used to determine the location of cor-
tex (actually gray matter) using MRIVIEW (Fig 1),
a software tool developed in our laboratory [Ranken
and George, 1993]. About 50,000 voxels were tagged
and the normal directions for each of these voxels was
then determined by examining the curvature of the
local tagged region.
A spherically symmetric conductivity model was
used to calculate the expected measurements given a
current source both for the simulated data and in the
likelihood calculations [Sarvas, 1987]. The same prior
assumptions were used with the simulated data sets,
with only minor changes for the real data example.
Specically the prior probability function P () was
uniform so that each set of activation parameters had
the same prior probability. The number of active
regions was allowed to range from 0 to 8 and the
radius of any region of activity was allowed to range
from 0 to 10 mm.
The covariance matrix was factored such that
γV

(i; j) = 

(i)

(j)(i− j) γΩ(i; j) (12)
Fig. 2: Maximum intensity projection of the location
and extent (in black) of the active region used to
generate simulated MEG data for Example 1.
where  and γ are orientation indices, i and j are
location indices, 

(i) is the standard deviation at
location i, (i− j) is the spatial correlation function,
and γΩ(i; j) is the orientation covariance. The cor-
relation function was chosen to be a Gaussian with
zero mean and 7 mm standard deviation which im-
poses spatial smoothness on scales of about 7 mm
or less. Because of this prior information concern-
ing spatial correlation, the continuous current distri-
butions and integrals of the previous section may be
well-approximated by discrete distributions and sums
over the volume elements (voxels) that were tagged
from the anatomical MRI data. For example, in eval-
uating the posterior probability value using Eq. 11
the matrix G is calculated in the following examples
by approximating the continuous integral with a sum
over tagged voxels. This is a good approximation be-
cause the covariance operator has a correlation length
of 7 mm which is larger than the voxel dimensions of
2 mm on a side.
To complete the specication of the covariance op-
erator, a value of 2 nAm was used for 

(i) at all
locations in active regions and 0 nAm elsewhere. The
orientation covariance was chosen such that there
was no correlation between the orientations at dier-
ent locations and the orientation distribution at any
given location was symmetric with respect to the di-
rection normal to the cortical surface at that location
and had a mean equal to the cortical norm direction
and a standard deviation of 30. Unlike other recent
implementations of cortical constraints in distributed
inverse solutions [e.g., Dale and Sereno, 1993; Baillet
and Garnero, 1997], this procedure results in a distri-
bution of orientations around the perpendicular, not
a xed normal orientation.
Finally, the same noise was added to all simulated
data sets, which was Normal with a standard de-
viation of 10 fT. The values used here in the prior
probability distribution are meant to be an example
of what one might choose for a MEG analysis and
should be chosen for each particular MEG data set.
4.1. Example 1
The location and extent of the active region used to
generate the simulated MEG data is shown in Fig. 2.
The bounding radius of the active region was 5 mm
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a) b)
Fig. 3: The simulated data used in Example 1, a) as
a function of channel number, b) as a eld pattern as
viewed from a top projection.
and the current dipole strength at each voxel was
2 nAm oriented in the cortical normal direction. A
plot of the simulated data and its eld pattern is
shown in Fig. 3. Ten thousand samples were drawn
from the posterior distribution using a MCMC algo-
rithm. A plot of the posterior probability for each
of the samples is shown in Fig. 4. It took about 600
samples to progress from the starting point which
had a low probability to one that had a high prob-
ability and was therefore representative of the pos-
terior distribution. Only the nal 9,000 samples, a
few of which are shown in Fig. 5, were used in mak-
ing probabilistic inferences as discussed below. All
of the samples shown in Fig. 5 are among the 95%
most probable and therefore t both the data and the
prior expectations quite well. Any of these could have
produced the given MEG data, yet there are clearly
vast dierences among the samples. The number of
active regions ranges from 1 to 5, the sizes of the
regions vary greatly and the locations of the active
regions vary nearly across the entire tagged region of
the brain (when considering all 9,000 samples). This
variability is a representation of the degree of the am-
biguity of the inverse problem for these MEG data,
even with the prior information present.
Despite the degree of variability among the sam-
ples in Fig. 5 a property common to all is apparent;
namely an active region in the dorsal, lateral region
of the right hemisphere. A feature, such as this, com-
mon to all or most of the samples, is associated with
a high degree of probability. This probability can
be quantied because the MCMC samples are dis-
tributed according to the posterior probability distri-
bution. The smallest set of voxels which contains the
center of the active region in the dorsal, lateral region
in 95% of the samples was identied and is shown in
Fig. 6. This region, which contains a center of ac-
tivity with a probability of 95%, in fact encompasses
the region of activity which was used to produce the
simulated data set (Fig. 2). Although it is nice to
see this agreement, it is not sucient to justify this
or any MEG inverse method based solely on whether
it produces results consistent with the true active re-
Fig. 4: The posterior probability of the 10,000 sam-
ples drawn from the posterior probability distribution
of Example 1. This gure shows the progression of
the MCMC sampling algorithm.
Fig. 5: A few of the 9,000 samples drawn from the
posterior probability distribution of Example 1. Each
panel shows 3 views of the maximum intensity pro-
jection of active regions from a single sample. All of
these samples could have produced the same MEG
data set.
gions because any of the sets of active regions shown
in Fig. 5 could have also been used to generate the
same MEG data. Any robust and highly probable re-
sult or inference therefore should be consistent with
the wide range of possible sets of active regions, as
is the result in Fig. 6 by construction. This is a very
important feature of BI which is necessarily missing
from any other analysis method which only considers
just one possible result, even if it happens to be the
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Fig. 6: Maximum intensity projections of the location
and extent of a region containing a center of activity
at a 95% probability level in Example 1.
most likely result within a given model.
In addition to the information about the locations
of probable regions of activity, the Bayesian approach
combined with this activity model also provides prob-
abilistic information about the number and size of ac-
tive regions. The posterior distribution for the num-
ber of active regions was constructed by histogram-
ing the number of regions across the MCMC sam-
ples. This histogram is shown in Fig. 7a. One ac-
tive region is the most probable; however, two active
regions are quite likely as well. Although the loca-
tion of one active region was identied in the last
paragraph, the location of a second could not be well
localized because it occurred in a wide range of lo-
cations across the MCMC samples. Assuming there
was only one active region present, we can obtain
information about its size by histograming the size
of active regions in the MCMC samples that had
only one region present. This histogram is shown
in Fig. 7b and represents the posterior probability
for the bounding radius of the active region, assum-
ing that there was only one region active. Regions
smaller than 2 mm and larger than 8 mm in radius are
very unlikely whereas regions that are around 5 mm
in radius are likely. The size of the region used to pro-
duce the simulated data was 5 mm. We believe that
much of the information on size derives from prior
information about location, orientation and strength
of neural current.
Other inferences could be drawn using the MCMC
samples in a similar manner. For example, one could
construct the probability for the size of the active
region, assuming there was one centered within the
95% probability region shown in Fig. 6, rather than
assuming there was only one active region present
throughout the entire head as was done above.
4.2. Example 2
A second simulated data set was generated using
the three active regions of dierent sizes shown in
Fig. 8. The most anterior region is centered at the
same location as the region in the rst example ex-
cept for this case it has a bounding radius of 8 mm.
A current dipole strength of 2 nAm oriented normal
to cortex was used at each voxel within this bound-
ing sphere. The nearby, more posterior region had
a)
b)
Fig. 7: The posterior probability for a) the number
of active regions present in Example 1 and b) the
radius of the sphere bounding activity in Example 1,
assuming there was only one active region present..
Fig. 8: Maximum intensity projections of the location
and extent of the active regions used to generate the
simulated MEG data for Example 2.
a bounding radius of 5 mm and a current dipole
strength of 2.5 nAm was used. The most posterior
region had a 3 mm bounding radius and a current
dipole strength of 1.5 nAm. The same noise and prior
assumptions where used here as for the rst example.
Figure 9 shows a plot of the resulting simulated data
and the eld pattern.
Ten thousand samples were drawn from the poste-
rior of which the nal 8,000 were used to make prob-
abilistic inferences. Just as in the rst example we
expect there to be many dierent locations where ac-
tivity may be found in these samples. Since we are
interested in those locations which contain activity
in most of the samples it is useful to make a his-
togram of the locations of the centers of active regions
across the 8,000 samples. This histogram is shown in
Fig. 10. It is relatively simple to determine those re-
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a) b)
Fig. 9: The simulated data of Example 2, a) as a
function of channel number and b) as a eld pattern
in a top projection view.
Fig. 10: Maximum intensity projections of the his-
togram of centers of active regions across the MCMC
samples in Example 2, shown on top of surface ren-
derings of cortex. The darker the shade of a region
the larger the value of the histogram at that location.
gions that contain centers of activity at a 95% prob-
ability level from this histogram by centering each
region on the local peaks in the histogram and ex-
panding the radius of each region until a 95% level
is reached. This was done for the 3 peaks present in
Fig. 10 and is shown in Fig. 11. While these regions
are consistent with the locations of the active regions
used to generate the simulated data, what is more
important is that these regions are consistent with
at least 95% of the likely sets of active regions that
could have also generated this data. This is true even
when allowing a variable number of active regions of
variable extent. Furthermore, these regions are not
necessarily the only regions that could have been ac-
tive. As shown in Fig. 12 there is signicant proba-
bility that more than 3 regions may have been active.
What is shown in Fig. 11 are the locations of those
active regions that occurred consistently in well local-
ized areas across the MCMC samples. Other possible
active regions were not so well localized.
In order to learn about the extent or size of each
of the active regions localized in Fig. 11 a histogram
of the radius of the active regions present in each of
the areas shown in Fig. 11 across the samples was
made. This represents the posterior probability for
the size of active regions, assuming there was an ac-
Fig. 11: Maximum intensity projections of the loca-
tion and extent of the three regions that were found
to contain centers of activity at a probability level of
at least 95% in Example 2.
Fig. 12: The posterior probability for the number of
active regions in Example 2.
tive region in each of these areas. These plots are
shown in Fig. 13. Recall that the radii of the actual
regions used to generated the data were 8 mm, 5 mm
and 3 mm for the regions in anterior to posterior
order. The agreement between actual radii and pos-
terior probabilities is especially remarkable given the
variation in the current strengths of the regions used
to generate the data. Such information on extent can
be very useful, is not present in most other current
methods for analyzing MEG data, and is armation
of the likely utility of anatomical and physiological
prior information.
4.3. Example 3
The nal example, which is based on MEG data
from a visual evoked response experiment [Aine et al.,
1997a], illustrates the feasibility and the value of
the approach with actual data. In order to exam-
ine the sensitivity of the Bayesian approach to detect
known features of human visual cortex organization,
we compared Bayesian analyses of MEG responses to
visual stimuli in the left and right visual elds. Based
on the crossed anatomical projections of the visual
7
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a)
b)
c)
Fig. 13: The posterior probability distributions for
the size of the three active regions whose centers are
shown in Fig. 11 in anterior to posterior order. The
true sizes of the regions used to generate the simu-
lated data were a) 8 mm, b) 5 mm and c) 3 mm,
respectively.
elds to the brain and on previous lesion, MEG, and
fMRI studies in humans [e.g., Horton and Hoyt, 1991;
Sereno et al., 1995; Aine et al., 1996], initial cortical
activation for stimuli in the left and right visual elds
should occur near the calcarine ssure in the occipital
region of the contralateral hemispheres.
The visual stimuli were black-white circular sinu-
soidal patterns, 1:0 in diameter, presented near the
horizontal meridian at 6:2 in the left and right vi-
sual elds. The stimulus duration was 250 ms and
the average inter-stimulus interval was 1.0 s. One
hundred epochs (from 100 ms before each stimulus to
400 ms after each stimulus) were averaged; bad chan-
nels were identied and removed before data analysis.
The variance of the noise was estimated by calculat-
ing the variance of the pre-stimulus epoch. The same
model and the same prior information used in Exam-
ples 1 and 2 were used for the Bayesian analyses in
this example, except that the standard deviation of
the current strength was assumed to be 8 nAm in-
stead of 2 nAm. This value is is consistent with the
maximum current strength measurements in [Okada
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Fig. 14: The eld patterns for the real MEG data in
Example 3. The iso-amplitude contours are surface
projections on a plane; y = 0 represents the mid-line
on the top of the head. Positive elds (flux emerg-
ing from the head) are displayed in light shades and
negative elds (reentering flux) are shown in dark
shades.
et al., 1998].
The model was applied separately to the data for
each visual eld stimulus at 10 ms intervals from
110 ms to 160 ms post-stimulus. Ten thousand sam-
ples of the posterior probability were generated for
each latency. The results to be presented here are
from 110 ms and 150 ms following stimulus onset; la-
tencies that should include robust activation of the
calcarine region [Aine et al., 1996]. Figure 14 presents
the eld distributions for these data.
The top of Fig. 15 presents maximum intensity pro-
jections of the probability of activity for each voxel
in the anatomical model for the left and right visual
eld stimuli at two dierent latencies following stimu-
lus onset (110 and 150 ms, respectively). This proba-
bility distribution was constructed by calculating the
fraction of MCMC samples in which each voxel had
activity and is a marginalization of the full posterior
probability distribution onto the space of anatomical
voxels. The bottom of Fig. 15 presents the posterior
probability marginalized onto the number of active
regions for each latency and visual eld combination.
For the left visual eld stimulus, maximal prob-
ability of activation at 110 ms was located in the
right (contralateral) hemisphere, centered upon the
calcarine region. This pattern was reversed for the
right visual eld stimulus at 110 ms, consistent with
the predictions from anatomy, and from the lesion,
fMRI, and previous MEG studies cited above. In or-
der to show this more clearly, regions which contained
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Fig. 15: Posterior probability distributions for the
real MEG data of Example 3, marginalized onto
anatomical location and onto number of active re-
gions. The probability of activation as a function of
location distributions are shown as maximum inten-
sity projections over surface renderings of anatomy in
the top half of the gure. Here, darker shades of grey
indicate higher probability. The distributions for the
number of active regions are shown in the bottom half
of the gure. These results show evidence for activa-
tion contralateral to the stimulus at both 110 ms and
150 ms latencies.
activity at a probability level of 95% were identied
and are shown in greater detail in Fig. 16, which de-
picts relative probability of activation within these
regions on a color scale in three orthogonal slices
through the calcarine region and a three-dimensional
rendering of the occipital region.
For both the left and right visual eld stimuli, the
most probable number of active regions at 110 ms la-
tency was two, suggesting that active regions in addi-
tion to the most probable ones in the calcarine regions
of each hemisphere were needed to account for the
data and prior information. However, these regions
were inconsistently located over the Monte Carlo
samples, as indicated by the relatively widespread
regions of low probability in addition to the focus of
high probability in Fig. 15.
At 150 ms, the most probable number of active re-
gions increased to ve for the left visual eld stimulus
and to three for the right visual eld stimulus. Re-
gions of highest probability in each case were located
in parieto-occipital and temporo-occipital regions of
the hemisphere contralateral to the visual eld stim-
ulated. These results are consistent in general terms
with MEG and fMRI evidence of multiple regions of
extra-striate activity [Aine et al., 1997a; Aine et al.,
1997b; Shah et al., 1998], although much additional
work is needed to obtain a denitive comparison of
Bayesian inference, multiple-dipole, and fMRI esti-
mates of activity in such experiments.
Two additional features of the results in Example
3 should be noted. First, although maximal proba-
bility of activation at the 110 ms latency was indeed
located in the opposite hemisphere, there exists siz-
able probability for activity in the ipsilateral hemi-
sphere near the mid-line. The extent of the 95% prob-
ability regions shown in Fig. 16 is indicative of both
the extent of estimated activation and the degree of
error or uncertainty in that estimate even allowing
for the possibility of dierent numbers of active re-
gions of variable extent. Second, although not shown
in detail here, analyses at other latencies suggest a
progressively increasing number of probable regions
of activation, in both the ipsilateral and contralat-
eral hemispheres, over the latency region from 110 to
160 ms following stimulus onset. It will be of consid-
erable interest to explore the time dependence of the
Bayesian inference analyses in relation to evidence for
multiple, functionally organized areas of striate and
extra-striate visual cortex and to examine the value
of temporal prior information (not included in the
current activation model) in the form of, for exam-
ple, temporal covariance constraints.
5. Discussion
We have demonstrated a method for analyzing
EEG/MEG data that directly addresses the ill-posed
character of the electromagnetic inverse problem by
allowing probabilistic inferences to be drawn about
regions of activation from a large number of possible
solutions which both t the data and the prior expec-
tations made explicit by the Bayesian approach. In
addition, we have introduced a model for the current
distributions corresponding to neural activity that
produce MEG (and EEG) data that is not overly re-
strictive, allows extended regions of activity, and can
easily incorporate prior information such as anatom-
ical constraints from MRI [Dale and Sereno, 1993;
George et al., 1995].
Other investigators have applied the Bayesian for-
malism to various models for EEG or MEG inverse
problems [e.g., Phillips et al., 1997; Baillet and Gar-
nero, 1997]. Any Bayesian approach requires: (a) a
model that relates the EEG/MEG measurements to
underlying neuronal currents; and (b) an implemen-
tation of that model within the Bayesian formalism,
including the nature and parameterization of inde-
pendent prior information. The approach presented
here diers from those of [Phillips et al., 1997] and
[Baillet and Garnero, 1997] both in the form of the
activity model employed and in the manner in which
the Bayesian formalism is exploited. Much additional
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Left Visual Field Stimulus Right Visual Field Stimulus
Fig. 16: Four views of a region that was found to con-
tain activity at a 95% probability level in Example 3,
for both a left and a right visual eld stimulus, at
110 ms latency. The two-dimensional views show the
regions (in color) within the anatomical MRI data
(grey-scale). Shades of color represent relative prob-
ability within the regions on a temperature-like scale;
bright yellow represents the highest probability. The
horizontal and coronal views are from the top and
from the back of the subject, respectively; the sag-
ital views are from the left for the left visual eld
stimulus panel and from the right for the right visual
eld stimulus panel. The three-dimensional views are
useful for showing the location of the regions relative
to other brain structures. These results indicate that
the probability of activity is maximal in the calcarine
region of the hemisphere contralateral to the visual
eld stimulated.
work is needed to determine which combination of
source model and prior information is most useful
for the electromagnetic inverse problem. However,
we believe it is clear even at this early stage that the
strategy of estimating the probability distributions
for model parameters (e.g., the number, location, and
extent of active regions in the present model) is a
richer, more robust, and more realistic basis for infer-
ence than estimating a single, \best-tting" solution
within a given model. As we have demonstrated, con-
sidering only one solution, even if it is the most likely,
is not necessarily representative of the range of pos-
sible solutions that both t the data and the prior
information. Only by considering this full range of
possible solutions can one construct robust, reliable
inferences from the data.
Bayesian approaches to data analysis in general are
often criticized for the lack of objectivity associated
with prior information [e.g., Efron, 1986]. Those crit-
icisms apply as well to Bayesian applications of the
electromagnetic inverse problem and it is essential
to attempt to justify both the choice of the source
model and the nature and specic values of the prior
information as thoroughly and rigorously as possible.
However, it is important to note that any attempt
to solve the electromagnetic inverse problem forces
the investigator to make analogous assumptions, even
though they are rarely explicit. For example, widely
used inverse approaches such as dipole models, min-
imum norm, FOCUSS [Gorodnitsky et al., 1995] or
LORETA [Pascual-Marqui et al., 1994] all require re-
strictive assumptions regarding the nature and form
of the allowable current distributions. A Bayesian
approach: (a) generalizes this strategy by weighting
the possible current distributions on a probabilistic
continuum instead of restricting the possibilities to
those that are allowed; and (b) requires that the as-
sumptions and prior information be made explicit
and their associated prior probability distributions
be justied explicitly. This formal, explicit, treat-
ment of prior information in Bayesian approaches is
therefore a useful general feature for applications to
inverse problems.
Finally, we emphasize that the activity model and
examples described here are meant to illustrate the
techniques and capabilities of BI in EEG/MEG and
that other activity models, conductivity models or
sets of parameters of interest might be more appro-
priate for dierent experimental conditions. Our ma-
jor objective in this paper has been to present and
illustrate the value of the Bayesian inferential ap-
proach, not to argue for the universal applicability
of the particular activity model and prior informa-
tion employed. Nevertheless, we believe the activity
model described here is useful for many functional
imaging applications and can readily be extended in
a number of ways. These include incorporating tem-
poral prior information in the form of temporal co-
variance constraints [e.g., Dale and Sereno, 1993] or
explicit temporal models for evoked response studies.
In addition, the Bayesian approach provides a natu-
ral means for incorporating information from other
functional imaging modalities such as PET or fMRI
[George et al., 1995; Belliveau, 1997; Dale, 1997].
The latter can be readily achieved with the Bayesian
framework and with this activity model by assign-
ing prior probabilities to possible locations of active
regions based on results from the other modality or
modalities. Such a Bayesian formulation of multi-
modality integration would yield an inherently prob-
abilistic result in which the quantity estimated would
be the probability of activation as a function of both
space and time.
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