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Chapter 1
Introduction
Classification of natural science, it is due to scale. In order scale is large, the scale of the universe is
described in astrophysics, the scale of the earth is described in earth planetary science, the molecular
scale is described in biology, the atomic scale is described in the chemical, the nuclei scale is described in
nuclear physics and the smallest scale is described in particle physics. At present, there are fundamental
particle as the fermion which make up the matter, the boson which mediate the interaction. Further
fermions are classified into six quarks (u, d, c, s, t, b) and six leptons(e, νe, µ, νµ, τ , ντ ). Boson are
classified into the gauge boson (γ, W±, Z, g, G which is unconfirmed) and the Higgs boson H0 which is
confirmed in 2012 [1, 2]. We believe that everything is made from the interactions of these fundamental
particles.
At recent years, people try the numerical calculation across the scale, because the connection between
diﬀerent scale is not apparent. As a first step, we study the nuclear potential which is the input of nuclear
physics from quarks and gluons. In Standard model (SM), the origin of the nuclear potential is quarks and
gluons interaction, and dynamics of quarks and gluons is described Quantum Chromodynamics (QCD)
which is SU(3) Yang-Mills theory. Therefore we calculate QCD to estimate the nuclear interaction. In
fact, the perturbative QCD is successful in predicting the phenomena in high energy region, on the other
hand, it is diﬃcult to calculate the QCD in low energy region. This is caused that the coupling constant
of QCD is large in low energy region called confinement, in contrast the coupling constant is small in high
energy region called asymptotic freedom. Therefore perturbative calculation is unreliable.
Lattice QCD is a powerful tool to calculate the QCD in non-perturbative region. To calculate in non-
perturbative region, Lattice QCD run the path integral numerically using the high performance computer.
For numerical calculation, Lattice QCD is described on Euclidian space-time which is discretized with
a finite lattice spacing a, and it is well defined. Quantum field theory in continuum space-time has
an uncountable infinite number of degree of freedom, on the other hand, Lattice QCD has countable
infinite number of degree of freedom. Since the momentum has the upper limit πa which arises from a
finite lattice spacing a, it is not appear the ultraviolet divergence. So Lattice QCD is a theory that has
been regularized. In addition, the Lattice QCD calculation in finite volume, it is equivalent to quantum
mechanics that is finite degree of freedom, and we can calculate it. Of course the reality of space-time is
believed that it is continuos, we estimate the physical value in the limit of the continuum a→ 0. Basically
input parameters in the lattice QCD are the hopping parameter κ which corresponds to the quark mass
which is a input parameter of SM and the β which corresponds to the coupling constant in QCD.
The first principle calculation using the LatticeQCD, it can estimate the hadronic spectrum, the
condiments and chiral symmetry breaking, the properties of QCD finite temperature or density. The
hadron mass is single hadron quantity which is estimated from 2-pt correlator which is successful to predict
the physical mass. CP-PACS Collaboration studied the light hadron mass with quenched approximation
[3, 4] which is ignore the dynamical eﬀects of the sea quarks, and PACS-CS Collaboration estimated in
2+1 flavor full QCD toward the physical point [5] which used nature of quark mass. Furthermore some
3
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simulation includes the eﬀect of (Quantum electrodynamics) QED [6, 7], and 1+1+1 flavor full QCD +
QED simulation at physical point [8]. Because of the theory and computer development, Lattice QCD
can calculate the hadrons interaction that is estimated from 4-pt correlator. There are two ways as the
calculation of hadron interactions. One is the traditional approach called Lu¨scher method [9], which
estimate the phase shift from the interaction energy which is measured in finite box. Other one called
HAL QCD potential method has been developed in recent years [10, 11]. It calculates the phase shift via
the nuclear potential which is calculated from the equal time Nambu-Behte-Salpeter wave function (NBS
wave function). This method can be applied not only to the nuclear potential [10, 11, 12] but also to
other interactions such as baryon-baryon interactions [13, 14, 15], meson-meson interactions [16, 17], the
LS force [18, 19], the anti-symmetric LS force [20], and three-body force [21]. See [12] for a recent review
of this method.
Hyperons (baryons including strange quarks) are expected to appear in extremely high density such as
a core of neutron stars, so that the equation of state (EoS) in dense matters is aﬀected. To determine the
EoS of neutron stars precisely, information on their interaction is necessary. Experimentally, however, it
is diﬃcult to determine them due to the short lifetime of hyperons. Therefore, theoretical determinations
of hyperon interactions are crucially important. Indeed the HAL QCD method has been employed to
investigate hyperon interactions in various channels [13, 14, 15]. Considering the hyperon system, it
has an approximate flavor SU(3) symmetry between the mass of u, d, and s quarks. The flavor SU(3)
derives the irreducible representations (3 ⊗ 3 ⊗ 3 = 1 ⊕ 8 ⊕ 8 ⊕ 10). The 8 called octet baryon and the
10 called decuplet baryon. HAL QCD potential method investigations so far are limited to octet-octet
baryons interactions. Quiet recently, an octet-decuplet interaction has been investigated by the HAL
QCD method using the nucleon-Omega system, since only Omega is stable decuplet baryon under QCD
interaction. The result suggests an existence of the bound state in this system [22].
In this paper, we investigate interactions in the Omega-Omega system, which has the highest strangeness
among two baryon systems, as a first step to understand the decuplet-decuplet interaction. In the past
studies, there is a possibility that some decuplet baryons have a bound state. However, almost all decuplet
baryons are unstable due to decays via the strong interaction. An exception is the Omega baryon, which
is stable against the strong decays, so its interaction is suitable to be investigated. The quark model
predict which is used the quark model [23] the Omega-Omega interaction is strongly attractive [24]. It is,
however, still diﬃcult to investigate the Omega-Omega interaction experimentally because Omega decay
via weak interaction. Therefore, the lattice QCD study for the Omega-Omega interaction is necessary
and important. As previously mentioned, it is diﬃcult to estimate the Omega-Omega interaction in the
experiment, the model calculation has an ambiguity. So Chiral Quark Model model calculation [25] pre-
dicted the strong attraction [24] but the other model (Quark Disloc./Color-screen Model) did the weak
repulsive force [26, 27]. In addition, the lattice QCD investigation on the Omega-Omega interaction by
the Lu¨scher method found the weak repulsion but with large errors [28]. They used two simulation using
two diﬀerent volumes with L ∼ 2.5 and 3.9 fm on anisotropic clover lattices at mπ ∼ 390 MeV with a
lattice spacing of as ∼ 0.123 fm in the spatial direction and at ∼ as/3.5 in the temporal direction. Using
it, the estimate the scattering length a = 0.16± 0.22 fm in J = 0.
HAL QCD method study of the octet-octet system interaction about hadron-hadron, hadron-hyperon
and hyperon-hyperon, its qualitative nature of which is consistent with the results of the quark model. If
we believe the quark model results, it can expect that Omega-Omega simulation results in Lattice QCD
consistent with the qualitative results of the quark model which suggests that Omega-Omega interaction
is strongly attractive, but the results of Lu¨scher method is not so strong interaction [28]. As mentioned
in the introduction, Since the Omega baryon is stable in QCD, the method has been used in the HAL
QCD Collab. can be safely applied.
This paper is organized as follows. In chapter 2, we explain the method to determine the nuclear
potential in lattice QCD. In chapter 3, for calculation of the Omega-Omega interaction, we show some
topics particularly Omega operator and spin and angular momentum projections. In chapter 4, we explain
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the Okubo-marshark decomposition [29] for decuplet-decuplet system in first order. In chapter 5 we show
the numerical simulation results and discussion, Finally we summarize this work in chapter 6.
Chapter 2
Nuclear Force in Lattice QCD
In this chapter, we show how to extract Nuclear potential from QCD. In quantum mechanics, we calculate
wave function by using the Schro¨dinger equation. In HAL QCD potential method, however, we inversely
use the Schro¨dinger equation to extract a potential. There are two important points.
• Can we extract energy independent potential?
• What is the wave function in QCD?
We first explain Lattice gauge theory. We then define an energy independent potential. Finally we explain
what kind of properties the wave function should have.
2.1 Lattice gauge theory
We consider actions in Lattice gauge theory. One of the guiding principles of our construction is the
requirement that in the limit a→ 0 the lattice action approaches the continuum form.
2.1.1 Gauge filed
The lattice formulation provides the only possible framework at present to study QCD non-perturbatively.
We consider a four-dimensional Euclidean space. In lattice QCD, we introduce gauge filed on a space-time
lattice(n, µ).
Aµ(n) = A
a
µ(n)T
a ∈ SU(N) (2.1)
where T a is N ×N matrix and
TrT a = 0 , (T a)† = T a, (2.2)
Tr(T aT b) =
1
2
δab , [T a, T b] = ifabcT c (2.3)
is satisfied. We define link variable U(x, x+ µˆa) as
Un,µ ≡ U(x, x+ µˆa) = exp(iagAµ(n+ µˆ
2
)), (2.4)
U †n,µ ≡ Un+µˆ,−µ, (2.5)
6
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where µˆ is unit vector of space-time. Un,µ is gauge transformed at Vn ∈ SU(N) as
Un,µ → VnUn,µV †n+µˆ. (2.6)
We define gauge invariant object. We consider the product of link variables around an elementary
square, called the plaquette. Let this plaquette lie in the µ− ν plane. We then define Uµν(n)
Uµν(n) ≡ Un,µUn+µ,νU †n+ν,µU †n,ν . (2.7)
It is possible to write down the gauge action as
SG =
∑
n,µ ̸=ν
βtr[Un,µUn+µ,νU
†
n+ν,µU
†
n,ν ] =
∑
n,µ>ν
2βRe tr[Uµν(n)], (2.8)
where β = 1g2 . β is the inverse of the coupling constant squared.
2.1.2 Dirac field
We introduce matter field. The matter part in continuum is written as
SF =
ˆ
d4xψ¯(x)(γµD
µ +m)ψ(x), (2.9)
where Dµ = ∂µ + igAµ. It is easy to show that SF is invariant under the gauge transformation. We can
define Lattice action
SF =
1
2
∑
n,µ
[ψ¯′nγµUn,µψ′n+µˆ − ψ¯′n+µˆγµU †n,µψ′n] +M
∑
n
ψ¯′nψ′n, (2.10)
where ψ′n, ψ¯′n, M are an dimensionless as ψ¯′n = a
3
2 ψ¯n,ψ′n = a
3
2ψn,M = ma.
This naive lattice action, however, has a problem. We consider free case ( ∀Un,µ = 1) to show this
problem. This propagator becomes
GF (p) =
−i∑µ γµ sin(pµa) +M
(
∑
µ γµ sin(pµa))
2 +M2
. (2.11)
The pole of the propagator is given by
sin2(pµa) +M
2 = 0. (2.12)
When we consider the continuum limit (a→ 0), the pole must satisfy
sin(pµa) =
{
pˆµa , pµ = pˆµ
−pˆµa , pµ = pˆµ + πa
. (2.13)
This shows that two possibilities appears for each direction µ. Since a pole of the propagator is corresponds
to a particle in quantum field theory, one propagator describes 2d = 16 particles in four dimensional lattice
filed theory. This problem is called doubling problem.
In order to avoid this problem, we introduce the Wilson fermion action as
SW = SF + SWillson, (2.14)
where Willson term SWillson is given by
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SWillson = −ar2
ˆ
d4xψ¯D2ψ. (2.15)
The parameter r is constant and is called Willson parameter. Since the Willson term is proportional to
the lattice space a, it is vanishes in continuum limit. It is possible to separate physical particles and
doubler particles. We consider Willson action in momentum space as
SW = ψ¯(−p)[i
∑
µ
γµ sin(pµa) +M + r
∑
µ
(1− cos(pµa))]ψ(p), (2.16)
where M(p) behaves like a mass term.
M(p) ≡M + r
∑
µ
(1− cos(pµa)). (2.17)
Then the propagator for the Wilson fermion is given by
GF (p) =
−i∑µ γµ sin(pµa) +M(p)
sin2(pµa) +M(p)2
. (2.18)
In a→ 0 limit, M(p) behaves as
M(p) =
{
ma physical pole
ma+ 2r |δ| doublers , (2.19)
where |δ| counts the number of π’s for the doubler momentum. The mass in the physical unit thus
becomes
mphys = m, (2.20)
mdoubler = m+
2r
a
|δ|→∞. (2.21)
All doublers decouple since they become infinitely heavy in the continuum limit. In this way the Wilson
fermion action can avoid the doubling problem.
We define the hopping parameter
K ≡ 1
2(M + 4r)
. (2.22)
The Wilson fermion action is written as
SW =
∑
n
ψ¯nψn −K
∑
n,µ
[ψ¯n(r − γµ)Un,µψn+µˆ + ψ¯(r + γµ)U †n−µˆ,µψn−µˆ]. (2.23)
The gauge action is
SG =
∑
n,µ ̸=ν
βTr[Un,µUn+µ,νU
†
n+ν,µU
†
n,ν ] =
∑
n,µ>ν
2βReTr[Uµν(n)]. (2.24)
We have used an improved Wilson fermion action in [30]. in our numerical simulations.
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2.2 Eﬀective mass
To calculate the potential of the Omega-Omega system, we first determine the Omega mass in the simu-
lation set up. In this section, we show how to measure the eﬀective mass in Lattice QCD. For simplicity,
we use the scalar field. The 2-point correlator is defined by
G(t) =
∑
x
⟨0 |φ(x)φ(0)| 0⟩ , (2.25)
where t ≡ x0. Using completeness relation 1 =∑k=0 ´ d3p(2π)3 12Ek |Ek(p)⟩ ⟨Ek(p)|
=
∑
x
∑
k=0
ˆ
d3p
(2π)3
1
2Ek
⟨0 |φ(x) |Ek(p)⟩ ⟨Ek(p)|φ(0)| 0⟩
=
∑
x
∑
k=0
ˆ
d3p
(2π)3
1
2Ek
〈
0
∣∣∣e−ipˆxφ(0)eipˆx |Ek(p)⟩ ⟨Ek(p)|φ(0)∣∣∣ 0〉
=
∑
x
∑
k=0
ˆ
d3p
(2π)3
1
2Ek
〈
0
∣∣φ(0)eipx |Ek(p)⟩ ⟨Ek(p)|φ(0)∣∣ 0〉
=
∑
x
∑
k=0
ˆ
d3p
(2π)3
1
2Ek
⟨0 |φ(0) |Ek(p)⟩ ⟨Ek(p)|φ(0)| 0⟩ eipx
=
∑
x
∑
k=0
ˆ
d3p
(2π)3
1
2Ek
|⟨0|φ(0) |Ek(p)⟩|2 e−ip⃗x⃗e−Ek(p⃗)x0
=
∑
k=0
ˆ
d3p
1
2Ek
|⟨0|φ(0) |Ek(p)⟩|2 e−Ek(p⃗)x0δ3(p⃗)
=
∑
k=0
1
2Ek
|⟨0|φ(0) |Ek(0)⟩|2 e−Ek(0)x0 . (2.26)
We take t ≡ x0 ≫ 1 to extract the ground state contribution (k = 0) (excited states are suppressed
exponentially at large t).
∼ 1
2E0
|⟨0|φ(0) |E0(p)⟩|2 e−Ek(0)x0
∼ 1
2m0
|Z0|2 e−m0t, (2.27)
where mk = Ek(0) is the mass of the k-th one-particle state and Zk ≡ ⟨0|φ(0) |Ek(p)⟩. The eﬀective mass
is defined as
m0(t) = log
G(t)
G(t+ 1)
. (2.28)
We plot m(t) and fit the plateau to determine the mass m0. We show periodic boundary condition case
Appendix A.
2.3 HAL QCD method
In this section, we show how to extract the potential. The potential method was originally introduced by
HAL QCD collaboration [10, 11].
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To show the basic concept of the non-local potential in a finite box with the size L × L × L. The
Schro¨dinger equation is given by
(
1
2µ
∇2 + En)ψn(r) =
ˆ
d3r′U(r, r′)ψn(r′), (2.29)
where r is relative coordinate and µ is a reduced mass
1
µ
=
1
m1
+
1
m2
, (2.30)
where En is the discrete energy eigenvalues En =
k2n
2µ {n|n ∈ Z, 0 ≤ n}. It’s important that the potential
U(r, r′) is not depend on n. In general, we show that the energy independent non-local potential and
the energy depend local potential are equivalent. First we consider a Schro¨dinger equation used a local
potential.
(
1
2µ
∇2 + En)ψn(r) = Vn(r)ψn(r), (2.31)
where Vn is depend on n. We use the bracket
Vn(r) = (En − (− 1
2µ
∇2))ψn(r) = ⟨r |En −H0|n⟩ , (2.32)
where H0 is a free hamiltonian ⟨r |H0|n⟩ = − 12µ∇2ψn(r). The non-local potential can write
U(r, r′) =
〈
r |En −H0| r′
〉
(2.33)
=
∑
n,n′
⟨r |(En −H0)|n⟩
〈
n|n′〉 〈n′|r′〉 (2.34)
=
∑
n,n′
Vn(r)ψn(r)N
−1
n,n′ψ
∗(r′), (2.35)
where N−1n,n′
N−1n,n′ ≡
〈
n|n′〉 . (2.36)
Since taking the sum of n and n′, U(r, r′) is independent on n and n′. So, we was able to rewrite the
energy depend local potential to the energy independent non-local potential. Now we can define the energy
independent potential. Therefore, we can extract a general potential from the wave-function ψn(r) .
2.3.1 Nambu-Behte-Salpeter wave function and phase shift
We discuss what is the wave function in QCD. In scattering theory, wave function must have the correct
phase shift in asymptotic state.We try to keep this property when we consider the QCD wave function.
We first introduce the equal time NBS wave function as
Ψnα′β′;αβ(r⃗, t) =
〈
0
∣∣Nα′(x, t)Nβ′(y, t)∣∣Nα(kn)Nβ(−kn); in〉 , (2.37)
where r⃗ = x⃗ − y⃗, α′β′αβ are spin indices, ⟨0| =out ⟨0| =in ⟨0| is the QCD vacuum, |Nα(kn)Nβ(−kn); in⟩
is asymptotic in-state of two nucleon with the energy Wn = 2
√
m2N + k
2
n and N(x) is the local Nucleon
operator. Explicitly, we have
nβ(y) ≡ εabc(uaα(y)(Cγ5)αδdbδ(y))dcβ(y), (2.38)
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pα(x) ≡ εabc(uaβ(x)(Cγ5)βδdbδ(x))ucα(x), (2.39)
where C ≡ γ4γ0 is the charge conjugate matrix, a, b, c are color indices.
One of the most important properties here is that the NBS wave function at large |r⃗| in QCD has the
same asymptotic form of the scattering wave in quantum mechanics. We show asymptotic form of NBS
wave function in Appendix B.
2.3.2 How to measure Nambu-Behte-Salpeter wave function in Lattice QCD
In previous sub section, we define the NBS wave function as the wave function of QCD. In this subsection,
we explain how to measure the NBS wave function on the Lattice. Fig. 2.1 shows the image of the NBS
wave function on the lattice.
we start with the 4-point correlator
CNN (x⃗, y⃗, t, t0) ≡ ⟨0 |nβ(y, t)pα(x, t)Jpn(t0)| 0⟩ (2.40)
We insert the completeness relation system 1 =
∑
m |m⟩ ⟨m|
=
∑
⟨0 |nβ(y)pα(x)|m⟩ e−Em(t−t0) ⟨m |Jpn| 0⟩
=
∑
m
Ame
−Em(t−t0)φ(x⃗− y⃗,m) + inelastic state (2.41)
where we define
Am ≡ ⟨m |Jpn| 0⟩ , (2.42)
ψ(x⃗− y⃗,m) ≡ ⟨0 |nβ(y)pα(x)|m⟩ . (2.43)
ψ(x⃗− y⃗,m) is the NBS wave function. So the 4-point correlator includes the NBS wave function. Taking
the large t−t0, we can get the NBS wave function of the ground state, because excited states are suppressed
exponentially at large t− t0.
Here Jpn is a source operator which creates the two-nucleon state. For example, the wall source is
given by
Jpn(t0) ≡ [p¯wallα (t0)n¯wallβ (to)], (2.44)
where p¯wall and n¯wall are Dirac-conjugate of pwall and nwall, which are defined as
nwallβ (t0) ≡ εabc(
∑
y
uaα(y, t0)(Cγ5)αδ
∑
y′
dbδ(y
′, t0))
∑
y′′
dcβ(y
′′, t0), (2.45)
pwallα (t0) ≡ εabc(
∑
x
uaβ(x, t0)(Cγ5)βδ
∑
x′
dbδ(x
′, t0))
∑
x′′
ucα(x
′′, t0). (2.46)
Since pwall and nwall are not gauge invariant, we should fix the gauge. The wall source create only states
with zero total momentum.
On the other hand, the Gaussian source operator is given by
Jpn(x0, t0) ≡ [p¯Gaussianα (x0, t0)n¯Gaussianβ (x0, to)], (2.47)
where p¯Gaussian and n¯Gaussian are defined as
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nGaussianβ (x0, t0) ≡ εabc(
∑
y
e−
(y−x0)2
r2 uaα(y, t0)(Cγ5)αδ
∑
y′
e−
(y′−x0)2
r2 dbδ(y
′, t0))
∑
y′′
e−
(y′′−x0)2
r2 dcβ(y
′′, t0),
(2.48)
pGaussianα (x0, t0) ≡ εabc(
∑
x
e−
(x−x0)2
r2 uaβ(x, t0)(Cγ5)βδ
∑
x′
e−
(x′−x0)2
r2 dbδ(x
′, t0))
∑
x′′
e−
(x′′−x0)2
r2 ucα(x
′′, t0).
(2.49)
When we calculate the NBS wave function on the lattice, we apply the projection operator to fix
quantum numbers at source and sink. We explain it in section 3.
Figure 2.1: Image of the NBS wave function on the lattice. We extract the information of the Omega-
Omega interaction at sink.
2.3.3 Time dependence method
We have described how to determine the NBS wave function in the lattice simulation, and it need large
t − t0 where excited states are suppressed. The signal-to-noise ratio, however, becomes worse at large
time [31]. The signal-to-noise ratio of the correlation for n-nucleons is
(
S
N
)n ∼ e−n(mN− 32mπ)t. (2.50)
The signal-to-noise ratio becomes worse in the many-body system. This is a fatal problem to calculate
interactions between hadrons in lattice QCD.
Fortunately, there is a good method, called time dependence method [32], which avoids this signal-
to-noise problem to extract potentials. The time dependent method can derive the QCD potential without
ground state saturation. For simplicity, we ignore the spin indices and take t0 = 0.
First, we define R-correlator as
R(t, r) ≡
∑
n
Cn(r, t)
e−2mt
(2.51)
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where Cn(r, t) is 4-point correlator, given by
Cn(t, r) ≡ ⟨0 |N(x, t)N(y, t)J(0)| 0⟩
=
∑
n
⟨0 |N(x)N(y) |n⟩ ⟨n| J(0)| 0⟩ e−Ent
=
∑
n
Anψn(r)e
−Ent (2.52)
where r⃗ = x⃗− y⃗, En = 2
√
m2N − k2n,
An ≡ ⟨n |J(0)| 0⟩ , (2.53)
ψ(r) ≡ ⟨0 |N(x)N(y)|n⟩ . (2.54)
Therefore
R(t, r) =
∑
n
Anψn(r)e
−Ent 1
e−2mt
=
∑
n
Anψn(r)e
−Wnt, (2.55)
where Wn ≡ 2(
√
m2N − k2n −mN ).
Wn have an identity
W (
−→
k n) =
−→
k 2n
mN
− (W (kn))
2
4mN
, (2.56)
which can be shown as
(W (
−→
k n))2
4mN
=
1
4mN
(4m2n + 4
−→
k 2n + 4m
2
N − 8mN
√
m2N +
−→
k 2n)
= 2mN +
−→
k 2n
mN
− 2
√
m2N +
−→
k 2n. (2.57)
We then perform a time derivative of R-correlator as follows
− ∂
∂t
R(t, r) =
∑
n
W (
−→
kn)ψn(
−→r )Ane−W (
−→
kn)t
=
∑
n
(
−→
k 2n
mN
− (W (kn))
2
4mN
)ψn(
−→r )Ane−W (
−→
kn)t
=
∑
n
(
−→
k 2n
mN
− 1
4mN
∂2
∂t2
)ψn(
−→r )Ane−W (
−→
kn)t (2.58)
We have used the identity W (
−→
k n) =
−→
k 2n
mN
− (W (kn))24mN in the second line.
Finally we use Eq. (2.29), we can get the time-dependent Schro¨dinger-like equation
(
1
mN
▽2 − ∂
∂t
+
1
4mN
∂2
∂t2
)R(t, t0, r) =
ˆ
dr′U(r, r′)R(t, t0, r′)dr′. (2.59)
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Via this equation, we can derives U(r, r´) from R(t, r). Since the R-correlator does not depend on the
energy, we can derive the potential without ground state saturation. A condition necessary for this
method to work is that t − t0 should be large enough to suppress both inelastic contributions in the
two-Omega system and excited states in the single-Omega correlation function. In the non-relativistic
limit, the time-dependent Schro¨dinger-like equation is reduced to
(
1
mN
▽2 − ∂
∂t
)R(t, t0, r) =
ˆ
dr′U(r, r′)R(t, t0, r′)dr′, (2.60)
since 14mN
∂2
∂t2 is corresponding to the relativistic eﬀect.
Chapter 3
Ω− Ω case
3.1 Charge conjugation of the Omega baryon
We introduce to Omega baryon operator’s properties which is defined as
Ωk1g(x) ≡ εc1c2c3δg3g(Cγk1)g1g2sc1g1(x)sc2g2(x)sc3g3(x). (3.1)
It’s not spin32 baryon, so we need spin projection to spin
3
2 . The operator is satisfied these properties
• spin (Lorentz symmetry)
• parity
• U(1) charge
• SU(3)gauge symmetry (singlet)
• flavor symmetry
In Omega baryon case, favor is only s quarks, spin =32 , parity= −, U(1) charge is −1 and SU(3) gauge
symmetry is singlet. We will check the properties of Omega baryon operator. First, we check thatεabcqaqbqc
is gauge invariant.
εabcqaqbqc → εabcUaa′qa′Ubb′qb′Ucc′qc′
= detUεa
′b′c′qa′qb′qc′
= εa
′b′c′qa′qb′qc′ (3.2)
Second, we check spin symmetry. we define quirks as
q =
(
εα
ηβ˙
)
(3.3)
where dot is complex representation in SL(2C). We show the qTC is a similar transformation to the q¯.
The Lorentz transformation of qTC is
15
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qTC =
(
(ξα)T (ηβ˙)T
)( εαβ 0
0 εβ˙α˙
)
=
(
(ξT )α (ηT )β˙
)( εαβ 0
0 εβ˙α˙
)
=
(
(ξT )β (ηT )α˙
)
. (3.4)
On the other hands, transformation of the q¯ as
q¯ = q†γ0
=
(
(ξα)† (ηβ˙)†
)( 0 1
1 0
)
=
(
(ξ∗˙α)T (η∗β)T
)( 0 1
1 0
)
=
(
(ξ†)α˙ (η†)β
)( 0 1
1 0
)
=
(
(η†)β (ξ†)α˙
)
. (3.5)
These transformation properties are equivalent, because these indices are same. Therefore the qTCγkq is
a Lorentz vector. Finally we use spin projection from spin1⊕spin12 operator (qTCγkq)q to spin32 operator
Ω 3
2
. We explain it in 3.1.1.
We can check parity= + in Omega operator.
qTCγkq ⇒ qTγ0Cγkγ0q
= −qTγ0Cγ0γkq
= qTCγkq (3.6)
We used following equation
q ⇒ Pq(x, t)P−1 = γ0q(−x, t) (3.7)
qT ⇒ Pq(x, t)TP = qT (−x, t)γT0 = qT (−x, t)γ0 (3.8)
where C is
C∗ = C, (3.9)
C ≡ iγ2γ0 = −C−1 = −CT = −C† Minkowski, (3.10)
C ≡ γ0γ2 = −C−1 = −CT = −C† Euclid. (3.11)
When we use only strange quarks, U(1) charge is −1 and flavor symmetry is satisfied.
Next we define anti-Omega operator.
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Ωk1g(x) ≡ Ω†γ0 = εc1c2c3δg′3g((Cγk1)g1g2(sc1g1)T sc2g2sc3g3)†(γ0)g3g′3
= εc1c2c3δg′3g((γ
†
k1
C†)g2g1s
c3†
g3 s
c2†
g2 (s
c1†
g1 )
T )(γ0)g3g′3
= εc1c2c3δg′3g((γ0γk1γ0C
†)g2g1(s
c3†γ0)g′3s
c2†
g2 (s
c1†
g1 )
T )
= −εc1c2c3δg′3g((γ0γk1C†γ0)g2g1(sc3†γ0)g′3sc2†g2 (sc1†g1 )T )
= −εc1c2c3δg′3g((γk1C†)g2g1(sc3†γ0)g′3(sc2†g2 γ0)(γ0(sc1†g1 )T ))
= εc1c2c3δg′3g(γk1C)g2g1s
c3
g′3
sc2g2(s
c1
g1)
T
= −εc3c2c1δg′3g(γk1C)g2g1sc3g′3s
c2
g2(s
c1
g1)
T
= −εc3c2c1δg′3gsc3g3(sc2g2γk1C(sc1g1)T ) (3.12)
To increase the statistics, we consider charge conjugation of the Omega baryon. The charge conjuga-
tion is define as
ψ → ψanti = CˆψCˆ−1 = iγ2ψ∗ = C(ψ)T , (3.13)
ψT → (CˆψCˆ−1)T = CˆψT Cˆ−1 = (C(ψ)T )T = ψCT = ψC−1, (3.14)
ψ → Cˆψ†γ0Cˆ−1 = (CˆψT Cˆ−1)∗γ0 = (ψ†γ0)∗C−1γ0 = ψTC, (3.15)
ψ
T → CˆψT Cˆ−1 = (CˆψCˆ−1)T = (ψTC)T = C−1ψ, (3.16)
where Cˆ is operator of charge conjugation. Let’s try to charge conjugation in Proton and Omega.
For Proton case,
Pα → CˆPαCˆ−1 = Cˆεc1c2c3δg3,α(qc1g1)T (Cγ5)g1g2qc2g2qc3g3Cˆ−1
= εc1c2c3δg3,αCˆ(q
c1
g1)
T Cˆ−1(Cγ5)g1g2Cˆq
c2
g2Cˆ
−1Cˆqc3g3Cˆ
−1
= εc1c2c3δg3,αq
c1
g1C
−1(Cγ5)g1g2C(q
c2
g2)
TC(qc3g3)
T
= Cεc1c2c3δg3,αq
c1
g1C
−1(Cγ5)g1g2C(q
c2
g2)
T (qc3g3)
T
= Cεc1c2c3δg3,αq
c1
g1(γ5C)g1g2(q
c2
g2)
T (qc3g3)
T
= Cεc1c2c3δg3,α((q
c1
g1)
T (γ5C)
T
g2g1q
c2
g2q
c3
g3)
T
= −Cεc1c2c3δg3,α(qc3g3qc2g2(γ5C)Tg2g1(qc1g1)T )T
(γ5C)
T = −γ5C = −Cγ5
= −Cεc3c2c1δg3,α(qc3g3qc2g2(Cγ5)g2g1(qc1g1)T )T
= Cαα′(Pα′)
T (3.17)
For Omega case, It is similar to Proton.
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Ωk1g(x)→ CˆΩCˆ−1 ≡ Cˆεc1c2c3δg3,g(sc1g1)T (Cγk1)g1g2sc2g2sc3g3Cˆ−1
= εc1c2c3δg3,gCˆ(s
c1
g1)
T Cˆ−1Cˆ(Cγk1)g1g2Cˆ
−1Cˆsc2g2C
−1Cˆsc3g3Cˆ
−1
= εc1c2c3δg3,gs
c1
g1C
−1(Cγk1)g1g2C(s
c2
g2)
TC(sc3g3)
T
= Cεc1c2c3δg3,gs
c1
g1(γk1C)g1g2(s
c2
g2)
T (sc3g3)
T
= −Cεc1c2c3δg3,g(sc3g3sc2g2((γk1C)T )g2g1(sc1g1)T )T
= −Cεc1c2c3δg3,g(sc3g3sc2g2(γk1C)g2g1(sc1g1)T )T
= Cεc3c2c1δg3,g(s
c3
g3s
c2
g2(γk1C)g2g1(s
c1
g1)
T )T
= −Cgg′ΩTg′k1 (3.18)
We used this relation (γµC)T = γµC.
Now we have the rules of the charge conjugation in Omega baryon, we can increase statics of the
4-point correlator which defined as
Gαβµν;α′β′µ′ν′(x, y, t, x
′, y′) ≡ ⟨0|T{Ωαµ(x, t)Ωβν(y, t)Ωα′µ′(x′, 0)Ωβ′ν′(y′, 0)} |0⟩
≡ θ(t) ⟨0|Ωαµ(x, t)Ωβν(y, t)Ωα′µ′(x′, 0)Ωβ′ν′(y′, 0) |0⟩
− θ(−t) ⟨0|Ωα′µ′(x′, 0)Ωβ′ν′(y′, 0)Ωαµ(x, t)Ωβν(y, t) |0⟩ . (3.19)
For simplicity we consider t > 0. To reduce noise we consider 4-point correlator
Gαβµν;α′β′µ′ν′(x, y, t, x
′, y′) = ⟨0|T{Ωαµ(x, t)Ωβν(y, t)Ωα′µ′(x′, 0)Ωβ′ν′(y′, 0)} |0⟩
= ⟨0|Ωαµ(x, t)Ωβν(y, t)Ωα′µ′(x′, 0)Ωβ′ν′(y′, 0) |0⟩ . (3.20)
Using the vacuum is invariance under charge conjugation ⟨0|C = ⟨0|, C−1 |0⟩ = |0⟩ .
Gαβµν;α′β′µ′ν′(x, y, t, x
′, y′)
= ⟨0| CˆΩαµ(x, t)Ωβν(y, t)Ωα′µ′(x′, 0)Ωβ′ν′(y′, 0)C−1 |0⟩
= ⟨0| CˆΩαµ(x, t)Cˆ−1CˆΩβν(y, t)CˆCˆΩα′µ′(x′, 0)CˆCˆΩβ′ν′(y′, 0)C−1 |0⟩
= Cαα˜Cββ˜ ⟨0|Ω
T
α˜µ(x, t)Ω
T
β˜ν(y, t)Ω
T
α˜′µ′(x
′, 0)ΩT
β˜′ν′(y
′, 0) |0⟩Cα˜′α′Cβ˜′β′
= Cαα˜Cββ˜ ⟨0| (Ω†α˜µ(x,−t)γ0)T (Ω†β˜ν(y,−t)γ0)
TΩ
∗
α˜′µ′(x
′, 0)γ0Ω
∗˜
β′ν′(y
′, 0)γ0 |0⟩Cα˜′α′Cβ˜′β′
= (Cγ0)αα˜(Cγ0)ββ˜ ⟨0|Ω∗α˜µ(x,−t)Ω∗˜βν(y,−t)Ω
∗
α˜′µ′(x
′, 0)Ω∗˜β′ν′(y
′, 0) |0⟩ (γ0C)α˜′α′(γ0C)β˜′β′
= (Cγ0)αα˜(Cγ0)ββ˜ ⟨0|Ωα˜µ(x,−t)Ωβ˜ν(y,−t)Ωα˜′µ′(x′, 0)Ωβ˜′ν′(y′, 0) |0⟩∗ (γ0C)α˜′α′(γ0C)β˜′β′
= (Cγ0)αα˜(Cγ0)ββ˜ ⟨0|T{Ωα˜′µ′(x′, 0)Ωβ˜′ν′(y′, 0)Ωα˜µ(x,−t)Ωβ˜ν(y,−t)} |0⟩∗ (γ0C)α˜′α′(γ0C)β˜′β′
= (Cγ0)αα˜(Cγ0)ββ˜Gαβµν;α′β′µ′ν′(x
′, y′, x, y,−t)∗(γ0C)α˜′α′(γ0C)β˜′β′ (3.21)
In 4th line we used these relation as
Ω(x, t) = etHΩ†(x)e−tHγ0 = (e−tHΩ(x)etH)†γ0 = Ω†(x,−t)γ0, (3.22)
ΩT (x, t) = (etHΩ(x)e−tH)T = e−tHΩT (x)etH = (e−tHΩ†(x)γ0etHγ0)∗ = Ω
∗
(x,−t)γ0. (3.23)
As a results we can increase statistics, because we can calculate the 4-point correlatorGαβµν;α′β′µ′ν′(x, y, t, x′, y′)
from back propagate Gαβµν;α′β′µ′ν′(x′, y′, x, y,−t)∗.
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3.1.1 Quantum numbers of the two-Omega baryon system
We consider the quantum number with the Omega baryon as a local operator. This operator have the
total spin(S), the orbital angular momentum(L), the total angular momentum(J). The two fermion state
must change a sign under an exchange of them, while the asymptotic Omega-Omega state with given L
and S has a factor (−1)S+L+1 by the exchange, so that we should have S + L = even. In table 3.1, we
show the combination of L and S such as to reproduce the conserved quantum numbers JP in QCD. For
flavor structure, we consider only two-Omega baryon in initial and final state, because it doesn’t couple
another baryon in QCD. In this paper, we use the wall source, thus L = 0 in source. We can construct
only S = 0 state, because symmetry of Omega operator and wall source. We show it in Appendix C.
Hence we calculate only JP = 0+(L = 0, S = 0) in which the bound state is the most expected.
P = + P = −
J = 0 1S0,
5D0
3P0,
7F0
J = 1 5D1
3P1,
7F1
J = 2 5S2,
1D2,
5D2,
5G2
3P2,
7P2,
3F2,
7F2 ,
7H2
J = 3 5D3,
5G3
7P3,
3F3,
7F3 ,
7H3
J = 4 5D4,
1G4,
5G4,
5I4
7P4,
3F4,
7F4,
3H4,
7H4,
7K4
Table 3.1: Condition of the quantum number in Omega-Omega system. Set of S, L change each other in
same cell, because Parity and J is conserved. It’s taking into account constraints due to Pauli principle.
Let us consider the total spin and the angular momentum projection to the JP = 0+ state. We first
define spin 3/2 operator to perform total spin projection.
Ω 3
2 ,
3
2
= −(ψΓ+ψ)ψ 1
2
(3.24)
Ω 3
2 ,
1
2
=
1√
3
[
√
2(ψΓZψ)ψ 1
2
+ (ψΓ+ψ)ψ− 12 ] (3.25)
Ω 3
2 ,− 12 =
1√
3
[
√
2(ψΓZψ)ψ− 12 + (ψΓ−ψ)ψ 12 ] (3.26)
Ω 3
2 ,− 32 = (ψΓ−ψ)ψ− 12 (3.27)
where Γ± ≡ 12(Cγ2±iCγ1), ΓZ ≡ −i√2Cγ3 are spin 1 di-quark operator, in non-relativistic limit. Linear
combining single-Omega operator, we construct spin 3, spin 2, spin 1, spin 0 states of two-Omega. These
state is given by
(ΩΩ)3,0 =
1√
20
(Ω 3
2 ,
3
2
Ω 3
2 ,− 32 + 3Ω 32 , 12Ω 32 ,− 12 + 3Ω 32 ,− 12Ω 32 . 12 + Ω 32 ,− 32Ω 32 , 32 ), (3.28)
(ΩΩ)2,0 =
1
2
(Ω 3
2 ,
3
2
Ω 3
2 ,− 32 + Ω 32 , 12Ω 32 ,− 12 − Ω 32 ,− 12Ω 32 . 12 − Ω 32 ,− 32Ω 32 , 32 ), (3.29)
(ΩΩ)1,0 =
1√
20
(3Ω 3
2 ,
3
2
Ω 3
2 ,− 32 − Ω 32 , 12Ω 32 ,− 12 − Ω 32 ,− 12Ω 32 . 12 + 3Ω 32 ,− 32Ω 32 , 32 ), (3.30)
(ΩΩ)0,0 =
1
2
(Ω 3
2 ,
3
2
Ω 3
2 .− 32 − Ω 32 , 12Ω 32 .− 12 + Ω 32 ,− 12Ω 32 . 12 − Ω 32 ,− 32Ω 32 . 32 ). (3.31)
We derive it Appendix D.
Secondly, we consider a projection of orbital angular momentum using cubic group which show Ap-
pendix E. we employ the cubic group projection defined by
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P aν =
da
g
g∑
i
Daνν(Ri)
∗Ri, (3.32)
where a represents an irreducible representation of the cubic group, whose dimension is da, Ri is an
element of the cubic group and acts on r⃗ the sink operator. Da(Ri) is the corresponding matrix in the
irreducible representation acting on spin components, and g is the order of the cubic group. We use A1
corresponding the L = 0 and the L = 4 state, but the L = 4 component is small.
3.2 2pt-correlator and 4pt-correlator in Omega-Omega system.
We show wick contraction of the Omega-Omega system for calculating the eﬀective mass and NBS wave
function. We need mass information to calculate Potential Eq. (2.59). We need 2pt-correlator to measure
the eﬀective mass in Eq. (2.28). The Omega baryon operator and the anti-Omega baryon operator is
defined as
Ωk1g(x) ≡ εc1c2c3δg3g(Cγk1)g1g2sc1g1(x)sc2g2(x)sc3g3(x) (3.33)
,
Ωk1g(x) ≡ −εc3c2c1δg3g(γk1C)g2g1 s¯c3g3(x)s¯c2g2(x)s¯c1g1(x) (3.34)
So 2pt time correlator is given as
G(t) = −
∑
x
〈
Ωkg(t, x)Ωk′g′(0, 0)
〉
=
∑
x
εc1c2c3εc
′
3c
′
2c
′
1δg3gδg′3g′(Cγk1)g1g2(γk′1C)g′2g′1
〈
sc1g1(x)s
c2
g2(x)s
c3
g3(x)s
c′3
g′3
(0)s
c′2
g′2
(0)s
c′1
g′1
(0)
〉
, (3.35)
where factor −1 which does not contribute the physics is the definition of the anti-Omega operator. We
define s(ξ1) ≡ sc1g1(x) and s¯(ξ′1) ≡ s¯
c′1
g′1
(0). We calculate the bracket part
〈
sc1g1(x)s
c2
g2(x)s
c3
g3(x)s
c′3
g′3
(0)s
c′2
g′2
(0)s
c′1
g′1
(0)
〉
=
〈
s(ξ1)s(ξ2)s(ξ3)s¯(ξ
′
3)s¯(ξ
′
2)s¯(ξ
′
1)
〉
=
〈
s(ξ1)s¯(ξ
′
1)
〉 〈
s(ξ2)s¯(ξ
′
2)
〉 〈
s(ξ3)s¯(ξ
′
3)
〉
− 〈s(ξ1)s¯(ξ′1)〉 〈s(ξ2)s¯(ξ′3)〉 〈s(ξ3)s¯(ξ′2)〉
− 〈s(ξ1)s¯(ξ′2)〉 〈s(ξ2)s¯(ξ′1)〉 〈s(ξ3)s¯(ξ′3)〉
+
〈
s(ξ1)s¯(ξ
′
2)
〉 〈
s(ξ2)s¯(ξ
′
3)
〉 〈
s(ξ3)s¯(ξ
′
1)
〉
+
〈
s(ξ1)s¯(ξ
′
3)
〉 〈
s(ξ2)s¯(ξ
′
1)
〉 〈
s(ξ3)s¯(ξ
′
2)
〉
− 〈s(ξ1)s¯(ξ′3)〉 〈s(ξ2)s¯(ξ′2)〉 〈s(ξ3)s¯(ξ′1)〉 (3.36)
Finally we get 2pt-correlator as
G(t) =
∑
x
εc1c2c3εc
′
3c
′
2c
′
1δg3gδg′3g′(Cγk1)g1g2(γk′1C)g′2g′1
[
〈
s(ξ1)s¯(ξ
′
1)
〉
(
〈
s(ξ2)s¯(ξ
′
2)
〉 〈
s(ξ3)s¯(ξ
′
3)
〉− 〈s(ξ2)s¯(ξ′3)〉 〈s(ξ3)s¯(ξ′2)〉
+
〈
s(ξ1)s¯(ξ
′
2)
〉
(− 〈s(ξ2)s¯(ξ′1)〉 〈s(ξ3)s¯(ξ′3)〉+ 〈s(ξ2)s¯(ξ′3)〉 〈s(ξ3)s¯(ξ′1)〉)
+
〈
s(ξ1)s¯(ξ
′
3)
〉
(
〈
s(ξ2)s¯(ξ
′
1)
〉 〈
s(ξ3)s¯(ξ
′
2)
〉− 〈s(ξ2)s¯(ξ′2)〉 〈s(ξ3)s¯(ξ′1)〉)]. (3.37)
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where ⟨s(ξ)s¯(ξ′)⟩ is the quark propagator from 0 to x. In this way, we can calculate the 2pt-correlator
quark propagators are given.
Next we consider 4pt-correlator defined as
Wαk1βk2,β′k′2α′k′1(r) ≡
∑
x
〈
Ωαk1(x+ r)Ωβk2(x)Ω¯βk′2Ω¯α′k′1
〉
=
∑
x
〈
Ωαk1(x+ r)Ωβk2(x)s¯(ξ
′
6)s¯(ξ
′
5)s¯(ξ
′
4)s¯(ξ
′
3)s¯(ξ
′
2)s¯(ξ
′
1)
〉
ϵc
′
4c
′
5c
′
6ϵc
′
1c
′
2c
′
3δα′g′3δβ′g′6(γk′1C)g′2g′1(γk′2C)g′5g′4 (3.38)
We calculate the bracket part as
〈
Ωαk1(x+ r)Ωβk2(x)s¯(ξ
′
6)s¯(ξ
′
5)s¯(ξ
′
4)s¯(ξ
′
3)s¯(ξ
′
2)s¯(ξ
′
1)
〉
=
〈
Ωαk1(x+ r)s¯(ξ
′
3)s¯(ξ
′
2)s¯(ξ
′
1)
〉 〈
Ωβk2(x)s¯(ξ
′
6)s¯(ξ
′
5)s¯(ξ
′
4)
〉
− 〈Ωαk1(x+ r)s¯(ξ′3)s¯(ξ′2)s¯(ξ′6)〉 〈Ωβk2(x)s¯(ξ′1)s¯(ξ′5)s¯(ξ′4)〉
− 〈Ωαk1(x+ r)s¯(ξ′3)s¯(ξ′2)s¯(ξ′5)〉 〈Ωβk2(x)s¯(ξ′1)s¯(ξ′6)s¯(ξ′4)〉
− 〈Ωαk1(x+ r)s¯(ξ′3)s¯(ξ′2)s¯(ξ′4)〉 〈Ωβk2(x)s¯(ξ′1)s¯(ξ′6)s¯(ξ′5)〉
− 〈Ωαk1(x+ r)s¯(ξ′3)s¯(ξ′1)s¯(ξ′6)〉 〈Ωβk2(x)s¯(ξ′2)s¯(ξ′5)s¯(ξ′4)〉
− 〈Ωαk1(x+ r)s¯(ξ′3)s¯(ξ′1)s¯(ξ′5)〉 〈Ωβk2(x)s¯(ξ′2)s¯(ξ′6)s¯(ξ′4)〉
− 〈Ωαk1(x+ r)s¯(ξ′2)s¯(ξ′1)s¯(ξ′6)〉 〈Ωβk2(x)s¯(ξ′3)s¯(ξ′5)s¯(ξ′4)〉
− 〈Ωαk1(x+ r)s¯(ξ′2)s¯(ξ′1)s¯(ξ′5)〉 〈Ωβk2(x)s¯(ξ′3)s¯(ξ′6)s¯(ξ′4)〉
− 〈Ωαk1(x+ r)s¯(ξ′2)s¯(ξ′1)s¯(ξ′4)〉 〈Ωβk2(x)s¯(ξ′3)s¯(ξ′6)s¯(ξ′5)〉
− 〈Ωαk1(x+ r)s¯(ξ′3)s¯(ξ′1)s¯(ξ′4)〉 〈Ωβk2(x)s¯(ξ′2)s¯(ξ′6)s¯(ξ′5)〉
− 〈Ωαk1(x+ r)s¯(ξ′6)s¯(ξ′5)s¯(ξ′4)〉 〈Ωβk2(x)s¯(ξ′3)s¯(ξ′2)s¯(ξ′1)〉
+
〈
Ωαk1(x+ r)s¯(ξ
′
1)s¯(ξ
′
5)s¯(ξ
′
4)
〉 〈
Ωβk2(x)s¯(ξ
′
3)s¯(ξ
′
2)s¯(ξ
′
6)
〉
+
〈
Ωαk1(x+ r)s¯(ξ
′
1)s¯(ξ
′
6)s¯(ξ
′
4)
〉 〈
Ωβk2(x)s¯(ξ
′
3)s¯(ξ
′
2)s¯(ξ
′
5)
〉
+
〈
Ωαk1(x+ r)s¯(ξ
′
1)s¯(ξ
′
6)s¯(ξ
′
5)
〉 〈
Ωβk2(x)s¯(ξ
′
3)s¯(ξ
′
2)s¯(ξ
′
4)
〉
+
〈
Ωαk1(x+ r)s¯(ξ
′
2)s¯(ξ
′
5)s¯(ξ
′
4)
〉 〈
Ωβk2(x)s¯(ξ
′
3)s¯(ξ
′
1)s¯(ξ
′
6)
〉
+
〈
Ωαk1(x+ r)s¯(ξ
′
2)s¯(ξ
′
6)s¯(ξ
′
4)
〉 〈
Ωβk2(x)s¯(ξ
′
3)s¯(ξ
′
1)s¯(ξ
′
5)
〉
+
〈
Ωαk1(x+ r)s¯(ξ
′
3)s¯(ξ
′
5)s¯(ξ
′
4)
〉 〈
Ωβk2(x)s¯(ξ
′
2)s¯(ξ
′
1)s¯(ξ
′
6)
〉
+
〈
Ωαk1(x+ r)s¯(ξ
′
3)s¯(ξ
′
6)s¯(ξ
′
4)
〉 〈
Ωβk2(x)s¯(ξ
′
2)s¯(ξ
′
1)s¯(ξ
′
5)
〉
+
〈
Ωαk1(x+ r)s¯(ξ
′
3)s¯(ξ
′
6)s¯(ξ
′
5)
〉 〈
Ωβk2(x)s¯(ξ
′
2)s¯(ξ
′
1)s¯(ξ
′
4)
〉
+
〈
Ωαk1(x+ r)s¯(ξ
′
2)s¯(ξ
′
6)s¯(ξ
′
5)
〉 〈
Ωβk2(x)s¯(ξ
′
3)s¯(ξ
′
1)s¯(ξ
′
4)
〉
, (3.39)
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where ⟨Ω(x)s¯(ξ′)s¯(ξ′)s¯(ξ′)⟩ is called “sub diagram” which is calculated〈
Ωαk1(x)s¯(ξ
′
3)s¯(ξ
′
2)s¯(ξ
′
1)
〉
= εc1c2c3(Cγk1)g1g2δαg3
〈
s(ξ1)s(ξ2)s(ξ3)s¯(ξ
′
3)s¯(ξ
′
2)s¯(ξ
′
1)
〉
= εc1c2c3(Cγk1)g1g2δαg3
[
〈
s(ξ1)s¯(ξ
′
1)
〉 〈
s(ξ2)s¯(ξ
′
2)
〉 〈
s(ξ3)s¯(ξ
′
3)
〉
− 〈s(ξ1)s¯(ξ′1)〉 〈s(ξ2)s¯(ξ′3)〉 〈s(ξ3)s¯(ξ′2)〉
− 〈s(ξ1)s¯(ξ′2)〉 〈s(ξ2)s¯(ξ′1)〉 〈s(ξ3)s¯(ξ′3)〉
+
〈
s(ξ1)s¯(ξ
′
2)
〉 〈
s(ξ2)s¯(ξ
′
3)
〉 〈
s(ξ3)s¯(ξ
′
1)
〉
+
〈
s(ξ1)s¯(ξ
′
3)
〉 〈
s(ξ2)s¯(ξ
′
1)
〉 〈
s(ξ3)s¯(ξ
′
2)
〉
− 〈s(ξ1)s¯(ξ′3)〉 〈s(ξ2)s¯(ξ′2)〉 〈s(ξ3)s¯(ξ′1)〉]. (3.40)
The 4pt correlator has 6 s-quarks at sink and 6 s¯-quarks at source, thus the number of the contraction is
6! = 720, Using the symmetry of the quarks in sub diagrams, we can reduce the number of the contraction
6!/(3!3!) = 20. Due to this, there is 20 terms in Eq. (3.39).
For reduction of the computational cost, we consider momentum space using Fourier transform. We
note that we used FFTW library which is very fast using the butterfly computation in our simulation.
f(x) =
1
V
∑
q
f˜(q)eiq·x (3.41)
f˜(q) =
∑
q
f(x)e−iq·x (3.42)
We can remove sum of x in the 4pt-correlator as
W (r) ≡
∑
x
f(x+ r)g(x)
=
∑
x
1
V 2
∑
q
∑
k
f˜(q)eiq(x+r)g˜(k)eikx
=
1
V
∑
q
∑
k
f˜(q)g˜(k)eiqrδ(q + k)
=
1
V
∑
q
f˜(q)g˜(−q)eiqr. (3.43)
As a results, we perform follow step for calculate the NBS wave function.
• calculate quark propagator
• contracted sub diagrams at sink part
• Fourier transform of sub diagrams
• contracted diagram at source part
• inverse Fourier transform of diagrams
Finally we show the contraction of the diagram in source part in Fig. 3.1 and Fig. 3.2.
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Figure 3.1: Diagram of the Omega-Omega system at the first half of part.
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Figure 3.2: Diagram of the Omega-Omega system at the second half of part.
Chapter 4
Okubo-marshark decomposition
We derive the general form of the baryon-baryon potential. There are several symmetries of the potential.
• Because of Probability conservation, potential have hermitian symmetry.V † = V
• Energy-momentum conservation. Energy conservation demand that the potential does not depend
on time. Momentum conservation deduce the translation invariance of potential.
• Galilei invariance. We can use the center of mass momentum of the two-body system.
This is a general form of potential used translational symmetry and Galilei invariance
Vα′β′:αβ(r⃗, v⃗), (4.1)
where r⃗ = r⃗1 − r⃗2, v⃗ = v⃗1 − v⃗2.
• Flavor symmetry. For example 8 ⊗ 8 = 27 ⊕ 10 ⊕ 1¯0 ⊕ 8, 10 ⊗ 8 = 35 ⊕ 8 ⊕ 10 ⊕ 27, 10 ⊗ 10 =
28⊕ 27⊕ 35⊕ 1¯0
Vα′β′:αβ(r⃗, v⃗, S⃗1, S⃗2) =
∑
R
V (R)(r⃗, v⃗, S⃗1, S⃗2) · P (R)α′β′:αβ , (4.2)
where P (R)α′β′:αβ is projection matrix onto irreducible representation R, α,β are spin indices.
• T-symmetry. x←→ x, p←→ −p, S ←→ −S
• P-symmetry.x←→ −x, p←→ −p, S ←→ S
• Rotation symmetry. We consider rotation symmetry
Vα′β′:αβ(r⃗1,r⃗2, v⃗1, v⃗2) = Uα′α¯′(g)Uβ′β¯′(g)Vα¯′β¯′:α¯β¯(g
−1r⃗1,g−1r⃗2, g−1v⃗1, g−1v⃗2)Uα¯α(g−1)Uβ¯β(g
−1),
(4.3)
where α,β,α′,β′is spinor indices and U(g)is representation matrix for spin12 and spin
3
2 for g ∈ SO(3).
• Particle exchange x ←→ −x, p ←→ −p, S1 ←→ S2, if we consider a potential between same
particles.
The potential is constrained by theses conditions.
25
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4.1 Octet-Octet baryon
Okubo and Marshak derived the general form of the octet-octet baryon potential in the space of the
two-component spinors. It’s derived by [29].
4.2 Decuplet-Decuplet baryon
In this chapter we derive the Okubo-Marshak decomposition for decuplet-decuplet system. Note that
we show general form of potentials except 6th order 3rd and 4th term, Considering only 0th order of
derivative expansion.
As a strategy, we make SU(2) matrix for spin 32 . Because of 4 × 4 matrix, We need 16 linearly
independent bases.
B(0), B(1), · · · , B(15) (4.4)
We can decompose spin of the potential by using these bases
Vα′β′:αβ =
15∑
i,j=0
V (i,j)B(i)a′αB
(j)
β′β (4.5)
SU(2) matrix for spin 32
S1 =
1
2
⎛⎜⎜⎝
0
√
3 0 0√
3 0 2 0
0 2 0
√
3
0 0
√
3 0
⎞⎟⎟⎠ , S2 = 12
⎛⎜⎜⎝
0 −i√3 0 0
i
√
3 0 −2i 0
0 2i 0 −i√3
0 0 i
√
3 0
⎞⎟⎟⎠
S3 =
1
2
⎛⎜⎜⎝
3 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −3
⎞⎟⎟⎠ (4.6)
These matrix satisfy this commutation relation as
[Si, Sj ] = iεijkSk. (4.7)
We make non-abelian traceless symmetric tensor for SU(2)
P (0)(S⃗) ≡ 1, (4.8)
P (1)i (S⃗) ≡ Si, (4.9)
P (2)ij (S⃗) ≡
1
2
{Si, Sj}− 1
3
S2δij , (4.10)
P (3)ijk (S⃗) ≡ Aijk −
2
15
Bijk − 115Cijk
= Aijk +
1− 3−→S 2
15
(δijSk + δikSj + δjkSi), (4.11)
where
Aijk ≡ 1
3!
(SiSjSk + SiSkSj + SjSiSk + SjSkSi + SkSiSj + SkSjSi) (4.12)
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Bijk ≡ −→S 2(δij · Sk + δik · Sj + δjk · Si), (4.13)
Cijk ≡
3∑
l=1
(δijSlSkSl + δikSlSjSl + δjkSlSiSl). (4.14)
Theses are base of Spherical harmonics which show Appendix F.
We can check traceless. Traceless of P (1)i is trivial.
P (2)ij is satisfied
δijP
(2)
ij = δij(
1
2
{Si, Sj}− 1
3
S2δij) = 0 (4.15)
P (3)ijk is satisfied
δijP
(3)
ijk (
−→
S2) = 0 (4.16)
We check it.
δijP
(3)
ijk (
−→
S2) = δij(A
ijk +
1− 3−→S 22
15
(δijSk2 + δ
ikSj2 + δ
jkSl2))
= Aiik +
1− 3−→S 22
3
Sk2 (4.17)
Aiik ≡ 13!(4S
2Sk + 2SiSkSi) =
1
3!
(4S2Sk + 2(S
2 − 1)Sk) = −13(1− 3S
2)Sk (4.18)
So Eq. (4.16) is satisfied.
Therefore these are traceless. Si is satisfied
U(g)SiU(g
−1) = Rij(g)Sj . (4.19)
Therefore P is transformed as
U(g)P (0)U(g−1) = P (0), (4.20)
U(g)P (1)i U(g
−1) = Rii′(g)P
(1)
i′ , (4.21)
U(g)P (2)ij U(g
−1) = Rii′(g)Rjj′(g)P
(2)
i′j′ , (4.22)
U(g)P (3)ijkU(g
−1) = Rii′(g)Rjj′(g)Rkk′(g)P
(3)
i′j′k′ . (4.23)
The potential is imposed a rotation symmetry by using scalar product about spin indices i, j
Vα′β′:αβ(r⃗, v⃗, S⃗1, S⃗2) =
∑
n,m=0
V (n,m)i1,··· ,in:j1.··· .jm
(r⃗, v⃗) · (P (n)i1,··· ,in(S⃗1))(P
(m)
j1,··· ,jm(S⃗2)). (4.24)
Origin of the spin indices in the V (n,m)i1,··· ,in:j1.··· .jm
(r⃗, v⃗) are ri and ▽i. Finally, the potential have rotational
symmetry, because right hand side is scalar.
These 16matrices are linear independence
• 0-order: 1 matrix
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P (0) (4.25)
• 1st-order: 3 matrices
P (1)1 , P
(1)
2 , P
(1)
3 (4.26)
• 2nd-order: 5 matrices
P (2)12 , P
(2)
23 , P
(2)
31 , P
(2)
11 , P
(2)
22 (4.27)
• 3rd-order: 7 matrices
P (3)123, P
(3)
112, P
(3)
113, P
(3)
221, P
(3)
223, P
(3)
331, P
(3)
332 (4.28)
It is not enough, however in theses 16 matrices. Since we decompose the r dependent part, we need up
to 6th-order abelian traceless symmetric tensor for scalar product. We know traceless symmetric tensors
are base of the spherical harmonics which show Appendix F, therefore we can decompose the r dependent
part using the traceless symmetric tensors.
• 4th-order:
P (4)ijkl(r) = (rirjrkrl−
−→r 2
7
(rirjδkl+rirkδjl+rirlδjk+rjrkδil+rjrlδik+rkrlδij)+
−→r 4
35
(δijδkl+δikδjl+δilδjk))
(4.29)
5th-order is not used, because order of spin is only even, but we show
• 5th-order:
P (5)ijkmn(r) = (rirjrkrmrn
− 1
9
(rirjrkδmn + rirjrmδkn + rirkrmδjn + rjrkrmδin + rirjrnδkm
+ rirkrnδjm + rjrkrnδim + rirmrnδjk + rjrmrnδik + rkrmrnδij)
+
1
63
(ri[δijδmn + δjmδkn + δjnδkm] + rj [δikδmn + δimδkn + δinδkm] + rk[δijδmn + δimδjn + δinδjm]
+ rm[δjiδkn + δikδjn + δinδjk] + rn[δijδkm + δikδjm + δimδjk]) (4.30)
• 6th-order:
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P (6)ijkmnl(
−→r ) = rirjrkrmrnrl
− 1
11
{rirjrkrmδnl + rirjrkrnδml + rirjrmrnδkl + rirkrmrnδjl + rjrkrmrnδil
+ rirjrkrlδmn + rirjrmrlδkn + rirkrmrlδjn + rjrkrmrlδin + rirjrnrlδkm
+ rirkrnrlδjm + rjrkrnrlδim + rirmrnrlδjk + rjrmrnrlδik + rkrmrnrlδij}
+
1
99
(rirjδkmδnl + rirjδknδml + rirjδmnδkl + rirkδjmδnl + rirkδjnδml
+ rirkδmnδjl + rirmδjkδnl + rirmδjnδkl + rirmδknδjl + rirnδjkδml
+ rirnδjmδkl + rirnδkmδjl + rirlδjkδmn + rirlδjmδkn + rirlδkmδjn
+ rjrmδknδil + rjrnδikδml + rjrnδimδkl + rjrnδkmδil + rjrlδikδmn
+ rjrlδimδkn + rjrlδkmδin + rkrmδijδnl + rkrmδinδjl + rkrmδjnδil
+ rkrnδijδml + rkrmδimδjl + rkrnδjmδil + rkrlδijδmn + rkrlδimδjn
+ rkrlδjmδin + rmrnδijδkl + rmrnδikδjl + rmrnδjkδil + rmrlδijδkn
+ rmrlδikδjn + rmrlδjkδin + rnrlδijδkm + rnrlδikδjm + rnrlδjkδim
− 1
693
(δijδkmδnl + δijδknδml + δijδmnδkl + δikδjmδnl + δikδjnδml
+ δikδmnδjl + δjkδimδnl + δimδjnδkl + δimδknδjl + δjkδinδml
+ δjmδinδkl + δkmδinδjl + δjkδilδmn + δjmδilδkn + δkmδilδjn) (4.31)
These have useful reduction formula as
SiSjSi = ([Si, Sj ] + SjSi)Si
= (iεijkSk + SjSi)Si
=
1
2
iεijk[Sk, Si] + SjS2
=
1
2
iiεijkεkilSl + SjS2
= −δjlSl + SjS2
= (
−→
S2 − 1)Sj . (4.32)
Now that we are ready, we start to decompose a potential between decuplet baryon and decuplet
baryon.
• Polynnominal-degrees of spin matrices = 0, 2, 4, 6, because of T-symmetry.
x→ −x, p→ −p S → −S i→ −i (4.33)
• Potential have symmetry of S1 ←→ S2, if we consider a potential between same particles. Now we
consider Ω− Ω system. Because of spatial reflection and particle exchange.
x→ x, p→ p S1 → S2 (4.34)
• Possible forms of potentials can be expressed as products of spin-matrix structure and coordinate
function structure, because a potential have rotational symmetry.
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Vα′β′:αβ(r⃗, v⃗, S⃗1, S⃗2) =
∑
n,m=0
V (n,m)i1,··· ,in:j1.··· .jm
(r⃗, v⃗) · (P (n)i1,··· ,in(S⃗1))(P
(m)
j1,··· ,jm(S⃗2)) (4.35)
order(index) spin-matrix coordinate function
0 12(P
(0)(
−→
S1) + P (0)(
−→
S2)) VC(r)
2(i.j)
1
2(P
(1)
i (
−→
S1)P
(1)
j (
−→
S2) + P
(1)
i (
−→
S2)P
(1)
j (
−→
S1)) VC2 (r)δij
1
2(P
(2)
ij (
−→
S1) + P
(2)
ij (
−→
S2)) VT (r)P
(2)
ij (
−→r )
4(i, j, k, l)
1
2(P
(2)
ij (
−→
S1)P
(2)
kl (
−→
S2) + P
(2)
ij (
−→
S2)P
(2)
kl (
−→
S1)) VC4(r)δijδkl
1
2(P
(3)
ijk (
−→
S1)P
(1)
l (
−→
S2) + P
(3)
ijk (
−→
S2)P
(1)
l (
−→
S1)) VT4(r)P
(2)
ij (
−→r )δkl
VQ(r)P
(4)
ijkl(
−→r )
6(i, j, k, l,m, n)
1
2(P
(3)
ijk (
−→
S1)P
(3)
lmn(
−→
S2) + P
(3)
ijk (
−→
S2)P
(3)
lmn(
−→
S1)) VC6(r)δijδklδmn
VT6(r)P
(2)
ij (
−→r )δklδmn
VQ6(r)P
(4)
ijkl(
−→r )δmn
VH(r)P
(6)
ijklmn(
−→r )
where upper index is spin-order and lower index is spacial index.
• Specific system for 0th order is
1
2
(P (0)(
−→
S1) + P
(0)(
−→
S2))VC(r) = VC(r). (4.36)
• In 2nd order, 1st one is
1
2
{δij}{P (1)i (
−→
S1)P
(1)
j (
−→
S2) + P
(1)
i (
−→
S2)P
(1)
j (
−→
S1)}VC2 (r)
= S1 · S2VC2 (r). (4.37)
• In 2nd order, 2nd one is
1
2
P (2)ij (
−→r )(P (1)i (
−→
S1)P
(1)
j (
−→
S2) + P
(1)
i (
−→
S1)P
(1)
j (
−→
S2))VT (r)
=
1
2
(rirj − r
2
3
δij)(S
i
1S
j
2 + S
i
2S
j
1)VT (r)
= ((S1 · r)(S2 · r)− r
2
3
S1 · S2)VT (r). (4.38)
• In 2nd order, 3rd one is
1
2
P (2)ij (
−→r )(P (2)ij (
−→
S1) + P
(2)
ij (
−→
S2))VT (r)
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= (rirj − r
2
3
δij)(
1
2
{Si1, Sj1}−
δij
3
−→
S1
2 +
1
2
{Si2, Sj2}−
δij
3
−→
S2
2)VT (r)
= (rirj − r
2
3
δij)(
1
2
{Si1, Sj1}−
δij
3
−→
S1
2 +
1
2
{Si2, Sj2}−
δij
3
−→
S2
2)VT (r)
= ((−→r ·−→S1)2 −
−→r 2
3
−→
S1
2 + (−→r ·−→S2)2 −
−→r 2
3
−→
S2
2)VT (r). (4.39)
Since the traceless, another one is vanish as
1
2
{δij}{P (2)ij (
−→
S1) + P
(2)
ij (
−→
S2)}VC2 (r) = 0. (4.40)
• In 4th order, 1st one is
1
2
(P (2)ij (
−→
S1)P
(2)
kl (
−→
S2) + P
(2)
ij (
−→
S2)P
(2)
kl (
−→
S1))δikδjlVC4(r)
= P (2)ij (
−→
S1)P
(2)
ij (
−→
S2)VC4(r)
= (
1
2
{Si1, Sj1}−
1
3
−→
S1
2δij)(
1
2
{Si2, Sj2}−
1
3
−→
S2
2δij)VC4(r)
= (
1
4
{Si1, Sj1}{Si2, Sj2}−
1
6
{−→S i1,
−→
S j1}
−→
S 22δij)VC4(r)
= (
1
2
Si1S
j
1{Si2Sj2 + Sj2Si2}−
1
3
−→
S 21
−→
S 22)VC4(r)
= (
1
2
(
−→
S 1 ·−→S 2)2 +
3∑
i=1
Si1(
−→
S 1 ·−→S 2)Si2 −
1
3
−→
S 21
−→
S 22)VC4(r). (4.41)
• In 4th order, 2nd one is
1
2
(P (2)ij (
−→
S1)P
(2)
kl (
−→
S2) + P
(2)
ij (
−→
S2)P
(2)
kl (
−→
S1))P
(2)
ik (
−→r )δjlVT4(r)
= P (2)ij (
−→
S1)P
(2)
kj (
−→
S2)P
(2)
ik (
−→r )VT4(r)
= (
1
2
{Si1, Sj1}−
1
3
S21δij)(
1
2
{Sk2 , Sj2}−
1
3
−→
S 22δkj)(rirk −
1
3
−→r 2δik)VT4(r)
= (
1
4
{Si1, Sj1}{Sk2 , Sj2}−
1
6
S21{Sk2 , Si2}−
1
6
{Si1, Sk1}
−→
S 22 +
1
9
S21δik
−→
S 22)(rirk −
1
3
−→r 2δik)VT4(r). (4.42)
Using follow relation
{Si1, Sj1}{Sk2 , Sj2} = (Si1Sj1 + Sj1Si1)(Sk2Sj2 + Sj2Sk2 )
= (Si1S
k
2 (
−→
S1 ·−→S2) + Sj1Si1Sk2Sj2 + Si1(
−→
S1 ·−→S2)Sk2 + (
−→
S1 ·−→S2)Si1Sk2 ), (4.43)
we derive the
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(
1
4
{Si1, Sj1}{Sk2 , Sj2}−
1
6
S21{Sk2 , Si2}−
1
6
{Si1, Sk1}
−→
S 22 +
1
9
S21δik
−→
S 22)(rirk −
1
3
−→r 2δik)VT4(r)
= (
1
4
(Si1S
k
2 (
−→
S1 ·−→S2) + Sj1Si1Sk2Sj2 + Si1(
−→
S1 ·−→S2)Sk2 + (
−→
S1 ·−→S2)Si1Sk2 )
− 1
3
S21S
k
2S
i
2 −
1
3
Si1S
k
1
−→
S 22 +
1
9
S21δik
−→
S 22)(rirk −
1
3
−→r 2δik)VT4(r)
= (
1
4
((−→r ·−→S1)(−→r ·−→S2)(−→S1 ·−→S2) + Sj1(−→r ·
−→
S1)(
−→r ·−→S2)Sj2
+ (−→r ·−→S1)(−→S1 ·−→S2)(−→r ·−→S2) + (−→S1 ·−→S2)(−→r ·−→S1)(−→r ·−→S2))− 1
3
S21(
−→r ·−→S2)2
− 1
3
(−→r ·−→S1)2−→S 22 +
1
9
S21
−→r 2−→S 22 −
1
3
−→r 2(1
2
(Sj1(
−→
S1 ·−→S2)Sj2 + (
−→
S1 ·−→S2)2)− 1
3
S21
−→
S 22)VT4(r)
= (
1
4
((−→r ·−→S1)(−→r ·−→S2)(−→S1 ·−→S2) + Sj1(−→r ·
−→
S1)(
−→r ·−→S2)Sj2 + (−→r ·
−→
S1)(
−→
S1 ·−→S2)(−→r ·−→S2)
+ (
−→
S1 ·−→S2)(−→r ·−→S1)(−→r ·−→S2))− 1
3
S21(
−→r ·−→S2)2 − 1
3
(−→r ·−→S1)2−→S 22 +
2
9
−→r 2−→S 21
−→
S 22
− 1
6
−→r 2(Sj1(
−→
S1 ·−→S2)Sj2 + (
−→
S1 ·−→S2)2))VT4(r). (4.44)
• In 4th order, 3rd one is
1
2
(P (3)ijk (
−→
S1)P
(1)
l (
−→
S2) + P
(3)
ijk (
−→
S2)P
(1)
l (
−→
S1))P
(2)
ij (
−→r )δklVT4(r)
= (P (3)ijk (
−→
S1)P
(1)
k (
−→
S2) + P
(3)
ijk (
−→
S2)P
(1)
k (
−→
S1))P
(2)
ij (
−→r )VT4(r)
= (P (3)ijk (
−→
S1)P
(1)
k (
−→
S2) + P
(3)
ijk (
−→
S2)P
(1)
k (
−→
S1))(rirj − 1
3
−→r 2δij)VT4(r)
= (((Aijk1 +
1− 3−→S 21
15
(δijSk1 + δ
ik
1 S
j
1 + δ
jkSl1))S
k
2 + (A
ijk
2 +
1− 3−→S 22
15
(δijSk2 + δ
ikSj2 + δ
jkSl2))S
k
1 )rirj)VT4(r)
= ((Aijk1 rirjS
k
2 +
1− 3−→S 21
15
(−→r 2(−→S1 ·−→S2) + 2(−→r ·−→S1)(−→r ·−→S2))) + (S1 ⇐⇒ S2))VT4(r). (4.45)
Using follow relation as
Aijk1 rirjS
k
2 =
1
3!
(SiSjSk + SiSkSj + SjSiSk + SjSkSi + SkSiSj + SkSjSi)rirjS
k
2
=
1
3
((−→r ·−→S1)2(−→S1 ·−→S2) + (−→r ·−→S1)(−→S1 ·−→S2)(−→r ·−→S1) + (−→S1 ·−→S2)(−→r ·−→S1)2). (4.46)
Therefore in 4th order 3rd one is
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((Aijk1 rirjS
k
2 +
1− 3−→S 21
15
(−→r 2(−→S1 ·−→S2) + 2(−→r ·−→S1)(−→r ·−→S2))) + (S1 ⇐⇒ S2))VT4(r)
= (
1
3
((−→r ·−→S1)2(−→S1 ·−→S2) + (−→r ·−→S1)(−→S1 ·−→S2)(−→r ·−→S1) + (−→S1 ·−→S2)(−→r ·−→S1)2)
+
1− 3−→S 21
15
(−→r 2(−→S1 ·−→S2) + 2(−→r ·−→S1)(−→r ·−→S2))
+
1
3
((−→r ·−→S2)2(−→S1 ·−→S2) + (−→r ·−→S2)(−→S1 ·−→S2)(−→r ·−→S2) + (−→S1 ·−→S2)(−→r ·−→S2)2)
+
1− 3−→S 22
15
(−→r 2(−→S1 ·−→S2) + 2(−→r ·−→S1)(−→r ·−→S2)))VT4(r). (4.47)
• In 4th order, 4th one is
1
2
(P (2)ij (
−→
S1)P
(2)
kl (
−→
S2) + P
(2)
ij (
−→
S2)P
(2)
kl (
−→
S1))P
(4)
ijkl(
−→r )VQ(r)
=
1
2
P (2)ij (
−→
S1)P
(2)
kl (
−→
S2)P
(4)
ijkl(
−→r )VQ(r)
=
1
2
P (2)ij (
−→
S1)P
(2)
kl (
−→
S2)(rirjrkrl −
−→r 2
7
(rirjδkl + rirkδjl + rirlδjk + rjrkδil + rjrlδik + rkrlδij)
+
−→r 4
35
(δijδkl + δikδjl + δilδjk))VQ(r)
= [
1
2
P (2)ij (
−→
S1)P
(2)
kl (
−→
S2)(rirjrkrl)
+
1
2
P (2)ij (
−→
S1)P
(2)
kl (
−→
S2)(−
−→r 2
7
(rirjδkl + rirkδjl + rirlδjk + rjrkδil + rjrlδik + rkrlδij))
+
1
2
P (2)ij (
−→
S1)P
(2)
kl (
−→
S2)(
−→r 4
35
(δijδkl + δikδjl + δilδjk))]VQ(r)
= [
1
2
P (2)ij (
−→
S1)P
(2)
kl (
−→
S2)(rirjrkrl)
+
1
2
P (2)ij (
−→
S1)P
(2)
kl (
−→
S2)(−
−→r 2
7
(rirkδjl + rirlδjk + rjrkδil + rjrlδik))
+
1
2
P (2)ij (
−→
S1)P
(2)
kl (
−→
S2)(
−→r 4
35
(δikδjl + δilδjk))]VQ(r)
= [
1
2
(
1
2
{−→S 1 ·−→r ,−→S 1 ·−→r }− 1
3
−→
S1
2−→r 2)(1
2
{−→S 2 ·−→r ,−→S 2 ·−→r }− 1
3
−→
S2
2−→r 2)
+
1
2
P (2)ij (
−→
S1)P
(2)
kl (
−→
S2)(−
−→r 2
7
(rirkδjl + rirlδjk + rjrkδil + rjrlδik))
+
1
2
P (2)ij (
−→
S1)P
(2)
kl (
−→
S2)(
−→r 4
35
(δikδjl + δilδjk))]VQ(r). (4.48)
Since complicated, is calculated by dividing each term.
1st term is
1
2
(
1
2
{−→S 1 ·−→r ,−→S 1 ·−→r }− 1
3
−→
S1
2−→r 2)(1
2
{−→S 2 ·−→r ,−→S 2 ·−→r }− 1
3
−→
S2
2−→r 2)
=
1
2
(
1
2
{−→S 1 ·−→r ,−→S 1 ·−→r }(1
2
{−→S 2 ·−→r ,−→S 2 ·−→r }− 1
3
−→
S2
2−→r 2)− 1
3
−→
S1
2−→r 2(1
2
{−→S 2 ·−→r ,−→S 2 ·−→r }− 1
3
−→
S2
2−→r 2))
=
1
144
((18(
−→
S 1 ·−→r )2(−→S 2 ·−→r )2 − 12(−→S 1 ·−→r )2−→S22−→r 2)− 12−→S12−→r 2(−→S 2 ·−→r )2 + 8−→S12−→S22−→r 4). (4.49)
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2nd term is
1
2
P (2)ij (
−→
S1)P
(2)
kl (
−→
S2)(−
−→r 2
7
(rirkδjl + rirlδjk + rjrkδil + rjrlδik))
=
1
2
(−
−→r 2
7
(P (2)ij (
−→
S1)P
(2)
kj (
−→
S2)rirk + P
(2)
ij (
−→
S1)P
(2)
jl (
−→
S2)rirl + P
(2)
ij (
−→
S1)P
(2)
ki (
−→
S2)rjrk + P
(2)
ij (
−→
S1)P
(2)
il (
−→
S2)rjrl))
=
1
2
(−
−→r 2
7
(P (2)ji (
−→
S1)P
(2)
jk (
−→
S2)rirk + P
(2)
ji (
−→
S1)P
(2)
jl (
−→
S2)rirl + P
(2)
ij (
−→
S1)P
(2)
ik (
−→
S2)rjrk + P
(2)
ij (
−→
S1)P
(2)
il (
−→
S2)rjrl))
= −2
7
−→r 2(P (2)ji (
−→
S1)P
(2)
jk (
−→
S2)rirk)
= −2
7
−→r 2((1
2
{Sj1, Si1}−
1
3
S21δij)(
1
2
{Sj2, Sk2}−
1
3
S22δjk)rirk)
= −2
7
−→r 2((1
2
{Sj1Si1 + Si1Sj1}−
1
3
S21δij)(
1
2
{Sj2Sk2 + Sk2Sj2}−
1
3
S22δjk)rirk)
= −2
7
−→r 2((1
4
{Sj1Si1Sj2Sk2 + Si1Sj1Sj2Sk2 + Sj1Si1Sk2Sj2 + Si1Sj1Sk2Sj2}
− 1
6
{Sj1Si1 + Si1Sj1}S22δjk −
1
6
S21δij{Sj2Sk2 + Sk2Sj2}+
1
9
S21S
2
2δik)rirk)
= −2
7
−→r 2((1
4
{(−→S 1 ·−→S 2)(−→S 1 ·−→r )(−→S 2 ·−→r ) + (−→S 1 ·−→r )(−→S 1 ·−→S 2)(−→S 2 ·−→r )
+ Sj1(
−→
S 1 ·−→r )(−→S 2 ·−→r )Sj2 + (
−→
S 1 ·−→r )(−→S 2 ·−→r )(−→S 1 ·−→S 2)}
− 1
3
(
−→
S 1 ·−→r )2S22 −
1
3
S21(
−→
S 2 ·−→r )2 + 1
9
S21S
2
2
−→r 2)
= − 1
126
−→r 2((9{(−→S 1 ·−→S 2)(−→S 1 ·−→r )(−→S 2 ·−→r ) + (−→S 1 ·−→r )(−→S 1 ·−→S 2)(−→S 2 ·−→r )
+
3∑
j=1
Sj1(
−→
S 1 ·−→r )(−→S 2 ·−→r )Sj2 + (
−→
S 1 ·−→r )(−→S 2 ·−→r )(−→S 1 ·−→S 2)}
− 12(−→S 1 ·−→r )2S22 − 12S21(
−→
S 2 ·−→r )2 + 4S21S22−→r 2). (4.50)
last term is
1
2
P (2)ij (
−→
S1)P
(2)
kl (
−→
S2)(
−→r 4
35
(δikδjl + δilδjk)
=
−→r 4
35
(P (2)ij (
−→
S1)P
(2)
ij (
−→
S2))
=
−→r 4
35
(
1
2
(
−→
S 1 ·−→S 2)2 +
3∑
i=1
Si1(
−→
S 1 ·−→S 2)Si2 −
1
3
−→
S 21
−→
S 22). (4.51)
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Therefore Eq. (4.48) is given as
[
1
2
(
1
2
{−→S 1 ·−→r ,−→S 1 ·−→r }− 1
3
−→
S1
2−→r 2)(1
2
{−→S 2 ·−→r ,−→S 2 ·−→r }− 1
3
−→
S2
2−→r 2)
+
1
2
P (2)ij (
−→
S1)P
(2)
kl (
−→
S2)(−
−→r 2
7
(rirkδjl + rirlδjk + rjrkδil + rjrlδik))
+
1
2
P (2)ij (
−→
S1)P
(2)
kl (
−→
S2)(
−→r 4
35
(δikδjl + δilδjk))]VQ(r)
= [
1
144
((18(
−→
S 1 ·−→r )2(−→S 2 ·−→r )2 − 12(−→S 1 ·−→r )2−→S22−→r 2)− 12−→S12−→r 2(−→S 2 ·−→r )2 + 8−→S12−→S22−→r 4)
− 1
126
−→r 2((9{(−→S 1 ·−→S 2)(−→S 1 ·−→r )(−→S 2 ·−→r ) + (−→S 1 ·−→r )(−→S 1 ·−→S 2)(−→S 2 ·−→r )
+
3∑
j=1
Sj1(
−→
S 1 ·−→r )(−→S 2 ·−→r )Sj2 + (
−→
S 1 ·−→r )(−→S 2 ·−→r )(−→S 1 ·−→S 2)}
− 12(−→S 1 ·−→r )2S22 − 12S21(
−→
S 2 ·−→r )2 + 4S21S22−→r 2)
+
−→r 4
35
(
1
2
(
−→
S 1 ·−→S 2)2 +
3∑
i=1
Si1(
−→
S 1 ·−→S 2)Si2 −
1
3
−→
S 21
−→
S 22)]VQ(r). (4.52)
• In 4th order, 5th one is
1
2
(P (3)ijk (
−→
S1)P
(1)
l (
−→
S2) + P
(3)
ijk (
−→
S2)P
(1)
l (
−→
S1))P
(4)
ijkl(
−→r )VQ(r) (4.53)
Using follow relation
P (4)ijkl(
−→r )P (3)ijk (
−→
S1)P
(1)
l (
−→
S2) = (
−→r ·−→S1)(−→r ·−→S2)3 −
−→r 2
7
((−→r ·−→S2)2(−→S1 ·−→S2)
+ (−→r ·−→S2)(−→S1 ·−→S2)(−→r ·−→S2) + (−→S1 ·−→S2)(−→r ·−→S2)2)
− 1− 3
−→
S22
5 · 7 {
−→r 4(−→S1 ·−→S2)− 5−→r 2(r · S1)(r · S2)}. (4.54)
Therefore Eq. (4.53) is given as
1
2
(P (3)ijk (
−→
S1)P
(1)
l (
−→
S2) + P
(3)
ijk (
−→
S2)P
(1)
l (
−→
S1))P
(4)
ijkl(
−→r )VQ(r)
=
1
2
[(−→r ·−→S1)(−→r ·−→S2)3 −
−→r 2
7
((−→r ·−→S2)2(−→S1 ·−→S2) + (−→r ·−→S2)(−→S1 ·−→S2)(−→r ·−→S2) + (−→S1 ·−→S2)(−→r ·−→S2)2)
− 1− 3
−→
S22
5 · 7 {
−→r 4(−→S1 ·−→S2)− 5−→r 2(r · S1)(r · S2)}
+ (−→r ·−→S2)(−→r ·−→S1)3 −
−→r 2
7
((−→r ·−→S1)2(−→S1 ·−→S2) + (−→r ·−→S1)(−→S1 ·−→S2)(−→r ·−→S1) + (−→S1 ·−→S2)(−→r ·−→S1)2)
− 1− 3
−→
S12
5 · 7 {
−→r 4(−→S1 ·−→S2)− 5−→r 2(r · S1)(r · S2)}]VQ(r). (4.55)
Since P (2)ij is traceless, another is vanish as
1
2
(P (2)ij (
−→
S1)P
(2)
kl (
−→
S2) + P
(2)
ij (
−→
S2)P
(2)
kl (
−→
S1))δijδklVC4(r) = 0. (4.56)
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• In 6th order, 1st one is
P (3)ijk (
−→
S1)P
(3)
ijk (
−→
S2) = (A
ijk
1 +
1− 3−→S 21
15
(δijSk1 + δ
ikSj1 + δ
jkSi1))(A
ijk
2 +
1− 3−→S 22
15
(δijSk2 + δ
ikSj2 + δ
jkSi2))
= (Aijk1 +
1− 3−→S 21
15
(δijSk1 + δ
ikSj1 + δ
jkSl1))A
ijk
2
= (Aijk1 +
1− 3−→S 21
5
(δijSk1 ))A
ijk
2 (4.57)
Since complicated, is calculated by dividing each term.
In first term is
Aijk1 A
ijk
2 =
1
3!3!
(Si1S
j
1S
k
1 + S
i
1S
k
1S
j
1 + S
j
1S
i
1S
k
1 + S
j
1S
k
1S
i
1 + S
k
1S
i
1S
j
1 + S
k
1S
j
1S
i
1)
× (Si2Sj2Sk2 + Si2Sk2Sj2 + Sj2Si2Sk2 + Sj2Sk2Si2 + Sk2Si2Sj2 + Sk2Sj2Si2)
=
1
6
((
−→
S1 ·−→S2)3 + (−→S1 ·−→S2)Sj2(
−→
S1 ·−→S2)Sj1 + Sj1(
−→
S1 ·−→S2)Sj2(
−→
S1 ·−→S2)
+ Si2(
−→
S1 ·−→S2)2Si1 + Sk1 (
−→
S1 ·−→S2)2Sk2 + Sk1Sj1(
−→
S1 ·−→S2)Sj2Sk2 ) (4.58)
In second term is
(δijSk1 )A
ijk
2 =
1
3!
Sk1 (S
i
2S
i
2S
k
2 + S
i
2S
k
2S
i
2 + S
i
2S
i
2S
k
2 + S
i
2S
k
2S
i
2 + S
k
2S
i
2S
i
2 + S
k
2S
i
2S
i
2)
=
1
3!
(4
−→
S2
2(
−→
S1 ·−→S2) + 2Si2(
−→
S1 ·−→S2)Si2)
=
1
3!
(4
−→
S2
2(
−→
S1 ·−→S2) + 2(−→S 22 − 1)(
−→
S1 ·−→S2))
=
1
3!
(6
−→
S2
2(
−→
S1 ·−→S2)− (−→S1 ·−→S2)) (4.59)
Therefore Eq. (4.57) is given as
P (3)ijk (
−→
S1)P
(3)
ijk (
−→
S2) =
1
6
((
−→
S1 ·−→S2)3 + (−→S1 ·−→S2)Sj2(
−→
S1 ·−→S2)Sj1 + Sj1(
−→
S1 ·−→S2)Sj2(
−→
S1 ·−→S2)
+ Si2(
−→
S1 ·−→S2)2Si1 + Sk1 (
−→
S1 ·−→S2)2Sk2
+ Sk1S
j
1(
−→
S1 ·−→S2)Sj2Sk2 ) +
1− 3−→S 21
30
(6
−→
S2
2(
−→
S1 ·−→S2)− (−→S1 ·−→S2)). (4.60)
• In 6th order, 2nd one is
P (3)ijk (
−→
S1)P
(3)
ljk (
−→
S2)P
(2)
il (
−→r )
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= (Aijk1 +
1− 3−→S 21
15
(δijSk1 + δ
ikSj1 + δ
jkSi1))(A
ljk
2 +
1− 3−→S 22
15
(δljSk2 + δ
lkSj2 + δ
jkSl2))(r
irl − 1
3
−→r 2δil)
= (Aijk1 +
1− 3−→S 21
15
(δijSk1 + δ
ikSj1 + δ
jkSi1))(A
ljk
2 +
1− 3−→S 22
15
(δljSk2 + δ
lkSj2))(r
irl − 1
3
−→r 2δil)
= (Aijk1 +
1− 3−→S 21
15
(δijSk1 + δ
ikSj1 + δ
jkSi1))(A
ljk
2 r
irl +
1− 3−→S 22
15
(δljSk2 + δ
lkSj2)r
irl
− 1
3
−→r 2Aijk2 −
1
3
−→r 2 1− 3
−→
S 22
15
(δijSk2 + δ
ikSj2))
= (Aijk1 +
1− 3−→S 21
15
(δijSk1 + δ
ikSj1 + δ
jkSi1))(A
ljk
2 r
irl +
1− 3−→S 22
15
(δljSk2 + δ
lkSj2)r
irl − 1
3
−→r 2Aijk2 )
= Aijk1 A
ljk
2 r
irl +
1− 3−→S 21
15
(δijSk1 + δ
ikSj1 + δ
jkSi1)A
ljk
2 r
irl
+ (2
1− 3−→S 22
15
)Aijk1 S
k
2 r
irj +
1− 3−→S 21
15
(2
1− 3−→S 22
15
)(δijSk1 + δ
ikSj1 + δ
jkSi1)S
k
2 r
irj (4.61)
− 1
3
−→r 2Aijk1 Aijk2 −
1
3
−→r 2 1− 3
−→
S 21
15
(δijSk1 + δ
ikSj1 + δ
jkSi1)A
ijk
2 .
In 6th order, 3rd one and 4th one, it is too complex to calculate, we can’t calculate in this paper.
4.3 Octet-Decuplet baryon
This section we consider octet-decuplet baryon system such as N − Ω. Now that we are ready, we start
to decompose a potential between decuplet baryon and decuplet baryon.
• Polynnominal-degrees of spin matrices = 0, 2, 4, because of T-symmetry.
x→ −x, p→ −p S → −S i→ −i (4.62)
• Possible forms of potentials can be expressed as products of spin-matrix structure and coordinate
function structure, because a potential have rotational symmetry.
Vα′β′:αβ(r⃗, v⃗, S⃗1, S⃗2) =
∑
n,m=0
V (n,m)i1,··· ,in:j1.··· .jm
(r⃗, v⃗) · (P (n)i1,··· ,in(S⃗1))(P
(m)
j1,··· ,jm(S⃗2)) (4.63)
order(index) spin-matrix coordinate function
0 P (0)(
−→
S1) VC(r)
2(i.j)
P (1)i (
−→
S1)P
(1)
j (
−→
S2) VC2 (r)δij
P (2)ij (
−→
S2) VT (r)P
(2)
ij (
−→r )
4(i, j, k, l)
P (3)ijk (
−→
S2)P
(1)
l (
−→
S1) VC4(r)δijδkl
VT4(r)P
(2)
ij (
−→r )δkl
VQ(r)P
(4)
ijkl(
−→r )
where upper index is spin-order,lower index is spacial index,
−→
S 1 is spin of octet baryon and
−→
S 2 is
spin of decuplet baryon. Specific system for 0th order is trivial.
VC(r) (4.64)
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• In 2nd order, 1st one is
δijP
(1)
i (
−→
S1)P
(1)
j (
−→
S2)VC2 (r) =
−→
S1 ·−→S2VC2 (r) (4.65)
• In 2nd order, 2nd one is
P (2)ij (
−→r )P (2)ij (
−→
S2)VT (r) = ((
−→r ·−→S2)2 −
−→r 2
3
−→
S2
2)VT (r) (4.66)
• In 2nd order, 3rd one is
P (2)ij (
−→r )P (1)i (
−→
S1)P
(1)
j (
−→
S2)VT (r) = ((
−→
S1 ·−→r )(−→S2 ·−→r )− r
2
3
−→
S1 ·−→S2)VT (r) (4.67)
Since P (2)ij is traceless, another one is vanish as
δijP
(2)
ij (
−→
S2) = 0. (4.68)
• In 4th order, 1st one is
P (2)ij (
−→r )P (3)ijk (
−→
S2)P
(1)
k (
−→
S1)VT4(r)
= (rirj − 1
3
−→r 2δij)(Aijk + 1− 3
−→
S22
15
(δijS
k
2 + δikS
j
2 + δjkS
i
2))S
k
1VT4(r)
= (rirj − 1
3
−→r 2δij)(AijkSk1 +
1− 3−→S22
15
(δij
−→
S1 ·−→S2 + Si1Sj2 + Sj1Si2))VT4(r)
= AijkS
k
1 (rirj −
1
3
−→r 2δij) + (rirj − 1
3
−→r 2δij)(1− 3
−→
S22
15
(δij
−→
S1 ·−→S2 + Si1Sj2 + Sj1Si2))VT4(r)
= AijkS
k
1 (rirj −
1
3
−→r 2δij) + (1− 3
−→
S22
15
(2(
−→
S 1 ·−→r )(−→S 2 ·−→r )− 2
3
−→r 2−→S1 ·−→S2))VT4(r), (4.69)
where AijkSk1 (rirj − 13−→r 2δij) is given as
AijkS
k
1 (rirj −
1
3
−→r 2δij) = 1
3!
((−→r ·−→S2)(−→r ·−→S2)(−→S1 ·−→S2) + (−→r ·−→S2)(−→S1 ·−→S2)(−→r ·−→S2)
+ (−→r ·−→S2)(−→r ·−→S2)(−→S1 ·−→S2) + (−→r ·−→S2)(−→S1 ·−→S2)(−→r ·−→S2)
+ (
−→
S1 ·−→S2)(−→r ·−→S2)(−→r ·−→S2) + (−→S1 ·−→S2)(−→r ·−→S2)(−→r ·−→S2)
− 1
3
−→r 2(2−→S22(−→S1 ·−→S2) + 2(−→S22 − 1)(−→S1 ·−→S2) + 2(−→S1 ·−→S2)−→S22))
=
1
3
((−→r ·−→S2)2(−→S1 ·−→S2) + (−→r ·−→S2)(−→S1 ·−→S2)(−→r ·−→S2)
+ (
−→
S1 ·−→S2)(−→r ·−→S2)2)− (3
−→
S22 − 1)
15
5
3
−→r 2(−→S1 ·−→S2). (4.70)
Therefore we obtain
P (2)ij (
−→r )P (3)ijk (
−→
S2)P
(1)
k (
−→
S1)VT4(r)
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= (
1
3
((−→r ·−→S2)2(−→S1 ·−→S2) + (−→r ·−→S2)(−→S1 ·−→S2)(−→r ·−→S2) + (−→S1 ·−→S2)(−→r ·−→S2)2)
− (3
−→
S22 − 1)
15
(
5
3
−→r 2(−→S1 ·−→S2) + 2(−→S 1 ·−→r )(−→S 2 ·−→r )− 2
3
−→r 2−→S1 ·−→S2))VT4(r)
= [
1
3
((−→r ·−→S2)2(−→S1 ·−→S2) + (−→r ·−→S2)(−→S1 ·−→S2)(−→r ·−→S2) + (−→S1 ·−→S2)(−→r ·−→S2)2)
− (3
−→
S22 − 1)
15
(−→r 2(−→S1 ·−→S2) + 2(−→S 1 ·−→r )(−→S 2 ·−→r ))]VT4(r). (4.71)
• In 4th order, 2nd one is
P (4)ijkl(
−→r )P (3)ijk (
−→
S2)P
(1)
l (
−→
S1)VQ(r) (4.72)
= (rirjrkrl −
−→r 2
7
(rirjδkl + rirkδjl + rirlδjk + rjrkδil + rjrlδik + rkrlδij))
× (Aijk + 1− 3
−→
S22
15
(δijS
k
2 + δikS
j
2 + δjkS
i
2))S
l
1VQ(r). (4.73)
We use a property of traceless tensor. Eq. (4.72) is
P (4)ijkl(
−→r )P (3)ijk (
−→
S2)P
(1)
l (
−→
S1)VQ(r)
= (rirjrkrl −
−→r 2
7
(rirjδkl + rirkδjl + rjrkδil)) (4.74)
× (Aijk + 1− 3
−→
S22
15
(δijS
k
2 + δikS
j
2 + δjkS
i
2))S
l
1VQ(r)
= [{rirjrk(−→r ·−→S1)−
−→r 2
7
(rirjS
k
1 + rirkS
j
1 + rjrkS
i
1)}Aijk
+ {rirjrk(−→r ·−→S1)−
−→r 2
7
(rirjS
k
1 + rirkS
j
1 + rjrkS
i
1)}
× 1− 3
−→
S22
15
(δijS
k
2 + δikS
j
2 + δjkS
i
2)]VQ(r), (4.75)
where the first term and second term are reduced as
{rirjrk(−→r ·−→S1)−
−→r 2
7
(rirjS
k
1 + rirkS
j
1 + rjrkS
i
1)}Aijk
= {rirjrk(−→r ·−→S1)−
−→r 2
7
(rirjS
k
1 + rirkS
j
1 + rjrkS
i
1)}
× 1
3!
(Si2S
j
2S
k
2 + S
i
2S
k
2S
j
2 + S
j
2S
i
2S
k
2 + S
j
2S
k
2S
i
2 + S
k
2S
i
2S
j
2 + S
k
2S
j
2S
i
2)
= (−→r ·−→S1)(−→r ·−→S2)3 −
−→r 2
7
((−→r ·−→S2)2(−→S1 ·−→S2)
+ (−→r ·−→S2)(−→S1 ·−→S2)(−→r ·−→S2) + (−→S1 ·−→S2)(−→r ·−→S2)2), (4.76)
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{rirjrk(−→r ·
−→
S1)−
−→r 2
7
(rirjS
k
1 + rirkS
j
1 + rjrkS
i
1)
× 1− 3
−→
S22
15
(δijS
k
2 + δikS
j
2 + δjkS
i
2)
=
1− 3−→S22
15
{3−→r 2(−→r ·−→S2)(−→r ·−→S1)− 3
−→r 2
7
(−→r 2(−→S1 ·−→S2) + 2(−→r ·−→S1)(−→r ·−→S2))}
=
1− 3−→S22
5
{−→r 2(−→r ·−→S2)(−→r ·−→S1)−
−→r 2
7
(−→r 2(−→S1 ·−→S2) + 2(−→r ·−→S1)(−→r ·−→S2))}. (4.77)
Therefore Eq. (4.72) is
P (4)ijkl(
−→r )P (3)ijk (
−→
S2)P
(1)
l (
−→
S1)VQ(r)
= [(−→r ·−→S1)(−→r ·−→S2)3 −
−→r 2
7
((−→r ·−→S2)2(−→S1 ·−→S2) + (−→r ·−→S2)(−→S1 ·−→S2)(−→r ·−→S2) + (−→S1 ·−→S2)(−→r ·−→S2)2)
+
1− 3−→S22
5
{−→r 2(−→r ·−→S2)(−→r ·−→S1)−
−→r 2
7
(−→r 2(−→S1 ·−→S2) + 2(−→r ·−→S1)(−→r ·−→S2))}]VQ(r)
= [(−→r ·−→S1)(−→r ·−→S2)3 −
−→r 2
7
((−→r ·−→S2)2(−→S1 ·−→S2) + (−→r ·−→S2)(−→S1 ·−→S2)(−→r ·−→S2) + (−→S1 ·−→S2)(−→r ·−→S2)2)
− 1− 3
−→
S22
5 · 7 {
−→r 4(−→S1 ·−→S2)− 5−→r 2(−→r ·−→S1)(−→r ·−→S2)}]VQ(r). (4.78)
We have performed Okubo-marshark decomposition for Decuplet-Decuplet system except 6th order 3rd
and 4th term and Octet-Decuplet system.
Chapter 5
Numerical results
5.1 Simulation set up
In this study, we have employed two ensembles of gauge configurations called Set 1 and Set 2, both of
which were generated by 2+1 flavor QCD with the renormalization group improved gauge action and
non-perturbatively O(a) improved Wilson quark action. The Set 2 is larger volume than the Set 1. Our
calculation were performed in on renormalization group improved gauge action and non-perturbatively
O(a) improved Wilson quark action [30]. In Set 1, we used 700 gauge configurations generated by CP-
PACS and JLQCD Collaborations [33]. It’s β = 1.83 (a " 0.12 fm) on the 163 × 32 lattice, whose
physical extension becomes L = 1.92 fm. The hopping parameters of Set 1 is κud = 0.13760, κs = 0.13710
corresponding to mπ = 875(1) MeV and mΩ = 2104(8) MeV. In Set 2, we used 399 gauge configuration
generated by PCAS-CS Collaborations [34]. It’s β = 1.90 (a " 0.09 fm) on the 323 × 64 lattice, whose
physical extension becomes L = 2.9 fm. The hopping parameters of Set 1 is κud = 0.13700, κs = 0.13640
corresponding to mπ = 701(5) MeV and mΩ = 1966(6) MeV. To improve statics we used full source (Set
1 is 32, Set 2 is 64) on diﬀerent time slices per configuration and rotational symmetry Appendix E.
Set 1 Set 2
Lattice volume 1.950(30) fm 2.902(42) fm
Hopping parameters of ud quarks 0.13760 0.13700
Hopping parameters of s quarks 0.13710 0.13640
β 1.83 1.90
Lattice spacing 0.1219(19) fm 0.0907(13) fm
Table 5.1: Lattice simulation set up of the Set 1 and Set 2.
5.2 Eﬀective mass
For measurements the eﬀective mass of the Omega baryon in full QCD, we use the sea quark mass
corresponding to the hopping parameter κud = 0.13760, κs = 0.13710 κud = 0.13700, κs = 0.13640 and
We measure the eﬀective mass from 2pt-correlator Eq. (2.28). The eﬀective masses are carried out using
700 configuration in Set 1 and using 300 configuration in Set 2. Their errors are estimated by Jackknife
method. In this study we use the dirichlet boundary is always separated from the source by T/2. So we
defined the eﬀective mass
m(t) = log
G(t)
G(t+ 1)
, (5.1)
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which shown in Fig. 5.1 and Fig. 5.2 with CP-PACS/JLQCD collaboration result and PACS-CS collab-
oration result [33, 34]. Our results is calculated by using the wall source, on the other hand, PACS-CS
collaboration results is used point and smeared sources.
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Figure 5.1: Eﬀective mass at bin size = 1 in Set 1 with CP-PACS/JLQCD collaboration result.
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Figure 5.2: Eﬀective mass at bin size = 1 in Set 2 with PACS-CS collaboration result.
5.3 NBS wave function
Let us show the Ω − Ω NBS wave function in Fig. 5.3 in the 1S0 channel at t − t0 = 7, 8, 9 in Set 1
and at t − t0 = 11, 12, 13 in Set 2. The wave function is normalized to 1 at the maximum distance by
multiplying an overall factor, so normalization factors are diﬀerent for each times. The normalization
does not aﬀect the potential because the potential is defined a ratio of the NBS wave functions. This
error is plotted using the jackknife method of bin size 1. At the short range, the amplitude of the NBS
wave function is small which is corresponding the repulsive core of the eﬀective central potential. The
form of the R-correlator is same as NBS wave functions, because R-correlator are NBS wave functions
normalized by e−2mΩt
R(t, r) ≡
∑
n
Cn(r, t)
e−2mt
=
∑
n
An(ψn(r)e
−Ent)
1
e−2mt
. (5.2)
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Figure 5.3: Top; NBS wave function at bin size = 1 in Set 1 at t−t0 = 7, 8, 9. Bottom; NBS wave function
at bin size = 1 in Set 2 at t− t0 = 11, 12, 13.
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5.4 Potential of the Ω− Ω
Shown in Fig. 5.4 are a part of the eﬀective central potential with jackknife error at 1S0 channel in Set
1. We show the potential is derived as
(
1
mN
▽2 − ∂
∂t
+
1
4mN
∂2
∂t2
)R(t, t0, r) =
ˆ
dr′U(r, r′)R(t, t0, r′)dr′. (5.3)
in section 2.7. We plot the laplacian part( 1R
1
mN
▽2R), time derivative part ( 1R(− ∂∂t + 14mN ∂
2
∂t2 )R) and the
total which is the eﬀective central potential. The repulsive core is given by laplacian part and attractive
pocket is caused both laplacian part and time derivative part. From this figure we find that the error of
the time derivative part is larger than the error of the laplacian part because the time derivative part is
used higher time slice as
∂
∂t
f(t) ∼ f(t+ 1)− f(t− 1)
2
. (5.4)
Fig 5.5 represents the eﬀective central potential at t = 7, 8, 9 on Set 1, while Fig. 5.6 show the potential
at t = 11, 12, 13 on Set 2. Overall structures of potentials are similar to those of NN potentials previously
obtained in the lattice QCD [10, 11, 12]. The eﬀective central potential of the Ω − Ω has the repulsive
core at short range and strong attractive pocket at medium range. We observe that t dependence is
negligible for the potential on the Set 2 but the potential at t = 9 on the Set 1 diﬀers a litter from others,
in particular at long distance. This t dependence of the potential on the Set 1 might be caused by the
finite size eﬀect due to the smaller volume of the Set 1 (L/2 = 0.96 fm).
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Figure 5.4: The eﬀective central potential for Omega-Omega at t − t0 = 12 in Set 2, we separately plot
Laplacian term(red), time derivative term(green) and total(blue).
CHAPTER 5. NUMERICAL RESULTS 46
-200
 0
 200
 400
 600
 800
 1000
 1200
 0  0.2  0.4  0.6  0.8  1  1.2  1.4  1.6  1.8
V (
r )  
[ M
e v
]
r [fm]
t = 9
t = 8
t = 7
-150
-100
-50
 0
 50
 0  0.2  0.4  0.6  0.8  1  1.2  1.4  1.6  1.8
Figure 5.5: In Set 1, the Omega-Omega eﬀective central potential in1S0 channel at t− t0 = 7, 8, 9.
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Figure 5.6: In Set 2, the Omega-Omega eﬀective central potential in 1S0 at t− t0 = 11, 12, 13.
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5.5 Fitting of the potential
To calculate the phase shift, the binding energy and the scattering length, we fit the potential in Fig. 5.5
and Fig. 5.6 using the several diﬀerent functional forms. The Gauss + (Yukawa) function given by
V (r) = a1e
−a2r2 + a3(1− e−a4r2)(e
−a5r
r
), lim
r→0V (r) = a1, (5.5)
the Gauss + (Yukawa)2 function given by
V (r) = a1e
−a2r2 + a3(1− e−a4r2)2(e
−a5r
r
)2, lim
r→0V (r) = a1, (5.6)
the 2Gauss + (Yukawa)2 function given by
V (r) = a1e
−a2r2 + a3e−a4r
2
+ a5(1− e−a6r2)2(e
−a7r
r
)2, lim
r→0V (r) = a1 + a3. (5.7)
Table 5.2 show the results of the fitting in Set 1. Because of chisq/dof, Gauss + (Yukawa)2 function is
better than Gauss + (Yukawa) function. In these functions, the long range part is mainly Yukawa and
(Yukawa)2functions. The fit gives a1 = 1.14(1)× 103MeV,a2 = 6.29(18) × 10fm−2,a3 = −4.90(3.77) ×
102MeV,a4 = 2.26(71)fm
−2,a5 = 1.47(33)fm−1 with χ2/d.o.f = 0.31(0.16) at t = 8, where errors are
estimated by the Jack-Knife method with the bin size of 1 configurations.
Gauss + (Yukawa)
a1[MeV] a2[fm
−2] a3[MeV] a4[fm−2] a5[fm−1] chisq/dof
t = 7 1.10(0.01)× 103 5.41(0.12)× 10 −3.15(0.33)× 102 2.39(0.13) 2.60(0.20) 1.50(0.54)
t = 8 1.11(0.01)× 103 5.34(0.21)× 10 −3.26(0.53)× 102 2.32(0.23) 2.52(0.32) 0.57(0.32)
t = 9 1.08(0.03)× 103 4.78(0.44)× 10 −4.46(0.90)× 102 2.39(0.34) 2.69(0.49) 0.62(0.33)
Gauss + (Yukawa)2
a1[MeV] a2[fm
−2] a3[MeV] a4[fm−2] a5[fm−1] chisq/dof
t = 7 1.13(0.01)× 103 6.33(0.13)× 10 −3.84(3.41)× 102 2.51(0.87) 1.42(0.41) 0.84(0.30)
t = 8 1.14(0.01)× 103 6.26(0.18)× 10 −4.90(3.77)× 102 2.26(0.71) 1.47(0.33) 0.31(0.16)
t = 9 1.22(0.02)× 103 6.04(0.35)× 10 −6.00(2.93)× 102 2.40(0.36) 1.51(0.33) 0.43(0.26)
Table 5.2: Fitting parameters and chisq/dof at binsize = 1 in Set 1 .
For Set 2, we use the 2Gauss+(Yukawa)2 type function whose chisq/dof is the smallest with chisq/dof =
0.50(0.35) at t− t0 = 12. Table 5.3 show the results of the fitting in Set 2. We have adopted the 2Gauss+
(Yukawa)2 function, which gives a1 = 1.69(6)103MeV, a2 = 1.24(3)102fm
−2, a3 = 4.44(68)102MeV,
a4 = 5.68(131)fm
−2, a5 = −7.06(1464)104MeV, a6 = 6.25(577)10−1MeV, a7 = 3.43(30)MeV at t−t0 = 12.
Using these function, we calculate the phase shift, binding energy and scattering length in next chapter.
2Gauss + (Yukawa)2
a1[MeV] a2[fm
−2] a3[MeV] a4[fm−2] a5[MeV] a6[fm−2] a7[fm−1] chisq/dof
t = 11 1.86(0.11)× 103 1.16(0.11)× 102 2.53(1.19)× 102 1.73(1.24)× 10 −2.88(3.00)× 103 1.11(0.29) 2.12(0.50) 0.55(0.32)
t = 12 1.69(0.06)× 103 1.24(0.03)× 102 4.44(0.68)× 102 5.68(1.31) −7.06(14.64)× 104 6.25(5.77)× 10−1 3.43(0.30) 0.50(0.35)
t = 13 1.63(0.29)× 103 127(0.14)× 102 5.23(3.13)× 102 5.26(2.02) −4.94(38.32)× 105 2.79(8.45)× 10−1 3.72(1, 01) 0.64(0.46)
Table 5.3: Fitting parameters and chisq/dof at binsize = 1 in Set 2.
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5.6 Phase shift, Binding energy and Scattering length
To calculate the phase shift and binding energy of the OmegaOmega system, we solve the Schro¨dinger
equation in the infinite volume using the fitted potential in JP = 0+ channel. From Eq. (B.11) we write
the Schro¨dinger equation
∂2
∂r2
φ+ (k2 − l(l + 1)
r2
−mV (r))φ(r) = 0, (5.8)
where φ(r) = rψ(r). Initial conditions are φ(0) = 0, ∂∂rφ(r)
∣∣
r=0
= 1. Let’s derive these initial conditions.
We assume limr→0(V − E) = 0 and φ = Crα. Eq. (5.8) is
(α(α− 1)− l(l + 1))Crα−2 = 0. (5.9)
So α = l + 1,−l. The regular solution at r = 0 is φ ∝ rl+1.
In Eq. (5.8), a radial wave function at asymptotic form as
φ(r) =
i
2
(Fl(+k)hˆ
(−)
l (kr)− Fl(−k)hˆ(+)l (kr)), Sl(k) ≡
Fl(−k)
Fl(+k)
= e2iδl , (5.10)
where hˆ(±)l is Hankel function, Fl(±k) is Jost function and δl is the phase shift. To obtain the Sl(k) from
Fl(±k), we calculate φ(r) and ∂∂rφ(r) numerically, and solve the follow equation at large r.(
φl(r)
∂
∂rφl(r)
)
=
(
hˆl
(−)
(kr) −hˆl(+)(kr)
∂
∂r hˆl
(−)
(kr) − ∂∂r hˆl
(+)
(kr)
)(
Fl(+k)
Fl(−k)
)
. (5.11)
Since the S-matrix diverges at some k, corresponding to the binding energy, we can determine an existence
of the bound state and its energy. Therefore we can estimate the phase shift and the binding energy.
As already explained, the phase shift and the binding energy can be extracted from lattice QCD by
solving the Schro¨dinger equation involving the present potential in an infinite volume. Fig. 5.7 and Fig.
5.8 show the phase shift in the center of mass energy E at t = 7, 8, 9 in Set 1 and t = 11, 12, 13 in Set 2.
The behavior of the phase shift in Set 1 (Fig. 5.7) suggests that the ΩΩ system has a bound state. On
the other hand, the phase shift in Set 2 (Fig. 5.8) indicates that the ΩΩ system has strong attraction at
low energy but bound state seems to exist only at t−t0 = 12. At t−t0 = 11 and 13, the attraction is not
strong enough to form a bound state.
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Figure 5.7: Phases-shifts of ΩΩ scattering as a function of energy in the center of mass frame, obtained
from non-relativistic limit of lattice QCD in Set 1 in 1S0 channel at t− t0 = 7, 8, 9.
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Figure 5.8: Phases-shifts of ΩΩ scattering as a function of energy in the center of mass, obtained from
non-relativistic limit of lattice QCD in Set 2 in 1S0 channel at t− t0 = 11, 12, 13.
CHAPTER 5. NUMERICAL RESULTS 50
We calculate the scattering length a and the eﬀective range re using the asymptotic form of the wave
function as
k cot δ(k) =
1
a
+
1
2
rek
2 +O(k4), (5.12)
where k is related to the momentum. Table 5.4 show the scattering length a and the eﬀective range re in
Set 1. The Set 2 can’t estimate the scattering length and the eﬀective range due to large error bar.
Gauss + (Yukawa)2
a−1[1/fm] re[fm]
t = 7 −1.3(0.6)× 10−4 1.0(0.1)
t = 8 −9.8(5.3)× 10−5 1.0(0.1)
t = 9 −5.7(2.2)× 10−5 8.5(4.8)× 10−1
Table 5.4: The scattering length and the eﬀective range in Set 1 .
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Figure 5.9: the energy dependence of the 1/S in Set 1 at t− t0 = 7.
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Figure 5.10: the histogram of the binding energy in Set 1 at t− t0 = 7.
To estimate the binding energy, we search the divergence point of the S-matrix which is generated from
bin sample of the fitted potential. Fig. 5.9 show the 1/S at the energy in t = 7 which is the shallowest
binding energy. We find the divergence point at all bin sample in Set 1, it suggest 1S0 state of the ΩΩ has
the bound state in Set 1 but, it’s have a large error bars. We show the histogram of the binding energy
at bin-sample in Fig 5.10. We show the binding energy in Table 5.5. These binding energies are very
shallow.
Gauss + (Yukawa)2
E[MeV] with symmetric error
t = 7 −0.96(1.06)
t = 8 −1.77(2.23)
t = 9 −6.69(6.81)
Table 5.5: The binding energy with jackknife error using the Jack knife error at binsize = 1 in Set 1.
5.7 Eﬀect of the periodic boundary in small volume
Because Set 1 is a small volume, we tried to fit the potential using eﬀect of the periodic boundary as
V˜ (r⃗) =
∑
n⃗∈Z3
V (r⃗ + Ln⃗). (5.13)
We fit data by using V˜ (r) and χ2/d.o.f is reasonable. We compared in the potential, the eﬀects of
boundary conditions are on the middle distance Fig. 5.11. The diﬀerence between the short distance, it
can not be determined whether the diﬀerence in the mass or the diﬀerence in cut-oﬀ. Finally, we show the
periodic boundary eﬀect of the phase shift Fig. 5.11. We estimate binding energy E = 0.15(0.31) MeV,
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E = 0.44(1.01) MeV, E = 3.91(4.75) MeV at t − t0 = 7, 8, 9 in bin size 1 analysis. There is still bound
state and, the binding energy is smaller than when it does not take into account the boundary conditions.
Gauss + (Yukawa) with periodic boundary condition
a1[MeV] a2[fm
−2] a3[MeV] a4[fm−2] a5[fm−1] chisq/dof
t = 7 1.09(0.01)× 103 5.06(0.11)× 10 −3.71(0.59)× 102 2.59(0.35) 3.16(0.17) 2.23(0.70)
t = 8 1.10(0.02)× 103 4.98(0.20)× 10 −3.80(0.46)× 102 2.53(0.33) 3.10(0.22) 0.93(0.44)
t = 9 1.05(0.04)× 103 4.28(0.44)× 10 −5.16(0.94)× 102 2.65(0.54) 3.24(0.37) 0.91(0.38)
Gauss + (Yukawa)2with periodic boundary condition
a1[MeV] a2[fm
−2] a3[MeV] a4[fm−2] a5[fm−1] chisq/dof
t = 7 1.12(0.01)× 103 6.13(0.10)× 10 −8.81(2.02)× 102 1.92(0.17) 1.88(0.11) 0.83(0.38)
t = 8 1.13(0.01)× 103 6.06(0.17)× 10 −8.72(3.15)× 102 1.93(0.26) 1.83(0.18) 0.40(0.24)
t = 9 1.11(0.03)× 103 5.79(0.35)× 10 −9.10(4.60)× 102 2.19(0.32) 1.82(0.32) 0.62(0.31)
Table 5.6: Fitting parameters and chisq/dof at binsize = 1 in Set 1 considering the periodic boundary
condition.
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Figure 5.11: Left:Gauss + (Yukawa)2Vc(r) and Gauss + (Yukawa)
2 include the periodic boundary eﬀect
V˜c(r) in Set 1 at t = 8. Right: We plot phase shift δ(k) from Vc(r)and V˜c(r) in Set 1 at t = 8.
Chapter 6
Conclusion
In this paper, we have investigated the Omega-Omega interaction in JP = 0+ channel with 2 + 1 flavor
dynamical QCD by using the HAL QCD potential method which derive the QCD potential from lattice
QCD. We used 2 simulation set up(Set 1 and Set 2). The eﬀective central potential between Omega-
Omega has a repulsive core at short range and deep attractive pocket at middle range. We estimate the
binding energy and the phase shift by using the fitted potential, and we found the binding energy in Set
1(small volume) with large error bar. On the other hands, In Set 2(large volume), the Omega-Omega
interaction is strong attraction but we can’t estimate the bound state due to large error bar. Consequently,
Omega-Omega system is strong attractive and it’s in “unitary region” at low energy in these quark mass
regions.
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Appendix A
Eﬀective mass with periodic boundary
condition
We explain that how to measure eﬀective mass with periodic boundary condition. The periodic boundary
condition is defined as
⟨O⟩pbc =
∑
n
〈
n
∣∣OeiHT ∣∣n〉 (A.1)
The 2pt-correlator is defined by
⟨φ(x)φ(y)⟩pbc =
∑
n
〈
n
∣∣φ(x)φ(y)eiHT ∣∣n〉
=
〈
0
∣∣φ(x)φ(y)eiHT ∣∣ 0〉+∑
n
ˆ
d3p
(2π)3
1
2En
〈
En(p)
∣∣φ(x)φ(y)eiHT ∣∣En(p)〉 . (A.2)
Using completeness relation 1 = |0⟩ ⟨0|+∑k=0 ´ d3p(2π)3 12Ek |Ek(p)⟩ ⟨Ek(p)|
⟨φ(x)φ(0)⟩pbc =
∑
n
〈
n
∣∣φ(x)φ(0)eiHT ∣∣n〉 = 〈0 ∣∣φ(x)φ(0)eiHT ∣∣ 0〉
+
∑
n
ˆ
d3p
(2π)3
1
2En
〈
En(p)
∣∣φ(x)φ(0)eiHT ∣∣En(p)〉 (A.3)
∑
x
⟨0 |φ(x)φ(y)| 0⟩pbc =
∑
x
〈
0
∣∣φ(x) |0⟩ ⟨0|φ(0)eiHT ∣∣ 0〉
+
∑
x
∑
n
ˆ
d3p
(2π)3
1
2En
〈
En(p)
∣∣φ(x) |0⟩ ⟨0|φ(0)eiHT ∣∣En(p)〉
+
∑
x
∑
k
ˆ
d3p′
(2π)3
1
2Ek
〈
0
∣∣φ(x) ∣∣Ek(p′)〉 〈Ek(p′)∣∣φ(0)eiHT ∣∣ 0〉
+
∑
x
∑
n
∑
k
ˆ
d3p′
(2π)3
1
2Ek
ˆ
d3p
(2π)3
1
2En
〈
En(p)
∣∣φ(x) ∣∣Ek(p′)〉 〈Ek(p′)∣∣φ(y0)eiHT ∣∣En(p)〉
(A.4)
Removing the disconnect term ⟨n |OO|n⟩connect = ⟨n |OO|n⟩ − ⟨n |O |0⟩ ⟨0| O|n⟩
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⟨n |OO|n⟩connect = ⟨n |OO|n⟩ − ⟨n |O |0⟩ ⟨0| O|n⟩
=
∑
x
∑
n
ˆ
d3p
(2π)3
1
2En
〈
En(p)
∣∣φ(x) |0⟩ ⟨0|φ(0)eiHT ∣∣En(p)〉
+
∑
x
∑
k
ˆ
d3p′
(2π)3
1
2Ek
〈
0
∣∣φ(x) ∣∣Ek(p′)〉 〈Ek(p′)∣∣φ(0)eiHT ∣∣ 0〉
+
∑
x
∑
n
∑
k
ˆ
d3p′
(2π)3
1
2Ek
ˆ
d3p
(2π)3
1
2En
〈
En(p)
∣∣φ(x) ∣∣Ek(p′)〉 〈Ek(p′)∣∣φ(y0)eiHT ∣∣En(p)〉 .
(A.5)
We show last term is vanish at large T becauseO(e−EnT )
∑
x
∑
n
∑
k
ˆ
d3p′
(2π)3
1
2Ek
ˆ
d3p
(2π)3
1
2En
〈
En(p)
∣∣φ(x) ∣∣Ek(p′)〉 〈Ek(p′)∣∣φ(y0)eiHT ∣∣En(p)〉
=
∑
x
∑
n
∑
k
ˆ
d3p′
(2π)3
1
2Ek
ˆ
d3p
(2π)3
1
2En
〈
En(p)
∣∣∣e−ipˆxφ(0)eipˆx ∣∣Ek(p′)〉 〈Ek(p′)∣∣φ(0)eiHT ∣∣∣En(p)〉
=
∑
x
∑
n
∑
k
ˆ
d3p′
(2π)3
1
2Ek
ˆ
d3p
(2π)3
1
2En
〈
En(p)
∣∣φ(0) ∣∣Ek(p′)〉 〈Ek(p′)∣∣φ(0)∣∣En(p)〉 e−ipnxeip′kxeiEnT .
Using wick rotation
=
∑
x
∑
n
∑
k
ˆ
d3p′
(2π)3
1
2Ek
ˆ
d3p
(2π)3
1
2En
〈
En(p)
∣∣φ(0) ∣∣Ek(p′)〉 〈Ek(p′)∣∣φ(0)∣∣En(p)〉 epnxe−p′kxe−EnT
(A.6)
Due to this this term is O(e−EnT ). (another therm is O(e− 12EnT )).
∼
∑
x
∑
n
ˆ
d3p
(2π)3
1
2En
〈
En(p)
∣∣φ(x) |0⟩ ⟨0|φ(0)eiHT ∣∣En(p)〉
+
∑
x
∑
k
ˆ
d3p′
(2π)3
1
2Ek
〈
0
∣∣φ(x) ∣∣Ek(p′)〉 〈Ek(p′)∣∣φ(0)eiHT ∣∣ 0〉
=
∑
x
∑
n
ˆ
d3p
(2π)3
1
2En
〈
En(p)
∣∣∣e−ipˆxφ(0)eipˆx |0⟩ ⟨0|φ(0)eiHT ∣∣∣En(p)〉
+
∑
x
∑
k
ˆ
d3p′
(2π)3
1
2Ek
〈
0
∣∣∣e−ipˆxφ(0)eipˆx ∣∣Ek(p′)〉 〈Ek(p′)∣∣φ(0)eiHT ∣∣∣ 0〉
=
∑
x
∑
n
ˆ
d3p
(2π)3
1
2En
⟨En(p) |φ(0) |0⟩ ⟨0|φ(0)|En(p)⟩ e−ip′nxeiEnT
+
∑
x
∑
k=0
ˆ
d3p′
(2π)3
1
2Ek
〈
0
∣∣φ(0) ∣∣Ek(p′)〉 〈Ek(p′)∣∣φ(0)∣∣ 0〉 eip′kx
=
∑
x
∑
n
ˆ
d3p
(2π)3
1
2En
⟨En(p) |φ(0) |0⟩ ⟨0|φ(0)|En(p)⟩ (eip′nx + e−ipnxeiHnT ).
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Using wick rotation
=
∑
x
∑
n
ˆ
d3p
(2π)3
1
2En
⟨En(p) |φ(0) |0⟩ ⟨0|φ(0)|En(p)⟩ (e−pnx + epnxe−EnT )
=
∑
n
ˆ
d3p
1
2En
⟨En(p) |φ(0) |0⟩ ⟨0|φ(0)|En(p)⟩ (e−Ent + eEnte−EnT )δ3(p)
=
∑
n
1
2En
⟨En(0) |φ(0) |0⟩ ⟨0|φ(0)|En(0)⟩ (e−EnteEn T2 + eEnteEn T2 )e−En T2 . (A.7)
Remain only n = 0 at large T
∼ 1
2m0
|⟨0|φ(0) |m0(0)⟩|2 (e−m0tem0 T2 + em0te−m0 T2 )e−m0 T2
=
1
m0
|⟨0|φ(0) |m0(0)⟩|2 cosh(m0(t− T
2
))e−m0
T
2 . (A.8)
Finally we measure eﬀective mass using cosh(m0(t− T2 )) in periodic boundary condition.
Appendix B
NBS wave function and phase shift
In this appendix we derive the behavior of the NBS wave function which contain the information of the
phase shift at asymptotic region. First we introduce the phase shift in Quantum mechanics, Second we
introduce how to define the phase shift in Quantum filed theory, Finally we show asymptotic form of the
NBS wave function.
B.1 Phase shift in Quantum mechanics
In this chapter, we study how to define the phase shift in quantum mechanics. Considering the central
potential V (r) where r = |r⃗|. Let’s start from Schro¨dinger equation
(∇2 + k2)ψ(x) =∆(r)ψ(x), (B.1)
where
∆(r) ≡ !
2
2m
V (r), E ≡ !
2
2m
k2. (B.2)
We consider this equation in polar coordinates
∆ = (
d
dr
)2 +
2
r
d
dr
− L
2
r2
=
1
r
(
d
dr
)2r − L
2
r2
, (B.3)
where angular momentum operator is
L ≡ −ir⃗ × ∂
∂r
. (B.4)
Eigenvalue problem on angular momentum operator
L2Ylm(θ,φ) = l(l + 1)Ylm(θ,φ), (B.5)
LzYlm(θ,φ) = mYlm(θ,φ), (B.6)
where spherical harmonics Ylm(θ,φ) is
Ylm(θ,φ) = (−1)
m+|m|
2
√
2l + 1
2
(l − |m|)!
(l + |m|)!P
|m|
l (cos θ)
1√
2π
eimφ. (B.7)
The potential V (r) does not dependent on (θ,φ)
[L, V (r)] = 0. (B.8)
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Therefore angular momentum is conserved value. Additionally we take the input axis on the z-direction.
We assume the solution which is symmetric around z-axis
ψ(r⃗) =
∞∑
l=0
ClRl(r)Yl0(θ,φ). (B.9)
The partial wave satisfy
[(
d
dr
)2 +
2
r
d
dr
− l(l + 1)
r2
−∆(r) + k2]Rl(r) = 0. (B.10)
We can rewrite this equation using Rl(r) ≡ ψl(r)r
[(
d
dr
)2 − l(l + 1)
r2
−∆(r) + k2]ψl(r) = 0. (B.11)
First we assume the free system V (r) = 0 for considering the plane wave which is not aﬀected by the
potential.
[(
d
dρ
)2 − l(l + 1)
ρ2
+ 1]ψl(ρ) = 0, (B.12)
where we define ρ ≡ kr. We know two Linearly independent solutions of this equation
jl(ρ) = (−1)lρl(1ρ
d
dρ
)l
sin ρ
ρ
, (B.13)
nl(ρ) = (−1)l+1ρl(1ρ
d
dρ
)l
cos ρ
ρ
, (B.14)
where jl(ρ) is called Bessel function and nl(ρ) is called Neumann function. Properties of these functions
are
jl(ρ→∞) ∼ 1ρ sin(ρ−
π
2
l), (B.15)
nl(ρ→∞) ∼ −1ρ cos(ρ−
π
2
l), (B.16)
jl(ρ→ 0) ∼ ρ
l
(2l + 1)!!
, (B.17)
nl(ρ→ 0) ∼ −(2l − 1)!!ρl+1 , (B.18)
where (2l − 1)!! = (2l+1)!!2l+1 and 1!! = 0. The solution in Eq. (B.12)
eik·z = eikr cos θ =
∞∑
l=0
Cljl(kr)Pl(cos θ). (B.19)
eik·z is the solution which is symmetric around z-axis and it is regular at ρ = 0, due to this we can perform
the partial wave expansion. We note that nl(ρ) is not regular at ρ = 0. To decide the value of Cl, we
consider the orthogonality of the Legendre polynomial
ˆ 1
−1
d(cos θ)Pl(cos θ)Pl′(cos θ) = δl,l′
2
2l + 1
. (B.20)
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Using the Eq. (B.19), we leads to the following relation
Cljl(ρ) =
2l + 1
2
ˆ 1
−1
d(cos θ)eiρ cos θPl(cos θ). (B.21)
We perform the integration by parts to the right-hand side using x = cosθ at ρ→∞
ˆ 1
−1
dxeiρxPl(x) =
1
iρ
eiρxPl(x)
∣∣∣∣1−1 − 1iρ
ˆ 1
−1
dxeiρxPl′(x). (B.22)
The second term is O( 1ρ2 ) at left hand side. Comparing the first term and Eq. (B.15), we can decide the
value of the Cl is
Cl = (2l + 1)i
l. (B.23)
As a results, it is possible to determine the asymptotic form of the wave function at ρ → ∞. Next
let’s consider Spherical potential V (r) ̸= 0. Similarly the V (r) = 0 case, we perform the partial wave
expansion.
ψ(r⃗) =
∞∑
l=0
AlRl(r)Pl(cos θ) (B.24)
Asymptotic form of the Rl(r) at r →∞ is linear combination
jl(ρ→∞) ∼ 1ρ sin(ρ−
π
2
l), (B.25)
nl(ρ→∞) ∼ −1ρ cos(ρ−
π
2
l). (B.26)
The regular solution at r → 0 is linear combination sin(ρ− π2 l) and cos(ρ− π2 l)
Rl(r) ∼ 1kr sin(kr −
π
2
l + δl). (B.27)
where δl is phase shift. For δl = 0 at ∆(r) = 0, we add − l2 . In other words Rl(r) = jl(kr) at ∆(r) = 0.
Finally we check the role of the phase shift δl in scattering theory. For Eq. (B.24)
ψ(r⃗) ∼
∞∑
l=0
(2l + 1)AlPl(cos θ)
1
kr
sin(kr − π
2
l + δl) (B.28)
=
∞∑
l=0
(2l + 1)AlPl(cos θ)
i
2kr
[e−i(kr−
π
2 l+δl) − ei(kr−π2 l+δl)]. (B.29)
The plane wave coming incident is
eik·z =
∞∑
l=0
(2l + 1)ilPl(cos θ)
i
2kr
[e−i(kr−
π
2 l) − ei(kr−π2 l)]. (B.30)
The scattering wave which is spherical wave is a diﬀerence between the plane wave and the wave that has
passed through the potential. Asymptotic form of the scattering wave at r →∞ is
ψ(r)− eik·z = f(θ)e
ikr
r
. (B.31)
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Using Eq. (B.29) and Eq. (B.30), we can decide Ale−iδl = il. The wave that has passed through the
potential at asymptotic state is
ψ(r⃗) ∼
∞∑
l=0
(2l + 1)ilPl(cos θ)
i
2kr
[e−i(kr−
π
2 l) − e2iδlei(kr−π2 l)]
=
i
2kr
∞∑
l=0
(2l + 1)Pl(cos θ)[(−1)le−ikr − Sleikr], (B.32)
where Sl≡e2iδl called S-matrix. We derive the f(θ) in Eq. (B.31).
ψ(r)− eik·z ∼ i
2kr
∞∑
l=0
(2l + 1)Pl(cos θ)(1− Sl)eikr
=
∞∑
l=0
(2l + 1)
Sl − 1
2ik
Pl(cos θ)(1− Sl)e
ikr
r
≡ f(θ)e
ikr
r
, (B.33)
where
f(θ) =
∞∑
l=0
(2l + 1)flPl(cos θ) (B.34)
fl ≡ Sl − 12ik = e
iδl
1
k
sin δl. (B.35)
The f(θ) is corresponding to T-matrix and fl is partial wave of the f(θ)
fl =
1
2
ˆ 1
−1
d(cos θ)f(θ)Pl(cos θ). (B.36)
The total scattering cross-section is
dσ
dΩ
= |f(θ)|2 =
∣∣∣∣∣
∞∑
l=0
(2l + 1)flPl(cos θ)
∣∣∣∣∣
2
(B.37)
σ =
ˆ
dσ
dΩ
dΩ
= 4π
∞∑
l=0
(2l + 1) |fl|2
=
π
k2
∞∑
l=0
(2l + 1) |Sl − 1|2
=
4π
k2
∞∑
l=0
(2l + 1)(sin δl)
2. (B.38)
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B.2 T-matrix and Phase shift in Quantum field theory
In this chapter we define the phase shift in quantum field theory by using the unitarily of the S-matrix.
The S-matrix and T-matrix are
S = 1 + iT. (B.39)
The unitarity of the S-matrix is
S†S = 1. (B.40)
Using Eq. (B.39) and Eq. (B.40), we can derive
T − T † = iT †T. (B.41)
Sandwiching the both sides in the final state and the initial state
⟨f |T |i⟩ − ⟨f |T † |i⟩ = i ⟨f |T †T |i⟩ . (B.42)
Using the completeness relation as
⟨f |T |i⟩ − ⟨f |T † |i⟩ = i
∑
n
⟨f |T † |n⟩ ⟨n|T |i⟩ . (B.43)
For simplicity we consider the scattering system of the scalars for calculate the T-matrix Fig. B.1.
Figure B.1: The scattering system of the 2 scalar fields in center of mass system. The initial states are
ka = (Ek, k⃗) and kb = (Ek,−k⃗), the final states are kc = (Ep, p⃗) and kd = (Ep,−p⃗). Mass of the all scalar
fields are m.
The initial states are ka = (Ek, k⃗) and kb = (Ek,−k⃗), the final states are kc = (Ep, p⃗) and kd =
(Ep,−p⃗). The ka, kb, kc, kd are satisfied the on-shell. We define the T (p, q)
< kckd |T | kakb >= (2π)4δ4(ka + kb − kc − kd)T (p, q) (B.44)
Using
⟨f | = ⟨kc, kd| , |i⟩ = |kakb⟩ , (B.45)
∑
n
|n⟩ ⟨n| =
ˆ
d3q1d3q2
(2π)32Eq1(2π)
32Eq2
|q1q2⟩ ⟨q1q2| . (B.46)
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We can derive
LHS = (2π)4δ4(ka + kb − kc − kd)(T (p⃗, k⃗)− T †(p⃗, k⃗)), (B.47)
RHS = i
ˆ
d3q1d3q2
(2π)32Eq1(2π)
32Eq2
< kckd
∣∣∣T †∣∣∣ q1q2 >< q1q2 |T | kakb > .
= i
ˆ
d3q1d3q2
4Eq1Eq2
(2π)2δ3(k⃗c + k⃗d − q⃗1 − q⃗2)δ3(q⃗1 + q⃗2 − k⃗a − k⃗b)
δ(Ep + Ep − Eq1 − Eq2)δ(Ek + Ek − Eq1 − Eq2)T †(p⃗, q⃗)T (q⃗, k⃗)
= i
ˆ
d3q1
4E2q
(2π)2δ3(k⃗c + k⃗d − k⃗a − k⃗b)δ(2Ek − 2Eq)δ(Ek + Ek − Eq1 − Eq2)T †(p⃗, q⃗)T (q⃗, k⃗)
= i
ˆ
dkdΩqk2
4E2q
(2π)2δ3(k⃗c + k⃗d − k⃗a − k⃗b)δ(2Ek − 2Eq)δ(Ek + Ek − Eq1 − Eq2)T †(p⃗, q⃗)T (q⃗, k⃗)
= (2π)4δ4(ka + kb − kc − kd) ik32π2Ek
ˆ
dΩqT
†(p⃗, q⃗)T (q⃗, k⃗). (B.48)
We use the definition of the T (p, q) at the 2nd line and using the polar coordinates at 4th line. Comparing
the both sides we derive
T (p⃗, k⃗)− T †(p⃗, k⃗) = ik
32π2Ek
ˆ
dΩqT
†(p⃗, q⃗)T (q⃗, k⃗). (B.49)
We divide the radial and angular direction using Spherical harmonics Ylm(Ωp) and complex represen-
tation Ylm(Ωk).
T (p⃗, q⃗) = 4π
∞∑
l=0
l∑
m=−l
Tl(k)Ylm(Ωp)Ylm(Ωk) (B.50)
Spherical harmonics Ylm(Ωp) satisfy the orthonormal relationship
ˆ
dΩqYlm(Ωq)Yl′m′(Ωq) = δl,l′δmm′ . (B.51)
Eq. (B.49) is
LHS = T (p⃗, q⃗) = 4π
∞∑
l=0
l∑
m=−l
[Ylm(Ωp)Ylm(Ωk)Tl(k)− Ylm(Ωp)Ylm(Ωk)Tl(k)], (B.52)
where T †(p⃗, k⃗) = T (k⃗, p⃗).
RHS = (4π)2
∑
ll′
∑
mm′
ik
32π2Ek
ˆ
dΩq[Tl(k)Tl′(k)Ylm(Ωq)Ylm(Ωp)Yl′m′(Ωq)Yl′m′(Ωk)] (B.53)
Comparing these equations, we can derive.
Tl(k)− Tl(k) = i k8πEkTl(k)Tl(k) (B.54)
It is possible to derive the Tl(k) which satisfy Eq. (B.54)
Tl(k) =
16πEk
k
eiδl(k) sin δl(k). (B.55)
It is the definition of the phase shift δl(k). In this section we can define the phase shift δl(k) by using
only unitarity of the S-matrix.
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B.3 Asymptotic form of the NBS wave function
In this chapter, we derive the behavior of the NBS wave function at large r. NBS wave has the same
asymptotic form of the scattering wave in quantum mechanics, because NBS wave function has T-matrix
at asymptotic state, and the phase shift δl is the defined by T-matrix.
ψ(r →∞) ∼ Zπ e
iδl
kl
sin(kr − πl
2
+ δl(k)) (B.56)
For simplicity we consider the scalar field, let us consider NBS wave function amplitude, defined by
Ψαβ(r, t) = ⟨0 |πa(x+ r, t)πb(x, t)| ka, a, kb, b; in⟩ (B.57)
Using completeness relation
1 =
∑
c
ˆ
d3p
(2π)32p0
|p⃗, c; out⟩ ⟨p⃗, c; out|+
∑
X
|X; out⟩ ⟨X; out|
2EX
, (B.58)
we can divide the elastic wave function ψelastic and the inelastic wave function ψinelastic
ψ(r) = ψelastic + ψinelastic, (B.59)
where
ψelastic =
∑
b
ˆ
d3p
(2π)32p0
< 0 |πa(x+ r, t)| p⃗, b; out >< p⃗, b; out |πb(x, t)| k⃗, a,−k⃗, b; in >, (B.60)
ψinelastic =
∑
X
< 0 |πa(x+ r, t)|X; out > 1
2EX
< X; out |πb(x, t)| ka, a, kb, b; in > (B.61)
and |X⟩ is not 1 particle state. The < 0 |πa(x+ r, t)| p⃗, b; out > is
< 0 |πa(x+ r, t)| p⃗, b; out > =< 0
∣∣∣eipˆ·xπa(0)e−ipˆ·(x+r)∣∣∣ p⃗, b; out >
=< 0 |πa(0)| p⃗, b; out > e−ip·(x+r)
=< 0
∣∣U−1Uπa(0)U−1U ∣∣ p⃗, b; out > e−ip·(x+r)
=
√
Zπδabe
ip⃗·(x⃗+r⃗)e−ip0t, (B.62)
where Zπ is renormalized factor and we use Lorentz transformation U ∈ SO(3 + 1) in 3rd line
⟨0|U−1 = ⟨0| , (B.63)
Uπ(0)U−1 = π(0). (B.64)
Elastic part of the NBS wave function can rewrite
ψelastic(r⃗) =
√
Zπ
ˆ
d3p
(2π)32p0
eip⃗·(x⃗+r⃗)e−ip0t < p, a; out |πb(x, t)| k⃗, a,−k⃗, b; in > . (B.65)
Using NZH reduction formula Appendix G, we rewrite from the n-pt correlator to T-matrix.
< p, a; out |πb(x, t)| k⃗, a,−k⃗, b; in >=< 0 |aout(p⃗)πb(x, t)| k⃗, a,−k⃗, b; in >
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+i
ˆ
d4x1f
∗
p (x1)(#+m2π) < 0 |T (πa(x1)πb(x, t))| k⃗, a,−k⃗, b; in > . (B.66)
The 1st term in Eq. (B.66) is free part. We use NZH reduction formula again.
< 0 |T (πa(x1)πb(x, t)| k⃗, a,−k⃗, b; in > =< 0
∣∣∣T (πa(x1)πb(x, t))a†in(k⃗a)∣∣∣− k⃗, b; in >
=< 0
∣∣∣a†out(k⃗a)T (πa(x1)πb(x, t))∣∣∣− k⃗, b; in >
− i
ˆ
d4x2fka(x2)(#+m2π) < 0
∣∣∣T (πa(x1)πb(x, t)π†a(x2))∣∣∣− k⃗, b; in >
(B.67)
Similarly this, we rewrite the 2nd term in Eq. (B.66)
< p, a; out |πb(x, t)| k⃗, a,−k⃗, b; in >= −i
ˆ
d4x1d
4x2d
4x3f
∗
p (x1)fka(x2)fkb(x3)
×(#1 +m2π)(#2 +m2π)(#3 +m2π) < 0
∣∣∣T (πa(x1)πb(x, t)π†a(x2)π†b(x3))∣∣∣ 0 >, (B.68)
where #1 act only x1.
< p, a; out |πb(x, t)| k⃗, a,−k⃗, b; in > = −i(−p2 +m2π)
< 0
∣∣∣T (πa(p)πb(x)π†a(ka)π†b(kb))∣∣∣ 0 > (−k2a +m2π)(−k2b +m2π)
=
√
Zπ
e−iq·x
m2π − q2 − iε
Tˆ (p, q, ka, kb). (B.69)
We note that Tˆ (p, q, ka, kb) is half-shell (q is oﬀ-shell). Next we calculate the 1st term in Eq. (B.66)
< 0 |aout(p⃗)πb(x, t)| k⃗, a,−k⃗, b; in >=
√
Zπ2k
0(2π)3δ3(p⃗− k⃗)e−ik·x. (B.70)
We substitute Eq. (B.69) and Eq. (B.70) for Eq. (B.65)
ψelastic(r⃗) = Zπe
ik⃗·(x⃗+r⃗)−ik0te−ik·x + Zπ
ˆ
d3p
(3π)32p0
eip·xe−ip⃗·r⃗e−iq·x
m2π − q2 − iε
Tˆ (p, q, ka, kb), (B.71)
where p = (p0, p⃗),ka = (k0, k⃗),kb = (k0,−k⃗) are on-shell, but q = ((2k − q)0,−p⃗) is oﬀ-shell. As a results
elastic part of the NBS wave function is
ψelastic(r⃗) = Zπe
−2ik0t(eik⃗·r⃗ +
ˆ
d3p
(2π)32p0
eip⃗·r⃗
m2π − q2 − iε
Tˆ (p, q, ka, kb)), (B.72)
and inelastic part of the NBS wave function is
ψinelastic(r) = e−2k0t
∑
X
√
ZπZX
2EX
eip⃗X ·r⃗
m2π − q2 − iε
TˆX(px, q, ka, kb), (B.73)
where q = ((2k−qX)0,−p⃗X). We assume t = 0 and using q = ((2k−q)0,−p⃗), the total NBS wave function
is
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ψ(r) = ψelastic + ψinelastic
= Zπe
−2ik0t(eik⃗·r⃗ +
ˆ
d3p
(2π)32p0
eip⃗·r⃗
m2π − q2 − iε
Tˆ (p, q, ka, kb)) + ψ
inelastic
= Zπ(e
ik⃗·r⃗ +
ˆ
d3p
(2π)3
eip⃗·r⃗
p2 − k2 − iεH(p⃗, k⃗)) + ψ
inelastic, (B.74)
where H(p⃗, k¯) is
H(p⃗, k⃗) ≡ p0 + k0
8p0k0
Tˆ (p, q, ka, kb). (B.75)
We can ignore the inelastic part below threshold, and divide the angle direction and the radial direction
using spherical harmonics Ylm(Ωr)
ψelastic = 4π
∑
l,m
ilψelasticl (r, k)Ylm(Ωr)Ylm(Ωk), (B.76)
where we define ψelasticl for expand coeﬃcient. Using
eik⃗·r⃗ = eikr cos θ = 4π
∑
lm
iljl(kr)Ylm(Ωr)Ylm(Ωk), (B.77)
we can derive
ψelasitcl (k⃗, r⃗) = jl(k, r) +
ˆ
dpp2
(2π)3
4π
1
p2 − k2 − iεHl(p, k)jl(pr). (B.78)
The 1st term is a free part and the 2nd term is interaction part. We define the H(p⃗, k⃗) for radius direction
of the H(p⃗, k⃗)
H(p⃗, k⃗) = 4π
∑
lm
Hl(p, k)Ylm(Ωr)Ylm(Ωk). (B.79)
Using spherical Bessel function.
ˆ ∞
0
dpp2
4π2
1
p2 − k2 − iεHl(p, k)jl(pr)
= −(kr)l( 1
kr
d
dkr
)l
ˆ ∞
−∞
dpeipr
4π2ipr
(
1
p− k −
1
p+ k
)
Hl(p, k)
2k
(B.80)
The Hl(k,−k) is
Hl(k,−k) = (−1)lHl(k, k), (B.81)
because
H(p⃗, k⃗) = 4π
∑
lm
Hl(p, k)Ylm(Ωp)Ylm(Ωk)
= 4π
∑
lm
Hl(−p, k)Ylm(Ω−p)Ylm(Ωk)
= 4π
∑
lm
(−1)lHl(−p, k)Ylm(Ωp)Ylm(Ωk), (B.82)
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where Ω−p is the Ωp at θ → π − θ, φ→ φ+ π. Using this relation, we can derive
ˆ ∞
0
dpp2
4π2
1
p2 − k2 − iεHl(p, k)jl(pr) =
k
4π
[nl(kr) + ijl(kr)]Hl(k, k). (B.83)
Considering the radius direction of the NBS wave function at r →∞ using Hl(k, k) = 4πk eiδl sin δl(k)
ψl(r, k) = Zπ[jl(kr) +
k
4π
Hl(k, k){nl(kr) + ijl(kr)}]
∼ Zπ e
iδl
kr
sin(kr − lπ
2
+ δl(k)). (B.84)
Appendix C
Omega operator in wall source at
non-relativistic limit
This section shows that omega operator vanish exception of the spin 0 state with wall source at non-
relativistic limit. The following examples are not applicable to other types of source. First we define
omega operator in wall source as
Ω = εabc
∑
x
sa(x)Cγk
∑
x′
sb(x′)
∑
x′′
sc(x′′), (C.1)
where a, b, c are color indices. For simply, we ignore Cγk which is not important.
The two-Omega wall source operator is then given by
Ω¯Ω¯ ≡ εabcεa′b′c′(
∑
x
sa(x))(
∑
x′
sb(x′))(
∑
x′′
sc(x′′))(
∑
y
sa
′
(y))(
∑
y′
sb
′
(y′))(
∑
y′′
sc
′
(y′′)) (C.2)
TheS = 3 and Sz = 3 operator vanish as
(ΩΩ)3,3 ≡ εabcεa′b′c′(
∑
x
s 1
2
a(x))(
∑
x′
sb1
2
(x′))(
∑
x′′
sc1
2
(x′′))(
∑
y
sa
′
1
2
(y))(
∑
y′
sb
′
1
2
(y′))(
∑
y′′
sc
′
1
2
(y′′))
= −εabcεa′b′c′(
∑
y
sa
′
1
2
(y))(
∑
y′
sb
′
1
2
(y′))(
∑
y′′
sc
′
1
2
(y′′))(
∑
x
s 1
2
a(x))(
∑
x′
sb1
2
(x′))(
∑
x′′
sc1
2
(x′′))
= −εabcεa′b′c′(
∑
x
s 1
2
a′(x))(
∑
x′
sb
′
1
2
(x′))(
∑
x′′
sc
′
1
2
(x′′))(
∑
y
sa
′
1
2
(y))(
∑
y′
sb
′
1
2
(y′))(
∑
y′′
sc
′
1
2
(y′′)) (C.3)
= −(ΩΩ)3,3 = 0.
In second line, we use fermionic condition in exchanging two-Omega operators. In final line, we replace
spatial indices, because these indices are inner indices in wall source. Since operators with S = 2 and
smaller Sz are obtained by applying the lowering operator Sˆ− to this operator, such operators also vanish.
So the same conclusion is also indicated for diﬀerent z-components. We thus conclude (ΩΩ)3,Sz = 0 for
Sz = ±3,±2,±1, 0. We can proof S = 2 Sz = ±2,±1, 0 and S = 1Sz = ±1, 0.
The S = 2and Sz = 2 case is a little diﬃcult for color. For simply we ignore x because of wall source.
Spin0 will not disappear because we can not replace operator as
68
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(ΩΩ)2,2 ≡ 1√
2
(Ω¯ 3
2 ,
3
2
Ω¯ 3
2 ,
1
2
− Ω¯ 3
2 ,
1
2
Ω¯ 3
2 ,
3
2
)
= εabcεdef
1√
2
(s¯a1
2
s¯b1
2
s¯c1
2
(
√
2
3
1√
2
(s¯d1
2
s¯e− 12
+ s¯d− 12
s¯e1
2
)s¯f1
2
+
√
1
3
s¯d1
2
s¯e1
2
s¯f− 12
)
− (
√
2
3
1√
2
(s¯a1
2
s¯b− 12
+ s¯a− 12
s¯b1
2
)s¯c1
2
+
√
1
3
s¯a1
2
s¯b1
2
s¯c− 12
)s¯d1
2
s¯e1
2
s¯f1
2
)
= εabcεdef
1√
2
(s¯a1
2
s¯b1
2
s¯c1
2
(
√
1
3
(s¯d1
2
s¯e− 12
+ s¯d− 12
s¯e1
2
)s¯f1
2
+
√
1
3
s¯d1
2
s¯e1
2
s¯f− 12
)
− (
√
1
3
(s¯a1
2
s¯b− 12
+ s¯a− 12
s¯b1
2
)s¯c1
2
+
√
1
3
s¯a1
2
s¯b1
2
s¯c− 12
)s¯d1
2
s¯e1
2
s¯f1
2
)
= εabcεdef
1√
6
((s¯a1
2
s¯b1
2
s¯c1
2
((s¯d1
2
s¯e− 12
+ s¯d− 12
s¯e1
2
)s¯f1
2
+ s¯d1
2
s¯e1
2
s¯f− 12
)− ((s¯a1
2
s¯b− 12
+ s¯a− 12
s¯b1
2
)s¯c1
2
+ s¯a1
2
s¯b1
2
s¯c− 12
)s¯d1
2
s¯e1
2
s¯f1
2
))
= εabcεdef
1√
6
(s¯a1
2
s¯b1
2
s¯c1
2
(s¯d1
2
s¯e− 12
s¯f1
2
+ s¯d− 12
s¯e1
2
s¯f1
2
+ s¯d1
2
s¯e1
2
s¯f− 12
) + (−s¯a1
2
s¯b− 12
s¯c1
2
− s¯a− 12 s¯
b
1
2
s¯c1
2
− s¯a1
2
s¯b1
2
s¯c− 12
)s¯d1
2
s¯e1
2
s¯f1
2
)
= εabcεdef
1√
6
(s¯a1
2
s¯b1
2
s¯c1
2
(s¯e1
2
s¯f− 12
s¯d1
2
+ s¯f− 12
s¯d1
2
s¯e1
2
+ s¯d1
2
s¯e1
2
s¯f− 12
) + (−s¯c1
2
s¯a− 12
s¯b1
2
− s¯a− 12 s¯
b
1
2
s¯c1
2
− s¯b1
2
s¯c1
2
s¯a− 12
)s¯d1
2
s¯e1
2
s¯f1
2
)
=
√
6εabcεdef s¯a1
2
s¯b1
2
s¯c1
2
s¯d1
2
s¯e1
2
s¯f− 12
(C.4)
Using
εabcεdef =
∣∣∣∣∣∣
δad δae δaf
δbd δbe δbf
δcd δce δcf
∣∣∣∣∣∣
= δad(δbeδcf − δbfδce) + δae(δbfδcd − δbdδcf ) + δaf (δbdδce − δbeδcd). (C.5)
(ΩΩ)2,2 =
√
6(δad(δbeδcf − δbfδce) + δae(δbfδcd − δbdδcf ) + δaf (δbdδce − δbeδcd))s¯a1
2
s¯b1
2
s¯c1
2
s¯d1
2
s¯e1
2
s¯f− 12
=
√
6(s¯a1
2
s¯b1
2
s¯c1
2
s¯a1
2
s¯b1
2
s¯c− 12
− s¯a1
2
s¯b1
2
s¯c1
2
s¯a1
2
s¯c1
2
s¯b− 12
+ s¯a1
2
s¯b1
2
s¯c1
2
s¯c1
2
s¯a1
2
s¯b− 12
− s¯a1
2
s¯b1
2
s¯c1
2
s¯b1
2
s¯a1
2
s¯c− 12
+ s¯a1
2
s¯b1
2
s¯c1
2
s¯b1
2
s¯c1
2
s¯a− 12
− s¯a1
2
s¯b1
2
s¯c1
2
s¯c1
2
s¯b1
2
s¯a− 12
)
= 2
√
6(s¯a1
2
s¯b1
2
s¯c1
2
s¯a1
2
s¯b1
2
s¯c− 12
+ s¯a1
2
s¯b1
2
s¯c1
2
s¯a1
2
s¯b− 12
s¯c1
2
+ s¯a1
2
s¯b1
2
s¯c1
2
s¯a− 12
s¯b1
2
s¯c1
2
)
= −2√6(s¯a1
2
s¯b1
2
s¯c1
2
s¯a1
2
s¯b1
2
s¯c− 12
+ s¯a1
2
s¯b1
2
s¯c1
2
s¯a1
2
s¯b− 12
s¯c1
2
+ s¯a1
2
s¯b1
2
s¯c1
2
s¯a− 12
s¯b1
2
s¯c1
2
) (C.6)
= −(ΩΩ)2,2 = 0
In the final line, we exchanged two quarks at same color and spin as s¯11
2
s¯11
2
= −s¯11
2
s¯11
2
. We can proof
S = 1 case.
This proof does not hold for the S = 0 and Sz = 0 case, since the operator in this case is given by
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(ΩΩ)0,0 ≡ 1
2
(Ω¯ 3
2 ,
3
2
Ω¯ 3
2 ,− 32 − Ω¯ 32 , 12 Ω¯ 32 ,− 12 + Ω¯ 32 ,− 12 Ω¯ 32 , 12 − Ω¯ 32 ,− 32 Ω¯ 32 , 32 )
=
1
6
εabcεdef (3sa1
2
sb1
2
sc1
2
sd− 12
se− 12
sf− 12
−√2 1√
2
(sa1
2
sb− 12
+ sa− 12
sb1
2
)sc1
2
sd− 12
se− 12
sf1
2
− sa1
2
sb1
2
sc− 12
sd− 12
se− 12
sf1
2
− 2 1√
2
(sa1
2
sb− 12
+ sa− 12
sb1
2
)sc1
2
1√
2
(sd1
2
se− 12
+ sd− 12
se1
2
)sf− 12
−√2sa1
2
sb1
2
sc− 12
1√
2
(sd1
2
se− 12
+ sd− 12
se1
2
)sf− 12
+
√
2sa− 12
sb− 12
sc1
2
1√
2
(sd1
2
se− 12
+ sd− 12
se1
2
)sf1
2
+ 2
1√
2
(sa1
2
sb− 12
+ sa− 12
sb1
2
)sc− 12
1√
2
(sd1
2
se− 12
+ sd− 12
se1
2
)sf1
2
+ sa− 12
sb− 12
sc1
2
sd1
2
se1
2
sf− 12
+
√
2
1√
2
(sa1
2
sb− 12
+ sa− 12
sb1
2
)sc− 12
sd1
2
se1
2
sf− 12
− 3sa− 12 s
b
− 12
sc− 12
sd1
2
se1
2
sf1
2
)
= −9sa1
2
sa− 12
sb1
2
sb− 12
sc1
2
sc− 12
(C.7)
We can’t exchange two quarks at same spin and color. Consequently, we can calculate only spin 0
state of Omega-Omega system in wall source.
Appendix D
Spin projection to spin 32 operator
In the section we show spin projection, and we show summarized results at end of this section. For
spin projection from spin1⊗spin12 to spin 32 , we construct di-vector operator in non-relativistic limit. In
non-relativistic limit, upper components of the quark correspond to spin12 .
ψ =
⎛⎜⎜⎝
↑
↓
0
0
⎞⎟⎟⎠ (D.1)
We use dirac-matrix in dirac representation, To project Ω¯ = −εc3c2c1δg′3gsc3g3(sc2g2γk1C(sc1g1)T ) in source part.
Cγi =
(
0 −iσ2
−iσ2 0
)(
0 −iσi
iσi 0
)
(D.2)
Cγ0 =
⎛⎜⎜⎝
1
−1
−1
1
⎞⎟⎟⎠ Cγ1 =
⎛⎜⎜⎝
−i
i
i
−i
⎞⎟⎟⎠ (D.3)
Cγ2 =
⎛⎜⎜⎝
1
1
−1
−1
⎞⎟⎟⎠ Cγ3 =
⎛⎜⎜⎝
i
i
−i
−i
⎞⎟⎟⎠ (D.4)
So we can make spin1 operator
spin1, z + 1
1
2
ψ(iCγ1 + Cγ2)ψ (D.5)
spin1, z0 − i√
2
ψCγ3ψ (D.6)
spin1, z− 1 1
2
ψ(−iCγ1 + Cγ2)ψ (D.7)
On the other hands, To project in sink part, we use follow matrix
γ0C =
⎛⎜⎜⎝
−1
1
1
−1
⎞⎟⎟⎠ γ1C =
⎛⎜⎜⎝
−i
i
i
−i
⎞⎟⎟⎠ (D.8)
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γ2C =
⎛⎜⎜⎝
−1
−1
1
1
⎞⎟⎟⎠ γ3C =
⎛⎜⎜⎝
i
i
−i
−i
⎞⎟⎟⎠ (D.9)
So we can make spin1 operator
spin1, z + 1
1
2
ψ(iγ1C − γ2C)ψ (D.10)
spin1, z0 − i√
2
ψγ3Cψ (D.11)
spin1, z− 1 1
2
ψ(−iγ1C − γ2C)ψ (D.12)
Now we have spin1⊗spin12 =spin12⊕spin32 state. Next we perform projection to spin32 state using
highest weight method. First we define the highest weight∣∣∣∣32 , 32
〉
= |1, 1⟩
∣∣∣∣12 , 12
〉
, (D.13)
where |S, Sz⟩ is spinS, spin z-component Sz state. Lowering operator is
l− |j,m⟩ =
√
(j +m)(j −m+ 1)! |j,m− 1⟩ . (D.14)
We can easy make spin32 states and spin
1
2 states.
spin32 states
∣∣∣∣32 , 32
〉
= |1, 1⟩
∣∣∣∣12 , 12
〉
(D.15)∣∣∣∣32 , 12
〉
=
√
2
3
|1, 0⟩
∣∣∣∣12 , 12
〉
+
√
1
3
|1, 1⟩
∣∣∣∣12 ,−12
〉
(D.16)∣∣∣∣32 ,−12
〉
=
√
1
3
|1,−1⟩
∣∣∣∣12 , 12
〉
+
√
2
3
|1, 0⟩
∣∣∣∣12 ,−12
〉
(D.17)∣∣∣∣32 ,−32
〉
= |1,−1⟩
∣∣∣∣12 ,−12
〉
(D.18)
spin12 states ∣∣∣∣12 , 12
〉
= −
√
1
3
|1, 0⟩
∣∣∣∣12 , 12
〉
+
√
2
3
|1, 1⟩
∣∣∣∣12 ,−12
〉
(D.19)∣∣∣∣12 ,−12
〉
= −
√
2
3
|1,−1⟩
∣∣∣∣12 , 12
〉
+
√
1
3
|1, 0⟩
∣∣∣∣12 ,−12
〉
(D.20)
Finally we make spin3, spin2, spin1, spin0 states. The spin3 for Sz = ±3,±2,±1, 0.
l− |3, 3⟩ =
√
6 |3, 2⟩ = √3
∣∣∣∣32 , 12
〉 ∣∣∣∣32 , 32
〉
+
√
3
∣∣∣∣32 , 32
〉 ∣∣∣∣32 , 12
〉
|3, 2⟩ = 1√
2
(
∣∣∣∣32 , 12
〉 ∣∣∣∣32 , 32
〉
+
∣∣∣∣32 , 32
〉 ∣∣∣∣32 , 12
〉
) (D.21)
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l− |3, 2⟩ =
√
10 |3, 1⟩
=
1√
2
(2
∣∣∣∣32 ,−12
〉 ∣∣∣∣32 , 32
〉
+
√
3
∣∣∣∣32 , 12
〉 ∣∣∣∣32 , 12
〉
)
+
1√
2
(
√
3
∣∣∣∣32 , 12
〉 ∣∣∣∣32 , 12
〉
+ 2
∣∣∣∣32 , 32
〉 ∣∣∣∣32 ,−12
〉
) (D.22)
|3, 1⟩ = 1√
5
(
∣∣∣∣32 ,−12
〉 ∣∣∣∣32 , 32
〉
+
√
3
∣∣∣∣32 , 12
〉 ∣∣∣∣32 , 12
〉
+
∣∣∣∣32 , 32
〉 ∣∣∣∣32 ,−12
〉
) (D.23)
l− |3, 1⟩ =
√
12 |3, 0⟩
=
1√
5
(
√
3
∣∣∣∣32 ,−32
〉 ∣∣∣∣32 , 32
〉
+
√
3
∣∣∣∣32 ,−12
〉 ∣∣∣∣32 , 12
〉
+
√
3(2
∣∣∣∣32 ,−12
〉 ∣∣∣∣32 , 12
〉
+ 2
∣∣∣∣32 , 12
〉 ∣∣∣∣32 ,−12
〉
)
+
√
3
∣∣∣∣32 , 12
〉 ∣∣∣∣32 ,−12
〉
+
√
3
∣∣∣∣32 , 32
〉 ∣∣∣∣32 ,−32
〉
) (D.24)
|3, 0⟩ = 1√
20
(
∣∣∣∣32 ,−32
〉 ∣∣∣∣32 , 32
〉
+ 3
∣∣∣∣32 ,−12
〉 ∣∣∣∣32 , 12
〉
+ 3
∣∣∣∣32 , 12
〉 ∣∣∣∣32 ,−12
〉
+
∣∣∣∣32 , 32
〉 ∣∣∣∣32 ,−32
〉
) (D.25)
l− |3, 0⟩ =
√
12 |3,−1⟩
=
1√
20
(
√
3
∣∣∣∣32 ,−32
〉 ∣∣∣∣32 , 12
〉
+ 3(
√
3
∣∣∣∣32 ,−32
〉 ∣∣∣∣32 , 12
〉
+ 2
∣∣∣∣32 ,−12
〉 ∣∣∣∣32 ,−12
〉
)
+ 3(2
∣∣∣∣32 ,−12
〉 ∣∣∣∣32 ,−12
〉
+
√
3
∣∣∣∣32 , 12
〉 ∣∣∣∣32 ,−32
〉
) +
√
3
∣∣∣∣32 , 12
〉 ∣∣∣∣32 ,−32
〉
) (D.26)
|3,−1⟩ = 1√
5
(
∣∣∣∣32 ,−32
〉 ∣∣∣∣32 , 12
〉
+
√
3
∣∣∣∣32 ,−12
〉 ∣∣∣∣32 ,−12
〉
+
∣∣∣∣32 , 12
〉 ∣∣∣∣32 ,−32
〉
) (D.27)
l− |3,−1⟩ =
√
10 |3,−2⟩
=
1√
5
(2
∣∣∣∣32 ,−32
〉 ∣∣∣∣32 ,−12
〉
+ 3
∣∣∣∣32 ,−32
〉 ∣∣∣∣32 ,−12
〉
+ 3
∣∣∣∣32 ,−12
〉 ∣∣∣∣32 ,−32
〉
+ 2
∣∣∣∣32 ,−12
〉 ∣∣∣∣32 ,−32
〉
) (D.28)
|3,−2⟩ = 1√
2
(
∣∣∣∣32 ,−32
〉 ∣∣∣∣32 ,−12
〉
+
∣∣∣∣32 ,−12
〉 ∣∣∣∣32 ,−32
〉
) (D.29)
l− |3,−2⟩ =
√
6 |3,−3⟩
=
1√
2
(
√
3
∣∣∣∣32 ,−32
〉 ∣∣∣∣32 ,−32
〉
+
√
3
∣∣∣∣32 ,−32
〉 ∣∣∣∣32 ,−32
〉
) (D.30)
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|3,−3⟩ =
∣∣∣∣32 ,−32
〉 ∣∣∣∣32 ,−32
〉
The spin2 for Sz = ±2,±1, 0.
|2, 2⟩ = 1√
2
(
∣∣∣∣32 , 32
〉 ∣∣∣∣32 , 12
〉
−
∣∣∣∣32 , 12
〉 ∣∣∣∣32 , 32
〉
) (D.31)
l− |2, 2⟩ = 2 |2, 1⟩
=
1√
2
(
√
3
∣∣∣∣32 , 12
〉 ∣∣∣∣32 , 12
〉
+ 2
∣∣∣∣32 , 32
〉 ∣∣∣∣32 ,−12
〉
− 2
∣∣∣∣32 ,−12
〉 ∣∣∣∣32 , 32
〉
−√3
∣∣∣∣32 , 12
〉 ∣∣∣∣32 , 12
〉
) (D.32)
|2, 1⟩ = 1√
2
(
∣∣∣∣32 , 32
〉 ∣∣∣∣32 ,−12
〉
−
∣∣∣∣32 ,−12
〉 ∣∣∣∣32 , 32
〉
) (D.33)
The spin1 for Sz = ±1, 0.
|1, 1⟩ = 1√
2
(
∣∣∣∣32 , 32
〉 ∣∣∣∣32 ,−12
〉
−
∣∣∣∣32 ,−12
〉 ∣∣∣∣32 , 32
〉
) (D.34)
The spin0 for Sz = 0.
|0, 0⟩ = 1
2
(
∣∣∣∣32 , 32
〉 ∣∣∣∣32 ,−32
〉
−
∣∣∣∣32 , 12
〉 ∣∣∣∣32 ,−12
〉
+
∣∣∣∣32 ,−12
〉 ∣∣∣∣32 , 12
〉
−
∣∣∣∣32 ,−32
〉 ∣∣∣∣32 , 32
〉
) (D.35)
Finally, we summarize the above results.
spin3 states
|3, 3⟩ =
∣∣∣∣32 , 32
〉 ∣∣∣∣32 , 32
〉
(D.36)
|3, 2⟩ = 1√
2
(
∣∣∣∣32 , 32
〉 ∣∣∣∣32 , 12
〉
+
∣∣∣∣32 , 12
〉 ∣∣∣∣32 , 32
〉
) (D.37)
|3, 1⟩ = 1√
5
(
∣∣∣∣32 , 32
〉 ∣∣∣∣32 ,−12
〉
+
√
3
∣∣∣∣32 , 12
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+
∣∣∣∣32 ,−12
〉 ∣∣∣∣32 , 32
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) (D.38)
|3, 0⟩ = 1√
20
(
∣∣∣∣32 , 32
〉 ∣∣∣∣32 ,−32
〉
+ 3
∣∣∣∣32 , 12
〉 ∣∣∣∣32 ,−12
〉
+ 3
∣∣∣∣32 ,−12
〉 ∣∣∣∣32 , 12
〉
+
∣∣∣∣32 ,−32
〉 ∣∣∣∣32 , 32
〉
) (D.39)
|3,−1⟩ = 1√
5
(
∣∣∣∣32 , 12
〉 ∣∣∣∣32 ,−32
〉
+
√
3
∣∣∣∣32 ,−12
〉 ∣∣∣∣32 ,−12
〉
+
∣∣∣∣32 ,−32
〉 ∣∣∣∣32 , 12
〉
) (D.40)
|3,−2⟩ = 1√
2
(
∣∣∣∣32 ,−12
〉 ∣∣∣∣32 ,−32
〉
+
∣∣∣∣32 ,−32
〉 ∣∣∣∣32 ,−12
〉
) (D.41)
|3,−3⟩ =
∣∣∣∣32 ,−32
〉 ∣∣∣∣32 ,−32
〉
(D.42)
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spin2 states
|2, 2⟩ = 1√
2
(
∣∣∣∣32 , 32
〉 ∣∣∣∣32 , 12
〉
−
∣∣∣∣32 , 12
〉 ∣∣∣∣32 , 32
〉
) (D.43)
|2, 1⟩ = 1√
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〉
−
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〉
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|2,−1⟩ = 1√
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〉
−
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〉 ∣∣∣∣32 , 12
〉
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|2,−2⟩ = 1√
2
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〉 ∣∣∣∣32 ,−32
〉
−
∣∣∣∣32 ,−32
〉 ∣∣∣∣32 ,−12
〉
) (D.47)
spin1 states
|1, 1⟩ = 1√
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(
√
3
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〉
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+
√
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|1, 0⟩ = 1√
20
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〉 ∣∣∣∣32 ,−32
〉
−
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|1,−1⟩ = 1√
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(
√
3
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〉
− 2
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〉
+
√
3
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〉
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spin0 state
|0, 0⟩ = 1
2
(
∣∣∣∣32 , 32
〉 ∣∣∣∣32 ,−32
〉
−
∣∣∣∣32 , 12
〉 ∣∣∣∣32 ,−12
〉
+
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〉
−
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Appendix E
Cubic group
For improve statical errors, we increase the statics using cubic group symmetry. In this section, we explain
the cubic group Oh which corresponding to the SO(3). First we define the projection operator. Second,
we show the representation matrix of the group SO(3) which is rotation in continuous space and Oh which
is rotation in lattice space, because the projection operator include the representation matrix. We start
a orthogonality of the irreducible representation
g∑
i
Daµν(Ri)
∗Dbµ′ν′(Ri) =
g
da
δabδµµ′δνν′ , (E.1)
where a, b are irreducible representation indices, i is label of the element, µ, ν are indices of the represen-
tation matrix, R is elements, Dµν(R) is a representation matrix, g is the number of elements and d is a
dimension of the irreducible representation. We define a character χ as
χ(Ri) ≡ Tr{D(Ri)}. (E.2)
The character has a orthogonality from the orthogonality of the irreducible representation.
g∑
i
χa(Ri)
∗χb(Ri) =
g∑
i
∑
µ
Daµµ(Ri)
∗∑
ν
Dbνν(Ri)
=
g
da
∑
νµ
δabδµνδνµ
= gδab (E.3)
Using it, we define the projection operator P aν
P aν =
da
g
∑
i
Daνν(Ri)
∗Ri. (E.4)
Let us check the projection to
φµ = c
aφaµa + c
bφbµb + c
cφcµc + · · · =
∑
a′
ca
′
φa
′
µa′ , (E.5)
where φa
′
µa′ is base of the irreducible representation and c
a is coeﬃcient.
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P aνaφ =
∑
a′
ca
′ da
g
∑
i
Daνaνa(Ri)
∗Ra
′
i φ
a′
µa′
=
∑
a′
ca
′ da
g
∑
i
∑
ν′
Daµaµa(Ri)
∗Da
′
µa′ν′a′
(Ri)φ
a′
ν′
a′
=
∑
a′
∑
ν′
ca
′ da
g
g
da
δaa′δµaµa′ δµaν′a′
φa
′
ν′
a′
= caφaµa (E.6)
In 2nd line, we use Ra
′
i φ
a′
µ =
∑
ν′ D
a′
µa′ν′a′
φa
′
ν′
a′
. So P aνa is a projection operator.
We discuss about a character of the SO(3) in continuous space. Considering the similarity transfor-
mation of the spherical harmonic
R(α,β, γ)Y lm =
l∑
m′=−l
Dl(α,β, γ)mm′Y
l
m′(θ,φ). (E.7)
We perform the rotation to the spherical harmonics
R(α, 0, 0)Y lm(θ,φ) =
l∑
m′=−l
δmm′e
im′αY lm′(θ,φ), (E.8)
Representation matrix is
Dl(α, 0, 0) =
⎛⎜⎜⎜⎜⎜⎝
e−ilα
e−i(l−1)α
. . .
ei(l−1)α
eilα
⎞⎟⎟⎟⎟⎟⎠ . (E.9)
We can calculate the character
χl(α) = TrDl(α, 0, 0) = e−ilα
1− ei(2l+1)α
1− eiα =
sin[(l + 12)α]
sin(α2 )
. (E.10)
We show the character of the SO(3) at each orbital angular momentum l in Table E.1. Meaning of
symbols Cn are described later in cubic group.
E 6C4 3C2 8C3 6C2
a 0 π2 π
2π
3 π
l=0 1 1 1 1 1
l=1 3 1 -1 0 -1
l=2 5 -1 1 -1 1
l=3 7 -1 -1 1 -1
l=4 9 1 1 0 1
...
...
...
...
...
...
E 6C4 3C2 8C3 6C2
a 0 π2 π
2π
3 π
l=12 2
√
2 0 1 0
l=32 4 0 0 -1 0
l=52 6 -
√
2 0 0 0
l=72 8 0 0 1 0
l=92 10
√
2 0 -1 0
l=112 12 0 0 0 0
l=132 14 -
√
2 0 1 0
l=152 16 0 0 -1 0
...
...
...
...
...
...
Table E.1: Character of a spatial rotation at angular momentum l for Oh group.
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Next we explain the Oh which is rotation in lattice space. Oh has 48 elements (24 rotation and parity).
In Fig. E.1, we show Oh group elements which is is corresponding to a kind of rotation. Symbol of mCn
show that n is rotation of 2πn and m is the number of rotation axes. For example, given the rotation
around axis A, there are 6 rotating π2 is called 6C4 which is corresponding to the number of vertexes. To
summarize below
• around A axis (π2 ,π)
In rotation π2 , there are the number of vertexes 6C4. In rotation π, there are the number of half vertexes
3C24 .
• around B axis (2π3 )
In rotation 2π3 , there are the number of planes 8C3.
• around C axis (π)
In rotation π, there are the number of sides 6C2.
The total of elements are 1 + 6 + 3 + 8 + 6 = 24 in O group (include identity element). O ⊗ I = Oh,
therefore Oh has 48 elements, where I is parity. We show the character of the Oh at each dimensional
representations in Table E.2 and Table E.3 show the correspondence table of l and Oh group elements.
Figure E.1: Rotation in the lattice space. Around axis A: 6C4,3C24 . Around axisB: 8C3. Around axis
C:6C2.
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irreducible\elements E 6C4 3C24 6C ′2 8C3
A1g 1 1 1 1 1
A2g 1 -1 1 -1 1
Eg 2 0 2 0 -1
T1g 3 1 -1 -1 0
T2g 3 -1 -1 1 0
A1u 1 1 1 1 1
A2u 1 -1 1 -1 1
Eu 2 0 2 0 -1
T1u 3 1 -1 -1 0
T2u 3 -1 -1 1 0
E 1
2g
2 -2
√
2 −√2 0 0 1 -1
E 5
2g
2 -2 −√2 √2 0 0 1 -1
G 3
2g
4 -4 0 0 0 0 -1 1
E 1
2u
2 -2
√
2 −√2 0 0 1 -1
E 5
2u
2 -2 −√2 √2 0 0 1 -1
G 3
2u
4 -4 0 0 0 0 -1 1
irreducible\elements I 6IC4 3σh = 3IC24 6σd = 6IC ′2 8IC3
A1g 1 1 1 1 1
A2g 1 -1 1 -1 1
Eg 2 0 2 0 -1
T1g 3 1 -1 -1 0
T2g 3 -1 -1 1 0
A1u -1 -1 -1 -1 -1
A2u -1 1 -1 1 -1
Eu -2 0 -2 0 1
T1u -3 -1 1 1 0
T2u -3 1 1 -1 0
E 1
2g
2 -2
√
2 −√2 0 0 1 -1
E 5
2g
2 -2 −√2 √2 0 0 1 -1
G 3
2g
4 -4 0 0 0 0 -1 1
E 1
2u
-2 2 −√2 √2 0 0 -1 1
E 5
2u
-2 2
√
2 −√2 0 0 -1 1
G 3
2u
-4 4 0 0 0 0 1 -1
Table E.2: Character of Oh group. g is parity even, u is parity odd, A is 1 dimension representation, E
is 2 dimension representation, T is 3 dimension representation, G is 4 dimension representation and I is
parity transformation.
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l=0 A1
l=1 T1
l=2 E ⊕ T2
l=3 A2 ⊕ T1 ⊕ T2
l=4 A1 ⊕ E ⊕ T1 ⊕ T2
...
...
,
l=12 E 12
l=32 G 32
l=52 E 52
⊕G 3
2
l=72 E 12
⊕ E 5
2
⊕G 3
2
l=92 E 12
⊕ 2G 3
2
l=112 E 12
⊕ E 5
2
⊕ 2G 3
2
l=132 E 12
⊕ 2E 5
2
⊕ 2G 3
2
l=152 E 12
⊕ E 5
2
⊕ 3G 3
2
...
Table E.3: Correspondence table of l and Oh group elements.
Finally, we show the representation matrixes.
E
E =
⎛⎝ 1 0 00 1 0
0 0 1
⎞⎠ (E.11)
6C4
Cx =
⎛⎝ 1 0 00 0 −1
0 1 0
⎞⎠ C4y =
⎛⎝ 0 0 10 1 0
−1 0 0
⎞⎠ C4z =
⎛⎝ 0 −1 01 0 0
0 0 1
⎞⎠ (E.12)
C−1x =
⎛⎝ 1 0 00 0 1
0 −1 0
⎞⎠ C−14y =
⎛⎝ 0 0 −10 1 0
1 0 0
⎞⎠ C−14z =
⎛⎝ 0 1 0−1 0 0
0 0 1
⎞⎠ (E.13)
8C3
CxCy = CyCz = CzCx =
⎛⎝ 0 0 11 0 0
0 1 0
⎞⎠ (E.14)
(CxCy)
2 = (CyCz)
2 = (CzCx)
2 =
⎛⎝ 0 1 00 0 1
1 0 0
⎞⎠ (E.15)
CyCx =
⎛⎝ 0 1 00 0 −1
−1 0 0
⎞⎠ CzCy =
⎛⎝ 0 −1 00 0 1
−1 0 0
⎞⎠ CxCz =
⎛⎝ 0 −1 00 0 −1
1 0 0
⎞⎠ (E.16)
(CyCx)
2 =
⎛⎝ 0 0 −11 0 0
0 −1 0
⎞⎠ (CzCy)2 =
⎛⎝ 0 0 −1−1 0 0
0 1 0
⎞⎠ (CxCz)2 =
⎛⎝ 0 0 1−1 0 0
0 −1 0
⎞⎠ (E.17)
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9C2
C2x =
⎛⎝ 1 0 00 −1 0
0 0 −1
⎞⎠ C2y =
⎛⎝ −1 0 00 1 0
0 0 −1
⎞⎠ C2z =
⎛⎝ −1 0 00 −1 0
0 0 1
⎞⎠ (E.18)
CxCyCz =
⎛⎝ 0 0 10 −1 0
1 0 0
⎞⎠ CyCzCx =
⎛⎝ 0 1 01 0 0
0 0 −1
⎞⎠ CzCxCy =
⎛⎝ −1 0 00 0 1
0 1 0
⎞⎠ (E.19)
C−1x C
−1
y Cz =
⎛⎝ 0 0 −10 −1 0
−1 0 0
⎞⎠ C−1y C−1z Cx =
⎛⎝ 0 −1 0−1 0 0
0 0 −1
⎞⎠ (E.20)
C−1z C
−1
x Cy =
⎛⎝ −1 0 00 0 −1
0 −1 0
⎞⎠ (E.21)
We show representation matrixes for spinor.
S(Cnj) = exp(
i
4
ωµν [γµ, γν ]) ωkl ≡ −2πn ϵjkl
= exp(−i π
2n
ϵjkl[γk, γl])
= exp(−i π
2n
([γ2, γ3], [γ3, γ1], [γ1, γ2])) (E.22)
We consider the rotation around the Z-axis
= exp(−i π
2n
[( −iσ1
iσ1
)
,
( −iσ2
iσ2
)]
)
= exp(−iπ
n
(
σ3
σ3
)
)
=
∑
k
1
k!
(−π
n
(
σ3
σ3
)k
)
=
(
e−i
π
nσ3
e−i
π
nσ3
)
(E.23)
All representation matrixes can be made from C4y and C4z.
S(C4y) =
(
e−iσ2
π
4 0
0 e−iσ2
π
4
)
=
⎛⎜⎜⎜⎝
1√
2
− 1√
2
0 0
1√
2
1√
2
0 0
0 0 1√
2
− 1√
2
0 0 1√
2
1√
2
⎞⎟⎟⎟⎠ (E.24)
S(C4z) =
(
e−iσ3
π
4 0
0 e−iσ3
π
4
)
=
⎛⎜⎜⎜⎝
1−i√
2
0 0 0
0 1+i√
2
0 0
0 0 1−i√
2
0
0 0 0 1+i√
2
⎞⎟⎟⎟⎠ (E.25)
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S(C4x) = S(Cy)S(Cz)S(C
−1
y ) =
⎛⎜⎜⎜⎝
1√
2
− i√
2
0 0
− i√
2
1√
2
0 0
0 0 1√
2
− i√
2
0 0 − i√
2
1√
2
⎞⎟⎟⎟⎠ (E.26)
For considering monovalent representation, we deal with 12π and
1
2π + 2π as a diﬀerent. For example
Cx =
1√
2
(
1 −i
−i 1
)
Cy =
1√
2
(
1 −1
1 1
)
Cz =
1√
2
(
1− i 0
0 1 + i
)
, (E.27)
(Cx)
5 = Cx =
−1√
2
(
1 −i
−i 1
)
(Cy)
5 = Cy =
−1√
2
(
1 −1
1 1
)
(Cz)
5 = Cz =
−1√
2
(
1− i 0
0 1 + i
)
.
(E.28)
Parity transformation is
S(I) = γ4.
We show the all representation matrixes for spinor.
E × 2
E =
⎛⎜⎜⎝
1
1
1
1
⎞⎟⎟⎠ , E = −
⎛⎜⎜⎝
1
1
1
1
⎞⎟⎟⎠ (E.29)
6C4 × 2
C4x =
⎛⎜⎜⎜⎝
1√
2
− i√
2
0 0
− i√
2
1√
2
0 0
0 0 1√
2
− i√
2
0 0 − i√
2
1√
2
⎞⎟⎟⎟⎠ C4y =
⎛⎜⎜⎜⎝
1√
2
− 1√
2
0 0
1√
2
1√
2
0 0
0 0 1√
2
− 1√
2
0 0 1√
2
1√
2
⎞⎟⎟⎟⎠ (E.30)
C4z =
⎛⎜⎜⎜⎝
1−i√
2
0 0 0
0 1+i√
2
0 0
0 0 1−i√
2
0
0 0 0 1+i√
2
⎞⎟⎟⎟⎠ (E.31)
(Cx)
7 = C−1x =
⎛⎜⎜⎜⎝
1√
2
i√
2
0 0
i√
2
1√
2
0 0
0 0 1√
2
i√
2
0 0 i√
2
1√
2
⎞⎟⎟⎟⎠ (Cy)7 = C−1y =
⎛⎜⎜⎜⎝
1√
2
1√
2
0 0
− 1√
2
1√
2
0 0
0 0 1√
2
1√
2
0 0 − 1√
2
1√
2
⎞⎟⎟⎟⎠ (E.32)
(Cz)
7 = C−1z =
⎛⎜⎜⎜⎝
1+i√
2
0 0 0
0 1−i√
2
0 0
0 0 1+i√
2
0
0 0 0 1−i√
2
⎞⎟⎟⎟⎠ (E.33)
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C4x = −
⎛⎜⎜⎜⎝
1√
2
− i√
2
0 0
− i√
2
1√
2
0 0
0 0 1√
2
− i√
2
0 0 − i√
2
1√
2
⎞⎟⎟⎟⎠ C4y = −
⎛⎜⎜⎜⎝
1√
2
− 1√
2
0 0
1√
2
1√
2
0 0
0 0 1√
2
− 1√
2
0 0 1√
2
1√
2
⎞⎟⎟⎟⎠ (E.34)
C4z = −
⎛⎜⎜⎜⎝
1−i√
2
0 0 0
0 1+i√
2
0 0
0 0 1−i√
2
0
0 0 0 1+i√
2
⎞⎟⎟⎟⎠ (E.35)
(Cx)
3 = Cx
−1
=
⎛⎜⎜⎜⎝
− 1√
2
− i√
2
0 0
− i√
2
− 1√
2
0 0
0 0 − 1√
2
− i√
2
0 0 − i√
2
− 1√
2
⎞⎟⎟⎟⎠ (E.36)
(Cy)
3 = Cy
−1
=
⎛⎜⎜⎜⎝
− 1√
2
− 1√
2
0 0
1√
2
− 1√
2
0 0
0 0 − 1√
2
− 1√
2
0 0 1√
2
− 1√
2
⎞⎟⎟⎟⎠ (E.37)
(Cz)
3 = Cz
−1
=
⎛⎜⎜⎜⎝
−1+i√
2
0 0 0
0 −1−i√
2
0 0
0 0 −1+i√
2
0
0 0 0 −1−i√
2
⎞⎟⎟⎟⎠ (E.38)
8C3 × 2
CxCy = CyCz = CzCx =
⎛⎜⎜⎝
1−i
2
−1−i
2 0 0
1−i
2
1+i
2 0 0
0 0 1−i2
−1−i
2
0 0 1−i2
1+i
2
⎞⎟⎟⎠ (E.39)
CxCy = CyCz = CzCx =
⎛⎜⎜⎝
1−i
2
−1−i
2 0 0
1−i
2
1+i
2 0 0
0 0 1−i2
−1−i
2
0 0 1−i2
1+i
2
⎞⎟⎟⎠ (E.40)
(CxCy)
2 = (CyCz)
2 = (CzCx)
2 =
⎛⎜⎜⎝
−1−i
2
−1−i
2 0 0
1−i
2
−1+i
2 0 0
0 0 −1−i2
−1−i
2
0 0 1−i2
−1+i
2
⎞⎟⎟⎠ (E.41)
(CxCy)
2 = (CyCz)
2 = (CzCx)
2 =
⎛⎜⎜⎝
−1−i
2
−1−i
2 0 0
1−i
2
−1+i
2 0 0
0 0 −1−i2
−1−i
2
0 0 1−i2
−1+i
2
⎞⎟⎟⎠ (E.42)
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CyCx =
⎛⎜⎜⎝
1+i
2
−1−i
2 0 0
1−i
2
1−i
2 0 0
0 0 1+i2
−1−i
2
0 0 1−i2
1−i
2
⎞⎟⎟⎠ CzCy =
⎛⎜⎜⎝
1−i
2
−1+i
2 0 0
1+i
2
1+i
2 0 0
0 0 1−i2
−1−i
2
0 0 1+i2
1+i
2
⎞⎟⎟⎠ (E.43)
CxCz =
⎛⎜⎜⎝
1−i
2
1−i
2 0 0−1−i
2
1+i
2 0 0
0 0 1−i2
1−i
2
0 0 −1−i2
1+i
2
⎞⎟⎟⎠ (E.44)
CyCx =
⎛⎜⎜⎝
1+i
2
−1−i
2 0 0
1−i
2
1−i
2 0 0
0 0 1+i2
−1−i
2
0 0 1−i2
1−i
2
⎞⎟⎟⎠ CzCy =
⎛⎜⎜⎝
1−i
2
−1+i
2 0 0
1+i
2
1+i
2 0 0
0 0 1−i2
−1−i
2
0 0 1+i2
1+i
2
⎞⎟⎟⎠ (E.45)
CxCz =
⎛⎜⎜⎝
1−i
2
1−i
2 0 0−1−i
2
1+i
2 0 0
0 0 1−i2
1−i
2
0 0 −1−i2
1+i
2
⎞⎟⎟⎠ (E.46)
(CyCx)
2 =
⎛⎜⎜⎝
−1+i
2
−1−i
2 0 0
1−i
2
−1−i
2 0 0
0 0 −1+i2
−1−i
2
0 0 1−i2
−1−i
2
⎞⎟⎟⎠ (CzCy)2 =
⎛⎜⎜⎝
−1−i
2
−1+i
2 0 0
1+i
2
−1+i
2 0 0
0 0 −1−i2
−1+i
2
0 0 1+i2
−1+i
2
⎞⎟⎟⎠ (E.47)
(CxCz)
2 =
⎛⎜⎜⎝
−1−i
2
1−i
2 0 0−1−i
2
−1+i
2 0 0
0 0 −1−i2
1−i
2
0 0 −1−i2
−1+i
2
⎞⎟⎟⎠ (E.48)
(CyCx)
2 =
⎛⎜⎜⎝
−1+i
2
−1−i
2 0 0
1−i
2
−1−i
2 0 0
0 0 −1+i2
−1−i
2
0 0 1−i2
−1−i
2
⎞⎟⎟⎠ (CzCy)2 =
⎛⎜⎜⎝
−1−i
2
−1+i
2 0 0
1+i
2
−1+i
2 0 0
0 0 −1−i2
−1+i
2
0 0 1+i2
−1+i
2
⎞⎟⎟⎠ (E.49)
(CxCz)
2 =
⎛⎜⎜⎝
−1−i
2
1−i
2 0 0−1−i
2
−1+i
2 0 0
0 0 −1−i2
1−i
2
0 0 −1−i2
−1+i
2
⎞⎟⎟⎠ (E.50)
9C2
C2x =
⎛⎜⎜⎝
0 −i 0 0
−i 0 0 0
0 0 0 −i
0 0 −i 0
⎞⎟⎟⎠ C2y =
⎛⎜⎜⎝
0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0
⎞⎟⎟⎠ C2z =
⎛⎜⎜⎝
−i 0 0 0
0 i 0 0
0 0 −i 0
0 0 0 i
⎞⎟⎟⎠ (E.51)
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C6x = (Cx
−1
)2 = −
⎛⎜⎜⎝
0 −i 0 0
−i 0 0 0
0 0 0 −i
0 0 −i 0
⎞⎟⎟⎠ C6y = (Cy−1)2 = −
⎛⎜⎜⎝
0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0
⎞⎟⎟⎠ (E.52)
C6z = (Cz
−1
)2 = −
⎛⎜⎜⎝
−i 0 0 0
0 i 0 0
0 0 −i 0
0 0 0 i
⎞⎟⎟⎠ (E.53)
CxCyCz =
⎛⎜⎜⎜⎝
− i√
2
− i√
2
0 0
− i√
2
i√
2
0 0
0 0 − i√
2
− i√
2
0 0 − i√
2
i√
2
⎞⎟⎟⎟⎠ CyCzCx =
⎛⎜⎜⎜⎝
0 −1+i√
2
0 0
1−i√
2
0 0 0
0 0 0 −1+i√
2
0 0 1−i√
2
0
⎞⎟⎟⎟⎠ (E.54)
CzCxCy =
⎛⎜⎜⎜⎝
− i√
2
− 1√
2
0 0
1√
2
i√
2
0 0
0 0 − i√
2
− 1√
2
0 0 1√
2
i√
2
⎞⎟⎟⎟⎠ (E.55)
CxCyCz = −
⎛⎜⎜⎜⎝
− i√
2
− i√
2
0 0
− i√
2
i√
2
0 0
0 0 − i√
2
− i√
2
0 0 − i√
2
i√
2
⎞⎟⎟⎟⎠ CyCzCx = −
⎛⎜⎜⎜⎝
0 −1+i√
2
0 0
1−i√
2
0 0 0
0 0 0 −1+i√
2
0 0 1−i√
2
0
⎞⎟⎟⎟⎠ (E.56)
CzCxCy = −
⎛⎜⎜⎜⎝
− i√
2
− 1√
2
0 0
1√
2
i√
2
0 0
0 0 − i√
2
− 1√
2
0 0 1√
2
i√
2
⎞⎟⎟⎟⎠ (E.57)
C−1x C
−1
y Cz = (Cx)
3(Cy)
3Cz =
⎛⎜⎜⎜⎝
− i√
2
i√
2
0 0
i√
2
i√
2
0 0
0 0 − i√
2
i√
2
0 0 i√
2
i√
2
⎞⎟⎟⎟⎠ (E.58)
C−1y C
−1
z Cx = (Cy)
3(Cz)
3Cx =
⎛⎜⎜⎜⎝
0 1−i√
2
0 0
−1+i√
2
0 0 0
0 0 0 1−i√
2
0 0 −1+i√
2
0
⎞⎟⎟⎟⎠ (E.59)
C−1z C
−1
x Cy = (Cz)
3(Cx)
3Cy =
⎛⎜⎜⎜⎝
i√
2
− 1√
2
0 0
1√
2
− i√
2
0 0
0 0 i√
2
− 1√
2
0 0 1√
2
− i√
2
⎞⎟⎟⎟⎠ (E.60)
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(Cx)
−1(Cy)−1Cz = (Cx)7(Cy)7Cz = −
⎛⎜⎜⎜⎝
− i√
2
i√
2
0 0
i√
2
i√
2
0 0
0 0 − i√
2
i√
2
0 0 i√
2
i√
2
⎞⎟⎟⎟⎠ (E.61)
(Cy)
−1(Cz)−1Cx = (Cy)7(Cz)7Cx = −
⎛⎜⎜⎜⎝
0 1−i√
2
0 0
−1+i√
2
0 0 0
0 0 0 1−i√
2
0 0 −1+i√
2
0
⎞⎟⎟⎟⎠ (E.62)
(Cz)
−1(Cx)−1Cy = (Cz)7(Cx)7Cy = −
⎛⎜⎜⎜⎝
i√
2
− 1√
2
0 0
1√
2
− i√
2
0 0
0 0 i√
2
− 1√
2
0 0 1√
2
− i√
2
⎞⎟⎟⎟⎠ (E.63)
Appendix F
Traceless symmetric tensor
We show that traceless symmetric tensors are base of the spherical harmonics. First we define the spherical
harmonics. In spherical coordinates, Laplace’s equation can be written as
▽2Ψ(r, θ,φ) = 1
r2
∂
∂r
(r2
∂
∂r
Ψ(r, θ,φ)) +
1
r2
▽2θΨ(r, θ,φ) = 0, (F.1)
where ▽2θ is the Laplacian at θ,φ direction. To use the method of separation of variables, we can seek a
solution of the form
Ψ(r, θ,φ) ≡ R(r)F (θ,φ), (F.2)
where F (θ,φ) is spherical harmonics. Laplace’s equation is written as
1
R
∂
∂r
(r2
∂
∂r
R(r)) +
1
F
▽2θF (θ,φ) = 0. (F.3)
First term is only depend on r and second term is only depend on θ,φ, Thus we can write
▽2θF = CθF, (F.4)
∂
∂r
(r2
∂
∂r
R(r)) = −CθR. (F.5)
The unit vector in spherical harmonics is
nˆ ≡ sin θ cosφex + sin θ sinφey + cosφez. (F.6)
Let’s show that we can construct the traceless symmetric tensor. Such a power series can be written
as
F (nˆ) = C(0)0 + C
(1)
i nˆi + C
(2)
ij nˆinˆj + · · ·C(l)i1i2···il nˆi1 nˆi2 · · · nˆil + · · · , (F.7)
where repeated indices are summed from 1 to 3 (as Cartesian coordinates). F (nˆ) is satisfied Eq. (F.4).
The symmetric mean that the tensors C(l)i1i2···il are symmetric under any reordering of the indices
C(l)i1i2···il = C
(l)
j1j2···jl , (F.8)
where {j1, j2, · · · , jl} is any permutation of {i1, i2, · · · , il}. The traceless mean that if any two indices
are set equal to each other and summed, the result is equal to zero (except C(0) and C(1)i ). Firstly we
check C(l)i1i2···il can be constructed the traceless symmetric tensor, secondly we show F (nˆ) is a spherical
harmonics.
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The symmetric can check easily as
Fl = C
(2)
ij nˆinˆj = C
(2)
ji nˆjnˆi = C
(2)
ji nˆinˆj , (F.9)
thus C(2)ij is symmetric. Now we show l = 2 case, but we can apply to all l. We show C
(2)
ij can be
constructed traceless. If C(2)ij is not traceless
δijC
(2)
ij = λ ̸= 0. (F.10)
We can be constructed the traceless to redefine the C(0) and C(2)ij as
Cˆ(2)ij ≡ C(2)ij −
1
3
δijλ, (F.11)
Cˆ(0) ≡ C(0) + 1
3
λ. (F.12)
It follow that Cˆ(2)ij is traceless
δijCˆ
(2)
ij = C
(2)
ii −
1
3
δiiλ = 0. (F.13)
Finally, we can write
C(0) + C(1)i + C
(2)
ij nˆinˆj = Cˆ
(0) + C(1)i + Cˆ
(2)
ij nˆinˆj , (F.14)
so we can make the traceless symmetric tensor with no restriction on what functions can be expressed in
this form.
We show F (nˆ) is a spherical harmonics. We define
Fl(nˆ) ≡ C(l)i1i2···il nˆi1 nˆi2 · · · nˆil . (F.15)
Using a radial variable r we can represent coordinate vectors
−→r ≡ rnˆ =
3∑
i=1
xieˆ
i, (F.16)
where eˆi is unit vector. So we can define Fˆl(r⃗) by
Fˆl(r⃗) ≡ C(l)i1i2···ilxi1xi2 · · ·xil = rlC
(l)
i1i2···il nˆi1 nˆi2 · · · nˆil = rlFl(nˆ). (F.17)
Let’s show
▽2Fˆl(−→r ) = 0 (F.18)
for all l. We check l = 0, 1, 2, 3 case. l = 0, 1 is a trivial
▽2Fˆ0(−→r ) = ▽2C(0) = 0, (F.19)
▽2Fˆ1(−→r ) = C(1)i ▽2xi = 0. (F.20)
In l = 2 case,
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▽2Fˆ2(−→r ) = C(2)ij ▽2xixj
= C(2)ij
∂
∂xk
∂
∂xk
xixj
= C(2)ij
∂
∂xk
(δikxj + xiδjk)
= C(2)ij
∂
∂xk
(δikδkj + δikδjk)
= 2C(2)ij δij = 0 (F.21)
because Cij is traceless. In l = 3 case.
▽2Fˆ3(−→r ) = C(3)ijk▽2xixjxk
= C(3)ijk
∂
∂xm
∂
∂xm
xixjxk
= C(3)ijk
∂
∂xm
(δimxjxk + xiδjmxk + xixjδkm)
= C(3)ijk(δimδjmxk + δimxjδkm + δimδjmxk + xiδjmδkm + δimxjδkm + xiδjmδkm)
= 2C(3)ijk(δijxk + δikxj + δjkxi) = 0 (F.22)
From Eq. (F.17) and Eq. (F.18)
0 = ▽2Fˆl(−→r )
=
1
r2
∂
∂r
(r2
∂
∂r
Fˆl(
−→r )) + 1
r2
▽2θFˆl(−→r )
=
1
r2
∂
∂r
(r2
∂
∂r
(rlFl(nˆ))) +
1
r2
▽2θrlFl(nˆ)
=
1
r2
∂
∂r
(lrl+1)Fl(nˆ) + r
l−2▽2θFl(nˆ)
= l(l + 1)rl−2Fl(nˆ) + rl−2▽2θFl(nˆ) (F.23)
−l(l + 1)Fl(nˆ) = ▽2θFl(nˆ). (F.24)
Therefore, we have found the eigenfunctions Fl(nˆ) and eigenvalues −l(l + 1) of the ▽2θ. So we show that
traceless symmetric tensors are base of the spherical harmonics.
Appendix G
NZH reduction formula
We derive the NZH reduction formula. NZH reduction formula is
aout(p⃗)T (O)− T (O)ain(p⃗) = (−p2 +m2)T (φ′(p)O), (G.1)
T (O)a†in(p⃗)− a†out(p⃗)T (O) = (−p2 +m2)T (Oφ′†(p)), (G.2)
where T is time order product andO is Heisenberg field. For asymptotic filed, we define Heisenberg field
which is renormalized as
φ′(x) ≡ 1√
Z
φ(x). (G.3)
We define asymptotic filed as
φ′(x0 → ±∞) = φas(x). (G.4)
Time order product of the Heisenberg field is
T [φ′(x1)φ′(x2) · · ·φ′(xn)] ≡ φ′(x1)φ′(x2) · · ·φ′(xn), (G.5)
where x01 > x
0
1 > · · · > x0n. We define the annihilation operator as
aas(k⃗) = i
ˆ
d3x(f∗k (x)∂0φ
as(x)− (∂0f∗k (x))φas(x)), (G.6)
fk(x) ≡ e
−ik·x√
(2π)32k0
. (G.7)
Let’s start time order product of the fields
T [aas(k⃗)φ
′(x2) · · ·φ′(xn)]x
0
1=∞
x01=−∞. (G.8)
It is possible to rewrite Eq. (G.8) to 2 patterns. First we consider asymptotic form
T [aas(k⃗)φ
′(x2) · · ·φ′(xn)]x
0
1=∞
x01=−∞ = aout(k⃗)[φ
′(x2)φ′(x3) · · ·φ′(xn)]− T [φ′(x2)φ′(x3) · · ·φ′(xn)]ain(k⃗).
(G.9)
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On the other hand, Eq. (G.8) can rewrite as
T [aas(k⃗)φ
′(x2) · · ·φ′(xn)]x
0
1=∞
x01=−∞ =
ˆ ∞
−∞
dx01∂0[i
ˆ
d3x(f∗k (x1)
∂0T [φ
′(x1) · · ·φ′(xn)]− (∂0f∗k (x))T [φ′(x1) · · ·φ′(xn)])]
= i
ˆ
d4x1[f
∗
k (x1)∂
2
0T [φ
′(x1) · · ·φ′(xn)]− (∂20f∗k (x1))T [φ′(x1) · · ·φ′(xn)]].
(G.10)
In the second line, ∂0 is act only x01. Using Klein-Gordon equation
∂20f
∗
k (x1) = (∇2 −m2)f∗k (x1), (G.11)
and perform the integration by parts, we can rewrite Eq. (G.10)
T [aas(k⃗)φ
′(x2) · · ·φ′(xn)]x
0
1=∞
x01=−∞ = i
ˆ
d4x1f
∗
k (x1)(#+m2π)T [φ′(x1) · · ·φ′(xn)]. (G.12)
Comparison of Eq. (G.9) and Eq. (G.12), we can derive the NZH reduction formula
aout(p⃗)T (O)− T (O)ain(p⃗) = (−p2 +m2)T (φ′(p)O). (G.13)
Next we lead a similarly Eq. (G.2). We define a†as
a†as(k⃗) = −i
ˆ
d3x(fk(x)∂0φ
as(x)− (∂0fk(x))φas(x)) (G.14)
fk(x) ≡ e
−ik·x√
(2π)32k0
(G.15)
and time order product of the Heisenberg field is
T [aas(k⃗)φ
′(x2) · · ·φ′(xn)]x
0
n=∞
x0n=−∞ = T [φ
′(x1)φ′(x2) · · ·φ(xn−1)]a†in(k⃗)− a†out(k⃗)T [φ′(x1)φ′(x2) · · ·φ′(xn−1)].
(G.16)
Performing the same process, we can derive the NZH reduction formula as
aout(p⃗)T (O)− T (O)ain(p⃗) = (−p2 +m2)T (φ′(p)O), (G.17)
T (O)a†in(p⃗)− a†out(p⃗)T (O) = (−p2 +m2)T (Oφ′†(p)). (G.18)
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