Introduction and motivation
Let f be an image defined on R n or Ω = [0, 1] n ⊂ R n . When f is defined on Ω, we assume that f is periodic and Ω is the fundamental domain. Denote the function space defined on R n by X(R n ) and the function space defined on Ω by X(Ω).
When we make no distinction between X(R n ) or X(Ω), we write X to mean either X(R n ) or X(Ω). An important problem in image analysis is the decomposition of f into u + v, where u is piecewise-smooth containing the geometric components of f and v is oscillatory, typically texture or noise. A variational approach to this image decomposition problem is by solving the following variational problem, inf (u,v) ∈(X 1 ,X 2 ) K(u) = F 1 (u) + λF 2 (v) , f = u + v , (1) where F i 's are functionals on the function spaces X i 's, and λ > 0 is a fixed tuning parameter. Given the desired properties of u and v, a good model for (1) should have F 1 (u) and F 2 (v) small in X 1 and X 2 , respectively. Note that if F i is a norm on X i , then inf K(u) is the usual Peetre K -functional. We recall a few models of this type. 
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The weak formulation of the Mumford-Shah model [22] introduced by E. De Giorgi, M. Carriero and A. Leaci [8] , and G. Dal Maso, J.M. Morel, and S. Solimini [6] has X 1 = SBV (the space of Special functions of Bounded Variation [7] ) and X 2 = L 2 with
where S u is the singularity set of u in Ω, β > 0 and H k (B) is the k-dimensional Hausdorff measure of the set B. By replacing SBV with BV (the space of functions of Bounded Variation) for X 1 , and keeping X 2 = L 2 with F 1 (u) = |Du|(Ω) and F 2 (v) = v 2 L 2 , we obtain the Rudin-Osher-Fatemi model [25] , which was originally proposed for image de- noising. See also [1, 23, 5, 4] , among others, for the analysis of the variational model with F 1 (u) = |Du|(Ω) and F 2 (v) = v L 1 , which was proposed for removing impulse noise and texture decomposition. From now on, we denote |Du|(Ω) by |u| BV (Ω) . |u| BV(R n ) is defined in the same way by replacing Ω with R n .
We recall that
In [20] , Y. Meyer then proposed to replace the space X 2 = L 2 in the Rudin-Osher-Fatemi model with weaker function spaces to model oscillatory components (texture or noise). These spaces of generalized functions are G = div(L ∞ ), F = div(BMO) =ḂMO −1 [16, 28] (BMO = space of functions of Bounded Mean Oscillation [15] ), and E =Ḃ −1 ∞,∞ , with F 2 (v) being the norm of one of these function spaces, while keeping X 1 = BV with F 1 (u) = |u| BV . D. Mumford and B. Gidas [21] also showed that natural images are drawn from probability distributions supported by generalized functions. Further analysis and variations of Meyer's models can be found in [31, 2, 3, 13, 19, 17, 10, 11] , among others.
We are interested in the choice of F 2 which does not penalize oscillatory components but does penalize piecewise constant objects. A general approach for modeling oscillatory components is, instead of imposing v L p be bounded, to impose that K * v L p is bounded, where K is some "averaging" kernel which can be realized as a low-pass filter. More specifically, we consider K such thatK (ξ ) decays rapidly as |ξ | → ∞. With
the model (1) allowsv(ξ ) to be large when |ξ | is large. This is precisely what allows v to be more oscillatory. Witĥ
we obtain that K * v L p is an equivalent norm for the potential Sobolev space W α p , and its homogeneous versionẆ α p , respectively. These choices of K were investigated in [24, 3, 18, 10] for modeling oscillatory components. See also [17] and [10] for the analysis of modeling oscillatory components with
or the Poisson kernel ( P t (ξ ) = e −2πt|ξ | ), we arrive to the homogeneous Besov spaceḂ α p,∞ , for some α < 0. These kernels have faster decay in the Fourier domain compared to (2) .
Besov spaces can be characterized as follows: Let Φ(x) = 2 n/2 e −2π |x| 2 , for x ∈ R n , and denote Φ t (x) = t −n Φ(x/t), then the heat kernel is defined as
The following definitions can be seen from E. Stein [27] and H. Triebel [29] .
Definition 1.
For each α ∈ R, let m ∈ N 0 such that m > α/2, we say a function (or distribution) f belongs to the homoge-
and we say
Equipped with the above norms,Ḃ α
Remark 1. Note that in the above definition, any m ∈ N 0 such that m > α/2 will provide an equivalent norm for the spaceḂ α p,∞ .
Another motivation for modeling oscillations comes from the work by M. Green [12] , which shows that texture-like natural images, when being convolved with an averaging kernel, have a Laplacian probability distribution which amounts to minimizing an L 1 -norm with kernel convolution. Moreover, recall the dilating
Therefore, for α < 0, the norms .
Suppose that X i is a Banach space with
Then the parameter λ in the minimization problem (1) can be characterized as follow (see Garnett-Le-Meyer-Vese [11] ).
Lemma 1. Let F i be functionals with the dilating properties, F i
Lemma 1 shows that the decomposition (1), with F i having the above property, is invariant under dilation when s 1 = s 2 , i.e. λ = λ. It is understood that noise is scale invariant. Therefore, a variational denoising model of the form (1) must satisfy s 1 = s 2 . However, this scale invariant property is different for texture. When the image is being dilated, one expects the scales of texture to change as well. Therefore, for texture decomposition, s 1 and s 2 should be different. In other words, the above lemma provides an important necessary condition on F 1 and F 2 .
From the above motivations, Garnett et al. [11] proposed the decomposition of f into u + v, where u is piecewise smooth with sharp edges and v is an oscillatory component (texture) of zero mean with
, for some α < 0. In other words, for λ > 0, the following minimization problem for image decomposition is proposed, (6) is to havet as a function of x. In other words, the support of the kernel Kt (x) is locally adapted to the local oscillation. This paper is devoted to studying the local scalest(x), which locally depend on x, and using the knowledge of these local scales for multiscale image decompositions. The idea behind our definition of the local scales comes from classical function theory. We start with the hypothesis that the image f in question corresponds to a bounded function. (Though this is always the case in image processing, we remark that it is more common to use L 2 theory, or some close variant.) This then leads naturally to the definition we present in Section 2. More specifically, with the parameter α = 0, this notion has been heavily used in the study of bounded harmonic and (especially) analytic functions. In the case where f (z) is a bounded analytic function in the upper half-plane {z = x + iy: y > 0}, and the heat kernel is replaced by the Poisson kernel, our notion of local scales then corresponds to studying the behavior of y| f (z)|. This is the starting point of Carleson's proof of the corona problem for the upper half plane or unit disk. (See [9] for a full discussion of the techniques, related to y| f (z)|, that have been developed for the corona theorem.) The point here is that the local scales we define in this paper are designed to pick out "local features" in the same way as Carleson studied local oscillations of bounded analytic functions.
Local scales and nontangential local scales in images
Triebel-Lizorkin function spaces [30] provide a tool for studying the local differentiability of functions or distributions. The following definition is the characterization of these function spaces in terms of the Gaussian kernel K t .
Definition 2.
For each α ∈ R, let m ∈ N 0 such that m > α/2, we say a function (or distribution) f belongs to the homoge- 
Equipped with the above norms,Ḟ α
Note that in the above definition, any m ∈ N 0 , such that m > α/2, would provide an equivalent norm for the spaceḞ α p,∞ . The following result can be found in E. Stein [27] and H. Triebel [30] . 
and sup
provide equivalent norms for the spaceḞ α
where 
In general,
where C k are universal constants that depend on n, α and k. The same results also hold for f ∈Ḟ α
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By (9), we have
where A 1 is the equivalent norm constant. Therefore,
with
with respect to τ a second time and using similar techniques, we obtain,
Therefore,
where
2 + A 2 , and A i 's are the equivalent norm constant. In general, for all x ∈ Ω,
for all k 0. In other words, for each x, S f (x, τ ) is smooth with respect to τ = log a t.
The following result regarding the smoothness of S f in the spatial domain comes directly from the previous proposition. 
Suppose f ∈Ḟ α p,∞ , for some α < 2 and 1 p ∞. From Proposition 2, for each x ∈ Ω,
is smooth and bounded in τ = log a (t). So as τ increases and if there is a change in the scale of f at x, we also expect the change in
, where δ n is the Dirac delta function centered at n. Thus
With respect to the variable t, the function |S f (·, x)| has only one local maximum at • The local scales of f at x is defined to be the set
• We define the first local scale of f at x to be t f ,1 (x), such that
The ith local scale of f at x is then defined as
• We define the major local scale of f at x, as t f ,+ (x) such that
. (18) • For each x, we refer to |S f (x, t)| as the oscillatory level of f at scale t ∈ T f (x).
Suppose we are at a location x and the local scale at x is t. We expect that in a small neighborhood of radius r(t) = O ( √ t ) around x, the local scales are also t. This leads us to consider the nontangential control on the local maximum of |S f (x, t)|. In other words, let the following nontangential maximal function be defined as
We then define the nontangential local scales of f at x as the following. • The nontangential local scales of f at x is defined to be the set
• We define the first nontangential local scale of f at x to be t * f ,1 (x), such that
The ith nontangential local scale of f at x is then defined as
• For each x, we refer to S * f (x, t) as the oscillatory level of f at scale t ∈ T * f (x).
This implies S g(x, t) = S f (x, t). Therefore (nontangential), local scales are invariant under addition by harmonic functions h (Δh = 0).
The next proposition shows that the number of (nontangential) local scales at x is invariant under dilation. This is an important property that scales should satisfy. Moreover, the local scales of an image are the local scales of its dilated version times the square of the dilating factor.
Proof. Note that if we let Φ(x) = 2 n/2 e −2π |x| t f ,+ (0) = arg max
We will show that t f ,
, for each i, will follow. We have
where s = δ 2 t. This implies that ∂ ∂t
Note that in the last equality, we use
. Therefore,
The supremum on the right-hand side of Eq. (22) is attained at s = t f ,+ , which implies that
Since convolution is invariant under translation, (23) holds for all x and hence (20) holds. 2
Remark 5. From the previous proposition, we see that
, which is quadratic in δ. This quadratic behavior comes from the fact that the heat kernel is the rescaling of Φ(x) by a multiple of √ t. In other words,
If we were to use the Poisson kernel instead of the heat kernel to study local scales, we then would obtain
which is linear in δ. In other words, for
Then with the local scales defined as in Definition 3, we obtain (24) . Similarly, with
and the nontangential locals scales defined as in Definition 4, we would also obtain
Moreover, (nontangential) local scales in this case are invariant under addition by a constant. In general, Triebel-Lizorkin function spaces can be characterized by using other kernels (see [27] and [30] ). Therefore, instead of the heat kernel, one can study local scales using those kernels.
By observing S f (x, t) for each x, we obtain a sequence of scales t i 's that f exhibits at x, and the value of |S f (x, t i )| determines how prominent the oscillation at the scale t i is at x. For some i, suppose t i (x) is large at some point x, then we expect that, for some y belonging to a small neighborhood of x, t i (y) is very close to t i (x). However, it is no longer true if t i (x) is small. This statement is precisely the consequence of Proposition 1. 
Remark 6. Recall from Proposition 2 that for each
In other words, having S f as a function of t, we see that the transition between scales is of order O (t). However, the transition between scales is of order O (1) in logarithmic scale τ . Thus, in computing the local scales, we can partition uniformly with respect to τ . With the constant a being close to 1, we can take τ to be discrete (τ ∈ Z). Moreover, we also obtain an equivalent norm for the spaceḂ α p,∞ andḞ α p,∞ in terms of this discrete variable. For each α ∈ R and 1 p ∞, let m ∈ N 0 such that m > α/2. Then for any a > 1, where '≈' means equivalent norm. Similarly,
Similar results also hold for the spacesḂ α p,∞ (Ω) andḞ α p,∞ (Ω), but with τ ∈ Z and τ < 0.
According to Definition 3, the local scales of f depend on the choice of α. Figs. 1 and 2 show the graph of |S f (x, τ )| and |S * f (x, τ )|, respectively, with respect to the discrete variable τ for different values of α ∈ [−0.6, 0.6] at various x's with the assumption that f is periodic and Ω = [0, 1] n . From this figure, we observe that for α < 0 the oscillatory levels |S f (x, t f ,i (x))| and |S * f (x, t * f ,i )| are small for the first few small scales t f ,i (x) and t * f ,i (x) respectively, and the local scales are slightly increasing as α decreases. In other words, when α < 0 and large in absolute value, the oscillatory level for small scales are low and the oscillatory level for large scales are high. The situation is reversed for large positive α. Also from these figures, α determines which scale is a major local scale at each x. Experimentally for studying the local scales from the test images in Fig. 3 , we find α to be within a small neighborhood of the origin is an appropriate choice.
For each f ∈Ḟ α p,∞ , let us for a moment make a change of notation by denoting S f (x, t) as S α f (x, t), the set of local scales 
Proof. Let a < α 1 < α 2 < b with = α 2 − α 1 > 0. We have 
is the heat kernel at time scales t f ,i (x) with the support discretely approximated by Q i , for i = 1, 2, 3. Here we also see
Since t α
As a consequence of the previous lemma, we have
We recall the John-Nirenberg inequality [15] . 
Theorem 1 (John-Nirenberg inequality). Suppose f ∈ BMO(Ω), and denote by f
Let us for a moment assume that f belongs to L ∞ (Ω) with |Ω| = 1 and f L ∞ (Ω) = 1. Taking α = 0 in (11), we have
Note that
and with respect to logarithmic scale τ = log a (t), a > 1, we have 
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where C k is a universal constant that depends only on k.
For each x ∈ Ω and δ > 0, we define
and
where #B denotes the discrete measure of the set B.
The following theorem says that the measure of B δ,N is exponentially decayed with respect to N. In other words, the measure of the set of x's that are embedded in many δ-prominent scales is exponentially small. 
Proof. For t ∈ (0, 1), let τ = log a (t), for some a > 1. Throughout the proof, we will use C to denote a constant which can change from one line to another. Let
We then define the square function of f as
Let C be a constant such that
Fix an x ∈ B δ,N and τ i ∈ B δ (x). Let = δ/(2C) and
Then by Remark 7, we have This implies
Let
If C Nδ 3 > C Ω , then by the John-Nirenberg theorem, there exist constants C 1 > 0 and C 2 > 0 such that
On the other hand if C Nδ To show the claim, we follow Section 6.3 in [26] . First, note that for any B ⊂ Ω,
The first row shows log a (t 1 (x)), where t 1 (x) is the smallest local scale at x such that the oscillatory level |S f (x, t 1 (x))| > . The second row shows log a (t * 1 (x)), where t * 1 (x) is the smallest nontangential local scale at x such that the oscillatory level S * f (x, t * 1 (x)) > for various .
ln(a)
In the last inequality, we use a change of variable replacing 2πt|ξ |
Denote by m( f , B) the median of f in B. Then
Taking the supremum over B ⊂ Ω, we get that
Remark 8. From the proof of the previous theorem, we see that local scales of δ-prominent type are at least a distant of order O (δ) away from other local scales. In other words, for a given location x, the δ-prominent local scale τ i is "far away" from other local scales. This provides another way to quantify local scales as supposed to using the oscillatory level
The following corollary quantifies local scales using the oscillatory level.
for some β > 0 and δ > 0. For each positive integer N, let
Then for some constants C i 's,
Proof. Again, we will use C to denote a constant which can change from one line to another. We define the new square function of f as
Following the proof of the previous theorem, we see that S f 2 is a function of bounded mean oscillation. Let C be a constant
C and sup
Next, let α = min{β, δ} and = α/(2C). For each x ∈ B β,δ,N , and
This implies
Experimental results for local scales and nontangential local scales
For numerical study, we assume that f is periodic and Ω = [0, 1] n . Therefore, the set of scales of f is contained in [0, 1].
From Remark 6, we discretize the scale interval [0, 1] in a discrete logarithmic scale τ = log a t, for some a > 1, and τ ∈ Z with τ 0. The closer the a to 1, the closer we are to capturing the true scales of f . In this paper, all images are of size 256 × 256 and the local scales are computed using the discrete set
where t 0 and t N are the smallest and largest scales that we want to detect respectively, a = 1/0.95, and τ 0 = −290. Here, τ 0 is chosen so that K t 0 approximates the Dirac delta function.
The following figures show the local scales of images which we assume to be inḞ α p,∞ (Ω) with α = 0. Figs. 4 and 5 show the graphs of |S f (x, τ )| and S * f (x, τ ) with respect to τ = log a (t) for a fixed x centered at the squares which are the significant supports of K t i (x) , where t i (x) is the ith local scale at x. Recall that a local scale of f at x occurs at t if |S f (x, t)| is a local maximum. In these two cases, both the local scales and nontangential local scales are equal.
Figs. 6-12 show log a (t 1 (x)) where t 1 (x) is the first (nontangential) local scale of f at x such that on the first row the oscillatory level |S f (x, t 1 (x))| > , and on the second row S * f (x, t 1 (x)) > , for various 's. (t 1 (x) ), where t 1 (x) is the smallest local scale at x such that the oscillatory level |S f (x, t 1 (x))| > . The second row shows log a (t * 1 (x)), where t * 1 (x) is the smallest nontangential local scale at x such that the oscillatory level S * f (x, t * 1 (x)) > for various .
Multiscale image decompositions
Given an image f , we would like to decompose f into u + v, where u is piecewise smooth and v is oscillatory. In [11] the following variational problem was considered,
for α < 0 and 1 p ∞. Here, u is modeled as a function in BV and v is modeled as a distribution inḂ α p,∞ . The minimization problem (34) above can be rewritten as
for somet =t(α, f − u) 0 andλ = λt −α/2 . The term Kt * v L p from Eq. (35) imposes a uniform smoothing of scalet on the oscillatory component v. However, oscillatory components may have different scales of oscillations locally. Therefore, a natural extension of (35) is to consider the following minimization problem,
where nowt(x) is a preferred scale at x which depends on f and λ > 0 is a constant.
Recall that each point x in the image f may exhibit multiple scales, and each choice oft(x) arises to a different decomposition. One obvious choice fort(x) is the first local scale t f ,1 (x) or nontangential local scale t * f ,1 (x), but other choices can be used depending on applications. We will consider the case where the choice oft(x) depends on the local scales of f . x) ), where t 1 (x) is the smallest local scale at x such that the oscillatory level |S f (x, t 1 (x))| > . The second row shows log a (t * 1 (x)), where t * 1 (x) is the smallest nontangential local scale at x such that the oscillatory level S * f (x, t * 1 (x)) > for various .
Remark 9. For each fixedt(
Moreover, Theorem 1.3.1 of A. Stein [27] 
Next we would like to show existence for (36) with p = 1, with the local scalet(x) chosen a priori. 
Proof. We note that this is a standard proof of existence in variational calculus. Let {u k } be a minimizing sequence for (37).
We have,
(39) Fig. 10 . The first row shows log a (t 1 (x) ), where t 1 (x) is the smallest local scale at x such that the oscillatory level |S f (x, t 1 (x))| > . The second row shows log a (t * 1 (x)), where t * 1 (x) is the smallest nontangential local scale at x such that the oscillatory level S * f (x, t * 1 (x)) > for various .
First, we make a claim that conditions (38) and (39) imply u k,Ω = 1 |Ω| Ω u k dx is uniformly bounded. Now, assume this is true, by the Poincaré inequality,
where C p only depends on Ω. By (38) and the uniform boundedness of u k,Ω , we obtain that u k is uniformly bounded in L 1 (Ω). Therefore u k is uniformly bounded in BV(Ω). This implies that there exists a u ∈ BV(Ω) such that, up to a subsequence, u k converges weak* to u in BV(Ω) and strongly in L
We also have
By (41) and (43), K(u) K(u k ). Therefore, u ∈ BV(Ω) is a minimizer, and
To prove the claim:
, and w k,Ω = 0, for all k. By Poincaré's inequality, We have
Therefore, |u k,Ω | is also uniformly bounded. 2
Numerical computations and results
In this section, we show numerical results for texture decompositions. In [12] and [14] , the authors statistically showed that texture-like natural images when being convolved with compact averaging kernels of zero mean have Laplacian probability distributions. For image decomposition, the texture part v on a suitable compact set has zero mean. Therefore, we consider the model (37) with p = 1. Recall the functional in (37),
where K f = Kt (x) * f andt(x) is fixed. Minimizing K(u) with respect to u, we obtain the following differential equation where K * is the adjoint operator of K . Using gradient descend method, we then solve the following PDE,
Note that K f (x) = Kt (x) * f (x) is the convolution with the scale t locally depends on x. However, K * f (x) is not the pointwise convolution. We have
Therefore, K * is defined as K * f (z) = f (y)K¯t (y) (y − z) dy.
The algorithm is as follows:
1. Fix a λ > 0, α < 0, and the kernel K = Kt . Initialize u 0 = f .
2. Assume that we have obtained u n , u n+1 is computed as follow
where Δτ is an artificial time stepping for the gradient descend method.
Figs. 13-15 show the decompositions using the variational model (36) with λ = 2 and α = 0 for different choices oft(x).
For computing the local scales, we use the set S as defined in (33). 
Discussions
Distinguishing different orientations of oscillations
Definitions 3 and 4 define the local scales in terms of the heat kernel K t which is isotropic. We remark that the knowledge of the local scales and their oscillatory levels at each point can be used for segmenting different scales of texture as can be seen from Figs. 6-12. However, isotropic kernels do not distinguish different orientations of texture. To further capture the orientations, one can consider nonisotropic kernels or the following idea suggested by R. , to Professor John Garnett for providing the references on the theory of function spaces, to Professor Ronald Coifman for his valuable remarks and suggestions. The authors would like to thank Professor Kevin Vixie for reading the manuscript and for pointing out the errors in Theorem 2 in the previous preprint version. The authors would also like to thank the referees for their comments and suggestions for improving the manuscript.
