The asymptotic behavior of the implied volatility associated with a general call pricing function has been extensively studied in the last decade. The main topics discussed in this paper are Lee's moment formulas for the implied volatility, and Piterbarg's conjecture, describing how the implied volatility behaves in the case where all the moments of the stock price are finite. We find various conditions guaranteeing the existence of the limit in Lee's moment formulas. We also prove a modified version of Piterbarg's conjecture and provide a non-restrictive sufficient condition for the validity of this conjecture in its original form. The asymptotic formulas obtained in the paper are applied to the implied volatility in the CEV model and in the Heston model perturbed by a compound Poisson process with double exponential law for jump sizes.
Introduction
In this paper, we study the asymptotic behavior of the Black-Scholes implied volatility associated with a general call pricing function. There is a large literature on the implied volatility and its relations with call pricing functions, stock price distribution functions, or stock price distribution densities (see [2, 3, 4, 11, 12, 14, 15, 17, 19, 24, 25] ). We focus on Lee's moment formulas for the implied volatility (see [24] ), Piterbarg's conjecture (see [25] ), and tail-wing formulas due to Benaim and Friz (see [2, 3, 4] ). In Section 3, we find a necessary and sufficient condition for the validity of the asymptotic equivalence in Lee's moment formulas. Section 4 is devoted to Piterbarg's conjecture. We modify the conjectured asymptotic formula for the implied volatility and prove the modified formula. Furthermore, we show that under very mild restrictions, Piterbarg's conjecture is valid in its original form. In the last section, the asymptotic formulas obtained in the present paper are applied to the CEV model and to the Heston model perturbed by a compound Poisson process with double exponential law for jump sizes.
The random behavior of the stock price will be modeled by a nonnegative adapted stochastic process X defined on a filtered probability space (Ω, F , {F t }, P * ). It is assumed throughout the paper that the following conditions hold for the process X:
• X 0 = x 0 P * -a.s for some x 0 > 0.
• E * [X t ] < ∞ for every t > 0.
• P * is a risk-free measure. This means that the discounted stock price process {e −rt X t } t≥0 , where r ≥ 0 stands for the interest rate, is a (F t , P * )-martingale.
The pricing function C for the European call option associated with the stock price process X is defined by the following formula: C(T, K) = e −rT E * (X T − K) + . 0 A. Gulisashvili Department of Mathematics, Ohio University, Athens, OH 45701, USA e-mail: guli@math.ohiou.edu F T (y)dy (1) and
An important example of a call pricing function is the function C BS arising in the Black-Scholes model. This function is given by
and
(see, e.g., [23] ). Let C be a call pricing function and let (T, K) ∈ (0, ∞) 2 . The value of the volatility parameter σ = I(T, K) in the Black-Scholes model, for which C(T, K) = C BS (T, K, σ), is called the implied volatility associated with the pricing function C. The implied volatility I(T, K) is defined only if such a number σ exists and is unique. In [14] , we introduced the following classes of call pricing functions: C ∈ P F ∞ ⇐⇒ C(T, K) > 0 for all T > 0 and K > 0 with x 0 e rT ≤ K and C ∈ P F 0 ⇐⇒ P (T, K) > 0 for all T > 0 and K > 0 with K < x 0 e rT .
For a call pricing function C, the condition C ∈ P F ∞ guarantees the existence of I(T, K) for x 0 e rT ≤ K, while the condition C ∈ P F 0 implies the existence of I(T, K) for K < x 0 e rT . If C ∈ P F ∞ ∩ P F 0 , then the implied volatility exists for all T > 0 and K > 0 (more details can be found in [14] ). Suppose that the maturity T > 0 is fixed and consider the implied volatility as a function K → I(K) of only the strike price. In [24] , R. Lee obtained important asymptotic formulas for this function. These formulas explain how the implied volatility behaves for large or small values of the strike price. We will next formulate Lee's results. The function ψ appearing in the formulation is given by
Theorem 1.1 The following statements hold for the implied volatility I associated with a call pricing function C:
Then lim sup
Remark 1.2 It should be assumed in Part 1 of Theorem 1.1 that C ∈ P F ∞ . Similarly, the condition C ∈ P F 0 is needed in Part 2 of Theorem 1.1.
Formulas (5) and (7) in Theorem 1.1 are called Lee's moment formulas. The next definition concerns various asymptotic relations between functions.
Definition 1.3
In items 1-4 below, we introduce several asymptotic relations between positive functions ϕ 1 and ϕ 2 on (a, ∞).
1. If there exist α 1 > 0, α 2 > 0, and y 0 > 0 such that α 1 ϕ 1 (y) ≤ ϕ 2 (y) ≤ α 2 ϕ 1 (y) for all y > y 0 , then we write ϕ 1 (y) ≈ ϕ 1 (y) as y → ∞.
If the condition lim
3. Let ρ be a positive function on (0, ∞). We use the notation ϕ 1 (y) = ϕ 2 (y) + O(ρ(y)) as y → ∞, if there exist α > 0 and y 0 > 0 such that |ϕ 1 (y) − ϕ 2 (y)| ≤ αρ(y) for all y > y 0 .
4. Let ρ be a positive function on (0, ∞). We use the notation ϕ 1 (y) = ϕ 2 (y) + o(ρ(y)) as y → ∞, if
Similar relations can be defined in the case where y ↓ 0. Regularly varying play an important role in the present paper. 
The class consisting of all regularly varying functions with index α is denoted by R α . Functions belonging to the class R 0 are called slowly varying.
A rich source of information on regularly varying functions is the monograph by Bingham, Goldie, and Teugels [5] .
The following result due to Vuilleumier (see [5] , Theorem 2.3.6) will be used in the paper: Theorem 1.5 Let f be a measurable positive function on [1, ∞) .
Then there exists a slowly varying function l such that f (x) = o(l(x)) as x → ∞.
Functions of Pareto type are widely used in financial mathematics. For instance, the complementary distribution function of the stock price in various stochastic volatility models is of Pareto type (see, e.g., [14] ). We will next give the definition of functions of Pareto type and also introduce a new notion (functions of weak Pareto type). Definition 1.6 (a) Let F be a positive Lebesgue measurable function defined on (c, ∞) with c ≥ 0. We say that the function F is of Pareto type near infinity with index α, provided that there exists a positive function f ∈ R α satisfying the following condition: F (y) ∼ f (y) as y → ∞.
(b) Let F be a function such as in Part 1. If there exist two positive functions f 1 ∈ R α and f 2 ∈ R α , satisfying the condition f 1 (y) ≤ F (y) ≤ f 2 (y), y > y 0 , then we say that the function F is of weak Pareto type near infinity with index α.
(c) Let G be a positive Lebesgue measurable function defined on (0, c). We say that the function G is of Pareto type near zero with index α provided that there exists a positive function g ∈ R α such that G(y) ∼ g y −1 as y → 0.
(d) Let G be a function such as in Part 3. If there exist two positive functions g 1 ∈ R α and g 2 ∈ R α such that g 1 y −1 ≤ F (y) ≤ g 2 y −1 , 0 < y < y 0 , then we say that the function G is of weak Pareto type near zero with index α.
Asymptotic formulas with error estimates for the implied volatility
It was observed in [14] that two-sided estimates for call (put) pricing functions imply sharp asymptotic formulas for the implied volatility. We will next formulate two theorems obtained in [14] .
Then
Theorem 2.2 Let C ∈ P F 0 , and let P be the corresponding put pricing function. Suppose that τ is a positive function with lim K→0 τ (K) = ∞. Suppose also that P (K) ≈ P (K) as K → 0 where P is a positive function. Then the following asymptotic formula holds:
Using the equality ψ(u) = 2(
where ψ is the function given by (3), we can rewrite the formulas in Theorems 2.1 and 2.2 in the following form:
as K → ∞ and
The next statements can be derived from Theorems 2.1 and 2.2 (see [14] ).
1. If C ∈ P F ∞ , then
as K → ∞. Equivalently,
as K → ∞.
2. If C ∈ P F 0 , then
as K → 0. Equivalently,
as K → 0.
Lee's moment formulas can be obtained from (9) and (11) . This was shown in [14] . The following quantities were used in the proof:
where F T (y) = 1 − F T (y). It was established in [G] that for C ∈ P F ∞ ,
and for C ∈ P F 0 ,q + 1 = m = u * = v * + 1.
Herep andq are defined by (4) and (6), respectively.
Remark 2.3
The tail-wing formulas due to Benaim and Friz (see [2] ) can be derived from formulas (9) and (11) . More details can be found in [G].
Lee's moment formulas provide useful information about the behavior of the implied volatility for extreme strikes only for pricing functions for whichp < ∞ andq < ∞. Our next goal is to simplify the formulas in Theorems 2.1 and 2.2 for pricing functions withp = ∞ andq = ∞.
Let C ∈ P F ∞ . Then it is easy to see, using the equalityp = r * , that the equalityp = ∞ holds if and only if the function K → C(K) tends to zero faster than any function K −p , p > 0, as K → ∞. An equivalent condition is the following: The complementary distribution function y → F (y) tends to zero faster than any negative power y −p , p > 0, as y → ∞. Furthermore, if the stock price density D T (x) tends to zero as x → ∞ faster than any function x −p with p > 0, thenp = ∞ Theorem 2.4 Suppose that all the conditions in the formulation of Theorem 2.1 hold. Suppose also that p = ∞. Then
Proof. Sincep = l, we see that log K log 1
Next, using Theorem 2.1 and the
This completes the proof of Theorem 2.4.
Theorem 2.5 Suppose that all the conditions in the formulation of Theorem 2.2 hold. Suppose also that q = ∞. Then
Next, using Theorem 2.2 and reasoning as in the proof of Theorem 2.4, we obtain formula (21) .
Ths proof of Theorem 2.5 is thus completed. It follows from Theorem 2.4 that for C ∈ P F ∞ withp = ∞,
Similarly, if C ∈ P F 0 withq = ∞, then Theorem 2.5 implies that
as K → 0. (22) and (23) were obtained in [2] under certain restrictions on the call pricing function C. Our results show that no such restrictions are needed.
Remark 2.6 Formulas
We will next explain the relationships between the O-large terms in formulas (20) and (21) . The following corollary follows from Theorems 2.4 and 2.5: Corollary 2.7 (a) Suppose that the conditions in Theorem 2.4 hold. Suppose also that for every α > 0 there exists K α > 0 such that
On the other hand, if there exist β > 0 and K 0 > 0 such that
then
(b) Suppose that the conditions in Theorem 2.5 hold. Suppose also that for every γ > 0 there exists K γ > 0 such that
as K → 0. On the other hand, if there exist δ > 0 and K 0 > 0 such that
Proof. If condition (24) holds, then (log K) 2 log 1
Therefore, we can take
in (20). This implies formula (25) . On the other hand, if (26) holds, then
is bounded, and hence (27) is valid for any function ζ such that
The proof of formulas (29) and (31) is similar.
3 On the existence of the limit in Lee's moment formulas
Our objective for the present section is to explain when the upper limit in Lee's moment formulas can be replaced by the ordinary limit in the case where not all the moments of the stock price are finite. Sufficient conditions for the existence of such a limit were found in [2, 3, 4] . In this section, we provide necessary and sufficient conditions for the existence of the limit in Lee's formulas.
Theorem 3.1 Let C ∈ P F ∞ be a call pricing function for which 0 <p < ∞. Then the formula
holds if and only if the function C is of weak Pareto type near infinity with index α = −p.
Proof. Suppose that the conditions in Theorem 3.1 hold. It follows from (9) that formula (32) is valid if and only if lim
Note that if the limit on the left-hand side of (33) exists, then it necessarily equalsp (use (18) and the definition of the parameter l in (12)). Let us first suppose that formula (33) holds. Then for every ε > 0, there exists K ε > 0 such that
Applying Vuilleumier's theorem (Theorem 1.5) to the functions KpC(K) and 1 KpC(K)
, we see that the function C is of weak Pareto type near infinity with index α = −p. Next, assume that there exist positive functions
Then we have
, K > K 0 .
Since g 1 ∈ R −p and g 2 ∈ R −p , we see that there exist slowly varying functions l 1 and l 2 such that
Using the representation theorem for slowly varying functions (Theorem 1.3.1 in [5] ), we see that for every l ∈ R 0 , lim
Now it is clear that (35) implies (33). This completes the proof of Theorem 3.1. We will next discuss the case wherep = 0 in Theorem 3.1.
Theorem 3.2 Let C ∈ P F ∞ and assume thatp = 0. Then the condition
holds if and only if there exists a function g 1 ∈ R 0 such that
Proof. Necessity. Supposep = 0 and formula (33) holds. Then for every ε > 0, there exists K ε > 0 such that C(K) −1 ≤ K ε for all K > K ε . Applying Vuilleumier's theorem, we see that there exists a function
Sufficiency. Suppose there exists a function g 1 ∈ R 0 such that (36) holds. Then
where τ is defined by (34). Now the proof of Theorem 3.2 can be completed as in Theorem 3.1.
We will next show that condition (36) in Theorem 3.2 can be replaced by the following condition: The function C is of weak Pareto type near infinity with index α = 0. It suffices to prove that for every call pricing function C there exists a function g 2 ∈ R 0 such that C(K) ≤ g 2 (K) for all K > K 0 . In the proof, we will need the following result established in [9] . For every c > 0 and every Lebesgue integrable nonincreasing function f on (c, ∞) there exists an integrable function h ∈ R −1 such that f (y) ≤ h(y) for all y > y 0 . Applying the previous assertion to the function f = F T and taking into account formula (1), we see that C(K) ≤ g 2 (K), K > K 0 , where g 2 (y) = ∞ y h(u)du. It remains to prove that g 2 ∈ R 0 . This follows from the following theorem due to Karamata. Let h ∈ R −1 and suppose
(see [5] , Proposition 1.5.9b). Our next goal is to formulate and prove assertions similar to Theorems 3.1 and 3.2 in the case where K → 0. Let C be a call pricing function, X the corresponding stock price process, and µ T the distribution of the stock price X T . Recall that in [14] , we defined a new call pricing function G by the following formula:
where η T (K) = x 0 e rT 2 K −1 . The distributionμ of the stock price X corresponding to G is given bỹ
for all Borel sets A. Denote byF T the complementary distribution function of X T . Then
Moreover, the stock price distribution densities D T and D T , associated with the pricing functions C and G, respectively, are related as follows:
Finally, the equality
holds for the implied volatilities I C and I G (more details can be found in [14] ). For a random variable U ≥ 0, define its moment of order p ∈ R by m p (U ) = E * [U p ]. The next statement provides a relation between the moments of X T and of X T . Lemma 3.3 For fixed T > 0 and p = 0, the following formula holds:
Proof. For every p > 0, we have
It follows from (42) that
Using (38) and (43), we see that
This completes the proof of Lemma 3.3. In the remaining part of the present section, we use the symbolsp C ,q C ,p G , andq G to stand for the quantities defined by (4) and (6) for the call pricing functions C and G.
The next assertion can be easily derived from Lemma 3.3. Proof. Putp =p G andq =q C . Then we havep =q (apply Corollary 3.4). Using (40), we see that the following conditions are equivalent to (44):
as K → 0, and
as K → ∞. Since G is a call pricing function and Theorem 3.1 holds, we obtain one more equivalent condition:
for some functions g 1 ∈ R −p and g 2 ∈ R −p . Finally, using (37) and (45), we establish Theorem 3.5. The next result concerns the behavior of the implied volatility near zero under the restrictionq = 0.
Theorem 3.6 Let C ∈ P F 0 and assume thatq = 0. Then the condition
holds if and only if there exists a function h 1 ∈ R −1 such that
Theorem 3.6 can be established combining the methods employed in the proofs of Theorems 3.2 and 3.5. We leave filling in the details as an exercise for the reader.
Next, we turn our attention to relations between the implied volatility and the distribution of the stock price. The following assertions can be derived from Theorems 3.1 and 3.2: Theorem 3.7 Let C ∈ P F ∞ , and suppose that 0 <p < ∞ for the stock price X T . Suppose also that the complementary distribution function F T of the stock price is of weak Pareto type near infinity with index α = −p − 1. Then formula (32) holds for the implied volatility associated with the pricing function C.
Proof. Using (1), we see that the conditions in the formulation of Theorem 3.7 combined with Karamata's theorem (see Theorems 1.5.11 and 1.6.1 in [5] ) imply two-sided estimates for the call pricing function C, which allow to apply Theorem 3.1. It follows that formula (32) holds. Theorem 3.8 Let C ∈ P F ∞ , and suppose thatp = 0 for the stock price X T . Suppose also that there exists a positive function r 1 ∈ R −1 for which r 1 (y) ≤ F (y), y > y 0 . Then the condition
holds for the implied volatility associated with the pricing function C.
It is not hard to see, reasoning as above, that Theorem 3.8 can be derived from Theorem 3.2.
Theorem 3.9 Let C ∈ P F ∞ , and suppose that 0 <p < ∞ for the stock price X T . Suppose also that the distribution density D T of the stock price is of weak Pareto type near infinity with index α = −p − 2. Then formula (32) holds for the implied volatility associated with C.
Theorem 3.10 Let C ∈ P F ∞ , and suppose thatp = 0 for the stock price X T . Suppose also that there exists a positive function r 1 ∈ R −2 for which r 1 (x) ≤ D T (x), x > x 0 . Then the condition
holds for the implied volatility associated with C.
Theorem 3.9 follows from Theorem 3.7 (take into account formula (2)). In addition, Theorem 3.10 follows from Theorem 3.8 and Karamata's theorem.
Next, we turn our attention to the case where K → 0. We will only include assertions similar to Theorems 3.9 and 3.10. Theorem 3.11 Let C ∈ P F 0 , and suppose that 0 <q < ∞ for the stock price X T . Suppose also that the distribution density D T of the stock price is of weak Pareto type near zero with index α = −q + 1. Then the following formula holds for the implied volatility associated with C:
Proof. Consider the call pricing function G defined by formula (37). Sincep G =q C (see Corollary 3.4), we have 0 <p G < ∞. Hence, Theorem 3.9 can be applied to G and I G . Now, it is not hard to see, taking into account (39), that the resulting statement is equivalent to Theorem 3.11. Theorem 3.12 Let C ∈ P F 0 , and suppose thatq = 0 for the stock price X T . Suppose also that there exists a positive functionr ∈ R 1 for whichr x −1 ≤ D T (x), 0 < x < x 0 . Then the following formula holds for the implied volatility associated with C:
The proof of Theorem 3.12 is similar to that of Theorem 3.11. Here we use Theorem 3.10 instead of Theorem 3.9.
Exceptional cases. Piterbarg's conjecture
Let X be a stock price process for whichp < ∞ andq < ∞. Then a typical behavior of the implied volatility near infinity is described by the function c 1 √ log K and near zero by the function c 2 log 1 K (see, e.g., the results obtained in the previous section). However, ifp = ∞ orq = ∞, then the class of typical approximating functions is wider. This was observed, e.g., in [2, 4, 25] .
Suppose that w is a positive increasing function on (0, ∞) satisfying w(y) → ∞ as y → ∞. In this section, we study the asymptotic behavior of the function
as K → ∞ under the conditionp = ∞. In (46), I is the implied volatlity corresponing to a given call pricing function C ∈ P F ∞ . Set
The question of determining the value of γ w goes back to V. Piterbarg (see [25] ). We will exclude the functions w with irregular behavior since such approximating functions do not arise in applications. It will be assumed that the limit M = lim y→∞ w(y) log y exists (finite or infinite). If M < ∞, then we have
by Lee's moment formula (5) . However, in the case where M = ∞, formula (5) does not explain how the implied volatility behaves near infinity.
In the remaining part of the present section, we consider a call pricing function C ∈ P F ∞ withp = ∞, and assume that w is a positive increasing function on (0, ∞) satisfying the condition lim y→∞ w(y) log y = ∞.
Recall that by X T was denoted the stock price at maturity and by F T the complementary distribution function of X T . Define the following constants depending on w:
It is not hard to see thatp
In [25] , V. Piterbarg formulated a conjecture concerning the asymptotic behavior of the implied volatility in the exceptional case wherep = ∞. Piterbarg's conjecture adapted to our notation and restricted to the case where condition (48) holds for the function w, is as follows:
It will be shown below that formula (55) holds if we replacep w byp w (see Theorem 4.2 below). Moreover, under a very mild additional restriction on the function w, formula (55) is valid without any modifications (see Remark 4.5) .
Our first goal is to study various relations between the constants introduced above. Proof. Let 0 < l w < ∞. Then for every small enough ǫ > 0 there exists K ε such that for all K > K 0 , (w(K)) −1 log 1 C(K) > l − ε. It follows that C(K) ≤ e (−l+ε)w(K) , K > K ε , which implies the inequality l w ≤ r * w . For l w = ∞, the proof is similar, while the case l = 0 is trivial. Next, let r * w > 0 and let r with 0 < r < r * w be such that C (K) = O e −rw(K) as K → ∞. Then we have
where c > 0 does not depend on K. Now it is clear that r * w ≤ l w . The case r * w = 0 is trivial. This establishes the equality l w = r * w . We will next prove the equalityp w = r * w . Suppose r * w > 0 and let r > 0 be such that r < r * w . Then we have C(K) = O e −rw(K) as K → ∞. Let ε < r. Using the integration by parts formula for Stieltjes integrals and (1), we obtain It follows that C(K) = O e −pw(K) as K → ∞ and hencep w ≤ r * w . This establishes the equalityp w = r * w . It remains to prove the inequalityp w ≤p w . For all x > 0 and p ≥ 0, we have Therefore, (48) shows that for every ε > 0 there exists x ε > 0 such that
Now, it is not hard to see that (50) and (51) imply the inequalityp w ≤p w .
This completes the proof of Lemma 4.1.
We will next prove a modified version of Piterbarg's conjecture. 
Proof. Using (22) and (52), we see that
Now it follows from the equality l w =p w in Lemma 4.1 that formula (56) holds. It is clear from Theorem 4.2 and the inequalityp w ≤p w in Lemma 4.1 that Piterbarg's conjecture (formula (55)) is equivalent to the validity of the inequalityp w ≤p w .
Our next goal is to prove the equalityp w =p w under certain additional restrictions on the function w.
Lemma 4.3 Let w be an increasing positive function on (0, ∞) satisfying condition (48) . Suppose also that for all 0 < ε < 1 there exists a number x ε > 0 such that
for all x > x ε . Thenp w =p w .
Proof. It suffices to prove the estimatep w ≤p w . Let us assume that the conditions in the formulation of Lemma 4.3 hold. We will prove that the following stronger condition is valid: For all 0 < p < ∞ and 0 < ε < p there exists a number x p,ε > 0 such that
for all x > x p,ε . First, assume that p > 1. Then Hölder's inequality and (57) imply
for all x > x ε where 1 p + 1 q = 1. It follows from condition (48) that for every δ > 0 and r > 0 the estimate x r ≤ e δw(x) eventually holds. Therefore, the estimate eventually holds. It is clear that this implies (58) for p > 1.
Next, let 0 < p < 1. Then using (57) we see that 
almost everywhere on (y ε , ∞) with respect to the Lebesgue measure. Thenp w =p w .
Proof. We will show that the conditions in the formulation of Corollary 4.4 imply estimate (57). Indeed, it follows from (59) that for all 0 < ε < 1, and x > y ε , for all x > x ε . It is not hard to see that the previous inequality implies (57), and hence Corollary 4.4 follows from Lemma 4.3. Let w be an increasing positive function on (0, ∞), and suppose that there exists a number c > 0 such that w is absolutely continuous on every compact subinterval of (c, ∞). The next quantity depending on w is expressed in terms of the complementary distribution function F T of the stock price X T :
a.e., as y → ∞ .
Lemma 4.6 Let w be an increasing positive function on (0, ∞) that is absolutely continuous on every compact subinterval of (c, ∞) for some c ≥ 0. If for every 0 < ε < 1 there exists y ε > c such that
almost everywhere on (y ε , ∞) with respect to the Lebesgue measure, then r * w =ŝ w . Proof. Suppose r * w > 0 and let r > 0 be such that r < r * w . Then C(K) ≤ c r e −rw(K) for all K > K r . For an ε > 0, set λ ε (y) = e −εw(y) . It follows from (1) that c r e −rw(y−λε(y)) ≥ 
for almost all y >ỹ ε,r . Using (61) and (62), we see that for every ε > 0,
as y → ∞. Now it is clear that r * w ≤ŝ w . Next supposeŝ w > 0 and let s > 0 be such that s <ŝ w . Then F T (y) = O e −sw(y) w ′ (y) a.e., as y → ∞. Therefore
as K → ∞. Now it is clear that the previous reasoning implies the estimateŝ w ≤ r * w . This completes the proof of Lemma 4.6.
Lemma 4.7 Let w be an increasing positive function on (0, ∞) that is absolutely continuous on every compact subinterval of (c, ∞) for some c ≥ 0. Suppose that w(y)(log y) −1 ↑ ∞ as y → ∞. Suppose also that for every 0 < ε < 1 there exists y ε > c such that w ′ (y) ≤ e εw(y) almost everywhere on (y ε , ∞). Then for every 0 < ε < 1 there existsỹ ε > c such that e −εw(y) ≤ w ′ (y) almost everywhere on (ỹ ε , ∞).
Proof. There exists y 0 > c such that
a.e. on (y 0 , ∞). Therefore, w ′ (y) ≥ (y log y) −1 w(y) almost everywhere on (y 0 , ∞). It is clear that for every ε > 0 there existsỹ ε > c such that w(y) ≥ exp − ε 2 w(y) and y log y ≤ exp ε 2 w(y) for almost all y >ỹ ε . It follows that w ′ (y) ≥ e −εw(y) for almost all y >ỹ ε .
This completes the proof of Lemma 4.7.
We will next provide an example showing that the inequality in (57) may fail to be true. Let {a n } n≥0 and {δ n } n≥0 be sequences of positive numbers such that a n ↑ ∞, δ n ↓ 0 as n → ∞, and δ n < 1, n ≥ 0 (these sequences will be chosen later). Define a function on [0, ∞) by w(u) = a n if u ∈ [n, n + 1 − δ n ] and w(u) = a n + an+1−an δn (u − (n + 1 − δ n )) if u ∈ [n + 1 − δ n , n + 1]. Let n > 0 and n + 1 − δ n ≤ x < n + 1. Then
Now we can select the sequences {a n } n≥0 and {δ n } n≥0 . Set a 0 = 1 and let a n with n ≥ 1 be defined by the formula a n+1 = 3a n + 4 log(2n). Then we have 2ne an = exp an+an+1 4 , n ≥ 1. Put δ n = e −an+1 , n ≥ 0.
It follows from (63) that for all n > 0 and n + 1 − δ n ≤ x < n + 1
x 0 e w(u) du ≤ 2ne an = exp a n + a n+1 4 .
Next suppose that n > 0 and n + 1 − δn 2 ≤ x < n + 1. Then e 1 2 w(x) = exp 1 2 a n exp a n+1 − a n 2δ n (x − (n + 1 − δ n )) ≥ exp a n + a n+1 4 .
It follows from (64) and (65) that for all x ∈ A where
Therefore, the estimate in (57) does not hold for the function w defined above.
Applications
The constant elasticity of variance model. The stock price process in the CEV model satisfies the following stochastic differential equation: dS t = σS ρ t dW t . It is assumed that 0 < ρ < 1 and σ > 0. The initial price will be denoted by s 0 . For the sake of simplicity, we also suppose that the interest rate r is equal to zero. The CEV model was introduced by Cox and Ross in [8] . More information on the CEV model can be found in [6] . The CEV model is a local volatility model, for which the volatility of the stock is given by the expression σS ρ−1 t . The CEV model takes into account the leverage effect: the volatility is higher if the stock price is lower. Under the restrictions imposed on the parameters, the stock price process S in the CEV model reaches zero in finite time. We will assumed that the boundary x = 0 is absorbing.
The transformation
reduces the stochastic differential equation for the CEV model to the equation for squared Bessel processes, i.e.,
The initial condition for the process X in (67) is given by
Therefore, X is the squared Bessel process BESQ δ x0 (see [13, 26] for more information on squared Bessel processes). The index of the process X is defined by
, and the distribution of the random variable X T is given by the following formula:
for every Borel subset A of [0, ∞). The function I in (70) is the I-Bessel function, δ 0 is the delta-function at x = 0, and Γ is the normalized incomplete gamma function given by Γ(n, y) = 1 Γ(n) y 0 t n−1 e −t dt.
Remark 5.1 Formula (70) can be called Feller's formula, since W. Feller found in [10] an explicit expression for the fundamental solution of the diffusion equation associated with the CEV-process (see [6] more information and details).
Let us denote by p T (x) the absolutely continuous component of µ T . It is given by
It is known that
for all α = −1, −2, · · · . Moreover,
(see, e.g., [1] ). Using formulas (66) and (69), we see that the absolutely continuous component d T (x) of the distribution of the stock price S T satisfies the equality
where c > 0 is a constant depending on the model parameters. Therefore, (72) and (74) give
where c 1 > 0 depends on the model parameters.
It is not hard to see that the singular component of µ T does not affect the behavior of the put pricing function P near zero (use the definition of P ). Integrating the function d T near zero twice and using (72), we obtain
Next, we turn our attention to the call pricing function C. It is clear that the singular component of µ T does not influence the behavior of C(K) as K → ∞. Using (66), (69), (73), and (71), we see that
where c 2 > 0 is a constant depending on the model parameters. Integrating (77) over a neighbourhood of infinity twice, we obtian
It is clear from (75) and (77) that for the CEV model we havep = ∞ andq = 2(1 − ρ). Hence, the behavior of the implied volatility as K → 0 is regular, while the case K → ∞ is characterized by a nonstandard behavior. 
2. Let τ be a positive function on (0, ∞) such that lim K→0 τ (K) = ∞. Then
Remark 5.3 Formula (79) without an error estimate was reported in [11] . The proof of this formula in [11] uses the right-tail-wing formula from [2] and the stock price distribution estimates. See also [4] where an alternative proof is given. Our formula (79) contains an error estimate.
Proof of Theorem 5.2. The asymptotic formula in (80) follows from Theorem 2.2 with P (K) = K 3−2ρ , formula (76), and the mean value theorem. As for the asymptotic formula in (79), it can be derived from (78) and Corollary 2.7, Part (a) as follows. Set
Then log 1
and log 1
Next, using (25) , (81), (82), and the mean value theorem, we obtain (79).
The Heston model perturbed by a compound Poisson process. In this subsection, we discuss perturbations of the Heston model by a compound Poisson process with double exponentially distributed jump sizes (see [18] ). Perturbations of the Black-Scholes models by such processes were studied by Kou (see [21, 22] ). Let us first recall several well-known definitions. A nonnegative random variable U on a probability space (Ω, F , P) is exponentially distributed with parameter λ > 0 if the distribution of U admits a density d λ given by d λ (y) = λe −λy 1 1 {y≥0} . A nonnegative integer-valued random variable N follows the Poisson distribution with parameter λ if P(N = n) = e −λ λ n n! for all n ≥ 0. Let τ k , k ≥ 1, be a sequence of independent exponentially distributed with parameter λ random variables, and set T n = n k=1 τ k . The stochastic process N given by N t = ∞ n=1 1 1 {t≥Tn} , t ≥ 0, is called a Poisson process with intensity λ. For any t ≥ 0, the random variable N t is Poisson distributed with parameter λt.
Let ρ be a distribution on R. A compound Poisson process with intensity λ > 0 and jump size distribution ρ is the process J defined by J t = Nt k=1 Y k , t ≥ 0, where Y is a sequence of independent identically distributed variables. It is assumed that the law of every random variable Y k coincides with ρ, and N is a Poisson process with intensity λ independent of the process Y . Suppose J is a compound Poisson process given by
where V i are positive independent identically distributed random variables, which are independent of the process N . Put U i = log V i = log (1 + Y i ) and
and suppose that the distribution of U i admits a density f . The process J is a compound Poisson process with intensity λ and the jump size distribution f . In the present paper, we consider the following special case of the jump distribution density:
f (u) = pη 1 e −η1u 1 1 {u≥0} + qη 2 e η2u 1 1 {u<0} ,
where η 1 > 1, η 2 > 0, and p and q are positive numbers such that p + q = 1. The density defined by (85) is called double exponential. The stock price process X and the volatility process √ Y in the Heston model perturbed by a compound Poisson process are determined from the following system of stochastic differential equations:
where the process J is given by (83), and it is assumed that the the distribution density f of U i in (84) satisfies (85). The standard Brownian motions W and Z in (86) may be correlated. We suppose that their correlation is characterized by a constant correlation coefficient ρ ∈ [−1, 0]. In other words, Z t = 1 − ρ 2 Z t + ρW t where Z is a standard Brownian motion independent of W .
The behavior of the stock price density in an uncorrelated stochastic volatility model before and after perturbation by a compound Poisson process was studied in [18] . We will next formulate similar results for the correlated Heston model:
Proof. Let 1 + η 1 < A 3 and put ρ(x) = x 1+η1 D T (x). Then, using (87) with t = T and applying Vuilleumier's theorem (Theorem 1.5) to the function ρ, we see that the conditions in Theorem 3.9 hold with p = η 1 . Now is not difficult to see that this theorem implies (92).
Next, suppose 1 + η 1 ≥ A 3 . Then we can take into account (88) with t = T , apply Vuilleumier's theorem to the function x A3 D T (x), and use Theorem 3.9 withp = A 3 − 1 to establish (93).
This completes the proof of Theorem 5.9. The next theorem can be obtained exactly as Theorem 5.9, using (88), Vuilleumier's theorem, and Theorem 3.11.
Theorem 5.10 The following statements hold for the implied volatility in the perturbed uncorrelated Heston model:
