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Abstract
We establish a divergence free partition for vector-valued Sobolev
functions with free divergence in Rn, n ≥ 1. We prove that for any do-
main Ω of class C inRn, n = 2, 3, the spaceD1
0
(Ω) ≡ {v ∈ H1
0
(Ω)n; divv =
0} and the space H1
0,σ
(Ω) ≡ {v ∈ C∞
0
(Ω)n; divv = 0}
‖·‖
H1(Ω)n , which
is the completion of {v ∈ C∞
0
(Ω)n; divv = 0} in the H1(Ω)n-norm, are
identical. We will also prove that H1
0,σ
(D \ Ω) = {v ∈ H1
0,σ
(D);v =
0 a.e. in Ω}, where D is a bounded Lipschitz domain such that Ω ⊂⊂
D. These results, together with properties for domains of class C, are
used to solve an existence problem in the shape optimization theory of
the stationary Navier-Stokes equations.
Key words. Partition of functions, shape optimization, station-
ary Navier-Stokes equation
AMS subject classifications. 35Q30, 49Q30, 49J10.
1. Introduction
∗This work was supported by National Natural Science Foundation of China, Grant
No. 10471053, 60574017 and by the key programme of the Ministry of National Education
of China.
1
In this paper, we study an existence problem in the shape optimization
theory of the stationary Navier-Stokes equation over D\Ω with Ω ⊂⊂ D
varying. Here, D ⊂ Rn, n = 2, 3, is a given bounded Lipschitz domain
and Ω is supposed to satisfy the property C to be defined in section 2. Our
main ingredient for such an investigation is a new divergence-free partition
for divergence free vector-valued Sobolev functions defined over D\Ω. This
partition is established by making use of the classical Hodge Theory in
Differential Geometry. To be more precise, we let D be an open subset
in Rn (n ≥ 1), and let {Uj}
m
j=1 be an open covering of D. Suppose that
u ∈ D10(D) ≡ {u ∈ H
1
0 (D)
n; divu = 0}. Then our first main result states
that there are functions {uj}
m
j=1 such that uj ∈ D
1
0(Uj), u =
∑m
j=1 uj over D
and ‖uj‖H1(Uj)n ≤ C‖u‖H1(D)n for some positive constant C independent
of u. Moreover, such a partition inherits the following local property: If
u|Ω= 0 with Ω ⊂⊂ D and Ω is of class C to be defined in section 2, then we
can choose {uj}
m
j=1 such that uj|Ω= 0 for j = 1, · · · ,m.
The above decomposition, besides its application to the shape optimiza-
tion problem for the stationary Navier-Stokes equation, has many corollaries
which might be interesting in their own right. For instance, it gives the fol-
lowing property for the function spaces H10,σ(Ω) and H
1
0,σ(D\Ω) where
H10,σ(Ω) ≡ {u ∈ C
∞
0 (Ω)
n; divu = 0}‖·‖H1(Ω)n
(the completion of {u ∈ C∞0 (Ω)
n; divu = 0} in the norm of H1(Ω)n):
If Ω is of class C and D is Lipschitz, then
H10,σ(Ω) = D
1
0(Ω), (1.1)
H10,σ(D \Ω) = {v ∈ H
1
0,σ(D);v = 0 a.e. in Ω}. (1.2)
(1.2) has the following consequences:
(i) If v ∈ H10,σ(D \Ω), then v˜ ∈ H
1
0,σ(D), where
v˜ =
{
v in D \ Ω,
0, in Ω.
(ii) If v ∈ H10,σ(D) and v = 0 a.e. in Ω, then vˆ ∈ H
1
0,σ(D \ Ω), where
vˆ is the restriction of v over D \Ω.
(1.1) and (1.2) can be compared with the classical result in [7]: If v ∈
H10 (D) and v = 0 quasi-everywhere in D \Ω ( where Ω is an open set ), then
v ∈ H10 (Ω). They can also be compared with the result in [14], which states
that if v ∈ H10 (D) and v = 0 a.e. in D \ Ω ( where Ω is of class C ), then
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v ∈ H10 (Ω). We notice that (1.1)-(1.2) have been obtained earlier in [6] and
[11] under the assumption that Ω is Lipschitz. The novelty in (1.1)-(1.2)
is that Ω does not have to have a Lipschitz boundary. In fact, a generic
domain with property C is not a finite union of Lipschitz domains. It may
have cusps and infinitely many oscillations with vanishing amplitude.
Fundamentally based on the aforementioned decomposition and proper-
ties on the family O which will be defined in Section 2, we study in section
5 a shape optimization problem. In this problem, we will look for a domain
of class C which minimizes a certain cost functional associated with the so-
lutions of the stationary Navier-Stokes equation. Our main purpose for this
part of the paper is to prove Theorem 5.1 to be stated in section 5.
There have been extensive studies for the existence problems in the shape
optimization theory for elliptic equations in the past twenty years. Here, we
mention the work in [4], [10], where results are obtained over domains with
sufficiently smooth boundary. We mention the work in [12] and [3], which is
based on a certain capacity constraint and penalty terms, respectively. For
more recent work, we mention [14] and [15] where the domains are assumed
to have a certain segment property. These two papers are based on the
analysis of the set of bounded open sets of class C in the sense of Maz’ya [8],
which, in terms of Adams [1], is identical to the set of open subsets with a
certain segment property.
Our paper is organized as follows. In Section 2, we give some definitions
and preliminary facts for domains of class C. In Section 3, we establish
a divergence free partition of vector-valued Sobolev functions mentioned
above. In Section 4, we study properties of the function spaces H10,σ(Ω) and
H10,σ(D\Ω). Finally, in Section 5, we prove the existence theorem of a shape
optimization problem for the stationary Navier-Stokes equation.
2. Preliminary facts for open subsets of class C
Let Ω be a bounded open subset in Rn, n ≥ 1. We say that Ω is of
class C or has property C, if the following properties (2.1), (2.2) and (2.3)
are satisfied:
There is a family FΩ of real valued continuous functions g defined over
S(0, kΩ), where S(0, kΩ) ⊂ R
n−1 is the open ball centered at 0 and of radius
kΩ > 0, such that
∂Ω =
⋃
g∈FΩ
{og +Rg((s, g(s))); s ∈ S(0, kΩ)}. (2.1)
Here og ∈ ∂Ω is a certain point which gives the center of the local sys-
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tem of axes and Rg : R
n → Rn is a certain unitary rotation such that
Rg(0, · · · , 0, 1) = yg, where the unit vector yg gives the local vertical direc-
tion. Moreover, for any g ∈ FΩ, there is an aΩ > 0 such that
og +Rg((s, g(s))) − tyg ∈ Ω, t ∈ (0, aΩ), s ∈ S(0, kΩ), (2.2)
og +Rg((s, g(s))) + tyg ∈ R
n\Ω, t ∈ (0, aΩ), s ∈ S(0, kΩ). (2.3)
By the Lebesgue Lemma, it follows from (2.1) that there is an rΩ ∈
(0, kΩ) such that the restricted local charts defined on S(0, rΩ) also give a
covering of ∂Ω:
∂Ω =
⋃
g∈FΩ
{og +Rg((s, 0)) + g(s)yg; s ∈ S(0, rΩ)}. (2.4)
The above definition was given in [14], which is a slight modification of
the corresponding definition given by Maz’ya [8]. Roughly speaking, Ω is
of class C if ∂Ω is locally a graph of a continuous function with segment
property. We easily see that if Ω is of class C, then there are open sets
{Vj}
m
j=1 such that
∂Ω ⊂
m⋃
j=1
Vj , (2.5)
Vj = {x ∈ R
n;x = pj(s) + tvj , s ∈ S(0, kΩ), t ∈ (−d, d)}, (2.6)
with vj a unit vector, pj(s) = oj +Rj((s, gj(s))), gj ∈ FΩ, oj ∈ ∂Ω and Rj a
unitary rotation satisfying Rj((0, · · · , 0, 1)) = vj. Moreover, by the segment
property in (2.2) and (2.3), we may take d > 0 small enough such that for
any j = 1, · · · ,m,
V −1j ≡ {x ∈ R
n;x = pj(s) + tvj , s ∈ S(0, kΩ), t ∈ (−d, 0)} ⊂ Ω, (2.7)
V 1j ≡ {x ∈ R
n;x = pj(s) + tvj , s ∈ S(0, kΩ), t ∈ (0, d)} ⊂ R
n\Ω, (2.8)
and
{x ∈ Rn;x = pj(s)− dvj , s ∈ S(0, kΩ)} ⊂ Ω. (2.9)
We also notice that
V 0j ≡ {x ∈ R
n;x = pj(s), s ∈ S(0, kΩ)} ⊂ ∂Ω, (2.10)
Now let D and B be bounded open subsets in Rn with B ⊂⊂ D, and let
a, r and k be positive constants with r > k. Define O(a, r, k) to be the family
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of all open subsets contained in B such that every Ω ∈ O(a, r, k) is of class
C with kΩ ≥ k > 0, aΩ > 0, rΩ ≤ r ( where kΩ, aΩ and rΩ are given as in
(2.1), (2.2)-(2.3) and (2.4) ). In what follows, we will write O for O(a, r, k),
for simplicity of notation. Moreover, we require that the family of functions
F =
⋃
Ω∈OFΩ is equi-continuous and equi-bounded on S(0, k). We define
the usual topology on O by the Hausdorff-Pompeiu distance between the
complementary sets (which are closed):
ρ(Ω1,Ω2) = dist(B\Ω1, B\Ω2) for all Ω1,Ω2 ∈ O. (2.11)
Denote by Hlim, the limit in terms of (2.11). The following lemmas will be
used to study the existence of our shape optimization problem in section 5.
Lemma 2.1 ([14]) Let {Ωm}
∞
m=1 ⊂ O. There exists a subsequence
{Ωmk}
∞
k=1 of {Ωm}
∞
m=1 such that
Hlim
k→∞
Ωmk = Ω0 ∈ O.
Lemma 2.2 ([10]) (Γ-property for O) Let {Ωm}
∞
m=1 ⊂ O and let Ω0 ∈ O
be such that Hlimm→∞Ωm = Ω0. Then for any open subset K withK ⊂⊂ Ω0
(i.e.,K ⊂ Ω0), there is a natural number m(K) such that for all m ≥ m(K),
K ⊂ Ωm.
Lemma 2.3 ([15]) (Γˆ-property for O) Let {Ωm}
∞
m=1 ⊂ O and Ω0 ∈ O
be such that Hlimm→∞Ωm = Ω0. Then for any open subset K with K ⊂
Rn\Ω0, there is a natural number m(K) such that for any m ≥ m(K),K ⊂
D \ Ωm.
3. Divergence free partition of vector-valued Sobolev func-
tions —an application of the Hodge theorem
In this section, we shall apply the Hodge theorem to establish a diver-
gence free partition for vector-valued Sobolev functions in Rn, n ≥ 1. We
will refer the reader to the book of George de Rham [5] for a detailed accout
on the Hodge Theory.
We recall that for an open subset Ω ⊂ Rn, D10(Ω) ≡ {v ∈ H
1
0 (Ω)
n; divv =
0}.
Theorem 3.1 Let D be a bounded open subset in Rn and let u ∈
D10(D). Suppose that Ui, i = 1, · · · ,m, are bounded open subsets in R
n
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such that
⋃m
j=1Uj ⊂⊂ D. Then for any open subset Uˆ ⊂⊂
⋃m
j=1 Uj , there
are functions {uj}
m
j=1 such that
u =
m∑
j=1
uj over Uˆ
and for j = 1, · · · ,m, uj ∈ D
1
0(Uj) and
‖uj‖H1(Uj) ≤ C‖u‖H1(D),
where C is independent of u ∈ D10(D).
Proof of Theorem 3.1 Write u = (u1, · · · , un) and
ω =
n∑
i=1
(−1)i+1uidx1 ∧ · · · ∧ ˆdxi ∧ · · · ∧ dxn. (3.1)
Then dω = divu dx1 ∧ · · · ∧ dxn = 0. Hence, ω is a closed (n− 1)-form over
Rn with H1(Rn)-regular coefficients and spt(ω) ⊂ D, where spt(ω) denotes
the support of ω.
Let Sn be the standard sphere in Rn+1 and let g be the standard metric
on Sn. We fix a Sobolev space Hα(Sn) of order α for α ∈ R by using the
metric g and a certain partition of unity over Sn. Let pi : Sn\N → Rn with
N = (0, · · · , 0, 1) be the stereographic projection and let
ω∗ =
{
pi∗(ω), for p ∈ Sn\N ,
0, for p = N.
Since ω has compact support in Rn, ω∗ is an (n − 1)-form over Sn
with H1(Sn)-regular coefficients. Moreover ω∗ is identically zero in a small
neighborhood of N . Notice that dω∗ = 0.
Let ∆g,n−1 be the standard Betrami-Laplacian operator over S
n acting
on the space of (n− 1)-forms. Consider the equation
∆g,n−1σ
∗ = ω∗. (3.2)
By the Hodge theorem, Ker∆g,n−1 ∼= H
n−1
deRham(S
n, R) = {0}. Hence, equa-
tion (3.2) admits a unique solution σ∗ with the estimate
‖σ∗‖H3(Sn) ≤ C‖ω
∗‖H1(Sn),
6
where C is independent of the choice of ω∗.
Notice that ∆g,n−1σ
∗ = dd∗σ∗+d∗dσ∗ = ω∗ and dω∗ = 0. Here d∗ is the
Hilbert space adjoint of the exterior differential operator. It follows that
(dd∗σ∗ + d∗dσ∗, d∗dσ∗) = (ω∗, d∗dσ∗) = (dω∗, dσ∗) = 0.
Since (dd∗σ∗, d∗dσ∗) = (d2d∗σ∗, dσ∗) = 0, we get d∗dσ∗ = 0. Thus
dd∗σ∗ = ω∗. Write τ∗ = d∗σ∗. Then dτ∗ = ω∗ and
‖τ∗‖H2(Sn) ≤ C‖ω
∗‖H1(Sn) ≤ C‖ω‖H1(D).
Here and in what follows, C denotes a constant independent of the choice
of ω with sptω ⊂ D. However the constant C may be different in different
context.
Let τ = (pi−1)∗(τ∗|Sn\N ). Then
dτ = d((pi−1)∗(τ∗|Sn\N )) = (pi
−1)∗d(τ∗|Sn\N ) = (pi
−1)∗(ω∗|Sn\N ) = ω,
and
‖τ‖H2(D) ≤ C‖τ
∗‖H2(Sn) ≤ C‖ω‖H1(D). (3.3)
We next let {χj}
m
j=1 be such that χj ∈ C
∞
0 (Uj), 0 ≤ χj ≤ 1, and∑m
j=1 χj = 1 over Uˆ ⊂⊂
⋃m
j=1 Uj. Set τj = χjτ . Then sptτj ⊂ Uj and
m∑
j=1
dτj = ω over Uˆ .
Moreover, dτj is an (n − 1)-form over R
n with H1-regular coefficients and
spt(dτj) ⊂ Uj . Write for each j = 1, · · · ,m,
dτj =
n∑
i=1
(−1)i+1bi,jdx1 ∧ · · · ∧ ˆdxi ∧ · · · ∧ dxn, (3.4)
where bi,j ∈ H
1
0 (Uj), i = 1, · · · , n.
Let uj = (b1,j , · · · , bn,j). Then uj ∈ H
1
0 (Uj)
n. Since 0 = d2τj =
(divuj)dx1 ∧ · · · ∧ dxn, it follows that divuj = 0. Moreover, by (3.3) we
have
‖uj‖H1(Uj) ≤ C‖τj‖H2(Uj) ≤ C‖τ‖H2(D) ≤ C‖ω‖H1(D) ≤ C‖u‖H1(D).
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On the other hand, since
m∑
j=1
dτj = ω over Uˆ
it follows from (3.1) and (3.4) that
m∑
j=1
n∑
i=1
(−1)i+1bi,jdx1 ∧ · · · ∧ ˆdxi ∧ · · · ∧ dxn
=
n∑
j=1
(−1)i+1uidx1 ∧ · · · ∧ ˆdxi ∧ · · · ∧ dxn over Uˆ ,
which implies
ui =
m∑
j=1
bi,j over Uˆ , i = 1, · · · , n.
Thus, u =
∑m
i=1 uj over Uˆ . This completed the proof.
Corollary 3.2 Let D ⊂ Rn be a bounded open subset and let u ∈
D10(D). Suppose that {Uj}
m
j=1 is an open covering of D with
⋃m
j=1 Uj ⊂⊂
BR(0), the ball inR
n centered at 0 and of radius R. Then there are functions
{uj}
m
j=1 , such that
u =
m∑
j=1
uj over D
and for all j = 1, · · · ,m, uj ∈ D
1
0(Uj) and ‖uj‖H1(Uj) ≤ C‖u‖H1(D). Here C
is independent of u ∈ D10(D), but depends on R.
Proof of Corollary 3.2 Let ω, pi, Sn, N, ω∗, σ∗, τ∗ and τ be given as
in the proof of theorem 3.1. We then have dτ = ω and ‖τ∗‖H2(Sn) ≤
C‖ω‖H1(D). Let χBR ∈ C
∞
0 (BR) be a cutting function with χBR = 1 over⋃m
j=1Uj . Then
d(χBRτ) = ω over
m⋃
j=1
Uj
and
‖χBRτ‖H2(Rn) ≤ C‖pi
∗(χBRτ)‖H2(Sn) ≤ C‖τ
∗‖H2(Sn)
≤ C‖ω∗‖H1(Sn) ≤ C‖ω‖H1(D). (3.5)
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Now let {χj}
m
j=1 be such that 0 ≤ χj ≤ 1, χj ∈ C
∞
0 (Uj),
∑m
j=1 χj = 1
over D. Then
d(χBRτ
m∑
j=1
χj) = ω over D.
Let τj = χBRχjτ . Then sptτj ⊂ Uj . Thus it follows from (3.5) that dτj is
an (n− 1)-form with H1(Rn)-smooth coefficients and
‖dτj‖H1(Rn) ≤ C‖ω‖H1(D).
Write
dτj =
n∑
i=1
(−1)i+1bi,jdx1 ∧ · · · ∧ ˆdxi ∧ · · · ∧ dxn, j = 1, · · · ,m,
and let uj = (b1,j , · · · , bn,j) for j = 1, · · · ,m. Then by the same argument
as that in the proof of Theorem 3.1, we get
u =
m∑
j=1
uj over D,
uj ∈ D
1
0(Uj), j = 1, · · · ,m,
and
‖uj‖H1(Uj) ≤ C‖u‖H1(D), j = 1, · · · ,m.
This completes the proof.
4. A localization property of the divergence free decomposi-
tion
In this section, we shall prove a localization property of the divergence
free decomposition established in section 3. Based on it, we obtain some
identities for certain fundamental function spaces related to the Navier-
Stokes equations.
Theorem 4.1 Let D be a bounded open subset in R2, and let Ω =⋃N
j=1Ωj ⊂⊂ D be a finite union of open and connected subsets in R
2 with
Ωi
⋂
Ωj = ∅ for i 6= j. Assume that {Uj}
m
j=1 be an open covering of ∂Ω in
R2 with
⋃m
j=1 Uj ⊂⊂ D. Let u ∈ D
1
0(D) with u = 0 over Ω. Then there are
functions {uj}
m
j=1 such that
u =
m∑
j=1
uj
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over a certain neighborhood Uˆ of ∂Ω in R2 with Uˆ ⊂⊂
⋃m
j=1 Uj , and for all
j = 1, · · · ,m, uj ∈ D
1
0(Uj),uj = 0 over Ω and
‖uj‖H1(Uj) ≤ C‖u‖H1(D),
where C is a positive constant independent of u ∈ D10(D).
Proof of Theorem 4.1 Step 1. We shall first prove the theorem in
the case that Ω is connected.
Let ω, ω∗, τ∗ and pi be given as in the proof of Theorem 3.1. We then
have ω∗ = dτ∗ and
‖τ∗‖H2(S2) ≤ C‖ω‖H1(S2) ≤ C‖ω‖H1(D). (4.1)
Since u = 0 over Ω, it follows that ω = 0 over Ω, which implies that
ω∗ = 0 over pi−1(Ω). Hence, dτ∗ = 0 over pi−1(Ω). Because τ∗ is a 0-form
and Ω is connected, there is a constant c0 ∈ R such that
τ∗ = c0 over pi
−1(Ω). (4.2)
By (4.1) and (4.2), we obtain
|c0| ≤ C‖ω‖H1(D). (4.3)
Let τ˜∗ = τ∗ − c0. Then τ˜
∗ = 0 over pi−1(Ω) and dτ˜∗ = d(τ∗ − c0) =
dτ∗ = ω∗, moreover, it follows from (4.1) and (4.3) that
‖τ˜∗‖H2(S2) ≤ C‖ω‖H1(D).
Let τ˜ = (pi−1)∗(τ˜∗|S2\N ). Then τ˜ = 0 over Ω, dτ˜ = ω and
‖τ˜‖H2(D) ≤ C‖pi
∗τ˜‖H2(S2) ≤ C‖τ˜
∗‖H2(S2) ≤ C‖ω‖H1(D). (4.4)
Let Uˆ be any neighborhood of ∂Ω such that Uˆ ⊂⊂
⋃m
j=1Uj and let
{χj}
m
j=1 be such that 0 ≤ χj ≤ 1, χj ∈ C
1
0 (Uj) and
∑m
j=1 χj = 1 over Uˆ .
Then we have
d(
m∑
j=1
χj τ˜ ) = ω over Uˆ .
Let τ˜j = χj τ˜ , j = 1, · · · ,m. Then τ˜j ∈ H
1
0 (Uj), τ˜j = 0 over Ω and
m∑
j=1
dτ˜j = ω over Uˆ .
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Write, for j = 1, · · · ,m, dτ˜j = b1,jdx2 − b2,jdx1 for certain b1,j, b2,j ∈
H10 (Uj) with bi,j = 0 over Ω. Let uj = (b1,j , b2,j), j = 1, · · · ,m. Then one
can easily check that for all j = 1, · · · ,m,uj = 0 over Ω, uj ∈ D
1
0(Uj) and
u =
∑m
j=1 uj over Uˆ . Moreover, it follows from (4.4) that
‖uj‖H1(Uj) ≤ C(‖b1,j‖H1(Uj) + ‖b2,j‖H1(Uj))
≤ C‖dτ˜j‖H1(Uj) ≤ C‖τ˜‖H2(D)
≤ C‖ω‖H1(D) ≤ C‖u‖H1(D).
This proves the theorem in case Ω is connected.
Step 2. We next prove the theorem in case Ω is multiple-connected. For
brevity of notation, we assume that Ω is 2-connected. (The general case can
be similarly done through an induction argument.) Then Ω = Ω1
⋃
Ω2 with
Ω1
⋂
Ω2 = ∅, Ω1 and Ω2 being connected.
By refining the covering {Uj}
m
j=1 of ∂Ω, we may assume, without loss of
generality, that there are open subsets {Uj,1}
m
j=1 and {Uj,2}
m
j=1 such that
m⋃
j=1
Uj,1 ⊃ ∂Ω1,
m⋃
j=1
Uj,2 ⊃ ∂Ω2,
Uj,i ⊂ Uj for j = 1, · · · ,m, i = 1, 2,
Ul,1
⋂
Uj,2 = ∅ for l, j = 1, · · · ,m.
Let Uˆ1 and Uˆ2 be neighborhoods of ∂Ω1 and ∂Ω2, respectively, such that
Uˆ1 ⊂⊂
m1⋃
j=1
Uj,1, Uˆ2 ⊂⊂
m2⋃
j=1
Uj,2.
Since u ∈ D10(D) and u = 0 over Ω1, it follows from Step 1 that there
are functions {uj,1}
m
j=1 such that u =
∑m
j=1 uj,1 over Uˆ1 and for each j =
1, · · · ,m, uj,1 ∈ D
1
0(Uj,1),uj,1 = 0 over Ω1, and
‖uj,1‖H1(Uj,1) ≤ C‖u‖H1(D).
Notice that for j = 1, · · · ,m, uj,1 = 0 over Ω2, for Ω2
⋂
Uj,1 = ∅ and
uj,1 ∈ D
1
0(Uj,1).
Now let v = u−
∑m
j=1 uj. Then v ∈ D
1
0(D) and v = 0 over Ω2. Again,
by Step 1, there are functions {uj,2}
m
j=1 such that for each j = 1, · · · ,m,
uj,2 ∈ D
1
0(Uj,2),uj,2 = 0 over Ω2,
‖uj,2‖H1(Uj,2) ≤ C‖v‖H1(D) ≤ C‖u‖H1(D),
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and v =
∑m
l=1 uj,2 over Uˆ2. Notice also that for j = 1, · · · ,m, uj,2 = 0 over
Ω1, for Uj,2
⋂
Ω1 = ∅ and uj,2 ∈ D
1
0(Uj,2).
Finally, let ul = ul,1 + ul,2, l = 1, · · · ,m. Then it is clear that
u =
m∑
l=1
ul over Uˆ ≡ Uˆ1
⋃
Uˆ2,
and for all l = 1, · · · ,m, ul ∈ D
1
0(Ul), ul = 0 over Ω and ‖ul‖H1(Ul) ≤
C‖u‖H1(D). This completes the proof.
By the almost same argument as above with some slight modification,
we can get the following.
Theorem 4.1’ Let D be a bounded open subset in R2, and let Ω =⋃N
j=1Ωj ⊂⊂ D be a finite union of open and connected subsets with Ωi
⋂
Ωj =
∅ for i 6= j. Suppose that Γ is a compact subset of ∂Ω and {Uj}
m
j=1 is an
open covering of Γ in R2 with
⋃m
j=1 Uj ⊂⊂ D. Let u ∈ D
1
0(D) with u = 0
over Ω. Then there are functions {uj}
m
j=1 such that
u =
m∑
j=1
uj
over a certain neighborhood Uˆ of Γ in R2 with Uˆ ⊂⊂
⋃m
j=1 Uj, and for all
j = 1, · · · ,m,uj ∈ D
1
0(Uj),uj = 0 over Ω and
‖uj‖H1(Uj) ≤ C‖u‖H1(D),
where C is a positive constant independent of u ∈ D10(D).
We next prove a version of Theorem 4.1 for domains in R3. To this
aim, we need to recall some results from Algebraic Topology. Two good
references for the topological results which we will quote here are [9] and [2].
Suppose that Ω is a bounded open subset in Rn, n ≥ 1, with ∂Ω a
compact topological manifold of dimensional n−1. By making use of results
in Algebraic Topology( see pp.227, (26.17.8), [9]), there is a bounded domain
Ω′ ⊂⊂ Rn with smooth boundary ∂Ω′ such that Ω′ ⊃⊃ Ω and Ω′ can
be retracted to Ω. Namely, there is a continuous map γ : Ω′ → Ω with
γ|Ω = id ( the identity map ). This implies that the homological group
H1(Ω,R) is of finite dimension and can be naturally embedded as a vector
space of H1(Ω
′,R). Let {[γ1], · · · , [γk]} be a basis of H1(Ω,R) with γj :
12
[0, 1] → Ω a smooth closed Jordan curve for each j (see pp.63, (12.1), [9]).
We can then extend {[γ1], · · · , [γk]} to a basis {[γ1], · · · , [γk], · · · , [γM ]} of
H1(Ω
′,R). Let {[τ1], · · · , [τM ]} be the dual basis of {[γ1], · · · , [γk], · · · , [γM ]}
in H1deRham(Ω
′,R). Then {[τ1], · · · , [τk]}, when restricted to Ω, gives a dual
basis of {[γ1], · · · , [γk]}, namely,
∫
γl
τj = δ
l
j . Here {τj} are smooth 1-forms
over Ω′.
Lemma 4.2 Under the above notations, further assume that Ω ⊂ R3
is connected and of class C. Let τ be a 1-form over Ω′ with H2(Ω′)-regular
coefficients. Also assume that dτ = 0 over Ω. Then there exists h ∈ H20 (Ω
′)
and {cj}
k
j=1 ⊂ R such that
τ = dh+
k∑
j=1
cjτj over Ω,
and
‖h‖H2(Ω′) ≤ C‖τ‖H2(Ω′), |cj | ≤ C‖τ‖H2(Ω′), j = 1, · · · , k.
Here C is a positive constant depending only on Ω and Ω′.
Proof of Lemma 4.2 Let ψ0 ∈ C
∞
0 (−1, 1) be such that ψ0 ≥ 0 and∫
R3 ψ(x)dx = 1 where ψ(x) ≡ ψ0(|x|
2), and let τδ(x) =
∫
R3 τ(x− y)ψδ(y)dy,
where δ > 0 and ψδ(y) = δ
−3ψ(δ−1y). Then by the Friedrich smoothing
lemma, for any δ0 << 1, τδ → τ in H
2(Ω′δ0) as δ → 0 where Ω
′
δ0
≡ {x ∈
Ω′; dist(x, ∂Ω′) > δ0}. Moreover, τδ ∈ Λ
1(Ω′δ), i.e., τδ is a smooth 1-form
over Ω′δ and dτδ = 0 over Ωδ, where Ωδ ≡ {x ∈ Ω; dist(x, ∂Ω) > δ}.
Next, since τ has H2(Ω′)-regular coefficients, for each piecewise smooth
curve γ in Ω′, the restriction of τ on γ is well-defined and is L2-integrable
by the trace theorem. Hence, we can well define
∫
γ τ , moreover, by the trace
theorem,
|
∫
γ
τ | ≤ C(γ)‖τ‖H1(Ω′),
where C(γ) depends on γ.
Now let cj =
∫
γj
τ, j = 1, · · · , k, and τˆ = τ −
∑k
j=1 cjτj . It is clear that
|cj | ≤ C(γj)‖τ‖H1(Ω′).
We claim that for each piecewise smooth curve γ : [0, 1] → Ω,
∫
γ τˆ
depends only on γ(0) and γ(1).
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Indeed, for each γ′ : [0, 1] → Ω piecewise smooth curve with γ′(0) =
γ(0), γ′(1) = γ(1), since γ′ − γ is homotopical to
∑k
j=1 djγj for a certain
choice of {dj}
k
j=1 ⊂ R, we get∫
γ′−γ
(τδ −
k∑
i=1
ciτi) =
k∑
j=1
∫
γj
dj(τδ −
k∑
i=1
ciτi)
=
k∑
i,j=1
(dj
∫
γj
τδ − cidjδ
j
i )
=
k∑
j=1
dj(
∫
γj
τδ − cj).
Letting δ → 0, we get
∫
γ′−γ
(τ −
k∑
i=1
ciτi) =
k∑
j=1
dj(cj − cj) = 0.
Now we fix p0 ∈ Ω. Since Ω is connected, for any p ∈ Ω, there is a piecewise
smooth curve γ : [0, 1] → Ω with γ(0) = p0, γ(1) = p. We define h : Ω→ R
by
h(p) =
∫
γ
(τ −
k∑
j=1
cjτj) =
∫
γ
τˆ .
It is clear that h is well-defined over Ω. By the standard arguments in
calculus, one can easily verify that dh = τˆ over Ω and thus h ∈ H3(Ω).
Moreover,
‖h‖H3(Ω) ≤ C‖τ‖H2(Ω′).
Through the proof, as mentioned before, C denotes a positive constant de-
pending only on Ω and Ω′, which may be different in different context.
Next, we are going to extend h from Ω to Ω′ so that the extension is
the desired function. To this end, we observe first that since Ω is of class C,
there exist open sets {Vj}
m
j=1 such that (2.5)-(2.10) are fulfilled. Moreover,
by taking d small enough, we may have
m⋃
i=1
Vi ⊂⊂ Ω
′.
Now we define the extension of h on Vj as follows:
h˜j(pj(s) + tvj) =
∫
Cpj (s)+tvj
τˆ + h(pj(s)− dvj),
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for s ∈ S(0, kΩ) and t ∈ (−d, d), where Cpj(s)+tvj denotes the segment
connecting pj(s) − dvj to pj(s) + tvj. It is clear that h˜j is well-defined.
By the trace theorem and a direct computation, we have h˜j ∈ H
2(Uj) with
‖h˜j‖H2(Uj) ≤ C‖τ‖H2(Ω′). Moreover, by (2.5)-(2.10), the whole segment
Cpj(s)+tvj lies in Ω if pj(s) + tvj ∈ Ω
⋂
Vj . Thus for pj(s) + tvj ∈ Ω
⋂
Vj ,
h˜j(pj(s) + tvj) =
∫
Cpj (s)+tvj
dh+ h(pj(s)− dvj) = h(pj(s) + tvj),
i.e., h˜j = h over Ω
⋂
Vj.
Let Uˆ be a neighborhood of ∂Ω such that Uˆ ⊂⊂
⋃m
j=1 Vj and {χj}
m
j=1
be such that χj ∈ C
∞
0 (Vj), 0 ≤ χj ≤ 1 for j = 1, · · · ,m, and
∑m
j=1 χj = 1
over Uˆ . Set
˜˜
hj(x) =
{
h˜j(x), x ∈ Vj,
0 , x ∈ Ω′ \ V j.
Then χj
˜˜
hj ∈ H
2(Ω′) and
‖χj
˜˜
hj‖H2(Ω′) ≤ C‖τ‖H2(Ω′)
Let h˜ =
∑m
j=1 χj
˜˜
hj , then h˜(x) = h(x) over Ω
⋂
Uˆ and
‖h˜‖H2(Ω′) ≤ C‖τ‖H2(Ω′)
Finally, we set
hˆ(x) =
{
h(x), x ∈ Ω,
h˜(x), x ∈ Uˆ
⋃
(Ω′ \ Ω).
Then one can easily verify that hˆ ∈ H2(Ω′), hˆ = h over Ω and
‖hˆ‖H2(Ω′) ≤ C‖τ‖H2(Ω′).
This completes the proof of Lemma 4.2.
Remark 4.3 Let D ⊂ Rn be an open subset such that Ω ⊂⊂ D. Then
Ω′ in the above lemma can be taken as Ω′ ⊂⊂ D.
Theorem 4.4 Let D be a bounded open subset in R3 and let Ω ⊂⊂ D
be of class C. Assume that Ω′ ⊃⊃ Ω is given as in Lemma 4.2 such that
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Ω′ ⊂⊂ D. Let {Uj}
m
j=1 be an open covering of ∂Ω in R
3 with
⋃m
j=1 Uj ⊂⊂ Ω
′
and let u ∈ D10(D) with u = 0 over Ω. Then there are functions {uj}
m
j=1
such that
u =
m∑
j=1
uj
over a certain neighborhood Uˆ of ∂Ω in R3 with Uˆ ⊂⊂
⋃m
j=1 Uj , and for all
j = 1, · · · ,m, uj ∈ D
1
0(Uj), uj = 0 over Ω and
‖uj‖H1(Uj) ≤ C‖u‖H1(D),
where C is a positive constant independent of u ∈ D10(D).
Proof of Theorem 4.4 Since Ω is of class C, we have Ω =
⋃N
j=1Ωj
with Ωi being open and connected and Ωi
⋂
Ωj = ∅ for i 6= j. We shall prove
the theorem only in the case when Ω is connected. The rest follows from
the identical argument as that in Step 2 of the proof of Theorem 4.1.
Let ω, pi, ω∗, σ∗, τ∗ and τ be given as in the proof of Theorem 3.1. We
have
dτ = ω and ‖τ‖H2(D) ≤ C‖ω‖H1(D).
Here and throughout the proof, C denotes a positive constant independent
of ω, whenever sptω ⊂ D. However C may be different in different context.
Thus τ |Ω′ , the restriction of τ over Ω
′, is an 1-form over Ω′ with H2(Ω′)-
regular coefficients.
Since u = 0 over Ω, it follows that dτ = ω = 0 over Ω. Then by Lemma
4.2, there are h ∈ H20 (Ω
′), {τj}
k
j=1 ⊂ Λ
1(Ω′) and {cj}
k
j=1 ⊂ R such that
τ = dh+
k∑
j=1
cjτj over Ω,
‖h‖H2(Ω′) +
k∑
j=1
|cj | ≤ C‖τ‖H2(Ω′) ≤ C‖τ‖H2(D).
Let Uˆ be a neighborhood of ∂Ω in R3 such that Uˆ ⊂⊂
⋃m
j=1 Uj and {χj}
m
j=1
be such that χj ∈ C
∞
0 (Uj), 0 ≤ χj ≤ 1 and
∑m
j=1 χj = 1 over Uˆ .
Let
τ j = χj(τ − dh−
k∑
i=1
ciτi), j = 1, · · · ,m.
16
Then τ j is a 1-form over R3 and
dτ j = dχj ∧ (τ − dh−
k∑
i=1
ciτi) + χjdτ.
It is obvious that
m∑
j=1
dτ j = ω over Uˆ ,
and for all j = 1, · · · ,m, dτ j ∈ H10 (Uj), dτ
j = 0 over Uj
⋂
Ω. Moreover, it
follows from the estimate in Lemma 4.2 that for all j = 1, · · · ,m,
‖dτ j‖H1(Uj) ≤ C‖τ‖H2(D) ≤ C‖ω‖H1(D).
Now we write
dτ j =
3∑
i=1
(−1)i+1bi,jdx1 ∧ · · · ∧ ˆdxi ∧ · · · ∧ dx3, j = 1, · · · ,m,
and let uj = (b1,j , b2,j , b3,j), j = 1, · · · ,m. Then one can check easily that
u =
m∑
j=1
uj over Uˆ ,
and for all j = 1, · · · ,m, uj ∈ D
1
0(Uj), uj = 0 over Ω and
‖uj‖H1(Uj) ≤ C‖u‖H1(D).
This completes the proof of Theorem 4.4.
By the same argument as above with some slight modification, we can
get the following.
Theorem 4.4’ Let D be a bounded open subset in R3 and let Ω ⊂⊂ D
be of class C. Assume that Ω′ ⊃⊃ Ω is given as in Lemma 4.2 such that
Ω′ ⊂⊂ D. Let Γ be a compact subset of ∂Ω and let {Uj}
m
j=1 be an open
covering of Γ in R3 with
⋃m
j=1 Uj ⊂⊂ Ω
′. Suppose that u ∈ D10(D) with
u = 0 over Ω. Then there are functions {uj}
m
j=1 such that
u =
m∑
j=1
uj
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over a certain neighborhood Uˆ of Γ in R3 with Uˆ ⊂⊂
⋃m
j=1 Uj, and for all
j = 1, · · · ,m, uj ∈ D
1
0(Uj), uj = 0 over Ω and
‖uj‖H1(Uj) ≤ C‖u‖H1(D),
where C is a positive constant independent of u ∈ D10(D).
We next apply the above results to obtain some characterizations for
some Sobolev function spaces.
Theorem 4.5 Let D ⊂ Rn, n = 2, 3, be a bounded open Lipschitz
subset and let Ω be of class C such that Ω ⊂⊂ D. Then H10,σ(D \Ω) = {v ∈
H10,σ(D); v = 0 a.e. in Ω}
Proof of Theorem 4.5 It is clear thatH10,σ(D\Ω) ⊂ {v ∈ H
1
0,σ(D); v =
0 a.e. in Ω}.
Let u ∈ H10,σ(D) satisfying u = 0 a.e. in Ω. Let Ω
′ be given as in Lemma
4.2 such that Ω ⊂⊂ Ω′ ⊂⊂ D. Let {Vj}
m
j=1 be the covering of ∂Ω as given
by (2.5) and (2.6). By taking d in (2.6) sufficiently small, we have
m⋃
j=1
Vj ⊂⊂ Ω
′.
Then by Theorem 4.1 and Theorem 4.4, there are functions {uj}
m
j=1 and a
neighborhood Uˆ of ∂Ω in Rn such that
u =
m∑
j=1
uj over Uˆ
and for all j = 1, · · · ,m, uj ∈ D
1
0(Vj), uj = 0 over Ω.
Since Vj ⊂⊂ D and uj ∈ D
1
0(Vj), it holds that uj ∈ D
1
0(D). Since D
is Lipschitz, we have D10(D) = H
1
0,σ(D) (see Lemma 1.2.1, Chapter 3, [11]).
Hence, uj ∈ H
1
0,σ(D) for j = 1, · · · ,m.
Now let u0 = u −
∑m
j=1 uj. Then u0 ∈ H
1
0,σ(D),u0 = 0 a.e. in
Ω
⋃
Uˆ . Since Uˆ
⋃
Ω ⊃⊃ Ω, there exists an open Lipschitz subset Vˆ such
that Uˆ
⋃
Ω ⊃⊃ Vˆ ⊃⊃ Ω. Hence, u0 = 0 a.e. in Vˆ which implies by
the trace theorem that u0 ∈ H
1
0 (D \ Vˆ )
n. Since D \ Vˆ is Lipschitz and
divu0 = 0, we have u0 ∈ H
1
0,σ(D \ Vˆ ) (see Lemma 1.2.1, Chapter 3, [11]).
Thus u0 ∈ H10,σ(D \ Ω).
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We next claim that uj ∈ H
1
0,σ(D \ Ω) for each j = 1, · · · ,m. To
this aim, we fix j ∈ {1, · · · ,m} and define utj for t ∈ (0, r), where r =
1
4min(d,dist(sptuj, ∂Vj)), by u
t
j(x) = uj(x − tvj). ( We recall that vj is
given by (2.6). ) One can easily check that divutj = 0 for each t ∈ (0, r).
Now we prove that utj ∈ H
1
0,σ(D \ Ω) for each t ∈ (0, r). Indeed, for each
fixed t ∈ (0, r), sptutj = sptuj + tvj and u
t
j = 0 over Ω + tvj . Thus
sptutj ⊂⊂ Vj \Ω. Therefore, there exists an open Lipschitz subset Uj,t ⊂ R
n
such that sptutj ⊂⊂ Uj,t ⊂⊂ Vj \ Ω. It is clear that u
t
j ∈ H
1
0 (Uj,t)
n since
Uj,t is Lipschitz. This implies that u
t
j ∈ D
1
0(Uj,t), for divu
t
j = 0. Thus
utj ∈ H
1
0,σ(Uj,t)( see Lemma 1.2.1, Chapter 3, [11]). Hence, u
t
j ∈ H
1
0,σ(D\Ω).
On the other hand, one can easily verify that
‖utj − uj‖H1(D\Ω) → 0 as t→ 0
+.
Thus we have proved that uj ∈ H
1
0,σ(D \ Ω).
Since u =
∑m
j=0 uj, it follows that u ∈ H
1
0,σ(D \Ω). This thus completes
the proof of Theorem 4.5.
Theorem 4.6 Let Ω ⊂ Rn for n = 2, 3 be of class C. Then
D10(Ω) = H
1
0,σ(Ω).
Proof of Theorem 4.6 It suffices to show that D10(Ω) ⊂ H
1
0,σ(Ω).
Let u ∈ D10(Ω) and let D,D1 be bounded open Lipschitz subsets in R
n such
that Ω ⊂⊂ D1 ⊂⊂ D. Extend the function u to R
n by setting it to be
zero outside Ω. From the argument in the proof of Theorem 4.5, it is clear
that u ∈ D10(D). Let Ω˜ ≡ D1 \ Ω. Then Ω˜ ⊂⊂ D is of class C since every
bounded open Lipschitz set is of class C, and u = 0 over Ω˜. Let Ω˜′ be given
as in Lemma 4.2 ( i.e. Ω˜′ can be retracted to Ω˜) such that Ω˜′ ⊂⊂ D, and Let
{Vj}
m
j=1 be the open covering of ∂Ω, given as in (2.5) and (2.6), such that
∂Ω ⊂
⋃m
j=1 Vj ⊂⊂ Ω˜
′. Then by Theorem 4.1’ and Theorem 4.4’, there are
functions {uj}
m
j=1 and a neighborhood Uˆ of ∂Ω in R
n with Uˆ ⊂⊂
⋃m
j=1 Vj
such that
u =
m∑
j=1
uj over Uˆ
and for all j = 1, · · · ,m, uj ∈ D
1
0(Vj), uj = 0 over Ω˜. From which we imply
uj = 0 a.e. in D \Ω for all j = 1, · · · ,m.
19
Let u0 = u−
∑m
j=1 uj. Then u0 ∈ D
1
0(D) and u0 = 0 a.e. in (D\Ω)
⋃
Uˆ ,
from which we get u0 = 0 a.e. in D\(Ω\Uˆ). Since Ω\Uˆ ⊂⊂ Ω, one can find
a Lipschitz open subset Ωˆ such that Ω\ Uˆ ⊂⊂ Ωˆ ⊂⊂ Ω. Because u0 = 0 a.e.
in D \ Ωˆ, we get by the trace theorem that u0 ∈ D
1
0(Ωˆ). Then by Lemma
1.2.1 in Chapter 3 in [11], it follows that u0 ∈ H
1
0,σ(Ωˆ) ⊂ H
1
0,σ(Ω).
Next for each j = 1, · · · ,m, by setting utj(x) = uj(x + tvj) for t > 0
small enough and using the same argument as that in the proof of Theorem
4.5, we obtain that uj ∈ H
1
0,σ(Ω).
Hence, we proved that u =
∑m
j=0 uj ∈ H
1
0,σ(Ω). This completes the
proof of Theorem 4.6.
Remark 4.7 After some slight modification in the proof of Theorem
3.1, we can verify a similar decomposition result for vector-valued function
u ∈ L2(D)n with divu = 0 in D. (Here divu is in the sense of distribu-
tion.) To be more precise, we let {Uj}
m
j=1 ⊂ D be open subsets such that⋃m
j=1Uj ⊂⊂ D. Then for any open subset Uˆ with Uˆ ⊂⊂
⋃m
j=1 Uj there
are functions {uj}
m
j=1 ⊂ L
2(D)n such that u =
∑m
j=1 uj over Uˆ , and for all
j = 1, · · · ,m, divuj = 0 in D in the sense of distribution, sptuj ⊂ Uj and
‖uj‖L2(D) ≤ C‖u‖L2(D).
Furthermore, the same localization property as stated in Theorem 4.1
and Theorem 4.2 for such a partition still holds. Thus we can also obtain
the following: If Ω is of class C in Rn, n = 2, 3, then
L2σ(Ω) = {u ∈ L
2(Rn)n; divu = 0 in Rn, u = 0 a.e. in Rn \Ω},
where L2σ(Ω) = C
∞
0,σ(Ω)
‖·‖
L2 , the completion of C∞0,σ(Ω) in the norm of
L2(Ω)n.
5. The existence of a shape optimization problem for the
stationary Navier-Stokes equation
Let D and B be open bounded Lipschitz subsets in Rn, n = 2, 3, such
that B ⊂⊂ D. Let O be the family of certain open subsets Ω contained in
B, which is defined as in section 2. Consider for each Ω ∈ O the stationary
Navier-Stokes equation on D \Ω :


−γ∆u− (u · ∇)u+∇p = f in D \ Ω,
divu = 0 in D \ Ω,
u = 0 on ∂D
⋃
∂Ω,
(5.1)
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where f is a given function in L2(D)n. We shall denote by uΩ the weak
solution of (5.1), i.e., uΩ ∈ H
1
0,σ(D \ Ω) and
γ
∫
D\Ω
∇uΩ · ∇Φdx+
∫
D\Ω
(uΩ · ∇)uΩ · Φdx =
∫
D\Ω
f · Φdx
for all Φ ∈ C∞0,σ(D \Ω) ≡ {Ψ ∈ C
∞
0 (D \ Ω)
n; divΨ = 0}.
It is well know that ( see [11] and [6] ) for each Ω ∈ O, (5.1) has at least
one weak solution. Moreover, there is a positive constant C(γ, d) depending
only on γ and the width of D such that if
‖f‖L2(D)n < C(γ, d), (5.2)
then the weak solution to (5.1) is unique. In the following we always assume
that (5.2) holds.
Our purpose in this section is to study the following shape optimization
problem:
(P ) MinΩ∈O
∫
B\Ω
J(x,uΩ,∇uΩ) dx
subject to Equation (5.1).
Here we assume that J satisfies the following:
(H) J : D ×Rn ×Rn×n → R+ ≡ [0,∞) is measurable in the first
variable and continuous in others. Moreover, there exist a positive constant
C and a function g ∈ L1(D) such that for all (x, ξ, η) ∈ D ×Rn ×Rn×n,
J(x, ξ, η) ≤ C(g(x) + |ξ|2Rn + |η|
2
Rn×n). (5.3)
Problem (P ) is to ask the shape of a body Ω in O such that the cost
functional takes its minimum. For instance, if we take J(x,uΩ,∇uΩ) ≡
|∇uΩ|
2+ |(∇uΩ)
T |2, where (∇u)T denotes the transpose of ∇uΩ, then prob-
lem (P ) is to ask the shape of a body Ω among O having the smallest drag.
( see [10] .)
Theorem 5.1 Assume that the conditions in (4.2) and (4.3) are fulfilled.
Then the shape optimization problem (P ) has at least one solution Ω∗ ∈ O.
Proof of Theorem 5.1 Let {Ωm}
∞
m=1 ⊂ O be a minimizing sequence for
Problem (P ). By Lemma 2.1, there exist some Ω∗ ∈ O and a subsequence of
{Ωm}
∞
m=1, still denoted by itself, such that Hlimm→∞Ωm = Ω
∗. We notice
that Ω∗ ⊂⊂ D, for B ⊂⊂ D. Let um,m = 1, 2, · · ·, be the weak solutions to
equation (4.1) with Ω = Ωm. Then um ∈ H
1
0,σ(D \ Ωm) and
γ
∫
D\Ωm
∇um · ∇Φdx+
∫
D\Ωm
(um · ∇)um · Φdx =
∫
D\Ωm
f · Φdx
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for all Φ ∈ H10,σ(D \ Ωm). This immediately gives that∫
D\Ωm
|∇um|
2dx =
∫
D\Ωm
f · umdx,
for
∫
D\Ωm
(um · ∇)um · umdx = 0. Thus
∫
D\Ωm
|∇um|
2dx ≤ C,
where C is a positive constant independent of m.
Let
uˆm(x) =
{
um(x) in D \ Ωm,
0 in Ωm
⋃
(Rn \D).
Then it is clear that uˆm ∈ H
1
0,σ(D\Ωm) ⊂ H
1
0,σ(D) and {uˆm}
∞
m=1 is bounded
in H10 (D)
n. Thus there exists a subsequence of {uˆm}
∞
m=1, still denoted by
itself, such that
uˆm → uˆ weakly in H
1(D)n and strongly in L2(D)n (5.4)
for some uˆ ∈ H10,σ(D).
We claim that uˆ = 0 a.e. in Ω∗. Indeed, for any open subset K with
K ⊂⊂ Ω∗, it follows from Lemma 2.2 that these exists an integer mK > 0
such that K ⊂ Ωm for all m ≤ mK . Thus∫
K
|uˆ(x)|2dx = limm→∞
∫
K
|uˆm(x)|
2dx ≤ limm→∞
∫
Ωm
|uˆm(x)|
2dx = 0,
which implies uˆ(x) = 0 a.e. in K and so uˆ = 0 a.e. in Ω∗.
Now it follows from Theorem 4.5 that uˆ ∈ H10,σ(D \ Ω
∗
).
We next prove
γ
∫
D\Ω
∗
∇uˆ · ∇Φdx+
∫
D\Ω
∗
(uˆ · ∇)uˆ · Φdx =
∫
D\Ω
∗
f · Φdx (5.5)
for any Φ ∈ C∞0,σ(D \ Ω
∗
). To this aim, we fix Φ ∈ C∞0,σ(D \ Ω
∗
) and let
K = (sptΦ)o, the interior of sptΦ. Then by Lemma 2.3, there is a positive
integer m(K) such that K ⊂ D \Ωm for any m ≥ m(K). Therefore,
γ
∫
sptΦ
∇uˆm · ∇Φdx+
∫
sptΦ
uˆm · Φdx =
∫
sptΦ
f · Φdx
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for any m ≥ m(K). Passing to the limit, as m → ∞, in the above, we get
(5.5). Hence, uˆ is a weak solution to equation (5.1) where Ω = Ω∗.
Finally, we shall show∫
D\Ω
∗
J(x, uˆ,∇uˆ)dx = MinΩ∈O
∫
D\Ω
J(x,uΩ,∇uΩ)dx.
For this purpose, we let D \Ω
∗
=
⋃∞
j=1Gj where Gj , j = 1, · · ·, are open
subsets in D \Ω
∗
such that Gj ⊂ Gj+1. Then by Lemma 2.3, we obtain that
for each j, there exists an integer mj > 0 such that Gj ⊂ D \ Ωm for any
m ≥ mj . Therefore, we have for each j, that
limm→∞
∫
D\Ωm
J(x, uˆm,∇uˆm)dx ≥ limm→∞
∫
Gj
J(x, uˆm,∇uˆm)dx. (5.6)
On the other hand, since uˆ is the weak solution of (5.1) where Ω = Ω∗, we
have
γ
∫
D\Ω
∗
|∇uˆ|2dx =
∫
D\Ω
∗
f · uˆdx,
from which it follows that∫
D
|∇uˆm|
2dx−
∫
D
|∇uˆ|2dx =
∫
D\Ωm
|∇um|
2dx−
∫
D\Ω
∗
|∇uˆ|2dx
=
1
γ
(
∫
D\Ωm
f · umdx−
∫
D\Ω
∗
f · uˆdx)
=
1
γ
∫
D
f · uˆmdx−
∫
D
f · uˆdx→ 0 as m→∞,
i.e.,
‖uˆm‖H1(D)n → ‖uˆ‖H1(D)n .
This together with (5.4) implies that
uˆm → uˆ strongly in H
1(D)n.
Now by the assumption in (H), Lemma 2.3 and by Fatou’s lemma, we get
for each j, the following:
limm→∞
∫
Gj
J(x, uˆm,∇uˆm)dx ≥
∫
Gj
J(x, uˆ,∇uˆ)dx.
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This together with (5.6) shows that for each j fixed,
MinΩ∈O
∫
D\Ω
J(x,uΩ,∇uΩ)dx ≥ limm→∞
∫
Gj
J(x, uˆm,∇uˆm)dx
≥
∫
Gj
J(x, uˆ,∇uˆ)dx.
Using Fatou’s lemma again, we get
MinΩ∈O
∫
D\Ω
J(x,uΩ,∇uΩ)dx ≥ limj→∞
∫
D\Ω
∗
χGjJ(x, uˆ,∇uˆ)dx
≥
∫
D\Ω
∗
limj→∞χGjJ(x, uˆ,∇uˆ)dx
=
∫
D\Ω
∗
J(x, uˆ,∇uˆ)dx.
where χGj denotes the characteristic function of Gj . Hence uˆ is an opti-
mization solution for problem (P ).
This completes the proof of Theorem 5.1.
Remark 5.2 By the same argument as above and making use of Theo-
rem 4.6 instead, we can similarly obtain the existence for the following shape
optimization problem:
(P˜ ) MinΩ∈O
∫
Ω
J(x,uΩ,∇uΩ)dx
subject to 

−γ∆u− (u · ∇)u+∇p = f in Ω,
divu = 0 in Ω,
u = 0 on ∂Ω,
(5.7)
where uΩ denotes the weak solution of (5.7) corresponding to Ω ∈ O.
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