An operator-theoretic approach for traffic prediction by Ling, Esther P.







of the Requirements for the Degree
Master of Science in the
School of Electrical and Computer Engineering
Georgia Institute of Technology
May 2018
Copyright © Esther P. Ling 2018
AN OPERATOR-THEORETIC APPROACH FOR TRAFFIC PREDICTION
Approved by:
Dr. Sam Coogan, Advisor
School of Electrical and Computer
Engineering
Georgia Institute of Technology
Dr. Magnus Egerstedt
School of Electrical and Computer
Engineering
Georgia Institute of Technology
Dr. Mark Davenport
School of Electrical and Computer
Engineering
Georgia Institute of Technology
Date Approved: April 27, 2018
”Discovering the truth about ourselves is a lifetime’s work, but it’s worth the effort.”
Fred Rogers
For my family, who let me give up a perfectly good job in the supposed pursuit of
knowledge.
ACKNOWLEDGEMENTS
This work began to begin when I was introduced to dynamic mode decomposition and
Koopman Operator theory by my advisor, Sam Coogan. I’m thankful to him for introducing
a set of theory that would have otherwise escaped my notice, and for providing constant
feedback and directional prodding along the way. I would also like to acknowledge Lillian
Ratliff and Liyuan Zheng for insightful discussions as collaborators in this project. Also, I
would like to thank my committee members, Magnus Egerstedt and Mark Davenport, for
their helpful feedback.
Special thanks is also due to Jorge Laval, who provided helpful discussions on traf-
fic, and Byron Boots, who unwittingly extended my analysis into the theory of learning
dynamical systems.
Finally, I must mention Alberto, Max and Mohit, for keeping things merry in the lab.
v
TABLE OF CONTENTS
Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x
Chapter 1: Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 From Freeways to Signalized Arterials . . . . . . . . . . . . . . . . . . . . 1
1.2 Data-Driven Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.3 Traffic as a Nonlinear System . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4 Koopman Operator: A Unifying Framework . . . . . . . . . . . . . . . . . 3
1.5 Contributions of Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
Chapter 2: Theory and Related Work . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1 Koopman Operator Theory . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.2 Spectral Decomposition . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.3 Data-Driven Algorithms . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Dynamic Mode Decomposition . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.1 Historical Origins . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
vi
2.2.2 Mathematical Setup . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.3 Connections to Subspace Identification . . . . . . . . . . . . . . . . 11
2.2.4 Proper Orthogonal Decomposition and Fourier Transform . . . . . . 12
2.2.5 Increasing Spatial Dimension . . . . . . . . . . . . . . . . . . . . . 12
2.2.6 Adding Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3 Arnoldi Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.1 Mathematical Setup . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.2 Companion DMD . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.3 Vector Prony . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4 Review of Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
Chapter 3: Data Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.1 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 Topology of an Intersection . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.3 Sensors and Logging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.4 Suggested Use of Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
Chapter 4: Learning Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.1 Same Day Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.2 Future Day Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
Chapter 5: Spatio-Temporal Analysis . . . . . . . . . . . . . . . . . . . . . . . . 35
5.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
vii
5.2 Cycle Times . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5.3 Barrier and Phase Recovery . . . . . . . . . . . . . . . . . . . . . . . . . . 40
5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
Chapter 6: Instability and Control . . . . . . . . . . . . . . . . . . . . . . . . . . 45
6.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
6.2 Instability Detection Algorithm . . . . . . . . . . . . . . . . . . . . . . . . 46
6.3 Instability Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
6.4 Instability Mitigation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
Chapter 7: Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
7.1 Summary of Findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
7.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
7.2.1 Operator and Spectral Theory Analysis . . . . . . . . . . . . . . . 56
7.2.2 Online Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
7.2.3 Establishing Theory for Instability Mitigation . . . . . . . . . . . . 57
Appendix A: DMD Library and Graphical User Interface in Python . . . . . . . 59
Appendix B: Database Documentation . . . . . . . . . . . . . . . . . . . . . . . 61
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
viii
LIST OF TABLES
4.1 Queue Prediction Performance for New Day (l-1 norm, averaged over day)
for WB7 Leg . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
5.1 First r = 10 eigenvalues when running DMD on vehicle flow on two differ-
ent cycle times on 14 February 2017 at Intersection 3 . . . . . . . . . . . . 37
5.2 Timing Plan for Intersection 3, as obtained from MCDOT. (Left) 6am-
10am, 150s cycle. (Right) 10am-3pm, 120s cycle. Phases 1, 2, 5 and 6
are in Barrier 1, while Phases 3, 4, 7 and 8 are in Barrier 2. . . . . . . . . . 37
5.3 First r = 10 eigenvalues when running Hankel DMD on vehicle flow from
9am-10am on 14 February 2017 at SBT3 movement . . . . . . . . . . . . . 39
6.1 Timing Plan for Intersection 7. (1-EBLT, 2-EB, 4-SB, 5-WBLT, 6-WB, 8-
NB). (Left) 9.30am-3.30pm, 110s. (Right) 3.30-7pm, 120s. Phases 1, 2, 5
and 6 are in Barrier 1, while Phases 4 and 8 are in Barrier 2. . . . . . . . . . 53
B.1 Network Table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
B.2 Leg Table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
B.3 Lane Table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
B.4 Mov (Movement) Table . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
B.5 Signal Phase Table (code written, not yet updated .db file) . . . . . . . . . . 63
B.6 Signal Phase Events Table . . . . . . . . . . . . . . . . . . . . . . . . . . 64
B.7 Lane Events Table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
ix
LIST OF FIGURES
1.1 Traffic flow profile over several days (vehicles per hour) at 15 min resolution. 2
1.2 A typical Markov Chain depicting the evolution of states, where xi are the
states and yi are observations of the state. . . . . . . . . . . . . . . . . . . 3
1.3 In the Koopman Operator framework, explicit dependencies are added be-
tween yi to depict evolution of functions on states. . . . . . . . . . . . . . . 3
1.4 Data Driven Algorithms for approximating the Koopman Operator . . . . . 5
3.1 A Google Map view of the Network Location. . . . . . . . . . . . . . . . . 21
3.2 An example intersection (I7: Montrose Rd & Tildenwood) depicting Legs,
Lanes, Stopbar Detectors (in red), Advanced Detectors (in green) and De-
parture Detectors (in blue) placements. Figure courtesy of Sensys Networks. 22
3.3 Flow (vehicles per hour) at I3, from 9am-10am on 14 Feb 2017 . . . . . . . 23
3.4 Non-closed system for the SB movement at I3 Montrose Pkwy & E Jeffer-
son Intersection, obtained from Bing Maps. . . . . . . . . . . . . . . . . . 24
3.5 Queue Plots for Tuesday, 14 February 2017 at I3 Montrose Pkwy & E Jef-
ferson Intersection. Blue: no upward bias control; Green: no downward
bias control; Red: no bias control; Orange: both bias control in effect. . . . 26
3.6 Queue lengths with different bias control in effect. . . . . . . . . . . . . . . 27
3.7 Queue lengths with low upward bias. . . . . . . . . . . . . . . . . . . . . . 27
3.8 Queue lengths with strong upward bias. . . . . . . . . . . . . . . . . . . . 28
4.1 Standard DMD fails to capture dynamics. . . . . . . . . . . . . . . . . . . 30
x
4.2 Hankel DMD shows improvement compared to Standard DMD. . . . . . . 30
4.3 Hankel DMDc. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.4 Comparing DMD and DMDc. (Left) T = 5 min. (Right) T = 60 min. . . . . 33
4.5 Comparing HDMD and HDMDc. (Left) T = 5 min. (Right) T = 60 min. . . 33
5.1 Vehicle Flow from 9-10am for Intersection 3 . . . . . . . . . . . . . . . . . 36
5.2 Ring and Barrier Diagram for Intersection 3 . . . . . . . . . . . . . . . . . 38
5.3 FFT on SBT3 movement, for Intersection 3. . . . . . . . . . . . . . . . . . 40
5.4 Original phase angles (s) and shifted phase angles (s) for Intersection 3, for
120s cycle and 6 hours worth of samples. . . . . . . . . . . . . . . . . . . . 42
5.5 Original phase angles (s) and shifted phase angles (s) for Intersection 3, for
150s cycle and 30 minutes worth of samples. . . . . . . . . . . . . . . . . . 43
5.6 Phase angles corresponding to 120s mode, when running DMD using 6
hours worth of samples. Notice how the colours display the barrier of the
phase control. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5.7 Phase angles corresponding to 150s mode, when running DMD using 30
minutes worth of samples during the morning peak hour. . . . . . . . . . . 44
5.8 A comparison of the magnitude of each movement in the 120s mode and
the percentage green time. . . . . . . . . . . . . . . . . . . . . . . . . . . 44
6.1 Queue Lengths on 10th February 2017 at Intersection 7, where there was
an accident at 2.47pm. Notice the increased spike in queue lengths during
the time of accident. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
6.2 Queue Lengths on 17th February 2017, a normal day. . . . . . . . . . . . . 49
6.3 17 February 2017 (normal day). (Top) The largest |λ| obtained at each
time-step (unstable λ are shown in red, while stable λ are blue.) (Middle)
Queue plot. (Bottom) Count of consecutive unstable λ. . . . . . . . . . . . 50
xi
6.4 10 February 2017 (accident at 2.47pm). (Top) The largest |λ| obtained
at each time-step (unstable λ are shown in red, while stable λ are blue.)
(Middle) Queue plot. (Bottom) Count of consecutive unstable λ. Notice
the number of consecutive unstable eigenvalues is much larger during the
accident. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
6.5 Zoomed-in Queue Lengths during the accident. Notice that the queue starts
to clear at 3.30pm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
6.6 Using DMDc to simulate effect of new signal phase to mitigate queue on
the WB7 leg on different time-ranges. . . . . . . . . . . . . . . . . . . . . 55
A.1 GUI Control Panel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60




CDMD Companion Dynamic Mode Decomposition
DMD Dynamic Mode Decomposition
DMDc Dynamic Mode Decomposition with control
FFT Fast Fourier Transform
HDMD Hankel formulation of Dynamic Mode Decomposition
HDMDc Hankel formulation of Dynamic Mode Decomposition with control
SDMD Standard Dynamic Mode Decomposition
SDMDc Standard Dynamic Mode Decomposition with control






Λ diagonal matrix of eigenvalues
xiii
λ eigenvalue
C set of complex numbers
R set of real numbers
U input matrix for DMDc
F space of observables
K finite-dimensional representation of Koopman Operator
P projection operator mapping FM → KN
T nonlinear law mapping X → X
U infinite-dimensional Koopman Operator
X state space
Ω augmented data matrix
φ Koopman eigenfunction
Ψ Koopman modes stacked column-wise
ψ Koopman mode
Σ diagonal matrix containing singular values from the SVD of a matrix
A linear operator or M ×M matrix in DMD
C companion matrix
D number of variables in x
f observable or output function mapping states to measurements, f ∈ F
G augmented operator
xiv
h number of time-delayed rows added to a data or input matrix
K matrix realization of K
k time-step
M number of variables in y
N number of snapshots or observations
r rank-truncation in the SVD
T prediction horizon
U left singular vectors from the SVD of a matrix
u control input, u ∈ RQ
V right singular vectors from the SVD of a matrix
W matrix of eigenvectors stacked column-wise
x state, x ∈ RD belonging to state space X
X1 data matrix
X2 data matrix, time-shifted version of X1
y observation, y ∈ RM
xv
SUMMARY
In this thesis, we develop a case for data-driven modeling of traffic flow at signalized
intersections using an operator-theoretic framework. Traffic at signalized arterials is known
to be problematic to model, due to significant short-term fluctuations and recurring unsta-
ble conditions. Moreover, the collection of large volumes of traffic data from traffic sensors
begs the use of creating data-informed models. We highlight the Koopman Operator as a
unifying framework and elaborate on existing data-driven algorithms that have been con-
nected to it. We divide these algorithms into two broad classes: dynamic mode decomposi-
tion and the Arnoldi method. This thesis focuses mainly on dynamic mode decomposition.
First, we demonstrate the performance of dynamic mode decomposition in learning dynam-
ics of the highly oscillatory signalized traffic data. We show the rank-deficiency limitation,
and how to overcome it using time-shifted observations. Additionally, we show that mod-
eling signal phases as exogeneous control input performs better compared to solely using
time-shifted observations. Second, we apply dynamic mode decomposition to the inverse
problem of signal and phase timing recovery from vehicular flows. Third, we develop an al-
gorithm for real-time instability detection that is able to distinguish between queue growth
arising from a traffic accident and regular peak hours. Finally, we propose a method for





1.1 From Freeways to Signalized Arterials
With the advent of aggregated traffic data collection and socio-economical benefits of re-
lieving traffic congestion, studies on characterizing and understanding traffic behavior re-
main highly relevant. For example, real-time traffic prediction leads to improved advanced
traveler information systems (ATIS) and route optimization. However, while many stud-
ies have been carried out in traffic prediction, most of these have been directed at urban
freeway traffic.
Moreover, according to [1], signalized traffic exhibits phenomena such as large short-
term fluctuations induced by traffic signaling and unstable conditions arising from conges-
tion which are not found in freeway traffic. [2] reports that higher oscillations in arterials
cause accuracy of their model to decrease by 10-20%. This suggests room for developing
new approaches in the context of signalized traffic. Additionally, the questions of inter-
est shift towards identifying congestion and injecting control into the system to minimize
unstable conditions.
1.2 Data-Driven Modeling
Much of previous work on traffic prediction have one thing in common: reliance on equa-
tions to include prior beliefs into the model. For example, for modeling traffic flow in
freeway data, [2] defined a space-time threshold autoregressive equation to capture tran-
sient behavior in their model. Comparatively, [3] used a multivariate spatial-temporal au-
toregressive model to account for transient behavior. The Kalman filter proposed by [1]
to predict future traffic at urban signalized arterials relies on correct implementation of the
1
Figure 1.1: Traffic flow profile over several days (vehicles per hour) at 15 min resolution.
correct motion and observation equations. While these are examples of solid approaches,
we wanted to develop a framework that is compelled by data foremost and less reliant
on equation-based specifications. Do any such methods exist? We elaborate in the next
section, by first setting up the notion that traffic is nonlinear.
1.3 Traffic as a Nonlinear System
Traffic is highly nonlinear (see Figure 1.1). Kamarianakis, Gao and Prastacos write in [4],
“the intensely oscillating behavior of traffic variables, reflected as frequent and sudden
shifts to extreme values, lead investigators to assume non-stationarity and nonlinearity.”
Even traffic data aggregated at lower resolution of 15 minutes shows nonlinearity, attested
to in [4], as evidenced by time-series models having multiple regimes. One possible treat-
ment thus is to model traffic as a nonlinear dynamical system.
Nonlinear systems are traditionally analyzed through the eye-lens of state evolution
however, this shows limitations as the number of states grow exponentially large [5]. This
is arguably the case in a traffic network, due to the spatial dependency of the system. To
illustrate, sensor locations or flows at turn-movements for each intersection, could each rep-
resent a state variable, and this number increases as the size of the network in consideration
increases. Even if prediction is tested locally, in order to scale well during implementation,






Figure 1.2: A typical Markov Chain depicting the evolution of states, where xi are the






Figure 1.3: In the Koopman Operator framework, explicit dependencies are added between
yi to depict evolution of functions on states.
1.4 Koopman Operator: A Unifying Framework
In 1931, Koopman [6] postulated an infinite-dimensional linear operator that acts on the
space of all possible observable functions on the state. He builds on the idea of linear
transformations in a Hilbert Space. Intuitively, instead of trajectories on a manifold that
evolve according to a nonlinear law, in the transformed coordinates, the observables evolve
according to a linear law.
More recently, in 2012, Budisic et. al [5] highlight that the Koopman Operator presents
an alternate view to the “dynamics of states” framework, namely, the “dynamics of observ-
ables” framework. See Figure 1.2 and Figure 1.3 to compare the two frameworks. Studying
evolution of functions on the state space has opened new avenues for problem solving, such
as (1) not requiring an analytical model of the system [7], (2) providing notions of modal
analysis, and (3) is superior to linearization techniques in that it is able to capture the full
nonlinear dynamics of the system [5]. This will be discussed further in following Chapters.
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It is evident that if we are trying to approximate an infinite-dimensional operator, our
best guess can only be a finite-dimensional one. It turns out that existing data-driven al-
gorithms have been connected to approximating the spectrum of the Koopman Operator,
namely, dynamic mode decomposition (DMD) and the Arnoldi algorithm. See [8] for
connections between dynamic mode decomposition and Koopman mode approximation.
More recently, in 2017, Arbabi and Mezic [9] showed how these algorithms converge to
the Koopman Modes, under assumptions that the dynamical system is ergodic, only dis-
crete spectra exist, and existence of an invariant finite-dimensional Hilbert subspace that
contains the observables that are measured.
Broadly, these two classes of algorithms can be thought of as searching for different
finite-dimensional subspaces on which to project the modes of the Koopman Operator.
Arnoldi type-algorithms [10] borrow from Krylov subspaces theory and formulate a com-
panion matrix, while dynamic mode decomposition [11], [12], [13] searches for a best fit
linear operator. Extensions to each of these algorithms have been developed, for example,
Vector Prony algorithm [7], which appends previous time-step information into the mea-
surement vector, and Extended DMD [13], [14] which appends nonlinear mappings of the
mesaurements to the measurement vector. The algorithms and their extensions are charted
in Figure 1.4.
The takeaway from this section is as follows. We started out with the goal of finding an
equation-free method to drive modeling traffic flow. We established traffic dynamics as a
nonlinear system and saw how the Koopman Operator is well-suited for modeling nonlin-
ear dynamical systems. In the following Chapters, we will see how the data driven algo-
rithms connected to Koopman Operator theory (dynamic mode decomposition and Arnoldi











Figure 1.4: Data Driven Algorithms for approximating the Koopman Operator
1.5 Contributions of Thesis
The main theme of this thesis is to develop a case for a data-driven modeling of traffic flow
at signalized intersections, zoning in on the Koopman Operator Theory and its realized
algorithms that provide a framework for prediction, control, understanding spatio-temporal
relationships and instability occurrences.
The remainder of the thesis is outlined as follows. In Chapter 2, we explore the theory
behind Koopman Operator and the two main classes of its realized data-driven algorithms:
Dynamic Mode Decomposition and the Arnoldi method. In Chapter 3, we elaborate more
on our case study location and the data available. In Chapter 4, we investigate the per-
formance of Koopman Operator framework in learning traffic dynamics, and in particular,
compare various DMD algorithms on real data. In Chapter 5, we demonstrate usefulness
of DMD to analyze spatio-temporal dependencies in the traffic network, particularly, for
signal timing and phase recovery. In Chapter 6, we develop an algorithm for detecting in-
stability in the network, and propose a method for control during an unstable condition. In
Chapter 7, we provide concluding thoughts and suggestions for future work.
5
CHAPTER 2
THEORY AND RELATED WORK
2.1 Koopman Operator Theory
This section provides some theoretical background for Koopman Operator theory, of which
we credit the proofs developed here to [7], and also [5], who provides a comprehensive
review on Koopman Operator theory as a whole. For a more thorough exposition on spectra
theory, refer to [15].
2.1.1 Definition
Here, we define the Koopman Operator. We start by making the transition from a non-
linear, finite-dimensional dynamical system to a linear, but infinite-dimensional opera-
tor. Consider a discrete-time nonlinear dynamical system that evolves on a finite D-
dimensional manifold X :
xk+1 = T (xk)
yk = f(xk)
(2.1)
where xk ∈ RD is a state vector that lives in state space X , T is a nonlinear vector map
that describes the evolution of state trajectories, yk ∈ CM is the measured output, and
f ∈ F is the output function or observation of the state that maps states to measurements:
f : X → CM , which we will also refer to as an observable, and k is the time-step.
Now, we shift our paradigm from evolution of states T (xk) to evolution of observables
f(xk) on the states. We ask the following question: is there a linear operator that can
act on f(xk), instead of the traditional T acting on xk, such that it advances the observed
measurements at each step? See again Figures 1.2 and 1.3 to compare the difference in
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frameworks. This was Koopman’s original idea in [6]. Here is where we introduce the
Koopman Operator U , showing how it acts on f :
Uf := f ◦ T (2.2)
To defend the notion that U is linear, we provide the following proof [7]. Given any
two f1, f2 ∈ F , and α1, α2 ∈ C, then
U(α1f1 + α2f2) = (α1f1 + α2f2) ◦ T = α1(f1 ◦ T ) + α2(f2 ◦ T ) = α1(Uf1) + α2(Uf2)
As noted in [16], using U trades finite-dimensional dynamics for infinite-dimensional
dynamics, since it evolves on an infinite-dimensional function space. Also, [7] point out
that U captures the full original system dynamics and does not rely on linearization tech-
niques, which brings extensions to control techniques, such as explored in [16].
2.1.2 Spectral Decomposition
The choice of the function space F is crucial to the analysis of the Koopman Operator
spectrum, but we will not dive into the details here. Instead, refer to [15] and [5]. In short,
the L2 space is normally chosen, which has connections to ergodic theory and measure-
preserving dynamical systems. All this is to say that, in this case, U is unitary, i.e. has
eigenvalues on the unit circle, given that the dynamics lie on an attractor [5].
A unitary U decomposes into a singular Us and regular Ur part, which are connected to
the discrete and continuous spectrum respectively. Then,
U = Us + Ur =
∞∑
j=1
λjφjψj + Ur (2.3)
where ψj ∈ CM is the Koopman Mode corresponding to the Koopman Eigenvalue λj , that
belongs to a particular observable f , φj ∈ F is the Koopman eigenfunction, and we refrain
7
from defining Ur, as we will soon only focus on the discrete spectrum.
Now we can express the observables f ∈ F in terms of the spectral decomposition of
U :
f(xk) = (Ukf)x0 =
∞∑
j=1
λkjφj(x0)ψj + contribution from Ur (2.4)
Suppose that f is in the span of the eigenfunctions φj , then, f can be written as a basis










Tφ, i = {1, ...,M} (2.6)
Under this assumption that f ∈ span {φj}, we drop the Ur dependency and write f(xk)













Tψ, i = {1, ...,M} (2.8)
Interpretively, the Koopman Eigenvalue λj describes the temporal behaviour of its cor-
responding Koopman Mode ψj , where the growth or decay rate is determined by |λj| and
the frequency of oscillation comes from ∠λj [7]. Moreover, since the Koopman Mode
contain the expansion coefficients (Equation 2.7), we can think of |ψj(i)| representing the
amount of influence a variable i exerts in that temporal frequency. On the other hand,
∠ψj(i) describes the relative phase of oscillation [17].
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2.1.3 Data-Driven Algorithms
Until now, we have been considering an infinite number of expansion terms, given that
the Koopman Operator U is infinite-dimensional, and hence has {j = 1, 2, ...,∞} spectral
components showing up in the expansion of Equation 2.7. However, when moving to data-
driven applications, one needs a finite number of terms, after all, by definition, having a
data-centric algorithm implies finiteness of data. What data-driven algorithms do then, is
to find a finite-dimensional subspace on which to approximate U [5].
Suppose a system evolving in time has been sampled at time k = {1, ..., N} at M
locations, i.e. measurement data of {yk}Nk=1 is available, where yk ∈ RM . The observ-
ables are then f ∈ FM and the function space spanned by the measured observables is
KN :=span{Ukf}Nk=1, where {Ukf}Nk=1 is assumed to be a linearly independent set.
Define a projection operator PN : FM → KN . Then, we have the following operator
PNU : KN → KN , which can be written in matrix form as K : CN → CN . With this
formulation, finding the Koopman Operator, U has been recast as finding the best finite-
dimensional matrix K from the data [7].
Then, we relate the observables acting on the state data f(xk) in terms of the measured
data yk:




In [9] it is shown that asN →∞, then the approximated Koopman Modes and Eigenvalues
(spectra) approach that of the actual U .
Incidentally, there are several algorithms that have been developed independently of the
Koopman Operator, but now have been connected to approximating U . For example, [8]
made connections with dynamic mode decomposition (DMD), while [5] made connections
to the Arnoldi algorithm. These algorithms are equation-free, in that they don’t make prior
assumptions on T and F [7]. Instead, they rely on taking snapshots of the data in time.
Armed with this new formulation, a high level view of these algorithms is that they start
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Algorithm 1 Dynamic Mode Decomposition
Formulation: X2 = AX1
1: Compute the SVD of X1:
X1 = UΣV ∗,
where U ∈ CM×r , Σ ∈ Cr×r , V ∈ CN×r and r is the rank truncation.
2: Project A onto the POD/PCA modes U:
Â = U∗AU = U∗X2V Σ−1, where A = X
†
1X2 = V Σ
−1U∗
3: Obtain the DMD eigenvalues from the eigen-decomposition of Â:
Â = WΛWT
4: Compute the DMD modes:
Ψ = X2V Σ−1W
by forming two time-shifted data matrices, X1 and X2:
X1 =
[




x2 . . . xN
]
(2.10)
where xi ∈ RM , M is number of states and N is number of snapshots.
In the following sections, we explain each of the algorithms in more detail.
2.2 Dynamic Mode Decomposition
2.2.1 Historical Origins
The first algorithm we consider is dynamic mode decomposition (DMD). In 2008, Schmid
and Sesterhenn [18], and later in 2010 [11] developed DMD in the context of extracting
coherent structures in high-dimensional fluid data. Given its historical origins, DMD typi-
cally arises in cases when the spatial dimension is greater than the number of observations,
i.e. whenX1 andX2 are tall and thin matrices. Refer to Algorithm 1 for the Standard DMD
algorithm.
2.2.2 Mathematical Setup
In the previous section, we saw how the Koopman Operator is first of all linear, and
secondly, acts on the space of functions of measurements. Our best attempt at realizing this
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operator became a problem of finding a finite-dimensional matrix K.
min
A
||X2 − AX1||2F (2.11)
where A ∈ RM×M .
In dynamic mode decomposition, a best fit linear operatorA that minimizes the squared
Frobenius norm between the two time-shifted matrices as in Equation 2.10 is sought, as a
solution to the optimization program in Equation 2.11. Here, A plays the role of the finite-
dimensional matrix K. Again, Schmid [11] stresses that learning this matrix A from data
snapshots imposes no prior assumptions on the model, emphasizing the equation-free trait
of DMD.
2.2.3 Connections to Subspace Identification
Let us pull away briefly from the connections of DMD to the Koopman Operator in its ap-
proximation of the Koopman modes. Considering purely its mathematical setup in Equa-
tion 2.11, DMD seeks a best fit linear operator that minimizes the squared loss between two
time-shifted data matrices. This problem in itself can be connected to subspace identifica-
tion method [19], which uses the same formulation. For instance, see [20] for an instanti-
ation of the same optimization program. (There is arguably a larger school of thought that
both DMD and subspace identification fall under, which is algorithmic modeling. Rapp et.
al [21] describe the evolution of models that arose from applied mathematics in dynamical
systems; with Newtonian physical modeling shifting to the Poincaré geometric paradigm,
and more recently, algorithmic modeling, which relies on data collected at intervals).
Where DMD and subspace identification veer off however, is in the focus of the prob-
lem. In the control community, subspace identification has been largely explored in the
context of increasing accuracy of its one-step or multi-step prediction [22], [23], and the
efficiency of the computation [20], [24]. On the other hand, DMD has been connected
more with its ability to decompose complex systems into individual spatio-temporal modes
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oscillating at different frequencies. (Nevertheless, we should not also exclude its other
usefulness in prediction and reduced order modeling, which in fact is what we explore in
Chapter 4). It is helpful to keep this in mind; though being mathematically equivalent, they
bring different connotations to mind when it comes to applications.
2.2.4 Proper Orthogonal Decomposition and Fourier Transform
Are there any other connections? We can also think of DMD as providing a nice combina-
tion [25] of proper orthogonal decomposition (POD) [26] in space and Fourier Transforms
[27] in time. Proper orthogonal decomposition, also known as principal components anal-
ysis (PCA), is a dimensionality reduction technique [28] that relies on the singular value
decomposition (SVD). DMD also employs the SVD, which encapsulates the dimensional-
ity reduction aspect. See again Algorithm 1. However, in DMD, the data matrix contains
snapshots evolving in time, which introduces the notion of dynamics. In this case, U con-
tains spatial information, while V contains temporal correlations. (Note that in POD, if the
data does not contain temporal information, then V does not have the same interpretation
of being temporally ingrained [25]). Additionally, the DMD algorithm extracts eigenvalues
which can have a growth or decay component that may oscillate at certain frequencies, if
they are complex-valued. These frequencies can be compared against those extracted by
Fourier analysis, thus providing the POD and Fourier combination.
2.2.5 Increasing Spatial Dimension
There is a cautionary note to be pointed out when using DMD in the context of prediction.
One immediate limitation is when the number of states is smaller than the number of ob-
servations. Tu et. al [12] observe that when the dynamics is dominated by oscillations,
DMD fails to capture the oscillatory eigenvalues, and thus the reconstructed solution does
not contain the periodicity that one would expect to see propagated. They demonstrate
this using an example of a standing wave. Also, [25] call out two limitations of DMD in
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Algorithm 2 DMD with Control
1: Compute the SVD of the augmented data matrix Ω:
Ω = ŨΣ̃Ṽ ∗
2: Compute the SVD of X2:
X2 = ÛΣ̂V̂ ∗
3: Compute the approximation of the augmented operator G:
i) Extract A from G:
A = Û∗X1Ṽ Σ̃−1Ũ∗1 Û
where Ũ1 is formed from the first M rows of Ũ .
ii) Extract B from G:
B = Û∗X1Ṽ Σ̃−1Ũ∗2
where Ũ2 is formed from the last Q rows of Ũ .
4: Perform eigen-decomposition of A:
ÃW = WΛ
5: Compute the dynamic modes of A:
Ψ = X1Ṽ Σ̃−1Ũ∗1 ÛW
handling translational and rotational invariances, which comes from the limitation of the
SVD. In a complex nonlinear system, one cannot expect that using a few number of spa-
tial dimensions would be sufficient for modeling and predicting future states. In fact, this
should not trouble us, given that DMD originated in the context of characterizing high-
dimensional fluid flows. However, this is not to exclude using DMD when we have a small
state dimension, as there are cases in which it still works, and there are ways to circumvent
the issue.
In the case when DMD “does not work”, how should we deal with a low spatial dimen-
sion? In short, we enrich the spatial column. This would be natural to the machine learning
community, where increasing the size of the feature vector often results in better learning.
Since we are dealing with a dynamical system, the first way in which we can do so is by
appending time-delayed observations into the feature vector. Then, in Equation 2.11, the
X1 and X2 matrices become Hankel matrices. This is also mentioned in [12] as a solution
to the standing wave example, which connects the appending of time-delayed observations
with the eigensystem realization algorithm (ERA) that is found in subspace identification
literature.
However, embedding future states into the columns (1) assumes we have enough data,
and (2) requires some work in tuning the number of rows added. An alternative method
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to increase the spatial dimension is to add nonlinear feature mappings of the observations.
This is first proposed by [13], who suggests choosing a dictionary of functions to be applied
onto the observations. Their motivation stems from pursuing a better approximation of the
Koopman Operator; since the Koopman eigenfunctions span a subspace, choosing a “richer
set of basis functions instead of relying on the original set of observations should lead to
a better approximation. They call this method Extended Dynamic Mode Decomposition.
And of course, if one considers nonlinear mappings, one must think of computational com-
plexity and leveraging kernel methods, which is in fact what the same authors later propose
in [14], known as Kernel Dynamic Mode Decomposition.
2.2.6 Adding Control
DMD can also be extended to include an exogenous control input [29], known as dynamic
mode decomposition with control (DMDc). It considers the case of a dynamical system
with input:
xk+1 = Axk +Buk (2.12)
where uk ∈ RQ is the control action. We can then augment the matrices:









where U is formed by stacking the input observations:
U =
[
u1 . . . uN
]
Now, aB matrix needs to be learned in addition toA. The DMDc algorithm is described
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Algorithm 3 Arnoldi
Formulation: X2 = X1C
1: Compute the coefficient vector c:
c = X†1xN , where xN is the last snapshot.
2: Form the companion matrix C:
C =

0 0 . . . 0 c1
1 0 . . . 0 c2






0 0 . . . 1 cN

3: Compute the eigenvalues of C:
C = WΛWT , Λ are called the Ritz values.
4: Form the Vandermonde Matrix, T using Λ:
T =

1 λ1 λ21 · · · λ
N−1
1














5: Compute the empirical Ritz vectors, which are the columns of V :
V = X1T−1
in full in Algorithm 2.
2.3 Arnoldi Algorithm
One critique of DMD is in its performance of handling problems with low spatial di-
mension as mentioned in [7] and [30]. [30] in particular argue that Standard DMD suffers
from rank-deficiency and propose the companion matrix as the workaround, running ex-
periments comparing the Arnoldi, Vector Prony and Standard DMD algorithms in their
ability to recover frequencies close to the true ones as identified by a Fast Fourier Trans-
form (FFT). While we have covered in Section 2.2.5 how a rank-deficient formulation of
DMD can be remedied by stacking time-shifted observations, we provide this school of
thought for completeness.
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Algorithm 4 Companion DMD
Formulation: X2 = X1C
1: Compute the coefficient vector c:
c = X†1xN , where xN is the last snapshot.
2: Form the companion matrix C, similar to the Arnoldi algorithm.
3: Compute the eigen-decomposition of C:
C = WΛWT
4: Compute the modes:
Ψ = X1W
2.3.1 Mathematical Setup
In the Arnoldi algorithm, the optimization program can be thought of finding the best com-




where C ∈ R(N−1)×(N−1) is a companion matrix.
It would be helpful to compare this formulation with the one in Equation 2.11. The
first thing to note is that in Equation 2.11, A is of dimension M ×M , while here C is of
dimension (N − 1) × (N − 1), where N is the number of snapshots and M is the spatial
dimension. In the low spatial dimension case, i.e. when there are more observations than
spatial dimension, notice that C is a larger matrix compared to A, and hence is better off in
terms of rank. We describe the full Arnoldi algorithm in Algorithm 3.
2.3.2 Companion DMD
Companion DMD was first proposed in [9], which is a spin-off the Arnoldi algorithm.
It also sets up the formulation as in Equation 2.14, but stops at the computation of C. The
Koopman modes are approximated from C, instead of the Vandermonde Matrix T that
appears in Algorithm 3. Companion DMD is described in full in Algorithm 4.
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Algorithm 5 Vector-Prony
Formulation: X2 = X1C
1: Form the Hankel matrices of delay-embedded snapshots:
X̂1 =

x1 x2 . . . xN−1





xk xk+1 . . . x2N−k
 , X̂2 =

x2 x3 . . . xN





xk+1 xk+2 . . . x2N−k+1

where k is the number of snapshots to be embedded. Then, the following steps are identical to the Arnoldi algorithm.
2: Compute the coefficient vector c:
c = X̂†1xN , where xN is the last snapshot from the Hankel Matrix X̂2.
3: Form the companion matrix C, similar to the Arnoldi algorithm.
4: Compute the eigenvalues of C:
C = WΛWT , where Λ are called the Prony values.
5: Form the Vandermonde Matrix, T using Λ:
T =

1 λ1 λ21 · · · λ
N−1
1














6: Compute the Prony values, which are the columns of V :
V = X1T−1
2.3.3 Vector Prony
Vector Prony is to Arnoldi what the Hankel matrix is to DMD. In Vector Prony, time
delayed measurements are added to the data matrices X1 and X2. The following steps are
then the same, with computation of the Koopman Modes from the Vandermonde matrix.
We provide the Vector Prony algorithm in Algorithm 5.
2.4 Review of Applications
We now provide a review of applications of Koopman Operator theory in various domains.
First, Koopman Operator theory has provided natural connections to reduced order
modeling and modal decomposition. Consider again Equation 2.9. Suppose that the first
R ≤ N variables can capture a sufficient amount of the system’s dynamics. Then, we can
represent the system dynamics using a reduced order model as in Equation 2.15, which has






Limiting ourselves to summing the first R terms is not the only application. We could
also group terms, based on frequency of oscillation (see Equation 2.16). This is called
modal decomposition, i.e., partitioning of the system based on the frequency of the modes.
Raak et. al [32] tested this methodology using the Arnoldi algorithm to partition a power
systems network. In [33], Brunton et. al used DMD and divided their system into fast
oscillating and slow oscillating modes when trying to separate foreground and background
segments in a video, where they related the background with slow oscillating modes, and







λkjφj(x0)ψj + ... (2.16)
The notion of growth and decaying modes sparked off ideas in quantitative finance
and power systems. In [34], the presence of growth or decay modes were used to predict
trading times. In [31], the number density of unstable Koopman eigenvalues was used
to demonstrate short term stability detection as post analysis study of the 2006 European
grid-wide disturbance.
Clustering of modes oscillating at similar frequencies also led to the idea of coherency
analysis. In power systems again, swing dynamics is of importance; maintaining syn-
chronous generators at the frequency is crucial to the stability of the system. [35] used
Koopman modes to identify groups of generators oscillating at coherent frequencies. In a
medical application, [17] used DMD to study how flu and measles spread.
Other than direct applications, further explorations to connect Koopman Operator the-
ory with other fields are being studied. For instance, Brunton, Proctor and Kutz [36] have
made connections with DMD and compressive sensing. A stochastic version of the Koop-
man Operator has also been considered [15], which then opens up connections to Hidden
Markov Models (HMM). A Bayesian form of DMD has been explored in [37].
Applications to traffic are still limited to the best of our knowledge, with one study in-
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volving freeway data [38], who compared dominant modes in morning and evening traffic
as a means of differentiating the dynamics in those two periods. Drawing from the applica-
tions in other domains reviewed here, we next demonstrate three novel applications in the




Our case study location is a set of arterials connected by signalized intersections in Mont-
gomery County, Maryland. In total, there are 7 intersections in the network. In this Chap-
ter, we explain the data used in the experiments in later Chapters, which may be helpful
in understanding the problem formulations. It may be safely skipped at first reading, and
returned to when following the experimental sections.
3.1 Dataset
The data comprises traffic sensor data over the span of two years (2015 to 2017), from a net-
work of intersections in Montgomery County, Maryland. In total, there are 7 intersections
in the network. See Figure 3.1. We code-name each intersection as follows:
1. I1: Montrose Pkwy & Towne Rd
2. I2: Montrose Rd & Towne Rd
3. I3: Montrose Pkwy & E Jefferson
4. I4: Montrose Rd & Montrose Pkwy
5. I6: Montrose Rd & E Jefferson
6. I7: Montrose Rd & Tildenwood
7. I8: Montrose Rd & Farm Haven
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Figure 3.1: A Google Map view of the Network Location.
3.2 Topology of an Intersection
Within an intersection are up to 4 legs, corresponding to directions: Leg 1 is Southbound
(SB), Leg 2 is Northbound (NB), Leg 3 is Westbound (WB), and Leg 4 is Eastbound (EB).
Within each leg are lanes. For this particular network, there are up to 5 lanes in any leg.
Each lane has an associated turn-movement, which can be one of three: Left-Turn (LT),
Through (T), and Right-Turn (RT). Note that a lane can have one or more turn-movements
associated with it. For instance, a lane might have both a Left-Turn and Through movement.
It is also possible that a particular leg might not have all turn-movements.
Each lane has an additional Type designation. There are two Lane-Types: Inbound
and Outbound. The Inbound Lane-Type corresponds to lanes approaching the intersection,
while the Outbound Lane-Type corresponds to lanes leaving the intersection. For a study
involving vehicle flows and queue lengths approaching the traffic light, the Inbound Lane-
Type will be the relevant one to use.
The above hierarchy of Intersection-Leg-Movement-Type results in a total of 147 indi-
vidual lanes in this particular network. When only considering Inbound Lane-Type lanes,
this number becomes 88.
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Figure 3.2: An example intersection (I7: Montrose Rd & Tildenwood) depicting Legs,
Lanes, Stopbar Detectors (in red), Advanced Detectors (in green) and Departure Detectors
(in blue) placements. Figure courtesy of Sensys Networks.
3.3 Sensors and Logging
Inbound Lane-Type lanes may have up to two sensors present: stopbar detectors and ad-
vanced detectors, while Outbound Lane-Type lanes only have departure detectors. For the
Inbound Lane-Type lanes: Advanced detectors are positioned ahead of the traffic light to
count vehicles entering the leg. Stopbar detectors on the other hand are positioned at the
departure of the traffic light to count vehicles exiting the leg. Refer to 3.2 to see posi-
tioning of Advanced detector and Stopbar detector placements. For Outbound Lane-Type
lanes, departure detectors are placed at the entrance of the leg to count vehicles leaving the
intersection.
The data is logged as a time-stamped event every time a vehicle crosses either of the
sensors described above. Other information captured with the logged event are: speed
(mph), occupancy time (s), current phase (red / yellow / green), and time to end of phase
(s).
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Figure 3.3: Flow (vehicles per hour) at I3, from 9am-10am on 14 Feb 2017
3.4 Suggested Use of Data
We suggest two manners in which to process the raw data:
1. Vehicle Flow
To obtain vehicle flow, the total number of sensor events can be counted and aggre-
gated into bins. The flow per hour (vph) can be obtained by multiplying the binned
counts by a multiplier that corresponds to the bin time used. For example, binning at
intervals of 1 minute corresponds to a multiplier of 60. Also, we suggest using the
Stopbar Detector sensor events in this case, since not all lanes have Advanced De-
tectors. We show an example of vehicle flow data produced in this manner in Figure
1.1.
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Figure 3.4: Non-closed system for the SB movement at I3 Montrose Pkwy & E Jefferson
Intersection, obtained from Bing Maps.
2. Queue Length Estimation
Queue lengths can be estimated using a combination of Advanced Detector and
Stopbar Detectors. A queue length count can be maintained for each lane, and the
queue incremented each time an advanced detector is triggered, and decremented
each time a stopbar detector is triggered. Since queues are with respect to vehicles
approaching an intersection, Inbound Lane-Type lane sensors should be used.
Sources of Bias. There are two sources of bias: (1) actual physical sensor bias and
(2) a non-closed system. For the actual sensor bias, this happens when an advanced
detector always counts more than its corresponding stopbar detector, or vice versa.
Meanwhile, a non-closed system exists when there are road entrance or exits between
the two detectors. A road entrance would result in a higher stopbar detection count,
leading to downward bias, while a road exit would result in a lower stopbar detection
count, leading to upward bias.
We provide one case example here. See Figure 3.4, where in the SB direction, there
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exists two road entrance/exits between the advanced and stopbar detectors 1. Notice
that on one side of the road, there is a commercial building, while on the other side
of the road, is a housing estate. Due to the nature of these buildings at the road exits,
the bias could depend on time of day as well. For example, in the morning, people
who work at the commercial building will induce upward bias (as they enter the
intersection, triggering an advanced detection, but do not leave by way of the stopbar
detector). During the evening, when they leave work, they start inducing downward
bias. On the other hand, the housing estate will show an opposite sequence of biases.
In the morning, there will be downward bias, as cars leave home to go to work. Then,
in the evening, as they return from work, they will enter the intersection and exit it
pre-maturely, thus inducing upward bias. We show that this behaviour is present in
the intersection in Figure 3.5. In the green plot, when there is no downward bias
control, we see that in the morning, there is gradual downward bias, which we link
to people leaving their homes. Then, at around noon, there is a sudden increase
in cars. We theorize that during lunch-time, people have time off work to visit the
commercial building, which happens to be the US Post Office, thus triggering the
upward bias, and trickle out slowly over the next hour.
Dealing with Bias. To deal with these biases, we suggest (1) resetting the queue
each time a lane/leg is detected as empty, and (2) preventing the queue from going
negative. The former addresses the upward bias, while the latter deals with down-
ward bias. To detect an empty queue, we look at the difference in time between two
successive stopbar detection events. Three conditions must be fulfilled: (i) the signal
phase is green or yellow; (ii) the time difference is greater than ∆t, where ∆t can be
tuned (some possible choices are 5s, 8s or 15s) and (iii) the time difference is less
than the time to the end of the phase. This is similar to the approach in [39], which
detects empty queues in the same manner. In Figure 3.6, we show queues plot with
1This is based on the Sensor Layout Configuration by Sensys Networks, which we are not able to disclose
here.
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Figure 3.5: Queue Plots for Tuesday, 14 February 2017 at I3 Montrose Pkwy & E Jefferson
Intersection. Blue: no upward bias control; Green: no downward bias control; Red: no bias
control; Orange: both bias control in effect.
each of these bias controls in effect. What we observe is that different legs show dif-
ferent biases. For instance, the EB7 leg does not exhibit significant upward bias, and
so the queue lengths produced from not resetting the queue and resetting the queue
were very similar (Figure 3.7). On the other hand, the upward bias for NB7 leg is
very apparent, necessitating a reset (Figure 3.8).
Aggregating Queues by Leg. For legs that do not have an equal number of Ad-
vanced Detectors and Stopbar Detectors, a more accurate queue length can be ob-
tained by aggregating the queue length per leg, as opposed to per lane.
In the following Chapters, we demonstrate usage of both vehicle flow and queue length
data. We show how vehicle flow data can be used for signal timing recovery and queue
length data for measuring instability in the traffic network.
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Figure 3.6: Queue lengths with different bias control in effect.
Figure 3.7: Queue lengths with low upward bias.
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In the previous Chapters, we built a case for the Koopman alternative framework for learn-
ing the dynamics of a system. Now in this Chapter, we demonstrate a few examples of
DMD, DMD with Hankel matrices, and DMD with control in learning the dynamics of
traffic. The reason we do this is two-fold. First, while DMD has shown much success in
handling very high-dimensional datasets (such as the complex fluid flows in [11]), there
has been relatively less treatment with regards to potentially rank deficient datasets with
stochasticity [12]. Secondly (and consequently), we are interested in the performance of
DMD on the traffic data we have in hand. We do this by predicting future traffic given
an initial condition. In particular, we are interested in two questions: (1) can any of these
algorithms learn the dynamics to the level of learning the periodicity at approximate ampli-
tudes, and if so, (2) what is the level of accuracy of multi-step prediction? To conduct this
study, we explore learning dynamics and reconstruction of the dynamics on the same day,
then we test for generalization to forecast traffic on another day of similar traffic profile.
4.1 Same Day Dynamics
In this Section, we test the performance of various formulations of DMD for reconstructing
future traffic states, given the same initial condition as the one used for learning A.
First, we run Standard DMD (SDMD) on queue lengths at an individual leg binned at 1
second. In this case, A is just a scalar. If the initial condition is 0, then all that propagates
forward will be 0. Given that A ≤ 1, what we observe is just a decaying trajectory, as
shown in the top subplot of Figure 4.1. This is also highlighted in [12] and [25], which
demonstrate that DMD on a single dimension fails to reconstruct a sinusoid.
Next, we increase the rank of the matrix by augmenting time-delay observations into
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Figure 4.1: Standard DMD fails to capture dynamics.
Figure 4.2: Hankel DMD shows improvement compared to Standard DMD.
the matrix, so that the data matrices takes a Hankel matrix form (HDMD). We add h = 50
time-delayed rows to X1 and X2. Then, we predict the next 350 steps. The 1s-binned data,
h = 50 which is 50 seconds worth of time-delayed entries, is not sufficient to capture the
dynamics, and increasing h would be computationally prohibitive. Thus, we use queue
lengths binned at 10s for this experiment. This results in an improved approximation of
the dynamics, shown in Figure 4.2. However, a limitation is that the prediction does not
last well beyond the number of time-appended rows added. Notice how, in Figure 4.2, the
reconstruction starts to decay after the first 50 steps.
Since queue length oscillations are induced by the traffic signals, we test if the fast-
decay limitation in SDMD and HDMD can be overcome by modeling signal phases as ex-
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Figure 4.3: Hankel DMDc.
ogenous control input. We implement dynamic mode decomposition with control (DMDc)
on queue length and signal phase data binned at 1s. (To bin the signal phase events mean-
ingfully, out of x observations that occurred within a second, we take a majority count,
and forward fill the values where observations do not exist within a bin). Also, we add
h = 50 time-delayed rows (HDMDc) appended to X1, X2 and U. This method captures
the dynamics the best as depicted in Figure 4.3, where we show 5000 prediction steps.
4.2 Future Day Dynamics
In this Section, we are interested if the learned A will perform well for predicting traffic
on a different day. Our case study location is the WB movement at Intersection 7. We
again use queue length data, binned at 1s for this experiment. We set up the problem
as follows: learn the dynamical system using data on 14 February 2017 (Tuesday), and
forecast traffic data for a similar day, 17 February 2017 (Friday). We do this for different
prediction horizons T (5 minutes, 10 minutes, 30 minutes and 60 minutes), where at each
prediction horizon, the algorithm is given access to the true measurement at that time. We
provide a sketch of the work-flow in Algorithm 6.
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Algorithm 6 Prediction
1: Learn A using data from a single day.
2: On new day:
3: for k = 1 to T do
4: if k = 1 (use x1 as initial condition) then
5: x̂k+1 = Axk
6: else
7: x̂k+1 = Ax̂k ,
where T = forecast horizon, x̂k is the predicted value at time k, and xk is the true value at time k.
8: end if
9: end for
10: Receive observation at time T , which becomes the new initial condition. Repeat 3 until day is over.
As usual, we start with SDMD, where the state vector xk is xk ∈ R. To additionally
test if traffic conditions at other intersections improve the prediction of traffic at this leg,
we also run SDMD to include legs from all intersections the network. For this case, the









For each experiment, we form the data matrices X1 and X2 respectively according
to Algorithm 1. We append time-delay snapshots of h = 50 rows for the individual leg
experiment, and h = 30 rows for the network experiment. We use a rank truncation by
removing the singular values less than a threshold of 1e−9 in the SVD of X1.
We compare the overall performance over the day of 17 February 2017, employing the






|xk − x̂k| (4.1)
where x̂ is the predicted measurement and x is the true measurement.
In Table 4.1, we summarize the prediction performance for the different algorithms. To
interpret the error in the Table, for every prediction step, an error e of x cars is made, where
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Figure 4.4: Comparing DMD and DMDc.
(Left) T = 5 min. (Right) T = 60 min.
Figure 4.5: Comparing HDMD and HDMDc.
(Left) T = 5 min. (Right) T = 60 min.
e is the value given in the Table.
From the Table, we show that modeling the signal phase as an exogenous input gives a
better performance boost (with the exception of when T is 5 minutes) compared to adding
time-appended rows (compare SDMDc and HDMD). We reason that because the signal
phases are oscillatory in nature, they provide the periodic forcing that is required to predict
future states more accurately. Of all the tests, we find that HDMDc with the network
performs the best.
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Table 4.1: Queue Prediction Performance for New Day (l-1 norm, averaged over day) for
WB7 Leg
Forecast Horizon SDMD SDMDc HDMD HDMDc HDMD HDMDc
Network Network
5 min 4.7 4.1 3.8 3.0 3.1 2.7
10 min 4.7 4.3 4.5 3.3 3.1 2.7
30 min 5.1 4.5 5.2 3.6 3.2 2.9
60 min 5.3 4.6 5.5 3.7 3.2 2.9
4.3 Conclusion
In this Chapter, we demonstrate that adding time-delays rows is needed to learn the dy-
namics of the system. Though not perfect for multi-step prediction, it captures enough
information about the periodicity of oscillation and trend (growth/decay) in order to anal-
yse influence of control input during moments of instability (which will be explored in
Chapter 6). Also, we remark that the effect of signal phase as control provides a significant
performance boost compared to solely using time-delayed rows. This makes an interesting
extension to overcoming the decaying trajectory in the standing wave example in [12].
Secondly, we test a naive algorithm for predicting traffic on a future day, given an A
matrix learned for a preceding day. We show that doing so does not yield a good prediction
for long horizons, but does well on shorter horizons. One reason is because the dynamics
of traffic varies from day-to-day, and a further improvement that could be studied is a daily
online update version of A. Nevertheless, we show that A performs well when used to
reconstruct data on the same day, and on a shorter time-horizon (5-30 minutes).
In the next Chapter, we build on the Hankel formulation of DMD to understand the
oscillations learned in the dynamics, and investigate the kind of information that can be





In this Chapter, we explore the uses of DMD to extract spatio-temporal relationships in
the data to inform effectiveness of timing plans and for inference purposes. Traffic at
a signalized intersection has spatio-temporal dependencies, where flow at different turn-
movements are governed by the signal phasing commands. Given solely data on traffic
flows, we seek to solve an inverse problem: can we infer the characteristics of the network
such as cycle times, phase sequence and signal timings without having access to the timing
plans? (Of course, this problem is framed under the assumptions that the signal timings
caused the traffic flows we observed.) Such information might be useful for (1) companies
that develop real time navigation applications to further optimize route options by coordi-
nation with signal timings and (2) predictive cruise control applications that optimize speed
for fuel economy. In this case, we consider that it might be prohibitive for these compa-
nies to gain access to the actual phase timings, and thus must infer them from another way
such as traffic flow data. Such an inverse problem has been studied by [40], who used low
frequency bus data, and [41] who proposed a probabilistic technique to plan a vehicle’s
velocity given that a green light was observed at its current position.
As elaborated in Chapter 2, DMD decomposes the system into a set of dynamic modes,
each growing/decaying and/or oscillating at specific frequencies as described by the eigen-
values. Eigenvalues on the unit circle are purely oscillatory modes, while eigenvalues
inside and outside the unit circle are decay and growth eigenvalues, respectively. On the
other hand, the modes themselves provide spatial information; the magnitude describes
the amount of influence of a location in the overall mode, while the angle describes the
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Figure 5.1: Vehicle Flow from 9-10am for Intersection 3
phase relative to other locations [17]. Applying this to traffic data, we reason that the an-
gles could describe the relative phase sequence of the data, and turn movements in the
same phase should have approximately the same angle. Additionally, we try comparing the
magnitudes with percentage green time given to each movement.
[12] provides heuristics for picking modes of interest, one of which is to look at the
modes with largest magnitude, i.e. based on the norm ||ψj||. In some cases it is beneficial
to add the effect of the eigenvalue raised to a power relevant to the number of steps taken,
to account for the speed of growth/decay of the mode: |λj|k||ψj||.
For our case, since we are interested in physically interpretable modes, i.e. the phase
timings of the intersection, we study the modes corresponding to the frequencies of interest.
5.2 Cycle Times
As a litmus test for DMD, we are interested in the frequencies extracted in the learned A
matrix. At the very least, it should contain the frequencies corresponding to the cycle time
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Table 5.1: First r = 10 eigenvalues when running DMD on vehicle flow on two different
cycle times on 14 February 2017 at Intersection 3
Time: 9-10am Time: 10am-3pm
λ Period (s) λ Period (s)
1 53 1 43
2 -53 2 -43
3 74 3 -
4 -74 4 120
5 - 5 -120
6 - 6 -
7 150 7 60
8 -150 8 60
9 116 9 75
10 -116 10 75
of the intersection, where a cycle time is defined as the time for the intersection to complete
all of its phases. As ground truth, we have the timing plans of the intersection in question.
Our study day is 14 February 2017. Based on the signal tables for one of the inter-
sections, there are two different cycles on this day; 120s (10am-3pm and 7pm-midnight)
and 150s (6am-10am and 3pm-7pm). We run DMD on a Hankel matrix of vehicle flows,
binned at 10s, on non-overlapping cycles.
First, we run a rank-truncated DMD, with r = 10, on an hour’s worth of flows be-
tween 9am-10am at Intersection 3, which corresponds to a 150s cycle. Since there are 12
turn-movements, x ∈ R12. An hour’s worth of data at 10s bins corresponds to N = 360
samples. Figure 5.1 shows a plot of vehicle flows during this hour. Then, we run the same
experiment, but on a longer set of flows, from 10am-3pm, which corresponds to the 120s
cycle. In this case, N = 1800 samples.
Table 5.2: Timing Plan for Intersection 3, as obtained from MCDOT. (Left) 6am-10am,
150s cycle. (Right) 10am-3pm, 120s cycle. Phases 1, 2, 5 and 6 are in Barrier 1, while
Phases 3, 4, 7 and 8 are in Barrier 2.
Phase 1 2 3 4 Phase 1 2 3 4
Time (s) 26 53 21 50 Time (s) 16 30 35 39
Phase 5 6 7 8 Phase 5 6 7 8
Time (s) 26 53 21 50 Time (s) 16 30 35 39
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Figure 5.2: Ring and Barrier Diagram for Intersection 3
Table 5.1 shows the results from these two experiments, where we show the first 10
eigenvalues with the imaginary part converted to seconds, sorted according to magnitude.





where ∆t = 10s.
From Table 5.1, the most interpretable periods are the ones corresponding to the phase
cycle for this intersection at this time. (Refer to Table 5.2 for the true timing plans and
Figure 5.2 for the ring and barrier diagram denoting the movements for each phase). The
other periods are not as clear, however, but we provide some reasoning. The intermediate
periods could correspond to the total time for a particular barrier 1, where the 74s in the
9-10am cycle could correspond to either barrier, while in the 10am-3pm cycle, the 75s
corresponds to the NB-SB barrier, and the 43s corresponds to the EB-WB barrier. On the
other hand, smaller periods may correspond to the timings for different phases, for example,
in the 9-10am cycle, the 53s period corresponds directly with the WB movements. The 60s
1A barrier is used to separate conflicting movements, i.e East-West movements from North-South move-
ments [42]
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Table 5.3: First r = 10 eigenvalues when running Hankel DMD on vehicle flow from 9am-












in the 10am-3pm cycle may represent the start-stop nature of cars clearing the lanes upon
a green light. We also observe that there is no direct correspondence an individual turn-
movement for the 10am-3pm experiment, suggesting that a shorter number of samples is
needed to extract the finer periods.
Next, we run DMD on an individual turn-movement to test if phase times can be ex-
tracted in addition to the cycle times. We do this on flows at the SBT3 movement from
9-10am. In Table 5.3, we see that the 50s phase cycle is present, as well as the 150s inter-
section cycle time. This can be cross-checked with the true phase time for Phase 4 in Table
5.2.
For comparison, we also run a Fast Fourier Transform (FFT) on the data. Figure 5.3
shows the frequencies obtained from the FFT on the vehicle flows at the SBT movement
at Intersection 3 from 9-10am. The three dominant frequencies are 150s (cycle time), 75s
(SB-NB barrier) and 50s (SBT green time).
We conclude that DMD is able to recover the natural frequencies that exist in the sys-
tem, as the frequencies are comparable with those produced by an FFT, and correspond to
the true cycle times encoded in the intersection. Of course, if we just wanted to recover
the frequencies of the system, one could argue that using an FFT would achieve the same
purpose. However, DMD additionally provides spatial context for each frequency, as we
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Figure 5.3: FFT on SBT3 movement, for Intersection 3.
will see in the following section.
5.3 Barrier and Phase Recovery
In this section, we further investigate the phase angles of the modes. We are interested if
the mode ψj corresponding to the eigenvalue λj at phase cycle frequency would reveal the
phase sequence in the system. This idea flows naturally from the fact that vehicle flows at
an intersection are oscillatory as induced by the phase timings encoded in the system. We
set up the DMD experiment in the same manner as the previous section, using a Hankel
data matrix of vehicle flows from 14 February 2017, and then study the angles of the mode
corresponding to the 120s cycle.





where δt is the corresponding cycle time, for example, 120s.
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We provide a visualization of phase angles in colour overlaid over a Google Maps 2 rep-
resentation of the intersection. In the diagram, lines in the center correspond to Through
movements, and the accompanying two lines represent the Left-Turn and Right-Turn move-
ments, depending on their location. For example, in the East-Bound leg, the first line repre-
sents the Left-Turn movement, the middle line represents the Through Movement, and the
third line represents the Right-Turn movement. We produce the colour visualizations using
the positive shifted phase, where we shift each angle by the maximum value, as illustrated
by the bottom plot in Figure 5.4, so that the values wrap around by 120. In this Figure, we
can see that the relative difference between the phases correspond to the phase timings for
the individual movements. For example, the difference between the SBT and WBT move-
ment is about 50s, which is comparable to the time elapsed between Phases 4 and 2 shown
in Table 5.2. On the other hand, we can see that cars arrive at different times for the SBT
and NBT movements. From 5.2, we see that the green times for the SB and NB movements
occur simultaneously. However, in Figure 5.4, the NBT and SBT differ by about 20s.
From experiments, when a longer window (6 hours) of samples is used to build the data
matrix, or, when vehicle flows are not consistently high, the SB-NB and EB-WB barrier is
extracted. In Figure 5.7, notice how EB-WB movements are clearly grouped in blue, while
most of the SB-NB movements are grouped in red.
In order to recover the individual phase timings, a shorter window (15-30 minutes)
needs to be used, and sufficiently consistent flow of traffic. We re-run DMD on a 30
minute window in the morning peak hour (9.30-10.00am). In Figure 5.6, we can observe
non-conflicting phases corresponding with each other. For example, the NBLT and SBLT
movements clearly correspond to each other, while the NBT, NBRT correspond with the
SBT movement. These results show coherence to the actual ring and barrier diagram of
this intersection in Figure 5.2.
Next, we examine the magnitude of the modes. We compare them with the percentage
2To interface MATLAB with the Google Maps API, we make use of code from [43].
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Figure 5.4: Original phase angles (s) and shifted phase angles (s) for Intersection 3, for
120s cycle and 6 hours worth of samples.
green times for each movement, and suggest that this provides some insight to whether the
amount of green time is appropriately assigned. A higher magnitude might indicate need
for a longer green split, since a higher value could mean a greater utilization of its green
time. Refer to Figure 5.8, where we show the mode corresponding to the 120s eigenvalue.
5.4 Conclusion
In this Chapter, we have shown how DMD can be used for extracting the cycle times of
an intersection and recovering the relative phase sequences of each movement. We must
point out that one limitation of this method is that it requires consistent vehicle flow from
all turn-movements at the intersection during their green phases.
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Figure 5.5: Original phase angles (s) and shifted phase angles (s) for Intersection 3, for
150s cycle and 30 minutes worth of samples.
Figure 5.6: Phase angles corresponding to 120s mode, when running DMD using 6 hours
worth of samples. Notice how the colours display the barrier of the phase control.
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Figure 5.7: Phase angles corresponding to 150s mode, when running DMD using 30 min-
utes worth of samples during the morning peak hour.






Queue lengths at traffic intersections exhibit oscillations according to cycle times, where
they build up during a red phase and clear out during a green phase. During peak hours,
queues may accumulate if the clearance interval is not sufficient to completely discharge
the queue. This condition is known as cycle failure [44]. Traffic accidents and lane closures
are also causes of cycle failure.
When a queue breaks down at an isolated leg at an intersection, it would be advan-
tageous to have a responsive system that serves a more effective signal phasing to clear
the queue faster. In traditional systems, signal phase timings are not updated immediately.
The process is normally initiated with a citizen complaint, which triggers a series of field
observations, data collection and software simulation before changes are made [45]. This
procedure, though effective for long-term timing strategies, can be made more flexible to
include short-term changes during abnormal events.
Moreover, when a new timing plan is proposed, a software simulator, such as Synchro,
is used for verification. The simulation is based on user settings of arrival and departure
rates that is normally modeled according to a Poisson process. This approach however, is
dependent on how good of an approximation the model is to the true intersection. Further-
more, abnormal behaviour is difficult to model, being rare events. Once again, while using
a software package is a good approach for long-term planning, developing a simulation
strategy that is based on actual data would improve prediction performance.
With this in mind, we explore in this Chapter, the detection of unstable queue dynam-
ics, primarily, for identifying traffic accidents. Secondly, given a queue breakdown, we
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investigate using exogenous control input to effect change on the queue dynamics.
6.2 Instability Detection Algorithm
In the opening of this Chapter, we argued that changes should be made to the network
system to be able to respond in real-time to abnormalities. However, one must be able to
detect that such an abnormality has occurred in the first place. In this section, we propose
an algorithm for identifying unstable dynamics in queue lengths. Here, we clarify the in-
tended usage of the algorithm. We want to detect abnormally sustained queue growth rates
that correspond to an abnormal event, such as a traffic accident, and not the regular peak
hours. We propose to do this by finding unstable eigenvalues, i.e when A contains |λ| > 1.
However, we also expect queue growth from the natural build-discharge corresponding to
the phase cycle, as well as from cycle failure during peak hours. The A matrix would also
contain unstable eigenvalues in those cases. It is important that the algorithm is able to dif-
ferentiate between a traffic accident and these two normal events. We find that an important
discriminating characteristic is not only the presence of an unstable eigenvalue, but also the
number of consecutive unstable eigenvalues encountered. We summarize this in Algorithm
7.
Algorithm 7 Instability Detection Algorithm
1: Initialize ctr = 0.
2: Choose ñ, the number of samples to look back.
3: Start at time k = ñ.
4: Run DMD to learn A using observations from k-ñ to k.
5: Find the largest |λ| of A and store it. If |λ| > 1, increment ctr. Else, set ctr = 0.
6: Go to the next sample. Repeat steps 4-5 until there are no more samples. If ctr > ε, then flag the incident as an abnormal growth,
where ε is a threshold value.
6.3 Instability Experiment
To compute A, we run DMD sequentially on the previous ñ samples of queue lengths at
the leg of interest. (To learn about how we obtained the leg-aggregated queue lengths, refer
to Chapter 3).
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A few important parameters that need to be chosen are:
1. The number of samples, ñ.
The number of samples is related to how long of a time-frame to model the dynamics.
Since accidents may have sustained growth compared to peak hour growth, it might
be more reasonable to have a longer ñ such as 30 minutes.
2. The number of time-delayed rows to add in the data matrix, h.
3. The rank truncation in the DMD algorithm, r.
Our investigation day is 10 Feburary 2017. Figure 6.1 shows the queue lengths on that
day, where there was a reported accident at 2.47pm, at the Tildenwood-Montrose Road
Intersection (I7) which affected the WB and EB movements. We obtain the crash data
from the Maryland Open Data Portal [46]. Notice the prolonged spike from the time of
the accident till about 4pm, which is more severe compared to the normal morning peak
hour. For comparison, we also plot queue lengths for a normal Friday, 17 February 2017 in
Figure 6.2.
We run DMD on aggregated queue length binned at 1s, with h = 10 and r = 10.
Using Algorithm 7, we compare the number of unstable eigenvalues for a normal day and
an accident day. We show that the number of consecutive unstable eigenvalues is at least 5
times larger during an accident (Figure 6.4), compared to normal peak hours (Figure 6.3).
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(a) Queues for EB7
(b) Queues for WB7
Figure 6.1: Queue Lengths on 10th February 2017 at Intersection 7, where there was an
accident at 2.47pm. Notice the increased spike in queue lengths during the time of accident.
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(a) Queues for EB7
(b) Queues for WB7
Figure 6.2: Queue Lengths on 17th February 2017, a normal day.
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(a) Unstable eigenvalues for EB7
(b) Unstable eigenvalues for WB7
Figure 6.3: 17 February 2017 (normal day). (Top) The largest |λ| obtained at each time-
step (unstable λ are shown in red, while stable λ are blue.) (Middle) Queue plot. (Bottom)
Count of consecutive unstable λ.
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(a) Unstable eigenvalues for EB7
(b) Unstable eigenvalues for WB7
Figure 6.4: 10 February 2017 (accident at 2.47pm). (Top) The largest |λ| obtained at each
time-step (unstable λ are shown in red, while stable λ are blue.) (Middle) Queue plot.
(Bottom) Count of consecutive unstable λ. Notice the number of consecutive unstable
eigenvalues is much larger during the accident.
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6.4 Instability Mitigation
Control becomes a motivating factor during moments of instability. Given a growing queue
length at an isolated leg approaching unstable conditions, is it possible to inject control
input to mitigate the instability by adjusting the signal phases?
We set up the problem as follows. Define the input vector uk at time k as the signal











0, if uk(i) = red
1, if uk(i) = green or yellow
The state vector xk at time k consists of aggregated queue lengths at the affected leg at
the intersection: xk ∈ R.
Then, form the data matrices X1, X2 and U respectively according to Algorithm 2. We
append time-delay snapshots of h = 12 rows, such that X1, X2 and U are Hankel matrices.
Additionally, we use a rank truncation based on the number of singular values above 1e−10
in the SVD of both Ω and X1.
Notice that in Figure 6.5, the queues formed from the accident start to clear at 3.30pm.
Interestingly, we note that the signal phase changes from the 110s cycle to 120s cycle at
3.30pm (see Table 6.1 for the timing plans). What is additionally interesting is that in the
120s cycle, the green times of the WB-EB phases are extended. We are curious if the signal
phase had any effect in clearing the queue, and not due to fewer vehicles entering the queue
at 3.30pm. We utilize DMDc to carry out this investigation.
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Table 6.1: Timing Plan for Intersection 7. (1-EBLT, 2-EB, 4-SB, 5-WBLT, 6-WB, 8-NB).
(Left) 9.30am-3.30pm, 110s. (Right) 3.30-7pm, 120s. Phases 1, 2, 5 and 6 are in Barrier 1,
while Phases 4 and 8 are in Barrier 2.
Phase 1 2 4 Phase 1 2 4
Time (s) 16 49 45 Time (s) 23 53 44
Phase 5 6 8 Phase 5 6 8
Time (s) 16 49 45 Time (s) 23 53 44
First, we learn theA andB matrices using the queue lengths (i) from 2.30pm to 3.59pm
(starting time before the accident occurred) and (ii) from 2.50pm to 3.59pm (starting time
after the accident occurred), with the original signal phase as input. We predict future queue
lengths, using x1 to be the queue lengths at 2.30pm and 2.50pm respectively, and compare
the predicted values with the true values for validation (see the top subplots of each Figure
in Figure 6.6). Then, we change the signal phase to the 3.30pm cycle as the new input from
the beginning, and project queue lengths using the same initial conditions. Notice how,
with the effect of the modified signal phase, the queue is mitigated faster, before 3.30pm
(see bottom subplots of each Figure in Figure 6.6). This has profound implications: we
have shown that using DMDc, the effect of extended green times for the relevant leg during









Figure 6.6: Using DMDc to simulate effect of new signal phase to mitigate queue on the




7.1 Summary of Findings
This thesis was the result of approaching the problem of traffic analysis and control through
the lens of Koopman Operator Theory. We focused more on the linear operator data-
driven algorithm of this theory, namely, dynamic mode decomposition. We showed that
one strength of dynamic mode decomposition is in extracting distinct oscillatory modes.
Using this, we were able to solve the inverse problem of traffic timing recovery using vehi-
cle flow data.
Also, while dynamic mode decomposition as presented in its original form was inad-
equate for completely capturing the dynamics of our system, especially with data of high
resolution (≤ 9s), we showed how techniques such as adding time-shifted observations and
adding a control input improved the model substantially. With a good model in hand, we
were able to implement an algorithm for real-time queue breakdown detection. Following
that, we demonstrated a method for real-time signal phase updating based on the detected
instabilities.
7.2 Future Work
7.2.1 Operator and Spectral Theory Analysis
In Chapter 2, we described how DMD and Arnoldi solve the rank-deficiency problem in dif-
ferent ways; by using the larger C matrix, appending time-shifted values (Hankel matrix,
Vector Prony), and taking nonlinear mappings of observations (Extended DMD). These
variations can be viewed as different finite-dimensional subspaces on which to project the
modes of the Koopman Operator. Further work could done to conduct a thorough mathe-
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matical analysis of how each of these variations result in different approximations.
7.2.2 Online Learning
In Chapter 4, we compared several variants of DMD in learning traffic dynamics, and
provided a simple example for using the learned A on a different day. It would be an
interesting extension to develop an online learning algorithm with DMD, and conduct a
regret [47] analysis.
7.2.3 Establishing Theory for Instability Mitigation
In Chapter 6, we showed that by using a set of signal phases with extended green times,
we were able to mitigate unstable queue lengths in a leg affected by an accident. Further
analysis could be done to establish (1) instability classification; the severity of the queue
growth at the affected leg, (2) extent of instability; the number of legs affected, and (3) the
appropriate signal phase to be synthesized for each case. This can be summarized in the
following question: “Given an instability condition (queue spill-back), does there exist a





DMD LIBRARY AND GRAPHICAL USER INTERFACE IN PYTHON
We have constructed a library for DMD in Python, which contains classes for DMD, Hankel
version of DMD, Companion DMD, Vector Prony, and Arnoldi. In tandem with this, we
have made a graphical user interface (GUI), to facilitate visualization of DMD modes with
different algorithms, number of samples and turn-count data. Subject to data disclosure
approval, we may make the GUI available on Github. We provide screen-shots of the GUI
below in Figures.A.1 and A.2.
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Figure A.1: GUI Control Panel




We have produced an SQLite database of the two year’s worth of traffic data, of size 250
GB. We provide the database schema and mapping tables here, along with some example
query code in Python. Further improvements include: (1) adding other data such as turn-
count and travel time data, which has been pulled from the Acyclica API, and (2) sorting
the data according to time-stamps to improve searching efficiency.
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Database Schema
Column 1 2 3 4 5
Field intersection intersection name num inbound num outbound numTM
Datatype Integer Text Integer Integer Integer
Note Primary Key - - - -
Table B.1: Network Table
Column 1 2 3 4 5 6
Field intersection legID legDir numInb numOutb speedLimit
Datatype Integer Integer Text Integer Integer Integer
Note SB,EB, # inbound #outbound mph
WB,NB lanes lanes -
Table B.2: Leg Table
Column 1 2 3 4 5 6
Field intersection legID laneID isPocket length type
Datatype Integer Integer Integer Text Integer Text
Note for within leg true or inbound or
(number) FALSE outbound
Table B.3: Lane Table
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Column 1 2 3 4 5
Field intersection legID laneID laneDir laneMov
Datatype Integer Integer Integer Text Text
Note SB,EB,WB,NB LT,RT,T
Table B.4: Mov (Movement) Table
Column 1 2 3 4 5 6
Field intersection barrier ring phaseNum phaseMov info
Datatype Integer Integer Integer Integer Text Integer
Note EBLT etc 0 = protected
1 = permissive
Table B.5: Signal Phase Table (code written, not yet updated .db file)
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Column Field Datatype Explanation
1 intersection Foreign Key -
2 event type Text SP = signal phase event
3 sp validity Integer Signal Phase Validity (1 = valid, 0 = not)
4 tstart epoch Numeric Time of event start in Epoch (UTC)
5 tstart local Text Col 4 in time local to position of sensor
6 seq num Numeric Sequence Number (unsigned long)
7 cycle num Integer Estimated cycle number
8 barrier num Integer Currently active barrier
9 num rings Integer Number of rings
10 ph1 active Integer Phase number of the active phase in ring
11 ph2 active Integer -
12 ph1 state Integer Active Phase State of phase i
13 ph2 state Integer 1 = yellow
14 ph3 state Integer 2 = green
15 ph4 state Integer 0 = red
16 ph5 state Integer -
17 ph6 state Integer -
18 ph7 state Integer -
19 ph8 state Integer -
20 ph9 state Integer -
21 ph10 state Integer -
22 ph11 state Integer -
23 ph12 state Integer -
24 ph13 state Integer -
25 ph14 state Integer -
26 ph15 state Integer -
27 ph16 state Integer -
Table B.6: Signal Phase Events Table
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Column Field Datatype Explanation
1 intersection Integer Foreign key
2 event type Text Lane Events, Stopbar = LCS
Lane Events, Advanced = LCA
3 legnum Integer Leg number
4 lanenum Integer Lane number
5 lanetype Integer 1- inbound, 2 - outbound
6 t last epoch Numeric Time of last event (last undetect)
7 t last local Text Col 6 in local time
8 ph active Integer Binary coded phases active
9 sp valid Integer Signal phase valid: 1 = valid, 0 not
10 sp Integer Signal phase: 1-yellow, 2-green, 0-red
11 t ph start Numeric Seconds after start of phase
(yellow and green are same phase)
12 t ph end Numeric Seconds to end of phase
(yellow and green are same phase)
13 t occ Numeric In seconds
14 speed Numeric In mph
15 num sens Integer Number of sensors
16 t detect s1 epoch Numeric Detect time at sensor 1
17 t detect s1 local Text Col 16 in local time
18 t undetect s1 epoch Numeric Undetect time at sensor 1
19 t undetect s1 local Text Col 18 in local time
20 t detect s2 epoch Numeric Detect time at sensor 2
(if sensor doesnt exist, -1)
21 t detect s2 local Text Col 20 in local time
(if sensor doesnt exist, -1)
22 t undetect s2 epoch Numeric Undetect time at sensor 2
(if sensor doesnt exist, -1)
23 t undetect s2 local Text Col 22 in local time
(if sensor doesnt exist, -1)




2 from sqlite3 import Error
3 import pandas as pd
4 def create_connection(db_file):
5 try:
6 conn = sqlite3.connect(db_file)
7 return conn
8 except Error as e:
9 print(e)
10 return None
11 database = "highres.db"
12 conn = create_connection(database)
13 with conn:
14 """
15 You can edit the date range you want to extract
16 from the database. Lookup the equivalent Epoch
17 time, and then insert it in the "WHERE
18 t_detect_s1_epoch" clause.
19
20 The data range used in this example is:




25 sql_command = '''SELECT t_detect_s1_local,
26 intersection, legnum, lanenum, lanetype, t_occ,
27 speed, event_type, sp, sp_valid, t_ph_start,
28 t_ph_end
29 FROM laneEvents
30 WHERE t_detect_s1_epoch BETWEEN 1486875600
31 and 1488171599; ''' ##
32
33 print("Connecting to database..")
34 cur = conn.cursor()
35 print("Fetching data..")
36 cur.execute(sql_command)
37 rows = cur.fetchall() ## type = list
38
39 print("Making a dataframe..")
40 df = pd.DataFrame.from_records(rows,
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41 columns=['t','intersection', 'legnum',
42 'lanenum', 'lanetype', 't_occ', 'speed',




47 df['t_occ'] = df['t_occ'].apply(lambda x: float(x))
48 df['legnum'] = df['legnum'].apply(lambda x: int(x))
49 df['lanenum'] = df['lanenum'].apply(lambda x: int(x))
50 df['lanetype'] = df['lanetype'].apply(lambda x: int(x))
51 df['speed'] = df['speed'].apply(lambda x: float(x))
52 df['t'] = df['t'].apply(lambda x: str(x))
53 df['sensorType'] = df['sensorType'].apply(lambda x: str(x))
54 df['t_ph_start'] = df['t_ph_start'].apply(lambda x: float(x))
55 df['t_ph_end'] = df['t_ph_end'].apply(lambda x: float(x))
56 """
57 Here we want to cast integers to uint8 to
58 make the file smaller.
59 """
60 df['intersection'] = df['intersection'].astype('uint8')
61 df['legnum'] = df['legnum'].astype('uint8')
62 df['lanenum'] = df['lanenum'].astype('uint8')
63 df['lanetype'] = df['lanetype'].astype('uint8')
64 df['sp'] = df['sp'].astype('uint8')
65 df['sp_valid'] = df['sp_valid'].astype('uint8')
66
67 print("Now remember to save..")
68 outputFileName = "Feb2Weeks.h5"






75 Now, you can load the processed file
76 for use in other scripts by using this code in
77 another script.
78 """
79 # outputFileName = "Feb2Weeks.h5"
80 # outputName = "df"
81 #df = pd.read_hdf(outputFileName,outputName)
67
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