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Abstract
Over the past years, social media have impacted emergency management and disaster re-
sponse in numerous ways. The access to live, continuous updates from the public brings new
opportunities when it comes to detecing, coordinating and aiding in an emergency situation.
The thesis present a research of social media during an emergency situation. The goal
of the study is to discover how data from social media can be used in emergency manage-
ment and determine if existing analysis services can be proven useful for the same occasion.
To achieve the goal, a dataset from Twitter during the Paris attacks 2015 was collected. The
dataset was analyzed using three different analysis tools; IBM Watson Discovery service,
Microsoft Azure Text Analytics and an own developed Keyword Frequency Script.
The results indicate that data from social media can be used for emergency management,
in form of detecting and providing important information. Additional testing with larger
datasets is needed to fully demonstrate the usefulness, in addition to interviews with emer-
gency responders and social media users.
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This chapter presents a short introduction of the background of the project and the research
problem. Furthermore, the chapter presents the research method, scope and limitations and
target group, in addition to my personal motivation for this research.
1.1 Social Media in Emergency Situations
Today, around 40% of the world population has an internet connection. The number of
users on the Internet has increased drastically since the 90s - the decade internet became ac-
cessible to “everyone”. Today, there is over 3.9 billion internet users in the world (Stats, 2017).
In recent years, internet has largely consisted of “social media”, a term embracing social
networks, blogs, microblogs, forums, collaboration sites for creation and sharing information
and documents, as well as the file sharing of audio, images and video. All the social media
services hold huge amounts of data produced by their users and according to a survey done in
2017, we upload approximately 136,000 images every minute, publish 293,000 status updates
and 510,000 comments on Facebook (Monappa, 2015). The availability of large amounts of
data, often referred to as big data, has opened the possibility of improving our understanding
of society and human behavior.
Social media has drastically changed the way people handle and perceive different situations
that occur in daily life, especially when it comes to distressing events such as emergencies
and disasters. An investigation shows that one in five people will try to contact each other
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via social media in an emergency or disaster, 35 percent will immediately post information
on social media about the incident, while 58 percent will use social media to offer or assist
with immediate relief (Hochmuth, 2015).
So far it is unclear how to get use of the full benefits from all the big data of informa-
tion published on social media and similar technologies to increase the information level and
spread of valuable information, such as warnings and real-time alerts. Social media, which
has become a major part of our lives, can in the future get even greater space in our lives and
in the daily service of society, as there are no other places or services where a such amount
of people are gathered and reachable within a few seconds.
This research will present a case study of social media during an emergency event, with
the purpose of examining how data from social media can be used during an emergency
situation. The study includes data collection, preparation and data analysis, in addition to
a discussion of how data could be used in an ongoing emergency situation, exemplified by
the analysis.
The data from Twitter during the terrorism attack in Paris 2015 is selected as the data
source for this study. The motivation for choosing the Paris attacks as the emergency sit-
uation in this thesis is that there is little scientific research done in English on the subject.
Another reason for choosing the Paris attacks is the huge use of Twitter during the event.
Twitter has been used in several other disasters, but this is one of the first times that it has
been possible to follow the course of events on social media to such an extent, with detailed
descriptions, images, audio and videos. (Twitter, 2015). Due to the lack of previous work
on the Paris attacks, there are no gold standard for the data. In addition, this is an event
happening in a French-speaking country, which means parts of the content are in French. I
have chosen, for reasons related to limitations and understanding, to look at English tweets
only.
There are several other studies on how social media have been used in emergencies, but
mostly during natural disasters, such as floods, tsunamis and earthquakes. These events are
less likely to happen here in Norway, and therefore I chose to study an emergency situation
that we can relate and feel close to.
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1.2 Research Background
This research is inspired by the research cooperation between Western Norway Research
Institute, the University of Bergen and six other departments from USA, Hong Kong and
Japan, which recently has established a research group for Big Data and Emergency Man-
agement (BDEM).
The utility and potential of big data for emergency management is growing but integration
of big data into existing workflows and practices is far from seamless. To fulfill the potential
benefits of big data for emergency management, the BDEM project will share best practices
among the project partners in order to build and strengthen research and training that lever-
ages big data and data analytics to transform emergency management for citizens and for
society at- large (Lunde and Akerkar, 2017).
1.3 Research Questions
RQ1: How can big data from social media be used in emergency management?
The research question aims to explore how social media was used during an emergency situ-
ation, to identify the possibilities of using data from social media to detect, coordinate and
respond.
Further, it will be interesting to discuss how early an ongoing emergency situation can
be detected and if the results can provide important information for emergency management
and rescuers? The possibility to detect, in addition to the availability of first-hand informa-
tion is crucial in an emergency situation.
The reason for choosing this research question is my interest in exploring how the large
amount of data from social media can be useful for society purposes, in this context, an
emergency situation.
RQ2: How can existing analysis services be useful for emergency management?
The research question aims to investigate different analysis services to determine if they can
be useful in emergency situations, to detect, coordinate and provide assistance. How early
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can an ongoing emergency situation be detected by an analysis tool and can the analysis
tool provide functionality for rescuing and managing in the emergency situation.
Further interesting to discuss for the research question is which preparatory processes are
needed for handling the data, in addition to which parts of the analysis are appropriate for
social media analysis in context with emergency situations.
The reason for choosing this research question is to explore if already existing tools can
be used for the purpose of handling large amounts of data from social media for emergency
management.
1.4 Research Method
The research method in this project is a single exploratory case, aiming to answer the research
questions of how big data from social media be used in emergency management. By using
archival data to retrace an emergency event, this case study analyses, the event by collecting,
storing and preprossesses the data. Further, a discussion of the analysis and the results will
be presented.
1.5 Scope and Limitations
The research is regarding collection, preparation and analysis of an emergency situation. The
research questions will be investigated and exemplified by a data analysis of the terrorism
attacks in Paris, 2015.
Data Collection
Complete datasets from specific events are often very expensive and hard to get hold of.
When the decision of which event and dataset to analyze had to be taken, it was based on
the availability of a free dataset.
The dataset chosen for this analysis, The Paris attacks 2015, is published by Nick Ruest
from The Scholars Portal Dataverse, which is a repository primarily for research data col-
lected by researchers and organizations affiliated with Ontario universities (Ruest, 2017).
The dataset was published with a CC BY 2.0 CA License (Commons, 2018). As Twitter’s
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Terms of Service (Twitter, 2017) does not allow full datasets of tweets to be distributed to
third parties, the dataset included only tweet-ids (usernames) to post published during the
event.
Due to the lack of previous work on the Paris attacks, there are no gold standard for the
data. In addition, this is an event happening in a French-speaking country, which means
parts of the content are in French. I have chosen, for reasons related to limitations and
understanding, to look at English tweets only.
Analysis
This research is using the analysis services IBM Watson and Microsoft Azure. The reason
for concentrating on the chosen applications are the functionalities and costs. Data analysis
services are often expensive and requires a pricing plan over several months. In addition, the
services require good knowledge in different programming languages and database queries,
which make the learning curve for each application steep.
IBM Watson was chosen based on the cooperation agreement between University of Bergen
and IBM. This agreement included a pricing plan, which made it possible to use the appli-
cation for free. Unfortunately, this collaboration was not up and running before late spring
2018, which limited the possibilities of getting knowledge of and using the application. The
reason for choosing Microsoft Azure as an analysis service was the Dreamspark cooperation
agreement between the University of Bergen and Microsoft. Unfortunately, this collabora-
tion ended in 2017 and didn’t come up and running again before late February 2018, which
limited the possibilities of learning and using the application.
Because of the master thesis limited time frame, I was unable to acquire more knowledge
and expertise about other data analysis tools.
1.6 Target Group
The research is aimed at people interested in big data, data analysis and social media, in
addition to emergency management.
The reader is not required to have any prior knowledge about the field, as the relevant
5
topics are explained in the thesis.
1.7 Personal Motivation
The use of big data, social media and data analysis is a relevant phenomenon for my future
career in information science. Big data has opened the possibility of improving our under-
standing of society and human behavior and have proven to be useful in several contexts.
Social media has changed the way we interact with each other and it is very exciting to look
at ways to utilize the great information flow.
The reason of choosing the area within emergency management is because of my inter-
est in social science. I think it’s exciting to see how the new era of information sharing in
combination with technology can help us towards a better and safer society.
1.8 Outline
This thesis is structured into seven chapters. The following is an outline of each chapter.
Chapter 1: Introduction
This chapter presents a short introduction of the background of the project and the research
problem. Furthermore, the chapter presents the research method, scope and limitations and
target group, in addition to my personal motivation for this research.
Chapter 2: Theory
This chapter will present the theoretical topics that were relevant for the research, such as
big data, social media, social media and emergency management and social media analysis.
Further, the tools that were used and related work will be presented.
Chapter 3: Method
This chapter will present the methods used in this research concerning planning, design,
data collection, analysis and results.
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Chapter 4: Data analysis of Twitter
This chapter will present the preparatory work concerning the collection, storing and filtering.
Further, the result of the data analysis will be presented.
Chapter 5: Discussion
This chapter will present a discussion of the research question, exemplified by the data
analysis of the Paris attacks, in addition to the analysis services, techniques and results.
Further, the different working methods and methodologies that were utilized in the research
will be discussed.
Chapter 6: Conclusion and Further work




This chapter will present the theoretical topics that were relevant for the research, such as
Big Data, social media, social media and emergency management and social media analysis.
Further, the tools that were used and related work will be presented.
2.1 Big Data
Big Data is an expression that has become a buzzword in recent years, and like many terms
used to refer to the rapidly evolving use of technologies and practices, there are no agreed or
industrial definition of Big Data (Kitchin, 2014). Below are two different definitions of Big
data.
Big data: an accumulation of data that is too large and complex for processing by tradi-
tional database management tools (Webster, 2018c).
Big data refers to a process that is used when traditional data mining and handling techniques
cannot uncover the insights and meaning of the underlying data. Data that is unstructured
or time sensitive or simply very large cannot be processed by relational database engines.
This type of data requires a different processing approach called big data, which uses massive
parallelism on readily-available hardware (Techopedia, 2018).
Doug Laney’s article from 2001 makes the most common reference to Big Data, the three
V’s: Volume, Variety, and Velocity (Laney, 2001). Volume refers to the magnitude of data,
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big data sizes can be reported in terabytes and petabytes. Variety refers to the structural
heterogeneity in a dataset and Velocity refers to the rate at which data are generated and
the speed at which it should be analyzed and acted upon (Gandomi and Haider, 2015).
Kitchin on the other hand, argues that big data have seven essential characteristics: volume,
velocity, variety, exhaustively, resolution/indexicality, relationality and flexibility/scalability
that distinguish them from small data (Kitchin, 2014).
Big data can occur from several different sources, but the main sources are directly and
automatically collected data, data from digital devices, volunteered collected data and open
source data. Examples of main sources are public registrations, network monitoring, trans-
actions and technology use, as well as social media for user-generated content (Kitchin,
2014).
2.2 Social Media
Social media is a phenomenon that has transformed the interaction and communication of
individuals throughout the world. (Edosomwan et al., 2011) The term “social media” is em-
bracing everything from social networks, blogs, microblogs, forums, collaboration sites for
creation and sharing information and documents, as well as the file sharing of audio, images
and video.
Social media refers to the means of interactions among people in which they create, share,
exchange and comment contents among themselves in virtual communities and networks
(Shahjahan and Chisty, 2014).
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Figure 2.1 – The most popular social media’s worldwide
Figure 2.1 shows the most popular social media’s worldwide as of April 2018. The leading
social media, the social network Facebook, has over 2.2 billion users (Statista, 2017).
Social media has grown from being essentially a communication tool, to a platform for
everyday life. "While social media originally started out as a way to share information
among friends, it is evident that it has evolved to serve other functions, such as a preva-
lent soruce for news, advertising and entertainment" (Statement of Subcommitee Chariman
Susan W. Brooks, 2013).
2.2.1 Twitter
Twitter is an online micro-blogginh service, where user interacts with messages, also called
tweets. Microblogging is a form of blogging that allows users to send brief text updates or mi-
cromedia such as photographs or audio clips. An important common characteristic among
microblogging services is its real-time nature. Twitter is frequently used during different
events, where each event often has its own hashtag. Hashtags are used to clearly show that
the content of a message is specifically related to an intended or established topic (Twitter,
2018d). Tweets can be published directly from computers, smartphones or mobile devices.
Therefore, Twitter supports real-time information to large group of users, this makes Twitter
an ideal tool to both access and spread information.
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Microblogging is defined as “a form of blogging that lets you write brief text updates (usually
less than 200 characters) about your life on the go and send them to friends and interested
observers via text messaging, instant messaging (IM), email or the web.” (Allen, 1983).
Twitter was launched in 2006 (Java et al., 2007), and currently has over 330 million unique
users (Statista, 2017).
2.3 Social Media and Emergency Management
As social media has grown from an information sharing platform among friends and family,
to a prevalent source for news, the platforms can provide important information about emer-
gencies beyond the mass media. Emergency management deals with a wide range of events
that are unexpected and may affect many people, for example natural disasters and inten-
tional man-made events. Relevant to these events are the communication with the public.
When unexpected events occur, there is high demand of information from the public that
may be affected or are observing the event, in addition to the reporting mass media.
The subcommittee of Emergency Preparedness, Response, and Communications on Home-
land Security has posted a statement on “How social media and New Tech are Transforming
Preparedness, Response and Recovery” after a hearing in 2013 (Statement of Subcommitee
Chariman Susan W. Brooks, 2013). "We have heard numerous stories from Hurricane Sandy
and the Boston Bombings of how citizens used Facebook, Twitter and Instagram to relay in-
formation to first responders, communicate with loved ones, and request assistance when cell
phone services was unavailable.. We have also seen how response organizations are using
social media to quickly share public safety information and maintain direct communication
with disaster survivors during and after an incident."
With the emergence of the Web 2.0, social media became a key platform that allowed
people to interact and share information. Unlike traditional internet media, the Web 2.0
platform facilities not only the user’s ability to access information; but also, their ability
to comment on information already existing in the web sphere, and to publish or republish
information. Over the last few years, users of social media have played an increasing role
in the dissemination of emergency and disaster information (Kongthon et al., 2014). The
information currency of disaster response is increasingly text messages, images, short videos,
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blog posts, and web links — all encapsulated knowledge chunks. Social media’s strengths
are in supporting ad-hoc network formation bringing together various players with different
expertise and contexts, and providing some level of common ground between them (Yates
and Paquette, 2011).
Already, social media has played an increasing role as a center for information related to
emergencies and disasters, such as hurricanes (Muralidharan et al., 2011), earthquakes(Doan
et al., 2012, Earle et al., 2010, Sakaki et al., 2010) and floods (Denis et al., 2014, Kongthon
et al., 2014).
2.3.1 Emergency Management
Emergency management is a wide and large term that can be used in several contexts. In
this research, the focus is on emergency management in conjunction with disasters, both
natural and man-made.
Federal Emergency Management Agency (FEMA) is an agency within the US Department of
Security which is responsible for coordinating disasters. FEMA has the following definition
and principles for emergency management: (Fema, 2017).
Definition
Emergency management is the managerial function charged with creating the framework
within which communities reduce vulnerability to hazards and cope with disasters.
Vision
Emergency management seeks to promote safer, less vulnerable communities with the ca-
pacity to cope with hazards and disasters.
Mission
Emergency management protects communities by coordinating and integrating all activities
necessary to build, sustain, and improve the capability to mitigate against, prepare for,
respond to, and recover from threatened or actual natural disasters, acts of terrorism, or
other man-made disasters.
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2.4 Social Media Analysis
In recent years, academic and public interest in the possibility of using social media to ana-
lyze data from e.g. public opinions, business value, growing trends and crisis communication
increased. (Anstead and O’Loughlin, He et al., 2013, Muralidharan et al., 2011)
An analysis refers to breaking a whole into its separate components for individual exam-
ination. Data analysis is a process for obtaining raw data and converting it into information
useful for decision-making by users (Tukey, 1992).
Data analytics services are provided by several large data companies. In this research,
services from IBM Watson and Microsoft Azure have been used.
2.4.1 IBM Watson
IBMWatson is a cognitive computing technology with IBM (International Business Machines
Corporation). The combination of the following capabilities makes it possible to move from
reliance on structured, local data to unlock the world of global, unstructured data (High,
2012).
• Natural language processing helping to understand the complexities of unstruc-
tured data.
• Hypothesis generation and evaluation applying advanced analytics to weigh and
evaluate a panel of responses based on only relevant evidence.
• Dynamic Learning helping to improve learning based on outcomes to get smarter
with each iteration and interaction.
IBM Watson Discovery
IBM Watson Discovery Service is a cognitive search and content analytics engine, which
can be added to applications to identify patterns and trends (Watson, 2018). IBM Watson
Discovery have abilities to organize document and specific facts to identify correlations in
data, locations and geospatial coordinates. The service works with both structured and un-
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structured data (IBM, 2018).
IBM Watson Discovery gives an insight of the following concepts from the enriched data:
• Top Entities Extracts people, companies, organizations, cities, and more. Containing
the values of entities.text, entities.type, entities.relevance, entities.count
and entities.sentiment.score.
• General Sentiments Identifies the overall positive or negative sentiment of each docu-
ment. Containing the values of sentiment.document.score and sentiment.document.label
• Related Concepts Identifies general concepts that aren’t necessarily referenced
in the data. Containing the values concepts.text, concepts.relevance and
concepts.dbpedia.resource (linking the concept to dbpedia.com)
• Content hierarchy Classifies the data into a hierarchy of categories up to 5 levels
deep. Containing the values categories.label and categories.score (Range: 0.0-
1.0).
IBM Watson Discovery also connects entities and concepts to other DBpedia, which is a
crowd-sourced community effort to extract structured content from the information created
in various Wikimedia projects (DBpedia, 2018).
2.4.2 Microsoft Azure
Microsoft Azure is a set of cloud services within Microsoft for building, managing, and
deploying applications (Microsoft, 2018b).
Microsoft Azure Text Analytics
Microsoft Azure Text Analytics is a service within Microsoft, which provides APIs to detect
languages, analyze sentiments, extract key phrases and identify linked entities. The Text
Analytics API provides text analytics web services built with Microsoft machine learning
algorithms (Microsoft, 2018a).
Microsoft Azure Text Analytics API provides four types of analysis (Microsoft, 2018e).
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• Language Detection Detect which language the input text is written in and report
a single language code for every document submitted on the request. The language
code is paired with a score indicating the strength of the score.
• Sentiment Analysis This API returns a sentiment score between 0 and 1 for each
document, where 1 is the most positive.
• Key Phrase Extraction Automatically extract key phrases to quickly identify the
main points.
• Entity linking Identify well-known entities in the text and links it to more information
on the web.
2.4.3 Keyword Frequecy Script
The Keyword Frequecy Script Keyword is an own developed script for keyword frequency.
The script is programmed using JavaScript and Node.js, see section 2.5.4. The script reads
the given input file, using a function to split each word and put the words into an array (a
list), and then count each word that appears in the file. The predicates for the Keyword
Frequency Script is < three letters long and occurring over 300 times.
The reason for developing a Keyword Frequency Script is that keyword filtering has shown
in several other cases to be a simple, but effective way to filter tweets for discovering the
relevant topics (Doan et al., 2012, Lampos and Cristianini, OConnor and Smith, 2010).
2.5 Tools and Technologies
This section will present the different tools and technologies used in the research.
2.5.1 Hydrator
Hydrator is an open source application for hydrating datasets (the process of filling an object
with data) of tweet-ids (Hydrator, 2018).
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2.5.2 MongoDB
MongoDB is an document database that stores data in flexible JSON-like documents. It’s
free and open-source, published under the GNU Affero General Public License (MongoDB,
2018).
2.5.3 Trello
Trello is a tool for web-based project management, developed in 2011 by Fog Creek Software.
The tool has several uses, such as real estate management and software project management.
Trello uses the Kanban model for managing projects (Trello, 2018).
2.5.4 Technologies
JavaScript
JavaScript (often shortened to JS) is a lightweight, interpreted, object-oriented language
with first-class functions. JavaScript can be used as scripting language for web pages and
for developing web application (Mozilla, 2018).
Node.js
Node.js is an open-source, cross-platform JavaScript run-time environment that executes
JavaScript code server-side. Node is designed to build scalable network applications (Node.js,
2018).
JavaScript Object Notation (JSON):
JSON is a syntax for storing and exchanging data, written with JavaScript object notation
(W3Schools, 2018).
2.6 Social Media in Emergency Situations
This section will present a selection of related work that illustrate the different possibilities
related to social media, big data and emergency management.
The first section presents a type of solution, for the same purpose, but without using data
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harvesting and analysis. The last sections present theoretical studies in the same field as
this research.
2.6.1 Ushahidi
Ushahidi is a non-profit company that creates open-source software for gathering informa-
tion. Ushahidi was developed to map reports of violence in Kenya after the post-election
violence in 2008 (Ushahidi, 2018).
Figure 2.2 – Visualization of Ushahidi
Ushahidi uses data from social media, offering products for Crisis Response, that collect
reports from victims on the ground and field staff via SMS, email, web app, and Twitter
(Ushahidi, 2018).
2.6.2 Thai Flood
The article “The Role of Social Media During a Natural Disaster: A Case Study of the 2011
Thai Flood” (Kongthon et al., 2014) presents a case study exploring how Thai people used
social media such as Twitter to response to one of the country’s worst disasters in recent
history: The 2011 Thai Flood. This article gives a proof of the value of social media during
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an emergency.
The goal of the study was to determine whether analysis of the content of Twitter mes-
sages and characteristics of Twitter-users who tweeted during a crisis may yield information
that can then be used to improve disaster preparedness and response. By analyzing user-
generated messages it may be possible to assist local communities in obtaining up-to-date
information; emergency rescuers in providing assistance according the needs of the populace
in a timely manner or government agencies in analyzing and developing methods to use sim-
ilar information to better centralize, coordinate, manage and plan disaster relief both during
and after the event (Kongthon et al., 2014).
Findings: Since the flood reached part of the Bangkok Metropolitan area beginning in Oc-
tober 2011, the number of Twitter messages in Thailand increased significantly (Kongthon
et al., 2014).
Figure 2.3 – Thailand Twitter Messages Year 2011
Figure 2.3 shows the number of Thai Twitter messages during the year 2011. From
September to October 2011, the number of Twitter messages increased by 52%. The number
of messages continued to grow until November 2011 where it reached the maximum. This
may demonstrate that Thais were using Twitter to search for real time and practical informa-
tion that traditional media could not provide during the natural disaster period (Kongthon
et al., 2014).
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To understand what type of information was disseminated in the Twitter network during the
2011 Thai Flood, 175 551 Tweets (from 23.10.2011 - 17.12.2011) using the keyword #thai-
flood (Kongthon et al., 2014).
The Twitter messages were analyzed to determine what type of information was dissemi-
nated in the network. By using additional keyword analysis and rule based approach 64,852
tweets were automatically classified into 5 different categories: (Kongthon et al., 2014).
1. Situational announcements and alerts
2: Support announcements
3: Requests for assistance
4: Requests for Information
5: Other
Figure 2.4 – Thaiflood 2011, The Distribution of Five Tweet Categories
Figure 2.4 shows that the majority of the Tweets during the 2011 Thai Flood involved
situational announcements and alerts.
By retrieving up-to-date information, related government agencies could use it in combina-
tion with requests for assistance information to provide help to citizens in a timely manner
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For example, in one instance a Twitter user posted a message reporting the current water
level in a certain area. By searching our results, we located another message posted by an-
other Twitter user in the same area requesting medical supplies. With these two pieces of
information, the flood relief agency could assess whether watercraft would be the most effec-
tive way to deliver the medical supplies to the people in need. Citizens could also monitor
alerts and provide more detailed or accurate information to assist authorized agencies during
an emergency incident (Kongthon et al., 2014).
During the several flooding situations that occurred in Thailand in 2011, social media such
as Twitter has shown potential to be an effective tool for Thai citizens to obtain and dis-
seminate up-to-the-minute information. With its real-time enabled platform, Twitter allows
traditional journalists as well as citizen reporters to provide instant situation reports. The
result can clearly be useful in coordinating resources and efforts in preparing and planning
for disaster relief in the future. (Kongthon et al., 2014)
2.6.3 Tohoku Earthquake
The article “An Analysis of Twitter Messages in the 2011 Tohoku Earthquake” (Doan et al.,
2012) presents an analysis of 1.5 million Twitter messages (tweets) from the period 09.03.2011
- 31.05.2011, in order to track awareness and anxiety levels in the Tokyo metropolitan district
to the 2011 Tohoku Earthquake and subsequent tsunami and nuclear emergencies, happen-
ing between 11.03.2011 - 12.03.2011.
Within the stream of Twitter messages, three indicators of public response were studied:
1) Earthquake and tsunami
2) Radiation caused by the Fukushima Daiichi plant’s meltdown
3) Public anxiety.
The first two types of indicators are aimed at showing people’s awareness of the earthquake,
tsunami and radiation and the last indicators looks at how people in Tokyo are anxious
about these events (Doan et al., 2012).
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Figure 2.5 – Tweet numbers by dates in English and in Japanese
Figure 2.5 shows the number by dates during the event. The data indicates that Twitter
users would like to broadcast their experience immediately (Doan et al., 2012).
In the study, tweets were filtered by event keywords shown in figure 2.6.
Figure 2.6 – List of relevant keywords for the Earthquake and Tsunami, Radiation, and
Anxiety events
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Figure 2.7 – Keyword frequencies for the earthquake event over time for English and Japanese
tweets
The study shows that there is a sharp and sudden increase in the number of tweets imme-
diately during the events. It is unknown when the first public report about the earthquake
was in Tokyo, but the first tweet on the topic originating in Tokyo occurred at 05:48:08
UTC, 1 minute and 25 second right after the earthquake happened at the epicenter (Doan
et al., 2012).
In the study, tweets were filtered by event keywords (see figure 2.6). As an example, the
earthquake and tsunami keyword frequencies for both English and Japanese, are shown in
figure 2.7.
The study has shown high correlations between aggregated tweets and disaster during the
disaster. It appears that there is strong to potential for tracking both public information
and anxiety in resident populations affected by the disaster. Furthermore, the study shows
that Twitter data can be a useful resource in early warning surveillance systems as well as a
tool for analyzing public anxiety and needs during times of disaster.
2.6.4 Earthquake Shakes Twitter Users: Real-time Event
Detection by Social Sensors
The article “Earthquake Shakes Twitter Users: Real-time Event Detection by Social Sensors”
presents an investigation of the real-time nature of Twitter and proposes an event notifica-
tion system that monitors tweets and delivers notification promptly.
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To detect target events and useful information, a classifier of tweets based on features such
as the keywords in the tweet, the number of words and their context, applied by standard
stop-words elimination and stemming. Subsequently, a probabilistic spatiotemporal model
for targeting the event and find the center and the trajectory of the event location were
produced. Twitter users were considered as sensors and location estimation methods such as
Kalman filtering and particle filtering was used to estimate the locations of events (Sakaki
et al., 2010).
As a proof of concept, an earthquake reporting system application was constructed. The
earthquake reporting system, detecting earthquakes in Japan, proved high probability. 96%
of earthquakes of Japan Meteorological Agency (JMA) seismic intensity scale 3 or more was
detected merely by monitoring tweets. The reporting system detected earthquakes promptly
and sends an e-mail to registered users. These notification is proven to delivered much faster




This chapter will present the method used in this research that concerns data gathering,
analysis and results.
As presented in 1.4 this study is conducted as a case study.
3.1 Case Study
Case studies focus on one instance of something that is to be investigated. The case is
comprehensively studied, typically using data generation methods such as interviews, obser-
vation, document analysis, and questionnaires (Oates, 2006).
In general, case studies are the preferred strategy when how or why questions are being posed,
when the investigator has little control over events and when the focus is on a contemporary
phenomenon within some real-life context (Yin, 2008).
Case studies aim to gather rich and detailed information about the specific case, its pro-
cess, and relationships. By gathering rich data about the specific case, the researcher can
explain how and why certain outcomes occur in given situations. This allows the researcher
to retain a holistic and real-world perspective of specific case in both small group behaviour
and on organizational level (Yin, 2008).
The reason for conducting a case study is due to the lack of a clear theory of the research.
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The study is an explanatory case study, which will be further described in this chapter. The
case study will attempt to answer the research questions presented in 1.3.
3.1.1 The Paris Attacks, 2015
For this single-case study, the terrorism attack in Paris 2015 was analyzed. The attacks were
the deadliest in the European Union since the Madrid train bombings in 2005 (Jon Henley,
2015). The analysis was aimed at understanding the social media capabilities; how Twitter
was used during the attacks and if data from social media can be used further. By doing
this study, I could be able to identify how data from social media can be used in emergency
management.
The Paris attacks, November 2015
Friday, November 13, 2015. A series of coordinated terrorist attacks occurred in Paris,
France. Beginning at 21:30, three suicide bombers struck outside the Stade de France, during
a football match. This was followed by several mass shootings and a suicide bombing, at
cafés and restaurants. The terrorists took hostages and carried out another mass shooting
at an Eagles of Death Metal concert in Bataclan Theatre. The attackers were shot or blew
themselves up when the police raided the theatre. The attackers killed 130 people, including
89 at the Bataclan theatre. Another 413 people were injured, almost 100 seriously (BBC,
2015c, Hirsch, 2015).
As news of multiple attacks in Paris broke on Friday night, social media was the place where
millions of people around the world first heard about it. Eyewitnesses logged onto their social
networks to warn others about what was happening. It was an instinctive human reaction
to tell others about the violence. Each word, image and video posted to sites like Twitter,
Facebook and Instagram tell their own story (BBC, 2015b).
3.1.2 Designing a Case Study
There are four types of design for case studies: (Yin, 2008)
1. Single-case (holistic) design
2. Single-case (embedded) design
3. Multiple-case (holistic) design
4. Multiple-case (embedded) design
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Figure 3.1 – Basic Types of Designs for Case Studies
Figure 3.1 from (Yin, 2008) - COSMOS Corporation.
Holistic case study design The case study examined only the global nature of an orga-
nization or a program. The holistic design is advantageous when no logical subunits can be
identified or when the relevant theory underlying the case study is itself of a holistic nature
(Yin, 2008).
Embedded case study design The same study may involve more than one unit of analy-
sis. This occurs when, within a single case, attention is also given to a subunit or subunits
(Yin, 2008).
Single-case vs. Multiple-case design A single-case study is analogous to a single ex-
periment, and many of the same conditions that justify a single experiment also justify a
single-case study. On the other hand, multiple-case design should serve in a manner similar
to multiple experiments, with similar results. Any use of a multiple-case design should follow
a replication.
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In addition, this research is an exploratory case study. “The exploratory case study investi-
gates distinct phenomena characterized by a lack of detailed preliminary research, especially
formulated hypotheses that can be tested, and/or by a specific research environment that
limits the choice of methodology” (Streb, 2010). According to Yin, the exploratory case
studies is used to define the necessary questions and hypotheses for developing consecutive
studies (Yin, 2008).
Research design: A single exploratory case (holistic) design
This research is a single exploratory case study, with a holistic case study design. The study
examines only the global nature of one event, including one analyze unit.
The exploratory case study is relevant for this thesis because of the limitations in terms
of data access and the restrictive research environment in terms of the analyzed phenomenon.
According to Yin (Yin, 2008), single cases are common design for doing case studies and
are eminently justifiable under certain conditions - where the case represents the following:
(a) a critical test of existing theory,
(b) a rare or unique circumstances,
(c) a representative or typical case,
(d) where a case serves a revelatory, or
(e) where a case serves a longitudinal purpose.
The research can be identified with several of the conditions above and are therefore justified
as a case study.
A critical test of existing theory The theory has specified a clear set of proportions
as well as the circumstances within which the proportions are believed to be true.
This research can be used to determine whether a theory’s proportions are correct or whether
some alternative set of explanations might be more relevant, in this case, if it’s possible to
use data from social media to detect, coordinate and provide information in emergency man-
agement.
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A rare or a unique case The case represent an extreme case or a unique case.
The analyzed data in the case is rare, in terms of a unique event. The case on the other
hand, analyzing data from social media, is not a rare or unique case.
A representative or typical case The objective is to capture the circumstances and
conditions of an everyday or commonplace situation. The case study may represent a typ-
ical project among many different projects, a manufacturing firm believed to be typical of
many other manufacturing firms in the same industry.
The research represents the circumstances and conditions of an everyday situation - hu-
man behaviour on social media. In addition, it is a project among many different projects
on social media analysis. The lessons learned from this research is assumed to be informative
about the experiences of the average person.
A revelatory case This situation exists when an investigator has an opportunity to observe
and analyze a phenomenon previously inaccessible to social science inquiry.
The research is observing and analyzing a phenomenon which previously may have been
inaccessible to social science inquiry, in terms of the data collection, harvesting and analysis.
A longitudinal case Studying the same single case at two or more different points in
time. The theory of interest would likely specify how certain conditions change over time,
and the desired time intervals would presumably reflect the anticipated stages at which the
changes should reveal themselves.
This research will not be studied at more different points in time and do therefore not
meet this condition now, but nothing prevents it from happening at a later time.
3.2 Research Approach
The case study research has been done according to Yin’s model (figure 3.2) of how to
conduct the case study method (Yin, 2008).
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Figure 3.2 – Yin’s Case Study Method
3.2.1 Plan
The planning phase was spent identifying research questions and other rationales for doing
the case study, in addition to plan for conducting the design, collecting data and the analysis.
At an early phase the decision to use the case study method compared to other methods
was made. Case studies are the preferred method when (a) how or why questions are being
posed, (b) the researcher has little control over events, and (c) the focus is on contemporary
phenomenon within a real-life context (Yin, 2008).
The research has the following outcomes to the above points:
(a) RQ1: How can big data from social media be used in emergency management? RQ2:
How can existing analysis services be useful for emergency management?
(b) The data gathered for this analysis is open data from social media during an emergency
situation. The study is involving data from millions of people and there is no control over
the data.
(c) A contemporary phenomenon, using Twitter as a communication tool in and for emer-
gency management, in a real-life context.
3.2.2 Design
The research design is an action plan for getting from here to there, where here may be
defined as the initial set of questions to be answered, and there is some set of conclusions
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(answers) about these questions. Another way of thinking about research design is as a
blueprint of research, dealing with at least four problems: what questions to study, what data
are relevant, what data to collect and how to analyze the results (Yin, 2008).
According to Yin(Yin, 2008), there are five components of a research design that are es-
pecially important:
1. a study’s questions,
2. its propositions, if any,
3. its unit(s) of analysis,
4. the logic linking the data to the propositions; and
5. the criteria for interpreting the findings.
Study Questions The study questions provides an important clue regarding the most
relevant research method to be used. To answer the study’s question, one should choose a
method that will answer the right questions, often in terms of who, what, where, how and
why (Yin, 2008), such as the research questions described in the introduction, section 1.2.
Study Propositions Each proposition in the study directs attention to something that
is to be examined within the scope of the study. However, why and how questions may not
sufficiently point to what the study is about (Yin, 2008). The thesis proposes ideas and
possibilities for how to use data from social media during emergency management.
Unit of analysis Defining what the actual case is by studying the questions and pro-
portions to identify the relevant information to be collected. Yin points out the importance
of determining the scope of the data collection and, in particular, how you will distinguish
data about the subject of your case study (the phenomenon) from data external to the case
(the context) (Yin, 2008).
The case examined in this research is a single-case study of social media during an emer-
gency situation. The study examines only one event from social media during one specific
emergency situation - the Twitter feed during the Paris attacks. Other social media or emer-
gency situations are not included in the scope of the research. Furthermore, the research
only addresses the people who used the specific hashtags chosen for this analysis.
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Linking the data to the propositions The process of linking the data from the case
is depending on how the data is linked to the propositions in the way of pattern matching,
explanation building, time-series analysis, logic models and cross-case synthesis. According
to Yin, the analysis requires the investigator to combine and assemble the data as a direct
reflection of the study propositions (Yin, 2008).
The data collected underlines the study propositions in form of ideas and possibilities. As
this is a big data research the amount of data analyzed may be deciding if this is a full-fledged
analysis.
Criteria for interpreting the findings A major and important alternative strategy is
to identify and address rival explanations for your findings. At the design stage, the chal-
lenge is to anticipate and enumerate the important rivals, so the investigator will include
information about them as a part of the data collection. It is important to think of this
before the data collection has been completed, so it becomes a part of the study’s results,
and not a part of a further study (Yin, 2008).
In the initial phases of this research, the plan and design were more flexible. This allowed
me to investigate and explore areas that were not part of the initial research problem, but
seemed interesting to examine.
Quality of Research Design
A research design is supposed to represent a logical set of statements and therefore, the
quality of any given design can be judged according to certain logical tests. Four tests have






Figure 3.3 – Yin’s Case Study Tactics for Four Design Tests
Figure 3.3 from (Yin, 2008).
Construct Validity refers to identifying the correct operational measures for the concepts
being studied. The researcher needs to cover two steps, in order to meet the test of construct
validity (Yin, 2008).
1. Define neighbourhood change in terms of specific concepts (and relate them to the original
objectives of the study)
2. Identify operational measures that match the concepts (preferably by citing published
studies that make the same matches)
Internal Validity is mainly a concern for explanatory case studies, when an investiga-
tor is trying to explain how and why event x led to event y. If the investigator incorrectly
concludes that there is a casual relationship between x and y without knowing that some
third factor z may actually have caused y, the research design has failed to deal with some
threat to internal validity. Second, the concern over internal validity extends to the problem
of making inferences. A case study involves with an inference every time an event cannot be
directly observed. The research design needs to consider rival explanations, and analyze the
evidence’s convergence and degree of truth in order to explain the accuracy of the interfer-
ence (Yin, 2008).
External Validity deals with defining the domian to which a study’s findings are gen-
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eralizable beyond the immediate case study. Critics typically state that single cases offer a
poor basis for generalizing. According to Yin, a theory must be tested by replicating the
findings in a second or even a third case, where the theory has specified that the same results
should occur. Once such direct replications have been made, the results might be accepted
as providing strong support for that theory (Yin, 2008).
Reliability demonstrating that the operations of a study - such as the data collection
procedures - can be repeated, with the same results. This means, if a later investigator
would follow the same strategy, and conduct the same study, the later investigator should
arrive at the same findings and conclusions. According to Yin, one prerequisite for allowing
this other investigator to repeat an earlier case study is the need to document the procedures
followed in the earlier case (Yin, 2008).
The quality of the study’s research design will be discussed in section 5.4.1.
3.2.3 Prepare
The preparation of a case study is a complex task which considers challenge such as, gaining
approval for the study. The following steps should be included in a formal part of any case
study preparation (Yin, 2008).
1. Desired skills
2. Training for a specific case
3. Develop a protocol for the case study
4. Screening candidate cases
5. Conduct a pilot case study
Desired skills Case study research is a demanding task that requires a large set of skills.
Yin presents a list of commonly required skills representing a good investigator: be able to
ask good questions, be a good listener, be adaptive and flexible, have a firm grasp of the issues
being studied, and be unbiased by preconceived notions.
The skills required to conduct the study are representing the knowledge I have obtained
through several years of study - in conclusion with a master’s degree. In preparation to this
study, reading the book Case Study Research: Design and Methods Applied Social Research
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Methods by Yin Roberts, (Yin, 2008), was helpful to obtain insight and knowledge of the
case study as a research method.
Training for a specific case The goal of training for a specific case is to understand:
1. Why the study is being done, 2. What evidence is being sought, 3. What variations
can be anticipated (and what should be done if such variations occur), and 4. What would
constitute supportive or contrary evidence for any given proposition (Yin, 2008).
By using analysis services, I have had the opportunity to perform several tests before the
final analysis, which has given me lots of training and learning for the purpose. Furthermore,
the plan was to do a big data analysis, but due to the limitations of technological tool, the
dataset had to be minimized. By using well-developed computer software, in form of analysis
services, there are few variations occurring.
Develop a protocol for the case study A case study protocol is a document describing
the case which is to be studied and should include the following sections:
1. An overview of the case study project (project objectives, case study issues, and rel-
evant readings about the topic being investigated)
2. Field procedures (presentation of credentials, access to the case study sites, language
pertaining to the protection of human subjects, sources of data, and procedural reminders)
3. Case study questions (the specific questions that the case study investigator must keep
in mind collection data, table shells for specific arrays for data, and the potential sources of
information answering these questions)
4. A guide for the case study report (outline, format for the data, use and presentation of
other documents, and bibliographical information) (Yin, 2008).
The case study protocol used for this research was a project which was a part of a sub-
ject in the master’s degree. The project was gradually transferred and rephrased into this
thesis.
Screening candidate cases The goal of the screening procedure is to be sure that all
the final cases are identified, prior to the formal data collection (Yin, 2008).
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In the exploratory initial phase, lots of observation and research gave good indications of
which type of event and dataset that would fit and was desired in this research. Further, the
screening procedure included searching for a suitable, available and free dataset from this
specific type of event.
Conduct a pilot case study A pilot case study is a test of the case study, which helps the
investigator refine the data collection plans with respect to both the conducted data and the
procedures to be followed (Yin, 2008).
A pilot case study was not conducted because of the limited time frame available for this
research. On the other hand, this research concerns a data analysis where the dataset is
stored in such a way that it allows changes along the way. In addition, the analysis services
used makes it possible to do both analysis and testing several times before the final case
study.
3.2.4 Collect
The data was collected from Scholars Portal Dataverse (Ruest, 2017) and published with a
CC BY 2.0 CA License (Commons, 2018). The dataset contains user-ids (also called tweet-
id) to posts published on Twitter during the terrorist attack in Paris 2015, with the following
hashtags: #Paris, #Bataclan, #Parisattacks and #Porteuverte.
The data was collected in September 2017.
3.2.5 Analyze
There is no recipe for analyzing data derived for case studies. The analysis of case study
evidence is one of the least developed aspects of doing case studies (Yin, 2008). Yin suggests
four general strategies for analyzing a case study:
• Relying on theoretical proportions
• Working the data from the ground up
• Developing a case with description
• Examining plausible rival explanations
The study proportions formed the case study and helped lay the theoretical basis for the
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case study analysis. According to Yin, this strategy reflects the case’s research questions,
reviews of the literature, and new hypothesis or propositions (Yin, 2008).
Working with the data from the ground up is an inductive strategy which can occur by
playing with the data. This strategy is useful for investigating and exploring the data. Ac-
cording to Yin, this strategy can be the start of an analytic path, leading the researcher
towards possible unexplored areas of the data (Yin, 2008).
Developing a case description aims to organize the case study according to some descriptive
framework.
Examining plausible rival explanations is a strategy that can be combined with the three
previously mentioned strategies. The typical hypothesis is an evaluation that the observed
outcomes are the result of a planned intervention. The simple or direct rival explanation
would be that observed outcomes were in fact the result of some other influence besides
the planned intervention and that the investment of resources into the intervention may not
actually have been needed (Yin, 2008).
The data analysis in this research is a proof of concept of an ongoing emergency, exem-
plified by the data from Twitter during the Paris attacks in 2015.
The Process of Data Analysis
In a data analysis, there are several phases that can be distinguished. The phases are it-
erative, in that feedback from later phases may result in additional work in earlier phases
(Schutt and O’Neil, 2013). The phases used in this data analysis will now be described.
Data Requirements Data is necessary as inputs to the analysis. Which data is speci-
fied based upon the requirements of those directing the analysis (Schutt and O’Neil, 2013).
Data Collection The data is collected from the choosen source(s) (Schutt and O’Neil,
2013).
Data Processing Data initially obtained must be processed or organised before the analysis
(Schutt and O’Neil, 2013).
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Data Cleaning Once the data is processed and organised, the data may be incomplete,
contain duplicates, or contain errors. Data cleaning is the process of preventing and correct-
ing these errors. (Schutt and O’Neil, 2013).
Exploratory Data Analysis Once the data is cleaned, it can be analyzed. Several tech-
niques can be used to understand the messages in the data. The process of exploration may
result in additional data cleaning or additional requests for data, so these activities may be
iterative (Schutt and O’Neil, 2013).
Iterations
The analysis was split up into iterations, as both the collected data and the analysis services
required a preprocessing phase, see section 4.4. The web-based project management tool
Trello was used for the used to visualize the work flow (Trello, 2018).
3.2.6 Share
The case study is written in a linear-analytic structure, meaning the sequence of subtopics
starts with the issue being studied, followed by literature, methods, data analysis, discussion
and findings, ending with a conclusion (Yin, 2008).
Potential Audience
Case studies have more potential audiences than other types of research. Each audience has
a different need, and no report will satisfy all audiences to the full extent (Yin, 2008). This
thesis is divided into several sections, with a different degree of explanations and theoretical
levels, to serve the different audiences.
3.3 Research Ethics
The research in this thesis is including open data from Twitter.
Twitter is public and all tweets are immediately viewable and searchable. Twitter’s pri-
vacy policy declares that the responsibility for tweets and other information provided on
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Twitter lies with the user (Twitter, 2018c). Twitter has both a Developer Policy and a De-
veloper Agreement, which have been used as guidelines in this (Twitter, 2018a).
The data presented in the thesis is seperated from the Twitter user accounts to such an
extent that no persons can be identified by the information presented in the thesis. The
separation process was done in parallel with the structuring of the data.
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Chapter 4
Data analysis of Twitter
This chapter will present the preparatory work concerning the collection, storing and filter-
ing, in addition to the result of the data analysis.
The data analysis in this research is a proof of concept of an ongoing emergency, exem-
plified by the data from Twitter during the Paris attacks in 2015.
4.1 Preparation
Dataset
The collected data, see section 3.2.4, contained tweet-IDs to posts published on Twitter dur-
ing the terrorist attack in Paris 2015. Twitter’s Terms of Service (Twitter, 2017) does not
allow full datasets of tweets to be distributed to third parties.
If you provide Content to third parties, including downloadable datasets of Content or an
API that returns Content, you will only distribute or allow download of Tweet IDs and/or
User IDs (Twitter, 2017).
As the dataset contained raw data obtained directly from Twitter, the gathered tweets were
written in many different languages. In this research, it is decided to focus on English tweets




The services used in this analysis, IBM Watson Discovery and Microsoft Azure Text Ana-
lytics are services which requires a paying user account. The accounts used in this analysis
is provided by the University of Bergen and is a IBM Watson Lite account and Microsoft
Azure Student account.
Overview of IBM Cloud Lite
• Up to 2,000 concurrent documents per month.
• 200 MB.
• Up to 2 Collections.
• Up to 1 Custom Model.
• 500 Element Classification pages per month
• 500 query expansions with 1,000 total terms
In addition, IBM Watson Discovery requires one language only to be specified prior to the
analysis. Overview of Microsoft Azure Student
• Maximum size of a single document: 5,000 characters
• 1 MB
• Maximum number of documents in a request: 1000 documents
In addition, Microsoft Azure only supports a selection of languages (Microsoft, 2018d).
4.2 Collection
A hydration tool named Hydrator was used to collect the full database, see section 2.5.1.
Hydration means getting the complete details (i.e. fields) of a tweet, using the status/lookup
REST API call. Twitter limits users to 900 API requests every 15 minutes (360,000 tweets
/ hour) (Twitter, 2018b).
1 900 requests * 100 tweets = 90 000 tweets /15 minutes
2 = 360 000 tweets/hour
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There are a few limitations using a hydration tool: (Twitter, 2018b).
• The order of Tweet IDs may not match the order of Tweets in the returned array
• You must be following a protected user to be able to see their most recent Tweets. If
you don’t follow a protected user their status will be removed.
• If a requested Tweet is unknown or deleted, then that Tweet will not be returned in the
results list, unless the map parameter is set to true, in which case it will be returned
with a value of null
The data collection was done in the period 29. September 2017 - 10. October 2017. The
full hydrated data collection resulted in the file parisattacks.json, which is a 61GB file of
line-oriented JSON.
The dataset contained approximately 15 million tweet-IDs, but due to data loss, the hy-
drated version included in total 10,854,988 tweets.
There are other solutions and tools to do this process, e.g Twarc (GitHub, 2018). Hydrator
was chosen based on the recommendation of the dataset owner, Nick Ruest.
4.3 Storage
MongoDB, described in section 2.5.2, was used to store the dataset.
As the dataset contained around 80 attributes for each tweet, see appendix A.1, it was
necessary to structure the datasets in a database so the correct information could be re-
trieved using queries.
The reason for choosing MongoDB for the database among many other alternatives is first
and foremost previous experience of using the tool and furthermore, the MongoDB database
is free and simple to use.
The database was structured using queries to make a new database, containing only the
field: text, which contains the published post with the text from the tweet.
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1 mongod --dbpath =[path to where you want to store the database]
Start the database and chose path for storing the database.
1 mongoimport --db parisattacks --collection tweets --file parisattacks.json
Importing the parisattacks.json to MongoDB:
1 1. mongo
2
3 2. use paris -attacks
4
5 3. db.tweets.find ({})
6
7 4. db.tweets.find({}, {"text": 1, "_id": 0}).pretty ()
1: Starting the database
2: Chose which database to use
3: Find all fields for all tweets in the collection: tweets
4: Find the field: text only in the collection: tweets. Excluding the field: _id,
which is by default added by MongoDB. Using pretty() to display the results in a formatted
way.
1 mongoexport --db paris -attacks --collection tweets --out
↪→ text -paris -attacks.json -f "text"
Saving the queried database (containing only the field: text) to a new file: text-paris-attacks.JSON
1 db.tweets.find({}, {"text": 1, "_id": 0}).limit (10000).pretty ();
As a result of the capacity limitations in the services, described in 4.1, a new file with 10,000
tweets, 10000tweets.json, were made from the original text-paris-attacks.json.
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4.4 Preprocessing
Prior to the analysis, it was necessary to make several changes to the data set, in form of
filtering languages and handling file formats, in addition to preparing the analysis services
for receiving the data.
A script was made prior to the analysis to handle both the issue with several languages
in the dataset and the different input requirements for the services.
Language filtering
The Microsoft Azure Text Analytics service language detection, further described in 2.4.2,
was used to detect which languages occurred the most in the dataset. The analysis was done
by reading the file 10000tweets.json.
1 {
2 "documents ": [
3 {
4 "id": "1",
5 "detectedLanguages ": [
6 {
7 "name": "French",







15 "detectedLanguages ": [
16 {
17 "name": "English",







24 "errors ": []
25 }
This language detection analysis shows that the main languages in the data collection are
English and French. Due to the Microsoft Azure Text Analytics limitations, see section
4.1, only 5000 characters with text from the tweets are analyzed, therefore, there is a high
probability that other languages occur in the dataset as well.
Input Requirements
IBM Watson Discovery
IBM Watson Discovery provides an intuitive interface and requires retrieving the data from
files, one by one.
Microsoft Azure Text Analytics
Microsoft Azure Text Analytics provides only an API for the text analytics services, which
means there is no interface or GUI to interact with. The API only offer input reading by
manually writing content into the API. Because of this, a file reading method had to be
implemented.
Microsoft Azure supports several different programming languages and in this analysis the
programming technologies JavaScript and Node.js, see section 2.5.4, were used to do neces-
sary changes to the API and for handling the process of reading data and printing the results.
Microsoft Azure requires to retrieve the data by one file of maximum 5000 characters or
1000 different document files.
Keyword Frequency Script
The Keyword Frequency script reads the data as one file.
Script
The script is written in JavaScript, see section 2.5.4. For the complete script, see appendix,
section A.2.
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The language filtering is based on a stop-word list, constructed to filter the top 20 most
used words in the French language: être, avior, je, de, ne, pas, le, la, tu, vous, il, et, à, un,
ĺ, qui, aller, les, en, ça (Daily, 2018). A stop-word list filter has proven to be effective in
several other cases (Li et al., 2001, Sakaki et al., 2010, Yao and Ze-wen, 2011).
Description of the script
1. Reads the file
2. Use a filtering method based on a stop-word list, to filter the top words in French.
3. IBM Watson Discovery: Separate each tweet, to one tweet per file, from 0-N.json
3: Microsoft Azure Text Analytics: Separate each tweet, to one tweet per file, from 0-N.json.
Save the filtered tweets to one file, filteredTweets.json
3: Keyword Frequency: Save the filtered tweets to one file, filteredTweets.json
Other services, such as both IBM Watson and Microsoft Azure, provides services for lan-
guage filtering or translation, but because of the limitations of services in the accounts, the
priority for these services was to analyze the dataset. In addition, there was no need for a
language translation, since the amount of English tweets already exceeded the limitations
concerning the number of tweets possible to analyze.
4.5 IBM Watson Discovery
IBM Watson Discovery is an application in the IBM Watson technology, described in section
2.4.1.
The IBM Watson Discovery service have some requirements for handling the dataset.
• One language only
Before creating a new data collection for analysis, the language of the documents must
be specified. If the document doesn’t fit the specified language, an error occurs.
• Retrieving files one by one




The dataset was analyzed using the IBM Watson Discovery. 1,836 documents were analyzed.
The current analysis was created on 15.04.18.
The analysis is divided into four categories, which are described in section 2.4.1.
Top Enitities
enriched_text.entities.text #Paris (1,355), paris (946), #paris (176), #bataclan (110),
#fusillade (98), CNN, #Breaking.
enriched_text.entities.type Hashtag (1,795), twitterhandle (1,335), Location (1,072),
Company (215), Facility (155), Person (151), Organization (40)
enriched_text.entities.disambiguation.name Paris (104), CNN (88), Reuters (56),
Stade de France (34), Bataclan (theatre) (17)
General Sentiments
8% positive, 42% neutral and 50% negative documents.
enriched_text.sentiment.label negative (911), neutral (769), positive (156)
Related Concepts
enriched_text.concept.text YouTube (61), Charlie Hebdo (55), France (47), Report (46),
Terrorism( 44), Hostage (43), Harshad number (27), 1 Night in Paris (26).
Related Concepts can be linked to DBpedia resources.
enriched_text.concepts.text and enriched_text.concepts.dbpedia_resource
Report (46): http://dbpedia.org/resource/Report (46) and http://dbpedia.org/resource/Hostage (1).
enriched_text.concepts.text and enriched_text.concepts.dbpedia_resource
Terrorism (44): http://dbpedia.org/resource/Terrorism (44) http://dbpedia.org/resource/Hostage
(3) http://dbpedia.org/resource/Acts_of_the_Apostles (2) http://dbpedia.org/resource/Court




Hostage (43): http://dbpedia.org/resource/Hostage (43) http://dbpedia.org/resource/Suicide_methods
(5) http://dbpedia.org/resource/Terrorism (3) http://dbpedia.org/resource/Death (1)
http://dbpedia.org/resource/Report (1)
Content Hierarchy
enriched_text.categories.label /travel/tourist destinations/france (1,155), /news (331),
/law, govt and politics/law enforcement/police (279), /society/unrest and war (133),
/news/international news (127), /art and entertainment/shows and events/concert (122),
/health and fitness/disorders/mental disorder/panic and anxiety (115).
4.6 Microsoft Azure Text Analytics
Microsoft Azure Text Analytics is an application within Microsoft Azure, described in sec-
tion 2.4.2.
As a result of the limitations of the Microsoft Azure Student account and the API re-
quirements, a few changes had to be made to the Microsoft Azure Text Analytics API.
• Editing the format of IDs in the dataset to fit the API.
• Read maximum 5000 characters from the field: text only, because of the limita-
tions.
An attempt to do the analysis by splitting each tweet into one file per tweet was made, due
to Microsoft Azure Text Analytics’ limitations. However, by analyzing 1000 different files,
the documents are not analyzed as one unit, but as 1000 different units, which did not give
any value for this analysis.
4.6.1 Analysis
The dataset was analyzed using the Microsoft Azure Text Analytics API. One document with
5000 characters of text from the tweets were analyzed. The current analysis was created at
12.05.18. The analysis is divided into four categories, which are described in section 2.4.2.
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Language Detection
The Language Detection returns the language code with a score indicating the strength of
the score.
1 "documents ": [
2 {
3 "id": "1",
4 "detectedLanguages ": [
5 {
6 "name": "English",






13 "errors ": []
Sentiment Analysis
The Sentiment Analysis returns a sentiment score between 0 and 1 for each document,
where 1 is the most positive.
An error occurred in the analysis, which truncated the input to the first 100 tokens.
1 {
2 "documents ": [
3 {




8 "errors ": [
9 {
10 "id": "1",






The Key Phrase Extraction extract key phrases to identify the main points. The key
phrases which occurred most are presented here:
“Paris explosions”, “Paris attacks”, “Bataclan concert hall”, “innocent people”,
“hostage situations”, “SPECIAL REPORT”, “French police report gunfire”, “Automatic
gunfire”, “terror attacks”, “hostages”, “shootings”, “biggest terrorist attack”,
“thoughts”, “shooting incident”, “prayers”, “fucking sick”, “StadedeFrance”,
“ParisAttacks”, “horrifying images”, “soccer match”, “L’explosion”, “war zone”,
“PrayForParis”, “terrorism”
See appendix, section A.3.2, for the full result.
Entity Linking
The Entity Linking identifies well-known entities in the text and links the entities to more
information on the web. A relevant selection is presented here:
name: Place de la République
matches: “place de la République”
wikipediaId: “Place de la République”
wikipediaURL: https://en.wikipedia.org/wiki/Place_de_la_République
name: Bataclan (theatre)
matches: “Bataclan concert hall”, “Bataclan Concert Hall”, “Bataclan Concert Hall”, “Bata-
clan Concert Hall”, “Bataclan Concert Hall”, “le Bataclan”
wikipediaId: “Bataclan (theatre)”
wikipediaURL: https://en.wikipedia.org/wiki/Bataclan_(theatre)
name: November 2015 Paris attacks"
matches: “attacks in Paris”, “Paris #Shootings”, “Paris #shooting”
wikipediaId: “November 2015 Paris attacks”
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wikipediaURL: https://en.wikipedia.org/wiki/November_2015_Paris_attacks
See appendix, section A.3.1, for the full result.
4.7 Keyword Frequency Script
Keyword Frequency Script is a own developed script for keyword frequency, described in
2.4.3.
The script is developed using JavaScript and Node.js, described in section 2.5.4). The
predicate for occurring words are < three letters long and occurring over 300 times. See
appendix, section A.4, for the complete script.
4.7.1 Analysis
The result of the Keyword Frequency Script listed with the keyword and the number of times
the keyword has occured.






















This chapter will present a discussion of the research question, exemplified by the data
analysis of the Paris attacks, in addition to the analysis services, techniques and results.
Further, the different working methods and methodologies that were utilized in the research
will be discussed.
5.1 Analysis Result
The research questions for this thesis aims to explore how data from social media could be
used for emergency management.
The data in this analysis is collected from Twitter, containing some of the most used hash-
tags during the Paris attacks: #Paris, #Bataclan, #Parisattacks and #Porteuverte. The
data analysis in this research is therefore directly linked to the event of the Paris attacks.
In case of an unexpected ongoing event, the data connected to the event will just be a small
part of a large amounts of unstructured data. The data would not have been filtered on
hashtags or any other preparations made in this analysis, such as languages.
For the question regarding detection of the event, the direct linking between the data and
the event will have an effect. All the tweets analyzed is associated with the incident and the
event is therefore, in this case, already detected. In the analysis I will look at detecting in
terms of what has been discovered. The linking between the data and the event is not as
relevant for the research questions regarding what kind of information the data provides, as
52
a detected and known event can continue to provide new information.
RQ1: How can Big Data from social media be used in
emergency management?
The first question is, How early can an ongoing emergency situation be detected?
Related work, presented in section 2.6, shows that there is often a sharp and sudden in-
crease on social media immediately after emergency events. In the article “An Analysis of
Twitter Messages in the 2011 Tohoku Earthquake” it was revealed that the first tweet about
the disaster were 1 minute and 25 seconds after the earthquake happened at the epicenter
(Doan et al., 2012). In previous research, it is clearly proven that people use social media
to communicate and publish information when an emergency situations occurs (Denis et al.,
2014, Doan et al., 2012, Earle et al., 2010, Kongthon et al., 2014, Muralidharan et al., 2011,
Sakaki et al., 2010).
The first report from the terrorist attack in Paris, the explosions near Stade de France
where the international football game between France and Germany took place, was around
9.20PM. At 9.19PM, a German Twitter user, who was watching the football match, wrote
about the explosions. He was asking the German national football teams twitter account
if there had been an explosion or if it was harmless “Explosion in the Stade de France?
Was it a bomb or was it harmless? Explosion today here in France, in the stadium”. Sev-
eral other Twitter users published continuous live updates, including location information
and pictures, during the entire attack (BBC, 2015b). During the Paris attacks, the hashtag
#fusillade went from zero to 36,000 tweets in few minutes, by 23.00, the hashtag had reached
3,9 million tweets. The hashtag #parisattacks, which seem to be used to follow information,
went from zero to 1,9 million tweets in five hours (Trajkovic, 2015).
As 500 million tweets are sent every day (Stats, 2018), it can be difficult to detect an event
just by watching the Twitter flow. The article “Earthquake Shakes Twitter Users: Real-time
Event Detection by Social Sensors” presented in section 2.6, shows that via a classifier of
tweets, based on features such as keywords in the tweets, the number of words and their
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context, it is possible to both target events and get useful information (Sakaki et al., 2010).
I will give an answer to these questions based on the analysis results later in this section.
Second question, Can the analysis result provide important information for emer-
gency management and rescuers?
As the mentioned article “Earthquake Shakes Twitter Users: Real-time Event Detection
by Social Sensors” proved, useful information from social media can be detected by using
criteria for the data (Sakaki et al., 2010). As described in the theory, section 2.3.1, emer-
gency managements mission is to protects communities by coordinating and integrating all
activities necessary to build, sustain, and improve the capability to mitigate against, prepare
for, respond to, and recover from threatened or actual natural disasters, acts of terrorism,
or other man-made disasters. The useful information in this thesis is in context with this
mission.
During the Paris attacks, Twitter quickly turned into a message board on Friday night
with information to help people in Paris get to safety. The hashtag #PorteOuverte — “open
door” — became a vehicle for offering shelter to those in Paris who needed it. The hashtag
reached one million tweets in 10 hours. The hashtag #RechercheParis, which was accompa-
nied with descriptions of loved ones and requests for information, and used to share news
when someone who had been sought was found alive, reached a million tweets within 24
hours (Goel and Ember, 2015). Social media turned into the world’s primary source for
responding to the terror, pleading for rescue from gunmen murdering people in the Bataclan
theater, documenting pandemonium on the capital’s streets and hunting for loved ones lost
in the chaos of the shootings. A man trapped in the Bataclan theater described the carnage
on Facebook, calling for help and urging police to storm the venue (Kayali and O’Rourke-
Potocki, 2015).
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Figure 5.1 – Message published on social media during the Paris attacks
“I am still at the Bataclan. First floor. Heavily wounded. May they launch the attack as
soon as possible. There are survivors inside. They are killing everyone. One by one. Quickly,
to the first floor!” (Kayali and O’Rourke-Potocki, 2015).
Figure 5.2 – Message published on social media during the Paris attacks
After the rescue, Cazenoves tweeted his thanks to the police and his prayers for those who
“didn’t have my luck.” (Kayali and O’Rourke-Potocki, 2015).
Even the police turned to social media in the forlorn hope of getting people to stop tweeting
and posting during the attacks, since it could interfere with and have a negative impact on
the operation to free the hostages in the Bataclan music hall (Kayali and O’Rourke-Potocki,
2015).
In an analysis including raw data from social media, it is important to consider the pos-
sibility of misinformation. For example, users might make tweets such as "Terrorism!” or
”People have been shot around me, please come help”, for which “terrorism” or “shot” could
be the keywords, but users might also make tweets such as ”I am attending an conference
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about terrorism”, or ”I just tasted the worst Russian vodka shot”. Furthermore, even if a
tweet is referring to the target event, it might not be appropriate as an event report. There-
fore, it is important to look at the entire analysis.
I will now give a presentation of the analysis, set in context with the event and emergency
management. Further I will answer the questions around ability of detecting the situation
and the information quality for emergency management and responders, exemplified by the
data analysis of the Paris attacks. Lastly, I will give a summary of the entire analysis.
5.1.1 IBM Watson Discovery
Top Entities
The results mainly showed locations (Paris and Bataclan) and news information (CNN),
except from the entity #fusillade. The definition of fusillade is a number of shots fired
simultaneously or in rapid succession (Webster, 2018a).
The entity fusillade can provide indications of an emergency situation, in the form of
the unique significance that is only linked to special kinds of events. The locations Paris
and Bataclan does not provide any significant information for emergency rescuers alone, but
in the context of fusillade, it could provide important location information in addition to
what is detected. Several shots fired simultaneously in/near Paris or Bataclan.
General Sentiments
With a result of 8% positive, 42% neutral and 50% negative documents, the overall sentiment
is neutral/negative.
The result of an sentiment analysis alone cannot provide directly indications of an emer-
gency situations or what is detected. A negative sentiment in a flow of tweets may have
several reasons and is difficult to put in context. In addition, the result of an overweight of
negative sentiment does not provide any main information for emergency management and




The results showed the concepts Youtube, Charlie Hebdo, France, Report, Terrorism,
Hostage, Harshad number and 1 Night in Paris. Charlie Hebdo is the name of a French
satirical magazine, which was the target of another terrorist attacks in 2015 (BBC, 2015a).
A Report can be defined as a common talk or an explosive noise (Webster, 2018b). The
other relevant concepts, such as Terrorism and Hostage, speaks for themselves.
These concepts, both alone or all together, provides an indication of what has been detected
and takes place in this situation. Report can give an indication of explosions. terrorism
gives strong indications of what kind of an emergency situation we are dealing with and
Hostage tells something about the situation and that there may be people in need of great
help/be rescued. These results give important value for the emergency management and
rescuers.
Content Hierarchy
The categories /law, govt and politics/law enforcement/police, /society/unrest and war and
/health and fitness/disorders/mental disorder/panic and anxiety was the relevant top cate-
gories.
These results provide information about what type of information is displayed. The
category /society/unrest and war and /health sets the information in context with
concepts which is natural for an emergency. /health and fitness/disorders/mental
disorder/panic and anxiety tells about the state among the population. Disorder, men-
tal disorder, panic and anxiety are categories which can be associated with an emergency
situation. Information connected to society/unrest/war and disorder/mental disorder/pan-
ic/anxiety can indicate turmoil in the society. In addition, it can provide information about
the state among the population.
Result
The total analysis from IBMWatson Discovery shows the most occurring entities, sentiments,
concepts and categories. Looking at the entire analysis, several indications of an emergency
situation are present. Fusillade, Paris, Bataclan, France, Report, Terrorism, Hostage,
/society/unrest and war and /health and /health and fitness/disorders/mental
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disorder/panic and anxiety.
In view of the real event, which took place in France, Paris, mainly at the Bataclan Theater,
where terrorists had explosives, took hostages and killed many people, the analysis manages
to pick up major keywords. Based on the high occurrences of words and concepts strongly
linked to an emergency situation, we can conclude that the analysis could have provided
useful information in terms of what is going on, where is the event happening, there may be
injured people and people who are in need of help.
According to the research question, IBM Watson Discovery provides results that can be
used to detect, coordinate and provide assistance. Regarding the time perspective for the
detection of the event, it is difficult to determine, because of the already filtered data. How-
ever, we can conclude that IBM Watson Discovery manages to pick up key concepts and
associate relevant information from a small amount of data. A large amount of information
that is considered important also appears in the analysis.
5.1.2 Microsoft Azure Text Analytics
Language Detection
In this analysis, only one language was detected, English - with a score on 0.94, which indi-
cates that 94% of the analyzed text is in English. This is a result of the filtering that was
made prior to the analysis.
The language detection analysis turned out to be not particularly relevant to this analy-
sis and will therefore be excluded from further results.
Sentiment Analysis
The result was 0.044, which indicates that the sentiment in the document is very negative
The result of a negative sentiment cannot provide indications of an emergency situation.
A negative sentiment in a flow of tweets may have several reasons and is difficult to put in
context. In addition, the result of a very negative sentiment does not give any concrete value
for emergency management or rescuers in this case.
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Key Phrase Extraction
The result from the analysis showed a selection of almost 100 different key phrases. Despite
the large number, there are several key phrases that hit very well within concepts linked to
emergency management
“Paris explosions”, “Paris attacks”, “Bataclan concert hall”, “innocent people”,
“hostage situations”, “SPECIAL REPORT”, “French police report gunfire”, “Automatic
gunfire”, “terror attacks”, “hostages”, “shootings”, “biggest terrorist attack”,
“thoughts”, “shooting incident”, “prayers”, “fucking sick”, “StadedeFrance”,
“ParisAttacks”, “horrifying images”, “soccer match”, “L’explosion”, “war zone”,
“PrayForParis”, “terrorism”
Several of the key phrases are strongly linked to concepts associated with an emer-
gency situation. With a high incidence of key phrases in this category it is clear
that an unusual situation is detected. The key phrases can provide useful informa-
tion for emergency management and rescuers, in form of what is happening; Paris
Explosion, hostage situations, French police report gunfire, biggest terrorist
attack, shooting incident, L’explosion, terrorism, automatic gunfire, terror attacks,
where the is event happening; Paris attacks, Bataclan concert hall, StadedeFrance,
what kind of event this is; Biggest terrorist attack, terrorism, terror attacks,
if someone is injured; French police report gunfire, horrifying images, hostage
situations, innocent people and indications that there may be people in need of help;
hostage situations, innocent people
Linked Entities
The linked entities identify entities and links them to more information on the web. The
main result from the analysis is location information, linked to the actual place. Though the
linked entities analysis mainly consists of informative results, an interesting result arise as
well.
name: November 2015 Paris attacks"
matches: “attacks in Paris”, “Paris #Shootings”, “Paris #shooting”
wikipediaId: “November 2015 Paris attacks”
wikipediaURL: https://en.wikipedia.org/wiki/November_2015_Paris_attacks
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This is by now a known event and that is why it is possible to associate the entities with the
specific event. Had this, on the other hand, been a new unknown event, it may have been
the link in the same way - to an earlier similar emergency situation.
The direct linking to the Paris attacks cannot provide any indications of an emergency
situation. However, if the analysis links several entities to an already known event, it may
be an indication that this is a similar event. If it’s already clear that an ongoing emergency
situation is happening, the location information can provide important information about
where.
Result
Microsoft Azure Text Analytics provides varying results without any clear indications. The
Key Phrase Extraction is probably the part of the analysis that provides the most value, by
showing the top key phrases, which actually gives some signs of what is detected and pro-
viding information about the event. Though, in an unstructured data flow, the key phrases
would not be filtered or sorted by top values and it’s therefore unclear if the analysis would
have given any value at all.
According to the research question, Microsoft Azure Text Analytics provides few results
that can be used to detect, coordinate and provide assistance. The analysis does not make
any connections between the different results. Regarding the time perspective for the detec-
tion of the event, it is difficult to determine, because of the already filtered data.
5.1.3 Keyword Frequency Script
Keywords
The result shows the main keywords in the data. Several of the main words that can be
strongly linked to an event of an emergency situation.
#Paris, #paris, #Bataclan, dead, #fusillade, attacks, people, concert, several,
#Paris, police, explosions, hostages, reports, hostage, French, horrible
Several indications of what has been discovered appear in this analysis dead, #fusillade,
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attacks, explosions, hostages and hostage. In addition, the following keywords can pro-
vide information for the emergency management and rescuers. What is happening; dead,
attacks, hostage, hostages, where the event is happening; #Paris, #paris, #Bataclan,
#Paris, French, what kind of event this is; attacks, hostage, explosions, if someone is
injured; dead, and indications that there may be people in need of help; dead, hostages,
hostage. However, a keyword frequency scripts ability to detect and provide important in-
formation depends on the criteria’s set in the tool, which will further be described in section
5.3.
Result
Based on the high occurrences of words strongly linked to an emergency situation, we can
conclude that the analysis could have provided useful information in terms of what is going
on, where is the event happening and that there may be injured people and people who are
in need of help.
According to the research question, the Keyword Frequency Script, provides results that
can be used to detect, coordinate and provide assistance. The data is not matched against
each other or any other information, it is therefore difficult to determine the capability of
how early a situation can be detected or the information value.
5.2 Analysis Services
In this research, the analysis services IBM Watson Discovery and Microsoft Azure Text An-
alytics, in addition to an own developed script, Keyword Frequency Script, have been used
for the data analysis. I will now discuss if the analysis services have proven to be useful in
the case of emergency management.
RQ2: How can existing analysis services be useful for
emergency management?
As a major technological innovation of recent years, social media have reshaped the nature of
digital information sharing and networking. Traditionally, members of the public have relied
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on emergency rescuers and news media to provide information about emergency and disaster
events. However, with the growth of social media, important and informative disaster-related
information have been shared online from eyewitness and others experiencing the event (De-
nis et al., 2014, Doan et al., 2012, Earle et al., 2010, Kongthon et al., 2014, Muralidharan
et al., 2011, Sakaki et al., 2010). The possibility of obtaining information directly from the
public through informal sources is particularly valuable when the information is not yet cov-
ered by traditional emergency systems.
A better understanding of disasters and their effects on life, property, society and the en-
vironment is emerging. Researches are developing and accessing new ways of responding
to emergencies using computers and communication technology with analysis and mod-
elling techniques, including risk analysis, simulation, decision support system, artificial in-
telligence/expert systems and geographical systems to increase our knowledge about emer-
gency situations and disasters, in order to develop new approaches for managing emergencies
(Tufekci and Wallace, 1998). Today we have a large number of technology companies offering
software or services for this purpose. With the extreme amount of data generated through
an emergency situation, it is interesting to see if already-known analysis services can provide
important support, in terms of discovering, coordinating, communicating and helping.
I will now present the different analysis services used in this research and discuss their
ability to be useful managing an emergency situation.
IBM Watson Discovery
IBM Watson Discovery has an intuitive interface for both reading input data and previewing
the result of the simple analysis. Furthermore, for doing a more specific analysis, an use of
queries to match different categories were necessary.
IBM Watson Discovery has proven to be useful for emergency management. The analy-
sis services make it feasible to do a comprehensive data analysis, including the possibility of
matching the different analysis categories.
Microsoft Azure Text Analytics
Microsoft Azure Text Analytics provides an API for the text analytics services, which means
there is no interface or GUI to interact with. The API only offers input reading by manually
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writing content into the API and the results are previewed in the computers terminal.
As a result of the APIs lacking features, a file reading method had to be implemented.
Microsoft Azure supports several different programming languages and in this analysis the
programming technologies JavaScript and Node.js, see section 2.5.4, were used to do neces-
sary changes to the API.
Due to the limitations, described in 4.1, the analysis could contain of either one file of
a maximum of 5,000 characters or a total of 1000 files. In order to analyze the greatest
amount of data, the analysis was done by analyzing 1000 files with one tweet in each file.
Unfortunately, the analysis was not as expected as the files were analyzed one by one and
not as an entire analysis. This led to an analysis with only 5,000 characters being analyzed.
Microsoft Azure Text Analytics has not proven to be useful in this research. The analy-
sis service requires a lot of preparation and is not suitable for unstructured big data analysis
as it looks at each document as a unit and not as a part of the entire data analysis. To get
the full potential of the Microsoft Azure Text Analytics, a preprocessing phase where you
set up the necessary intermediary services is required.
Keyword Frequency Script
The Keyword Frequency Script is accessible through the computers terminal. The script is
written in JavaScript with Node.js, see section 2.5.4. The Keyword Frequency Script is a
script showing the top words occurring in the data and has no limitations as it is itself de-
veloped and can be modified according to the purpose. Though, the script could have been
developed in other ways, e.g. applying a word of stop-words and “alert” if defined words
in connection with emergency situations occur. In this research, this was not the angle of
analysis, as the analysis should take place in such a way that you did not know which words
might occur.
The Keyword Frequency script has been proven to be useful for emergency management.
By monitoring on features such as keywords in the tweets and the amount of them, it is
possible to both target events and get useful information. However, by further work on de-
veloping a standard of crucial keywords, a higher capacity of both detection and information
can be provided.
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5.2.1 Limitations of the Services
This section will discuss the limitations in the services and tools used in the analysis.
The services are not designed to make an ongoing event analysis. To be able to transfer
the data directly, you would have to set up an intermediate service, in the form of a script
or a similar technology, to handle the transfer between Twitter and the service.
The services also have different requirement regarding receiving the data. When obtain-
ing data directly from the Twitter API, the data contains large amount of information,
which is not necessarily relevant. As earlier mentioned, one raw tweet obtained from the
Twitter API included over 80 attributes. None of the services used in the analysis have the
functionality of handling a filtering process.
5.3 Implication for Practice
To be able to use data directly from social media under any circumstance, an intermediate
service, in form of a script or similar technology, must be in place. An intermediate service
must handle the transfer from the social media to the service, the filtering of the data to
only get the necessary information from the dataset, in addition to other preparations, for
example input requirements and language detection and translation.
In addition, my recommendations for preparatory work for data from social media during
an emergency are as follows.
• A list of stop-words often related to or emergency situations, such as bombs, terrorism,
hostage, fusillade, explosion.
• A list of hashtags often related to or used under such circumstances, for example
#terror, #attack, #fusillade, #bombings.
5.4 Methods and Methodologies
The case study framework was used throughout the whole project to integrate methods that
were applied in the research. The framework has a research approach with six different
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phases which resulted in a structured way of carrying out the research. Chapter 3 explains
in detail how all the steps that were executed resulting in the analysis.
5.4.1 Criticism of the Research Method
During the planning phase of this research, it was assumed that UiB would provide the anal-
ysis services. Unfortunately, negotiation of agreements took longer than planned, in addition
to one of the agreements were terminated for a period. This led to limited time to learn
and understand the services, something that I should have taken into consideration during
the planning phase. Another problem regarding the analysis services was the limitations in
the accounts provided by UiB. This led to the fact that it was not possible to analyze large
amounts of data. With larger amounts of data, the data basis in the analysis would be larger
and the results would therefore be more accurate.
The reason for choosing the Paris attacks as the emergency situation in this thesis is the
huge use of Twitter during the event. Twitter has been used in several other disasters, but
this is one of the first times that it has been possible to follow the course of events on so-
cial media to such an extent, with detailed descriptions, images, audio and videos (Twitter,
2015). Twitter has also been highly controversial for this event because of all the detailed
and sensitive information that was shared. As far as I am aware, no previous studies of the
data from Twitter during the Paris attacks has been made at all. This has led to the absence
of any “gold standard” or a blueprint for the data, which limited the possibility of knowing
if my results were correct. Though, this is a now known event, and therefore it was possible
to associate the results from this analysis with what is already known about the event.
It may be problematic to analyze an event in a language other than where it originally
originated, in this case an analysis in English from an event in France. This has not been
shown to be a problem for this analysis, as the amount of information in English has been
greater than the capacity for the analysis. Twitter is a worldwide network and English is the
most widely used language, which also was confirmed by the language detection analysis in
preprocessing - language detection phase of the analysis. However, by excluding the language
from where the incident occurred, there is a great possibility that important information is
omitted.
In the process within the data and analysis, more work could have been put into the pre-
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processing phase of the data. The filtering process of English language only never reached a
100% accuracy. However, after doing several test-analysis as most of the language filtering
was done, it became clear that further filtering would not affect the results. The analysis
results provided varying degrees of quality, the further work section will describe how the
analysis services and results could be taken to a further level.
Research Design Quality
Construct Validity
The study shows a high degree of construct validity. Several of the results in this study,
correlate with previous finding in similar studies, which is presented in the theory, chapter
2.
Internal Validity
The research was designed to explore as many rival explanations as possible by initially being
exploratory, as explained in section 3.2.2. This is done by using several different analysis
services, with the possibility to do various testing. The research is exploratory organized
for the initial phase, while transfering over to an explanatory fashion when sufficient data is
gathered about a phenomenon.
Due to time limitations of the study, all causal factors related to the research were not
explored. This weakens the internal validity of the study. However, the conclusions and
answers found in this thesis is supported by the result of the data analysis.
External Validity
The case presented in this thesis aim to generalize towards other events within similar con-
texts. According to Yin (Yin, 2008), a theory must be tested by replicating the findings in a
second or even a third case, where the theory has specified that the same results should occur.
This study can generally not be transmitted or replicated in other cases, but the theory
and findings can be used as an underlying basis.
Realibiltiy
The steps of collection, storing, preprocessing and analyzing the data is carefully described
in this thesis. To minimize errors and bias in the study, project tools were used to document
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the procedures and results along the way. The process within the analysis, including the
tools and technologies, are well described and documented. By doing this, the study should
yield at the same result each time.
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Chapter 6
Conclusion and Further Work
This chapter presents the results found in the research, in addition to the further work.
In this research, a data analysis of Twitter during the Paris attacks in 2015 are presented.
The goal of the analysis was to explore how data from social media can be used in emer-
gency management. The analysis is done by using the data analysis services IBM Watson
Discovery, Microsoft Azure Text Analytics and a Keyword Frequency Script. The research
is backed up by literature, which all agree about the importance of establishing a method
for handling big data from social media in emergency management.
6.1 Research Question
As discussed in section 1.3, this thesis seeks to answer two research questions. The following
section will provide an answer to these questions.
RQ1: How can big data from social media be used in emergency management?
RQ2: How can existing analysis services be useful for emergency management?
The increasing use of social media is changing the way people communicate. During emer-
gency situations, information available from the public can be utilized to inform situational
awareness of emergencies and to help crisis coordinators respond appropriately. This infor-
mation will not replace existing procedures and information sources, but it can provide a new
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source of data that has big potential within emergency management. Examples where social
media can play a role is detection, real-time notification of an incident occurring, first-hand
reports of the incident, and the state among the public.
Answering research question one, the result of this research has proven that data from
social media can be used for detecting, identifying and responding to emergency situation,
using the potential to track crucial information from messages published on social media.
Though, further implication for practice is recommended to achieve more accurate results.
Answering research question two, existing analysis services proves potential for handling the
information flow, providing features for analyzing data from social media. However, raw
collected data, in addition to well established analysis tools requires preparations, in forms
of preprocessing and filtering, which limits the usage.
Social media technologies shows potential for leveraging public participation in disaster re-
sponse. When properly employed, the benefits of social media are faster decision-making and
more complete knowledge resources. The strong correlation between social media and emer-
gency events leads to an assumption that data from social media can be an useful resource
in an early warning surveillance systems as well as a tool for analyzing event information
during times of disaster.
6.2 Further Work
The thesis case study gives insight in some of the challenges concerning big data from social
media and emergency management. Further work on the research could lead to a deeper
and more exhaustive investigation of the phenomena in the case.
The study has the potential to be further developed and investigated in several ways. A
change of the technical direction, by using several other analysis services and analysis tech-
nologies, is recommended. Several analysis services can provide better and more accurate
results, in addition to an indication of what is the appropriate tool for this type of anal-
ysis. It is also possible to develop own tools for this work, as it has been proven that
well established analysis tools require a lot of preparation for handling the data and provid-
ing necessary useful information, which could be solved by handling all of development itself.
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The case studied in this thesis could be further investigated, by analyzing a larger amount of
data from the dataset. A larger amount of data will provide a better basis for the results. It
would also be interesting to analyze a completely different emergency event. In addition, an
analysis of unstructured data from a period of time when an emergency situation occurred
can be analyzed, to quality assure both the detection capability and if the reports from the
emergency situation provides any value in an unstructured data.
The evaluation of the data should be set against a gold standard, for quality assurance
of the data. Involvment of experts at the field, for arguing and discussing the actual useful-
ness of the data, would have been preferred. To evaluate the data, interviews with people
handling and assisting during an emergency situation would be interesting, to conclude if
the results would have proven any valuable information for the managing and rescuing. In
addition, interviews with people who actually used social media during the specific event, to
provide and reach information, would have been useful, to determine if the shared informa-
tion provided any value for them.
Technology is evolving all the time, and we cannot say for sure that Twitter will be one
of the most widely used social media in a couple of years. It is therefore important to look
at data from other social medias, to see how collection, storage and the preprocessing pro-
cedures would work out.
Unfortunately, such events, both natural and man-made, have occurred at higher rates the
recent years. It is therefore important in the further work on how social media can be used
for emergency management, there are several different events with different point of views,
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This section contains example of data used in this thesis.
A.1.1 Example Tweet
This is an example of the full Tweet object. The Tweet object has a long list of root-level
attributes, including fundamental attributes such as id, created_at, and text. Tweet objects





5 "entities ": {
6 "hashtags ": [
7 {










































49 "entities ": {




























77 "profile_link_color ": "3 C3940",
78 "profile_sidebar_border_color ":
79 "profile_sid\nebar_fill_color ":













This section contains script used in the preprocessing phase for the data analysis.
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A.2.1 Preproccessing: Script
This section presents the preproccessing script, for language filtering and input requirements.
The script is developed using Javascript and Node.js, described in section 2.5.4.
1 const fs = require ("fs");
2 const util = require ("util");
3
4 const readFile = util.promisify(fs.readFile);
5 const writeFile = util.promisify(fs.writeFile);
6
7 async function getData () {




12 getData ().then(async (data) => {
13 let filedata = JSON.parse(data);
14 let answer = filedata.tweets.filter(
15 x =>
16 !x.text.includes (" être ") &&
17 !x.text.includes (" avior ") &&
18 !x.text.includes (" je ") &&
19 !x.text.includes (" de ") &&
20 !x.text.includes (" ne") &&
21 !x.text.includes (" pas ") &&
22 !x.text.includes (" le ") &&
23 !x.text.includes (" la ") &&
24 !x.text.includes (" tu ") &&
25 !x.text.includes (" vous ") &&
26 !x.text.includes (" il ") &&
27 !x.text.includes (" et ") &&
28 !x.text.includes (" à ") &&
29 !x.text.includes (" un ") &&
30 !x.text.includes (" l’ ") &&
31 !x.text.includes (" qui ") &&
32 !x.text.includes (" aller ") &&
33 !x.text.includes (" les ") &&
34 !x.text.includes (" en ") &&
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35 !x.text.includes (" ça ")
36 );
37
38 answer = answer.map(x => ({ tweetid: x.tweetid , text:
↪→ x.text.replace (/[\n\r]/g, ’’)}));
39
40 for(var i = 0; i<answer.length; i++){
41 await writeFile (‘./tmp/${i}.json ‘, JSON.stringify(answer[i]))
42 }
43 });
A.2.2 Preprocessing: Microsoft Azure Text Analytics
This section present the final Microsoft Azure Text Analytics API. The API provided by the
Microsoft Azure portal (Microsoft, 2018c). The API did not offer functionality for retrieving,




















20 static async Task Main()
21 {
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22 ITextAnalyticsAPI client = new TextAnalyticsAPI(new
↪→ ApiKeyServiceClientCredentials ());
23 client.AzureRegion = AzureRegions.Westus;
24
25 var tweets = await ReadFilesAsync ();





29 var tweetsWithLanguage = tweets.Select(x =>
30 new MultiLanguageInput(
31 result.Body.Documents.FirstOrDefault(y => y.Id ==
↪→ x.Id).DetectedLanguages.First().Iso6391Name , x.Id ,
32 x.Text)).ToList ();
33
34 var result2 = await client.KeyPhrasesWithHttpMessagesAsync(new
↪→ MultiLanguageBatchInput(tweetsWithLanguage));
35 var result3 = await client.SentimentWithHttpMessagesAsync(new
↪→ MultiLanguageBatchInput(tweetsWithLanguage));
36
37 var lines = new List <string >();
38 foreach (var document in tweetsWithLanguage)
39 {
40 lines.Add(String.Format (" Document ID: {0} , Language: {1},




43 await File.WriteAllLinesAsync ("../../../ tweets.txt", lines);
44
45 lines = new List <string >();
46 foreach (var document in result2.Body.Documents)
47 {
48 lines.Add(String.Format (" Document ID: {0}, Text: {1}",
↪→ document.Id , tweetsWithLanguage.FirstOrDefault(y =>
↪→ document.Id == y.Id)?.Text));
49
50 lines.Add ("\t Key phrases :");
51
52 foreach (string keyphrase in document.KeyPhrases)
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53 {
54 lines.Add(String.Format ("\t\t" + keyphrase));
55 }
56 }
57 await File.WriteAllLinesAsync ("../../../ pharases.txt", lines);
58
59 lines = new List <string >();
60 foreach (var document in result3.Body.Documents)
61 {
62 lines.Add(String.Format (" Document ID: {0} , Sentiment
↪→ Score: {1:0.00} , Tweet: {2}", document.Id ,
↪→ document.Score , tweetsWithLanguage.FirstOrDefault(y
↪→ => document.Id == y.Id)?.Text));
63 }






70 static async Task <List <Input >> ReadFilesAsync ()
71 {
72 var tweets = new List <Input >();
73
74 for (int i = 0; i < 1000; i++)
75 {
76 var tweet = await
↪→ File.ReadAllTextAsync($@ "../../../ Tweets /{i}.json");
77 try
78 {
79 dynamic data = JObject.Parse(tweet);
80 tweets.Add(new Input(i.ToString (), data.tekst.Value));
81 }











92 class ApiKeyServiceClientCredentials : ServiceClientCredentials
93 {
94 public override Task ProcessHttpRequestAsync(HttpRequestMessage
↪→ request , CancellationToken cancellationToken)
95 {
96 request.Headers.Add("Ocp -Apim -Subscription -Key",
↪→ "2 c2fea59a12b46e2917f349450ecb750 ");




A.3 Results of the Analysis
This section shows the full result from the Linked Entities and Key Phrase analysis from
Microsoft Azure Text Analytics.
A.3.1 Microsoft Azure Text Analytics: Linked Entities
The result from the Microsoft Azure Text Analytics linked entities analysis.
1 {
2 "documents ": [
3 {
4 "id": "1",
5 "entities ": [
6 {
7 "name": "Place de la République",
8 "matches ": [
9 {
10 "text": "place de la République",
11 "offset ": 3854,




15 "wikipediaLanguage ": "en",
16 "wikipediaId ": "Place de la République",
17 "wikipediaUrl ":
↪→ "https ://en.wikipedia.org/wiki/Place_de_la_République",
18 "bingId ": "fc9a0c10 -b5c5 -3e2c -6dfc -b542877ab954"
19 },
20 {
21 "name": "Bataclan (theatre)",
22 "matches ": [
23 {
24 "text": "Bataclan concert hall",
25 "offset ": 291,
26 "length ": 21
27 },
28 {
29 "text": "Bataclan Concert Hall",
30 "offset ": 1496,
31 "length ": 21
32 },
33 {
34 "text": "Bataclan Concert Hall",
35 "offset ": 555,
36 "length ": 21
37 },
38 {
39 "text": "Bataclan Concert Hall",
40 "offset ": 1350,
41 "length ": 21
42 },
43 {
44 "text": "Bataclan Concert Hall",
45 "offset ": 3521,
46 "length ": 21
47 },
48 {
49 "text": "le Bataclan",
50 "offset ": 712,
51 "length ": 11
52 }
53 ],
54 "wikipediaLanguage ": "en",
87
55 "wikipediaId ": "Bataclan (theatre)",
56 "wikipediaUrl ":
↪→ "https ://en.wikipedia.org/wiki/Bataclan_(theatre)",
57 "bingId ": "53 f5b775 -997d-2ddc -18e1 -275791 e5175c"
58 },
59 {
60 "name": "November 2015 Paris attacks",
61 "matches ": [
62 {
63 "text": "attacks in Paris",
64 "offset ": 4147,
65 "length ": 16
66 },
67 {
68 "text": "Paris #Shootings",
69 "offset ": 3195,
70 "length ": 16
71 },
72 {
73 "text": "Paris #shooting",
74 "offset ": 4969,
75 "length ": 15
76 }
77 ],
78 "wikipediaLanguage ": "en",
79 "wikipediaId ": "November 2015 Paris attacks",
80 "wikipediaUrl ":
↪→ "https ://en.wikipedia.org/wiki/November_2015_Paris_attacks",
81 "bingId ": "33323c91 -5ad9 -4401 -850f-76 bf651e80c1"
82 },
83 {
84 "name": "Stade de France",
85 "matches ": [
86 {
87 "text": "Stade de France",
88 "offset ": 4862,
89 "length ": 15
90 },
91 {
92 "text": "Stade de France",
93 "offset ": 981,
88
94 "length ": 15
95 }
96 ],
97 "wikipediaLanguage ": "en",
98 "wikipediaId ": "Stade de France",
99 "wikipediaUrl ": "https ://en.wikipedia.org/wiki/Stade_de_France",
100 "bingId ": "85 b86bf6 -3481 -0eb6 -4b75 -b42d46d3b957"
101 },
102 {
103 "name": "Niggas in Paris",
104 "matches ": [
105 {
106 "text": "in #Paris",
107 "offset ": 3039,
108 "length ": 9
109 },
110 {
111 "text": "in #Paris",
112 "offset ": 1518,
113 "length ": 9
114 },
115 {
116 "text": "in #Paris",
117 "offset ": 1372,
118 "length ": 9
119 },
120 {
121 "text": "in #Paris",
122 "offset ": 1234,
123 "length ": 9
124 },
125 {
126 "text": "in #Paris",
127 "offset ": 4730,
128 "length ": 9
129 },
130 {
131 "text": "in #Paris",
132 "offset ": 4044,




136 "text": "in #Paris",
137 "offset ": 2284,
138 "length ": 9
139 },
140 {
141 "text": "in #Paris",
142 "offset ": 4566,
143 "length ": 9
144 },
145 {
146 "text": "in #Paris",
147 "offset ": 3543,
148 "length ": 9
149 },
150 {
151 "text": "in #Paris",
152 "offset ": 577,
153 "length ": 9
154 },
155 {
156 "text": "in #Paris",
157 "offset ": 109,
158 "length ": 9
159 },
160 {
161 "text": "in #Paris",
162 "offset ": 280,
163 "length ": 9
164 },
165 {
166 "text": "in Paris",
167 "offset ": 46,
168 "length ": 8
169 },
170 {
171 "text": "in Paris",
172 "offset ": 2478,




176 "wikipediaLanguage ": "en",
177 "wikipediaId ": "Niggas in Paris",
178 "wikipediaUrl ": "https ://en.wikipedia.org/wiki/Niggas_in_Paris",
179 "bingId ": "ae541289 -8f4a -aa45 -a601 -637 fb41500e3"
180 },
181 {
182 "name": "National Police (France)",
183 "matches ": [
184 {
185 "text": "Police",
186 "offset ": 783,
187 "length ": 6
188 }
189 ],
190 "wikipediaLanguage ": "en",
191 "wikipediaId ": "National Police (France)",
192 "wikipediaUrl ":
↪→ "https ://en.wikipedia.org/wiki/National_Police_(France)",
193 "bingId ": "0f752781 -bb14 -12f8 -c26a -b07b1e0bdcf7"
194 },
A.3.2 Microsoft Azure Text Analytics: Key Phrases
The result from the Microsoft Azure Text Analytics Key Phrases Analysis.






7 "Paris Wypierdalaj razem z nimi",



























































































A.4 Keyword Frequency Script
This section contains the self-developed script, the Keyword Frequency Script. The script is
developed using JavaScript and Node.js, described in 2.5.4.
1 const fs = require ("fs");
2 const util = require ("util");
3
4 const readFile = util.promisify(fs.readFile);
5 const writeFile = util.promisify(fs.writeFile);
6
7 async function getData () {
8 return await readFile ("10000 tweets.json");
9 }
10
11 getData ().then(async data => {
12 let filedata = JSON.parse(data);
13
14 const words = filedata.tweets
15 .map(x => x.text.split(" "))




20 const wordsWithoutNewLine = words.map(x => (x.replace (/[\n\r]/g, ’’)));
21
22 const answer = words.reduce( (countWords , word) => {




27 for(let b in answer){
28 if(answer[b] > 300 && b.length > 3)
29 console.log(b, answer[b]);
30 }
31 });
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