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Abstract
Precise measurement of the power spectrum of the diffuse background sky signal
using low frequency radio interferometers is an important topic of current research.
The problem is particularly challenging due to the presence of foregrounds and system
noise. In this thesis we present a visibility based estimator namely, the Tapered Gridded
Estimator (TGE) to estimate the power spectrum of the diffuse sky signal. The TGE
has three novel features. First, the estimator uses gridded visibilities to estimate the
power spectrum which is computationally much faster than individually correlating the
visibilities. Second, a positive noise bias is removed by subtracting the auto-correlation
of the visibilities which is responsible for the noise bias. Third, the estimator allows us
to taper the field of view so as to suppress the contribution from the sources in the outer
regions and the sidelobes of the telescope’s primary beam.
We first consider the two dimensional (2D) TGE to estimate the angular power spec-
trum Cℓ. We validate the estimator and its statistical error using realistic simulations of
Giant Meterwave Radio Telescope (GMRT) 150MHz observations, which includes diffuse
synchrotron emission and system noise. We further developed the simulation by includ-
ing the discrete point sources. We use different “CLEANing” strategies to investigate
the accuracy of point source subtraction from the central region of the primary beam,
and to identify the best “CLEANing” strategy. It is difficult to correctly model and sub-
tract the point sources from the periphery and the sidelobes of the primary beam. We
see that the TGE successfully suppresses contributions from these unsubtracted sources
and correctly recovers the Cℓ of the Galactic synchrotron emission.
Finally we have extended the TGE to estimate the three dimensional (3D) power
spectrum P (k) of the cosmological 21-cm signal. Analytic formulas are presented for
predicting the variance of the binned power spectrum. The estimator and its variance
predictions are validated using simulations of 150MHz GMRT observations.
We have used the 2D TGE to estimate Cℓ using visibility data for two of the fields ob-
served by TIFR GMRT Sky Survey (TGSS). We find that the sky signal, after subtract-
ing the point sources, is dominated by the diffuse Galactic synchrotron radiation across
the angular multipole range 200 ≤ ℓ ≤ 500. We present a power law fit, Cℓ = A×
(
1000
l
)β
,
to the measured Cℓ over this ℓ range. We find that the values of β are in the range of
2 to 3. In future, we plan to extend our analysis for the whole sky using TGSS survey
and to find out the variation of both A and β as a function of Galactic coordinate.
Keywords: methods: statistical, data analysis, techniques: interferometric, cosmol-
ogy: diffuse radiation
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1 Introduction
Low frequency radio astronomy has become a topic of intense research during the last
two decades. It promises to improve our current understanding of a wide range of astro-
physical phenomena spanning from our own Galaxy to the high redshift universe. There
currently are several low frequency interferometers in different parts of the world which
are operating in different frequency bands. For example, the Giant Meter Wave Radio
Telescope (GMRT ∗; Swarup et al. 1991) currently operates in the frequency range 150 to
1420MHz. The GMRT has 30 steerable antennas each of diameter 45 m. A total 14 out
of the 30 antennas are randomly distributed in a central square 1.1 km×1.1 km in extent,
while the rest of the antennas are distributed approximately in a Y shaped configuration.
This configuration provides a good sensitivity for both compact and extended sources.
Other radio telescopes such as the Donald C. Backer Precision Array to Probe the Epoch
of Reionization (PAPER†, Parsons et al. 2010), the Low Frequency Array (LOFAR‡,
var Haarlem et al. 2013; Yatawatta et al. 2013) and the Murchison Wide-field Array
(MWA§ Bowman et al. 2013; Tingay et al. 2013) are also targeted to observe the low
frequency radio sky. Upcoming instruments like the upgraded GMRT, the Square Kilo-
∗http://www.gmrt.ncra.tifr.res.in
†http://astro.berkeley.edu/dbacker/eor
‡http://www.lofar.org/
§http://www.mwatelescope.org
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meter Array (SKA1 LOW¶, Koopmans et al. 2015) and the Hydrogen Epoch of Reion-
ization Array (HERA‖, Neben et al. 2016) are planned to achieve even higher sensitivity
by increasing the instantaneous bandwidth and also the collecting area. Several other up-
coming interferometers like the Ooty Wide Field Array (OWFA; Prasad & Subrahmanya
2011; Subrahmanya,Manoharan & Chengalur 2016; Subrahmanya et al. 2016) and the
Canadian Hydrogen Intensity Mapping Experiment (CHIME∗∗; Bandura et al. 2014)
are planned for 21-cm intensity mapping experiments. These currently functioning and
future telescopes motivate the study presented in this thesis.
Hydrogen is the most abundant element of the baryonic content of the Universe. The
hyperfine transition in the ground state of neutral hydrogen (HI) emits a photon of wave-
length 21-cm or 1420 MHz which lies in the radio band. Observations of this radiation are
one of the most promising future probes of the high redshift Universe. The redshifted 21-
cm radiation from the cosmological HI distribution appears as a diffuse background radi-
ation in all low frequency observations below 1420 MHz (Madau et al., 1997). The power
spectrum of the angular and frequency fluctuations of the brightness temperature of this
radiation provides us a useful tool to quantify the large scale structures in the universe in
the post-reionization era (z < 6) (Bharadwaj, Nath & Sethi, 2001; Bharadwaj & Sethi,
2001; Bharadwaj & Pandey, 2003; Bharadwaj & Srikant, 2004). This radiation has been
perceived as a important probe for studying the epoch of reionization (EoR) in redshift
range 20 ≥ z ≥ 6 (Furlanetto et al., 2004a,b). The properties of the first stars and
galaxies can be inferred by measuring the 21-cm radiation during this era (Fan et al.,
2006; Choudhury & Ferrara, 2006). The evolution of the Universe during the dark ages,
before the formation of any luminous source, (30 < z < 200) can also be studied using
the 21-cm radiation (Loeb & Zaldarriaga, 2004; Bharadwaj & Ali, 2004). In summary,
¶http://www.skatelescope.org/
‖http://reionization.org/
∗∗http://chime.phas.ubc.ca/
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the redshifted 21-cm line can be used as a tool to probe the evolution of the Universe
from the Dark Ages through the EoR to the present epoch (Bharadwaj & Ali, 2005;
Furlanetto et al., 2006; Morales & Wyithe, 2010; Pritchard & Loeb, 2012; Mellema et al.,
2013).
There are several observations towards detecting the redshifted 21-cm radiation. Ali et al.
(2008) have used GMRT observation to characterize the background radiation at 150
MHz. Ghosh et al. (2011a,b) set an upper limit on the power spectrum of the 21-
cm fluctuations using GMRT 610 MHz observations. Switzer et al. (2013) have used
observation using the Green Bank Telescope (GBT) to constrain HI fluctuations at
z ∼ 0.8. Masui et al. (2013) measure the 21 cm brightness fluctuations at z ∼ 0.8 using
cross-correlation with large-scale structure traced by galaxies. Paciga et al. (2013) used
GMRT 150 MHz observation to give an upper limit of 21-cm power spectrum which is
about (248mK)2 for k = 0.50hMpc−1 at z ∼ 8.6. Recently, Beardsley et al. (2016) have
set the upper limit of ∆2 ≤ 2.7 × 104 mK2 at k = 0.27 hMpc−1 at z = 7.1. The best
upper limit of the 21-cm power spectrum achieved till date is (22.4 mK)2 in the range
0.15<k<0.5 hMpc−1 at z = 8.4 (Ali et al., 2015).
1.1 Observational Challenges
The brightness temperature fluctuations of the 21-cm signal is expected to be 4-5 orders
of magnitude lower than the astrophysical foregrounds (Shaver et al., 1999; Ali et al.,
2008; Paciga et al., 2011; Ghosh et al., 2011a,b). Accurately modelling the foregrounds
and subtracting them from the data are the biggest challenges for the detection of the
cosmological 21-cm signal. Other strong component like radio frequency interference
(RFI), system noise and the ionospheric distortion also corrupt the 21-cm signal in low
frequency observations. The dominant factor in the system noise comes from the sky
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temperature Tsky. All the EoR fields are targeted at the position of sky where Tsky
is relatively low. As for foregrounds, the main contributions come from the (a) point
sources (b) diffuse Galactic synchrotron emission (DGSE) (c) Extragalactic and (d)
Galactic free-free emission. The last two components are much lower as compared with
the others (Shaver et al., 1999).
Extragalactic point sources dominate the low frequency sky (Ali et al., 2008) at the
angular scales ≤ 4◦ which are relevant for telescopes like the GMRT, LOFAR and
SKA. There are currently several surveys which cover a large portion of the sky at
low frequency (e.g. 3C survey (Edge et al., 1959), 6C survey (Hales et al., 1988), 3CR
survey (Bennett, 1962)). Recently, Intema et al. (2016) present the source catalogue
for almost 90% of the sky at 150MHz using GMRT. The DGSE is the most domi-
nant foreground component if the point source are subtracted to a sufficiently low flux
level (Bernardi et al., 2009; Ghosh et al., 2012; Iacobelli et al., 2013). The measurement
of the diffuse Galactic synchrotron emission at 408MHz (Haslam et al., 1982), 1.4GHz
(Reich, 1982; Reich & Reich, 1988) and 2.3GHz (Jonas et al., 1998) showed that it is
the most dominant foreground at angular scale larger than ≈ 1◦. La Porta et al. (2008)
have measured the angular power spectrum of the Galactic synchrotron emission using
single dish all-sky total intensity maps at 408MHz and 1420MHz. They have reported
that the angular power spectrum can be modeled as Cl ∼ ℓα in the ℓ range 10 ≤ ℓ ≤ 300,
with α ∈ [−3.0,−2.6]. Bernardi et al. (2009) have analysed Westerbork Synthesis Ra-
dio Telescope (WSRT) data observed at 150MHz and found that the angular power
shows a power law with slope −2.2 (Cℓ ∼ ℓ−2.2) at ℓ ≤ 900. Another measurement
using GMRT 150MHz observations showed the same power law behaviour with a slope
−2.34 for 253 ≤ ℓ ≤ 800 (Ghosh et al., 2012). Recently, LOFAR observation at 150MHz
showed a slightly lower slope of −1.8 for 100 ≤ ℓ ≤ 1300 (Iacobelli et al., 2013). A pre-
cise characterization and a detailed understanding of the DGSE are needed to reliably
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remove foregrounds in cosmological 21 cm experiments. The study of the angular power
spectrum (Cℓ) of the DGSE is interesting in its own right. This will shed light on the
cosmic ray electron distribution, the strength and structure of the Galactic magnetic
field in the turbulent interstellar medium (ISM) of our Galaxy (Waelkens et al., 2009;
Lazarian & Pogosyan, 2012).
Foreground removal is an important issue for quantifying both the DGSE and the
cosmological 21-cm signal. Accurate subtraction of the point sources is needed to study
the DGSE in low frequency observations. For 21-cm signal, subtraction of both the
point sources and the DGSE is required. A large variety of techniques have been pro-
posed to remove the foregrounds from the low frequency data in the context of the
21-cm signal. The different approaches may be broadly divided into two classes (1)
Foreground Removal, and (2) Foreground Avoidance. All the foreground removal tech-
niques rely on the fact that foregrounds behave smoothly along the frequency direc-
tion. Various methodologies have been explored for foreground subtraction and for de-
tecting the underlying 21-cm signal (Ali et al., 2008; Jelic´ et al., 2008; Bowman et al.,
2009; Paciga et al., 2011; Ghosh et al., 2011a,b; Chapman et al., 2012; Parsons et al.,
2012; Liu & Tegmark, 2012; Trott et al., 2012; Pober et al., 2013; Paciga et al., 2013;
Parsons et al., 2014; Trott et al., 2016). Foreground avoidance is based on the idea
that the Cylindrical Power Spectrum P (k⊥, k‖) due to the foregrounds is expected
to be restricted within a wedge in the (k⊥, k‖) space (Datta et al. 2010). The 21-cm
power spectrum can be estimated using the uncontaminated Fourier modes outside this
wedge (Vedantham et al., 2012; Thyagarajan et al., 2013; Pober et al., 2014; Liu et al.,
2014a,b; Dillon et al., 2014, 2015; Ali et al., 2015). With their merits and demerits,
these two approaches are considered complementary (Chapman et al., 2016).
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1.2 Power Spectrum Estimation
Several different estimators have been proposed and used in literature to estimate the
power spectrum of the diffuse sky signal. Seljak (1997) has proposed an image based
estimator for the angular power spectrum Cℓ. Bernardi et al. (2009) and Iacobelli et al.
(2013) have used this estimator to measure Cℓ of the diffuse synchrotron emission using
150MHz observations with WSRT and LOFAR respectively. Dillon et al. (2015) have
proposed an image based estimator to measure the three dimensional (3D) power spec-
trum P (k) of the cosmological 21-cm signal. Radio interferometers directly measure the
visibilities which are the Fourier transform of the sky signal. It is convenient to directly
estimate the power spectrum from the measured visibilities. Begum et al. (2006) and
Dutta et al. (2008) have used a visibility based estimator to estimate the power spec-
trum of the 21-cm signal from the ISM of external galaxies. Liu & Tegmark (2012) and
Trott et al. (2016) have proposed visibility based estimators for the three dimensional
21-cm P (k). In a recent paper Jacobs et al. (2016) have used multiple power spec-
trum analysis pipelines to estimate P (k) and compare their outputs using MWA data.
Shaw et al. (2014) and Liu & Parsons (2016) present power spectrum estimators that
incorporate the spherical sky.
1.3 Objective and Motivation
In this thesis we present a visibility based estimator, the Tapered Gridded Estimator
(TGE) to estimate the fluctuations of the diffuse sky signal. The 2D TGE estimates
the angular power spectrum Cℓ from the measured visibilities. This quantifies the two
dimensional (2D) brightness temperature fluctuations of the sky signal at a fixed fre-
quency. We have further extended the 2D TGE to the 3D TGE to estimate the three
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dimensional (3D) power spectrum P (k) of the brightness temperature fluctuations of
the redshifted 21-cm signal. The spatial fluctuations of the cosmological HI distribution
appear as brightness temperature fluctuations in frequency and angular position in the
sky.
It is also possible to estimate the power spectrum from the images but the noise
properties of the visibilities are better understood than the image pixel. The noise in
the different visibilities is uncorrelated, whereas the noise in the image pixels may be
correlated depending on the baseline uv coverage. The noise bias in the estimated power
spectrum can be avoided by subtracting the self correlation term which is responsible for
the noise bias. The visibility based power spectrum estimator also avoids the imaging
artifact due to the error in the deconvolution process. Another important factor for
any estimator is the total computation time required to estimate the power spectrum
from the visibilities. Current generation radio telescopes are expected to generate huge
volumes of visibility data in observations spanning large bandwidth and collecting area.
In such a situation any estimator should have enough efficiency to handle such a huge
data volume.
The wide field foreground is an important issue for estimating the power spectrum
of the faint diffuse signal which mainly comes from the central region of the primary
beam. The bright point sources from the outer region, if not removed properly, may
have significant contribution in the estimated power spectrum of the diffuse signal. One
possible solution is to make a large image and subtract all the point sources from the
whole region. But it is computationally very challenging to make such a large image and
also cumbersome to identify all the sources for subtraction. The primary beam at the
outer region is highly time and frequency dependent. The deviation from the circular
symmetry and rotation of the earth make it more difficult to accurately model the point
sources in the outer region.
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The TGE can solve the above mentioned problems to a large extent. The TGE
incorporates three novel features. First, the estimator uses the gridded visibilities to
estimate the angular power spectrum (Cℓ), this is computationally much faster than
individually correlating the visibilities. Second, a positive noise bias is removed by
subtracting the auto-correlation of the visibilities. Third, the estimator allows us to
taper the field of view (FoV) so as to restrict the contribution from the sources in the
outer regions and the sidelobes of the telescope’s primary beam. The mathematical
formalism of the TGE and its variances are presented in this thesis. The estimator and
its variance predictions are validated using realistic simulations. Finally, we apply the
2D TGE to the real GMRT data and quantify the Cℓ of the diffuse Galactic synchrotron
emission over some range of angular scale.
1.4 Outline of the thesis
We present the brief summary of the work presented in this thesis
In Chapter 2 we present two estimators namely, the Bare Estimator and the TGE
to quantify the angular power spectrum of the sky signal directly from the visibilities
measured in radio interferometric observations. This is relevant for both the foregrounds
and the cosmological 21-cm signal buried therein. Also, the analytic prediction for
the statistical error for these two estimators are presented in this chapter. Both the
estimators and their statistical errors are validated using simulated visibilities for the
GMRT. The simulations include the diffuse Galactic synchrotron emission along with
the system noise. We have also studied the effect of some of the real life problem like
the gain error and the “w-term” effect in the estimated Cℓ.
In Chapter 3 we further developed the earlier simulations by including point sources.
We use different “CLEANing” strategies to investigate the accuracy of point source sub-
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traction from the simulated visibilities, and to identify the best “CLEANing” strategy.
We apply the TGE to the residual data to measure the angular power spectrum of
the diffuse emission. We also assess the impact of individual “CLEANing” procedures
for point source subtraction in recovering the input power spectrum Cℓ of the diffuse
Galactic synchrotron emission.
In Chapter 4 we show that by tapering the sky response it is possible to suppress
the contribution from the outer region of the primary beam where it is highly frequency
dependent. Using simulated 150MHz observations, we demonstrate that the TGE sup-
presses the contribution due to point sources from the outer parts to measure the angular
power spectrum Cℓ of the underlying diffuse signal. We also show from the simulation
that this method can self-consistently compute the noise bias and accurately subtract it
to provide an unbiased estimation of Cℓ.
In Chapter 5 we present an improved 2D TGE which resolves the overestimate (dis-
cussed in Chapter 2) due to the patchy uv distribution. Next, the 2D TGE is extended
to the 3D TGE for the power spectrum P (k) of the 21-cm brightness temperature fluc-
tuations. Analytic formulas are also presented for predicting the variance of the binned
power spectrum. The estimator and its variance predictions are validated using simula-
tions of 150MHz GMRT observations. We show that the estimator accurately recovers
the input model for the 1D Spherical Power Spectrum P (k) and the 2D Cylindrical Power
Spectrum P (k⊥, k‖), and the predicted variance is also in reasonably good agreement
with the simulations.
In Chapter 6 we apply the 2D TGE to estimate Cℓ using visibility data for two of the
fields observed by the TIFR GMRT Sky Survey (TGSS††,Sirothia et al. 2014). We have
used the data which was calibrated and processed by Intema et al. (2016). We find that
the sky signal, after subtracting the point sources, is dominated by the diffuse Galactic
††http://tgss.ncra.tifr.res.in
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synchrotron radiation across the angular multipole range 200 ≤ ℓ ≤ 500. We present
power law fits to the measured Cℓ over this ℓ range.
In Chapter 7 we summarize our findings and highlight some of the future scopes of
the thesis.
10
2 Visibility based angular power
spectrum estimation in low
frequency radio interferometric
observations∗
2.1 Introduction
Observations of the redshifted 21-cm radiation from the large scale distribution of neutral
hydrogen (HI) is one of the most promising probes to study the high redshift Universe
(recent reviews: Morales & Wyithe 2010; Mellema et al. 2013). This radiation appears
as a very faint, diffuse background radiation in all low frequency radio observations
below 1420MHz. At these frequencies the sky signal is largely dominated by different
foregrounds which are four to five orders of magnitude stronger than the redshifted 21
cm signal (Ali et al. 2008; Bernardi et al. 2009; Ghosh et al. 2012; Pober et al. 2013).
Foreground removal is possibly the most serious challenge for detecting the cosmological
∗This chapter is adapted from the paper “Visibility based angular power spectrum estimation in low
frequency radio interferometric observations” by Choudhuri et al. (2014)
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21-cm signal. Various methodologies have been explored for foreground subtraction and
for detecting the underlying 21 cm signal (Jelic et al., 2010; Ghosh et al., 2011b; Mao,
2012; Liu & Tegmark, 2012; Cho et al., 2012; Jacobs et al., 2013; Parsons et al., 2014;
Dillon et al., 2014).
The Galactic synchrotron emission is expected to be the most dominant foreground at
angular scale > 10
′
after point source subtraction at 10− 20mJy level (Bernardi et al.,
2009; Ghosh et al., 2012). A precise characterization and a detailed understanding of
the Galactic synchrotron emission is needed to reliably remove foregrounds in 21 cm
experiments. The study of the Galactic synchrotron emission is interesting in its own
right. This will shed light on the cosmic ray electron distribution, the strength and
structure of the Galactic magnetic field, and the magnetic turbulence (Waelkens et al.,
2009; Lazarian & Pogosyan, 2012; Iacobelli et al., 2013).
Bernardi et al. (2009) and Ghosh et al. (2012) have respectively analyzed 150MHz
WSRT and GMRT observations where they find that the measured angular power spec-
trum can be well fitted with a power law (Cℓ ∝ ℓ−β, β = 2.2 ± 0.3 for WSRT and
β = 2.34±0.28 for GMRT) upto ℓ ≤ 900. At relatively higher frequencies, Giardino et al.
(2001) and Giardino et al. (2002) have analyzed the fluctuations in the Galactic syn-
chrotron radiation using the 2.3GHz Rhodes Survey and the 2.4GHz Parkes radio con-
tinuum and polarization survey, where they find a slope β = 2.43± 0.01 (2 ≤ ℓ ≤ 100)
and β = 2.37± 0.21 (40 ≤ ℓ ≤ 250) respectively. At tens of GHz, Bennett et al. (2003)
have determined the angular power spectrum of the Galactic synchrotron radiation us-
ing the Wilkinson Microwave Anisotropy Probe (WMAP) data where they find a scaling
Cℓ ∼ ℓ−2 within ℓ ≤ 200. The structure of the Galactic synchrotron emission is not well
quantified at the frequencies and angular scales relevant for detecting the cosmological
21-cm signal, and there is considerable scope for further work in this direction.
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Radio interferometric observations measure the complex visibility. The measurement
is done directly in Fourier space which makes interferometers ideal instruments for mea-
suring the angular power spectrum of the sky signal. The visibility based power spectrum
estimator formalism has been extensively used for analyzing CMB data from interfer-
ometers (Hobson et al. 1995; White et al. 1999; Hobson et al. 2002; Myers et al. 2003).
A visibility based estimator has also been successfully employed to study the power
spectrum of the HI in the interstellar medium (ISM) of several nearby galaxies ( eg.
Begum et al. 2006; Dutta et al. 2009). A direct visibility based approach has been pro-
posed for quantifying the power spectrum of the cosmological 21-cm signal expected
at the GMRT (Bharadwaj & Sethi 2001; Bharadwaj & Pandey 2003; Bharadwaj & Ali
2005) and recently for the ORT (Ali & Bharadwaj, 2014). Visibility based power spec-
trum estimators have been used to analyze GMRT data in the context of HI observa-
tions (Ali et al. 2008; Paciga et al. 2011; Ghosh et al. 2011a,b, 2012). A recent paper
(Paul et al., 2014) has proposed visibility correlations to detect the EoR signal using
drift scan observations with the MWA.
It is possible to estimate the angular power spectrum of the sky signal from the
synthesized radio image (eg. Bernardi et al. 2009, 2010; Iacobelli et al. 2013). The noise
properties of the visibilities are better understood than those of the image pixels. The
noise in the different visibilities is uncorrelated, whereas the noise in the image pixels
may be correlated depending on the baseline uv coverage. The visibility based power
spectrum estimators have the added advantage that they avoid possible imaging artifacts
due to the dirty beam, etc (Trott et al. 2011).
In this paper we consider two estimators which use the measured visibilities to quan-
tify the angular power spectrum of the sky signal. The Bare Estimator, which has been
utilized in Ali et al. (2008) and Ghosh et al. (2011a), directly uses pairwise correlations
of the measured visibilities. The Tapered Gridded Estimator, which has been utilized
13
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in Ghosh et al. (2011b) and Ghosh et al. (2012), uses the visibilities after gridding on
a rectangular grid in the uv plane. The latter incorporates the feature that it allows a
tapering of the sky response and thereby suppresses the sidelobes of the telescope’s pri-
mary beam. Earlier work (Ghosh et al., 2011b) has shown this to be a useful ingredient
in foreground removal for detecting the cosmological 21-cm signal. In this paper we have
carried out a somewhat detailed investigation in order to place these two estimators on
sound theoretical footing. The theoretical predictions are substantiated using simula-
tions. As a testbed for the estimators, we consider a situation where the point sources
have been identified and subtracted out so that the residual visibilities are dominated
by the Galactic synchrotron radiation. We investigate how well the estimators are able
to recover the angular power spectrum of the input model used to simulate the Galactic
synchrotron emission at 150MHz. We have also analyzed the effects of gain errors and
the w-term. Most of our simulations are for the GMRT, but we also briefly consider
simulations for LOFAR. The estimators considered here can be generalized to the multi-
frequency angular power spectrum (MAPS, Datta, Roy Choudhury &Bharadwaj 2007)
which can be used to quantify the cosmological 21-cm signal. We plan to investigate
this in a future study.
A brief outline of the paper follows. In Section 2 we establish the relation between
the visibility correlation and the angular power spectrum. In Section 3 we describe
the simulations which we have used to validate the theoretical results of this paper. In
Sections 4 and 5 we consider the Bare and the Tapered Gridded Estimators respectively.
The theoretical analysis and the results from the simulations are all presented in these
two sections. Section 6 presents a brief comparison between the two estimators, and in
Sections 7 and 8 we consider the effect of gain errors and the w-term respectively. Much
of the analysis of the previous sections is in the context of the GMRT. In Section 9 we
apply the estimators to simulated LOFAR data and present the results. We present
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discussion and conclusions in Section 10.
2.2 Visibility Correlations and the angular power
spectrum
In this section we discuss the relation between the two visibility correlation and the
angular power spectrum of the specific intensity I(~θ, ν) or equivalently the brightness
temperature T (~θ, ν) distribution on the sky under the flat-sky approximation. Here ~θ is a
two dimensional vector on the plane of the sky with origin at the center of the field of view
(FoV). It is useful to decompose the specific intensity as I(~θ, ν) = I¯(ν) + δI(~θ, ν) where
the first term I¯(ν) is an uniform background brightness and the second term δI(~θ, ν) is
the angular fluctuation in the specific intensity. We assume that δI(~θ, ν) is a particular
realization of a statistically homogeneous and isotropic Gaussian random process on the
sky. In radio interferometric observations, the fundamental observable quantity is a set
of complex visibilities V(~U, ν) which are sensitive to only the angular fluctuations in
the sky signal. The baseline ~U quantifies the antenna pair separation d projected on
the plane perpendicular to the line of sight in units of the observing wavelength λ. The
measured visibilities are a sum of two contributions V(~U, ν) = S(~U, ν)+N (~U, ν), the sky
signal and system noise respectively. We assume that the signal and the noise are both
uncorrelated Gaussian random variables with zero mean. The visibility contribution
S(~U, ν) from the sky signal records the Fourier transform of the product of the primary
beam pattern A(~θ, ν) and δI(~θ, ν). The primary beam pattern A(~θ, ν) quantifies how
the individual antenna responds to signals from different directions in the sky. Using
15
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the convolution theorem, we then have
S(~U, ν) =
∫
d2U ′ a˜
(
~U − ~U ′, ν
)
∆I˜(~U ′, ν), (2.1)
where ∆I˜(~U, ν) and a˜ (~U, ν) are the Fourier transforms of δI(~θ, ν) and A(~θ, ν) re-
spectively. Typically, the term arising from the uniform specific intensity distribution
I¯(ν)a˜ (~U, ν) makes no contribution to the measured visibilities, and we have dropped
this. We refer to a˜ (~U, ν) as the aperture power pattern. The individual antenna re-
sponse A(~θ, ν) for any telescope is usually quite complicated depending on the telescope
aperture, the reflector and the feed (Chengalur, Gupta & Dwarakanath , 2003). It is
beyond the scope of the present paper to consider the actual single antenna response of
any particular telescope. We make the simplifying assumption that the telescope has
an uniformly illuminated circular aperture of diameter D whereby we have the primary
beam pattern (Figure 1)
A(~θ, ν) =
[(
2λ
πθD
)
J1
(
πθD
λ
)]2
(2.2)
where J1 is the Bessel function of the first kind of order one, the primary beam pattern
is normalized to unity at the pointing center [A(0) = 1], and the aperture power pattern
is
a˜(~U, ν) =
8λ4
π2D4
[(
D
λ
)2
cos−1
(
λU
D
)
− U
√(
D
λ
)2
− U2
]
, (2.3)
We note that a˜(~U, ν) in eq. (5.33) peaks at U = 0, declines monotonically with
increasing U , and is zero for U ≥ D/λ. The primary beam pattern (Figure 1) is well
approximated by a circular Gaussian function
AG(~θ, ν) = exp[−θ2/θ20] (2.4)
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of the same full width at half maxima (FWHM) as eq. (5.30). The parameter θ0 here is
related to the full width half maxima θFWHM of the primary beam pattern A(~θ, ν) (eq.
5.30) as θ0 = 0.6θFWHM, and
a˜G(~U, ν) =
1
πU20
e−U
2/U20 (2.5)
where U0 = (πθ0)
−1 = 0.53/θFWHM. While the Gaussian a˜G(~U, ν) (eq. 5.31) provides a
good approximation to a˜(~U, ν) (eq. 5.33) particularly in the vicinity of U = 0, there is
however a significant difference in that a˜(~U, ν) has a compact support and is exactly zero
for all U ≥ D/λ whereas a˜G(~U, ν), though it has an extremely small value for U ≥ D/λ,
does not become zero anywhere. In practice it is extremely difficult to experimentally
determine the full primary beam pattern A(~θ, ν) for a telescope. However, the value
of θFWHM is typically well determined. This has motivated the Gaussian approxima-
tion to be used extensively for both theoretical predictions (Bharadwaj & Sethi, 2001;
Bharadwaj & Ali, 2005) and analyzing observational data (Ali et al., 2008; Ghosh et al.,
2012). The close match between A(~θ, ν) (eq. 5.30) and AG(~θ, ν) (eq. 2.4) indicates that
we may also expect the Gaussian approximation to provide a good fit to the telescope’s
actual primary beam pattern, particularly within the main lobe. This, to some extent,
justifies the use of the Gaussian approximation in the earlier works. The Gaussian ap-
proximation simplifies the calculations rendering them amenable to analytic treatment,
and we use it on several occasions as indicated later in this paper. For much of the
investigations presented in this paper we have considered D = 45 m and λ = 2 m which
corresponds to GMRT 150 MHz observations. We have also considered D = 30.75 m
and λ = 2 m which corresponds to LOFAR 150 MHz observations. For both these tele-
scopes, Table 3.1 summarizes the values of some of the relevant parameters. Note that
these values correspond to the idealized telescope model discussed above, and they are
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150MHz D θFWHM θ0 U0 σ0
1.03λ/D 0.6θFWHM 0.53/θFWHM 0.76/θFWHM
GMRT 45m 157
′
95
′
11.54 16.6
LOFAR 30.75m 230
′
139
′
7.88 11.33
Table 2.1: This shows some relevant parameters for the primary beam pattern calcu-
lated using the idealized telescope model (eqs. 5.30,5.33), and the Gaussian
approximation (eqs. 2.4,5.31). The parameter σ0 is defined in eq. (2.10).
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Figure 2.1: The solid curve shows the 150MHz GMRT primary beam pattern A(~θ, ν)
predicted by eq. (5.30), and the dashed curve shows Gaussian approximation
(eq. 2.4) with the same θFWHM.
somewhat different from the values actually measured for the respective telescopes. For
example, the GMRT primary beam pattern has θFWHM = 186
′
whereas we have used
θFWHM = 157
′
based on our idealized model. We discuss the observational consequence
of this ∼ 16% difference later in Section 4.6 of this paper. For the rest of this paper
we focus on the GMRT , except in Section 2.9 where we shift our attention to LOFAR.
Our entire analysis is based on the idealized telescope model described above and the
relevant parameters are listed in Table 3.1 for both these telescopes.
In the flat sky approximation the statistical properties of the background intensity
fluctuations δI(~θ, ν) can be quantified through the two dimensional (2D) power spectrum
18
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P (U, ν) defined as,
〈∆I˜(~U, ν)∆I˜∗(~U ′, ν)〉 = δ2D(~U − ~U ′)P (U, ν), (2.6)
where δ2D(
~U − ~U ′) is a two dimensional Dirac delta function. The angular brackets 〈...〉
here denote an ensemble average over different realizations of the stochastic intensity
fluctuations on the sky. We also assume that the P (U, ν) depends only on the magnitude
U = |~U | i.e. the fluctuations are statistically isotropic. We note that P (U, ν) is related
to Cℓ(ν) the angular power spectrum of the brightness temperature fluctuations through
(Ali et al., 2008)
Cℓ(ν) =
(
∂B
∂T
)−2
P (ℓ/2π, ν) , (2.7)
where the angular multipole ℓ corresponds to U = ℓ/2π, B is the Planck function and
(∂B/∂T ) = 2kB/λ
2 in the Raleigh-Jeans limit which is valid at the frequencies of our
interest. We will drop the ν dependence henceforth as the rest of the calculations are
done at a fixed frequency ν = 150MHz.
We now consider the two visibility correlation which is defined as
V2(~U, ~U +∆~U) = 〈V(~U)V∗(~U +∆~U)〉 , (2.8)
and which has the contribution
S2(~U, ~U +∆~U) =
∫
d2U ′ a˜(~U − ~U ′) a˜∗(~U +∆~U − ~U ′)P (U ′) (2.9)
from the sky signal.
The visibilities at the baselines ~U and ~U+∆~U are correlated only if there is a significant
overlap between a˜(~U − ~U ′) and a˜∗(~U + ∆~U − ~U ′). The correlation S2(~U, ~U + ∆~U)
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Figure 2.2: This figure shows how the sky signal contribution to the two visibility cor-
relation varies with ∆~U for a fixed value U = 1, 000. The points show the
results from eq. (2.9) for P (U) = AU−2.34, and the solid line shows the
Gaussian fit given in eq. (2.10).
is strongest when |∆~U | = 0, declines rapidly with increasing |∆~U |, and is zero for
|∆~U | ≥ 2D/λ. The correlation S2(~U, ~U +∆~U) depends on both, the magnitude of ∆~U
as well as the angle between ∆~U and ~U , and an earlier work (Bharadwaj & Pandey,
2003) has studied this in detail for the predicted post-reionization cosmological 21-cm
signal. In this work we have considered a power law power spectrum P (U) = AU−β for
different values of β in the range 1.5 to 3.5, and we have used eq. (2.9) to study the ∆~U
dependence of S2(~U, ~U +∆~U). We find that the ∆~U dependence is isotropic to a great
extent, and it can be well modelled using a Gaussian (Figure 2.2) as
S2(~U, ~U +∆~U) = exp
[
−
( | ∆~U |
σ0
)2]
S2(U), (2.10)
where σ0 = 0.76/θFWHM (Table 3.1) and S2(U) ≡ S2(~U, ~U). While the approximation
in eq. (2.10) matches the result of eq. (2.9) quite well for small ∆~U , the approximation
breaks down when | ∆~U |> 2D/λ where S2(~U, ~U+∆~U) = 0 contrary to the prediction of
eq (2.10). This discrepancy, however, does not significantly affect the estimators (defined
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later) because the value of S2(~U, ~U +∆~U) predicted by eq (2.10) is extremely small for
| ∆~U |> 2D/λ.
A further simplification is possible for U ≫ U0 where it is possible to approximate
S2(U) which is calculated using eq. (2.9) by assuming that the value of P (U
′) does not
change much within the width of the function |a˜
(
~U − ~U ′
)
|2. We then obtain
S2(U) =
[∫
d2U ′ | a˜(~U − ~U ′) |2
]
P (U) . (2.11)
The integral in the square brackets has a constant value
πθ20
2
in the Gaussian approxima-
tion which yields the value 1.19× 10−3, whereas we have 1.15× 10−3 if we use eq. (5.33)
and numerically evaluate the integral in the square brackets. We see that the Gaussian
approximation is adequate for the integral in eq. (2.11), and we adopt the value πθ20/2
for the entire subsequent analysis. We have calculated S2(U) (Figure.2.3) using the con-
volution in eq. (2.9), and compared this with the approximation in eq. (2.11). We find
that the approximation in eq. (2.11) matches quite well with the convolution (eq. 2.9)
for baselines U ≥ 4U0 ∼ 45. Throughout the subsequent analysis we have restricted the
baselines to this range, and we have used eq. (2.11) to evaluate S2(U), the sky signal
contribution to the visibility correlation.
We finally have the approximate relation between the sky signal contribution to the
two visibility correlation and the angular power spectrum
S2(~U, ~U +∆~U) =
πθ20
2
(
∂B
∂T
)2
exp
[
−
(
∆U
σ0
)2]
Cℓ (2.12)
where ℓ = 2πU . We thus see that the visibilities at two different baselines ~U and ~U+∆~U
are correlated only if the separation is small (| ∆U |≤ σ0), and there is negligible corre-
lation if the separation is beyond a disk of radius σ0. Further, the visibility correlation
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Figure 2.3: This shows the sky signal contribution to the visibility correlation (S2(U)) for
two different power spectra with slopes β = 1.8 and 2.34 respectively. The
dash-dot curve shows the result of the convolution in eq.(2.9) with ∆~U =
0 whereas the solid curve shows the result of approximating this with eq.
(2.11). We see that the approximation of eq. (2.11) matches the convolution
reasonable well at large baselines U ≥ 4U0 ∼ 45.
S2(~U, ~U +∆~U) gives a direct estimate of the angular power spectrum Cℓ at the angular
multipole ℓ = 2πU . In addition to the sky signal S(~U ), each visibility also contains a
system noise contribution N (~U). For each visibility measurement, the real and imag-
inary parts of N (~U) are both random variables of zero mean and rms. σn. Further,
the noise in any two different visibilities is uncorrelated. We can then write the total
visibility correlation as
V2ij ≡ 〈ViV∗j 〉 = V0 e−|∆~Uij |
2/σ20 Cℓi + δij2σ
2
n (2.13)
where [Vi,Vj ] ≡ [V(~Ui),V(~Uj)], V0 = πθ
2
0
2
(
∂B
∂T
)2
, ∆~Uij = ~Ui − ~Uj and the Kronecker
delta δij is nonzero only if we correlate a visibility with itself. Equation (2.13) relates
the two visibility correlation V2ij to Cℓi the angular power spectrum of the sky signal
at the angular multipole ℓi = 2πUi and σ
2
n the mean square system noise, and we use
this extensively in connection with the estimators that we consider in the subsequent
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sections.
2.3 Simulating the sky signal
We have used simulations of radio-interferometric observations to validate the angular
power spectrum estimators that we introduce in subsequent sections of this paper. In
this section we first describe the simulations of the sky signal, and then describe how
these were used to simulate the expected visibilities. For the sky model, we assume
that all point sources with flux above a sufficiently low threshold have been identified
and removed from the data so that the 150MHz radio sky is dominated by the diffuse
Galactic Synchrotron radiation.
The slope β of the angular power spectrum of diffuse Galactic synchrotron emission
is within the range 1.5 to 3 as found by all the previous measurements at frequencies
0.15 − 94GHz (eg. La Porta et al. 2008; Bernardi et al. 2009). For the purpose of this
paper we assume that the fluctuations in the diffuse Galactic Synchrotron radiation
are a statistically homogeneous and isotropic Gaussian random field whose statistical
properties are completely specified by the angular power spectrum. Further, we assume
that the angular power spectrum of brightness temperature fluctuations is well described
by a single power law over the entire range of angular scales of our interest. In this work
we have adapted the angular power spectrum
CMℓ = A150 ×
(
1000
ℓ
)β
, (2.14)
where A150 = 513mK
2 and β = 2.34. from Ghosh et al. (2012). This is the input model
for all our simulations.
We have considered a 5.8◦ × 5.8◦ FoV for the GMRT simulations. This has been
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Figure 2.4: This shows a single realization of the simulated 150MHz radio sky under
the assumption that the bright point sources have been removed so that it is
dominated by the diffuse Galactic synchrotron radiation. We have simulated
a 5.8◦ × 5.8◦ FoV with ∼ 10.2′′ resolution.
Figure 2.5: This shows the uv coverage for 8 hr GMRT 150MHz observations centered
on a field at a declination of δ = +60◦. Only baselines with | u |, | v |≤ 1, 000
have been shown. Note that u and v are antenna separations measured in
units of the observing wavelength, and hence they are dimensionless.
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represented using a 2048×2048 grid with an angular resolution of∼ 10.2 arc-second . We
have first generated the Fourier components of the brightness temperature fluctuations
on the grid using ,
∆T˜ (~U) =
√
ΩCℓ
2
[x(~U) + iy(~U)], (2.15)
where Ω is the total solid angle of the simulation, and x(~U) and y(~U) are independent
Gaussian random variables with zero mean and unit variance. We then use a Fourier
transform to generate the brightness temperature fluctuations δT (~θ) or equivalently the
specific intensity fluctuations δI(~θ) on the grid. Figure 2.4 shows one realization of the
brightness temperature fluctuations generated using the procedure outlined above. We
have generated 20 different independent realizations of the sky by considering different
sets of random numbers in eq. (3.5).
To simulate GMRT observations we consider 8 hr observations targeted on a field
located at +60◦ DEC for which the uv tracks for baselines within | u |, | v |≤ 1, 000 are
shown in Figure 2.5. We assume 16s integration time for each sampled visibility data
which gives us 2, 17, 457 visibility points. To calculate the visibilities, we have multiplied
the simulated δI˜(θ) with the primary beam pattern A(~θ) (eq. 5.30) and evaluated the
Fourier transform of the product for each sampled baseline ~U on the uv track. In addition
to the sky signal, each measured visibility will also have a system noise contribution.
We have included this by adding independent Gaussian random noise contributions to
both the real and imaginary parts of each visibility. This noise is predicted to have an
rms. of σn = 1.03 Jy for a single polarization at the GMRT.
It is clearly visible in Figure 2.5 that the GMRT has a rather sparse uv coverage. The
fact that we have data for only a limited number of the Fourier modes is expected to
play an important role. This is particularly important for the cosmic variance which
crucially depends on the number of independent Fourier modes. In order to assess the
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impact of the sparse uv coverage we have also considered a situation where exactly the
same number of visibility measurements (2, 17, 457) are randomly distributed within the
region | u |, | v |≤ 1, 000 on the uv plane.
In the subsequent sections of this paper we have analyzed 20 independent realizations
of the sky signal, with visibilities points that correspond to the uv tracks shown in
Figure 2.5. We refer to this ensemble of 20 simulated data sets as “GMRT”. We have
also considered a random baseline distribution and calculated the visibilities for the same
20 realizations of the sky signal, and we refer to this as “Random”. Finally, we have also
carried out simulations for LOFAR which has a more uniform uv coverage as compared
to the GMRT. These simulations are separately discussed in Section 2.9.
Finally, we note that the simulated baselines lying in the lower half of the uv plane
(e.g. Figure 2.5.) are all folded to the upper half using the property V(~U) = V∗(−~U).
The simulated baseline distribution that we finally use for analysis is entirely restricted
to the upper half of the uv plane.
2.4 The Bare Estimator
The Bare Estimator directly uses the individual visibilities to estimate the angular power
spectrum. Each measured visibility corresponds to a Fourier mode of the sky signal,
and the visibility squared | VV∗ | straight away gives the angular power spectrum. This
simple estimator, however, has a severe drawback because the noise contribution 2σ2n is
usually much larger than the sky signal V0 e
−|∆~Uij |2/σ20 Cℓ in eq. (2.13). Any estimator
that includes the correlation of a visibility with itself suffers from a very large positive
noise bias. It is, in principle, possible to model the constant noise bias and subtract
it out. This however is extremely difficult in practice because small calibration errors
(discussed later in Section 2.7) would introduce fluctuations in the noise bias resulting in
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residuals that could exceed the sky signal. It is therefore desirable to avoid the noise bias
by considering estimators which do not include the contribution from the correlation of
a visibility with itself.
The Bare Estimator EˆB(a) is defined as
EˆB(a) =
∑
i,j wij Vi V∗j∑
i,j wijV0e
−|∆~Uij |2/σ20
, (2.16)
where we have assumed that the baselines have been divided into bins such that all the
baselines U in the range U1 ≤ U < U2 are in bin 1, those in the range U2 ≤ U < U3
are in bin 2 etc., and EˆB(a) refers to a particular bin a. The sum i, j is over all pairs
of visibilities Vi,Vj with baselines ~Ui, ~Uj in bin a. We have restricted the sum to pairs
within | ~Ui− ~Uj |≤ σ0 as the pairs with larger separations do not contribute much to the
estimator. The weight wij = (1− δij)Kij is chosen such that it is zero when we correlate
a visibility with itself, thereby avoiding the positive noise bias.
We now show that EˆB(a) gives an unbiased estimate of the angular power spectrum
Cℓ for bin a. The expectation value of the estimator can be expressed using eq. (2.13)
as
〈EˆB(a)〉 =
∑
i,j wij V2ij∑
i,j wijV0e
−|∆~Uij |2/σ20
=
∑
i,j wij e
−|∆~Uij |2/σ20Cℓi∑
i,j wije
−|∆~Uij |2/σ20
(2.17)
which can be written as
〈EˆB(a)〉 = C¯ℓ¯a (2.18)
where C¯ℓ¯a is the average angular power spectrum at
ℓ¯a =
∑
i,j wij e
−|∆~Uij |2/σ20ℓi∑
i,j wije
−|∆~Uij |2/σ20
. (2.19)
which is the effective angular multipole for bin a.
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We note that it is possible to express eq. (2.17) using matrix notation as
〈EˆB(a)〉 = Tr(wV2)
Tr(wI2)
(2.20)
where we have the matrices w ≡ wij , V2 ≡ V2ij, I2 = V0e−|∆~Uij |2/σ20 and Tr(A) denotes
the trace of a matrix A.
We next evaluate σ2EB(a) the variance of EˆB(a). This gives δCℓa which is an estimate
of the error in the angular power spectrum measured from the data. We have
[δCℓa]
2 ≡ σ2EB(a) = 〈Eˆ2B(a)〉 − 〈EˆB(a)〉2 (2.21)
which can be simplified to
σ2EB(a) =
∑
i,j,k,lwijwklV2ilV2kj
[Tr(wI2)]2
=
Tr(wV2wV2)
[Tr(wI2)]2
(2.22)
under the assumptions that w is symmetric and the measured visibilities are Gaussian
random variables.
The system noise only appears in the diagonal elements of the visibility correlation
matrix V2, whereas the sky signal contributes to both the diagonal and the off-diagonal
elements. Further, the diagonal elements of the weight matrix w are all zero. Conse-
quently the trace Tr(wV2) in eq. (2.18) does not pick up any contribution from the
diagonal elements of V2, and the expectation value of the estimator is not affected by
the system noise. The variance σ2EB(a) however has contributions from both diagonal
and off-diagonal elements of V2. The diagonal elements are dominated by the system
noise, whereas the off-diagonal elements contribute to the cosmic variance.
The weights wij should, in principle, be chosen so as to maximize the signal to noise
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Figure 2.6: This shows Cℓ multiplied with ℓ(ℓ + 1)/2π, plotted as a function of ℓ. The
solid line shows the input model (eq. 5.23) used for the simulations, and
the points show the values recovered by the Bare Estimator (eq. 2.16). The
points show the mean and the light shaded region shows the 1σ variation
measured from 20 realizations of the GMRT simulations. The dark shaded
region shows the cosmic variance which has been calculated by setting the
system noise σn = 0 in the simulation, and the error bars show 1σ error bars
predicted using eq. (2.22). The errors are dominated by the cosmic variance
at ℓ ≤ 2, 500 where the dark and faint shaded regions coincide. We see that
the Bare Estimator correctly recovers the input model, and the predicted
error bars are consisted with the errors measured from the simulations.
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ratio SNR = 〈EˆB(a)〉/σEB(a). The optimal weights depend on the baseline distribution
and V0Cℓ/σ
2
n , the relative amplitude of the signal to the noise in the individual visibili-
ties. Here we have made the simplifying assumption that all the visibility pairs contribute
equally to σ2EB(a). Each visibility pair is assigned the weight wij = (1 − δij)e−|∆
~Uij |2/σ20
which is proportional to its contribution to 〈EˆB(a)〉.
To test the Bare Estimator we have used it to estimate Cℓ from the simulated GMRT
and Random data. For this analysis the visibilities with baselines U in the range 40 ≤
U ≤ 1, 000 were divided in 20 equally spaced logarithmic bins. Figure 2.6 shows the mean
and the rms. variation of ℓ(ℓ+1)Cℓ/2π measured from the 20 independent realizations of
the data. We find that the angular power spectrum estimated from the simulated GMRT
data is in good agreement with the model (eq. 5.23) that was used to simulate the data.
We next test the predicted error estimate δCℓ given by eq. (2.22). To do this we have
evaluated σ2EB(a) by explicitly carrying out the sum
∑
ijkl where the indices each runs
over all the baselines in bin a. For V2 (eq. 2.13) we have used the mean Cℓ estimated
from the 20 realizations and the value of σn that was used for the system noise in the
simulation. We find that δCℓ predicted by the analytic error estimate (eq. 2.22) is in
reasonably good agreement with the rms. obtained from the 20 independent realizations
of the data. The results for the Random data are very similar to those for GMRT, and
we have not shown these separately here.
In conclusion of this section we find that the Bare Estimator (eq. 2.16) is able to
successfully extract the angular power spectrum directly from the measured visibilities.
We further show that (eq. 2.22) provides a reasonably good estimate of the statistical
errors for the measured angular power spectrum. The errors depend on the choice of the
weights wij, the baseline distribution, the magnitude of the signal and the system noise.
In Figure 2.6 we see that the error decreases with increasing ℓ until ℓ ∼ 2, 500 beyond
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which the error increases again. We find that this feature does not change significantly
between the GMRT and the Random simulations. Based on this we conclude that
this behaviour of the error is largely determined by the relative contributions from the
signal whose magnitude falls with ℓ and the system noise which has been assumed to be
constant across all baselines. The errors at ℓ ≤ 2, 500 are cosmic variance dominated,
whereas the errors are dominated by the system noise at larger ℓ.
2.5 The Tapered Gridded Estimator
The telescope primary beam is usually not very well quantified at large angles where we
have the frequency dependent pattern of nulls and sidelobes (Figure 2.1). Point sources
located near the nulls and the sidelobes are a problem for estimating the angular power
spectrum of the diffuse background radiation. Further, point sources located far away
from the pointing center, particularly those located near the nulls, introduce ripples along
the frequency direction in the multi-frequency angular power spectrum. This poses a
severe problem for separating the foregrounds from the cosmological 21-cm signal. As
pointed out in Ghosh et al. (2011b), it is possible to avoid these problems by tapering
the sky response through a frequency independent window function W(θ). In this work
we choose a GaussianW(θ) = e−θ2/θ2w such that θw = fθ0 with f ≤ 1 so that the window
function cuts off the sky response well before the first null. This tapering is achieved by
convolving the measured visibilities
Vc(~U) = w˜(~U)⊗ V(~U) (2.23)
where w˜(~U) = πθ2we
−π2U2θ2w is the Fourier transform of W(θ). The convolved visibilities
Vc(~U) are the Fourier transform of the productW(θ)A(θ) δI(~θ) whose sky response can
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be well controlled through the window function W(θ).
Current radio interferometers are expected to produce considerably large volumes of
visibility data in observations spanning many frequency channels and large observing
times. Given the potentially large computational requirement, it is useful to compress
the visibility data by gridding it. We choose a rectangular grid in the uv plane and
consider the convolved visibilities
Vcg =
∑
i
w˜(~Ug − ~Ui)Vi (2.24)
where ~Ug refers to the different grid points and Vi refers to the measured visibilities. We
now focus our attention on Scg =
∑
i w˜(
~Ug − ~Ui)Si which is the sky signal contribution
to Vcg. This can be written as
Scg =
∫
d2U w˜(~Ug − ~U)B(~U)S(~U) (2.25)
where B(~U) =
∑
i δ
2
D(
~U−~Ui) is the baseline sampling function of the measured visibilities
and δ2D(
~U) is the 2D Dirac delta function. The integral in eq. (2.25) is dominated by
the contribution from within a disk of radius ∼ (πθw)−1 centered around ~Ug. Assuming
that the sampling function B(~U) is nearly uniform within this disk we can replace B(~U)
in eq. (2.25) by its average value
B¯(~Ug) =
[∫
d2U w˜(~Ug − ~U)B(~U)∫
d2U w˜(~Ug − ~U)
]
(2.26)
evaluated at the grid point ~Ug. We then have the approximate equation
Scg = B¯(~Ug)
∫
d2U w˜(~Ug − ~U)S(~U ) . (2.27)
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Considering eq. (2.26) for B¯(~Ug), the denominator has valueW(0) = 1 whereby B¯(~Ug) =∑
i w˜(
~Ug − ~Ui) and we have
Scg =
[∑
i
w˜(~Ug − ~Ui)
]∫
d2U w˜(~Ug − ~U)S(~U ) . (2.28)
We note that eq. (2.28) holds only if we have an uniform and sufficiently dense baseline
distribution in the vicinity of the grid point ~Ug. This breaks down if we have a patchy
and sparse baseline distribution, and it is then necessary to use
Scg =
∑
i
w˜(~Ug − ~Ui)S(~Ui) . (2.29)
In such a situation it is necessary to take the exact patchy uv distribution into account,
and it is difficult to make generic analytic predictions. Here we have assumed an uni-
form baseline distribution, and we have used eq. (2.28) extensively in the subsequent
calculations,
The integral in eq. (2.28) is the Fourier transform of the product W(θ)A(θ) δI(~θ) ≡
AW(θ) δI(~θ). We may think of AW(θ) as a modified primary beam pattern which has
a new θFWHM which is a factor f/
√
1 + f 2 smaller than θFWHM given in Table 3.1 and
whose sidelobes are strongly suppressed. We can approximate the modified primary
beam pattern as a Gaussian AW(θ) = e−θ2/θ21 with θ1 = f(1 + f 2)−1/2θ0. Using this, we
can generalize eq. (2.13) to calculate the correlation of the gridded visibilities Vc2gg′ =
〈VcgV∗cg′ 〉. The crucial point is that we have to replace V0 and σ0 in eq. (2.13) with
V1 =
πθ21
2
(
∂B
∂T
)2
and σ1 = f
−1√1 + f 2σ0 in order to account for the modified primary
beam pattern AW(θ). We then have
Vc2gg′ = K1gK
∗
1g′
V1e
−|∆~U
gg
′ |2/σ21Cℓg + 2σ
2
nK2gg′ (2.30)
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where ℓg = 2πUg, K1g =
∑
i w˜(
~Ug − ~Ui), K2gg′ =
∑
i w˜(
~Ug − ~Ui)w˜∗(~Ug′ − ~Ui) and
∆~Ugg′ =
~Ug − ~Ug′ .
We now define the estimator Eˆg for the angular power spectrum at a single grid point
g as
Eˆg =
(VcgV∗cg −
∑
i | w˜(~Ug − ~Ui) |2 | Vi |2)
(| K1g |2 V1 −K2ggV0) . (2.31)
Using eq. (2.30) and eq. (2.13) respectively to evaluate the expectation values
〈VcgV∗cg〉 =| K1g |2 V1Cℓg + 2σ2nK2gg (2.32)
and
∑
i
| w˜(~Ug − ~Ui) |2 〈| Vi |2〉 = V0
∑
i
| w˜(~Ug − ~Ui) |2 Cℓi + 2σ2nK2gg (2.33)
we see that the system noise contributions to these two terms are exactly equal and it
exactly cancels out in 〈Eˆg〉. Further, assuming that
∑
i | w˜(~Ug − ~Ui) |2 Cℓi ≈ CℓgK2gg
we have
〈Eˆg〉 = Cℓg . (2.34)
We see that Eˆg defined in eq. (2.31) gives an unbiased estimate of the angular power
spectrum Cℓ avoiding the positive noise bias caused by the system noise.
The terms K1g and K2gg in eq. (2.31) are both proportional to Ng the number of
visibilities that contribute to the grid point g. For large Ng it is reasonable to assume
that | K1g |2≫ K2gg and we thereby simplify eq. (2.31) to obtain
Eˆg =
(VcgV∗cg −
∑
i | w˜(~Ug − ~Ui) |2 | Vi |2)
| K1g |2 V1 (2.35)
for the estimator.
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We use this to define the binned Tapered Gridded Estimator
EˆG(a) =
∑
g wgEˆg∑
g wg
. (2.36)
where wg refers to the weight assigned to the contribution from any particular grid point.
This has an expectation value
〈EˆG(a)〉 =
∑
g wgCℓg∑
g wg
(2.37)
which can be written as
〈EˆG(a)〉 = C¯ℓ¯a (2.38)
where C¯ℓ¯a is the average angular power spectrum at
ℓ¯a =
∑
g wgℓg∑
g wg
(2.39)
which is the effective angular multipole for bin a.
We next calculate the variance of EˆG(a) defined as
[δCℓa]
2 ≡ σ2EG(a) = 〈Eˆ2G(a)〉 − 〈EˆG(a)〉2 . (2.40)
Explicitly using eq. (2.35) yields a rather unwieldy expression which is not very useful
for making analytic predictions for the variance. The first term in the numerator of
eq. (2.35) which is of order N2g makes a much larger contribution to the variance than
the second term
∑
i | w˜(~Ug − ~Ui) |2 | Vi |2 which is of order Ng. In our analysis we make
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Figure 2.7: Same as Figure 2.6, but for the Tapered Gridded Estimator.
the simplifying assumption that we can drop the second term which yields
σ2EG(a) =
∑
gg
′ wgw
′
g | K−11g K∗−11g′ Vc2gg′ |2
V 21 [
∑
g wg]
2
. (2.41)
We further approximate K2gg′ = e
−|∆~U
gg
′ |2/σ21K2gg which allows us to write the variance
as
σ2EG(a) =
∑
gg
′ wgw
′
ge
−2|∆~U
gg
′ |2/σ21 | Cℓg + 2K2gg
′
σ2n
K1gK∗
1g
′V1
|2
[
∑
g wg]
2
(2.42)
using eq. (2.30).
We have applied the Tapered Gridded Estimator to the simulated GMRT and Ran-
dom data. The 20 realizations were used to calculate the mean and the variance of the
estimated Cℓ. We have considered the values f = 1.0, 0.8, 0.65 and 0.4 for the taper-
ing window, and have also tried two different weight schemes wg = 1 and wg = K
2
1g
respectively. The former assigns equal weight to every grid point that has same data,
this is expected to minimize the cosmic variance. The latter scheme assigns a larger
weight to grid points which have a denser visibility sampling relative to the grid points
with sparser sampling. This is expected to minimize the system noise contribution. The
grid spacing ∆U in the uv plane is chosen based on two considerations. A very small
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value of ∆U results in a very large number of grid points which do not contain indepen-
dent signal contributions. This also unnecessarily increases the computation time. In
contrast, a large value of ∆U implies that the signal in many visibilities is very poorly
represented in the gridded data, resulting in a loss of signal. We have chosen a grid
spacing ∆u =
√
ln 2/(2πθw) which corresponds to one fourth of the FWHM of w˜(~U) as
an optimum value. For any fixed grid position ~Ug, we have restricted the contribution to
baselines ~Ui within | ~Ug− ~Ui |≤ 6∆U . The weight function w˜(~Ug− ~Ui) falls considerably
and we do not expect a significant contribution from the visibilities beyond this baseline
separation. The tapering also modifies the smallest baseline where the approximation of
eq. (2.11) is valid, and the grid points ~Ug in the range Umin =
√
1 + f 2f−140 to 1, 000
were binned into 10 equally spaced logarithmic bins for this analysis.
Figure 2.7 shows the results for f = 0.8 and wg =| K1g |2. We see that for both
GMRT and Random the estimated Cℓ are roughly within the 1σ region of the input
model angular power spectrum CMℓ . For GMRT, however, the estimated Cℓ values all
appear to be somewhat in excess of CMℓ indicating that we have an overestimate of the
angular power spectrum relative to CMℓ . In comparison, the Cℓ values are in better
agreement with CMℓ for the Random simulation. For both GMRT and Random the
error estimates predicted by eq. (2.42) are in good agreement with the rms. fluctuation
estimated from the 20 realizations. We note that the rms. fluctuation of Cℓ is more for
GMRT in comparison to Random.
The Tapered Gridded Estimator is expected to give an unbiased estimate of Cℓ pro-
vided we have a uniform and sufficiently dense baseline distribution. We test this using
the Random simulations which have a uniform baseline distribution. In such a situation
we expect the deviation Cℓ − CMℓ to arise purely from statistical fluctuations. The de-
viation is expected to have values around σ/
√
Nr and converge to 0 as Nr, the number
of realizations, is increased. For this purpose we have studied (Figure 2.8) how the
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fractional deviation (Cℓ−CMℓ )/CMℓ varies if we increase the number of realizations from
Nr = 10 to 100. We find that it is more convenient to use 20 equally spaced logarithmic
bins in ℓ to highlight the convergence of the fractional deviation with increasing Nr.
Note that we have used 10 bins (as mentioned earlier) everywhere except in (Figure
2.8). For the Random simulation (right panel), we find that as the number of realiza-
tions is increased the convergence of the fractional deviation to 0 is clearly visible for
ℓ ≥ 1.2× 103 (U ≥ 200). Further, the fractional deviation is also found to be consistent
with σ/(
√
20CMℓ ) and σ/(10C
M
ℓ ) expected for Nr = 20 and 100 respectively. At smaller
baselines, however, the behaviour is not so clear. The approximation eq. (2.11) for the
convolution and the approximation for the primary beam pattern each introduce around
2 − 5% errors in the estimated Cℓ at small baselines. Further, for a uniform baseline
distribution the bins at the smallest ℓ values contain fewer baselines and also fewer grid
points, and are susceptible to larger fluctuations. The discrete uv sampling due to the
finite number of baselines is also expected to introduce some errors at all values of ℓ. To
test this effect, we have considered a situation where Nr = 100 and the total number
of baselines is increase to 869, 828 which is a factor of 4 larger compared to the other
simulations. We find that for ℓ ≥ 3 × 103 the fractional deviation falls from ∼ 5%
to ∼ 2% when the baseline density is increased, this difference is not seen at smaller
baselines. In summary, the tests clearly show that for a uniform baseline distribution
the estimator is unbiased for ℓ ≥ 1.2 × 103. In contrast, for the GMRT (left panel)
the fractional deviation does not converge to 0 as Nr is increased. We see that Cℓ is
overestimated at all values of ℓ. As mentioned earlier, the GMRT has a patchy uv cov-
erage for which eq.(2.27), which assumes a uniform baseline distribution, breaks down.
The overestimate is a consequence of GMRT’s patchy uv coverage, and is not inherent
to the Tapered Gridded Estimator. The rms. fluctuations also are larger for GMRT
in comparison to the Random simulations (Figure 2.7). This too is a consequence of
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Figure 2.8: The different curves show the fractional deviation (Cℓ−CMℓ )/CMℓ for the dif-
ferent numbers of realizations (Nr) shown in the figure. The curve 100a cor-
responds to Nr = 100 with 869, 828 baselines, which is 4 times the number of
baselines in the other simulations. The two shaded region show σ/(
√
Nr CMℓ )
for Nr = 20 and 100 respectively. We have used f = 0.8 and wg =| K1g |2,
with 20 equally spaced logarithmic bins in ℓ.
GMRT’s patchy uv coverage.
We now study how the estimator behaves for different values of f . Figure 2.9 and
Figure 2.10 respectively show the relative deviation (Cℓ−CMℓ )/CMℓ and the relative error
σ/CMℓ for different values of f with wg =| K1g |2. Here, Cℓ and σ refer to the mean
and rms. estimated from the 20 realizations. We find that the deviations are roughly
within the 1σ errors for all the cases that we have considered. For GMRT, the deviation
increases with decreasing f . This effect is only visible at low ℓ for Random. The error
σ, increases with f for both GMRT and Random. In all cases, the error is found to
decrease until ℓ ∼ 2000 and then increase subsequently. As mentioned earlier for the
Bare Estimator, we interpret this as a transition from cosmic variance to system noise
dominated errors as ℓ is increased. The sky coverage of the modified primary beam
AW(θ) falls with a decrease in f . This explains the behaviour of the cosmic variance
contribution which increases as f is reduced. We further see that the system noise
contribution also increases as f is reduced. This can be attributed to the term V1 =
πθ21
2
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Figure 2.9: This shows the fractional deviation of the estimated Cℓ from the input model
CMℓ . Here, we have used wg =| K1g |2 and the different f values shown in
this figure.
which appears in eq. (2.42). This effectively increases the system noise contribution
relative to Cℓ as f is reduced.
We have studied the relative performance of the two weight scheme mentioned earlier.
Figure 2.11 shows the relative deviation and the relative error for both wg = 1 and
wg =| K1g |2 for f = 0.8. As expected, the first scheme performs better in the cosmic
variance dominated regime. The difference between the two weight scheme, however, is
not very large in this regime. The second weight scheme performs significantly better
in the system noise dominated region. In this region the errors are nearly doubled if we
use wg = 1 instead of wg =| K1g |2 .
In summary, we have introduced a Gridded Estimator for the angular power spectrum
where it is possible to avoid the positive noise bias which arises due to the contribution
from the correlation of a visibility with itself. Further, the estimator allows the possibility
to taper the sky response and thereby implement sidelobe suppression. We have used
simulated visibility data to validate the estimator. We find that the estimator provides
an unbiased estimate of Cℓ for ℓ ≥ 1.2 × 103 if we have a sufficiently dense, uniform
baseline distribution. We also find that eq. (2.42) provides a good analytic estimate of
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Figure 2.10: This figure shows the relative error (σ/CMℓ ) estimated from 20 realization
of the simulation. Here, we have used wg =| K1g |2 and the different f
values shown in this figure.
the errors in the measured Cℓ. The estimator is found to be sensitive to the telescope’s
uv coverage, and we have somewhat of an overestimate for the GMRT which has a
patchy uv coverage. This deviation, however, is roughly within the 1σ error bars and is
not expected to be a serious issue. It is possible to carry out simulations with the actual
observational uv coverage and use these to compensate for the overestimate. The new
telescopes like LOFAR (discussed later) have a denser and more uniform uv coverage,
and we do not expect this issue to be of concern there. The 1σ errors, we find, increase
as the tapering is increased. The choice of f , however, is decided by issues related to
point source removal not considered here. We find that the weight scheme wg =| K1g |2
performs better than wg = 1, and we use the former for the subsequent analysis.
2.6 A comparison of the two estimators
Comparing the Bare Estimator with the Tapered Gridded Estimator we see (left panel
of Figure 2.11) that the former is more successful in recovering the input sky model. The
statistical errors also (right panel of Figure 2.11) , we find, are somewhat smaller for
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the Bare Estimator. The Bare Estimator deals directly with the measured visibilities,
and in a sense we expect it to outperform any other estimator which deals with gridded
visibilities. What then is the motivation to consider a Gridded Estimator which is not
able to recover the input model with as much accuracy as the Bare Estimator The
Bare Estimator deals directly with the visibilities and the computational time for the
pairwise correlation in eq. (2.16) scales proportional to N2, where N is the total number
of visibilities in the data. Further, the error calculation in eq. (2.22) is expected to
scale as N4. In contrast, the computation time is expected to scale as N for Tapered
Gridded Estimator. This N dependence arises in the process of gridding the visibilities,
the correlation eq. (2.35) and the error estimate eq. (2.42) are both independent of N .
Figure 2.12 show the computation time for the two estimators as the number of visi-
bilities varied. We see that the computation time shows the expected N dependence for
large values of N(> 1000). The Bare Estimator takes less computation time when N is
small (N ≤ 104). However, the computation time for the Bare Estimator and its error
estimate are larger than that for the Tapered Gridded Estimator for N ≥ 105. The Bare
Estimator is extremely computation extensive for a large N and it is preferable to use
the Gridded Estimator when N ≥ 105. Based on this we focus on the Tapered Gridded
Estimator for most of the subsequent discussion.
2.7 Gain Errors
The measured visibilities have undetermined time varying gains which arise due to the
atmosphere, receiver system, etc. The calibration procedure attempts to determine these
gains and correct for them, but this generally leaves unknown residual gain errors in the
data. Datta et al. (2009, 2010) have studied the impact of the residual gain errors on
bright source subtraction and place a tolerance limit for detecting the reionization 21 cm
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signal. Here we study the effect of gain errors on the estimators that we have defined
earlier. For this work we assume antenna dependent gain errors whereby the calibrated
visibilities can be written as
V(~Uab) = gag∗b [S(~Uab) +N (~Uab)] (2.43)
where a, b refer to the two antennas corresponding to the baseline ~Uab, and ga = (1 +
αa)e
iφa and gb = (1 + αb)e
iφb are the respective antenna gains. Here the αas and the
φas are respectively the amplitude and the phase errors of the individual antenna gains.
We have assumed that both αa and φa are Gaussian random variables of zero mean and
variance σ2α and σ
2
φ respectively. The errors are assumed to be independent in different
antennas and at different time instants .
The two visibility correlation can be written as,
〈V(~Uab)V∗(~Ucd)〉 = 〈gag∗bg∗cgd〉[S2(~Uab, ~Ucd) +N2(~Uab, ~Ucd)] (2.44)
where the product of the gains is to be averaged over different realizations of the gain
errors α and φ. We now have three different possibilities which we discussed below.
Case I: The two visibilities V(~Uab) and V(~Ucd) are at two different time instants or
they have no antenna in common. In this situation we have
〈gag∗bg∗cgd〉 = e−2σ
2
φ . (2.45)
Case II: The two visibilities V(~Uab) and V(~Ucd) are at the same time instant and have
only one antenna in common. In this situation we have
〈gag∗bg∗cgd〉 = (1 + σ2α)e−σ
2
φ . (2.46)
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Case III: Both V(~Uab) and V(~Ucd) referred the same measured visibility. In this
situation we have
〈gag∗bg∗cgd〉 = (1 + σ2α)2. (2.47)
The signal contribution to both the estimators defined earlier is dominated by Case
I, whereas the noise is dominated by Case III. Based on this it is possible to generalize
eq. (2.13) to obtain the approximate relation
V2ij = e
−2σ2
φV0 e
−|∆~Uij |2/σ20 Cℓi + (1 + σ
2
α)
2δij2σ
2
n (2.48)
which takes into account the effect of gain errors. It is also possible to generalize
eq. (2.30) for the gridded visibilities in a similar fashion. Using these to calculate the
effect of gain errors on the estimators defined earlier, we have
〈Eˆ(a)〉 = e−2σ2φC¯ℓ¯a . (2.49)
for both the Bare and the Tapered Gridded Estimators. We see that both the estimators
are unaffected by the error in the gain amplitude, however the phase errors cause the ex-
pectation value of the estimator to decrease by a factor e−2σ
2
φ . It is quite straightforward
to generalize eq. (2.22) and eq. (2.41) to incorporate the effect of the gain errors in the
variance of the Bare and the Tapered Gridded Estimators respectively. The main effect
is that the signal contribution is suppressed by a factor e−2σ
2
φ whereas the system noise
contribution is jacked up by a factor (1 + σ2α)
2 (eq. 2.48). We consequently expect the
SNR to remain unchanged in the cosmic variance dominated regime at low ℓ, whereas we
expect the SNR to fall in the system noise dominated regime (large ℓ). Further, we also
expect the transition from the cosmic variance to the system noise dominated regime to
shift to smaller ℓ values if the gain errors increase.
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Figure 2.13: The left panel shows the same as Figure 2.6 for the Tapered Gridded Esti-
mator using corrupted visibilities with the σα and σφ values shown in the
figure. We have also shown e−σ
2
φ × CMℓ with σφ = 60◦ for comparison. The
right panel shows the SNR for different values of σα and σφ.
We have carried out simulations to test the effect of gain errors on the angular power
spectrum estimators. For this we have generated 20 different realizations of the random
gain errors and used these to corrupt the simulated visibilities described in Section 2.3.
The simulations were carried out for different values of σα and σφ. We have applied both
the Bare and the Tapered Gridded Estimators on the corrupted visibilities. Both the
estimators show very similar behaviour under gain errors, and we show the results for
only the Tapered Gridded Estimator.
We have considered two values σα = 0.1 and 0.5 which respectively correspond to 10%
and 50% errors in the gain amplitude. The left panel of Figure 2.13 shows the results for
σα = 0.5. We see that the expectation value of the estimator is unaffected by the errors
in the gain amplitude. For the phase errors, we have considered the values σφ = 10
◦ and
60◦ for which e−2σ
2
φ have values 0.94 and 0.11 respectively. The left panel of Figure 2.13
shows that eq. (2.49) provides a good description for the effect of the gain errors on the
angular power spectrum estimator. We see the net result of the phase errors is that
the estimated angular power spectrum is reduced by a factor e−2σ
2
φ relative to the input
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model.
The right panel of Figure 2.13 shows the SNR for different values of σα and σφ. The
rms. fluctuation σEG of the estimator is expected to depend exponentially as e
−2σ2
φ on
the phase errors and have a (1 + σ2α)
2 dependence on the amplitude errors (eq. 2.48).
We find that the simulated SNR are more sensitive to the phase errors in comparison
to the amplitude errors. The SNR is nearly invariant to gain errors in the cosmic
variance dominated regime (low ℓ) where σEG is reduced by the same factor e
−2σ2
φ as the
expectation value of the estimator. However, the transition from the cosmic variance
dominated to the system noise dominated regime (approximately the peak of the SNR
curves) shifts to smaller ℓ if the gain errors are increased. The amplitude errors, we see,
reduces the SNR at large ℓ where the error is dominated by the system noise.
2.8 The w-term
The entire analysis, until now, has been based on the assumption that the visibility
contribution S(~U) from the sky signal is the Fourier transform of the product of A(~θ)
and δI(~θ). This is only an approximate relation which is valid only if the filed of view
is sufficiently small. The actual relation is
S(u, v, w) =
∫
dldm
δI(l, m)A(l, m)√
1− l2 −m2 e
−2πi[ul+vm+w(√1−l2−m2−1)] , (2.50)
where the w-term, which we have ignored until now, is the baseline component along
the line of sight to the phase center and l, m are the direction cosines corresponding to
any point on the sky. In a situation where the primary beam pattern falls of within
a small angle from the phase center, it is adequate to treat the region of sky under
observation as a 2D plane and use (l, m) = (θx, θy). For example, the GMRT has a
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FWHM of 186
′
for which
√
1− l2 −m2 ≈ 0.997. The term √1− l2 −m2 which appears
in the denominator of eq. (2.50) incorporates the curvature of the sky. We see that this
makes an insignificant contribution at the small angles of our interest, and hence may
be ignored. The term w(
√
1− l2 −m2− 1) which appears in the phase in eq. (2.50) has
a value ∼ 10−3 × w for the angle mentioned earlier, and this is not necessarily small.
The value of w depends on the telescope configuration and the observing direction, and
may be quite large (> 103). It is therefore necessary to assess the impact of the w-term
on the angular power spectrum estimators defined earlier.
We have simulated GMRT visibilities using eq. (2.50) keeping the w-term. The 20
realizations of the sky signal and the baseline tracks are the same as described in sec-
tion 2.3, and we have used the flat sky approximation (ie. we have dropped
√
1− l2 −m2
from the denominator). We have applied both the Bare and the Tapered Gridded Esti-
mator to this simulated visibility data. We show results for only the Tapered Gridded
Estimator, the results are very similar for the Bare Estimator and we have not shown
these separately. Figure 2.14 shows the relative change in the estimated angular power
spectrum if we include the w-term. We find that the change due to the w-term is less
than 3% for all values of ℓ barring the largest ℓ value where there is a 9% change. The
w-term has a larger effect at the large baselines which also correspond to a larger value
of w. We find that the change caused by the w-term is less than 10% of the statistical
fluctuations for most values of ℓ. In summary, for angular power spectrum estimation it
is adequate to ignore the w-term at the angular scales of our interest for the GMRT.
2.9 LOFAR
LOFAR, the Low Frequency Array, is an innovative new radio telescope which operates at
the lowest radio frequencies (10− 240MHz) (var Haarlem et al., 2013). It consists of an
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statistical error in Cℓ.
interferometric array of dipole antenna stations distributed throughout the Netherlands
and Europe. The individual stations perform the same basic functions as the dishes of a
traditional interferometric radio telescope. Hence, the station beam which is analogous
to the primary beam ultimately determines the FoV for a given observation. In the
High Band Antennas (HBAs, 110− 240MHz), groups of dipole pairs are combined into
HBA tiles and the station beam is formed from the combined signal from the tiles.
The HBA tiles are sensitive to two orthogonal linear polarizations. Close to the phase
centre, the LOFAR station beam can be well modeled with a circular Gaussian and the
FWHM of the Gaussian varies approximately from 3.0◦ to 5.0◦ in the frequency range
115 − 185MHz with θFWHM = 3.8◦ at 150MHz.
In this section we consider the possibility of using LOFAR to estimate the angular
power spectrum of the 150MHz sky signal after point source subtraction. The LOFAR
has a wider field of view compared to the GMRT and we have simulated a ∼ 8◦ × 8◦
region of the sky with an angular resolution of 14
′′ × 14′′. Here again we have generated
20 independent realizations of the sky signal. The simulations were carried out in exactly
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the same way as described in Section 2.3 using the LOFAR parameters given in Table 3.1.
We have generated the LOFAR baseline distribution for the 62 antennas in the central
core region for 8 hrs of observing time. Visibilities were generated with a time interval
of 40s and we obtain a total of 669, 809 visibilities in the baseline range 30 ≤ ~U ≤ 800.
We have included the w-term for calculating the LOFAR visibilities. The LOFAR has a
denser uv coverage compared to the GMRT, and the simulated baseline range is nearly
uniformly covered. We have used σn = 2.2Jy (var Haarlem et al., 2013) for the system
noise in the simulations. Given the large volume of data, we have only used the Tapered
Gridded Estimator with f = 0.8 and wg = K
2
1g.
Figure 2.15 shows the angular power spectrum estimated from our simulations. We
see that the estimated Cℓ values are all within the 1σ region of the input model angular
power spectrum CMℓ . The estimated Cℓ values, however, are somewhat in excess of
CMℓ at small ℓ (< 1, 000). The fractional deviation (Cℓ − CMℓ )/CMℓ is around ∼ 30%
at the smallest ℓ bin, and it is ∼ 15% at ℓ ∼ 800. The excess is not seen at larger ℓ
where the estimated values are in excellent agreement with CMℓ . We also see that the
error estimates predicted by eq. (2.42) are in good agreement with the rms. fluctuation
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estimated from the 20 realizations. The transition from cosmic variance dominated
errors to system noise dominated errors occurs at ℓ ∼ 2, 000 similar to the GMRT. The
LOFAR has considerably more baselines compared to the GMRT, and the errors in the
estimated angular power spectrum are smaller for LOFAR in comparison to GMRT.
As mentioned earlier in the context of the GMRT, the excess in the estimated Cℓ
may be a consequence of patchy uv coverage at small baselines (U < 160). The average
baseline density in the region U < 160 is several times larger than the average within
U < 800, however this does not guaranty that the former is less patchier than the latter.
Further, it is not possible to say anything definite from a visual inspection of the baseline
distribution. The convolution with the primary beam pattern and the window function
introduces a ∼ 8% deviation between Cℓ and CMℓ at U < 160. The exact cause of the
excess at small ℓ is at present not fully understood.
2.10 Discussion and conclusions
In this paper we have introduced two estimators for quantifying the angular power
spectrum of the sky brightness temperature. Both of these estimators use the visibilities
measured in radio interferometric observations. The Bare Estimator works directly with
the measured visibilities, and uses pairwise visibility correlations to estimate the angular
power spectrum. The Tapered Gridded Estimator uses the visibility data after gridding
on a rectangular grid in the uv plane. Here it is possible to taper the sky response so
as to suppress the sidelobes and reduce the filed of view. Earlier work (Ghosh et al.,
2011b) shows tapering to be an important ingredient in foreground removal for detecting
the cosmological 21-cm signal. We have investigated the properties of the estimators,
and present analytic formulae for the expectation value (eqs. 2.18 and 2.38) and the
variance (eqs. 2.22 and 2.42). The expectation value of both the estimators is free from
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the positive system noise bias which arises due to the correlation of a visibility with
itself. The system noise affects only the variance.
We have carried out simulations to validate the estimators. The simulated sky signal
assumes that the point sources have been removed and the residuals are dominated
by the diffuse Galactic synchrotron radiation which is modelled as a homogeneous and
isotropic Gaussian random field with a power law angular power spectrum. We consider
GMRT observations for most of the analysis. We find that the Bare Estimator is able
to recover the input model to a good level of precision. The computation time is found
to scale as N2 with the number of visibility data. Further, the scaling is N4 for the
variance.
We find that the Tapered Gridded Estimator is able to recover the input model CMℓ
to a high level of precision provided the baselines have a uniform uv coverage. For the
GMRT which has a patchy uv coverage, the Cℓ estimated from the Tapered Gridded
Estimator is largely within the 1σ errors from the input model CMℓ . There is, however,
indication that the angular power spectrum is overestimated to some extent. Comparing
the results to a situation with a uniform random baseline distribution, we conclude that
the overestimate is a consequence of GMRT’s patchy uv coverage and is not inherent
to the Tapered Gridded Estimator which is unbiased by construction. It is possible to
use simulations to quantify this overestimate and correct for this in a real observation.
We do not anticipate this overestimate to be a very major obstacle for the Tapered
Gridded Estimator. The computation time for this estimator and its variance both scale
as N . Long observations spanning many frequency channels will produce large volumes
of visibility data. The Bare Estimator is computationally very expensive for large N ,
and a Gridded Estimator is the only feasible alternative. Consequently, we have focused
on the Tapered Gridded Estimator for much of the analysis in the later part of this
paper.
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Residual gain errors corrupt the measured visibilities, and this is a potential difficulty
for estimating the angular power spectrum. We have analyzed the effect of gain errors
on the two estimators introduced in this paper. Our analysis, validated by simulations,
shows that the expectation value of the estimators is unaffected by amplitude errors.
The phase errors cause a decrement by the factor e−2σ
2
φ in the expectation value. The
statistical errors in the estimated Cℓ are affected by both the amplitude and the phase
errors, however this is more sensitive to the phase errors relative to the amplitude errors.
We have also investigated the effect of the w-term. We find that the w-term does not
cause a very big change in the estimated Cℓ at the scales of our interest here. Our analysis
here shows that the residual phase errors can lead to the angular power spectrum being
underestimated by a factor e−2σ
2
φ which has a value ∼ 0.1 for σφ = 60◦. It is therefore
imperative to independently quantify the magnitude of the residual phase errors for a
correct estimate of the angular power spectrum.
In addition to GMRT, we have also applied the estimators to simulated LOFAR data.
We find that the Cℓ estimated using the Tapered Gridded Estimator is within the 1σ
errors of the input model. There is, however, indication that there is some overestimation
(15 − 30%) at low ℓ (< 1, 000). The exact cause of this excess at small ℓ is at present
not fully understood.
The two estimators considered here both avoid the positive noise bias which arises
due to the system noise contribution in the visibilities. This is achieved by not including
the contribution from the correlation of a visibility with itself. As an alternative one
could consider an estimator which straight away squared the measured or the gridded
visibilities. In this situation it is necessary to separately identify the noise bias contri-
bution and subtract it out. The noise bias contribution is expected to be independent
of frequency and ℓ. It is, in principle, possible to identify a frequency and ℓ independent
component and subtract it out. However, our analysis in this paper shows that the errors
53
2 Visibility based angular power spectrum estimation
in the amplitude of the calibrated gains affect the noise bias. Frequency and baseline
dependent gain errors would manifest themselves as the frequency and ℓ dependence of
the noise bias. This is a major obstacle which is bypassed by our estimators.
The multi-frequency angular power spectrum (MAPS, Datta, Roy Choudhury &Bharadwaj
2007) jointly quantifies the angular and frequency dependence of the fluctuations in the
sky signal. This can be estimated directly from the measured visibilities (eg. Ali et al.
2008), and it can be used to detect the cosmological 21-cm signal (Ghosh et al., 2011b).
In future work we plan to generalize the analysis of this paper to the multi-frequency an-
gular power spectrum and address various issues, including point source removal, which
are relevant for detecting the cosmological 21-cm signal.
54
3 Point source subtraction for
angular power spectrum
estimation from low-frequency
radio-interferometric data∗
3.1 Introduction
Observations of redshifted 21 cm radiation from neutral hydrogen (HI) hold the po-
tential of tracing the large scale structure of the Universe over a redshift range of
200 ≥ z ≥ 0. Accurate cosmological HI tomography and power spectrum measurement,
particularly from the Epoch of Reionization (EoR), by ongoing or future low-frequency
experiments will provide us a significant amount of information about various astrophys-
ical and cosmological phenomena to enhance our present understanding of the Universe.
However, a major challenge in statistical detection of the redshifted 21 cm signal arises
from the contamination by Galactic and extragalactic “foregrounds” (Shaver et al., 1999;
∗This chapter is adapted from the paper “Point source subtraction for angular power spectrum esti-
mation from low-frequency radio-interferometric data” by Choudhuri et al. (2016c)
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Di Matteo et al., 2002; Santos et al., 2005).
The two major foreground components for cosmological HI studies are (1) the bright
compact (“point”) sources and (2) the diffuse Galactic synchrotron emission (Ali et al.,
2008; Paciga et al., 2011; Bernardi et al., 2009; Ghosh et al., 2012; Iacobelli et al., 2013).
An accurate and precise subtraction of the bright point sources is a primary step for mea-
surement of the redshifted 21 cm signal. Bowman et al. (2009) and Liu et al. (2009b), for
example, have reported that point sources should be subtracted down to a 10−100mJy
threshold in order to detect the 21 cm signal from the EoR. It has been recently demon-
strated also using both simulated and observed data from MWA that foreground (partic-
ularly the point sources) must be considered as a wide-field contaminant to measure the
21 cm power spectrum (Pober et al., 2016). Detection of the weak cosmological signal
will also require a proper removal of the diffuse component of the foreground. How-
ever, detecting and characterizing the diffuse emission itself also require removal of the
point sources properly. Thus, understanding the impact of point source subtraction on
the diffuse emission (either foreground Galactic synchrotron or cosmological HI signal)
is an important step for all such experiments. A detailed investigation and analysis
of the Galactic synchrotron emission power spectrum can be used to study the distri-
bution of cosmic ray electrons and the magnetic fields in the ISM of our own Galaxy
and also interesting in its own right (Waelkens et al., 2009; Lazarian & Pogosyan, 2012;
Iacobelli et al., 2013).
Keeping aside calibration errors, the problem of subtracting point sources ultimately
reduces to a problem of deconvolution of point sources, in presence of diffuse (fore-
ground and/or cosmological HI signal) emission, to fit their positions and flux densities
as accurately as the instrumental noise permits. The optimum strategy of modeling
and subtracting point sources in presence of diffuse emission is an open question in the
general context of interferometric radio frequency data analysis. A comparatively large
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field of view as well as a large number of strong point sources and bright Galactic syn-
chrotron emission make it more relevant at low radio frequency. Hence, for EoR and
post-EoR cosmological HI studies at low frequencies, particularly due to the weakness
of the desired signal compared to the foregrounds and the improved sensitivity of the
current and future telescopes (e.g. the Giant Metrewave Radio Telescope, the Low Fre-
quency Array, the Murchison Wide-field Array, the Precision Array to Probe the Epoch
of Reionization, the Primeval Structure Telescope †, the Hydrogen Epoch of Reioniza-
tion Array, the Square Kilometer Array etc.), this is one of the major and important
issue to be taken care of.
Naturally, a significant amount of effort has gone into addressing the problem of
foreground removal for detecting the 21 cm power spectrum from EoR (Wang et al.,
2006; McQuinn et al., 2006; Morales et al., 2006; Jelic´ et al., 2008; Geil et al., 2008;
Gleser et al., 2008; Liu et al., 2009a,b; Harker et al., 2010; Petrovic & Oh, 2011; Bernardi et al.,
2011; Mao, 2012; Liu & Tegmark, 2012; Chapman et al., 2012; Paciga et al., 2013). In
contrast, foreground avoidance (Parsons et al., 2012; Trott et al., 2012; Morales et al.,
2012; Vedantham et al., 2012; Hazelton et al., 2013; Pober et al., 2013; Dillon et al.,
2013; Thyagarajan et al., 2013; Pober et al., 2014; Parsons et al., 2014; Dillon et al.,
2014; Liu et al., 2014a,b; Ali et al., 2015; Jacobs et al., 2015; Trott et al., 2016) is an
alternative approach based on the idea that contamination from any foreground with
smooth spectral behaviour is confined only to a wedge in cylindrical (k⊥, k‖) space due to
chromatic coupling of an interferometer with the foregrounds. The HI power spectrum
can be estimated from the uncontaminated modes outside the wedge region termed as
the EoR window where the HI signal is dominant over the foregrounds. With their mer-
its and demerits, these two approaches are considered complementary (Chapman et al.,
2016).
†PaST; http://web.phys.cmu.edu/ past
57
3 Point source removal for power spectrum estimation
Here we have considered the issue of accurate modeling and subtraction of point
sources in presence of diffuse emission using simulated radio interferometric data. This
is part of a coherent effort of end-to-end simulation of realistic EoR signal and foreground
components, including instrumental effects, and finally using suitable power spectrum
estimator to recover the signal. In this endeavor, we have developed a novel and fast
estimator of angular power spectrum that consistently avoid the noise bias, and tested it
with simulated diffuse Galactic synchrotron emission (Choudhuri et al., 2014). Here, we
have further developed the simulations to include the point sources in the model (as well
as instrumental noise) to investigate the effectiveness of various point source subtraction
strategies. This paper describe the details of the simulations and analysis, including the
adopted point source modeling and subtraction strategies, and the effects on the residual
diffuse emission (in terms of both first and second order statistics). A companion paper
has reported the usefulness of the new estimator in recovering the diffuse emission power
spectrum from the residual data in such situation (Choudhuri et al., 2016a). There it
is demonstrated that the contribution due to point sources from the outer parts of the
main lobe of the primary beam can be suppressed by tapering the sky response using
this newly developed Tapered Gridded Estimator (hereafter, TGE). The same estimator
is used for the analysis presented in this paper. A further generalization of the estimator
to deal with spherical and cylindrical power spectrum is presented in Choudhuri et al.
(2016b). Please note, even though these exercises are in the context of EoR experiments,
for the sake of simplicity, we have so far not included the weak cosmological signal in
the model. We leave that, and also more complicated instrumental effects, for future
studies. Here we only establish the ability of the developed estimator to recover the
diffuse emission power spectrum accurately after point source subtraction. Thus, apart
from EoR experiments, these results are also relevant in more general situation, e.g.
detailed study of Galactic synchrotron emission (Choudhuri et al., 2016c).
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The current paper is organized as follows. In Section 2, we discuss the details of the
foreground point source and diffuse emission simulation, and Section 3 discusses the
method of analysis using different CLEANing options. Section 4 and 5 highlights the
result of point source subtraction in the images and in the recovered power spectrum.
Finally, we present summary and conclusions in section 6.
3.2 Multi-frequency Foreground Simulation
In this section we describe the details of the foreground simulation to produce the sky
model for generating visibilities for low radio frequency observation with an interfer-
ometer. Even if the simulation, described in this paper, is carried out specifically for
150 MHz observation with GMRT, it is generic and can easily be extended to other
frequency and other similar telescopes (including the SKA). Earlier studies (Ali et al.,
2008; Paciga et al., 2011) have found that, for 150MHz GMRT small field observations,
the bright compact sources are the dominating foreground component for EoR signal
at the angular scales ≤ 4◦, the other major component being the Galactic diffuse syn-
chrotron emission (Bernardi et al., 2009; Ghosh et al., 2012; Iacobelli et al., 2013). We
build our foreground sky model keeping close to the existing observational findings. The
sky model includes the main two foreground components (i) discrete radio point sources
and (ii) diffuse Galactic synchrotron emissions. The contributions from these two fore-
grounds dominate in low frequency radio observations and their strength is ∼ 4 − 5
orders of magnitude larger than the ∼ 20− 30mK cosmological 21-cm signal (Ali et al.,
2008; Ghosh et al., 2012). Galactic and extragalactic free-free diffuse emissions are not
included as a part of the sky model, though each of these is individually larger than the
HI signal.
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3.2.1 Radio Point Sources
Most of the earlier exercise of numerical simulation conducted so far have not included
the bright point source foreground component in the multi-frequency model. In such
analysis, it is generally assumed that the brightest point sources are perfectly subtracted
from the data before the main analysis, and the simulated data contains only faint point
sources and other diffuse foreground components, HI signal and noise. We, however,
simulate the point source distribution for sky model using the following differential
source counts obtained from the GMRT 150 MHz observation (Ghosh et al., 2012):
dN
dS
=
103.75
Jy.Sr
(
S
Jy
)−1.6
. (3.1)
The Full Width Half Maxima (hereafter FWHM) of the GMRT primary beam (PB) at
150 MHz is ≈ 3.1◦. To understand and quantify how the bright point sources outside the
FWHM of the PB affect our results, we consider here a larger region (7◦ × 7◦) for point
source simulation. Initially, 2215 simulated point sources, with flux density in the range
9mJy to 1 Jy following the above mentioned distribution, are randomly distributed over
this larger region. Out of those sources, 353 are within 95
′
from the phase centre (where
the PB response falls by a factor of e). We note that the antenna response falls sharply
after this radius. For example, the primary beam response is . 0.01 in the first sidelobe.
Hence, outside this “inner” region, only sources with flux density greater than 100mJy
are retained for the next step of the simulation. In the outer region, any source fainter
than this will be below the threshold of point source subtraction due to primary beam
attenuation. With 343 sources from the “outer” region, we finally include total 696
sources in our simulation. Figure 3.1 shows the angular positions of all 2215 sources
over this region, as well as of the 696 sources after the flux density restriction. Note
that, we have assumed all the sources are unresolved at the angular resolution of our
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simulation. In reality, there will also be extended sources in the filed. Some of the
extended sources can be modelled reasonably well as collection of multiple unresolved
sources. However, other complex structures will probably need more careful modelling
or masking, and such sources are not included in this simulation for simplicity.
The flux density of point sources changes across the frequency band of observation. We
scale the flux density of the sources at different frequencies using the following relation,
Sν = Sν0(
ν
ν0
)−αps (3.2)
where ν0 = 150MHz is the central frequency of the band, ν changes across the band-
width of 16MHz and αps is the spectral index of point sources. The point sources are
allocated a randomly selected spectral index uniform in the of range 0.7 to 0.8 (Jackson ,
2008; Randall et al., 2012). Please note that the subsequent point source modeling and
subtraction are carried out in such a way that the final outcomes do not depend on
the exact distribution function of the spectral index. Before calculating the visibilities,
the flux density of the point sources are rescaled, according to their angular separation
from the phase centre, by multiplying with the PB response. We model the PB of
GMRT assuming that the telescope has an uniformly illuminated circular aperture of
45m diameter (D) whereby the primary beam pattern is given by,
A(~θ, ν) =
[(
2λ
πθD
)
J1
(
πθD
λ
)]2
(3.3)
where J1 is the Bessel function of the first kind of order one. The primary beam pattern is
normalized to unity at the pointing center [A(0) = 1]. The central part of the model PB
(eq. 5.30) is a reasonably good approximation to the actual PB of the GMRT antenna,
whereby, it may vary at the outer region. In our analysis, we taper the outer region
61
3 Point source removal for power spectrum estimation
-200 -150 -100 -50 0 50 100 150 200
200
150
100
50
0
-50
-100
-150
-200
PSfrag replacements
θx [arcmin]
θ y
[a
rc
m
in
]
-200 -150 -100 -50 0 50 100 150 200
200
150
100
50
0
-50
-100
-150
-200
PSfrag replacements
θx [arcmin]
θ y
[a
rc
m
in
]
Figure 3.1: The angular position of the simulated point sources over a 7◦ × 7◦ region.
The left panel shows positions of all 2215 sources over this whole field, and
the right panel shows 696 sources after applying a flux density cutoff. The
number of point sources in the flux density range 9mJy to 1 Jy inside the
FWHM of the primary beam is Nin = 353 and outside of the FWHM with
flux density more than 100 mJy is Nout = 343.
through a window function for which the results by using model PB do not change
significantly.
3.2.2 Diffuse Synchrotron Emission
In this section, we first describe the simulation of the diffuse Galactic synchrotron emis-
sion which are used to generate the visibilities. The angular slope β of the angular
power spectrum of diffuse Galactic synchrotron emission is within the range 1.5 to
3 as found by all the previous measurements at frequency range 0.15 − 94GHz (e.g.
Tegmark & Efstathiou 1996; Tegmark et al. 2000; Giardino et al. 2002; Bennett et al.
2003; La Porta et al. 2008; Bernardi et al. 2009; Ghosh et al. 2012; Iacobelli et al. 2013).
For the purpose of this paper, we assume that the fluctuations in the diffuse Galactic syn-
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Figure 3.2: The simulated intensity map for the diffuse synchrotron radiation at 150MHz
before (left panel) and after (right panel) multiplying the GMRT primary
beam. The total angular size of each map is 8.7◦ × 8.7◦ with a grid size
∼ 0.5′. Here, the grey scale is in units of mJy/Beam.
chrotron radiation are a statistically homogeneous and isotropic Gaussian random field
whose statistical properties are completely specified by the angular power spectrum. We
construct our sky model of the diffuse Galactic synchrotron using the measured angular
power spectrum at 150MHz (Ghosh et al., 2012)
CMℓ (ν) = A150 ×
(
1000
ℓ
)β
×
( ν
150MHz
)−2αsyn
, (3.4)
where ν is the frequency in MHz, A150 = 513mK
2 and β = 2.34 adopted from Ghosh et al.
(2012) and αsyn = 2.8 from Platania et al. (1998). The diffuse emissions are generated
in a 1024× 1024 grid with angular grid size of ∼ 0.5′, covering a region of 8.7◦ × 8.7◦.
This axis dimension is ≈ 2.8 times larger than the FWHM of the GMRT primary beam.
To simulate the diffuse emission, we mainly followed the same procedure as discussed
in Choudhuri et al. (2014). We first create the Fourier components of the temperature
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fluctuations on a grid using
∆T˜ (~U, ν0) =
√
ΩCMℓ (ν0)
2
[x(~U) + iy(~U)], (3.5)
where Ω is the total solid angle of the simulated area, and x(~U) and y(~U) are inde-
pendent Gaussian random variables with zero mean and unit variance. Then, we use
the Fastest Fourier Transform in the West (hereafter FFTW) algorithm (Frigo et al.,
2005) to convert ∆T˜ (~U, ν0) to δT (~θ, ν0), the brightness temperature fluctuations or
equivalently the intensity fluctuations δI(~θ, ν0) on the grid. The intensity fluctuations
δI(~θ, ν) = (2kB/λ
2) δT (~θ, ν) can be calculated using the Raleigh-Jeans approximation
which is valid at the frequency of our interest. Figure 3.2 shows one realization of the
intensity fluctuations δI(~θ, ν0) map at the central frequency ν0 = 150MHz with and
without multiplication of the GMRT primary beam. The multiplication of the primary
beam with intensity fluctuations in the sky plane is equivalent to the convolution of the
Fourier transform of the both quantities in the uv plane. The recovered angular power
spectrum is affected due to the convolution of the primary beam only at large angular
scales (. 45 λ). This affect has been shown already in Figure 3 of Choudhuri et al.
(2014). Based on a large number of realizations of the simulated diffuse intensity map,
we find that the estimated angular power spectrum without multiplication of PB is in
good agreement with the input model power spectrum (eq. 5.23) at the scales of our
interest (ℓ ∼ 300− 2× 104).
Finally, we generate the specific intensity fluctuations at any other frequency in the
observation frequency band from that of the reference frequency using the scaling relation
δI(~θ, ν) = (2kB/λ
2) δT (~θ, ν0)(
ν
ν0
)−αsyn . (3.6)
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In general, the spectral index αsyn of the diffuse emission may have a spatial variation
and the synchrotron power spectrum may be different at different frequencies. However,
the effect of this on point source subtraction is expected to be negligible, and the final
results do not depend on the constancy of the synchrotron power spectrum slope. Here,
we assume that the value of αsyn is fixed over the whole region and across the observation
band in the multi-frequency simulation.
3.2.3 Simulated GMRT Observation
The simulations are generated keeping realistic GMRT specifications in mind, though
these parameters are quite general, and similar mock data for any other telescope can
be generated easily. The GMRT has 30 antennas. The diameter of each antenna is 45m.
The projected shortest baseline at the GMRT can be 60m, and the longest baseline
is 26 km. The instantaneous bandwidth is 16MHz, divided into 128 channels, cen-
tered at 150MHz. We consider all antennas targeted on a arbitrary field located at
R.A.=10h46m00s Dec=59◦00
′
59
′′
for a total of 8 hr observation. The visibility inte-
gration time was chosen as 16 s. The mock observation produces 783000 samples per
channels in the whole uv range. Each baseline generates 128 visibilities because of 128
spectral channels in the observation frequency-band. Figure 3.3 shows the full uv cov-
erage at central frequency for the simulated GMRT Observation. Table 3.1 summarizes
the GMRT parameters used in this work.
The angular power spectrum of the diffuse synchrotron emission (eq. 5.23) declines
with increasing baseline U =| ~U | (ℓ = 2πU), and drops significantly at the available
longest baseline. Hence, for our simulation, the contributions of the diffuse emission
have been taken from only baselines U ≤ 3, 000 λ to reduce the computation time. To
calculate the visibilities, we multiply the simulated intensity fluctuations δI(~θ, ν) with
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Parameter Value (GMRT)
R.A. 10h46m00s
Dec 59◦00
′
59
′′
Nant 30
Bandwidth 16MHz
Nchan 128
∆ν 125 kHz per channel
∆t 16 sec
Tobs 8 hr
Table 3.1: The GMRT parameters used to generate mock visibility data for the simulated
sky model described in Section 3.2.
the PB (eq. 5.30), and we use 2-D FFTW of the product in a grid. For each sampled
baseline U ≤ 3, 000 λ, we interpolate the gridded visibilities to the nearest baseline of the
uv track in Figure 3.3. We notice that the w-term does not have significant impact on
the estimated angular power spectrum of diffuse synchrotron emission (Choudhuri et al.,
2014). But, to make the image properly and also to reduce the point source sidelobes, it
is necessary to retain the w-term information. The w-term also improves the dynamic
range of the image and enhances the precision of point source subtraction. We use the full
baseline range to calculate the contribution from the point sources. The sky model for
the point sources is multiplied with PB A(~θ, ν) before calculating the visibilities. Using
the small field of view approximation, the visibilities for point sources are computed at
each baseline by incorporating the w term:
V (~U, ν) ≈
∫
d2θA(~θ, ν) δI(~θ, ν) e−2πi
(
uθx+vθy+w
(√
1−θ2x−θ2y−1
))
. (3.7)
The system noise of the interferometer is considered to be independent at different
baselines and channels, and is modelled as Gaussian random variable. We add inde-
pendent Gaussian random noise to both the real and imaginary parts of each visibility
contribution. For a single polarization, the rms noise in the real or imaginary part of a
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Figure 3.3: The GMRT uv coverage with phase centre at R.A.=10h46m00s
Dec=59◦00
′
59
′′
for total observation time 8hr. Note that u and v are an-
tenna separations measured in units of wavelength at the central frequency
150MHz.
visibility is predicted to be (Thompson, Moran & Swenson, 1986),
σ =
√
2kBTsys
Aeff
√
∆ν∆t
(3.8)
where Tsys is the total system temperature, kB is the Boltzmann constant, Aeff is the
effective collecting area of each antenna, ∆ν is the channel width and ∆t is correlator
integration time. For a channel width of ∆ν = 125 kHz and integration time ∆t =
16 sec, the rms noise comes out to be σn = 1.03 Jy for GMRT at single polarization.
The two polarizations are assumed to have identical sky signals but independent noise
contribution.
In summary, our simulated visibilities for the GMRT observation are sum of two
independent components namely the sky signal and the system noise. As outlined above,
the realistic sky signal contains the contribution of the extragalactic point sources and
the diffuse synchrotron emission from our own Galaxy. The visibility data does not
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contain any calibration errors, ionospheric effects and radio-frequency interference (RFI).
We leave a detailed investigation of these effects for future work.
3.3 Data Analysis
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Figure 3.4: The left panel shows the CLEANed image (4.2◦× 4.2◦) of the simulated sky
centered at R.A.=10h46m00s Dec=59◦00
′
59
′′
. The synthesized beam has a
FWHM ∼ 20′′. A zoom of the square region, 42′ × 42′ in size, marked in
the left panel is shown in the right panel. This representative region is used
in Figure 3.6 for comparison of “residual” images. In the central region the
“off-source” rms noise is ≈ 0.3mJy/Beam. Here, the grey scale is in units of
mJy/Beam.
The simulated visibility data described above is generated using sky emission model
containing a combination of point sources and Galactic diffuse synchrotron emission
(along with instrumental noise). Our next goal is to analyse these simulated data to re-
cover the statistical properties of the diffuse emission, and compare those with the known
input model parameters. As mentioned earlier, to estimate the power spectrum of the
diffuse emission, our approach is to first remove the point source foreground accurately.
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This requires imaging and deconvolution to model the point sources, and then subtract-
ing them from the data. In reality, there are many issues which make an accurate sub-
traction of point sources from radio interferometric wide-field synthesis images challeng-
ing. These include residual gain calibration errors (Datta et al., 2009, 2010), direction
dependence of the calibration due to instrumental or ionospheric/atmospheric condi-
tions (Intema et al., 2009a; Yatawatta, 2012), the effect of spectral index of the sources
(Rau & Cornwell, 2011), frequency dependence and asymmetry of the primary beam re-
sponse, varying point spread function (synthesized beam) of the telescope (Bowman et al.,
2009; Liu et al., 2009a; Morales et al., 2012; Ghosh et al., 2012), high computational ex-
penses of imaging a large field of view, and CLEANing a large number of point sources
(particularly severe at low radio frequency (e.g. 150MHz) images, Pindor et al., 2011)
etc. Earlier, Datta et al. (2009, 2010) have studied the effect of calibration errors in
bright point source subtraction. They have concluded that, to detect the EoR sig-
nal, sources brighter than 1 Jy should be subtracted with a positional accuracy better
than 0.1 arcsec if calibration errors remain correlated for a minimum time ∼ 6 hours
of observation. The polarized galactic synchrotron emission is expected to be Faraday-
rotated along the path, and it may acquire additional spectral structure through po-
larization leakage at the telescope. This is a potential complication for detecting the
HI signal (Jelic et al., 2010; Moore et al., 2013). To cope with the capabilities of cur-
rent and forthcoming radio telescopes, recently there have been a significant progress in
developing calibration, imaging and deconvolution algorithms (Bhatnagar et al., 2013;
Cornwell et al., 2008) which can now handle some of the above-mentioned complications.
In this paper, we take up a study of the effect of incomplete spectral modeling and of
different deconvolution strategies to model and subtract point sources using simulated
data at 150MHz. The power spectrum estimator that we have used takes care of, at least
to a large extent, issues like asymmetry of the primary beam, direction dependence of
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the calibration for the outer region of the field of view and high computational expenses
of imaging and removing point sources from a large field of view etc. We leave studying
the other calibration related issues for future work.
For our analysis, we use the Common Astronomy Software Applications (CASA) ‡
to produce the sky images from the simulated visibility data. To make a CLEAN in-
tensity image, we use the Cotton-Schwab CLEANing algorithm (Schwab, 1984) with
Briggs weighting and robust parameter 0.5, and with different CLEANing thresholds
and CLEANing boxes around point sources. The CLEANing is done also with or
without multifrequency synthesis (MFS; Sault & Wieringa 1994; Conway et al. 1990;
Rau & Cornwell 2011). During deconvolution, MFS, if used, takes into account the
spectral variation of the point sources using Taylor series coefficients as spectral basis
functions. In a recent paper Offringa et al. (2016) suggest that CASA’s MS-MFS algo-
rithm can be used for better spectral modelling of the point sources. The large field
of view (θFWHM = 3.1
◦) of the GMRT at 150MHz lead to significant amount of errors
if the non-planar nature of the GMRT antenna distribution is not taken into account.
For this purpose we use w−projection algorithm (Cornwell et al., 2008) implemented in
CLEAN task within the CASA. For different CLEANing strategies, we assess the impact
of point sources removal in recovering the input angular power spectrum Cℓ of diffuse
Galactic synchrotron emission from residual uv data. Effectively, by CLEANing with
these different options, we identify the optimum approach to produce the best model
for point source subtraction and Cℓ estimation. We investigate the CLEANing effects
both in the image domain by directly inspecting the “residual images” after the point
source subtraction, and also in the Fourier domain by comparing the power spectrum
of the residual data with the input power spectrum of the simulated diffuse emission.
For discussion on some of the relevant methods and an outline of the power spectrum
‡http://http://casa.nrao.edu/
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estimation, please see Choudhuri et al. (2014) and references therein.
The left panel of Figure 3.4 shows the resultant CLEANed image of the simulated sky
of the target field with angular size 4.2◦ × 4.2◦. The synthesized beam has a FWHM ∼
20
′′
. The image, as mentioned earlier, contains two different emission components (i.e.
point sources, diffuse synchrotron emission) and noise. The grey scale flux density range
in Figure 3.4 is saturated at 3mJy to clearly show the diffuse emission. The inner part
(≈ 1.0◦ × 1.0◦) of CLEANed image has rms noise ≈ 0.3mJy/Beam, and it drops to
≈ 0.15mJy/Beam at the outer part of the image where the response of the GMRT
primary beam attenuates quite a bit compared to the phase centre. In the right panel
of Figure 3.4, we also show a small portion (marked as a square box in the left panel) of
the image with an angular size 42
′ × 42′. We note that there is a strong point source at
the centre of this small image with a flux density of 676mJy/Beam and spectral index
of 0.77. The intensity fluctuations of the diffuse emission are also clearly visible in both
the panels of Figure 3.4.
Figure 3.5 shows the angular power spectrum Cℓ estimated from the simulated visibil-
ities before any point source subtraction. We find that the estimated power spectrum, as
expected, is almost flat across all angular scales. This is the Poisson contribution from
the randomly distributed point sources which dominate Cℓ at all angular multipoles ℓ in
our simulation. In this paper, we do not include the clustering component of the point
sources which becomes dominant only at large angular scales (ℓ ≤ 900) (Ali et al., 2008)
where it introduces a power law ℓ dependence in the angular power spectrum. We also
note that the convolution with the primary beam affects the estimated angular power
spectrum at small ℓ values (Figure 3, Choudhuri et al. 2014), and it will be difficult to
individually distinguish the Poisson and the clustered part of the point source compo-
nents with the GMRT. The total simulated power spectrum Cℓ (Figure 3.5) is consistent
with the previous GMRT 150MHz observations (Ali et al. 2008; Ghosh et al. 2012). In
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Figure 3.5 we also show the input model angular power spectrum of the diffuse emission
along with 1-σ error bar (shaded region) estimated from 100 realizations of the diffuse
emission map. Note that the angular power spectrum of the diffuse emission is buried
deep under the point source contribution which dominates at all the angular scales ac-
cessible to the GMRT. We would like to emphasis that, in this paper, our aim is to
study how well we can recover this diffuse power spectrum from the residual visibility
data after point source subtraction is carried out to the desired level.
It is quite difficult to model and subtract out the point sources from the sidelobes and
the outer parts of the main lobe of the primary beam. Our recent paper (Choudhuri et al.,
2016a) contains a detailed discussion of the real life problems for modelling and sub-
tracting point sources from these regions. In this paper we have restricted the point
source subtraction to the central region of the primary beam (as detailed in the next
section). Here we have used the TGE to estimate the angular power spectrum Cℓ from
the visibilities (both before and after point source subtraction). The TGE tapers the sky
response to suppress the effect of the point sources outside the FWHM of the primary
beam. This is achieved by convolving the visibilities with a window function whose
width can be varied. It is also devised in such a way that it calculates the noise bias
internally, and subtracts its contribution to extract only the desired signal. The TGE
is an unbiased estimator for the angular power spectrum Cℓ, and a detailed description
has been presented in our earlier paper (Choudhuri et al., 2014). Here we have applied
the TGE to the simulated visibility data to estimate Cℓ in logarithmic intervals of ℓ
after averaging all the frequency channels. The same estimator may also be extended to
quantify the cosmological 21 cm signal, we plan to address this in future.
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Figure 3.5: The angular power spectrum Cℓ estimated from the initial visibility data
which contains two foreground components, point sources and diffuse syn-
chrotron emission. For comparison, we show the model synchrotron power
spectrum (lower curve) with 1-σ error estimated from 100 realizations of the
diffuse emission map. The total power spectrum (upper curve), dominated
by the point sources, is flat in nature due to the Poisson distribution of
positions of the discrete point sources in our simulation.
3.4 Point Source Subtraction
The bright discrete point sources are the most dominant foreground component for
detecting the redshifted HI 21-cm EoR signal. As shown in (Figure 3.5), the 150MHz
radio sky is dominated by them at the angular scales ≤ 4◦ (Ali et al., 2008). Therefore,
it is very crucial to identify all point sources precisely from the image, and remove
their contribution from the visibility data in order to estimate the power spectrum of
background diffuse emission. In this section, we discuss the point source modeling and
the effect of different CLEANing strategies on the “residual” images, made from the
point source subtracted visibility data.
We use different sets of parameter shown in Table 3.2 for different CLEANing strate-
gies. Pixels with flux density above a threshold value in the image are identified as point
sources which are used to build the “clean component” model. The model visibilities cor-
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responding to these clean components are subtracted from the original multi-frequency
uv data using the standard CASA task UVSUB. This should remove the point source
contribution from the data to a large extent. The residual images, hence, are expected
to be dominated by the diffuse emissions and the system noise. After point source sub-
traction we make residual images of size 4.2◦ × 4.2◦. Figure 3.6 shows a representative
region of angular size 42
′×42′, to illustrate the effect of different cleaning schemes. The
different residual images (Image(a) to Image(f)) in Figure 3.6 correspond to the different
CLEANing strategies in Table 3.2 (Run(a) to Run(f)).
First we investigate the effect of spectral modelling of the clean components in the
residual image. This is done by changing the parameter “nterms” where nterms=1
does not include any spectral correction, while nterms=2 builds the model by including
spectral index during multi-frequency CLEANing. A more detailed discussions of these
parameters can be found in Rau & Cornwell (2011). For point source subtraction with
a CLEANing threshold of 1mJy (≈ 3σim) and nterms = 1 and 2, the “dirty” images
of the residual UVSUB data are shown in Figure 3.6 top row (left and right panel for
nterms = 1 and 2 respectively). The strong sidelobe patterns appear around the central
bright source in Image(a) for incorrect spectral modelling. Most of these disappear in
Image(b) where the spectral property of the bright source has been taken into account
during CLEANing and continuum subtraction.
In the middle row of Figure 3.6, we compare the residual images for two different
CLEANing threshold 0.5mJy and 2.0mJy (left and right panel respectively) while keep-
ing nterms = 2 fixed for both. We notice that for the CLEANing threshold of 0.5mJy,
part of the diffuse structure is also CLEANed and subtracted out form the data. On
the other hand, all the diffuse structures (but also some residual from the point sources)
are still present in the residual Image(d) where we use a higher threshold of 2.0mJy
(≈ 6.0 σim). The overlayed contours in Figure 3.6 make the comparison more clear.
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Name nterms Threshold flux density CLEANing Box
Run(a) 1 1.0mJy Single 4.2◦ × 4.2◦ Box
Run(b) 2 1.0mJy Single 4.2◦ × 4.2◦ Box
Run(c) 2 0.5mJy Single 4.2◦ × 4.2◦ Box
Run(d) 2 2.0mJy Single 4.2◦ × 4.2◦ Box
Run(e) 2 0.5mJy Circular region with radius 50
′′
around all sources in the image
Run(f) 2 2.0mJy Single 4.2◦ × 4.2◦ Box
0.5mJy 1.6
′ × 1.6′ Box around
each visible residual sources
Table 3.2: The set of parameters used for point source imaging with different CLEANing
strategies.
For the panels in the top and the middle row, we CLEANed the whole image upto the
specified threshold without making any CLEAN box around the point sources. This is
more computation expensive as well as inadequate to handle the diffuse structure, and
will remove positive and negative peaks of the diffuse signal. For EoR experiments, a
part of the desired diffuse 21 cm signal, if present, may also be removed by such deep
CLEANing without making boxes.
Next we use CLEAN boxes to create the model for point source subtraction. This will
ensure that the clean components are picked up only from the restricted regions defined
by the shape of the box as highlighted in the bottom row of Figure 3.6. Here, we select
the boxes in two ways (see Table 3.2). In the first case, we use the mask file (circular
box of radius 50
′′
) from the catalogue sources which are used to generate the simulated
data, and CLEANed upto 0.5mJy threshold. For the second case, we first CLEANed the
whole image upto a conservative limit of 2mJy. Then, by visually inspecting the image,
we identified residual point sources which are not cleaned due to higher threshold, and
placed rectangular boxes of size 1.6
′ × 1.6′ around each of them. These selected regions
are then CLEANed upto a limit of 0.5mJy. The residual images for these two cases are
shown in the bottom row of Figure 3.6 (Image(e) and Image(f)). We notice that there
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is no significant difference in the residuals for these two cases. In the next section, we
assess impact of the different CLEAN strategies on the statistics such as distribution of
visibilities and estimated angular power spectrum from different residual data sets.
3.5 Results
We use different CLEANing strategies to subtract point sources from a 4.2◦ × 4.2◦
region of the sky from simulated visibility data discussed in Section 3.4. To compare
the outcome of these strategies, we check the statistics of the visibilities as well as of the
images. In Figure 3.7 we show the normalized histogram plots from images (top row) and
from the visibility data (bottom row). First we consider the CLEANed and the residual
images. The top-left panel of Figure 3.7 shows the distribution of the pixel values from
the initial CLEANed map (Figure 3.4). This plot shows a small number of pixels with
high flux density values (due to the bright point sources). The distribution is, however,
dominated by the diffuse foreground component with relatively small values (≤ 5.0mJy)
over a large fraction of pixels. The top-middle and right panel show the histogram of
the residual images from different CLEANing runs discussed in Section 3.4. A Gaussian
with σ = 0.228mJy is a fairly good fit to the distribution of the residuals upto a flux
density limit of ±0.5mJy. However, as evident from the top central panel, CLEANing
with lower threshold (see Table 3.2) makes residual images more non-Gaussian. The
histogram for Run(c), for example, is confined to lower flux density range, because
“blind” CLEANing with very low threshold removes a part of diffuse structure. In the
top right panel, we show the impact of choosing CLEAN boxes in different ways (Run(e)
and (f) in Table 3.2), keeping a fixed threshold flux density of 0.5mJy. We find that
there is no difference in the distribution of the residual images for Run(e) and Run(f).
Also, in all the cases, they follow the same Gaussian function upto ±0.5mJy.
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Next, we consider the statistics of the visibilities. The corresponding visibility distri-
bution functions are shown in the bottom row of Figure 3.7. We use the real part the
complex visibilities for the purpose of this comparison in the plots, but the imaginary
parts also have a similar distribution. We find that the initial and residual visibility
data both mostly follow a Gaussian distribution, but with different standard deviation.
The initial visibility data (bottom row, left panel of Figure 3.7) follows a Gaussian dis-
tribution with σ = 1.61 Jy. The residual visibility data, however, can be fitted with a
Gaussian function of σ = 0.76 Jy upto a flux density limit of | Re(V) |< 3Jy containing
the bulk of the data. The counts significantly deviate from a Gaussian at large visibility
values most likely due to incomplete CLEANing.
The angular power spectrum Cℓ have been estimated from the residual visibility data
with the different CLEANing strategies. As mentioned earlier, this estimation is done
using TGE. Here, we have used Gaussian window function to taper the sky response. The
tapering is introduced through a parameter f , where f is preferably ≤ 1 so that modified
window function inside the TGE cuts off the sky response well before the first null of
the primary beam (see for details, Figure 1 of Choudhuri et al. 2016a). The reduced
field of view results in a larger cosmic variance for the angular modes which are within
the tapered field of view. So, the tapering parameter f will possibly be determined by
optimizing between the reduced field of view and the cosmic variance. In this work we use
f = 0.8. It is expected that the estimated power spectrum from the residual data will be
consistent with the input power spectrum if the point source subtraction is perfect and
precise. Through angular power spectrum estimation from the different residual data
sets, we try to find out the optimum approach for CLEANing to recover the underlying
diffuse synchrotron emission power spectrum. Figure 3.8 shows the estimated Cℓ from
the residual visibility data for Run(a) and Run(b), that is for fixed CLEANing threshold
of 1.0mJy but nterms = 1 and 2 respectively. We note that the residual sidelobes around
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the bright sources in the image with nterms = 1 (see Figure 3.6a) introduced an excess
power at large angular multipoles (small angular scales) ℓ ≥ 6 × 103 in the estimated
angular power spectrum. On the other hand CLEANing with nterms = 2 reduces the
residual sidelobes in the image after point source subtraction (see Figure 3.6b). Hence,
in this case the estimated Cℓ, as shown in Figure 3.8, recover the input power spectrum
better at large ℓ values as well.
Figure 3.9 shows the angular power spectra Cℓ estimated from the residual visibility
data obtained under the different CLEANing strategies Run(b), Run(c) and Run(d)
with different threshold but fixed value of nterms = 2 (see Table 3.2). For Run(d),
which cleans upto 2.0mJy (∼ 6 σim), the angular power spectrum below ℓ ∼ 7 × 103
is properly recovered. However, due to insufficient CLEANing, it retains some extra
residual power at large ℓ ≥ 7 × 103. In contrast, as already noted earlier, Run(b) with
CLEANing threshold of 1.0mJy recovers the power spectrum for a larger range of ℓ. The
estimated angular power spectrum for Run(c), on the other hand, falls off by a factor
∼ 5 compared to the input model power spectrum at all angular scales. This is due to
the fact that Run(c) removes a part of diffuse structure from the map by CLEANing
upto 1.5σim.
The effect of using different CLEANing box options (discussed in Section 3.4) in
recovering Cℓ is shown in Figure 3.10. Here we keep the other two parameters fixed at
nterms = 2 and CLEANing threshold of 0.5mJy. It is clear from this figure that there is
no significant change in the estimated power spectra for the two different CLEANing box
strategies used in Run(e) and (f). In both of these cases the estimated Cℓ agree very well
with the input power spectrum over the full range of ℓ probed here. For comparison, we
also show the estimated power spectrum for Run(c) where the full image is CLEANed
upto 0.5mJy without selecting any CLEAN region around the point sources. As already
shown, this partly removes the underlying diffuse emission from the image. Thus, the
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estimated Cℓ in this case is a factor ∼ 5 lower compared to the input model power
spectrum at all angular scales.
3.6 Summary and conclusions
Precise subtraction of point sources from wide-field interferometric data is one of the pri-
mary challenges in studying the diffuse foreground emission as well as the weak redshifted
HI 21-cm signal. In this paper, we consider the method of studying and characteriz-
ing the Galactic synchrotron emission using simulated 150MHz GMRT observation in
presence of point sources. The angular power spectrum Cℓ of the diffuse emission is es-
timated from the residual visibility data using TGE after subtracting the point sources
from only the inner part of the field of view of size 4.2◦ × 4.2◦. We assess the impact of
imperfect point source removal for different CLEANing strategies in recovering both the
flux density distribution and the input Cℓ of the diffuse Galactic synchrotron emission
for the angular scale range probed by the GMRT.
The simulations are carried out for GMRT 150MHz observation for a sky model con-
sisting of point sources and diffuse synchrotron emission. The sky model is multiplied
with the model PB A(~θ, ν), before computing the visibilities for the frequency and the
uv coverage of the simulated GMRT observation. Finally, we add independent Gaussian
random noise to both the real and imaginary parts of each visibility contribution. The
standard analysis package CASA has been used to make images and to subtract point
source model from the simulated visibility data. We use various CLEANing strategies
as outlined in Section 3.4 with different CLEANing boxes, threshold flux and spectral
correction options. The residual data were then used for estimating Cℓ of the diffuse
component. We check the effect of point source subtraction by comparing image his-
tograms, visibility distribution function as well as Cℓ from the residual data.
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We find that all the different CLEANing strategies introduce some degree of non-
Gaussianity in the residual data both in image and in visibility domain. The less precise
point source subtraction generates more non-Gaussianity in the distribution of image-
pixels beyond the CLEANing threshold. Equivalently, the visibility distributions also
deviate significantly from a Gaussian. Comparing the recovered and the input power
spectra, we find that both shallow CLEANing and incorrect spectral modelling of the
point sources leave artifacts in the residual image near the position of bright point
sources, and also results in excess power at the large angular multipoles (ℓ ∼ 6 × 103).
On the other hand, very deep “blind” CLEANing removes part of the diffuse structure
and reduces the amplitude of the power spectrum at all angular scale. The best possible
situation is when, for a given region, source catalogue is available from other observations
(even at a different frequency). Naturally, the optimum option there is to use the existing
source catalogue to choose CLEANing regions for deep CLEANing (with threshold ∼
1.5σim) along with spectral correction for the point source model (nterms = 2 or higher).
If a point source catalogue is not available, then one may use a moderate CLEANing
threshold (∼ 3σim) for the whole image (which may still remove some of the diffuse
signal). Alternatively, one may use a more conservative initial CLEANing threshold
(∼ 5 − 6σim) for the whole image, and then choose CLEANing box around residual
sources by visual inspection for a deeper (∼ 1.5σim) CLEANing. The latter strategy is
useful only when one needs to remove the point sources from a relatively smaller region.
Please note that, for the TGE, effect of the residual point sources from the outer region
of the field is insignificant due to the tapering. Hence, we need to accurately subtract
point sources only from the inner region, which makes it a viable option in the present
case. We find that both this strategy and deep CLEANing based on source catalogue
give a comparably good Cℓ estimation for these simulated data.
The accurate removal of all the point sources from the wide-field image is complicated
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and difficult task in presence of instrumental systematics, calibration errors, RFI and
ionospheric effects. In absence of the mentioned real-world obstacles, we subtract out all
the point sources from the image with high level of accuracy, and the TGE successfully
recovers the angular power spectrum Cℓ of diffuse Galactic synchrotron emission from
the residual visibility data at the angular scales probed by the GMRT. As a next step,
we plan to incorporate some of the above mentioned “real world” observational effects
in our simulation, and investigate how precisely we can remove the point sources and
estimate the angular power spectrum from the residual data. We leave this issue for
future studies.
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Figure 3.6: Residual images of the 42
′×42′ representative region for various CLEANing
strategies listed in Table 3.2, i.e the residual images Image(a), Image(b),
Image(c), ..., and Image(f) correspond to Run(a), Run(b), Run(c), ..., and
Run(f) respectively. Here, the grey scale is in units of mJy/Beam. Different
contours with levels (−9,−6,−3, 3, 6, 9)× 0.15mJy/Beam are also shown in
these figures.
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Figure 3.7: The distribution of image plane pixel values (upper row) and the real part
of visibilities (lower row) before point source subtraction (left panels) and
after point source subtraction (middle and right panels) with different runs
mentioned in Table 3.2. The numbers in the y-axis are in logarithmic scale.
The best fit Gaussian function for the distributions are also shown in the
respective panels.
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Figure 3.8: The estimated power spectra from residual visibility data for Run(a) and
Run(b) corresponding to threshold flux density of 1mJy with nterms = 1
and 2 respectively. The solid line shows the input model (eq. 5.23) with 1-σ
error estimated from 100 realizations of the diffuse emission map.
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Figure 3.9: The estimated power spectra for different CLEANing strategies, Run(b),(c)
and (d) with different CLEANing threshold but fixed value of nterms = 2
(details in Table 3.2).
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Figure 3.10: The estimated power spectra for different CLEAN box options correspond-
ing to Run(c),(e) and (f) described in Table 3.2. For details see Section 3.4
and Section 3.5.
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4 Tapering the sky response for
angular power spectrum
estimation from low-frequency
radio-interferometric data∗
4.1 Introduction
Foreground removal for detecting the Epoch of Reionization (EoR) 21-cm signal is a topic
of intense current research (Jelic´ et al., 2008; Bowman et al., 2009; Paciga et al., 2011;
Chapman et al., 2012; Liu & Tegmark, 2012; Mao, 2012; Paciga et al., 2013). Fore-
ground avoidance (Datta et al., 2010; Parsons et al., 2012; Trott et al., 2012; Vedantham et al.,
2012; Pober et al., 2013; Thyagarajan et al., 2013; Parsons et al., 2014; Dillon et al.,
2014; Pober et al., 2014; Liu et al., 2014a,b; Ali et al., 2015) is an alternate strategy
based on the proposal that the foreground contamination is restricted to a wedge in
(k⊥, k‖) space, and the signal can be estimated from the uncontaminated modes out-
∗This chapter is adapted from the paper “Tapering the sky response for angular power spectrum
estimation from low-frequency radio-interferometric data” by Choudhuri et al. (2016a)
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side the wedge. Point sources dominate the 150MHz sky at the angular scales ≤ 4◦
(Ali et al., 2008) which are relevant for telescopes like the Giant Metrewave Radio Tele-
scope (GMRT; Swarup et al., 1991), Low-Frequency Array (LOFAR; var Haarlem et al.,
2013) and the upcoming Square Kilometre Array (SKA). It is difficult to model and sub-
tract the point sources at the periphery of the telescope’s field of view. The difficulties
include the fact that the antenna response is highly frequency dependent near the nulls
of the primary beam, and the calibration differs from that of the phase center due to
ionospheric fluctuations. Point source subtraction is also important for measuring the
angular power spectrum of the diffuse Galactic synchrotron radiation (Bernardi et al.,
2009; Ghosh et al., 2012; Iacobelli et al., 2013) which, apart from being an important
foreground component for the EoR 21-cm signal, is interesting in its own right.
Most of the foreground subtraction techniques use the property of smoothness along
frequency for the various foreground components. Ghosh et al. (2011a,b) found that
residual point sources located away from the phase center introduce oscillations along
frequency direction. The oscillation are more rapid if the distance of the source from the
phase center increases, and also with increasing baseline. Equivalently, the dominant
contribution to the width of the foreground wedge arises from the sources located at
the periphery of the field of view (Thyagarajan et al., 2013). Using GMRT Ghosh et al.
(2011b, 2012) have shown that these oscillations can be reduced by tapering the sky
response. In a recent paper Pober et al. (2016) showed that correctly modelling and
subtracting the sidelobe foreground contamination is important for detecting the red-
shifted 21-cm signal.
In a recent paper Choudhuri et al. (2014) have introduced the Tapered Gridded Es-
timator (TGE) for estimating the angular power spectrum Cℓ directly from radio-
interferometric visibility data. In this paper we use simulated 150MHz GMRT data
which incorporates point sources and the diffuse Galactic synchrotron radiation to
86
4.1 Introduction
demonstrate that it is possible to suppress the contribution from residual point sources
in the sidelobes and the outer parts of the primary beam in estimating Cℓ using the
TGE.
Noise bias is an important issue for any estimator. For example, the image based
estimator (Seljak, 1997) for Cℓ and the visibility based estimator (Liu & Tegmark, 2012)
for P (k⊥, k‖) rely on modelling the noise properties of the data and subtracting out the
expected noise bias. However, the actual noise in the observations could have baseline,
frequency and time dependent variations which are very difficult to model and there
is the risk of residual noise bias being mistaken as the signal. Paciga et al. (2011)
have avoided the noise bias by cross-correlating observations made on different days.
Another visibility based estimator (Begum et al., 2006; Dutta et al., 2008) individually
correlates pairs of visibilities avoiding the self correlation that is responsible for the noise
bias. This, however, is computationally very expensive when the data volume is large.
In this paper, we have demonstrated that TGE, by construction, estimates the actual
noise bias internally from the data and exactly subtracts this out to give an unbiased
estimate of Cℓ. The entire discussion here is in the context of estimating Cℓ for the
diffuse Galactic synchrotron radiation. As mentioned earlier, the same issues are also
relevant for measuring the EoR 21-cm power spectrum not considered here.
In Section 4.2 we discuss the conventional problem in standard imaging techniques.
Simulation and data analysis processes are briefly discussed in Section 5.4. Section 4.4
discusses the estimator (TGE) that we used to suppress the outer region of the primary
beam and the results are presented in Section 5.5. Finally, we present summary and
conclusion in Section 4.6.
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4.2 Problems in conventional Imaging
The contribution to the signal in radio frequency observations from the outer region of
the primary beam and from the sidelobes is generally very small as compared to the inner
region of the primary beam. In particular, the expected 21-cm signal, which itself is very
faint, contributes mainly from the central part of the primary beam, and attenuated to
a great extent in the outer region. Only the bright point sources from the outer region,
if not accurately removed, may have significant impact on the statistical estimation of
the diffuse signal. Thus, it is necessary to remove the effect of point sources from the
outer region before estimating the residual power spectrum. However, we will not be
benefitted in terms of signal by including highly attenuated diffuse emission from the
outer region.
Imaging a large enough region to model and subtract all the point sources before
dealing with the diffuse emission may seems to be a direct solution of the above prob-
lem. But, in reality there are many issues which make this approach impractical. First
of all, the field of view at low radio frequencies is large, and making larger images is
computationally more expensive. In addition to that, non-coplaner nature of the base-
lines prevents us from making wide-field image without considering the effect of the
“w-term”. There are algorithms e.g. faceting (Cornwell & Perley, 1992), w-projection
(Cornwell et al., 2008), WB-A projection (Bhatnagar et al., 2013) etc. to tackle this
problem partly for radio interferometric observations. However, these algorithms still
require significant computation to make an image of such a large region of the sky. Sec-
ondly, the number of bright point sources is quite large at low frequency. While imaging
a very large region, selecting CLEANing region around each source is a tedious job. On
the other hand, CLEANing without selecting regions removes a non-negligible part of
the diffuse signal of our interest (see Choudhuri et al., 2016c, for details).
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The next challenge is to accurately characterize the time and frequency dependence
of the wide-field primary beam for effective point source subtraction from the periphery
of the telescope’s field of view (e.g. Neben et al., 2015). Both the frequency dependence
and the deviation from circular symmetry are more prominent at the outer part of the
primary beam. These, along with the rotation of primary beam on the sky, cause a
strong time and frequency variation of the primary beam for point sources in the outer
region. They create problem in accurately model the point sources that we want to
subtract from the data. In fact, some of the variations are intractable in nature and it
is extremely difficult, if not impossible, to make accurate modelling and subtraction of
the point sources from the outer part of the primary beam.
Though we have not considered instrumental gains and ionospheric effects in this
study, in real life any directional dependence of these quantities will also severely limit
our ability to subtract point sources accurately from a large region. One can overcome
this difficulty to some extent by going into complicated and messy procedure of direc-
tion dependent calibration (e.g. peeling) (Bhatnagar et al., 2008; Intema et al., 2009a;
Kazemi et al., 2011). Again, (a) it is computationally more expensive, (b) part of the
variation may be intractable, and (c) there is hardly any gain in terms of recovering the
diffuse signal which is too weak in outer region.
The future generation low frequency telescopes (e.g. SKA) that will presumably be
used to carry out redshifted diffuse H i observation, will have larger field of view, large
bandwidth, longer baseline and higher sensitivity. Hence the above issues will be even
more relevant. Moreover, the expected huge data volume from observations with those
telescopes will make it more challenging to address these problems by imaging a larger
region for subtracting the point sources. The following two sections outline a technique
to overcome these problems by subtracting point sources only from the central region
and using the TGE to recover the power spectrum of the diffuse emission in a more
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efficient way.
4.3 Simulation and Data Analysis
The details of the simulation and data analysis, including point source subtraction, are
presented in a companion paper (Choudhuri et al., 2016c) and we only present a brief
discussion here. Our model of the 150MHz sky has two components, the first being the
diffuse Galactic synchrotron radiation which is the signal that we want to detect. We
use the measured angular power spectrum (Ghosh et al., 2012)
CMℓ (ν) = A150 ×
(
1000
ℓ
)β
×
( ν
150MHz
)−2α
. (4.1)
as the input model to generate the brightness temperature fluctuations on the sky. Here
ν is the frequency in MHz, A150 = 513mK
2, β = 2.34 (Ghosh et al., 2012) and α = 2.8
(Platania et al., 1998). The simulation covers a ∼ 8◦× ∼ 8◦ region of the sky and a
16MHz bandwidth, centered at 150MHz, over 128 spectral channels. The diffuse signal
was simulated on a grid of resolution ∼ 0.5′.
The Poisson fluctuation of the extragalactic point sources dominates the 150MHz sky
at the angular scales of our interest (Ali et al., 2008), and it is necessary to subtract these
or suppress their contribution in order to detect any diffuse component like the Galactic
synchrotron radiation which we consider here or the redshifted 21-cm cosmological signal
which is much fainter and is not considered here. We use the 150MHz differential source
count measured using GMRT (Ghosh et al., 2012)
dN
dS
=
103.75
Jy · Sr ·
(
S
1Jy
)−1.6
. (4.2)
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to generate point sources in the flux range 9mJy to 1Jy whose angular positions are
randomly distributed within the 3.1◦×3.1◦ Full Width Half Maxima (hereafter FWHM)
of the primary beam. The antenna response falls off beyond the FWHM, and we only
include the bright sources (S ≥ 100mJy) outside the FWHM. We have 353 and 343
sources in the inner and outer regions respectively, and the sources were assigned a
randomly chosen spectral index α (Sν ∝ ν−α) in the range 0.7 to 0.8.
We consider the mock GMRT observations targeted on a arbitrarily selected field lo-
cated at RA=10h 46m00s and DEC=59◦ 00
′
59
′′
. The GMRT has 30 antennas which for
a total 8 hr of observation with 16s integration time results in 783, 000 baselines ~Ui with
128 visibilities V(~Ui, ν) (one per frequency channel) for each baseline. The resolution of
GMRT at 150MHz is 20
′′
. The diffuse signal (eq. 5.23) falls off with increasing U =| ~U |
(ℓ = 2πU), and we include this contribution for only the small baselines U ≤ 3, 000 for
which the visibility contribution is calculated using a 2 dimensional Fourier transform.
We note that the w term does not significantly affect the diffuse signal (Choudhuri et al.,
2014), however this is very important for correctly imaging and subtracting the point
sources. We have included the point source contribution for all the baselines in the simu-
lation, and the visibilities are calculated by individually summing over each point source
and including the w term. We have modelled the GMRT primary beam pattern A(~θ, ν)
with the square of a Bessel function (Figure 4.1) corresponding to the telescope’s 45m
diameter circular aperture. The simulated sky is multiplied with A(~θ, ν) before calcu-
lating the visibilities. Finally, we add the system noise contribution which is modelled a
Gaussian random variable with standard deviation σn = 1.03Jy for the real and imagi-
nary parts of each visibility. We note that the GMRT has two polarizations which have
identical sky signals but independent noise.
We have used the Common Astronomy Software Applications (CASA) package to
image and analyze our simulated data. The standard tasks CLEAN and UVSUB were
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Figure 4.1: The GMRT 150MHz primary beam A(~θ) which has been modelled as the
square of a Bessel function. The effective primary beam AW(~θ), obtained
after tapering the sky response for the different values of f is also shown in
the figure.
used to model and subtract out the point sources from a 4.2◦×4.2◦ region which covers an
extent that is approximately 1.5 times the FWHM of the primary beam. We have tried
different CLEAN strategies for which the details are presented in our companion paper
(Choudhuri et al., 2016c), and for this work we adopt the most optimum parameter
values which correspond to Run(e) of the companion paper. Figure 4.2 shows the “dirty”
image of the entire simulation region made from the residual visibility data after point
source subtraction. The central square box (4.2◦×4.2◦) shows the region from which the
point sources have been subtracted. The features visible in this region correspond to the
Galactic synchrotron radiation. It is difficult to model and subtract point sources from
the periphery where the antenna response is highly frequency dependent. It also needs
creating and cleaning a huge image that is computationally more expensive. Further, in
real observations, any direction dependent gain away from the phase center will make
it even more difficult. We have not attempted to subtract the point sources from the
region outside the central box and the residual point sources are visible in this region of
the image.
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Figure 4.2: “Dirty” image of the entire simulation region made with the residual visibility
data after point source subtraction. Point sources were subtracted from a
central region (shown with a box, 4.2◦ × 4.2◦) whose extent is ∼ 1.3 times
the FWHM of the primary beam. The features visible inside the box all
correspond to the diffuse radiation. Residual point sources are visible outside
the box, however the diffuse radiation is not visible in this region.
Figure 4.3 shows the angular power spectrum Cℓ before and after point source sub-
traction; the input model for the diffuse radiation is also shown for comparison. Before
subtraction, the point sources dominate Cℓ at all angular multipoles ℓ. After subtrac-
tion, we are able to recover the diffuse component at low angular multipoles ℓ ≤ 3×103.
However, the residual point sources still dominate at the large ℓ values. The goal is to
suppress the contribution from the residual point sources located at the periphery of the
beam so that we can recover the input model over the entire ℓ range. We show that
it is possible to achieve this with the Tapered Gridded Estimator discussed in the next
section.
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4.4 The Tapered Gridded Estimator
The observed visibilities are a sum of two independent parts namely the sky signal and
the system noise
V(~U, ν) = S(~U, ν) +N (~U, ν) . (4.3)
The signal S(~U, ν) and the noise N (~U, ν) are considered to be independent random
variables, further the noise in the different visibilities are uncorrelated. The signal con-
tribution S(~U, ν) records the Fourier transform of the product of δI(~θ, ν), the fluctuation
in specific intensity of the sky signal, and the telescope’s primary beam pattern A(θ, ν)
shown in Figure 4.1. As mentioned earlier, it is difficult to model and subtract point
sources from the outer region of the primary beam and the sidelobes. The residual point
sources in the periphery of the telescope’s field of view pose a problem for estimating the
power spectrum of the diffuse radiation. In this section we discuss the Tapered Gridded
Estimator (TGE) which is a technique for estimating the angular power spectrum from
the visibility data. This technique suppresses the contribution from the sidelobes and the
outer part of the primary beam by tapering the sky response. Choudhuri et al. (2014)
presents a detailed discussion of this estimator, and we only present a brief outline here.
We taper the sky response by multiplying the field of view with a frequency inde-
pendent Gaussian window function W(θ) = e−θ2/θ2w . Here we parameterize θw = fθ0
where θ0 = 0.6 × θFWHM and θFWHM is the FWHM of the telescope’s primary beam
at the central frequency, and preferably f ≤ 1 so that W(θ) cuts off the sky response
well before the first null of the primary beam. We implement the tapering by convolv-
ing the measured visibilities with w˜(~U) the Fourier transform of W(θ). The convolved
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visibilities are evaluated on a grid in uv space using
Vcg =
∑
i
w˜(~Ug − ~Ui)Vi (4.4)
where ~Ug refers to the different grid points and Vi refers to the measured visibilities at
baseline ~Ui. The gridding significantly reduces the data volume and the computation
time required to estimate the power spectrum (Choudhuri et al., 2014). The convolved
visibilities are calculated separately for each frequency channel. Then, for the purpose
of this work, convolved visibilities for a grid are averaged over all frequencies.
The signal component of the convolved visibility is the Fourier transform of the prod-
uct of a modified primary beam pattern AW (~θ, ν) =W(θ)A(~θ, ν) and δI(~θ, ν)
Sc(~U, ν) =
∫
d2~θAW (θ, ν)δI(~θ, ν)e2πi~U.~θ . (4.5)
It is clear that the convolved visibilities respond to the signal from a smaller region of
the sky as compared to the measured visibilities. It may be noted that the tapering
is effective only if the window function w˜(~Ug − ~Ui) in eq. (5.54) is well sampled by
the baseline distribution. The results of this paper, presented later, indeed justify this
assumption for the GMRT.
The correlation of the gridded visibilities 〈VcgV∗cg〉 gives a direct estimate of the angular
power spectrum Cℓg through
〈VcgV∗cg〉 =| K1g |2 V1Cℓg +
∑
i
| w˜(~Ug − ~Ui) |2 〈| Ni |2〉 (4.6)
where the angular multipole ℓg is related to the baseline Ug as ℓg = 2πUg, K1g =∑
i w˜(
~Ug − ~Ui), V1 =
(
∂B
∂T
)2 [∫
d2U ′ | a˜W (~U − ~U ′) |2
]
, a˜W is the Fourier transform of
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AW and
(
∂B
∂T
)
is the conversion factor from brightness temperature to specific intensity.
We see that the visibility correlation also has a term involving 〈| Ni |2〉 which is the
variance of the noise contribution present in the measured visibilities (eq. 5.47). This
term, which is independent of Cℓ, introduces a positive definite noise bias. The visibility
correlation (eq. 4.6) provides an estimate of Cℓ except for the additive noise bias.
The TGE uses the same visibility data to obtain an internal estimate of the noise bias
and subtract it from the visibility correlation. We consider the self-correlation term
Bcg =
∑
i | w˜(~Ug − ~Ui) |2 | Vi |2 for which
〈Bcg〉 =
∑
i
| w˜(~Ug − ~Ui) |2 (V0Cℓi + 〈| Ni |2〉) . (4.7)
where V0 =
(
∂B
∂T
)2 [∫
d2U ′ | a˜(~U − ~U ′) |2
]
, a˜ is the Fourier transform of the primary
beam pattern A. The term 〈Bcg〉, by construction, has exactly the same noise bias as
the visibility correlation in eq. (4.6). We use this to define the TGE estimator
Eˆg = (| K1g |2 V1)−1[VcgV∗cg − Bcg] (4.8)
which gives an unbiased estimate of the angular power spectrum at a grid point g. A
part of the signal also gets subtracted out with the noise bias. This loss is proportional
to N (the number of visibility data) whereas the visibility correlation is proportional to
N2, and this loss is insignificant when the data size is large (Choudhuri et al., 2014).
The Cℓg values estimated at each grid point are binned in logarithmic intervals of ℓ, and
we consider the bin-averaged Cℓ as a function of the bin-averaged angular multipole ℓ.
Tapering reduces the sky coverage which, in addition to suppressing the point sources
in the periphery of the main lobe and the sidelobes, also affects the diffuse signal. The
reduced sky coverage causes the cosmic variance of the estimated Cℓ to increase as f
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is reduced (Figure 10, Choudhuri et al. 2014). Further, the reduced sky coverage also
restricts the ℓ range (ℓmin − ℓmax) where it is possible to estimate Cℓ, and the value of
ℓmin increases as f is decreased.
4.5 Results
We have applied the Tapered Gridded Estimator (TGE) to the residual visibility data
after subtracting out the point sources. As mentioned earlier, the point sources have
been identified and subtracted from a 4.2◦ × 4.2◦ region (Figure 4.2) which covers an
extent that is ≈ 1.3 times the FWHM of the primary beam. However, the point sources
still remain at the periphery of the primary beam and in the part of the sidelobe which
has been included in the simulation. The TGE tapers the sky response which results in
an effective primary beam AW(~θ) that is considerably narrower than the actual primary
beam of the telescope A(~θ). Figure 4.1 shows AW(~θ) for three different values of f
(2.0, 0.8 and 0.6). For f = 2.0 we see that AW(~θ) is not very significantly different
from A(~θ) in the region within the first null, the difference however increases in the first
sidelobe and the sidelobe response is suppressed by a factor of 10 at | ~θ |≈ 4◦. We see
that the effective primary beam gets narrower as the value of f is reduced. The value
of AW(~θ) is a factor of ≈ 10 (100) lower compared to A(~θ) for f = 0.8 (0.6) at | ~θ |= 2◦
which corresponds to the boundary of the region within which the point sources have
been subtracted. We see that, for f = 0.8 (0.6), tapering suppresses the first side lobe of
AW(~θ) by a factor of ≈ 105 (108) compared to A(~θ) at | ~θ |= 4◦. We expect the residual
point source contribution to reduce by at least a factor of 10 and 100 for f = 0.8 and
0.6 respectively.
Figure 4.3 shows the angular power spectrum (Cℓ) estimated from the residual visibil-
ity data using TGE with the f values (2.0, 0.8 and 0.6) discussed earlier. We see that in
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Figure 4.3: Angular power spectrum Cℓ of total and residual data. It also shows the
estimated Cℓ using the TGE for the different values of f are also shown in
the figure. In this figure the curves for f = 0.6 and 0.8 overlaps with each
other.
the absence of tapering we are able to recover the angular power spectrum of the diffuse
synchrotron radiation at the low angular multipoles (large angular scales) ℓ < 3 × 103.
The residual point source contribution is nearly independent of ℓ and has a value Cℓ ≈ 10
mK2 which dominates the estimated Cℓ at the large angular multipoles (small angular
scales) ℓ ≥ 104. We have a gradual transition from the diffuse synchrotron dominated
to a point source dominated Cℓ in the interval 3 × 103 ≤ ℓ < 104. The point source
contribution comes down by a factor of more than 2 if we use the TGE with f = 2.0. We
are now able to recover the angular power spectrum of the diffuse synchrotron radiation
to larger ℓ values (ℓ < 5 × 103) as compared to the situation without tapering. The
point source contribution, however, still dominates at larger ℓ values. We find that the
point source contribution to Cℓ is suppressed by more than a factor of 10 if we use TGE
with f = 0.8 or 0.6. We are able to recover the angular power spectrum of the diffuse
synchrotron radiation over the entire ℓ range using either value of f . The fact that there
is no noticeable change in Cℓ if the value of f is reduced from 0.8 to 0.6 indicates that
a tapered sky response with f = 0.8 is adequate to detect the angular power spectrum
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Figure 4.4: Angular power spectrum Cℓ estimated using the TGE with f = 0.8. Results
with the noise bias being present and with the noise bias subtracted are both
shown here.
of the diffuse synchrotron radiation over the entire ℓ range of our interest here.
The noise bias is an important issue in estimating the angular power spectrum, we
illustrate this in Figure 4.4. For this purpose we have used a smaller frequency bandwidth
of 8 MHz which increases the noise r.m.s. compared to the 16 MHz bandwidth used
throughout the rest of the paper. Figure 4.4 shows Cℓ estimated with the TGE with
f = 0.8. We expect to recover the angular power spectrum of the diffuse synchrotron
radiation over the entire ℓ range provided the noise bias is correctly estimated and
subtracted out. Figure 4.4 shows the estimated Cℓ in the situation where the noise bias
is not subtracted. We see that the noise bias makes a nearly constant contribution of
Cℓ ≈ 7.5 mK2 which dominates the estimated Cℓ at large ℓ. It is necessary to subtract
the noise bias in order to recover the Cℓ of the diffuse radiation at large ℓ. Figure 4.4
demonstrates that the TGE correctly subtracts out the noise bias so that we are able to
recover the Cℓ of the diffuse radiation over the entire ℓ range.
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4.6 Summary and Conclusion
It is difficult to model and subtract point sources located at the periphery of the tele-
scope’s field of view. These residual point sources pose a problem for estimating the
power spectrum of the diffuse background radiation if all visible point sources are re-
moved with high level of accuracy from inside the main lobe of the primary beam. For
example, Pober et al. (2016) have recently shown the effect of the residual point sources
outside the main lobe on estimating the power spectrum for MWA observation. This
issue is discussed here in the context of measuring the angular power spectrum of the
diffuse Galactic synchrotron radiation using simulated 150MHz GMRT observations.
However, the same issue is also very important for detecting the EoR 21-cm power
spectrum which is a much fainter diffuse signal that is not considered here.
It is possible to suppress the contribution from the residual point sources located at the
periphery of the telescope’s field of view through a frequency independent window func-
tion which restricts or tapers the sky response. The Tapered Gridded Estimator(TGE)
achieves this tapering by convolving the measured visibilities with the Fourier transform
of the window function. This estimator for the angular power spectrum has the added
advantage that it internally estimates the noise bias from the measured visibilities and
accurately subtracts this out to provide an unbiased estimate of Cℓ. In this paper we
demonstrate, using simulated data, that the TGE very effectively suppresses the contri-
bution of the residual point sources located at the periphery of the telescope’s field of
view. We also demonstrates that the TGE correctly estimates the noise bias from the
input visibilities and subtracts this out to give an unbiased estimate of Cℓ.
The issues considered here are particularly important in the context of measuring the
EoR 21-cm power spectrum. While all the different frequencies have been collapsed
for the present analysis, it is necessary to consider the multi-frequency angular power
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spectrum Cℓ(ν1, ν2) or equivalently the three dimensional power spectrum P (k‖, k⊥) to
quantify the 21-cm signal. We plan to generalize the TGE for this context in future
work.
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5 The visibility based Tapered
Gridded Estimator (TGE) for the
redshifted 21-cm power spectrum∗
5.1 Introduction
Observations of the redshifted neutral hydrogen (HI) 21-cm radiation hold the potential
of probing a wide range of cosmological and astrophysical phenomena over a large redshift
range 0 < z <∼200 (Bharadwaj & Ali, 2005; Furlanetto et al., 2006; Morales & Wyithe,
2010; Pritchard & Loeb, 2012; Mellema et al., 2013). There now are several ongo-
ing experiments such as the Donald C. Backer Precision Array to Probe the Epoch
of Reionization (PAPER, Parsons et al. 2010), the Low Frequency Array (LOFAR,
var Haarlem et al. 2013; Yatawatta et al. 2013) and the Murchison Wide-field Array
(MWA, Bowman et al. 2013; Tingay et al. 2013) which aim to measure the power spec-
trum of the 21-cm radiation from the Epoch of Reionization (EoR, 6 <∼z <∼13). Future
telescopes like the Square Kilometer Array (SKA1 LOW, Koopmans et al. 2015) and
∗This chapter is adapted from the paper “The visibility based Tapered Gridded Estimator (TGE) for
the redshifted 21-cm power spectrum” by Choudhuri et al. (2016b)
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the Hydrogen Epoch of Reionization Array (HERA, Neben et al. 2016) are planned to
achieve even higher sensitivity for measuring the EoR 21-cm power spectrum. Several
other upcoming experiments like the OotyWide Field Array (OWFA; Prasad & Subrahmanya
2011; Ali & Bharadwaj 2014), the Canadian Hydrogen Intensity Mapping Experiment
(CHIME†; Bandura et al. 2014), the Baryon Acoustic Oscillation Broadband, Broad
Beam Array (BAOBAB‡; Pober et al. 2013a) and the Square Kilometre Array (SKA1
MID; Bull et al. 2015) target the post-Reionization 21-cm signal (0 < z <∼6).
Despite the sensitive new instruments, the main challenge still arises from the fact
that the cosmological 21-cm signal is buried in astrophysical foregrounds which are 4−5
orders of magnitude brighter (Shaver et al., 1999; Di Matteo et al., 2002; Santos et al.,
2005; Ali et al., 2008; Paciga et al., 2011; Ghosh et al., 2011a,b). A large variety of
techniques have been proposed to overcome this problem and estimate the 21-cm power
spectrum. The different approaches may be broadly divided into two classes (1.) Fore-
ground Removal, and (2.) Foreground Avoidance.
The idea in Foreground Removal is to model the foregrounds and subtract these out
either directly from the data (eg. Ali et al. 2008) or from the power spectrum estimator
after correlating the data (eg. Ghosh et al. 2011a,b). Foreground Removal is a topic
of intense current research (Jelic´ et al., 2008; Bowman et al., 2009; Paciga et al., 2011;
Chapman et al., 2012; Parsons et al., 2012; Liu & Tegmark, 2012; Trott et al., 2012;
Pober et al., 2013; Paciga et al., 2013; Parsons et al., 2014; Trott et al., 2016).
Various studies (eg. Datta et al. 2010) show that the foreground contribution to
the Cylindrical Power Spectrum P (k⊥, k‖) is expected to be restricted within a wedge
in the two dimensional (2D) (k⊥, k‖) plane. The idea in Foreground Avoidance is to
avoid the Fourier modes within the foreground wedge and only use the uncontaminated
†http://chime.phas.ubc.ca/
‡http://bao.berkeley.edu/
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modes outside the wedge to estimate the 21-cm power spectrum (Vedantham et al., 2012;
Thyagarajan et al., 2013; Pober et al., 2014; Liu et al., 2014a,b; Dillon et al., 2014, 2015;
Ali et al., 2015). In a recent paper Jacobs et al. (2016) have compared several power
spectrum estimation techniques in the context of MWA.
Point sources dominate the low frequency sky at the angular scales ≤ 4◦ (Ali et al.,
2008) which are relevant for EoR 21-cm power spectrum with the telescopes like the
GMRT, LOFAR and the upcoming SKA. It is difficult to model and subtract the point
sources which are located at the periphery of the telescope’s field of view (FoV). The
antenna response deviates from circular symmetry, and is highly frequency and time
dependent at the outer parts of the telescope’s FoV. The calibration also differs from
the phase center due to ionospheric fluctuations. The residual point sources located far
away from the phase centre cause the signal to oscillates along the frequency direction
(Ghosh et al., 2011a,b). This poses a severe problem for foreground removal techniques
which assume a smooth behavior of the signal along the frequency direction. Equiva-
lently, these distant point sources reduce the EoR window by increasing the area under
the foreground wedge in (k⊥, k‖) space (Thyagarajan et al., 2015). In a recent paper,
Pober et al. (2016) showed that correctly modelling and subtracting the distant point
sources are important for detecting the redshifted 21-cm signal. Point source subtrac-
tion is also important for measuring the angular power spectrum of the diffuse Galactic
synchrotron radiation (Bernardi et al., 2009; Ghosh et al., 2012; Iacobelli et al., 2013).
Apart from being an important foreground component for the EoR 21-cm signal, this is
also interesting in its own right.
It is possible to suppress the contribution from the outer parts of the telescope’s FoV
by tapering the sky response through a suitably chosen window function. Ghosh et al.
(2011b) have analyzed 610MHz GMRT data to show that it is possible to implement the
tapering by convolving the observed visibilities with the Fourier transform of the window
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function. It is found that this reduces the amplitude of the oscillation along the frequency
direction. Our earlier work Choudhuri et al. (2014) (hereafter Paper I) has introduced
the Tapered Gridded Estimator (TGE) which places the findings of Ghosh et al. (2011b)
on a sound theoretical footing. Considering observations at a single frequency, the TGE
estimates the angular power spectrum Cℓ of the 2D sky signal directly from the measured
visibilities while simultaneously tapering the sky response. As a test-bed for the TGE,
Paper I considers a situation where the point sources have been identified and subtracted
out so that the residual visibilities are dominated by the Galactic synchrotron radiation.
This has been used to investigate how well the TGE is able to recover the angular power
spectrum of the input model used to simulate the Galactic synchrotron emission at
150MHz. While most of the analysis was for the GMRT, simulations for LOFAR were
also considered. These investigations show that the TGE is able to recover the input
model CMℓ to a high level of precision provided the baselines have a uniform uv coverage.
For the GMRT, which has a patchy uv coverage, the Cℓ is slightly overestimated using
TGE though the excess is largely within the 1σ errors. This deviation is found to
be reduced in a situation with a more uniform and denser baseline distribution , like
LOFAR. Paper I also analyzes the effects of gain errors and the w-term.
In a recent paper Choudhuri et al. (2016a) (hereafter Paper II) we have further devel-
oped the simulations of Paper I to include the point sources. We have used conventional
radio astronomical techniques to model and subtract the point sources from the central
region of the primary beam. As detailed in Paper II, it is difficult to do the same for
the sources which are far away from the phase center, and these persist as residuals in
the visibility data. We find that these residual point sources dominate the Cℓ estimated
at large baselines. We also show that it is possible to suppress the contribution from
these residual sources located at the periphery of the FoV by using TGE with a suitably
chosen window function.
106
5.1 Introduction
Removing the noise bias is an important issue for any power spectrum estimator. As
demonstrated in Paper II, the TGE internally estimates the actual noise bias from the
data and subtracts this out to give an unbiased estimate of the power spectrum.
In the present work we report the progress on two counts. First, our earlier implemen-
tation of the TGE assumed a uniform and dense baseline uv coverage to calculate the
normalization coefficient which relates visibility correlations to the estimated angular
power spectrum Cℓ. We, however, found (Paper I) that this leads to an overestimate
of Cℓ for instruments like the GMRT which have a sparse and patchy uv coverage. In
Section 2 of this paper we present an improved TGE which overcomes this problem by
using simulations to estimate the normalization coefficient. Second, the entire analysis
of Papers I and II has been restricted to observations at a single frequency wherein
the relevant issue is to quantify the 2D angular fluctuations of the sky signal. This,
however, is inadequate for the three dimensional (3D) redshifted HI 21-cm signal where
it is necessary to also simultaneously quantify the fluctuations along the frequency di-
rection. In Section 3 of this paper we have generalized the TGE to quantify the 3D
21-cm signal and estimate the spatial power spectrum of the 21-cm brightness temper-
ature fluctuations P (k). We discuss two different binning schemes which respectively
yield the spherically-averaged (1D) power spectrum P (k) and the cylindrically-averaged
(2D) power spectrum P (k⊥, k‖), and present theoretical expressions for predicting the
expected variance. We have validated the estimator and its variance predictions using
simulations which are described in Section 4 and for which the results are presented in
Section 5. Sections 6 presents the summary and conclusions.
In this paper, we have used cosmological parameters from the (Planck + WMAP)
best-fit ΛCDM cosmology (Planck Collaboration, P. A. R. Ade et al. 2015).
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5.2 Cℓ estimation
5.2.1 An Improved TGE
In this section we restrict our attention to a single frequency channel νa which we do
not show explicitly in any of the subsequent equations. The measured visibilities Vi can
be decomposed into two contributions,
Vi = S(~Ui) +Ni (5.1)
the sky signal and system noise respectively, and ~Ui is the baseline corresponding to the
i-th visibility. The signal contribution S(~Ui) records the Fourier transform of the product
of the telescope’s primary beam pattern A(~θ) and the specific intensity fluctuation on
the sky δI(~θ). Expressing the signal in terms of brightness temperature fluctuations
δT (~θ) we have
S(~Ui) =
(
∂B
∂T
)∫
d2θ e2πi
~Ui·~θA(~θ)δT (~θ), (5.2)
where B = 2kBT/λ
2 is the Planck function in the Raleigh-Jeans limit which is valid at
the frequencies of our interest. In terms of Fourier components we have
S(~Ui) =
(
∂B
∂T
)∫
d2U a˜
(
~Ui − ~U
)
∆T˜ (~U), (5.3)
where ∆T˜ (~U) and a˜ (~U) are the Fourier transforms of δT (~θ) and A(~θ) respectively.
Here we assume that δT (~θ) is a particular realization of a statistically homogeneous and
isotropic Gaussian random process on the sky. Its statistical properties are completely
characterized by the angular power spectrum of the brightness temperature fluctuations
Cℓ defined through
〈∆T˜ (~U)∆T˜ ∗(~U ′)〉 = δ2D(~U − ~U ′)C2πU (5.4)
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where δ2D(
~U − ~U ′) is a two dimensional Dirac delta function and 2πU = ℓ, is the angular
multipole. The angular brackets 〈...〉 here denote an ensemble average over different
realizations of the stochastic temperature fluctuations on the sky.
The noise in the different visibilities is uncorrelated, and we have
〈ViVj〉 = 〈SiSj〉+ 〈| Ni |2〉δi,j (5.5)
where 〈| Ni |2〉 is the noise variance of the visibilities, δi,j is a Kronecker delta and
〈SiSj〉 =
(
∂B
∂T
)2 ∫
d2U a˜(~Ui − ~U) a˜∗(~Uj − ~U)C2πUi (5.6)
This convolution can be approximated by a multiplicating factor if C2πU is nearly con-
stant across the width of a˜(~Ui − ~U), which is the situation at large baselines where the
antenna separation is large compared to the telescope diameter (Paper I), and we have
〈| Vi |2〉 = V0C 2πUi + 〈| Ni |2〉 (5.7)
where
V0 =
(
∂B
∂T
)2 ∫
d2U | a˜(~Ui − ~U) |2 . (5.8)
We see that the correlation of a visibility with itself provides an estimate of the angular
power spectrum, except for the terms 〈| Ni |2〉 which introduce a positive noise bias.
It is possible to control the sidelobe response of the telescope’s beam pattern A(~θ) by
tapering the sky response through a frequency independent window function W(θ). In
this work we use a GaussianW(θ) = e−θ2/θ2w with θw chosen so that the window function
cuts off the sky response well before the first null of A(~θ). This tapering is achieved by
convolving the measured visibilities with the Fourier transform of W(θ). We choose a
109
5 21-cm Power spectrum estimator
rectangular grid in the uv plane and consider the convolved visibilities
Vcg =
∑
i
w˜(~Ug − ~Ui)Vi (5.9)
where w˜(~U) = πθ2we
−π2U2θ2w is the Fourier transform ofW(θ) and ~Ug refers to the different
grid points. As shown in Paper I, gridding reduces the computation in comparison to an
estimator that uses pairs of visibilities to estimate the power spectrum. We now focus
our attention on Scg which is the sky signal contribution to Vcg. This can be written as
Scg =
(
∂B
∂T
)∫
d2U K˜
(
~Ug − ~U
)
∆T˜ (~U), (5.10)
where
K˜
(
~Ug − ~U
)
=
∫
d2U
′
w˜(~Ug − ~U ′)B(~U ′)a˜
(
~U
′ − ~U
)
(5.11)
is an effective “gridding kernel”, and
B(~U) =
∑
i
δ2D(
~U − ~Ui) (5.12)
is the baseline sampling function of the measured visibilities.
Proceeding in exactly the same way as we did for eq. (5.7) we have
〈| Vcg |2〉 = V1gC2πUg +
∑
i
| w˜(~Ug − ~Ui) |2 〈| Ni |2〉 , (5.13)
where
V1g =
(
∂B
∂T
)2 ∫
d2U | K˜(~Ui − ~U) |2 . (5.14)
Here again we see that the correlation of the tapered gridded visibility with itself pro-
vides an estimate of the angular power spectrum, except for the terms 〈| Ni |2〉 which
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introduces a positive noise bias.
Combining equations (5.7) and (5.13) we have
〈
(
| Vcg |2 −
∑
i
| w˜(~Ug − ~Ui) |2| Vi |2
)
〉 = MgC2πUg (5.15)
where
Mg = V1g −
∑
i
| w˜(~Ug − ~Ui) |2 V0 (5.16)
This allows us to define the Tapered Gridded Estimator (TGE) as
Eˆg = M
−1
g
(
| Vcg |2 −
∑
i
| w˜(~Ug − ~Ui) |2| Vi |2
)
. (5.17)
The TGE defined here (eq. 5.17) incorporates three novel features which are high-
lighted below. First, the estimator uses the gridded visibilities to estimate Cℓ, this is
computationally much faster than individually correlating the visibilities. Second, the
correlation of the gridded visibilities is used to estimate Cℓ. A positive noise bias is
removed by subtracting the auto-correlation of the visibilities. Third, the estimator al-
lows us to taper the FoV so as to restrict the contribution from the sources in the outer
regions and the sidelobes. It is, however, necessary to note that this comes at a cost
which we now discuss. First, we lose information at the largest angular scales due to
the reduced FoV. This restricts the smallest ℓ value at which it is possible to estimate
the power spectrum. Second, the reduced FoV results in a larger cosmic variance for the
smaller angular modes which are within the tapered FoV.
The TGE provides an unbiased estimate of Cℓg at the angular multipole ℓg = 2πUg
i.e.
〈Eˆg〉 = Cℓg (5.18)
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We use this to define the binned Tapered Gridded Estimator for bin a
EˆG(a) =
∑
g wgEˆg∑
g wg
. (5.19)
where wg refers to the weight assigned to the contribution from any particular grid point.
In the entire subsequent analysis we have used the weight wg = 1 which assigns equal
weightage to all the grid points which are sampled by the baselines.
The binned estimator has an expectation value
C¯ℓ¯a =
∑
g wgCℓg∑
g wg
(5.20)
where C¯ℓ¯a is the average angular power spectrum at
ℓ¯a =
∑
g wgℓg∑
g wg
(5.21)
which is the effective angular multipole for bin a.
5.2.2 Calculating Mg
The discussion, till now, has not addressed how to calculate Mg which is the normal-
ization constant for the TGE (eq. 5.17). The values of Mg (eq. 5.16) depend on the
baseline distribution (eq. 5.12) and the form of the tapering function W(θ), and it is
necessary to calculate Mg at every grid point in the uv plane. Our earlier work (Paper
I) presents an analytic approximation using which it is possible to estimate Mg. While
this has been found to work very well in a situation where the baselines have a nearly
uniform and dense uv coverage (Fig. 7 of Paper I), it leads to an overestimate of Cℓ
if we have a sparse and non-uniform uv coverage. Here we present a different method
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Figure 5.1: This shows Mg for a fixed value of f = 0.6. Note that, the baselines in the
lower half of the uv plane have been folded on to the upper half.
to estimate Mg which, as we show later, works very well even if we have a sparse and
non-uniform uv coverage.
We proceed by calculating simulated visibilities [Vi]UAPS corresponding to an unit
angular power spectrum (UAPS) which has Cℓ = 1 with exactly the same baseline
distribution as the actual observed visibilities. We then have (eq. 5.15)
Mg = 〈
(
| Vcg |2 −
∑
i
| w˜(~Ug − ~Ui) |2 〈| Vi |2
)
〉UPAS (5.22)
which allows us to estimate Mg. We average over Nu independent realizations of the
UPAS to reduce the statistical uncertainty (δMg/Mg ∼ 1/
√
Nu) in the estimated Mg.
5.2.3 Validating the estimator
We have tested the entire method of analysis using simulations of 8 hours of 150MHz
GMRT observations targeted on an arbitrarily selected field located at RA=10h 46m00s
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and DEC=59◦ 00
′
59
′′
. The simulations only incorporate the diffuse Galactic synchrotron
radiation for which we use the measured angular power spectrum (Ghosh et al., 2012)
CMℓ = A150 ×
(
1000
ℓ
)β
(5.23)
as the input model to generate the brightness temperature fluctuations on the sky.
Here A150 = 513mK
2 and β = 2.34 (Ghosh et al., 2012). The simulation covers a
∼ 26.4◦ × 26.4◦ region of the sky, which is slightly more than ten times the FWHM of
the GMRT primary beam (θFWHM = 157
′
). The diffuse signal was simulated on a grid
of resolution ∼ 0.5′, and the entire analysis was restricted to baselines within U ≤ 3, 000.
Our earlier work (Paper II), and also the discussion of this paper, show that the noise
bias cancels out from the TGE, and we have not included the system noise in these
simulations.
We have modelled the tapering window function as a Gaussian W(θ) = e−θ2/θ2w where
we parameterize θw = fθ0 where θ0 = 0.6× θFWHM , and preferably f ≤ 1 so that W(θ)
cuts off the sky response well before the first null of the primary beam. After tapering,
we have an effective beam pattern AW (~θ) = W(θ)A(~θ, ν) which is well approximated
by a Gaussian AW(θ) = e−θ2/θ21 with θ1 = f(1 + f 2)−1/2θ0. The spacing of the uv grid
required for TGE is decided by a˜W (U) = πθ
2
1e
−π2U2θ21 which is the Fourier transform
of AW (θ). We have chosen a grid spacing ∆U =
√
ln 2/(2πθ1) which corresponds to
one fourth of the FWHM of a˜W (U). The convolution in eq. (5.9) was restricted to
the visibilities within a disc of radius 12 × ∆U around each grid point. The function
w˜(~Ug − ~Ui) falls of rapidly and we do not expect the visibilities beyond this to make a
significant contribution.
We have considered three different values f = 10, 2 and 0.6 for the tapering, here
f = 10 essentially corresponds to a situation with no tapering, and the sky response
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gets confined to a progressively smaller region as the value of f is reduced to f = 2.0
and 0.6 respectively (see Figure 1 of Paper II). We have used Nu = 128 independent
realizations of the UAPS to estimate Mg for each point in the uv grid. It is necessary
to separately calculate Mg for each value of f . Figure 6.1 shows the values of Mg
for f = 0.6. We see that this roughly traces out the uv tracks of the baselines, the
convolution with w˜(~Ug − ~Ui) results in a thickening of the tracks. The values of Mg are
roughly proportional to N2g −Ng, where Ng is the number of visibilities that contribute
to any particular grid point.
The estimator (eq. 5.17) was applied to the simulated visibility data which was
generated using the model angular power spectrum (eq. 5.23). The estimated angular
power spectrum was binned into 20 annular bins of equal logarithmic spacing. We have
used Nr = 128 independent realizations of the simulation to calculate the mean and
standard deviation of Cℓ shown in the left panel of Figure 6.2. We see that the TGE
is able to recover the input model CMℓ quite accurately. As mentioned earlier, our
previous implementation of TGE (Paper I) had a problem in that the estimated Cℓ was
in all cases in excess of the input model CMℓ , though the deviations were within the
1σ error bars throughout. The right panel of Figure 6.2 shows the fractional deviation
(Cℓ − CMℓ )/CMℓ for the improved TGE introduced in this paper for the three different
values of f mentioned earlier. We see that for all the values of f the fractional deviation
is less than 10% for ℓ ≥ 500. This is a considerable improvement over the results of
Paper I where we had 20% to 50% deviations. The fractional deviation is seen to increase
as we increase the tapering i.e. reduce the value of f . We see that for f = 10 and 2, the
fractional deviation is less than 3% for all values of ℓ except at the smallest bin. The
fractional deviation for f = 0.6 is less than 5% except at the smallest value of ℓ where
it becomes almost 40%. This is possibly an outcome of the fact that the width of the
convolution window w˜(~Ug−~Ui) increases as the value of f is reduced, and the variation of
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Figure 5.2: The left panel shows a comparison of the input model and the values re-
covered from the simulated visibilities using the improved TGE for different
tapering of values f = 10, 2 and 0.6, with 1-σ error bars estimated from
Nr = 128 realizations of the simulations. The right panel shows the frac-
tional deviation of the estimated Cℓ with respect to the input model. Here
the shaded region shows the expected statistical fluctuations (σEG/
√
NrC
M
ℓ )
of the fractional deviation for f = 0.6.
the signal amplitude within the width of w˜(~Ug−~Ui) becomes important at small baselines
where it is reflected as an overestimate of the value of Cℓ. Theoretically, we expect the
fractional deviation to have random, statistical fluctuations of the order σEG/
√
NrC
M
ℓ ,
where σEG is the standard deviation of the estimated angular power spectrum. We have
shown the statistical fluctuation expected for f = 0.6 as a shaded region in the right
panel of Figure 6.2. We see that the fractional deviation is roughly consistent with
statistical fluctuations for ℓ ≥ 500.
5.2.4 Variance
In the preceding discussion we have used several statistically independent realizations of
the signal to determine the variance of the estimated binned angular power spectrum.
Such a procedure is, by and large, only possible with simulated data. We usually have
access to only one statistically independent realizations of the input signal, and the aim
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is to use this to not only estimate the angular power spectrum but also estimate the
uncertainty in the estimated angular power spectrum. In this subsection we present
theoretical predictions for the variance of the binned TGE (eq. (5.19))
σ2EG(a) = 〈Eˆ2G(a)〉 − 〈EˆG(a)〉2 (5.24)
which can be used to estimate the uncertainty in the measured angular power spectrum.
Following Paper I, we ignore the term
∑
i | w˜(~Ug − ~Ui) |2| Vi |2 in eq. (5.17) for
calculating the variance. The signal contribution from this term to the estimator at the
grid point ~Ug scales as Ng which is the number of visibilities that contribute to Eˆg. In
comparison to this, the contribution from the term | Vcg |2 scales as N2g which is much
larger when Ng ≫ 1. Assuming that this condition is satisfied at every grid point which
contributes to the binned TGE, it is justified to drop the term
∑
i | w˜(~Ug − ~Ui) |2| Vi |2
for calculating the variance. We then have
σ2EG(a) =
∑
gg
′ wgwg′M
−1
g M
−1
g′
| 〈VcgV∗cg′ 〉 |2
[
∑
g wg]
2
(5.25)
which is identical to eq. (41) of Paper I, except that we now have the normalization
constant M−1g instead of K
−2
1g /V1.
It is necessary to model the correlation between the convolved visibilities at two differ-
ent grid points 〈VcgV∗cg′ 〉 in eq. (5.25) in order to make further progress. This correlation
is a sum of two parts
〈VcgV∗cg′ 〉 = 〈ScgS∗cg′ 〉+ 〈NcgN ∗cg′ 〉 (5.26)
the signal and the noise correlation respectively.
Earlier studies (Paper I) show that we expect the signal correlation 〈ScgS∗cg′ 〉 to fall
off as e
−|∆~U
gg
′ |2/σ21 if the grid separation is increased, here σ1 = f−1
√
1 + f 2σ0 where
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σ0 = 0.76/θFWHM. We use this to approximate the signal correlation as
〈ScgS∗cg′ 〉 =
√
MgMg′e
−|∆~U
gg
′ |2/σ21 C¯ℓ¯a (5.27)
where C¯ℓ¯a refers to the angular power spectrum measured at the particular bin a for
which the variance σ2EG(a) is being calculated.
The noise correlation
〈NcgN ∗cg′ 〉 =
∑
i
w˜(~Ug − ~Ui)w˜∗(~Ug′ − ~Ui)〈| Ni |2〉 (5.28)
also is expected to fall off as the grid separation is increased, and we have modeled this
| ∆~Ugg′ | dependence as
〈NcgN ∗cg′ 〉 =
√
K2ggK2g′g′e
−|∆~U
gg
′ |2/σ22 (2σ2n) (5.29)
where, K2gg =
∑
i | w˜(~Ug − ~Ui) |2, σ2 = 3σ0f−1 and σ2n is the variance of the real (and
also imaginary) part of Ni.
We have used eqs. (5.29), (5.27) and (5.26) in eq. (5.25) to calculate σ2EG(a), the
analytic prediction for the variance of the estimated binned angular power spectrum
C¯ℓ¯a.
The left panel of Figure 6.3 shows the analytic prediction for the variance calculated
using eq. (5.25) for a fixed value of f = 0.6. For comparison we also show the variance
estimated from Nr = 128 independent realizations of the simulated visibilities. We have
considered two situations, the first where the simulated visibilities only have the signal
corresponding to the input model (eq. 5.23) and no system noise, and the second situa-
tion where in addition to the signal the visibilities also have a system noise contribution
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Figure 5.3: In the left panel the analytic prediction for the variance (eq. 5.25) is com-
pared with variance estimated from Nr = 128 realizations of the simulated
visibilities. Results are shown both with (upper curves) and without (lower
curves) the system noise contribution. Both match at small ℓ where cosmic
variance dominates, the system noise however is important at large ℓ where
the two sets of results are different. The right panel shows how the variance
with system noise obtained from simulations varies for different values of f .
with σn = 1.03 Jy which corresponds to 16 s integration time and a channel width of
125 kHz. We see that the variance calculated from the simulations is dominated by cos-
mic variance at small ℓ (≤ 2, 000) where the variance does not change irrespective of
whether we include the system noise or not. The variance calculated from the simula-
tions is dominated by the system noise at large ℓ (≥ 5, 000). We see that the analytic
predictions are in reasonably good agreement with the values obtained from the simu-
lations over the entire ℓ range that we have considered here. We have also considered
situations where f = 2.0 and 10 for which the comparison with the analytic results are
not shown here. In all cases we find that analytic predictions are in reasonably good
agreement with the values obtained from the simulations.
The right panel of Figure 6.3 shows how the variance obtained from the simulations
changes with f . We see that at low ℓ the variance increases if the value of f is reduced.
This is a consequence of the fact that cosmic variance increases as the sky response
is tapered by reducing f . The same effect has also been discussed in detail in our
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earlier paper (Paper I). We also see that at large ℓ the variance is considerably higher
for f = 10 in comparison with f = 2 and 0.6. This ℓ range is dominated by the
system noise contribution. The number of independent visibilities which are combined
to estimate the power spectrum at any grid point increases as f is reduced, and this is
reflected in a smaller variance as f is reduced.
5.3 3D P (k⊥, k‖) estimation
5.3.1 3D TGE
We now turn our attention to the redshifted 21-cm HI brightness temperature fluctua-
tions where it is necessary to consider different frequency channels for which eq. (5.1)
is generalized to
Vi(νa) = S(~Ui, νa) +Ni(νa). (5.30)
Proceeding in exactly the same manner as for a single frequency channel (eq. 5.2), we
have
S(~Ui, νa) =
(
∂B
∂T
)
νa
∫
d2θ e2πi
~Ui·~θA(~θ, νa)δT (~θ, νa), (5.31)
and the noise in the different visibility measurements at different frequency channels are
uncorrelated
〈Ni(νa)Nj(νb)〉 = 〈| Ni(νa) |2〉δi,jδa,b . (5.32)
Note that the baseline corresponding to a fixed antenna separation ~Ui = di/λ, the
antenna beam pattern A(~θ, νa) and the factor
(
∂B
∂T
)
νa
all vary with the frequency νa in eq.
(5.31). However, for the present analysis we only consider the frequency dependence of
the HI signal δT (~θ, νa) which is assumed to vary much more rapidly with νa in comparison
to the other terms which are expected to have a relatively slower frequency dependence
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which has been ignored here. We then have
S(~Ui, νa) =
(
∂B
∂T
)∫
d2U a˜
(
~Ui − ~U
)
∆T˜ (~U, νa), (5.33)
which is similar to eq. (5.3) introduced earlier.
In eq. (5.33), we can express ∆T˜ (~U, ν) in terms of ∆T (k) which refers to the three
dimensional (3D) Fourier decomposition of the HI brightness temperature fluctuations
in the region of space from which the redshifted 21 cm radiation originated. We use
equation (7) of Bharadwaj & Sethi (2001) (or equivalently eq. (12) of Bharadwaj & Ali
(2005)) to express S(~Ui, ν) in terms of the three dimensional brightness temperature
fluctuations
S(~Ui, ν) =
(
∂B
∂T
)∫
d3k
(2π)3
a˜
(
~Ui − k⊥r
2π
)
e−ik‖r
′
ν ∆T˜ (k), (5.34)
where (k⊥, k‖) are the components of the comoving wave vector k respectively perpen-
dicular and parallel to the line of sight, r is the comoving distance corresponding to the
redshifted 21-cm radiation at the observing frequency ν, r
′
=| dr/dν |, and
〈∆T˜ (k)∆T˜ ∗(k′)〉 = (2π)3δ3D(k− k
′
)P (k⊥, k‖) (5.35)
defines P (k⊥, k‖), the 3D power spectrum of HI brightness temperature fluctuations. ν
here is measured with respect to the central frequency of the observation, and r and r
′
are held fixed at the values corresponding to the central frequency.
We next consider observations with Nc discrete frequency channels νa with a =
0, 1, 2, ..., Nc − 1, each channel of width ∆νc and the total spanning a frequency band-
width Bbw. This corresponds to a comoving spatial extent of (r
′
Bbw) along the line of
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sight and k‖ now assumes discrete values
k‖ =
2πτm
r′
(5.36)
where τm is the delay variable (Morales & Hewitt 2004; McQuinn et al. 2006) which
takes values τm = m/Bbw with −Nc/2 < m ≤ Nc/2. The k‖ integral in eq. (5.34) is
now replaced by a discrete sum
∫
k‖/(2π) → (r′Bbw)−1
∑
m. It is further convenient to
use
k⊥ =
2π~U
r
(5.37)
whereby
S(~Ui, νa) =
(
∂B
∂T
)∫
d2U a˜
(
~Ui − ~U
) ∑
m
e−2πiτmνa
∆T˜ (~U, τm)
Bbw r2r
′ . (5.38)
Note here that we can identify τm as being the Fourier conjugate of νa.
We now consider the Fourier transform along the frequency axis of the measured
visibilities which gives the visibilities vi(τm) in delay space
vi(τm) = (∆νc)
∑
a
e2πiτmνa Vi(νa) . (5.39)
The subsequent analysis of this section is entirely based on the delay space visibilities
vi(τm) defined in eq. (5.39).
Calculating s(~Ui, τm), the HI signal contribution to vi(τm) using eq. (5.38), we have
s(~Ui, τm) =
(
∂B
∂T
)∫
d2U a˜
(
~Ui − ~U
) [∆T˜ (~U, τm)
r2r′
]
, (5.40)
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and, rewriting eq. (5.35) in terms of the new variables ~U and τm we have
〈∆T˜ (~U, τm)∆T˜ ∗(~U, τn)〉 = δ2D(~U − ~U
′
)
[
δm,n(Bbw r
2r
′
)P (k⊥, k‖)
]
. (5.41)
It can be seen that the signals at two different delay channels are uncorrelated. It is
also straightforward to verify that the noise contribution ni(τm) at two different delay
channels are uncorrelated.
In summary of the calculations discussed till now in this section, we see that the
visibilities vi(τm) at two different delay channels are uncorrelated. It therefore suffices
to individually analyze each delay channel separately, and in the subsequent discussion
we restrict our attention to a fixed delay channel τm. Calculating the correlation of a
visibility with itself, we have
〈| vi(τm) |2〉 = V0
[
Bbw
r2r′
P (k⊥, k‖)
]
+ (∆νc)
2
∑
a
〈| Ni(νa) |2〉 . (5.42)
It is important to note that eqs. (5.40), (5.41) and (5.42) which hold for a fixed delay
channel are exactly analogous to eqs. (5.3), (5.4) and (5.7) which hold for a fixed
frequency channel. We define the convolved visibilities in exact analogy with eq. (5.9)
vcg(τm) =
∑
i
w˜(~Ug − ~Ui) vi(τm) , (5.43)
and we define the 3D TGE in exact analogy with eq. (5.17).
Pˆg(τm) =
(
MgBbw
r2r′
)−1 (
| vcg(τm) |2 −
∑
i
| w˜(~Ug − ~Ui) |2| vi(τm) |2
)
. (5.44)
The 3D TGE is, by construction, an unbiased estimator of the three dimensional
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power spectrum P (k⊥, k‖), and we have
〈Pˆg(τm)〉 = P (k⊥g, k‖m) (5.45)
where k‖m and k⊥g are related to τm and
~Ug through eqs. (5.36) and (5.37) respectively.
5.3.2 Frequency Window Function
The discrete Fourier transform used to calculate vi(τm) in eq. (5.39) assumes that
the measured visibilities Vi(νa) are periodic across the frequency bandwidth Bbw (i.e.
Vi(νa) = Vi(νa + Bbw). In reality, the measured visibilities are not periodic over the
observational bandwidth, and the discrete Fourier transform encounters a discontinuity
at the edge of the band. It is possible to avoid this problem by multiplying the measured
visibilities with a frequency window function F (νa) which smoothly falls to zero at
the edges of the band. This effectively makes the product F (νa) × Vi(νa) periodic,
thereby doing away with the discontinuity at the edges of the band. This issue has been
studied by Vedantham et al. (2012) and Thyagarajan et al. (2013) who have proposed
the Blackman-Nuttall (Nuttall , 1981) window function
F (a) = c0 − c1cos
( 2πa
Nc − 1
)
+ c2cos
( 4πa
Nc − 1
)− c3cos( 6πa
Nc − 1
)
(5.46)
where c0 = 0.3635819, c1 = 0.4891775, c2 = 0.1365995 and c3 = 0.0106411. In a recent
paper, Chapman et al. (2016) have compared different frequency window functions to
conclude that the extended Blackman-Nuttall window is the best choice for recovering
the HI power spectrum. For the present work we have used the Blackman-Nuttall window
as given by eq. (5.46) above. The left panel of Figure 6.4 shows the frequency window
function for 256 frequency channels spanning a frequency bandwidth of Bbw = 16MHz
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which corresponds to the values which we have used in our simulations (discussed later).
We now have
vfi (τm) = (∆νc)
∑
a
e2πiτmνa F (νa)Vi(νa) (5.47)
where vfi (τm) refer to the delay space visibilities after introducing the frequency window
function. The filtered delay space visibilities vfi (τm) are related to the original delay
space visibilities vi(τm) (eq. (5.39)) through a convolution
vfi (τm) =
1
Bbw
∑
n
f˜(τm − τn)vi(τn) (5.48)
where f˜(τ) is the Fourier transform of the frequency window F (ν). Recollect that the
delay space visibilities vi(τm) at the different τm are all independent and uncorrelated.
We however see that this does not hold for the filtered delay space visibilities vfi (τm)
for which the different τm values are correlated, the extent of this correlation being
determined by the width of the function f˜(τm − τn) in eq. (5.48). We now use this to
calculate the correlation of vfi (τm) at two different values of τm for which we have
〈vfi (τm)vf∗i (τn)〉 =
1
Bbw
2
∑
a
f˜(τm − τa)f˜ ∗(τn − τa)〈| vi(τa) |2〉 . (5.49)
This gives the self-correlation to be
〈| vfi (τm) |2〉 =
1
Bbw
2
∑
a
| f˜(τm − τa) |2 〈| vi(τa) |2〉 . (5.50)
The right panel of Figure 6.4 show | f˜(τm) |2 as a function of the delay channel number
m. We see that | f˜(τm) |2 has a very narrow extent in delay space, implying that the
visibilities vfi (τm) in only three adjacent delay channels are correlated, and v
f
i (τm) are
uncorrelated if the delay channel separation is larger than this. This also allows us to
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Figure 5.4: The Blackman-Nuttall frequency window F (ν) as a function of channel num-
ber is shown in the left panel. The right panel shows (| f˜(τ) |2) which is the
square of the Fourier transform of F (ν) . This is normalized to unity at the
central delay channel.
approximate | f˜(τm − τn) |2 using a Kronecker delta function ≈ B2bw Af(0) δm,n where
Af(0) =
1
B2
bw
∑
n | f˜(τn) |2. The convolution in eq. (5.50) now gives
〈| vfi (τm) |2〉 = Af (0) 〈| vi(τm) |2〉 . (5.51)
We now generalize this to calculate the correlation for two different values of τm which
gives
〈vfi (τm)vf∗i (τn)〉 = Af(m− n) 〈| vi(τm) |2〉 (5.52)
where
Af (m− n) = 1
B2bw
∑
a
f˜(τm − τa)f˜ ∗(τn − τa) (5.53)
and Af(m − n) = A∗f (n − m). We find that Af(m) has significant values only for
m = 0, 1, 2, 3 beyond which the values are rather small i.e. the visibilities at only
the three adjacent delay channels have significant correlations, and the visibilities are
uncorrelated beyond this separation. We have used the self-correlation (eq. 5.51) to
calculate the power spectrum estimator later in this subsection, whereas the general
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expression for the correlation (eq. 5.52) comes in useful for calculating the variance in
a subsequent subsection.
Incorporating the frequency window function in the 3D TGE introduces an additional
factor of Af(0) in the normalization coefficient in eq. (5.44). We now have the final
expression for the 3D TGE as
Pˆg(τm) =
(
MgBbw Af (0)
r2r′
)−1 (
| vfcg(τm) |2 −
∑
i
| w˜(~Ug − ~Ui) |2| vfi (τm) |2
)
. (5.54)
As mentioned earlier, Pˆg(τm) gives an estimate of the power spectrum P (k⊥g, k‖m) where
k‖m and k⊥g are related to τm and
~Ug through eqs. (5.36) and (5.37) respectively.
5.3.3 Binning and Variance
The estimator Pˆg(τm) presented in eq. (5.54) provides an estimate of the 3D power
spectrum P (k⊥g, k‖m) at an individual grid point k = (k⊥g, k‖m) in the three dimensional
k space. Usually one would like to average the estimated power spectrum over a bin in
k space in order to increase the signal-to-noise ratio. In this section we discuss the bin
averaged 3D TGE and obtain formulas for theoretically predicting the expected variance.
We introduce the binned 3D TGE which for the bin labeled a is defined as
PˆG(a) =
∑
gmwgmPˆg(τm)∑
gmwgm
(5.55)
where the sum is over all the k = (k⊥g, k‖m) modes or equivalently the grid points (
~Ug,τm)
included in the particular bin a, and wgm is the weight assigned to the contribution from
any particular grid point. Earlier in this paper, in the discussion immediately following
eq. (5.19), we have introduced the weighing scheme wg = 1 in order to calculate Cℓ.
Here we have adopted the same scheme wgm = 1 for estimating the 3D power spectrum.
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The expectation value of the binned 3D TGE (eq. 5.55)
〈PˆG(a)〉 = P¯ (k¯⊥, k¯‖)a (5.56)
gives an estimate of the bin averaged 3D power spectrum
P¯ (k¯⊥, k¯‖)a =
∑
gmwgmP (k⊥g, k‖m)∑
gmwgm
(5.57)
at
(k¯⊥, k¯‖)a =
(∑
gmwgmk⊥g∑
gm wgm
,
∑
gmwgmk‖m∑
gmwgm
)
. (5.58)
where for the particular bin a the two components (k¯⊥, k¯‖)a refer to the average wave
numbers respectively perpendicular and parallel to the line of sight. In this paper we
have considered two different binning schemes which we discuss later in this sub-section.
For the present, we turn our attention to calculate theoretical predictions for the variance
of the binned 3D TGE.
The variance calculation closely follows the steps outlined in section 5.2.4, and we
have the final expression
σ2PG =
(
Bbw Af(0)
r2r′
)−2 ∑
gm,g′m′ wgmwg′m′M
−1
g M
−1
g′
| 〈vfcg(τm)vf∗cg′ (τm′ )〉 |2
[
∑
gmwgm]
2
. (5.59)
which closely resembles eq. (5.25) which we have used to calculate the variance for Cℓ,
with the difference that we now have a 3D grid instead of the 2D grid encountered earlier
for Cℓ.
It is necessary to model the term 〈vfcg(τm)vf∗cg′ (τm′ )〉 in eq. (5.59) to make further
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progress. The correlation at two different τm values can be expressed using eq. (5.52) as
〈vfcg(τm)vf∗cg′ (τm′ )〉 = Af (m−m
′
)〈vcg(τm)v∗cg′ (τm)〉 . (5.60)
Following eq. (5.26), we have decomposed the correlation 〈vcg(τm)v∗cg′ (τm)〉 in eq. (5.60)
into two parts
〈vcg(τm)v∗cg′ (τm)〉 = 〈scg(τm)s∗cg′ (τm)〉+ 〈ncg(τm)n∗cg′ (τm)〉 (5.61)
corresponding to the signal and the noise respectively.
We have modeled the signal correlation in exact analogy with eq. (5.27) as
〈scg(τm)s∗cg′ (τm)〉 =
(
Bbw
r2r′
)√
MgMg′ e
−|∆~U
gg
′ |2/σ21 P¯ (k¯⊥, k¯‖)a (5.62)
and the noise correlation is similarly modeled in exact analogy with eq. (5.29) as
〈ncg(τm)n∗cg′ (τm)〉 = (∆νc)Bbw
√
K2ggK2g′g′e
−|∆~U
gg
′ |2/σ22 (2σ2n) . (5.63)
We have used eqs. (5.63), (5.62), (5.61), (5.60) and (5.59) to calculate the variance of
the binned 3D TGE. In the subsequent analysis we have considered two different binning
schemes which we now present below.
5.3.3.1 1D Spherical Power Spectrum
The bins here are spherical shells of thickness ∆ka as shown in the left panel of Fig-
ure 5.5, the shell thickness will in general vary from bin to bin. The Spherical Power
Spectrum P¯ (k¯a) is obtained by averaging the power spectrum P (k) over all the different
k modes which lie within the spherical shell corresponding to bin a shown in the left
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Figure 5.5: This shows a typical bin for respectively calculating the Spherical Power
Spectrum (left) and the Cylindrical Power Spectrum (right).
panel of Figure 5.5. The binning here essentially averages out any anisotropy in the
power spectrum, and yields the bin averaged power spectrum as a function of the 1D
bin averaged wave number k¯a. While we use eq. (5.55) to calculate the bin averaged
power spectrum P¯ (k¯a), we have calculated the value of k¯a using
k¯a =
∑
gm wgm
√
k⊥
2
g + k‖
2
m∑
gmwgm
. (5.64)
5.3.3.2 2D Cylindrical Power Spectrum
Each bins here is, as shown in the right panel of Figure 5.5, an annulus of width ∆k⊥a
in the k⊥ ≡ (kx, ky) plane and it subtends a thickness ∆k‖a along the third direction k‖.
The values of ∆k⊥a and ∆k‖a will, in general, vary from bin to bin. The bins here cor-
respond to sections of a hollow cylinder, and the resulting bin averaged power spectrum
P¯ (k¯⊥, k¯‖)a is referred to as the Cylindrical Power Spectrum which is defined on a 2D
space (k¯⊥, k¯‖)a whose two components refer to the average wave numbers respectively
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perpendicular and parallel to the line of sight. The binning of P (k) here does not assume
that the signal is statistically isotropic in the 3D space i.e. independent of the direction
of k. However, the signal is assumed to be statistically isotropic in the plane of the sky,
and the binning in k⊥ is exactly identical to the binning that we have used earlier for Cℓ.
This distinction between k⊥ and k‖ is useful to quantify the effect of redshift space dis-
tortion (Bharadwaj, Nath & Sethi, 2001; Bharadwaj & Sethi, 2001; Bharadwaj & Ali,
2004; Barkana & Loeb, 2005; Mao, 2012; Majumdar et al., 2013; Jensen et al., 2016)
and also to distinguish the foregrounds from the HI signal (Morales & Hewitt, 2004).
We have used eq. (5.55) and eq. (5.58) to calculate P¯ (k¯⊥, k¯‖)a and (k¯⊥, k¯‖)a respectively.
5.4 Simulation
In this section we discuss the simulations that we have used to validate the 3D power
spectrum estimator (eq. 5.54). We start with an input model 3D power spectrum PM(k)
of redshifted HI 21-cm brightness temperature fluctuations. The aim here is to test how
well the estimator is able to recover the input model. For this purpose the exact form of
the input model power spectrum need not mimic the expected cosmological HI signal,
and we have used a simple power law
PM(k) =
(
k
k0
)n
(5.65)
which is arbitrarily normalized to unity at k = k0, and has a power law index n. In
our analysis we have considered n = −3 and −2, and set k0 = 1Mpc−1. The quantity
∆2k = (2π
2)−1k3P (k) provides an estimate of the mean-square brightness temperature
fluctuations expected at different length-scales (or equivalently wave numbers k). We
see that for n = −3 we have a constant ∆2k = (2π2)−1K2 across all length-scales, whereas
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we have ∆2k = (2π
2)−1(k/1Mpc−1) K2 which increases linearly with k for n = −2. Note
that we have used an isotropic input model where the power spectrum does not depend
on the direction of k i.e. (P (k) ≡ P (k)) and the 1D Spherical binning and the 2D
Cylindrical binning are expected to recover the same results.
The simulations were carried out using a N3 cubic grid of spacing L covering a co-
moving volume V . We use the model power spectrum (eq. 5.65) to generate the Fourier
components of the brightness temperature fluctuations corresponding to this grid
∆T˜ (k) =
√
V PM(k)
2
[a(k) + ib(k)] , (5.66)
here a(k) and b(k) are two real valued independent Gaussian random variable of unit
variance. The Fourier transform of ∆T (k) yields a single realization of the brightness
temperature fluctuations δT (x) on the simulation grid. These fluctuations are, by con-
struction, a Gaussian random field with power spectrum PM(k). We generate different
statistically independent realizations of δT (x) by using different sets of random variables
a(k) and b(k) in eq. (5.66).
The intention here is to simulate 150MHz GMRT observations with Nc = 256 fre-
quency channels of width (∆νc) = 62.5 kHz covering a bandwidth of Bbw = 16MHz.
This corresponds to HI at redshift z = 8.47 with a comoving distance of r = 9.28Gpc
and r
′
=| dr/dν |= 17.16MpcMHz−1. We have chosen the grid spacing L = 1.073Mpc
so that it exactly matches the channel width L = r′ν × (∆νc). We have considered
a N3 = [2048]3 grid which corresponds to a comoving volume of [2197.5Mpc]3. The
simulation volume is aligned with the z axis along the line of sight, and the two trans-
verse directions were converted to angles relative to the box center (θx, θy) = (x/r, y/r).
The transverse extent of the simulation box covers an angular extent which is ∼ 5
times the GMRT θFWHM . The simulation volume corresponds to a frequency width
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∼ 8× 16MHz along the line of sight. We have cut the box into 8 equal segments along
the line of sight to produce 8 independent realizations each subtending 16MHz along
the line of sight. The grid index, measured from the further boundary and increasing
towards to observer along the line of sight was directly converted to channel number
νa with a = 0, 1, 2, ..., Nc − 1. This procedure provides us with δT (~θ, νa) the brightness
temperature fluctuation on the sky at different frequency channels νa.
We have considered 8 hours of GMRT observations with 16 s integration time targeted
on an arbitrarily selected field located at RA=10h 46m00s and DEC=59◦ 00
′
59
′′
. Visi-
bilities were calculated for the simulated baselines corresponding to this observation, for
which the uv coverage is similar to the Figure 5 of Paper I. The signal contribution to
the visibilities S(~U, νa) was calculated by taking the Fourier transform of the product(
∂B
∂T
) × A(~θ, νa) × δT (~θ, νa) as given by eq. (5.31). The simulations incorporate the
fact that the baseline corresponding to a fixed antenna separation ~Ui = di/λ, the an-
tenna beam pattern A(~θ, νa) and the factor
(
∂B
∂T
)
νa
all vary with the frequency νa in eq.
(5.31). We have σn = 1.45 Jy corresponding to a single polarization, with ∆t = 16 s and
(∆νc) = 62.5 kHz. However, it is possible to reduce noise level by averaging independent
data set observed at different time. Here, we consider a situation where we average 9
independent data sets to reduce the noise level by a factor of 3 to σn = 0.48 Jy. We
have carried out the simulations for two different cases, (i) no noise (σn = 0 Jy) and (ii)
σn = 0.48 Jy. We have carried out 16 independent realization of the simulated visibil-
ities to estimate the mean power spectrum and its statistical fluctuation (or standard
deviation σPG) presented in the next section.
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5.5 Results
The left panels of Figures 5.6 and 5.7 show ∆2k = (2π
2)−1k3P (k) for the spherically-
averaged power spectrum for the power law index values n = −3 and −2 respectively.
The results are shown for the three values f = 10, 2 and 0.6 to demonstrate the effect of
varying the tapering. The simulations here do not include the system noise contribution.
For both n = −3 and −2, and for all the values of f we find that ∆2k estimated using
the 3D TGE is within the 1 − σPG error bars of the model prediction for the entire k
range considered here. The right panels of Figures 5.6 and 5.7 show the corresponding
fractional deviations (P (k) − PM(k))/PM(k). For comparison, the relative statistical
fluctuations, σPG/P
M(k) are also shown by shaded regions for different values of f . We
find that for both cases n = −3 and −2, the fractional deviation is less than 4% at k >
0.2Mpc−1. The fractional deviation increases as we go to lower k bins. The fractional
deviation also increases if the value of f is reduced. The maximum fractional deviation
has a value ∼ 40% and ∼ 20% at the smallest k bin for n = −3 and −2 respectively. We
find that the fractional deviation is within σPG/P
M(k) for k ≤ 0.3Mpc−1 and is slightly
larger than σPG/P
M(k) for k ≥ 0.3Mpc−1. Our results indicate that the 3D TGE is able
to recover the model power spectrum to a reasonably good level of accuracy (≤ 20%)
at the k modes k ≥ 0.1Mpc−1. The fractional error at the smaller k bins increases as
the tapering is increased (f is reduced). It may be noted that a similar behaviour was
also found for Cℓ (Figure 6.2). As mentioned earlier, we attribute this discrepancy to
the variation of signal amplitude within the width of the convolving window w˜(~Ug− ~Ui).
This explanation is further substantiated by the fact that the fractional deviation is
found to be larger for n = −3, for which the power spectrum is steeper compared to
n = −2.
The results until now have not considered the effect of system noise. We now study
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Figure 5.6: The left panel shows the dimensionless power spectrum ∆2k for different
values of f . The values obtained using the 3D TGE are compared with
model power spectrum for n = −3 and σn = 0. The 1-σPG error bars have
been estimated using 16 different realizations of the simulated visibilities.
The right panel shows the fractional deviation of estimated power spectrum,
(P (k)− PM(k))/PM(k) relative to the input model PM(k) for different val-
ues of f . The relative statistical fluctuations σPG/P
M(k) are also shown by
shaded regions.
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Figure 5.7: Same as Figure 5.6, but with n = −2.
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Figure 5.8: The recovered dimensionless power spectrum ∆2k for n = −3 (left) and n =
−2 (right), with and without noise for a fixed value f = 0.6. The statistical
error (1-σPG) with (without) noise is shown with error bars (shaded region).
Note that, the estimated ∆2k has negative values at some of the k values in
the range where noise dominates the signal. These data points have not been
displayed here.
how well the 3D TGE is able to recover the input power spectrum in the presence of
system noise. The left and right panels of Figure 5.8 show the estimated ∆2k for n = −3
and −2 respectively for the fixed value f = 0.6. For comparison, we also show the
estimated ∆2k with σn = 0. The statistical fluctuations with (without) noise are shown
as error bars (shaded region). We see that the error is dominated by the cosmic variance
at lower values of k (k < 0.2Mpc−1) and the system noise dominates at larger values of
k. The statistical error exceeds the model power spectrum at large k and a statistically
significant estimate of the power spectrum is not possible in this k range. We are able
to recover the model power spectrum quite accurately at low k where σPG ≤ PM(k).
We now investigate how well the analytic prediction (eq. 5.59) for σPG compares with
the values obtained from the simulations (Figure 5.9 ) for different values of f . The
number of grid points in each k bin increase with the value of k, and the computation
time also increases with increasing k. We have restricted the k range to (k < 0.4Mpc−1)
in order to keep the computational requirements within manageable limits. In the left
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Figure 5.9: The left panel shows a comparison of the analytic prediction for the statistical
fluctuations of the power spectrum (eq. 5.59) with the simulation for two
different values of f , n = −3 and no system noise. The right panel shows the
same comparison with (upper two curves) and without (lower two curves)
noise for a fixed value f = 0.6.
panel we consider the situation where there is no system noise. Here, the statistical
fluctuations correspond to the cosmic variance. We see that the analytic predictions
are in reasonably good agreement with the simulation for both the values of f . We
find that the cosmic variance does not change if the value of f is changed from 2 to
10. As expected, the cosmic variance increases as the sky tapering is increased. The
right panel shows the statistical fluctuations with and without noise for the fixed value
f = 0.6. The statistical fluctuations are dominated by the cosmic variance at small
values of k (k < 0.2Mpc−1), and the system noise dominates at large k. As mentioned
earlier, the statistical fluctuations are well modeled by the analytic predictions in the
cosmic variance dominated regime. We find that our analytic prediction somewhat
overestimates σPG in the noise dominated region. This overestimate possibly originates
from the noise modelling in eq. (5.59), we plan to investigate this in future work.
Till now we have discussed the results for the 1D Spherical Power Spectrum, we
now present the results for the 2D Cylindrical Power Spectrum. We use 15 equally
spaced logarithmic bin in both k⊥ and k‖ direction to estimate the 2D Cylindrical Power
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Figure 5.10: This shows the 2D Cylindrical Power Spectrum for n = −3. The left
panel shows the input model power spectrum. The middle and right panels
show the estimated power spectrum for f = 0.6 without and with noise
respectively.
Spectrum. Figure 5.10 shows the 2D Cylindrical Power Spectrum P (k⊥, k‖) using 3D
TGE. The left panel shows the input model for n = −3. The middle and right panel
respectively show the estimated power spectrum with f = 0.6 for situations where the
system noise is not included and included in the simulated visibilities. The left and
middle panels appear almost identical, indicating that the 3D TGE is able to recover
the input model power spectrum accurately across the entire (k⊥, k‖) range. We find that
we are able to recover the model power spectrum in the limited range k⊥ <∼ 0.5Mpc−1 and
k‖ <∼ 0.5Mpc−1 in presence of system noise. Figure 5.11 shows the fractional deviation
(PM(k⊥, k‖)− P (k⊥, k‖))/P (k⊥, k‖) for f = 0.6, here the left and right panels show the
results without and with system noise respectively. From the left panel we see that the
fractional deviation is less than 14% for the the entire k range when the system noise
is not included in the simulation. We find that it is not possible to reliably recover the
power spectrum at large k when the system noise is included. The right panel shows
the fractional deviation only where it is within 30%. The fractional deviation 100% at
large k, and these values have not been shown.
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Figure 5.11: The left and right panels show the fractional deviation (PM(k⊥, k‖) −
P (k⊥, k‖))/P (k⊥, k‖) without and with noise respectively for n = −3 and
f = 0.6.
We now investigate how well the analytic prediction (eq. 5.59) for σPG compares
with the values obtained from the simulations (Figure 5.12 ) for f = 0.6. The two
upper panels consider the situation where there is no system noise for which the left
and right panels respectively show the simulated and the analytic prediction for the
statistical fluctuation σPG . We find that the analytic predictions match quite well with
the simulation for the entire k range. The two lower panels consider the situation where
the system noise is included for which the left and right panels respectively show the
simulated and the analytic prediction for σPG . The left and right panels of Figure 5.13
show the fractional deviation between the simulated and analytic σPG without and with
system noise respectively. We find that we have less than 20% fractional deviation in 73%
and 64% of the bins in (k⊥, k‖) space without and with system noise respectively. The
fractional deviation shows a larger spread in values when the system noise is included as
compared to the situation without system noise. We do not, however, find any obvious
pattern in the distribution of the bins that show a high fractional deviation.
139
5 21-cm Power spectrum estimator
0.1 0.4
0.1
0.4
-1
-0.5
 0
 0.5
 1
 1.5
 2
 2.5
 3
PSfrag replacements
k
‖[
M
p
c−
1
]
k⊥[Mpc−1]
lo
g(
σ
P
G
)
0.1 0.4
0.1
0.4
-1
-0.5
 0
 0.5
 1
 1.5
 2
 2.5
 3
PSfrag replacements
k
‖[
M
p
c−
1
]
k⊥[Mpc−1]
lo
g(
σ
P
G
)
0.1 0.4
0.1
0.4
-1
-0.5
 0
 0.5
 1
 1.5
 2
 2.5
 3
PSfrag replacements
k
‖[
M
p
c−
1
]
k⊥[Mpc
−1]
lo
g(
σ
P
G
)
0.1 0.4
0.1
0.4
-1
-0.5
 0
 0.5
 1
 1.5
 2
 2.5
 3
PSfrag replacements
k
‖[
M
p
c−
1
]
k⊥[Mpc
−1]
lo
g(
σ
P
G
)
Figure 5.12: This shows the statistical fluctuation (σPG) for the 2D Cylindrical Power
Spectrum for n = −3 and f = 0.6. The upper and lower panels show
the results without and with system noise respectively, the left and right
panels show the results from the simulations and the analytic prediction
respectively.
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Figure 5.13: The left and right panels show the fractional deviation of σPG without and
with system noise respectively.
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5.6 Summary and Conclusions
Quantifying the statistical properties of the diffuse sky signal directly from the visibili-
ties measured in low frequency radio-interferometric observation is an important issue.
In this paper we present a statistical estimator, namely the Tapered Gridded Estimator
(TGE), which has been developed for this purpose. The measured visibilities are here
gridded in the uv plane to reduce the complexity of the computation. The contribu-
tion from the discrete sources in the periphery of the telescope’s FoV, particularly the
sidelobes, pose a problem for power spectrum estimation. The TGE suppresses the con-
tribution from the outer regions by tapering the sky response through a suitably chosen
window function. The TGE also internally estimates the noise bias from the input data,
and subtracts this out to give an unbiased estimate of the power spectrum. In addi-
tion to the mathematical formalism for the estimator and its variance, we also present
simulations of 150MHz GMRT observations which are used to validate the estimator.
We have first considered a situation where we have observation at a single frequency
for which the 2D TGE provides an estimate of the angular power spectrum Cℓ. The
work here presents an improvement over an earlier version of the 2D TGE presented in
Paper I. This is important in the context of the diffuse Galactic synchrotron emission
which is one of the major foregrounds for the cosmological 21-cm signal. Apart from
this, the diffuse Galactic synchrotron emission is a probe of the cosmic ray electrons and
the magnetic fields in the ISM of our own Galaxy, and this is an important study in its
own right.
It is necessary to also include the frequency variation of the sky signal in order to
quantify the cosmological 21-cm signal. Here the 3D TGE provides an estimate of P (k)
the power spectrum of the 21-cm brightness temperature fluctuations. We have consid-
ered two different binning schemes which provide the 1D Spherical Power Spectrum P (k)
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and the 2D Cylindrical Power Spectrum P (k⊥, k‖) respectively. In all cases, we find that
the TGE is able to accurately recover the input model used for the simulations. The
analytic predictions for the variance are also found to be in reasonably good agreement
with the simulations in most situations.
Foregrounds are possibly the biggest challenge for detecting the cosmological 21-cm
power spectrum. Various studies (eg. Datta et al. 2010) show that the foreground
contribution to the Cylindrical Power Spectrum P (k⊥, k‖) is expected to be restricted
within a wedge in the (k⊥, k‖) plane. The extent of this “foreground wedge” is determined
by the angular extent of the telescope’s FoV. In principle, it is possible to limit the extent
of the foreground wedge by tapering the telescope’s FoV. In the context of estimating
the angular power spectrum Cℓ, our earlier work (Paper II) has demonstrated that the
2D TGE is able to suppress the contribution from the outer parts and the sidelobes of
the telescope’s beam pattern. We have not explicitly considered the foregrounds in our
analysis of the 3D TGE presented in this paper. We however expect the 3D TGE to
suppress the contribution from the outer parts and the sidelobes of the telescopes beam
pattern while estimating the power spectrum P (k⊥, k‖), thereby reducing the area in the
(k⊥, k‖) plane under the foreground wedge.
The 3D TGE holds the promise of allowing us to reduce the extent of the foreground
wedge by tapering the sky response. It is, however, necessary to note that this comes
at a cost which we now discuss. First, we lose information at the largest angular scales
due to the reduced FoV. This restricts the smallest k value at which it is possible to
estimate the power spectrum. Second, the reduced FoV results in a larger cosmic variance
for the smaller angular modes which are within the tapered FoV. The actual value of
the tapering parameter f that would be used to estimate P (k⊥, k‖) will possibly be
determined by optimising between the cosmic variance and the foreground contribution.
A possible strategy would be to use different values of f for different bins in the (k⊥, k‖)
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plane. It is also necessary to note that the effectiveness of the tapering proposed here
depends on the actual baseline distribution, and a reasonably dense uv coverage is
required for a proper implementation of the TGE. We propose to include foregrounds
in the simulations and address these issues in future work. We also plan to apply this
estimator to 150MHz GMRT data in future.
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6 Measurement of Galactic
Synchrotron emission using TGSS
survey∗
6.1 Introduction
Observations of the redshifted 21-cm signal from the Epoch of Reionization (EoR) con-
tains a wealth of cosmological and astrophysical information (Bharadwaj & Ali, 2005;
Furlanetto et al., 2006; Morales & Wyithe, 2010; Pritchard & Loeb, 2012). The Giant
Metrewave Radio Telescope (GMRT; Swarup et al. 1991) is currently functioning at
a frequency band corresponds to the 21-cm signal from this epoch. Several ongoing
and future experiment such as the Donald C. Backer Precision Array to Probe the
Epoch of Reionization (PAPER, Parsons et al. 2010), the Low Frequency Array (LO-
FAR, var Haarlem et al. 2013), the Murchison Wide-field Array (MWA, Bowman et al.
2013), the Square Kilometer Array (SKA1 LOW, Koopmans et al. 2015) and the Hy-
drogen Epoch of Reionization Array (HERA, Neben et al. 2016) are aiming to measure
∗This chapter is adapted from the paper “Measurement of Galactic Synchrotron emission using TGSS
survey” by Choudhuri et al. (2016d)
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the EoR 21-cm signal. The EoR 21-cm signal is overwhelmed by different foregrounds
which are four to five orders of magnitude stronger than the expected 21-cm signal
(Shaver et al., 1999; Ali et al., 2008; Ghosh et al., 2011a,b). Accurately modelling and
subtracting the foregrounds from the data are the main challenges for detecting the EoR
21-cm signal. The Galactic synchrotron emission is expected to be the most dominant
foreground at angular scale 10 arcmin after point source subtraction at 10-20 mJy level
(Bernardi et al., 2009; Ghosh et al., 2012; Iacobelli et al., 2013). A precise characteri-
zation and a detailed understanding of the Galactic synchrotron emission is needed to
reliably remove foregrounds in 21-cm experiments. In this paper, we characterize the
diffuse Galactic synchrotron emission at arcminute angular scales which are relevant for
the cosmological 21-cm signal studies.
The study of the diffuse Galactic synchrotron emission is also important in its own
right. The angular power spectrum (Cℓ) of the diffuse Galactic synchrotron emis-
sion quantifies the fluctuations in the magnetic field and in the electron density of
the turbulent interstellar medium (ISM) of our Galaxy (e.g. Waelkens et al. 2009;
Lazarian & Pogosyan 2012; Iacobelli et al. 2013).
There are several observations towards characterizing the diffuse Galactic synchrotron
emission spanning a wide range of frequency. Haslam et al. (1982) have measured the all
sky diffuse Galactic synchrotron radiation at 408MHz. Reich (1982) and Reich & Reich
(1988) have presented the Galactic synchrotron maps at a relatively higher frequency
(1.4 GHz). Using the 2.3 GHz Rhodes Survey, Giardino et al. (2001) have shown that
the Cℓ of the diffuse Galactic synchrotron radiation behaves like a power law (Cℓ ∝ ℓ−β)
where β = 2.43 in the ℓ range 2 ≤ ℓ ≤ 100. Giardino et al. (2002) have found that the
value of β is 2.37 for the 2.4 GHz Parkes Survey in the ℓ range 40 ≤ ℓ ≤ 250. The Cℓ
measured from theWilkinson Microwave Anisotropy Probe (WMAP) data show a slightly
lower value of β (Cℓ ∝ ℓ2) for ℓ < 200 (Bennett et al., 2003). Bernardi et al. (2009)
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have analysed 150 MHz Westerbork Synthesis Radio Telescope (WSRT) observations to
characterize the statistical properties of the diffuse Galactic emission and find that
Cℓ = A×
(1000
ℓ
)β
mK2 (6.1)
where A = 253 mK2 and β = 2.2 for ℓ ≤ 900. Ghosh et al. (2012) have used GMRT
150 MHz observations to characterize the foregrounds for 21-cm experiments and find
that A = 513 mK2 and β = 2.34 in the ℓ range 253 ≤ ℓ ≤ 800. Recently, Iacobelli et al.
(2013) present the first LOFAR detection of the Galactic diffuse synchrotron emission
around 160 MHz. They reported that the Cℓ of the foreground synchrotron fluctuations
is approximately a power law with a slope β ≈ 1.8 up to angular multipoles of 1300.
In this paper we study the statistical properties of the diffuse Galactic synchrotron
emission using two fields observed by the TIFR GMRT Sky Survey (TGSS†; Sirothia et al.
2014). We have used the data which was calibrated and processed by Intema et al.
(2016), who have identified and subtracted all the point sources from the central region
of the telescope’s filed of view (FoV). We have applied the Tapered Gridded Estimator
(TGE; Choudhuri et al. 2016b) to the residual data to measure the Cℓ of the background
sky signal after point source subtraction. The TGE suppresses the contribution from
the residual point sources in the outer region of the telescope’s FoV and also internally
subtracts out the noise bias to give an unbiased estimate of Cℓ (Choudhuri et al., 2016a).
For each field we are able to identify an angular multipole range where the measured Cℓ
is dominated by the Galactic synchrotron emission, and we present power law fits for
these.
†http://tgss.ncra.tifr.res.in
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6.2 Data Analysis
The TGSS survey contains 2000 hours of observing time and is divided of 5336 individ-
ual pointings on an approximate hexagonal grid. The observing time for each field is
about 15 minutes. For the purpose of this paper, we have used only two data sets for
two fields located at Galactic coordinates (9◦,+10◦; Data1) and (15◦,−11◦; Data2).
The central frequency of this survey is 147.5 MHz with an instantaneous bandwidth of
16.7 MHz which is divided into 256 frequency channels. All the TGSS raw data was
analysed with a fully automated pipeline based on the SPAM package (Intema et al.,
2009a; Intema, 2009b, 2014). The operation of the SPAM package is divided into two
parts: (a)Pre-processing and (b)Main pipeline. The Pre-processing step calculates good-
quality instrumental calibration from the best available scans on one of the primary
calibrators, and transfers these to the target field. In the Main pipeline the direction
independent and direction dependent calibrations for each fields are calculated and this
finally converts the calibrated visibilities into a “CLEANed” deconvolved radio image.
The left panel of Figure 6.1 shows the deconvolved image for Data1. Here, the pixels in
the range 8 mJy to 130 mJy are shown for clear visualization. The off source rms noise
(σn) for this field is around 4.1 mJy/Beam. In the right panel of Figure 6.1 we show
the residual image of Data1 after subtracting the point sources upto the 5σn level. For
Data2, the off source rms noise in the continuum image is around 3.1 mJy/Beam and
we have used same cut-off level (5σn) to subtract the point sources from the data.
We have used the TGE to estimate the angular power spectrum Cℓ both before and
after point source subtraction. We have used f = 1 for the tapering window.
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Figure 6.1: This figure shows the deconvolved images of Data1 before (left panel) and
after (right panel) point source subtraction. Here, we have shown the con-
tinuum images of bandwidth 16.7 MHz. The total angular size is 4.1◦× 4.1◦
and synthesized beam size is 25
′′ × 25′′. The off source rms noise (σn) for
this images are around 4.1 mJy/Beam.
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Figure 6.2: The left (right) panel shows the Cℓ before and after point source subtraction
for Data1 (Data2). The vertical dotted lines in both panels show ℓmax after
which the residual Cℓ is dominated by unsubtracted point sources.
6.3 Results and Conclusions
The left panel of Figure 6.2 shows the angular power spectrum Cℓ before and after
point source subtraction for the Data1. The estimated Cℓ before subtracting the point
sources is almost flat (upper red curve). This is mainly due to the Poisson distribution
of the point sources which dominates at all angular multipole ℓ. The lower curve of this
figure is for the estimated Cℓ after subtracting the point sources from the central region
of the FoV. In this case the contribution from the residual point sources dominates
at ℓmax ≥ 580. We believe that the Galactic synchrotron emission has a significant
contribution at lower values of ℓ (ℓmax ≤ 500). The right panel of Figure 6.2 shows the
same but for Data2. Here, the value of ℓmax is 440.
We note that the convolution with the effective primary beam (product of the primary
beam and the taper window) affects the estimated Cℓ in the lower range of ℓ (Figure
3, Choudhuri et al. 2014). To identify the ℓ range upto which the convolution is sig-
nificant, we generate mock visibility data with same observation parameters but with
a known power law angular power spectrum. Figure 6.3 shows the Cℓ estimated from
150
6.3 Results and Conclusions
100
101
102
103
104
105
106
102 103
PSfrag replacements
C
ℓ
m
K
2
ℓ
β = 3.0
β = 1.5
Residual
Simulation
CMℓ
Figure 6.3: This figure shows the region where the estimated Cℓ is affected by the con-
volution with the effective primary beam. Here we see that the effect of the
convolution is important in the range ℓmin ≤ 240.
the simulated data for two different power law indices (β) 3 and 1.5. In this case we
have used the same baseline configuration as for Data1. We see that the effect of the
convolution is important in the range ℓ ≤ ℓmin = 240. In the region ℓ ≥ ℓmin we would
be able to recover the model angular power spectrum quite accurately. We did the same
analysis for Data2 for which the value of ℓmin is almost same and we have not shown
this in the figure.
We have used the residual visibilities after subtracting the point sources to estimate
the angular power spectrum Cℓ. Figure 6.4 shows the Cℓ estimated from the residual
visibilities with 1 − σ error bar for Data1 (left panel) and Data2 (right panel). We
identify the region in the ℓ space (ℓmin ≤ ℓ ≤max) which we expect to be dominated by
the Galactic synchrotron emission. In Figure 6.4 we show this region by drawing two
vertical lines corresponding to ℓmin and ℓmax respectively. We see that the estimated Cℓ
in this region behaves as a power law. We fit equation (6.1) to the measured Cℓ in this
ℓ range (ℓmin ≤ ℓ ≤ ℓmax). The best fits values of (A, β) are (356.23 ± 109.5, 2.8± 0.3)
and (54.6 ± 26, 2.2 ± 0.4) for Data1 and Data2 respectively. The Cℓ using the best
fit parameters are also shown in Figure 6.4. The values of β from this analysis are
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Figure 6.4: This left panel shows the estimated Cℓ from the residual data with 1σ error
bar for Data1. The solid line shows the Cℓ using the best fit parameters.
The dash-dot line shows the recovered Cℓ using simulation where we have
used the best fit parameters to generate the mock data. The 1 − σ error
in the recovered Cℓ using 128 independent realizations is also shown with
shaded region. The theoretical prediction of Cℓ for the Poisson fluctuation
of residual point sources upto flux density 50mJy is shown by dot-dot-dash
line. The right panel shows the same but for Data2.
quite consistent with earlier measurements (Bernardi et al., 2009; Ghosh et al., 2012;
Iacobelli et al., 2013). In Figure 6.4 we have also shown the Cℓ using the simulated
data. In this simulation we have used best fit values of A and β. The 1 − σ errors for
the simulated Cℓ, estimated using 128 independent realizations, are also shown by the
shaded region. We mentioned earlier that the estimated Cℓ for ℓ ≥ ℓmax is due to the
residual point sources which is almost flat in nature. We have shown the theoretical
prediction of Cℓ for the Poisson fluctuation of residual point sources in a situation where
the all bright sources of flux density S > 50 mJy has been subtracted from the data.
We have estimated the angular power spectrum Cℓ using two fields observed by TGSS
in the ℓ range 150 ≤ ℓ ≤ 4000. The estimated Cℓ is affected by the convolution with
the effective primary beam in the range ℓ ≤ 240. The residual point sources have
a significant contribution in the estimated Cℓ at ℓ ≥ 450. We identify the region in
ℓ space (240 ≤ ℓ ≤ 450) which we expect to be dominated by the diffuse Galactic
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synchrotron emission. We present a power law fits (equation6.1) to the estimated Cℓ
over this ℓ range. The best fit values of the amplitude (A) and the power law index (β)
are (356.23 ± 109.5, 2.8 ± 0.3) and (54.6 ± 26, 2.2 ± 0.4) for two data sets observed by
TGSS. We plan to extend this analysis for the whole sky using the full TGGS survey in
future.
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7 Summary and Future Scope of
Study
7.1 Summary of contributions
Precise measurement of the power spectrum of the diffuse sky signal in the presence of
foregrounds is a topic of intense current research. In this thesis we present the visibil-
ity based Tapered Gridded Estimator to accurately measure the power spectrum of the
diffuse sky signal from low frequency radio interferometric observations. The TGE incor-
porates three novel features. First, the estimator uses the gridded visibilities to estimate
the angular power spectrum (Cℓ), this is computationally much faster than individually
correlating the visibilities. Second, a positive noise bias is removed by subtracting the
auto-correlation of the visibilities. Third, the estimator allows us to taper the field of
view (FoV) so as to restrict the contribution from the sources in the outer regions and
the sidelobes of the telescope’s primary beam. The mathematical formalism of the TGE
and its variances are presented in this thesis. The estimator and its variance predictions
are validated using realistic simulations.
We also present the Bare Estimator which uses the individual visibilities to estimate
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the Cℓ. The Bare estimator avoids the self correlation of the visibilities which is respon-
sible for noise bias to give an unbiased estimate of the sky signal. The estimator and
the statistical error are presented mathematically and validated using simulations. The
simulations here include the Galactic diffuse synchrotron emission and system noise for
GMRT 150MHz observation. Our result show that the Bare estimator is very precise for
recovering the model power spectrum but computationally very expensive. The TGE is
relatively faster but gives an overestimate, although it is within 1−σ, for GMRT patchy
uv coverage. The effect of the residual gain error and w − term are also studied in the
estimated Cℓ. The estimated Cℓ is exponentially sensitive to the variance of the phase
error but insensitive to the amplitude error. But, the statistical uncertainties are af-
fected both by the amplitude and phase error. The w− term does not have a significant
effect on the angular scale of our interest.
We have extended our earlier simulations by including discrete point sources. We
investigate different techniques to subtract point sources from the central region of the
primary beam. The TGE suppresses the contribution from the outer region that’s why
we have not attempted to subtract any point source from this region. Using simulation
we have shown that incomplete spectral modelling of the point sources leaves some
residual in the vicinity of the point sources which cause an extra power at large angular
multipole ℓ. It is concluded that by taking the source catalogue from other survey to
choose the “CLEANing” region along with the accurate spectral modelling of the point
sources is the best strategy to subtract their contribution form the multifrequency data
and extract the Cℓ for the underlying diffuse signal.
We studied the effect of tapering the outer region on estimating the Cℓ of diffuse
Galactic synchrotron emission using simulated 150MHz GMRT observation. We have
subtracted all the point sources from the central part of the primary beam. It is really
very difficult to subtract the point sources form the outer region where the primary
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beam is highly frequency dependent and also, calibration differ from the central part. It
is shown that the TGE very effectively suppresses the contribution of the residual point
sources located at the periphery of the telescope’s field of view. We also demonstrates
that the TGE correctly estimates the noise bias from the input visibilities and subtracts
this out to give an unbiased estimate of Cℓ.
We have further improved the 2D TGE where the overestimate due to the patchy
uv coverage is corrected. Using simulated 150MHz GMRT observation, we have shown
that the improved 2D TGE is able to recover Cℓ quite accurately. Here, the fractional
deviation is less than 5% which is a considerable improvement over the earlier TGE
where the fractional deviation was 20% to 50%. We have extended the 2D TGE to
the 3D TGE to estimate the power spectrum (P (k)) of the brightness temperature
fluctuations of the redshifted 21-cm signal. Our simulated results show that 3D TGE
is also able to recover both 1D Spherical Power Spectrum (P (k)) and 2D Cylindrical
Power Spectrum P (k⊥, k‖) quite accurately and the analytic predictions for the variance
are in good agreement with the simulated ones.
We have applied the 2D TGE to the data observed at 150MHz using GMRT. We
find that the sky signal, after subtracting the point sources, is dominated by the diffuse
Galactic synchrotron radiation across the angular multipole range 200 ≤ ℓ ≤ 500. We
present power law fits, Cℓ = A ×
(
1000
l
)β
to the measured Cℓ over this ℓ range. We
find that the values of β are in the range of 2 to 3 which are consistent with earlier
observations. The measured Cℓ is dominated by the residual point sources and artifacts
at smaller angular scales (ℓ > 500).
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7.2 Future scope
We plan to generalize the TGE to the Multi-frequency angular power spectrum (MAPS;Datta, Roy Choudhury &Bharadwaj
(2007)) which quantifies the angular and frequency dependence of the fluctuations in the
sky plane. The MAPS is relevant for separating the 21-cm signal from the foregrounds.
The foregrounds are expected to behave smoothly as a function of frequency separation
whereas the 21-cm signal decorrelates much faster.
We have not explicitly considered the foregrounds in our analysis of the 3D TGE
presented here. We however expect the 3D TGE to suppress the contribution from the
outer parts and the sidelobes of the telescopes beam pattern while estimating the power
spectrum P (k⊥, k‖) thereby reducing the area in the (k⊥, k‖) plane under the foreground
wedge. We plan to include the foreground contribution in the simulation and to study
the effect of the tapering in the foreground wedge in details. We also plan to apply 3D
TGE in the real GMRT data to estimate the power spectrum in (k⊥, k‖) plane.
We plan to extend the TGE to use multiple pointings (mosaic fields). This will enables
us to recover the power spectrum at large angular scales and also simultaneously increase
the SNR at smaller angular scales.
We plan to estimate the Cℓ for the whole sky using TGSS survey and to find out
the variation of the amplitude and the power law index of Cℓ as a function of Galactic
coordinate.
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