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Abstract
Given integers n ≥ k > l ≥ 1 and a k-graph F with |V (F )| divisible
by n, define tkl (n, F ) to be the smallest integer d such that every k-
graph H of order n with minimum l-degree δl(H) ≥ d contains an
F -factor. A classical theorem of Hajnal and Szemere´di [9] implies
that t21(n,Kt) = (1 − 1/t)n for integers t. For k ≥ 3, tkk−1(n,Kkk )
(the δk−1(H) threshold for perfect matchings) has been determined
by Ku¨hn and Osthus [17] (asymptotically) and Ro¨dl, Rucin´ski and
Szemere´di [24] (exactly) for large n.
In this paper, we generalise the absorption technique of Ro¨dl, Rucin´ski
and Szemere´di [24] to F -factors. We determine the asymptotic val-
ues of tk1(n,K
k
k (m)) for k = 3, 4 and m ≥ 1. In addition, we show
that for t > k = 3 and γ > 0, t32(n,K
3
t ) ≤
(
1− 2t2−3t+4 + γ
)
n
provided n is large and t|n. We also bound t32(n,K3t ) from below.
In particular, we deduce that t32(n,K
3
4 ) = (3/4 + o(1))n answering a
question of Pikhurko [22]. In addition, we prove that tkk−1(n,K
k
t ) ≤
(1 − (t−1k−1)−1 + γ)n for γ > 0, k ≥ 6 and t ≥ (3 +√5)k/2 provided n
is large and t|n.
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1 Introduction
Given graphs G and F , an F -factor (or perfect F -tiling) in G is a
spanning subgraph consisting of vertex-disjoint copies of F . Clearly, if
G contains an F -factor then |V (F )| divides |V (G)|. Given an integer t
and a graph G of order n with t|n, we would like to know the minimum
degree threshold that guarantees a Kt-factor in G. Note that the
minimum degree must be at least (t− 1)n/t by considering a complete
t-partite graph with partition classes V1, . . . , Vt with |V1| = n/t − 1,
|Vt| = n/t+ 1 and |Vi| = n/t for 1 < i < t. In fact, δ(G) ≥ (t − 1)n/t
suffices. For t = 2, this can be easily verified using Dirac’s Theorem [4].
Corra´di and Hajnal [2] proved the case for t = 3. All remaining cases
t ≥ 4 can be verified by a classical theorem of Hajnal and Szemere´di [9].
In this paper, we ask the same question for hypergraphs.
We often write l-sets for l-element sets. Given a set U , we denote
by
(
U
l
)
the set of all l-sets in U . A k-uniform hypergraph, k-graph
for short, is a pair H = (V (H), E(H)), where V (H) is a finite set of
vertices and E(H) ⊆ (V (H)k ). Often we write V instead of V (H) when
it is clear from the context. Given a k-graph H and an l-set T ∈ (Vl ),
let deg(T ) be the number of (k − l)-sets S ∈ ( Vk−l) such that S ∪ T is
an edge in H . Define δl(H) to be the minimum l-degree of H , that is,
min deg(T ) over all T ∈ (Vl ). Note that δ1(H) is the minimum vertex
degree and δk−1(H) is the minimum codegree of H .
Analogously, given a hypergraph H and a family F of hypergraphs,
an F -factor is a spanning subgraph consisting of vertex-disjoint copies
of members of F . For a family F of k-graphs, define tkl (n,F) to be
the smallest integer d such that every k-graph H of order n satisfying
δl(H) ≥ d contains an F -factor. Throughout this paper, F is assumed
to be {F}, so we simply write F -factor and tkl (n, F ). Note that if
|V (F )| does not divide n, then tkl (n, F ) is not defined. Thus, we always
assume that |V (F )| divides n whenever we talk about tkl (n, F ). When
l = k−1, we simply write tk(n, F ). Let tkl (n, t) denote tkl (n,Kkt ), where
Kkt is the complete k-graph on t vertices. Thus, t
2(n, t) = (t− 1)n/t.
For graphs (that is, 2-graphs) F , there is a large body of research on
t2(n, F ), for surveys see [18, 25]. However, for k ≥ 3, only a few values
of tkl (n, F ) are determined for k-graphs F . Note that K
k
k is a single
edge, so a Kkk -factor is equivalent to a perfect matching. Ku¨hn and
Osthus [17] showed that tk(n, k) = n/2 + O(
√
n logn). Later, Ro¨dl,
Rucin´ski and Szemere´di [24] evaluated the exact value of tk(n, k) using
an absorption technique. Ha´n, Person and Schacht [10] conjectured
that for 1 ≤ l < k
tkl (n, k) ≈ max
{
1
2
, 1−
(
1− 1
k
)k−l}(
n
k
)
.
We recommend [23] for a survey of the recent developments in tkl (n, k).
Pikhurko [22] showed that 3n/4 − 2 ≤ t3(n, 4) ≤ 0.860n and asked
whether t3(n, 4) = 3n/4 − 2. For the unique 3-graph F of order 4
with 2 edges, Ku¨hn and Osthus [16] showed that t3(n, F ) = (1/4 +
2
o(1))n, and the exact value was determined by Czygrinow, DeBiasio
and Nagle [3] for large n. For the unique 3-graph K34 − e of order 4
with 3 edges, the authors [21] showed that t3(n,K34 − e) = (1/2 +
o(1))n. Recently, Kierstead and Mubayi [14] proved a generalisation
of the Hajnal–Szemere´di theorem for 3-graphs and vertex degree, which
implies that
t31(n, t) ≤
(
1− c
t2 log4(n/t)
)(
n
2
)
for some constant c > 0.
One of the key techniques in finding perfect matchings (evaluating
tkl (n, k)) is the absorption technique, which was first introduced by
Ro¨dl, Rucin´ski and Szemere´di [24]. Roughly speaking, the absorption
technique reduces the task of finding a perfect matching in H to finding
a matching covering all but at most ε|V (H)| vertices for some small
ε > 0. Here, we generalise the absorption technique to F -factors.
Let H be a k-graph of order n. Given a vertex set U ⊆ V (H), H [U ]
is the subgraph of H induced by the vertices of U . We write v to mean
the set {v} when it is clear from the context. Given a k-graph F of
order t, an integer i ≥ 1 and a constant η > 0, we say that a vertex x is
(F, i, η)-close to a vertex y if there exist ηnit−1 sets S ⊆ V (H) of size
it− 1 such that S ∩{x, y} = ∅ and both H [S ∪x] and H [S ∪ y] contain
F -factors. Moreover, H is said to be (F, i, η)-closed if every vertex is
(F, i, η)-close to all other vertices. We now state the absorption lemma
for F -factors.
Lemma 1.1 (Absorption lemma for F -factors). Let t and i be positive
integers and let η > 0. Let F be a hypergraph of order t. Then, there is
an integer n0 = n0(t, i, η) satisfying the following: Suppose that H is an
(F, i, η)-closed hypergraph of order n ≥ n0. Then there exists a vertex
subset U ⊆ V (H) of size |U | ≤ (η/2)tn/(4it(t − 1)) with |U | ∈ tZ
such that there exists an F -factor in H [U ∪ W ] for every vertex set
W ⊆ V \ U of size |W | ≤ (η/2)2tn/(32i2t(t− 1)2) with |W | ∈ tZ.
Note that in the above lemma H and F are not necessarily k-
graphs, but we only consider k-graphs in this paper. When we say
that H has an almost F -factor T , we mean that T is a set of vertex-
disjoint copies of F in H such that |V (H) \V (T )| < ε|V (H)| for some
small ε > 0. Equipped with the absorption lemma, we can break
down the task of finding an F -factor in large hypergraphs H into the
following algorithm.
Algorithm for finding F -factors.
1. Remove a small set T1 of vertex-disjoint copies of F from H such
that the resultant graph H1 = H [V \ V (T1)] is (F, i, η)-closed for
some integer i and constant η > 0.
2. Find a vertex set U ⊆ V (H1) satisfying the conditions of the
absorption lemma. Set H2 = H1[V (H1) \ U ].
3. Show that H2 contains an almost F -factor, i.e. a set T2 of vertex-
disjoint copies of F such that |V (H2) \ V (T2)| < ε|V (H2)| for
small ε > 0.
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4. SetW = V (H2)\V (T2). Since H1[U∪W ] contains an F -factor T3
by the choice of U , T1 ∪ T2 ∪ T3 is an F -factor in H.
We now apply the algorithm to various k-graphs F . We would like
to point out that Steps 1 and 3 of the algorithm require most of the
work.
A k-graph H is k-partite with partition V1, . . . , Vk, if V = V1∪· · ·∪
Vk and every edge intersects every Vi in exactly one vertex. We denote
by Kkk (m1, . . . ,mk) the complete k-partite k-graph with parts of sizes
m1, . . . ,mk. If m = mi for all 1 ≤ i ≤ mk, we simply write Kkk (m).
Clearly, tkl (n,K
k
k (m)) ≥ tkl (n,Kkk ) = tkl (n, k). As a simple application
of the absorption lemma, we show that tk1(n,K
k
k (m)) equals t
k
1(n, k)
asymptotically for integers k = 3, 4 and m ≥ 1.
Theorem 1.2. For integers n,m ≥ 1 and k = 3, 4 with km|n,
tk1(n,K
k
k (m)) = t
k
1(n, k) + o(n
k−1) =
{(
5
9 + o(1)
) (
n
2
)
if k = 3(
37
64 + o(1)
) (
n
3
)
if k = 4.
For m = 1, Ha´n, Person and Schacht [10] evaluated t31(n, 3) asymp-
totically. Ku¨hn, Osthus and Treglown [19] and independently Khan [12]
determined the exact value of t31(n, 3) for large n. Also, Khan [13] eval-
uated t41(n, 4) exactly for large n.
Recall that tk(n, t) = tkk−1(n,K
k
t ). For t = k + 1, we give bounds
on tk(n, k + 1) for k ≥ 4.
Theorem 1.3. Given an integer k ≥ 4 and a constant γ > 0, there
exists an integer n0 = n0(k, γ) such that for all n ≥ n0 with (k + 1)|n
tk(n, k + 1) ≤
(
1− k + 1k,odd
2k2
+ γ
)
n,
where 1k,odd = 1 if k is odd and 1k,odd = 0 otherwise. Moreover,
tk(n, k + 1) ≥ 2n/3 for even integers k ≥ 4.
For a general t > k ≥ 3, we bound tk(n, t) from above. First, we
define the function β(k, t) for 3 ≤ k < t. For k = 3 < t, we define
β(3, t) =
2
t2 − 3t+ 4 .
Note that β(3, 4) = 1/4. Given integers k, t, l with 4 ≤ k < t and
(k − 2)/2 ≤ l ≤ (t− 2)/2, define
β(k, t, l) = min
{
2(
t
k−1
)
+
(
l+1
k−1
)
+
(
t−l−1
k−1
) , 1(
t−1
k−1
)
+
(
l
k−1
) , 1
2
(
2l+1
k−1
)} ,
β(k, t) = max{β(k, t, l) : (k − 2)/2 ≤ l ≤ (t− 2)/2},
where
(
x
y
)
= 0 if x < y.
Theorem 1.4. Given integers t > k ≥ 3 and a constant γ > 0, there
exists an integer n0 = n0(k, t, γ) such that for all n ≥ n0 with t|n
tk(n, t) ≤ (1− β(k, t) + γ)n.
In particular, t3(n, 4) ≤ (3/4 + γ)n.
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Pikhurko [22] showed that t3(n, 4) ≥ 3n/4− 2, so t3(n, 4) = (3/4+
o(1))n. After the submission of the paper, we have learnt that Keevash
and Mycroft [11] determined the exact value of t3(n, 4) for large n using
a different method.
For t = k + 1 ≥ 4, we have β(k, k + 1) = β(k, k + 1, (k − 1)/2)
or β(k, k + 1) = β(k, k + 1, (k − 2)/2). Moreover, β(k, k + 1) ≤ (k +
1k,odd)/2k
2 unless k ∈ {3, 4, 6}. Hence, Theorem 1.3 is stronger than
Theorem 1.4 unless k = 4 or 6. By evaluating β(k, t) for 4 ≤ k < t− 1,
Theorem 1.4 gives the following corollary.
Corollary 1.5. Given an integer t− 1 > k ≥ 4 and a constant γ > 0,
there exists an integer n0 = n0(k, t, γ) such that, for all n ≥ n0 with
t|n, the following statements hold:
(i) If 5 ≤ k + 1 < t < 3k/2− 1, then
tk(n, t) ≤
(
1− 2
(
t
k − 1
)−1
+ γ
)
n.
(ii) If k ≥ 6 and 2t ≥ 3(k − 1) +√5k2 − 22k + 25, then
tk(n, t) ≤
(
1−
(
t− 1
k − 1
)−1
+ γ
)
n.
On the other hand, we know less about the lower bounds on tk(n, t).
For t > k ≥ 3, we know that tk(n, t) ≥ (1− (k − 1)/t)n. Indeed, this
is true by considering the k-graph H of order n such that there exists
a vertex subset W of size |W | = (t − k + 1)n/t− 1 and every edge in
H meets W . For k = 3, we are able to give a better lower bound on
t3(n, t).
Proposition 1.6. For every integer t ≥ 4, there exists an integer
n0 = n0(t) such that for all n ≥ n0 with t|n, we have t3(n, t) ≥ (1 −
193(t− 1)−2 log(t− 1))n.
Since Theorem 1.4 implies that t3(n, t) ≤ (1− 2/(t2− 3t+4)+ γ)n
for large n, we ask the following question.
Question 1.7. How does tk(n, t) behave for t ≥ k ≥ 3 as n→∞? Is
t3(n, t) ∼ (1− C log t/t2)n or t3(n, t) ∼ (1− C/t2)n for large n and
some absolute constant C independent of t and n?
As an auxiliary result, we also prove the following Ramsey result.
Theorem 1.8. Let c, ε > 0 be constants. Let t ≥ 3 and λ ≥ 1 be
integers such that (λt)2ε(logλt)1−ε ≤ ct2. Then, there exist a constant
c2 = c2(ε, c) such that 1/96 ≤ c2 and
λt2
96 log(λt)
≤ R(Bλ,K3t ) ≤
c2λt
2
log(λt)
,
where Bλ = K
3
3 (1, 1, λ+ 1).
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2 Layout of the paper and preliminaries
The paper is structured as follows. First, we set up some basic no-
tation in Section 2.1. In Section 2.2, we study some properties of
being (F, i, η)-close. Next, we look at the Ramsey number R(Bλ,K
3
t ),
Theorem 1.8, in Section 2.3. In Section 3, we prove the absorption
lemma, Lemma 1.1. Then, we apply the absorption lemma to prove
Theorem 1.2, that is evaluating tk1(n,K
k
k (m)) asymptotically for inte-
gers k = 3, 4 and m ≥ 1 in Section 4. The remainder of the paper
is focused on bounding tk(n, t). In Section 5, we bound tk(n, t) from
below. We give a lower bound on tk(n, k + 1) for k ≥ 4 even, followed
by a lower bound on t3(n, t), which proves Proposition 1.6. In Sec-
tion 6, we bound tk(n, k + 1) from above proving Theorem 1.3. With
further work, we bound tk(n, t) from above, which proves Theorem 1.4
in Sections 7. Finally in Section 8, we prove Corollary 1.5.
2.1 Notation
For a ∈ N, we refer to the set {1, . . . , a} as [a].
Throughout this paper, H is assumed to be a k-graph H of order n.
The maximum l-degree ∆l(H) is simply the maximal deg(T ) over all
l-sets T ⊆ V . Given an l-set T ⊆ V , the neighbourhood N(T ) of T is
the set of (k− l)-sets S ⊆ V such that T ∪ S is an edge in H . Clearly,
deg(T ) = |N(T )|. Given an s-set S ⊆ V , define
L(S) =
{
V \ S if s < k − 1⋂
T∈( Sk−1)
N(T ) if s ≥ k − 1.
Note that if S forms a Kks in H , then L(S) is precisely the set of
vertices v such that S ∪ v forms a Kks+1 in H .
2.2 (F, i, η)-close
Let H and F be k-graphs on n and t vertices respectively. Given
an integer i ≥ 1 and vertices x, y ∈ V (H), we say that the vertex
set S ⊆ V (H) is an (x, y)-connector of length i with respect to F if
S ∩ {x, y} = ∅, |S| = it − 1 and both H [S ∪ x] and H [S ∪ y] contain
F -factors. Therefore, x and y are (F, i, η)-close to each other if there
exist at least ηnit−1 (x, y)-connectors of length i with respect to F .
Given a vertex x ∈ V (H), we denote by N˜F,i,η(x) the set of vertices
that are (F, i, η)-close to x. A subset U ⊆ V is said to be (F, i, η)-closed
in H if every vertex in U is (F, i, η)-close to all other vertices in U .
This implies that H is (F, i, η)-closed if V (H) is (F, i, η)-closed in H .
Given vertex sets X,Y ⊆ V , a triple (x, y, S) is an (X,Y )-bridge of
length i with respect to F if x ∈ X , y ∈ Y and S is an (x, y)-connector
of length i with respect to F . If u ∈ X ∩ Y , then we say (u, u, ∅) is an
(X,Y )-bridge of length 0.
Next we study some basic properties of (F, i, η)-closeness.
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Proposition 2.1. Let F be a hypergraph on t vertices. Let i ≥ 1 be
an integer and let η, ε > 0 be constants. Then there exist an integer
n0 = n0(t, i, η, ε) and a constant η0 = η0(t, i, η, ε) > 0 satisfying the
following: Suppose that H is a hypergraph of order n ≥ n0 and there
exists a vertex x ∈ V (H) with |N˜F,i,η(x)| ≥ εn. Then, for all 0 < η′ ≤
η0, N˜F,i,η(x) ⊆ N˜F,i+1,η′(x).
Proof. We may assume that n0 is chosen to be sufficiently large. Let
y ∈ N˜F,i,η(x) and m = it − 1. If y is (F, i + 1, η′)-close to x, then
y is (F, i + 1, η′′)-close to x for all 0 < η′′ ≤ η′. Therefore, to prove
the proposition, it is enough to show that y is (i+ 1, η0)-close to x for
some constant η0 > 0 depending only on t, i, η, ε. Since y ∈ N˜F,i,η(x),
there are at least ηnm (x, y)-connectors S of length i (with respect
to F ). Pick an (x, y)-connector S of length i. Let z ∈ N˜F,i,η(x) \
(S ∪ {x, y}). There are at least ηnm (x, z)-connectors S′ of length i.
Moreover, the number of S′ containing a vertex in S∪y is at most (m+
1)nm−1 < ηnm/2. Hence, there are at least ηnm/2 (x, z)-connectors
S′ (of length i) with S′ ∩ (S ∪ y) = ∅. Since H [S′ ∪ z] contains an
F -factor, there is a t-set T such that z ∈ T ⊆ S′∪ z and H [T ] contains
a copy of F . By an averaging argument, the number of t-sets T , such
that T ∩ (S ∪ {x, y}) = ∅ and H [T ] contains a copy of F , is at least
ηnm/2
nm−t+1
· εn−m− 2
t
>
ηεnt
4t
.
Recall that S is an (x, y)-connector of length i. So S ∪ T is an (x, y)-
connector of length i+ 1. Note also that there are
ηεnt/(4t) · ηnm/2(
m+t
t
) = η2ε
8t
(
m+t
t
)nm+t
such choices for S∪T . Set η0 = η2ε/(8t
(
m+t
t
)
). Hence, y is (F, i+1, η0)-
close to x. The proof of the proposition is completed.
Let x, y be distinct vertices in V (H). Let X = N˜F,iX ,ηX (x) and
Y = N˜F,iY ,ηY (y). In the next lemma, we show how (X,Y )-bridges are
used to show that x and y are (F, i, η)-close to each other.
Lemma 2.2. Let F be a hypergraph on t vertices. Let iX , iY > 0 and
i ≥ 0 be integers and let ηX , ηY , η, ε > 0 be constants. Then there
exist an integer n0 = n0(t, i, iX , iY , η, ηX , ηY , ε) and a constant η0 =
η0(t, i, iX , iY , η, ηX , ηY , ε) satisfying the following: Suppose that H is
a hypergraph of order n ≥ n0. Suppose that for distinct x, y ∈ V (H),
there are at least εnit+1 copies of (X,Y )-bridges of length i with respect
to F , where X = N˜F,iX ,ηX (x) and Y = N˜F,iY ,ηY (y). Then, x and y are
(F, iX+iY +i, η
′)-close to each other for all 0 < η′ ≤ η0. In particular,
if |X ∩ Y | ≥ εn (i.e. i = 0), then x and y are (F, iX + iY , η′)-close to
each other for all 0 < η′ ≤ η0.
Furthermore, if X is (F, iX , ηX)-closed and Y is (F, iY , ηY )-closed
in H and |X |, |Y | ≥ εn, then X ∪Y is (iX + iY + i, η′)-closed in H for
all 0 < η′ ≤ η0.
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Proof. We may assume that n0 is chosen to be sufficiently large. Let
i0 = iX + iY + i, m0 = i0t − 1, m = it − 1, mX = itX − 1 and
mY = itY − 1. The number of (X,Y )-bridges (x′, y′, S) of length i
(with respect to F ) with {x, y} ∩ (S ∪ {x′, y′}) 6= ∅ is at most (m +
2)nm+1 < εnm+2/2. Hence, the number of (X,Y )-bridges (x′, y′, S)
with x′ ∈ X \ (S∪{x, y}) and y′ ∈ Y \ (S∪{x, y}) is at least εnm+2/2.
Fix one such (X,Y )-bridge (x′, y′, S). Since x′ ∈ X \ x, the number of
(x, x′)-connectors SX of length iX such that SX∩(S∪{x, x′, y, y′}) = ∅
is at least
ηXn
mX − (m+ 4)nmX−1 ≥ ηXnmX/2.
Pick one such SX . Similarly, the number of (y, y
′)-connectors SY of
length iY such that SY ∩ (S ∪ SX ∪ {x, x′, y, y′}) = ∅ is at least
ηY n
mY − (mX +m+ 4)nmY −1 ≥ ηY nmY /2.
Pick one such SY . Set S0 = SX ∪SY ∪S ∪ {x′, y′}. Note that S0 is an
(x, y)-connector of length i0. Moreover, there are at least
1(
m0
m,1,1,mX ,mY
) × εnm+2
2
× ηXn
mX
2
× ηY n
mY
2
= η′0n
m0
distinct S0, where η
′
0 =
(
m0
m,1,1,mX,mY
)−1
εηXηY > 0. So x and y are
(F, i0, η
′)-close to each other for all 0 < η′ ≤ η′0. By Proposition 2.1,
choose 0 < η0 ≤ η′0 sufficiently small such that the following two
statements also holds: If X is iX -closed and |X | ≥ εn then X is
(F, i0, η
′)-closed in H for all 0 < η′ ≤ η0. If Y is iY -closed and |Y | ≥ εn
then Y is (F, i0, η
′)-closed in H for all 0 < η′ ≤ η0. Therefore, the
lemma follows.
2.3 Ramsey number of 3-graphs
The Ramsey number R(S, T ) of k-graphs S and T is the minimum in-
teger N such that if we edge-colourKkN with colours red and blue then
there exists a red monochromatic copy of S or a blue monochromatic
copy of T . Given an integer λ ≥ 0, let Bλ be the 3-graph on vertex set
{x, y, z1, . . . , zλ+1} with edges xyzi for 1 ≤ i ≤ λ+ 1. In other words,
Bλ = K
3
3 (1, 1, λ+ 1).
First we bound R(Bλ,K
3
t ) from below. A partial t–(n, k, λ) design
is a family J of k-sets in [n] such that every t-set T is contained in at
most λ k-sets in J . Note that a partial 2–(n, 3, λ) design does not con-
tain a Bλ. We are going to construct a partial t–(n, k, λ) design with a
small independence number by modifying a construction of Kostochka,
Mubayi, Ro¨dl and Tetali [15]. It should be noted that Grable, Phelps
and Ro¨dl [8] constructed 2–(n, k, λ) designs with small independence
number when n is an even power of a sufficient large prime. Given
integers k ≥ t, we write (k)t to mean k!/(k − t)!.
Proposition 2.3. Let k, t, λ and x be positive integers with x > k ≥
2t−1, and 8(k)t
(
k−1
t
)(
k
t
)
log(λx) ≥ (2e)k−t. Then there exists a partial
8
t–(n, k, λ) design H with
n =

(
λxk−1
8(k)t
(
k−1
t
)(
k
t
)
log(λx)
)1/(k−t) (2.1)
and the independence number of H is less than x.
Proof. We consider the following constrained random process. First
we order all k-sets of [n] at random: E1, . . . , E(nk)
. Let H0 be the
empty graph on vertex set [n]. For 1 ≤ j ≤ (nk), set Hj = Hj−1 ∪ Ej
if Hj−1 ∪ Ej is a partial t–(n, k, λ) design, otherwise set Hj = Hj−1.
Let H = H(nk)
. Our aim is to show that with positive probability the
independence number of H is less than x.
Fix an x-set X . Let BX be the event that X is an independent set
in H . Given a k-set T ∈ (Xk ), an edge E in H is called a T -witness if
E precedes T in the ordering and |E ∩ T | ≥ t. Thus, in order for BX
to happen, each T ∈ (Xk ) has at least λ T -witnesses. Each edge E in H
with E 6⊆ X can be a T -witness for at most (k−1t )(x−tk−t) k-sets T ⊆ X .
Therefore, if BX happens, then there are at least
m =
λ
(
x
k
)(
k−1
t
)(
x−t
k−t
)
witnesses, where an edge E in H is a witness if E is a T -witness for
some T ∈ (Xk ). Note that if E is a witnesses, then |X ∩ E| ≥ t.
For j ≥ 1, let Aj = AX,j denote the event that H [X ] is empty
and there are at least j edges E in H such that t ≤ |E ∩X | < k, i.e.
there are at least j witnesses in H . Note that BX implies Am. Our
task is to bound the probability of Am from above by
(
n
x
)−1
. Let Elj
be the jth witness in the ordering. Let Hj be the k-graph Hlj−1. So
Hj has exactly j− 1 witnesses while the next graph in the process has
j witnesses. For 1 ≤ j ≤ m, let Sj be the set of witnesses E such
that Hj ∪ E is a partial t-(n, k, λ) design. Hence, for all S ∈ S with
|X ∩ S| ≥ t, each U ∈ (St) is contained in fewer than λ edges E ∈ Hj.
Let Tj be the set of T ∈
(
X
k
)
such that T has fewer than λ witnesses
in Hj . Clearly, Tj ⊆ Sj ∩
(
X
k
)
. Recall that an edge E with E 6⊆ X can
be a T -witness for at most
(
k−1
t
)(
x−t
k−t
)
k-sets T ⊆ X . Consequently,
for 1 ≤ j ≤ ⌈m/2⌉,∣∣∣∣Sj ∩ (Xk
)∣∣∣∣ ≥ |Tj | > (xk
)
− j − 1
λ
(
k − 1
t
)(
x− t
k − t
)
≥
(
x
k
)
− ⌈m/2⌉ − 1
λ
(
k − 1
t
)(
x− t
k − t
)
≥ 1
2
(
x
k
)
. (2.2)
Since Am ⊆ Am−1 ⊆ · · · ⊆ A1, we have
P(Am) = P(A1)P(A2|A1) . . .P(Am|Am−1).
Note that the events A1 corresponds to a random choice from the set
S1 with the result that the chosen set belongs to S1 \
(
X
k
)
. Similarly,
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for j = 2, . . . ,m−1, the event Aj |Aj−1 corresponds to a random choice
from the set Sj with the result that the chosen set belongs to Sj \
(
X
k
)
.
Since |Sj | ≤
(
x
t
)(
n
k−t
)
for all 1 ≤ j ≤ ⌈m/2⌉, we have
P(A1) =
|S1| −
(
x
k
)
|S1| ≤ 1−
(
x
k
)(
x
t
)(
n
k−t
) < 1− (xk)
2
(
x
t
)(
n
k−t
) .
Furthermore, for 1 < j ≤ ⌈m/2⌉,
P(Aj |Aj−1) =
|Sj \
(
X
k
)|
|Sj | = 1−
|Sj ∩
(
X
k
)|
|Sj |
(2.2)
≤ 1−
(
x
k
)
2
(
x
t
)(
n
k−t
) .
This yields
P(Am) ≤ P(A1)
∏
1<j≤⌈m/2⌉
P(Aj |Aj−1) <
(
1−
(
x
k
)
2
(
x
t
)(
n
k−t
))m/2
≤ exp
(
− m
(
x
k
)
4
(
x
t
)(
n
k−t
)) ≤ exp(− λxk
8nk−t(k)t
(
k−1
t
)(
k
t
))
(2.1)
≤ exp(−x log(λx)) = (λx)−x. (2.3)
On the other hand, by our assumptions on k, t, λ and x, we have
en
x
(2.1)
≤ 2e
(
8(k)t
(
k − 1
t
)(
k
t
)
log(λx)
)−1/(k−t)
(λxt−1)1/(k−t)
≤ (λxt−1)1/(k−t) ≤ λx.
Since
(
n
x
) ≤ (en/x)x ≤ (λx)x, (2.3) implies that P(Am) < (nx)−1. Thus
the probability that X is an independent set in H is less than
(
n
x
)−1
.
SinceX is an x-subset of [n] chosen arbitrarily, the union bound implies
that with positive probability no x-subset of [n] is an independent set.
Therefore, there exists an H with α(H) < x.
Proof of Theorem 1.8. Note that log(λt) ≥ log 3 ≥ e/48. By Proposi-
tion 2.3 (taking k = 3, t = 2 and x = t), there exists a 2–(n, 3, λ) design
with independence number at most t and n =
⌈
λt2/(96 log(λt))
⌉
. Since
a 2–(n, 3, λ) design does not contain aBλ, R(Bλ,K
3
t ) > λt
2/(96 log(λt)).
To prove the upper bound, let n = ⌈c2λt2/ log(λt)⌉ and τ = (λn)1/2,
where c2 is a large constant independent of n, λ, t to be chosen later.
Let H be a 3-graph of order n with ∆2(H) ≤ λ, so H does not con-
tain a Bλ. We are going to show that the independence number of
H satisfies α(H) ≥ t. Note that ∆1(H) ≤ λn = τ2. Recall that
(λt)2ε(logλt)1−ε ≤ ct2. Hence, the number of 2-cycles, that is the
number of B1 in H , is at most
(
λ
2
)(
n
2
) ≤ nτ3−ε. Furthermore, τ ≫ 3
since c2 is large. Then, by a theorem of Duke, Lefmann and Ro¨dl [5,
Theorem 3] (taking k = 3, t = τ and γ = ε), there exists a constant
10
c′′ = c′′(3, ε) > 0 such that
α(H) ≥ c′′n
τ
√
log τ = c′′
√
n log(λn)/2λ
≥ c′′
√
c2t2
(
1− log logλt
2 logλt
)
≥ c′′t
√
c2/2 ≥ t.
where the last inequality holds provided c2 ≥ 2(c′′(3, ε))−2. Therefore,
the complement of H contains a K3t .
3 Proof of the absorption lemma
Here we prove the absorption lemma, Lemma 1.1, of which the proof
is based on the method of Ha´n, Person and Schacht [10].
Proof of Lemma 1.1. Let H be a hypergraph of order n ≥ n0 such that
H is (F, i, η)-closed. Throughout the proof we may assume that n0 is
chosen to be sufficiently large. Setm1 = it−1 andm = (t−1)(m1+1).
Furthermore, call a m-set A ∈ (Vm) an absorbing m-set for a t-set
T ⊆ V (H) if A ∩ T = ∅ and both H [A] and H [A ∪ T ] contain F -
factors. Denote by L(T ) the set of all absorbing m-sets for T . Next,
we show that for every t-set T , there are many absorbing m-sets for T .
Claim 3.1. For every t-set T ∈ (Vt ), |L(T )| ≥ (η/2)t(nm).
Proof. Let T = {v1, . . . , vt} be fixed. Since v1 and u are (F, i, η)-
connected for u /∈ T , there are at least ηnm1 m1-sets S such that
H [S ∪ v1] contains an F -factor. Hence, by an averaging argument
there are at least ηnt−1 copies of F containing v1. Since n0 was chosen
large enough, there are at most (t − 1)nt−2 ≤ ηnt−1/2 copies of F
containing v1 and vj for some 2 ≤ j ≤ t. Thus, there are at least
ηnt−1/2 copies of F containing v1 but none of v2, . . . , vt. We fix one
such copy of F with V (F ) = {v1, u2, . . . , ut}. Set S1 = {u2, . . . , ut}
and W0 = T .
For each 2 ≤ j ≤ t, we are going to find a (uj , vj)-connector Sj
of length i (with respect to F ) such that T, S1, S2, . . . , St are pairwise
disjoint. Suppose that we have already found S1, . . . , Sj−1 for some
2 ≤ j ≤ t. We construct Sj as follows. Let W = T ∪ S1 ∪ · · · ∪
Sj−1. Since vj and uj are (F, i, η)-close to each other, the number of
(uj , vj)-connectors Sj of length i is at least ηn
m1 . Note that at most
|W |nm1−2 ≤ (2t+(t−2)m1)nm1−1 ≤ ηnm1/2 of them contains a vertex
in W . Hence there are at least ηnm1/2 choices for Sj . Therefore, we
have constructed S1, . . . , St. Note that A =
⋃
1≤j≤t Sj is an absorbing
set for T . Recall that there are at least ηnt−1/2 choices for S1 and at
least ηnm1/2 choices for Sj for each 2 ≤ j ≤ t. In total, we obtain
(η/2)tnm absorbing m-sets for T with multiplicity at most m!, so the
claim holds.
Now, choose a family F of m-sets by selecting each of the (nm)
possiblem-sets independently with probability p = (η/2)tn/(8m2
(
n
m
)
).
11
Then, by Chernoff’s bound (see e.g. [1]) with probability 1 − o(1) as
n→∞, the family F satisfies the following properties:
|F| ≤ (η/2)tn/(4m2) and |L(T ) ∩ F| ≥ (η/2)2tn/(16m2)
(3.1)
for all t-sets T . Furthermore, we can bound the expected number of
pairs of m-sets that are intersecting from above by(
n
m
)
×m×
(
n
m− 1
)
× p2 =
(η
2
)2t n2
64(n−m+ 1)m2 ≤
(η
2
)2t n
64m2
.
Thus, using Markov’s inequality, we derive that with probability at
least 1/2
F contains at most
(η
2
)2t n
32m2
intersecting pairs of m-sets. (3.2)
Hence, with positive probability the family F has all properties stated
in (3.1) and (3.2). For each intersecting pair in F , we delete one of
the m-sets. Further remove any m-set in F that is not an absorbing
m-set for T for all t-sets T ⊆ V . Call the resulting family F ′ and set
U = V (F ′). Clearly, |U | = m|F ′| ≤ m|F| ≤ (η/2)tn/(4m) by (3.1).
Note that F ′ consists of pairwise disjoint m-sets. Since every m-set in
F ′ is an absorbing m-set for some t-set T , H [U ] has an F -factor and
so |U | ∈ tZ. For all t-sets T , by (3.1) we have
|L(T ) ∩ F ′| ≥ (η/2)2tn/(16m2)− (η/2)2tn/(32m2) = (η/2)2tn/(32m2).
(3.3)
For a set W ⊆ V \ U of size |W | ≤ (η/2)2ttn/(32m2) and |W | ∈ tZ,
W can be partitioned in to at most (η/2)2tn/(32m2) t-sets. Each t-
set can be successively absorbed using a different absorbing m-set, so
H [U ∪W ] contains an F -factor.
4 Kkk (m)-factors
Our aim of this section is to prove Theorem 1.2, which determines
the asymptotic values of t31(n,K
3
3(m)) and t
4
1(n,K
4
4(m)). The theorem
is trivially true for m = 1, so we may assume that m ≥ 2 for the
remainder of this section.
Let H be a k-graph. Given distinct x, y ∈ V (H) and a constant
α > 0, a (k − 1)-set S ∈ N(x) ∩N(y) is said to be α-good for (x, y) if
deg(S) ≥ αn. Otherwise, S is α-bad for (x, y). A pair of vertices (x, y)
is α-good if the number of α-good sets for (x, y) is at least α
(
n
k−1
)
. If
(x, y) is not α-good, then it is α-bad. We are going to show that if
(x, y) is α-good, then x and y are (Kkk (m), 1, η)-close to each other,
Lemma 4.2. First, we need the following simple facts.
The Tura´n number of a k-graph F , ex(n, F ), is the maximum num-
ber of edges in an F -free k-graph of order n. For k,m ≥ 2, Erdo˝s [6]
showed that ex(n,Kkk (m)) < n
k−m1−k for large n. Furthermore, if H
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is a k-graph of order n with e(H) > ex(n,Kkk (m))+βn
k for β > 0 and
large n, then we have the ‘supersaturation’ phenomenon discovered by
Erdo˝s and Simonovits [7].
Proposition 4.1 (Supersaturation). For integers k,m ≥ 2 and con-
stant β > 0, there exist a constant c = c(k,m, β) > 0 and an integer
n0 = n0(k,m, β) > 0 such that for every k-graph H on n ≥ n0 vertices
with at least βnk edges, there are at least cnkm copies of Kkk (m) in H.
Lemma 4.2. Let k,m ≥ 2 be integers and α > 0. There exist a
constant η0 = η0(k,m, α) > 0 and an integer n0 = n0(k,m, α) such
that for every k-graph H of order n ≥ n0, if (x, y) is α-good in H for
x, y ∈ V (H) then x and y are (Kkk (m), 1, η)-close to each other for all
0 < η ≤ η0.
Proof. Let H be a k-graph of order n sufficiently large. Suppose that
(x, y) is α-good for x, y ∈ V (H). In order to show that x and y are
(Kkk (m), 1, η)-close to each other, it is sufficient to show that there
exist at least ηnkm−1 copies of Kkk (m, . . . ,m,m+ 1) containing x and
y in the partition class of size m+ 1.
Let S be the set of α-good (k − 1)-sets for (x, y). Clearly, |S| ≥
α
(
n
k−1
)
and each S ∈ S satisfies deg(S) ≥ αn and x, y ∈ N(S). Hence
there exist at least α2n/2 vertices z ∈ V (H) \ {x, y} so that z ∈ N(S)
for at least α2
(
n
k−1
)
/2 sets S ∈ S. Otherwise, we have
α
(
n
k − 1
)
(αn− 2) ≤
∑
S∈S
(deg(S)− 2) =
∑
v∈V (H)\{x,y}
|N(v) ∩ S|
<
α2n
2
(
n
k − 1
)
+
(
n− 2− α
2n
2
)
α2
2
(
n
k − 1
)
= α2
(
n
k − 1
)(
n− 1− α
2n
4
)
,
a contradiction as n is large. Let Z be the set of vertices z ∈ V (H) \
{x, y} such that |N(x) ∩ N(y) ∩ N(z)| ≥ α2( nk−1)/2. Thus, |Z| ≥
α2n/2. For z ∈ Z, consider the (k − 1)-graph Hz on vertex set
V (H) \ {x, y, z} with edge set E(Hz) = N(x) ∩ N(y) ∩ N(z). Note
that |E(Hz)| ≥ α2
(
n
k−1
)
/2, so there are at least cn(k−1)m copies of
Kk−1k−1 (m) in Hz by Proposition 4.1, where c is a constant depending
only on α, k and m. Moreover, each copy of Kk−1k−1 (m) in Hz corre-
sponds to a Kkk (m, . . . ,m, 3) in H each of which the partition class of
size 3 is precisely {x, y, z}.
For each (k− 1)m-set T ⊆ V (H), denote by deg′(T ) the number of
vertices z ∈ V \ {x, y} such that T ∪ {x, y, z} forms a Kkk (m, . . . ,m, 3)
in H of which the partition class of size 3 is precisely {x, y, z}. We get∑
T∈( V(k−1)m)
deg′(T ) ≥ cn(k−1)m|Z| ≥ cα2n(k−1)m+1/2.
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Therefore, the number of copies of Kkk (m, . . . ,m,m+ 1), of which the
partition class of size m+ 1 contains both x and y, is equal to
∑
T∈( V(k−1)m)
(
deg′(T )
m− 1
)
≥
(
n
(k − 1)m
)(∑
deg′(T )/
(
n
(k−1)m
)
m− 1
)
≥
(
n
(k − 1)m
)(
cα2n(k−1)m+1/(2
(
n
(k−1)m
)
)
m− 1
)
≥ η0nkm−1,
for some constant η0 = η0(k,m, α), where the first inequality is due to
Jensen. Therefore, x and y are (Kkk (m), 1, η0)-close to each other as
required.
Now, suppose there exists a vertex x0 ∈ V (H) such that (x, y) is α-
bad if and only if x0 ∈ {x, y}. The following proposition shows that if
δ1(H) ≥ (1/2+γ)
(
n
k−1
)
, then every vertex is contained in manyKkk (m).
Let T be a copy of Kkk (m) containing x0. Thereby, every pair (x, y) of
vertices in H1 = H \ T is α/2-good and so H1 is (Kkk (m), 1, η)-closed
by Lemma 4.2.
Proposition 4.3. Let k,m ≥ 2 be integers and γ > 0. There exist
a constant c = c(k,m, γ) > 0 and an integer n0 = n0(k,m, γ) such
that for every k-graph H of order n with δ1(H) ≥ (1/2 + γ)
(
n
k−1
)
and
for every vertex x ∈ V , there exist at least cnkm−1 copies of Kkk (m)
containing x.
Proof. Fix x ∈ V . For every y ∈ V \ {x}, |N(x) ∩ N(y)| ≥ 2γ( nk−1).
Let S be the set of (k− 1)-sets S ∈ N(x) such that deg(S) ≥ γn. Note
that |S| ≥ γ( nk−1). Otherwise, we have
2γ(n− 1)
(
n
k − 1
)
≤
∑
y∈V \{x}
|N(x) ∩N(y)| =
∑
S∈N(x)
(deg(S)− 1)
< γ
(
n
k − 1
)
(n− 1) + (1 − γ)
(
n
k − 1
)
· γn
= (2n− 1− γn)γ
(
n
k − 1
)
,
a contradiction as n is large. By an averaging argument, there exists
a vertex y ∈ V (H) \ {x} with |N(y) ∩ S| ≥ γ2( nk−1). Note that (x, y)
is γ2-good. By Lemma 4.2, x and y are (Kkk (m), 1, η)-close to each
other, where η > 0 is a constant depending only on k,m, γ. Hence,
there exist at least ηnkm−1 (km−1)-sets T such that H [T ∪x] is a copy
of Kkk (m). Therefore, the proposition follows by setting c = η.
We will also need the following result from Khan [12, 13], which
shows the existence of an almost Kkk (m)-factor for k = 3, 4. The result
was not stated explicitly, but it is easily seen from his proofs (for the
non extremal cases).
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Lemma 4.4 (Khan [12, 13]). Let k = 3, 4 and m ≥ 2 be integers. Let
γ be a strictly positive constant. Then there exists an integer n0 =
n0(k,m, γ) such that every k-graph H of order n ≥ n0 with
δ1(H) ≥
{(
5
9 + γ
) (
n
2
)
if k = 3(
37
64 + γ
) (
n
3
)
if k = 4.
contains a set T of vertex-disjoint copies of Kkk (m) in H covering all
but at most γn vertices.
We are now ready to prove Theorem 1.2.
Proof of Theorem 1.2. Let k = 3, 4. Recall that tk1(n,K
k
k (m)) ≥ tk1(n,Kkk ),
so it is enough to show the upper bound and assume that and m ≥ 2.
Let γ > 0 be a small constant. Set α, η1, η2, γ2 > 0 be new small con-
stants depending only on k,m and γ, whose values will become clear
later on. Let n0 be a sufficiently large integer. Let H be a k-graph of
order n ≥ n0 with km|n and
δ1(H) ≥
{(
5
9 + γ
) (
n
2
)
if k = 3(
37
64 + γ
) (
n
3
)
if k = 4.
We are going to show that H contains a Kkk (m)-factor. We follow the
algorithm for finding F -factors as stated in Section 1.
Step 1 Let α be chosen sufficiently small such that α < γ and 4α2/γ ≤
c(k,m, γ)/2 and 4α2kmn/γ ≤ min{α/4, γ/8}, where c(k,m, γ) is the
constant given by Proposition 4.3. For distinct x, y ∈ V (H), note that
|N(x) ∩ N(y)| ≥ 2γ( nk−1). If (x, y) is α-bad, then all but at most
α
(
n
k−1
) − 1 of S ∈ N(x) ∩ N(y) satisfies deg(S) < αn. Hence, for
each α-bad pair (x, y), there are at least (2γ − α)( nk−1) (k − 1)-sets
S ∈ N(x) ∩N(y) with deg(S) < αn.
Next, we claim that there are at most
(
n
k−1
)
/2 (k−1)-sets S ∈ ( Vk−1)
with deg(S) < αn. Otherwise,
n
(
1
2
+ γ
)(
n
k − 1
)
≤
∑
x∈V
deg(x) =
∑
S∈( Vk−1)
deg(S) <
(1 + α)n
2
(
n
k − 1
)
a contradiction. Recall that if S is α-bad for (x, y), then S ∈ N(x) ∩
N(y) and deg(S) < αn. Hence, each such S is α-bad for at most(
deg(S)
2
)
<
(
αn
2
)
pairs of vertices. Therefore, the number of α-bad pairs
in H is at most (
αn
2
)(
n
k−1
)
/2
(2γ − α)( nk−1) < α
2
γ
(
n
2
)
.
Hence, we have at most 4α2n/γ vertices that are in at least n/4 α-
bad pairs. By Proposition 4.3 and a greedy algorithm, there exists a
collection T1 of vertex-disjoint copies of Kkk (m) covering these vertices
(as n is large) with |V (T1)| ≤ 4α2kmn/γ ≤ min{α/4, γ/8}n.
15
Let H1 = H [V \ V (T1)] and n1 = |V (H1)|. Note that for x, y ∈
V (H1) if (x, y) is α-good in H , then (x, y) is (α/2)-good in H1. More-
over, each vertex in H1 is in at least 2n/3 (α/2)-good pairs. By
Lemma 4.2, every vertex x is (Kkk (m), 1, η1)-close to at least 2n/3
vertices in H1. (Here η1 is chosen to be sufficiently small such that
0 < η1 ≤ η0(k,m, α/2), where η0 is the function given in Lemma 4.2.)
Hence, |N˜H1
Kk
k
(m),1,η1
(x) ∩ N˜H1
Kk
k
(m),1,η1
(y)| ≥ n/3 > |n1|/3 for all x, y ∈
V (H1). By Lemma 2.2, H1 is (K
k
k (m), 2, η2)-closed provided that η2
is sufficiently small.
Step 2 Set
γ2 =
(η2/2)
2km
27km(km− 1)2
We further assume that η2 is small enough so that
(η2/2)
km
(4km(km− 1))2 ≤ γ/8 and γ2 ≤ γ/2.
Since H1 is (K
k
k (m), 2, η2)-closed, there exists a vertex set U in H1
satisfying the conditions of the absorption lemma, Lemma 1.1. Hence
|U | ≤ γn1/8 and |U | ∈ kmZ. Moreover, there exists an F -factor in
H [U ∪W ] for every vertex set W ⊆ V (H1)\U of size |W | ≤ γ2n1 with
|W | ∈ kmZ. Set H2 = H [V (H1) \ U ] and n2 = |V (H2)|.
Step 3 Recall that |V (T1)|, |U | ≤ γn/8 and γ2 ≤ γ/2. Hence
δ1(H2) ≥ δ1(H)− (|V (T1)|+ |U |)
(
n
k − 2
)
≥
{(
5
9 + γ2
) (
n2
2
)
if k = 3(
37
64 + γ2
) (
n2
3
)
if k = 4.
Apply Lemma 4.4 on H2 with γ = γ2 and obtain a set T2 of vertex-
disjoint copies of Kkk (m) such that |V (H2) \ V (T2)| ≤ γ2n2.
Step 4 Set W = V (H2) \ V (T2) = V (H) \ (V (T1) ∪ V (T2) ∪ U).
Recall that n, |V (T1)|, |V (T2)|, |U | ∈ kmZ. So |W | ∈ kmZ. Note that
H1[U ∪ W ] contains a Kkk (m)-factor T3 by the choice of U and W .
Thus, T1 ∪ T2 ∪ T3 is a Kkk (m)-factor in H .
Remark 4.5. We believe that one can determine the exact values of
tk1(n,K
k
k (m)) for k = 3, 4 and m ≥ 2, by using a stronger version of
Lemma 4.4.
5 Some lower bounds on tk(n, t)
In this section, we give some lower bounds on tk(n, t) by constructing
suitable families of k-graphs. First, we show that tk(n, k + 1) ≥ 2n/3
for k ≥ 4 even.
Proposition 5.1. For even integers k ≥ 4, tk(n, k + 1) ≥ 2n/3.
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Proof. We define a k-graph H on n vertices as follows. Partition V (H)
into three sets V1, V2 and V3 of roughly the same size such that |V1| 6=
|V2| (mod 2). A k-set S is an edge of H if |S ∩ Vi| is odd for some
1 ≤ i ≤ 3. Observe that δk−1(H) ≥ 2n/3 − 1. We now claim that H
does not contain a Kkk+1-factor. Let T be a K
k
k+1 in H . If |T ∩ V1| is
even say, then we may assume without loss of generality that |T ∩V2| is
even and |T ∩V3| is odd as |T | is odd. However, T \ v is not edge in H
for every v ∈ T ∩ V3, a contradiction. Therefore, |T ∩ Vi| is odd for all
1 ≤ i ≤ 3. Recall that |V1| 6= |V2| (mod 2), so H does not contain a
Kkk+1-factor.
Our next task is to prove Proposition 1.6, that is, to show that
t3(n, t) ≥ (1−193(t−1)−2 log(t−1))n for some constant C independent
of n and t, where we generalise a construction given in Proposition 1
of Pikhurko [22].
Proof of Proposition 1.6. Let l = R(Bt,K
3
t−1) − 1. Note that t− 1 ≥
log(t − 1)2. By Theorem 1.8 taking λ = t − 1, c = 1 and ε = 1/3,
we have l = R(Bt−1,K
3
t−1) − 1 ≥ (t − 1)2/(192 log(t − 1)) for some
absolute constant c0 > 0 independent of t. Let H0 be the 3-graph on
vertex set [l] with maximum codegree ∆2(H0) < t and independent
number α(H0) < t− 1, which exists by the choice of l.
Let n0 be a sufficiently large integer and let n ≥ n0 with t|n.
Partition [n] into A0, A1, . . . , Al of size a0, a1, . . . , al respectively such
that a0+a1+ · · ·+al = n, a0 is odd and a0/(t−1), a1, . . . , al are nearly
equal, that is, |a0/(t − 1) − ai|, |ai − aj | ≤ 2 for all 1 ≤ i, j ≤ l. Let
H be a 3-graph on vertex set [n] with edges satisfying one of following
(mutually exclusive) properties:
(a) lie inside A0,
(b) have two vertices inside Ai and one in A0 for 1 ≤ i ≤ l,
(c) have one vertex in each of Ai1 , Ai2 and Ai3 with i1i2i3 ∈ E(H0).
We claim that H , the complement of H , does not contain a K3t -factor.
Let T be a K3t in H , so T is an independent set of size t in H . By (a),
|T∩A0| < 3. If |T∩A0| = 1, then without loss of generality |T∩Ai| = 1
for 1 ≤ i ≤ t − 1 by (b). Together with (c), we deduce that [t − 1] is
an independent set in H0 contradicting the fact that α(H0) < t − 1.
Thus, every K3t in H contains either 0 or 2 vertices in A0. So there is
no K3t -factor in H as |A0| = a0 is odd. Furthermore,
∆2(H) ≤ max
I∈( [l]t−1)
{a0,
∑
i∈I
ai} = (t− 1)n
(t− 1) + l + 2(t− 1)
≤ 192n log(t− 1)
192 log(t− 1) + (t− 1)2 + 2(t− 1) ≤
193n log(t− 1)
(t− 1)2 − 2
as n is large. Since δ2(H) ≥ n−2−∆2(H), the proposition follows.
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6 Kkk+1-factors
Here, we prove Theorem 1.3, which bounds tk(n, k+1) from above for
k ≥ 4. We are going to show that if H is a k-graph with δk−1(H) ≥(
1− k+1k,odd2k2 + γ
)
n, then H contains a Kkk+1-factor. The proof can
be split into two main steps:
(a) Showing H is (Kkk+1, 1, η)-closed.
(b) Finding an almost Kkk+1-factor.
Note that (b) was solved in [20, Corollary 1.7].
Proposition 6.1 ([20]). Let 3 ≤ k ≤ t be integers. Then, given any
ε, γ > 0, there exists an integer n0 = n0(k, t, ε, γ) such that every
k-graph H of order n > n0 with
δk−1(H) ≥
(
1−
(
t− 1
k − 1
)−1
+ γ
)
n
contains a Kkt -matching T covering all but at most εn vertices.
Next, we are going to verify (a), that is, show thatH is (Kkk+1, 1, η)-
closed.
Lemma 6.2. Let k ≥ 3 be an integer and γ > 0. Then there exist
a constant η0 = η0(k, γ) and an integer n0 = n0(k, γ) such that every
k-graph H of order n ≥ n0 with
δk−1(H) ≥
(
1− k + 1k,odd
2k2
+ γ
)
n,
is (Kkk+1, 1, η)-closed for all 0 < η ≤ η0, where 1k,odd = 1 if k is odd
and 1k,odd = 0 otherwise.
Proof. Let x and y be distinct vertices of H . Let G be the (k − 1)-
graph on vertex set V (H) \ {x, y} and edge set E(G) = N(x) ∩N(y).
So
δk−2(G) ≥
(
1− k + 1k,odd
k2
+ 2γ
)
n >
(
1− 1
k − 1 + γ
)
n. (6.1)
For each edge S of G, |⋂v∈S NG(S \ v)| ≥ (k− 1)γn. (Here, NG(T ) is
the neighbourhood of T in G.) Note that, for each w ∈ ⋂v∈S NG(S\v),
S ∪w forms a Kk−1k in G. Hence, the number of Kk−1k in G is at least(
1− 1
k − 1 + γ
)(
n
k − 1
)
(k − 1)γn
k
≥ (k − 2)γ
(
n
k
)
.
Let T = {v1, . . . , vk} ⊆ V (G) be a Kk−1k in G. For u ∈ V (G) \ T ,
we claim that if a vertex u is in NG(S) for at least than ⌊k(k−2)/2⌋+1
sets S ∈ ( Tk−2), then (T ∪u)\vi forms a Kk−1k in G for some 1 ≤ i ≤ k.
Indeed, this is true by considering the 2-graph G′u on T such that
vi1vi2 ∈ E(G′u) if and only if u ∈ NG(T \ {vi1 , vi2}). Note that vi
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has degree k − 1 in G′u if and only if (T ∪ u) \ vi forms a Kk−1k in G.
Therefore, if u is in NG(S) for more than ⌊k(k − 2)/2⌋ (k − 2)-sets
S ∈ ( Tk−2), then e(G′u) > ⌊k(k − 2)/2⌋. So G′u contains a vertex vi of
degree at least k − 1 in G′u, i.e. (T ∪ u) \ vi forms a Kk−1k as claimed.
Given a copy T = {v1, . . . , vk} of Kk−1k in G and an integer 1 ≤
i ≤ k, let Ui be the set of vertices u ∈ V (G) \ T such that (T ∪ u) \ vi
forms a Kk−1k in G. By an averaging argument, there exists i0 such
that
|Ui0 | ≥
1
k
((
k
k − 2
)
δk−2(G) −
⌊
k(k − 2)
2
⌋
n
)
≥
(
k + 1k,odd
2k2
+ (k − 1)γ
)
n
by (6.1). Note that |NH(T \ vi0) ∩ Ui0 | ≥ δk−2(G) + |Ui0 | ≥ kγn.
Moreover, for each z ∈ NH(T \ vi0) ∩ Ui0 , both (T ∪ {x, z}) \ vi0 and
(T ∪ {y, z}) \ vi0 form Kkk+1 in H .
Since there are (k − 2)γ(nk) choices for T and kγn choices for z
(given T and i0). The number of k-sets T
′ such that H [x ∪ T ′] and
H [y ∪ T ′] are copies of Kkk+1 is at least
(k − 2)γ(nk)
n
· kγn · 1
k
≥ (k − 2)γ
2
2k!
nk.
Thus, x is (Kkk+1, 1, η)-closed to y, where η0 = (k − 2)γ2/(2k!). Since
x and y are arbitrary, H is (Kkk+1, 1, η0)-closed as required.
We are now ready to prove Theorem 1.3. Note that the second
assertion of the theorem is implied by Proposition 5.1, so it is enough
to prove the first assertion.
Proof of Theorem 1.3. Let k ≥ 4 be an integer and γ > 0. Let H be a
k-graph of order n ≥ n0 with
δk−1(H) ≥
(
1− k + 1k,odd
2k2
+ γ
)
n
and (k+1)|n. Throughout this proof, we may assume that n0 is chosen
to be sufficiently large. Lemma 6.2 implies that there exists η0 > 0
such that H is (Kkk+1, 1, η)-closed for all 0 < η ≤ η0. Pick 0 < η ≤ η0
such that (η/2)k+1/(4(k + 1)k) ≤ γ/2. Let U be the vertex set given
by Lemma 1.1 and so |U | ≤ γ/2. Let H ′ = H [V \ U ]. Note that
δk−1(H
′) ≥
(
1− k + 1k,odd
2k2
+
γ
2
)
n ≥
(
1− 1
k + 1
+
γ
2
)
n′
where n′ = |V (H ′)| = n − |U |. Let ε = (η/2)2(k+1/(32(k + 1)k2).
Apply Proposition 6.1 taking γ = γ/2 and obtain a family T of vertex-
disjoint copies of Kkk+1 in H
′ covering all but at most εn′ vertices. Let
W = V (H ′) \ V (T ), so |W | ≤ εn′ ≤ εn. Recall that n, |V (T )|, |U | ∈
(k+1)Z, so |W | ∈ (k+1)Z. By Lemma 1.1, there exists a Kkk+1-factor
T ′ in H [U ∪W ]. Thus, T ∪ T ′ is a Kkk+1-factor in H .
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7 Kkt -factors for t > k ≥ 3
Let H be a k-graph of order n with δk−1(H) ≥ (1− β(k, t) + γ)n,
where β(k, t) is defined in Section 1. Provided n is sufficiently large,
the next lemma shows that H is actually (Kkt , i, η)-closed.
Lemma 7.1. Let 3 ≤ k < t be integers and 0 < γ < β(k, t). Then
there exist integers n0 = n0(k, t, γ) and i0 = i0(k, t, γ) and a constant
η0 = η0(k, t, γ) > 0 such that every k-graph H of order n ≥ n0 with
δk−1(H) ≥ (1− β(k, t) + γ)n is (Kkt , i0, η)-closed for all 0 < η ≤ η0.
Observe that this lemma implies Theorem 1.4 by mimicking the
proof of Theorem 1.3, where we replace Lemma 6.2 with Lemma 7.1.
Thus, to prove Theorem 1.4, it suffices to prove Lemma 7.1. Its proof
is divided into the following steps. Let H be a k-graph satisfying the
lemma. For 3 ≤ k < t, define
d(k, t) = 1−
(
t− 1
k − 1
)
β(k, t). (7.1)
Note that d(k, t) ≥ 0 for all t > k ≥ 3 as β(k, t) ≤ (t−1k−1)−1. Recall
that N˜Kkt ,1,η1(v) is the set of vertices u that are (K
k
t , 1, η1)-close to v.
First, we prove Proposition 7.3 showing that the size of N˜Kkt ,1,η1(v) is
at least (d(k, t) + 2γ)n for every vertex v ∈ V (H). Next, we partition
V (H) into bounded number of vertex classes W1, . . . ,Wp such that
|Wj | ≥ (d(k, t) + γ)n and Wj is (Kkt , i′, η′)-closed in H for all j ≤ p,
Lemma 7.4. If there is only one vertex class, then Lemma 7.1 holds.
So we may assume that p ≥ 2. Recall that for vertex sets X,Y ⊆ V ,
a triple (x, y, S) is an (X,Y )-bridge of length 1 with respect to Kkt if
x ∈ X , y ∈ Y and S ∈ (V (H)t−1 ) such that both H [S ∪ x] and H [S ∪ y]
form copies of Kkt . Using Lemma 7.6, we show that there exist many
say (W1,W2)-bridges. By Lemma 2.2, we deduce that W1 ∪ W2 is
(Kkt , i
′′, η′′)-closed in H . Thus the number of vertex classes is reduced
by one. Since p is bounded, we can repeat this argument and merge
all Wi’s into one class.
7.1 Proof of Lemma 7.1
Let H be a k-graph of order n with δk−1(H) ≥ (1− β(k, t) + γ)n.
Given an s-set S with s ≥ k− 1, recall that for L(S) = ⋂{N(T ) : T ∈(
S
k−1
)}. Moreover, if S forms a Kks in H , then L(S) is precisely the
set of vertices v such that S ∪ v forms a Kks+1 in H . We obtain the
following simple proposition, whose proof is immediate and omitted.
Proposition 7.2. Let 3 ≤ k < t be integers and 0 < γ < β(k, t). Let
H be a k-graph of order n with δk−1(H) ≥ (1− β(k, t) + γ)n. Then
for every s-set S ⊆ V (H) with s ≥ k − 1,
|L(S)| ≥
(
1−
(
s
k − 1
)
(β(k, t)− γ)
)
n.
In particular, for every (t−1)-set T ⊆ V (H), |L(T )| ≥ (d(k, t)+3γ)n.
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Next we show that N˜Kkt ,1,η(v) is large for every v ∈ V (H).
Proposition 7.3. Let 3 ≤ k < t be integers and 0 < γ < β(k, t). Then
there exist an integer n0 = n0(k) and a constant η = η(k, t, γ) > 0 such
that every k-graph H of order n ≥ n0 with δk−1(H) ≥ (1− β(k, t) + γ)n
satisfies |N˜Kkt ,1,η(v)| ≥ (d(k, t) + 2γ)n for all v ∈ V (H).
Proof. Write δ, β and d for δk−1(H), β(k, t) and d(k, t) respectively.
Set
η =
γ
2(t− 1)!
∏
k−1≤s≤t−1
(
1−
(
s
k − 1
)
(β − γ)
)
.
Recall that β ≤ (t−1k−1)−1, so η > 0. By a greedy algorithm and Propo-
sition 7.2, each vertex v is contained in at least
1
(t− 1)!(n− 1) . . . (n− k + 2)
∏
k−1≤s≤t−1
((
1−
(
s
k − 1
)
(β − γ)
)
n
)
≥ n
t−1
2(t− 1)!
∏
k−1≤s≤t−1
(
1−
(
s
k − 1
)
(β − γ)
)
= γ−1ηnt−1
copies of Kkt . Fix v ∈ V (H). Let W is the set of (t − 1)-sets T
in V (H) such that T ∪ v forms a Kkt . So |W | ≥ γ−1ηnt−1. Define
G to be the bipartite graph with vertex classes V (H) and W such
that, for all x ∈ V (H) and all T ∈ W , (x, T ) is an edge in G if and
only if T ∪ x forms a Kkt in H . Note that for all T ∈ W , we have
dG(T ) = |L(T )| ≥ (d+ 3γ)n by Proposition 7.2. We now claim that
there are more than (d + 2γ)n vertices x ∈ V (H) with degree (in G)
dG(x) ≥ γ|W | ≥ ηnt−1. Indeed this is true, since otherwise
(d+ 3γ)n|W | ≤ e(G) =
∑
x∈V (H)
dG(x)
≤ γn · (|W | − (d+ 2γ)n) + |W |(d+ 2γ)n,
a contradiction. The proposition follows as x is (Kkt , 1, d
G(x)/nt−1)-
close to v for all x ∈ V (H) \ v.
Now, we show that we can partition the vertex set V (H) into
W1, . . . ,Wp such that each Wj is (K
k
t , i, η)-closed in H .
Lemma 7.4. Let 3 ≤ k < t be integers and 0 < γ < β(k, t). Then
there exist integers n1 = n1(k, t, γ) and i
′
1 = i
′
1(k, t, γ) and a constant
η′1 = η
′
1(k, t, γ) > 0 satisfying the following: Let H be a k-graph of
order n ≥ n1 with δk−1(H) ≥ (1− β(k, t) + γ)n. Then, there exists
a vertex partition of V (H) into W1, . . . ,Wp such that, for each 1 ≤
j ≤ p, |Wj | ≥ (d(k, t)+γ/2)n and Wj is (Kkt , i′1, η)-closed in H for all
0 < η ≤ η′1. In particular, p ≤ (d(k, t) + γ/2)−1.
Here we present an outline of the proof. Proposition 7.3 implies
that |NKkt ,1,η(v)| ≥ (d(k, t) + 2γ)n for all v ∈ V (H). Suppose there
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exists a vertex set U ⊆ V (H) that is (Kkt , i, η′)-closed in H with |U | ≥
(d + γ/2)n. If a vertex y ∈ V (H) \ U satisfies |NKkt ,1,η(y) ∩ U | ≥ γn,
then U ∪ y is (Kkt , i + 1, η′′)-closed by Lemma 2.2. Now assume that
|NKkt ,1,η(y)∩U | < γn for all y ∈ V (H)\U . Let V ′ = V (H)\U . Hence,|NKkt ,1,η(v)| ≥ (d(k, t) + γ)|V ′| for all v ∈ V ′. This suggests that there
should also exist a vertex set U ′ ⊆ V ′ that is (Kkt , i, η′)-closed in H
with |U ′| ≥ (d+γ/2)n. Assume that U ′ does exist and set V ′′ = V ′\U ′.
We repeat the arguments on V ′′ and find a (Kkt , i+1, η
′′)-closed vertex
set U ′′ ⊆ V ′′. We iterate this process. Since U,U ′, U ′′, . . . are pairwise
disjoint and each of size at least (d+γ/2)n, this process will terminate
in a finite number of rounds.
Proof of Lemma 7.4. Write δ, β and d for δk−1(H), β(k, t) and d(k, t)
respectively. Let η0 = η(k, t, γ) be given by Proposition 7.3. Set
i0 = ⌈− log2 d⌉ + ⌈2(d(k,t)+γ/2)
−1+2/γ⌉ and i′1 = 2i0 . Throughout this
proof, η1, η2, . . . , ηi0 is assumed to be a decreasing sequence of strictly
positive small constants. The precise value of each ηi will become clear
later on. We would like to point out that we choose η1, η2, . . . , ηi0
in turns before choosing n0. Hence, for all 1 ≤ i ≤ i0, ηi depends
only k, t, γ, η0, η1, . . . , ηi−1, i.e. ηi = ηi(k, t, γ). Now choose n0 to be
sufficiently large.
We write i-close to mean (Kkt , 2
i, ηi)-close. Given a vertex v ∈
V (H), define N˜i(v) to be the set of vertices u that are i-close to v. So
Proposition 7.3 implies that |N˜0(v)| ≥ (d + 2γ)n. Moreover, by our
choices of ηi and Proposition 2.1, we further assume that N˜i+1(v) ⊆
N˜i(v) for all 0 ≤ i < i0 and all v ∈ V (H) provided |N˜i(v)| ≥ γ/2.
Hence, if W ⊆ V (H) is i-closed in H for some i ≤ i0, then W is
i0-closed provided |W | ≥ γ/2.
For 0 ≤ r < (d(k, t) + γ/2)−1, suppose that we have already found
disjoint vertex sets W1, . . .Wr in V (H) such that
(i) |Wj | ≥ (d+ γ/2)n for all 1 ≤ j ≤ r.
(ii) Wj is i0-closed in H for all 1 ≤ j ≤ r.
(iii) Let Vr = V (H) \
⋃
1≤j≤rWj . If Vr 6= ∅, then
|N˜0(v) ∩ Vr| ≥ (d+ (2−
∑
1≤s≤r
2−s)γ)n for all v ∈ Vr.
If Vr = ∅, then the lemma holds. Hence, we may assume that Vr 6= ∅.
To prove the lemma, it is enough to show that there exists a vertex
set Wr+1 in Vr so that W1, . . .Wr+1 also satisfy (i)–(iii). We are going
find Wr+1 in Vr as follows.
Let i′ be the largest integer such that
|N˜i′(v) ∩ Vr | ≥ (2i
′
d+ γ)n for all v ∈ Vr. (7.2)
Note that i′ exists and 0 ≤ i′ ≤ ⌈− log2 d⌉, where the lower bound is
due to (iii). Let v0 be a vertex in Vr such that |N˜i′+1(v0)| < (2i′+1d+
γ)n. Define U to be the set of vertices u ∈ Vr ∩ N˜i′(v0) such that
|N˜i′(u) ∩ N˜i′+1(v0)| ≥ (2i′d+ 2γ/3)n.
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Claim 7.5. The size of U is at least (2i
′
d+ γ/2)n and U is (i′ + 1)-
closed in H.
Proof of claim. For distinct u, u′ ∈ U , we have
|N˜i′(u) ∩ N˜i′(u′)| ≥ |N˜i′(u) ∩ N˜i′+1(v0)|+ |N˜i′(u′) ∩ N˜i′+1(v0)| − |N˜i′+1(v)|
≥ γn/3
as |N˜i′(v0)| < (2i′+1d + γ)n. Hence, U is (i′ + 1)-closed in H by
Lemma 2.2. To complete the proof of the claim it is enough to show
that |U | ≥ (2i′d + γ/2)n. Note that if a vertex w ∈ V \ v0 satisfies
|N˜i′(w)∩N˜i′ (v0)| ≥ γ2n/6, then w is (i′+1)-close to v0 by Lemma 2.2.
Thus,
|N˜i′(v0) ∩ N˜i′(w)| < γ2n/6 for all w ∈ V (H) \ N˜i′+1(v0).
Let G be the auxiliary bipartite graph with vertex classes N˜i′(v0) and
V (H) \ N˜i′+1(v0) such that u ∈ N˜i′(v0) is joined to w ∈ V (H) \
N˜i′+1(v0) if and only if w ∈ N˜i′(u). Hence, for each u ∈ N˜i′(v0),
dG(u) = |N˜i′(u)\ N˜i′+1(v0)|. For each w ∈ V (H)\ N˜i′+1(v0), dG(w) =
|N˜i′(v0) ∩ N˜i′(w)| < γ2n/6. Therefore, we have∑
u∈N˜i′(v0)
|N˜i′(u) \ N˜i′+1(v0)| =
∑
u∈N˜i′ (v0)
dG(u) =
∑
w/∈N˜i′+1(v0)
dG(w)
< γ2n2/6. (7.3)
Recall (7.2) and the definition of U . For u′ ∈ (Vr ∩ N˜i′(v0)) \ U ,
|N˜i′(u′) \ N˜i′+1(v0)| = |N˜i′(u′)| − |N˜i′(u′) ∩ N˜i′+1(v0)| > γn/3.
By summing |N˜i′(u′) \ N˜i′+1(v0)| over all u′ ∈ (Vr ∩ N˜i′(v0)) \ U and
(7.3), we have
γn|(Vr ∩ N˜i′(v0)) \ U |/3 ≤
∑
u′∈(Vr∩N˜i′(v0))\U
|N˜i′(u′) \ N˜i′+1(v0)|
≤
∑
u∈N˜i′(v0)
|N˜i′(u) \ N˜i′+1(v0)| < γ2n2/6.
Hence, |(Vr ∩ N˜i′(v0)) \ U | ≤ γn/2. Since |N˜i′(v0) ∩ Vr | ≥ (2i′d+ γ)n
by (7.2), we deduce that |U | ≥ (2i′d+γ/2)n as desired. This completes
the proof of the claim.
Set U0 = U . For an integer j ≥ 1, we define Uj to be the set of
vertices u′ ∈ Vr \U ′j−1 such that |N˜0(u′)∩U ′j−1| ≥ 2−r−2γn, where U ′j′
is the set
⋃
0≤i≤j′ Ui. By an induction on j, Lemma 2.2 and Proposi-
tion 2.1, we deduce that H [U ′j ] is (j + i
′ + 1)-closed in H .
Let j0 be the smallest integer such that |Uj0 | < 2−r−2γn. Since
U0, U1, . . . , Uj0 are disjoint sets, 1 ≤ j0 ≤ ⌈2r+2/γ⌉. Set Wr+1 = U ′j0 .
23
So Wr+1 is (j0 + i
′ + 1)-closed in H . Note that |Wr+1| ≥ |U | ≥
(2i
′
d+ γ/2)n by Claim 7.5. Since j0 + i
′+1 ≤ i0, Wr+1 is i0-closed in
H by Proposition 2.1. If Wr+1 = Vr, then we are done. Thus, we may
assume that Wr+1 6= Vr. Set Vr+1 = Vr \Wr+1. For every w ∈ Vr+1,
we have
|N˜0(w) ∩ Vr+1| = |N˜0(w) ∩ Vr| − |N˜0(w) ∩ U ′j0−1| − |Uj0 |
≥ (d+ (2−
∑
1≤s≤r
2−s)γ)n− 2−r−2γn− 2−r−2γn
= (d+ (2−
∑
1≤s≤r+1
2−s)γ)n.
This completes the proof of the lemma.
Let W1, . . . ,Wp be a partition of V (H) given by Lemma 7.4. We
may assume p ≥ 2, or else Lemma 7.1 holds. Set X := W1 and
Y := W2 ∪ · · · ∪ Wp. The next lemma shows that there are many
(X,Y )-bridges of length 1 with respect to Kkt . Its proof is rather long
and involved, so we postpone the proof to Section 7.2. We would like
to point out that the function β(k, t) is defined so that this lemma
holds.
Lemma 7.6. Let 3 ≤ k < t be integers and 0 < γ < β(k, t). Then,
there exist an integer n2 = n2(k, t, γ) and a constant ε2 = ε2(k, t, γ) >
0 such that the following holds. Let H be a k-graph of order n ≥ n2
with δk−1(H) ≥ (1−β(k, t)+γ)n. Let X and Y be a partition of V (H)
with |X |, |Y | ≥ (d(k, t) + γ)n. Then, the number of (X,Y )-bridges of
length 1 with respect to Kkt in H is at least ε2n
t+1.
Assuming Lemma 7.6, we are now ready to prove Lemma 7.1.
Proof of Lemma 7.1. Write β and d to be β(k, t) and d(k, t) respec-
tively. Let i′1 and η
′
1 be the constants given by Lemma 7.4. Let
p1 = ⌊(d + γ/2)−1⌋. Define η′2, η′3, . . . , ηp1 > 0 to be sufficiently small
constants, whose values will be become clear. Throughout this proof,
n0 is assumed to a sufficiently large integer. Let H be a k-graph of or-
der n ≥ n0 with δk−1(H) ≥ (1− β + γ)n. By Lemma 7.4, there exists
a vertex partition of V (H) intoW1, . . . ,Wp with 1 ≤ p ≤ p1 such that,
for each 1 ≤ j ≤ p, |Wj | ≥ (d + γ/2)n and Wj is (Kkt , i′1, η′1)-closed
in H . For 1 ≤ j ≤ p, we say that i-close to mean (Kkt , j(i′1+1)−1, η′j)-
close. Hence, each Wj is 1-closed in H . We are going to show, by
relabelling the Wi’s if necessary, that W1 ∪ · · · ∪Wj is j-closed for all
1 ≤ j ≤ p. We proceed by induction of j. This is true for j = 1. Sup-
pose that we have already showed that that for j < p, W1 ∪ · · · ∪Wj
is j-closed in H . Set X =W1 ∪ · · · ∪Wj and Y =Wj+1 ∪ · · · ∪Wp. So
|X |, |Y | ≥ (d+ γ/2)n and X,Y is a partition of V (H). By Lemma 7.6
taking γ = γ/2, the number of (X,Y )-bridges of length 1 with respect
to Kkt is at least ε2n
t+1. Since Y = Wj+1 ∪ · · · ∪Wp, by an averag-
ing argument we may assume that the number of (X,Wj+1)-bridges
of length 1 with respect to Kkt is at least ε2n
t+1/p. Recall that X is
j-closed andWj+1 is 1-closed. By Lemma 2.2, X∪Wj′ is (j+1)-closed.
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Therefore V (H) = W1 ∪ · · · ∪Wp is p-closed as claimed. Hence, by
Proposition 2.1, H is p1-closed.
7.2 Proof of Lemma 7.6
Let H,X, Y be as defined in Lemma 7.6. Here, by a bridge we will
mean an (X,Y )-bridge of length 1 with respect to Kkt . Our aim is to
construct many bridges. The proof of Lemma 7.6 is broken down into
the following steps.
(i) There are many copies of T ofKkt−1 satisfying one of the following:
(a) |T ∩X | ≤ (t− 1)/2 and |L(T ) ∩X | ≥ εn or
(b) |T ∩ Y | ≤ (t− 1)/2 and |L(T ) ∩ Y | ≥ εn.
(ii) For each T satisfying (i), there exists (εn)2 bridges (x, y, T ′) with
T ⊆ T ′ ∪ {x, y}.
In the next proposition, we tackle (i) for k = 3.
Proposition 7.7. Let 3 < t be an integer and 0 < γ < β(3, t). Then
there exist an integer n0 = n0(3, t, γ) and a constant ε = ε(3, t, γ) > 0
satisfying the following: Let H be a 3-graph of order n ≥ n0 with
δ2(H) ≥ (1− β(3, t) + γ)n. Let X and Y be a partition of V (H) with
(d(3, t)+γ)n ≤ |X | ≤ |Y |. Then there exists an integer 0 ≤ s < t/2−1
such that there are at least εnt−1 copies T of K3t−1 such that either
(a) |T ∩ Y | = s > 0 and |L(T ) ∩ Y | ≥ εn for all T ,
(b) |T ∩X | = s > 0 and |L(T ) ∩X | ≥ εn for all T ,
(c) s = 0, T ⊆ X and |L(T ) ∩ Y | ≥ εn for all T .
Proof. We write β and d for β(3, t) and d(3, t) respectively. Note that
for every distinct x, x′ ∈ X , |N(xx′) ∩ Y | ≥ δ2(H) − |X | ≥ γn as
β(3, t) ≤ 1/2. Therefore, there exists at least (dn2 )γn edges with 2
vertices in X and one in Y . Each edge can be greedily extended into a
Kkt in many ways by Proposition 7.2. Therefore, the number of copies
of K3t with at least 2 vertices in X and one vertex in Y is at least
1
t!
(
dn
2
)
γn
∏
3≤i≤t−1
(
1−
(
i
k − 1
)
β + γ
)
n = tcnt
for some constant c = c(3, t, γ) > 0. By an averaging argument, there
exists an integer 1 ≤ s′ ≤ t− 2 such that there are at least cnt copies
of Kkt with exactly s
′ vertices in Y . Let U be the set of Kkt with
|Kkt ∩ Y | = s′. Clearly, |U| ≥ cnt.
Suppose that 1 ≤ s′ ≤ t/2. Let s = s′ − 1. For each U ∈ U there
exists a (t−1)-set T ⊆ U with |T ∩Y | = s. By an averaging argument,
there must exist at least 2εnt (t − 1)-sets T with |T ∩ Y | = s and T
is contained in at least εn sets U ∈ U . Since |L(T ) ∩ Y | ≥ |{U ∈ U :
T ⊆ U}| for all (t− 1)-sets with |T ∩ Y | = s, we get either (a) or (c).
If t/2 < s′ ≤ t− 2, then 2 ≤ |U ∩X | ≤ t/2 for all U ∈ U . By a similar
argument, we deduce case (b).
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Next we consider k ≥ 4. For 4 ≤ k < t, define l0(k, t) to be the
largest integer l such that β(k, t) := β(k, t, l). Hence, we have
(k − 2)/2 ≤ l0(k, t) ≤ (t− 2)/2,
β(k, t) ≤ 2(
t
k−1
)
+
(
l0(k,t)+1
k−1
)
+
(
t−l0(k,t)−1
k−1
) , (7.4)
β(k, t) ≤ 1(
t−1
k−1
)
+
(
l0(k,t)
k−1
) and β(k, t) ≤ 1
2
(
2l0(k,t)+1
k−1
) . (7.5)
Notice that (7.4) is needed for Lemma 7.11 and (7.5) is needed for
Proposition 7.8. We now prove (i) when k ≥ 4.
Proposition 7.8. Let 4 ≤ k < t be integers and 0 < γ < β(k, t). Then
there exist an integer n0 = n0(k, t, γ) and a constant ε = ε(k, t, γ) > 0
satisfying the following: Let H be a k-graph of order n ≥ n0 with
δk−1(H) ≥ (1− β(k, t) + γ)n. Let X and Y be a partition of V (H)
with (d(k, t) + γ)n ≤ |X | ≤ |Y |. Then there exists an integer l0(k, t) ≤
s < t/2 − 1 such that there are at least εnt−1 copies T of Kkt−1 such
that either
(a) |T ∩ Y | = s and |L(T ) ∩ Y | ≥ εn for all T ,
(b) |T ∩X | = s and |L(T ) ∩X | ≥ εn for all T .
Proof. We write l0, β and d for l0(k, t), β(k, t) and d(k, t) respectively.
Note that 2(l0 + 1) ≤ t. By mimicking the proof of Proposition 7.7,
in order to prove this proposition, it suffices to show that there are
c′n2(l0+1) copies of Kk2(l0+1) with exactly l0 + 1 vertices in each of X
and Y , where c′ = c′(k, t, γ) > 0.
By Proposition 7.2, for all 1 ≤ s ≤ l0 and all s-sets S ⊆ V (H), we
have
|L(S)|+ |X | ≥
(
1−
(
s
k − 1
)
β + γ
)
n+ (d+ γ)n
≥
(
2−
((
l0
k − 1
)
+
(
t− 1
k − 1
))
β + 2γ
)
n ≥ (1 + 2γ)n,
where the last inequality is due to (7.5). Hence, by a greedy algorithm,
we can construct a Kkl0+1 in X . By Proposition 7.2, for all l0 + 1 ≤
s ≤ 2l0 + 1 and all s-sets S ⊆ V (H), we have
|L(S)|+ |Y | ≥
(
1−
(
s
k − 1
)
β + γ
)
n+ n/2
≥
(
3
2
−
(
2l0 + 1
k − 1
)
β + γ
)
n ≥ (1 + γ)n
by (7.5). Therefore, we can extend the Kkl0+1 in X to a K
k
2(l0+1)
with
l0 +1 vertices in each of X and Y . In total, there are at least (γn)
t/t!
copies Kk2(l0+1) with exactly l0 + 1 vertices in each of X and Y . This
completes the proof of the proposition.
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Now we are going to prove (ii). Note that (x, y, T ) is a bridge if
both T ∪x and T ∪ y form Kkt in H . Given a copy T of Kkt−1, (x, y, T )
is a bridge for every x ∈ X ∩ L(T ) and y ∈ Y ∩ L(T ). We get the
following simple proposition, the proof of which we omit.
Proposition 7.9. Let 3 ≤ k < t be integers. Let H be a k-graph of
order n such that X and Y form a partition of V (H). If there exists
a copy T of Kkt−1 in H with |X ∩ L(T )|, |Y ∩ L(T )| ≥ εn, then the
number of (X,Y )-bridges (x, y, T ) of length 1 with respect to Kkt is at
least (εn)2.
We now look at the special case whenKkt−1 satisfies Proposition 7.7 (c)
(and so k = 3).
Lemma 7.10. Let 3 < t be an integer and 0 < 2ε ≤ γ < β(3, t). Let
H be a 3-graph of order n ≥ n0 with δ2(H) ≥ (1− β(3, t) + γ)n. Let
X and Y be a partition of V (H) with |X | ≤ |Y |. Let T be a K3t−1 in
H such that T ⊆ X and |L(T )∩Y | ≥ εn. Then, the number of (X,Y )-
bridges (x, y, T ′) of length 1 with respect to Kkt such that (x, y, T
′) with
T ⊆ T ′ ∪ {x, y} is at least (εn)2/(t− 1).
Proof. We write δ, β and d for δ2(H), β(3, t) and d(3, t) respectively.
Let T = {v1, . . . , vt−1}. By Proposition 7.9, we may assume that
|L(T )∩X | ≤ εn− 1. Proposition 7.2 implies that |L(T )| ≥ (d+ 3γ)n.
Hence,
|L(T ) ∩ Y | = |L(T )| − |L(T ) ∩X | ≥ (d+ γ)n− εn ≥ (d+ ε)n.
Pick z ∈ L(T ) ∩ Y . For i ≤ t− 1, let Ti = T \ vi.
First suppose that |Y ∩ L(Ti ∪ z)| ≥ εn for some i0. Notice that
(vi0 , y, Ti0 ∪ z) is a bridge for every y ∈ Y ∩ L(Ti0 ∪ z). Since z is
arbitrarily chosen, the lemma holds if the following statement is true:
|Y ∩ L(Ti ∪ z)| ≥ εn for some 1 ≤ i ≤ t− 1. (7.6)
We now prove (7.6) as follows. For 1 ≤ i ≤ (t−12 ), let ni be the
number of vertices v such that v is in the neighbourhoods of exactly i
sets S ∈ (T2). Note that∑
ni = n and
∑
ini ≥
(
t− 1
2
)
δ. (7.7)
Set L = (L(T )∩Y ) \ z, so |L| = |L(T )|− |L(T )∩X |− 1 ≥ n(t−12 )− εn.
Let M be the set of vertices v ∈ V \ (T ∪ z) such that v is in the
neighbourhoods of exactly
(
t−1
2
) − 1 sets S ∈ (T2). This means that|M | = n(t−12 )−1. Therefore, (7.7) implies that
2|L|+ |M |+ 2εn ≥ 2n−
(
t− 1
2
)
(n− δ). (7.8)
Let S =M ∩ Y , so
|S| ≥ |M | − |X | ≥ |M | − n/2. (7.9)
27
Set S1 = S ∩ L(T1) and for 2 ≤ i ≤ t − 1, Si = (S ∩ L(Ti)) \
⋃
j<i Sj .
Observe that S1, . . . , St−1 form a partition of S. Note that Y ∩L(T1∪z)
is the set S1∩
⋂
u∈T1
N(zu). We may assume that |Y ∩L(T1∪z)| < εn
or else (7.6) holds for i = 1. This implies that
εn ≥ |Y ∩ L(T1 ∪ z)| = |S1 ∩
⋂
u∈T1
N(zu)|
≥ |S1| −
∑
u∈T1
|S1 \N(zu)| ≥ |S1| −
∑
u∈T
|S1 \N(zu)|.
Hence,
∑
u∈T |S1\N(zu)| ≥ |S1|−εn and similar inequalities also hold
for 2 ≤ i ≤ t− 1. Since S = S1 ∪ · · · ∪ St−1, we have∑
u∈T
|S \N(zu)| ≥ |S| − (t− 1)εn. (7.10)
Recall that S ⊆M and M ∩ L = ∅. Therefore, for each u ∈ T ,
|L ∩N(zu)| = |L| − |L \N(zu)| ≥ |L| − |V (H) \N(zu)|+ |S \N(zu)|
≥ |L|+ δ − n+ |S \N(zu)|. (7.11)
Suppose that there exists a vertex y ∈ L is in N(zu) for all but one
u ∈ T . Without loss of generality, y ∈ N(zvi) for 1 ≤ i ≤ t− 2. Then
Tt−1 ∪ {z, y} forms a K3t in H and so y ∈ L∩L(Tt−1 ∪ z). This means
that
2|L ∩
⋃
1≤j≤t−1
L(Ti ∪ z)| ≥
∑
u∈T
|L ∩N(zu)| − (t− 3) |L|
(7.11)
≥ 2|L| − (t− 1)(n− δ) +
∑
u∈T
|S \N(zu)|
(7.10)
≥ 2|L| − (t− 1)(n− δ) + |S| − (t− 1)εn
(7.9)
≥ 2|L| − (t− 1)(n− δ) + |M | − n/2− (t− 1)εn
(7.8)
≥ (3/2− (t+ 2)ε)n−
(
t
2
)
(n− δ)≥2(t− 1)εn,
where the last inequality holds, as n − δ = (β − δ)n and β = 2/(t2 −
3t+ 4) ≤ 3/(t2 − t). Hence, |Y ∩ L(Ti ∪ z)| ≥ |L ∩ L(Ti ∪ z)| ≥ εn for
some 1 ≤ i ≤ t− 1. Therefore (7.6) holds completing the proof of the
lemma.
Next, we are going to consider the cases (a) and (b) in Proposi-
tion 7.7 and Proposition 7.8. Here, we set l0(3, t) = 1, so β(3, t) also
satisfies (7.4). The proof is based on proof of Lemma 7.10. We would
like to point out the lemma below does not assume |X | ≤ |Y |. We will
also need the following inequality, for s ≤ (t− 1)/2,(
s
k − 1
)
+
(
t− s
k − 1
)
≥
(
s+ 1
k − 1
)
+
(
t− s− 1
k − 1
)
. (7.12)
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Lemma 7.11. Let 3 ≤ k < t be integers and 0 < ε ≤ γ < β(k, t). Let
H be a k-graph of order n ≥ n0 with δk−1(H) ≥ (1− β(k, t) + γ)n.
Let X and Y be a partition of V (H) with |X |, |Y |. Let T be a Kkt−1 in
H such that l0(k, t) ≤ |T ∩ Y | ≤ t/2 − 1 and |L(T ) ∩ Y | ≥ εn. Then
the number of (X,Y )-bridges (x, y, T ′) of length 1 with respect to Kkt
such that (x, y, T ′) with T ⊆ T ′ ∪ {x, y} is at least ε2n2/t.
Proof. We write δ, l0, β and d for δk−1(H), l0(k, t), β(k, t) and d(k, t)
respectively. Let T = {v1, . . . , vt−1} such that
TX = {v1, . . . , vr} ⊆ X and TY = {vr+1, . . . , vr+s} ⊆ Y.
So r + s + 1 = t and l0 ≤ s ≤ t/2 − 1. By Proposition 7.9, we may
further assume that |L(T )∩X | ≤ εn− 1. Proposition 7.2 implies that
|L(T ) ∩ Y | ≥ |L(T )| − |L(T ) ∩ X | ≥ εn. Pick z ∈ L(T ) ∩ Y . For
i ≤ t− 1, let Ti = T \ vi.
First assume that one of the following statements holds:
(a) |Y ∩ L(Ti ∪ z)| ≥ εn for some 1 ≤ i ≤ r, or
(b) |X ∩ L(Tr+j ∪ z)| ≥ εn for some 1 ≤ j ≤ s.
If (a) holds say for i = 1, then (v1, y, T1 ∪ z) is a bridge for every y ∈
Y ∩L(T1∪z). Similarly, if (b) holds say for j = 1, then (x, vr+1, Tr+1∪z)
is a bridge for every x ∈ X ∩L(Tr+1 ∪ z). Since z is chosen arbitrarily,
the lemma holds provided that we can prove (a) or (b) holds.
For 1 ≤ i ≤ (t−1k−1), let ni be the number of vertices v such that v is
in the neighbourhoods of exactly i sets of S ∈ ( Tk−1). Note that∑
ni = n and
∑
ini ≥
(
t− 1
k − 1
)
δ. (7.13)
Set L = (L(T )∩Y )\ z, so |L| = |L(T )|− |L(T )∩X |− 1 ≥ n(t−1k−1)− εn.
Let M be the set of vertices v ∈ V \ (T ∪ z) such that v is in the
neighbourhoods of exactly
(
t−1
k−1
)− 1 sets S ∈ ( Tk−1). This means that|M | = n(t−1k−1)−1. Therefore, (7.13) implies that
2|L|+ |M |+ 2εn ≥ 2n(t−1k−1) + n(t−1k−1)−1 ≥
∑
ini −
((
t− 1
k − 1
)
− 2
)∑
ni
≥ 2n−
(
t− 1
k − 1
)
(n− δ). (7.14)
Define R = M ∩ X ∩ L(TX) and S = M ∩ Y ∩ L(TY ). Note that
|R| ≥ |M ∩X | − ( rk−1)(n − δ) and a similar inequality for |S|. Thus,
we have
|R|+ |S| ≥ |M | −
((
r
k − 1
)
+
(
s
k − 1
))
(n− δ). (7.15)
Set S1 = S ∩ L(T1) and for 2 ≤ i ≤ r, set Si = (S ∩ L(Ti)) \
⋃
j<i Sj .
Observe that S1, . . . , Sr partition S. Note that Y ∩L(T1∪ z) is the set
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S1 ∩
⋂
U∈( T1k−2)
N(z ∪U). We may assume that |Y ∩L(T1 ∪ z)| ≤ εn or
else (a) holds for i = 1. This implies that
εn ≥ |Y ∩ L(T1 ∪ z)| = |S1 ∩
⋂
U∈( T1k−2)
N(z ∪ U)|
≥ |S1| −
∑
U∈( T1k−2)
|S1 \N(z ∪ U)| ≥ |S1| −
∑
U∈( Tk−2)
|S1 \N(z ∪ U)|
By a similar argument, we may assume that for all 1 ≤ i ≤ r,∑
U∈( Tk−2)
|Si \N(z ∪ U)| ≥ |Si| − εn. (7.16)
Next, we are going to obtain the analogous statement of (7.16) for R.
Set R1 = R∩L(Tr+1) and for 2 ≤ j ≤ s, Rj = (R∩L(Tr+j))\
⋃
i<j Ri.
Again, R1, . . . , Rs form a partition of R. Furthermore, we also may
assume that for all 1 ≤ j ≤ s,∑
U∈( Tk−2)
|Rj \N(z ∪ U)| ≥ |Rj | − εn. (7.17)
or else (b) holds. Recall that
⋃
Si ∪
⋃
Rj = S ∪R ⊆M . Now we sum
(7.16) overall all 1 ≤ i ≤ r and sum (7.17) overall all 1 ≤ j ≤ s, we get∑
U∈( Tk−2)
|(S ∪R) \N(z ∪ U)| ≥ |R|+ |S| − (t− 1)εn. (7.18)
Recall that M ∩ L = ∅, so (S ∪ R) ∩ L = ∅. For any (k − 2)-sets
U ∈ ( Tk−2),
|L \N(z ∪ U)| ≤ n− δ − |(S ∪R) \N(z ∪ U)|.
Let L′ be the set L ∩ L(TY ∪ z), so
|L′| = |L ∩
⋂
U∈( TYk−2)
N(z ∪ U)| ≥ |L| −
∑
U∈( TYk−2)
|L \N(z ∪ U)|
≥ |L| −
(
s
k − 2
)
(n− δ) +
∑
U∈( TYk−2)
|(S ∪R) \N(z ∪ U)|. (7.19)
In addition, for each U ∈ ( Tk−2) \ ( TYk−2), we have
|L′ ∩N(z ∪ U)| ≥ |L′| − |L \N(z ∪ U)|
≥ |L′|+ δ − n+ |(S ∪R) \N(z ∪ U)|. (7.20)
Next we claim that 2|L ∩⋃1≤i≤r L(Ti ∪ z)| is at least∑
U∈( Tk−2)\(
TY
k−2)
|L′ ∩N(z ∪ U)| −
((
t− 1
k − 2
)
−
(
s
k − 2
)
− 2
)
|L′|.
(7.21)
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Note that |( Tk−2) \ ( TYk−2)| is (t−1k−2)− ( sk−2). Therefore, (7.21) is at most
twice the number of vertices y ∈ L′ such that y is in the neighbourhood
of N(z ∪ U) for all but at most one U ∈ ( Tk−2) \ ( TYk−2). Let y be such
a vertex. In order to show that (7.21) holds, it is enough to show that
y ∈ L ∩ L(Ti ∪ z) for some 1 ≤ i ≤ r. Note that y ∈ L′ ⊆ L, so it
suffices to show that there exists 1 ≤ i ≤ r such that y ∈ N(U ∪ z) for
all U ∈ ( Tik−2). Let U be the set of U ∈ ( Tk−2) such that y /∈ N(z ∪ U).
If U = ∅, then y ∈ L(T1 ∪ z). We may assume that U 6= ∅. By
the choice of y, at most one U ∈ ( Tk−2) \ ( TYk−2) belongs in U . Since
y ∈ L′ ⊆ L(TY ∪ z),
(
TY
k−2
) ∩ U = ∅. Therefore U = {U} for some
U ∈ ( Tk−2) \ ( TYk−2). Without loss of generality we may assume that
v1 ∈ U . Therefore, y ∈ N(U ∪ z) for all U ∈
(
T1
k−2
)
. This implies that
y ∈ L ∩ L(Ti ∪ z) and so (7.21) holds.
Finally, we deduce that
2|L ∩
⋃
1≤i≤r
L(Ti)|
(7.21)
≥
∑
U∈( Tk−2)\(
TY
k−2)
|L′ ∩N(z ∪ U)| −
((
t− 1
k − 2
)
−
(
s
k − 2
)
− 2
)
|L′|
(7.20)
≥ 2|L′| −
((
t− 1
k − 2
)
−
(
s
k − 2
))
(n− δ) +
∑
U∈( Tk−2)\(
TY
k−2)
|(S ∪R) \N(z ∪ U)|
(7.19)
≥ 2|L| −
((
t− 1
k − 2
)
+
(
s
k − 2
))
(n− δ) +
∑
U∈( Tk−2)
|(S ∪R) \N(z ∪ U)|
(7.18)
≥ 2|L| −
((
t− 1
k − 2
)
+
(
s
k − 2
))
(n− δ) + |R|+ |S| − (t− 1)εn
(7.15)
≥ 2|L|+ |M | −
((
t− 1
k − 2
)
+
(
s+ 1
k − 1
)
+
(
r
k − 1
))
(n− δ)− (t− 1)εn
(7.14)
≥ (2 − (t+ 1)ε)n−
((
t
k − 1
)
+
(
s+ 1
k − 1
)
+
(
r
k − 1
))
(n− δ)
(7.12)
≥ (2 − (t+ 1)ε)n−
((
t
k − 1
)
+
(
l0 + 1
k − 1
)
+
(
t− 1− l0
k − 1
))
(n− δ)
(7.4)
≥ 2(t− 1)εn
This means that (a) holds for some 1 ≤ i ≤ r. This completes the
proof of lemma.
Finally we prove Lemma 7.6.
Proof of Lemma 7.6. We will only prove the lemma when k = 3 (since
the argument for k ≥ 4 is immediate by replacing Proposition 7.7
with Proposition 7.8). We write δ, β and d for δ2(H), β(3, t) and
d(3, t) respectively. Without loss of generality, we may assume that
|X | ≤ |Y |. By Proposition 7.7, there exist a constant ε = ε(3, t, γ) > 0
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and an integer 0 ≤ s < t/2 − 1 such that there exist at least εnt−1
copies T of K3t−1 such that either
(a) |T ∩ Y | = s > 0 and |L(T ) ∩ Y | ≥ εn for all T ,
(b) |T ∩X | = s > 0 and |L(T ) ∩X | ≥ εn for all T , or
(c) s = 0, T ⊆ X and |L(T ) ∩ Y | ≥ εn for all T .
Assume that ε < 2γ and set ε2 = ε
3/((t − 1)(t + 1)!). If s = 0 and
so (c) holds, then Lemma 7.10 implies that each such T ⊆ X generate
at least (εn)2/(t− 1) bridges (x, y, T ′) with T ⊆ T ′ ∪ {x, y}. In total,
there are at least ε3nt+1/(t − 1) bridges with multiplicities at most
(t+ 1)!. Hence, the lemma holds. If 1 ≤ s < t/2− 1, then the lemma
holds by a similar argument and Lemma 7.11.
8 Remarks on Theorem 1.4
First we prove Corollary 1.5 by evaluating β(k, t) together with Theo-
rem 1.4.
Proof of Corollary 1.5. (i) First suppose that 4 ≤ k < t < 3k/2− 1. If
(k− 2)/2 ≤ l ≤ (t− 2)/2, then l+1, t− l− 1 < k− 1. Hence, we have
β(k, t, l) = min
{
2(
t
k−1
) , 1(t−1
k−1
) , 1
2
(
2l+1
k−1
)} = min{ 2( t
k−1
) , 1
2
(
2l+1
k−1
)} .
Therefore, β(k, t) = 2/
(
t
k−1
)
as t > k + 1. Hence, Corollary 1.5 (i)
holds by Theorem 1.4.
(ii) Suppose that k ≥ 6 and 2t ≥ 3(k− 1)+√5k2 − 22k + 25. Note
that, for (k − 2)/2 ≤ l ≤ (t− 2)/2,
2(
t
k−1
)
+
(
l+1
k−1
)
+
(
t−l−1
k−1
) (7.12)≥ 2(
t
k−1
)
+
(
t−k/2
k−1
) ≥ 2( t
k−1
)
+
(
t−3
k−1
) ≥ (t− 1
k − 1
)−1
.
The last inequality holds because
2
(
t− 1
k − 1
)
=
(
t
k − 1
)
+
(t− 1)(t− 2)(t− 2k + 2)
(t− k + 1)(t− k)(t− k − 1)
(
t− 3
k − 1
)
≥
(
t
k − 1
)
+
(
t− 3
k − 1
)
.
Thus, β(k, t, l) becomes
β(k, t, l) = min
{
1(
t−1
k−1
)
+
(
l
k−1
) , 1
2
(
2l+1
k−1
)} ≤ 1(t−1
k−1
)
and so β(k, t) = β(k, t, ⌈(k−2)/2⌉) = (t−1k−1)−1. Hence, Corollary 1.5 (ii)
holds by Theorem 1.4.
32
9 Closing remarks
It is likely that the bounds given by Corollary 1.5 are not optimal. A
strengthening of Lemma 7.1 would lead to a better bound for Corol-
lary 1.5 (i). However, more work is required in order to improve the
bound given by Corollary 1.5 (ii). Suppose that k, t, n satisfy Corol-
lary 1.5 (ii). Recall that in order to find a Kkt -factor in H , we also
find an almost Kkt -factor in H using Proposition 6.1. This proposi-
tion requires that δk−1(H) ≥ (1 −
(
t−1
k−1
)−1
+ γ)n, which is precisely
(1−β(k, t)+γ)n. Therefore, we need to strengthen both Proposition 6.1
and Lemma 7.1 in order to improve Corollary 1.5 (ii). Furthermore,
the bound δk−1(H) ≥ (1 −
(
t−1
k−1
)−1
+ γ)n is natural in the sense that
this is the threshold guaranteeing that we can greedily extend any ver-
tex v into a Kkt , see Proposition 7.2. If δk−1(H) < (1−
(
t−1
k−1
)−1
)n, then
many of our arguments would not hold. Therefore, improving Corol-
lary 1.5 (ii) seems difficult. As we have mentioned in the introduction,
we would like to know the asymptotic values of tk(n, t).
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