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Abstract. In this paper, we present some adaptive wavelet decompositions that can capture the directional nature
of images. Our method exploits the properties of seminorms to build lifting structures able to choose between
different update ﬁlters, the choice being triggered by the local gradient-type features of the input. In order to deal
with the variety and wealth of images, one has to be able to use multiple criteria, giving rise to multiple choice of
update ﬁlters. We establish the conditions under these decisions can be recovered at synthesis, without the need
for transmitting overhead information. Thus, we are able to design invertible and non-redundant schemes that
discriminate between different geometrical information to efﬁciently represent images for lossless compression
methods.
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1. Introduction
Wavelets have had a tremendous impact on signal pro-
cessing, both because of their unifying role and their
successinseveralapplications.Theapplicabilityofthe
wavelet transform (as well as for other multiresolution
decompositions) is somewhat limited, however, by the
linearity assumption. Coarsening a signal by means of
linear operators may not be compatible with a natural
coarseningofsomesignalattributeofinterest(e.g.,the
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shape of an object), and hence the use of linear pro-
cedures may be inconsistent in such applications. In
general, linear ﬁlters smear the singularities of a sig-
nal and displaces their locations, causing undesirable
effects.
Moreover, standard wavelets are often not suited
for higher dimensional signals because they are not
adapted to the ‘geometry’ of higher dimensional sig-
nal singularities. For example, an image comprises
smooth regions separated by piecewise regular curves.
Wavelets, however, are good at isolating the dis-
continuity across the curve, but they do not ‘see’
the smoothness along the curve. These observations
indicate the need for new representations which are204 Piella et al.
data-dependent. In the literature, one can ﬁnd several
approaches to introduce different kinds of adaptivity
or geometrical representations into multiresolution de-
compositions [1–7, 11, 14].
In [8, 12] we have introduced an adaptive wavelet
decompositionbasedonanadaptiveupdateliftingstep.
In particular, we have studied the case where the up-
date ﬁlter coefﬁcients are triggered by a binary deci-
sionobtainedbythresholdingtheseminormofthelocal
gradient-type features of the input. The lifting scheme
[13]canthereforechoosebetweentwodifferentupdate
linear ﬁlters: if the seminorm of the gradient is above
thethreshold,itchoosesoneﬁlter,otherwiseitchooses
the other. At synthesis, the decision is obtained in the
same way but using the gradient computed from the
bands available at synthesis. With such a thresholding-
decisionscheme,perfectreconstruction(i.e.,invertibil-
ity of the scheme) amounts to the so-called Threshold
Criterion, which says that the seminorm of the gradi-
ent at synthesis should be above the threshold only if
the seminorm of the original gradient is. An important
feature of this adaptive wavelet decomposition scheme
is that it is neither causal nor requires any bookkeep-
ing in order to perform perfect reconstruction. In [8],
wehavederivednecessaryandsufﬁcientconditionsfor
the invertibility of such adaptive schemes for various
scenarios. Several simulation results have been given
to illustrate the potential of adaptive schemes for pre-
serving the discontinuities in signals and images even
at low resolutions. Furthermore, it has been shown that
adaptiveschemesoftenyielddecompositionsthathave
lower entropies than schemes with ﬁxed update ﬁlters,
a property that is highly relevant in the context of com-
pression. In [9], we have analyzed the quantization ef-
fects on our adaptive scheme. In fact, we have been
able to derive conditions that guarantee perfect recon-
struction of the decision map (i.e., the choice of the
update ﬁlters).
Despite all these attractive properties, the adaptive
scheme proposed in [8] is not very ﬂexible in the sense
that it can only discriminate between two ‘geometric
events’ (e.g., edge region or homogeneous region). In
this paper, we extend the aforementioned scheme so
it can use multiple criteria giving rise to multi-valued
decision for choosing the update ﬁlters. In this way,
wecandiscriminatebetweendifferentgeometricstruc-
tures in order to capture the directional nature of im-
ages.
The paper is organized as follows. Section 2 gives a
brief overview of the threshold-based adaptive wavelet
schemes. Section 3 and Section 4 study a new decision
criterion based on comparing two or more seminorms.
General conditions for the invertibility of the result-
ing adaptive decompositions are provided. Section 5
shows how this comparing-seminorm criterion can be
easily combined with the Threshold Criterion. Section
6 presents some simulation results and analyzes the
potential of the proposed schemes for lossless com-
pression purposes. Finally, in Section 7 we draw some
conclusions and discuss future directions of research.
2. Previous Work
In this section, we describe a technique for building
adaptive wavelets by means of an adaptive update step
followed by a ﬁxed prediction lifting step. The adap-
tivity of the system lies in the choice between two dif-
ferent update ﬁlters. This choice depends on the local
information provided by all input bands.
Aninputsignal x0 : Zd → Rissplitintotwosignals
x, y where, possibly, y comprises more than one sub-
band, say ys1, ys2,...,ysM. The bands x, ys1,...,ysM,
which generally represent the polyphase components
of the analyzed signal x0, are the input bands for our
lifting scheme. In any case, we assume that the decom-
position x0  → (x,y) is invertible and hence we can
perfectly reconstruct x0 from its components x and y.
The ﬁrst signal x will be updated in order to obtain
an approximation signal x  whereas ys1,...,ysM will
be further predicted so as to generate a detail signal
y  ={ y 
s1,...,y 
sM}. In our lifting scheme, the update
step is adaptive while the prediction step is ﬁxed. This
implies that the signal y can be easily recovered from
the approximation x  and the detail y . The recovery of
x from x  and y is less obvious.
The basic idea underlying our adaptive scheme is
that the update parameters depend on the informa-
tion locally available within both signals x and y,a s
shown in Fig. 1. In this scheme D is a decision map
which uses inputs from all bands, i.e., D = D(x,y) =
D(x, ys1,...,ysP), and whose output is a decision pa-
rameter d ∈{ 0,1} which governs the choice of the
update step. More precisely, if dn is the output of D at
location n ∈ Zd, then the updated value x (n)i sg i v e n
Figure 1. Adaptive update lifting schemeCombining Seminorms in Adaptive Lifting Schemes and Applications 205
by
x (n) = αdnx(n) +
J  
j=1
μdn,j yj(n) , (1)
with yj(n) = ysj(n + lj),sj ∈{ s1,...,sM},lj ∈ L.
Here L is a window in Zd centered around the origin.
Note that the ﬁlter coefﬁcients depend on the output
d ∈{ 0,1} of the decision map D. Thus, presumed
that d is known for every location n, we can recover
the original signal x. One says in this case that Perfect
Reconstruction is possible.
We assume that
D(v(n)) = [p(v(n)) > T] ,
where [P] returns 1 if the predicate P is true, and 0
otherwise;pisaseminorm,T isathresholdandv(n) ∈
RJ is the gradient vector with components vj(n)g i v e n
by
vj(n) = x(n) − yj(n), j = 1,...,J.
For the coefﬁcients in (1) we assume that
α0 +
J  
j=1
μ0,j = α1 +
J  
j=1
μ1,j = 1
with αd  = 0 for both d = 0,1, and μ0,j  = μ1,j for
some j ∈{ 1,...,J}.
It is easy to show that the gradient vector at syn-
thesis v (n) ∈ RJ with components v 
j(n) = x (n) −
yj(n), j = 1,...,J, is related to v(n) by means of the
linear relation
v (n) = Adv(n) ,
where Ad = I−ub
T
d , I isthe J×J identitymatrix,and
u = (1,...,1)T,bd = (μd,1,...,μ d,J)T are vectors
of length J.
Thustheadaptiveupdateliftingstepisdescribedby:
 
v  = Adv
d = [p(v) > T] ,
(2)
where we have suppressed the argument ‘n’ from our
notation. Note that the determinant of the matrix Ad
is det(Ad) = 1 − uTbd = 1 −
 J
j=1 μd,j = αd.B y
assumption αd  = 0, hence Ad is invertible. It is not
difﬁcult to show that A
−1
d = I − ub
 T
d where b
 
d =
−bd/αd
Consider the adaptive update lifting step in (2). If
p(v) ≤ T at analysis, then the decision equals d = 0
and v  = A0v. If, on the other hand, p(v) > T, then
d = 1andv  = A1v.Tohaveperfectreconstructionwe
mustbeabletorecoverthedecisiond fromthegradient
vector at synthesis v . Here we shall restrict ourselves
to the case where d can be recovered by thresholding
the seminorm p(v ), i.e., the case that
d = [p(v) > T] = [p(v ) > T  ] ,
for some T   > 0. We formalize this condition in the
following criterion.
Threshold Criterion. Given a threshold T > 0, there
exists a (possibly different) threshold T   > 0 such that
(i)i fp(v) ≤ T then p(A0v) ≤ T  ;
(ii)i fp(v) > T then p(A1v) > T  .
It is obvious that the Threshold Criterion (TC) guar-
antees Perfect Reconstruction. In [8] we provide nec-
essary and sufﬁcient conditions for the TC to hold
and analyze several different choices for the semi-
norm, among which the quadratic seminorms and the
weighted gradient seminorms.
Before introducing new decision criteria, we give
somedeﬁnitionsandpropertieswhichwillbeusedfur-
ther on.
LetV beavectorspacewithseminormp.Foralinear
operator A : V → V wedeﬁnetheoperatorseminorm
p(A) and the inverse operator seminorm p−1(A)a s
p(A) = sup{p(Av)|v ∈ V and p(v) = 1}
p−1(A) = sup{p(v)|v ∈ V and p(Av) = 1}.
In the last expression we use the convention that
p−1(A) =∞if p(Av) = 0 for all v ∈ V, unless p is
identically zero, in which case both p(A) and p−1(A)
are zero. Throughout the remainder, we will discard
the case where p is identically zero and, consequently,
we will always have p−1(A) > 0.
Note that we cannot have p(A) = 0. Indeed, if
p(A) = 0, then by deﬁnition we have that for all
v ∈ V, p(Av) = 0 and, for invertible operators A,
this means that for all v ∈ V, p(v) = 0, which is in
contradiction with the assumption that p is not the null
function.
Proposition2.1. LetVbeaHilbertspace,letp:V →
R+beaseminormand A : V → V beaboundedlinear206 Piella et al.
operator. If p(A) < ∞, the
p(Av) ≤ p(A)p(v) fo rallv ∈ V.
Proof: The property straightforwardly follows from
the deﬁnition of p(A) when p(v)  = 0. If p(v) = 0, it
is a consequence of property (b) of seminorms given
by Proposition 3 in [8], that is, p(A) < ∞ is equiv-
alent to the implication p(v) = 0 ⇒ p(Av) = 0 for
v ∈ V.
3. Comparing Two Seminorms
3.1. Main Results
The goal of this section is to ﬁnd a decision rule al-
lowing to compare two seminorms and which allows
Perfect Reconstruction. The conditions at analysis will
be given by:
 
d = 0 ⇔ p0(v) ≤ p1(v)
d = 1 ⇔ p0(v) > p1(v) ,
(3)
where p0 and p1 are two seminorms not equal to the
nullfunction.Oncethedecisionisobtained,theupdate
step is performed as in (1).
Atsynthesis,similarconditionswillbeused,replac-
ing v by the modiﬁed gradient vector v  = Adv:
 
(i) p0(v ) ≤ p1(v ) ⇔ d  = 0
(i) p0(v ) > p1(v ) ⇔ d  = 1.
(4)
It is evident that Perfect Reconstruction (PR) arises if
d = d .
The result providing necessary and sufﬁcient condi-
tions for PR is similar to that for the TC.
Proposition 3.1. Perfect reconstruction holds if and
only if the following two conditions are satisﬁed:
∀v ∈ V,
 
p0(v) ≤ p1(v) ⇒ p0(A0v) ≤ p1(A0v)
p0(v) > p1(v) ⇒ p0(A1v) > p1(A1v).
(5)
Proof: Assume ﬁrst that (5) holds. We show that PR
is achieved only if d = d .
Suppose p0(v ) ≤ p1(v ) (i.e. d  = 1) and d = 1. In
this case, we get p0(A1v) ≤ p1(A1v). From the sec-
ond equation in (5), we obtain p0(v) < p1(v) which,
according to (3), is equivalent to d = 0. This contra-
diction with the starting assumption d = 1 shows that
in order to have PR we need d = 0.
Suppose p0(v ) > p1(v ) (i.e. d  = 1) and d = 0.
We get p0(A0v) > p1(A0v). From the ﬁrst equation
in (5), it follows that p0(v) > p1(v) and this leads to
d = 1 for PR.
If we now assume that PR holds, (3) and (4) clearly
show that (5) is satisﬁed.
Remark 3.2. Conditions in (5) show that the admis-
sible domain for (A0, A1) (resp. (b0,b1)) correspond-
ing to the necessary and sufﬁcient conditions for PR
is separable, i.e., it may be separated in an admissi-
ble domain for A0 (resp. b0) and another one for A1
(resp. b1). Besides, the second condition in (5) may be
rewritten as:
∀v ∈ V, p0(A1v) ≤ p1(A1v) ⇒ p0(v) ≤ p1(v).
As A1 isinvertible,byintroducingw = A1v,theabove
expression is equivalent to
∀w ∈ V, p0(w) ≤ p1(w)⇒p0
 
A
−1
1 w
 
≤ p1
 
A
−1
1 w
 
.
The second condition for PR is therefore identical to
the ﬁrst one, by replacing A0 by A
−1
1 . Moreover, since
A0 = I − ub
T
0 and A1 = I − ub
 T
1 , where b
 
1 =
−α
−1
1 b1, we have a symmetry between the admissible
domains for b0 and b1: the second one is derived from
the ﬁrst one by replacing b0 by −α
−1
1 b1.
Let us now introduce some deﬁnitions that will be
useful in the sequel:
p10(A0) = inf{p1(A0v)|v ∈ V and p0(v)
≤ p1(v) = 1} (6)
p01(A1) = inf{p0(A1v)|v ∈ V and p1(v)
≤ p0(v) = 1}. (7)
Observe that in order to deﬁne p10 the set
S10 ={ v | p0(v) ≤ p1(v) = 1}
needs to be non-empty. 1 Analogously, in order to de-
ﬁne p01, the set S01 = v | p1(v) ≤ p0(v) = 1} needs to
be non-empty.
Another important observation is that, in case the
above quantities exist, they are ﬁnite.
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(a) If S10  =∅and p0(v) ≤ p1(v), then p1(A0v) ≥
p10(A0)p1(v).
(b) If S10  =∅and p1(v) ≤ p0(v), then p0(A1v) ≥
p01(A1)p0(v).
Proof: We proof statement (a). The proof of (b) is
analogous.
If p1(v)  = 0 we can choose v  = v
p1(v).Then,
p0(v ) ≤ p1(v ) =
p1(v)
p1(v) = 1 and, by deﬁnition,
p1(A0v ) ≥ p10(A0). Therefore, we get
p1(A0v)
p1(v) ≥
p10(A0), which implies p1(A0v) ≥ p10(A0)p1(v).
If p1(v) = 0, then p1(A0v) ≥ 0 is always true.
Note that statements (a) and (b) from the previous
lemma imply, respectively,
p10(A0) ≤ p1(A0)i f p1(A0) < ∞ and
p01(A1) ≤ p0(A1)i f p0(A1) < ∞.
The main result of this section provides sufﬁcient con-
ditions for (5) to hold.
Proposition 3.4. Sufﬁcient conditions for the perfect
reconstruction relations in (5) to be satisﬁed are:
S10  =∅ , S01  =∅ , (8)
p10(A0) ≥ p0(A0) (9)
p01(A1) ≥ p1(A1) (10)
Proof: We have to prove that if conditions (8)–(10)
hold, then (5) is satisﬁed. We use the fact that since
p10, p01 exist, they are bounded and hence, according
to (9)–(10), pd(Ad) < ∞,d = 0,1.
In order to prove the ﬁrst relation in (5), we sup-
pose that p0(v) ≤ p1(v). As p0(A0) < ∞, we get
p0(A0v) ≤ p0(A0)p0(v) (see Proposition 2.1). From
Lemma 3.3(a), we have p1(A0v) ≥ p10(A0)p1(v),
and since p10(A0) ≥ p0(A0) we obtain p1(A0v) ≥
p0(A0)p1(v) ≥ p0(A0)p0(v) ≥ p0(A0v). This proves
the ﬁrst relation.
Now we show the second condition in (5). Sup-
pose p0(v) > p1(v). We know that p1(A1v) ≤
p1(A1)p1(v).FromLemma3.3(b),wehave p0(A1v) ≥
p01(A1)p0(v), and since p01(A1) ≥ p1(A1)  = 0, it fol-
lows that p0(A1v) ≥ p1(A1)p0(v) > p1(A1)p1(v) ≥
p1(A1v),whichimplies p0(A1v)> p1(A1v)andproves
the second relation in (5).
Note that if (9)–(10) are satisﬁed, since pd(Ad)  = 0,
one necessarily has:
p10(A0)  = 0, p01(A1)  = 0.
3.2. A Case of Study: The Weighted Seminorm
p(v) =| aTv|
Consider an adaptive wavelet scheme with the deci-
sion rules described in the previous subsection (i.e.,
(3) at analysis and (4) at synthesis). Let p0, p1 be the
weighted seminorms [8]:
p0(v) =
 
 aT
0 v
 
 , p1(v) =
 
 aT
1 v
 
  ,
where a0  = 0 and a1  = 0. In order to study the PR
conditions (8)–(10), we should calculate p10(A0) and
p01(A1). Here we illustrate how to compute p10(A0).
By deﬁnition,
p10(A0) = inf
  
 aT
1 A0v
 
 
 
 aT
0 v
 
  ≤
 
 aT
1 v
 
  = 1
 
.
We distinguish two cases, namely a0 and a1 are or are
not collinear.
(i) a0 and a1 are collinear. In this case, we can write
a0=γa1,γ∈R∗, which is of no practical interest
since it leads to a non-adaptive scheme.2
(ii) a0 and a1 are not collinear. Deﬁne c = AT
0 a1.I n
this case, we can express
c = c0a0 + c1a1 + ˜ c,
where (c0,c1) ∈ R2, ˜ c ∈ Span⊥{a0,a1}. We get:
p1(A0v) =
 
 aT
1 A0v
 
  =| cTv|=
 
 c0aT
0 v + c1aT
1 v
+ ˜ cTv
 
  ≥ 0.
Inordertoﬁnd p10(A0),wehavetominimizetheabove
expressionundertheconstraint|aT
0 v|≤| aT
1 v|=1.We
get the result below (see Appendix A for the proof).
Lemma 3.5. Consider the two seminorms: p0(v) =
|aT
0 v|, p1(v) =| aT
1 v| with a0 and a1 non-collinear
vectors, and deﬁne c = AT
0 a1 = c0a0 + c1a1 + ˜ c.
Then,
p10(A0)
=
⎧
⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎩
|c1|−| c0| if uTa1  = 0 and b0
=
(1 − c1) − a1 − c0a0
uTa1
,with|c1|
> |c0| and ˜ c = 0
0 otherwise.208 Piella et al.
A similar reasoning yields an analogous result for
p01(A1).
We are now able to study the sufﬁcient PR con-
ditions (8)–(10). We slightly modify our notation by
introducing:
c0 = AT
0 a1 = c0
0a0 + c0
1a1 + ˜ c0,
c1 = AT
1 a0 = c1
0a0 + c1
1a1 + ˜ c1,
where (˜ c0, ˜ c1) ∈ Span⊥{a0,a1}.
Assume (80)–(10) hold. Thus p10(A0)  = 0, p01
(A1)  = 0 and pd(Ad) < ∞. From this last condition,
weget[8]eitheruTad = 0,whichimplies pd(Ad) = 1,
or uTad  = 0 and bd = γdad,γ d ∈ R which implies
pd(Ad) =| αd|.
Ontheotherhand,accordingtoLemma3.5,wehave
anequivalencebetweenthefactthat p10(A0)  = 0(resp.
p01(A1)  = 0) and the expression of b0 (resp. b1):
b0 =
 
1 − c0
1
 
a1 − c0
0a0
uTa1
, with uTa1  = 0,
 
 c0
1
 
  >
 
 c0
0
 
 
and ˜ c0 = 0 ,
which leads to p10(A0) =
 
 c0
1
 
  −
 
 c0
0
 
 .
By discarding non-compatible constraints, for con-
ditions (9)–(10) in Proposition 3.4 to be satisﬁed, we
obtain:
uTa0  = 0, uTa1  = 0
b0 = γ0a0 =
 
1 − c0
1
 
a1 − c0
0a0
uTa1
, with
 
 c0
1
 
  >
 
 c0
0
 
 
b1 = γ1a1 =
 
1 − c1
0
 
a0 − c1
1a1
uTa0
, with
 
 c1
0
 
  >
 
 c1
1
 
 .
As we have made the hypothesis that a0 and a1 are not
collinear, we ﬁnally get:
c0
1 = c1
0 = 1,
 
 c0
0
 
  < 1,
 
 c1
1
 
  < 1 ,
hence
b0 =−
c0
0
uTa1
a0, b1 =
c1
1
uTa0
a1.
Thus p01(A1) = 1 −| c1
1| and p10(A0) = 1 −| c0
0|.
By gathering these conditions, we have the following
result.
Proposition 3.6. Sufﬁcient conditions for PR to hold
for a criterion based on the comparison of the two
seminorms p0(v) =| aT
0 v|and p1(v) =| aT
1 v|,wherea0
and a1 are not collinear, are that uTa0  = 0,uTa1  = 0
and
b0 =
β0
uTa1
a0, b1 =
β1
uTa0
a1 , (11)
where 0 < |α0|≤1 −| β0| and 0 < |α1|≤1 −| β1|.
The last two conditions stem from the inequalities
1 −| β0|=p10(A0) ≥ p0(A0) =| α0| and 1 −| β1|=
p01(A1) ≥ p1(A1) =| α1|.
Example 3.7. Consider the weight vectors a0 =
(1,0,1,0)T and a1 = (0,1,0,1)T. We can apply the
previousresultstoone-dimensional,aswellastomulti-
dimensional signals. Depending on this, the gradient
vector will correspond to different neighborhoods.
For example, if we consider a two-dimensional
neighborhood indexed as in Fig. 2, this corresponds
to the following seminorms:
p0(v) =| v1 + v3| and p1(v) =| v2 + v4| , (12)
related, respectively, to a horizontal and a vertical sec-
ond order derivative ﬁlter.
This has the following geometric interpretation. If
p0(v) ≤ p1(v), and hence d = 0, then the vertical
derivative2x −y2−y4 dominatesintheabsolutevalue
the horizontal derivative 2x − y1 − y3. Consequently,
it seems preferable to update x along the horizontal
direction.
As shown by Proposition 3.6, PR is achieved if
b0 =
β0
2
(1,0,1,0)T, b1 =
β1
2
(0,1,0,1)T,
and 0 ≤ β0,β 1 < 1.
Moregenerally,letD0 beasubsetof{1,...,K}with
K ∈ N∗.Leta0 = (a0(k))1≤k≤K anda1 = (a1(k))1≤k≤K
Figure 2. Indexing of samples in a 3×3 window centered at x(n).Combining Seminorms in Adaptive Lifting Schemes and Applications 209
with, for all k ∈{ 1,...,K}
a0(k) =
 
1i f k ∈ D0
0 otherwise
a1(k) =
 
1i f k / ∈ D0
0 otherwise
In other words, the components of a0 and a1 are
complementary in binary representation. This allows
to compare the decision made on two disjoint sets of
neighbors {yk,k ∈ D0} and {yk,k / ∈ D0}. For instance,
if we choose
a0 = (1,0,1,0,...,0)T ∈ R2K,
a1 = (0,1,0,1...,1)T ∈ R2K ,
we are looking for the lowest gradient value between
Kx−
 K
k=0 y2k+1 and Kx−
 K
k=0 y2k.
In the general case, by applying Proposition 3.6, a
sufﬁcient condition for PR is that
b0 =
β0
K
a0, b1 =
β1
K0
a1,
with K0 = card D0, K1 = K − K0,0 ≤ β0 < 1 and
0 ≤ β1 < 1.
As, in this case, the update is proportional with the
arithmetic mean of the neighboring samples, we can,
for example, take α0 equal to the coefﬁcients of the
update ﬁlter, i.e., α0 = β0/K0, and therefore
β0 =
K0
K0 + 1
.
In a similar manner, we obtain α1 = β1/K1 and β1 =
K1/(K1 + 1).
Example 3.8. Consider now the vectors a0 =
(1,1,0,0)T and a1 = (1/2,1/2,1/2,1/2)T. We com-
pare their corresponding seminorms:
p0(v) =| v1 + v2| and
p1(v) =
|v1 + v2 + v3 + v4|
2
,
or, in other words, we want to know which one of the
averages (y1 + y2)/2o r(y1 + y2 + y3 + y4)/4 is closer
to the sample x to be updated.
The ﬁlter coefﬁcients in (11) are given by:
b0 =
β0
2
(1,1,0,0)T, b1 =
β1
4
(1,1,1,1)T ,
and again 0 ≤ β0,β 1 < 1.
More generally, we can compare two ‘averages’,
computedonarbitrarynestedneighborhoods.LetD0  =
∅⊂{ 1,...,K} with K ∈ N∗ and
p0(v)=
 
 
 
 x −
 
k∈D0 yk
K0
 
 
 
 , p1(v) =
 
 
 
 x −
 K
k=1 yk
K
 
 
 
 ,
with K0 = card D0.
Then,a0 = (a0(k))1≤k≤K where,forallk ∈{ 1,...,K},
we have:
a0(k) =
⎧
⎨
⎩
1
K0
if k ∈ D0
0 otherwise ,
and a1 = u
K . According to Proposition 3.6, we get
b0 = β0a0,b1 = β1a1, with 0 ≤ β0,β 1 < 1.
3.2.1. Counter-Example: Switching Between Hori-
zontal and Vertical Filters. Proposition 3.6 (or more
generally Proposition 3.4) provides sufﬁcient condi-
tions for PR to hold. However, as we will show in this
counter-example, they are not necessary.
Let us consider again the derivative criteria intro-
duced at the beginning of Example 3.7. The two semi-
norms used in the decision map govern respectively
the horizontal and the vertical gradient, as deﬁned
in (12).
We assume that the update ﬁlters Ud have 4 taps
corresponding with the detail coefﬁcients labeled by
y1,...,y4. The ﬁlter coefﬁcients bd are chosen now as
follows:
bd = (μd,η d,μ d,η d)T for d = 0,1. (13)
This means in particular that only the four horizontal
and vertical neighbors y1, y2, y3, y4 are used to update
the approximation signal. For example, if d = 0, then
the update operation reduces to:
x  = α0x + μ0(y1 + y3) + η0(y2 + y4). (14)
Let v  be the gradient vector at synthesis, i.e.,
v 
j = x  − yj. A straightforward calculation shows
that
|v 
1 + v 
3|=| (1 − 2μd)(v1 + v3) − 2ηd(v2 + v4)|
|v 
2 + v 
4|=|−2μd(v1 + v3) + (1 − 2ηd)(v2 + v4)|.
If we can choose the coefﬁcients μ0,η 0,μ 1,η 1 in such210 Piella et al.
a way that
p0(v) ≤ p1(v) ⇐⇒ p0(v ) ≤ p1(v ) ,
then we can recover the original decision from the gra-
dientvectoratsynthesis,andhenceperfectreconstruc-
tion is possible in this case.
Proposition 3.9. Let p0 and p1 be deﬁned by (12)
and consider the update ﬁlters given by (13). Then, in
ordertohaveperfectreconstructionitisnecessaryand
sufﬁcient that
η0 ≤ μ0 and μ0 + η0 <
1
2
,
μ1 ≤ η1 and μ1 + η1 <
1
2
.
Proof: See Appendix B.
The obtained necessary and sufﬁcient conditions are
clearly less restrictive than those derived from Propo-
sition 3.6, since the vectors b0 and b1 are not re-
stricted to be collinear to a0 and a1, respectively.
The sufﬁcient condition (see Example 3.7) provides
the segments η0 = 0,μ 0 ∈ [0, 1
2) and μ1 = 0,
η1 ∈ [0, 1
2), which are the longest segments con-
tained in the admissible domains for (μ0,η 0) and
(μ1,η 1).
3.2.1.1. Experiment (Switching Between Horizontal
andVerticalFilters-Fig.3). Weconsidera2Dsquare
sampling scheme such as depicted in Fig. 2. We adopt
a new notation yv, yh, yd of the y-bands, replacing
y1, y4, y8. This reﬂects the fact that, after the predic-
tion stage, the corresponding outputs y 
v, y 
h, y 
d are of-
ten called the vertical, the horizontal, and the diagonal
detail bands, respectively.
We choose the update ﬁlter coefﬁcients like in (13)
with μ0 = η1 = 0 and μ1 = η0 − 1/4. Obviously
the conditions in Proposition 3.9 are satisﬁed. After
the update step, we compute the detail images with the
prediction scheme:
y 
h = yh − x  (15)
y 
v = yv − x  (16)
y 
d = yd − x  − y 
v − y 
h. (17)
We apply this decomposition to the original image
depicted at the top left of Fig. 3. The decision map is
shown at the top right. White pixels show the regions
where the horizontal gradient was larger than the verti-
cal. In such regions, the vertical-oriented update ﬁlter
will be used. The approximation and horizontal detail
images are shown in the second row. The diagonal de-
tailisdisplayedinthebottomrow,ontheleft.Wecom-
pare this scheme with the non-adaptive scheme where
we perform an isotropic ﬁltering (in the vertical and
horizontal directions), i.e., μ = η = 1/8. The corre-
spondingapproximationandhorizontalimagesaredis-
playedinthethirdrowofFig.3,andthediagonaldetail
imageontherightofthebottomrow.Wecaneasilysee
that the approximation image obtained in the adaptive
case preserves the edges in contrast with the one ob-
tained in the non-adaptive scheme. Consequently, the
detailimagesobtainedintheadaptivecase‘capture’the
edges in a more compact way than in the non-adaptive
case.
4. Case of N Seminorms
In this section, we shall consider N seminorms, de-
noted by p0, p1,...,pN−1. The decision map will no
longer be binary, but it will take N values, d(v) ∈
{0,1,...,N − 1}. The same is true for the decision
values at synthesis, d(v ). The decision criterion will
bebasedonthecomparison,ateachpoint,betweenthe
values of the seminorms.
At analysis, without loss of generality, if min
{p0(v), p1(v),...,pN−2(v)} < pN−1(v),thenwehave
one of the following situations:
⎧
⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎩
p0(v) < pN−1(v)
p0(v) ≤ p1(v)
. . . ⇔ d(v) = 0
p0(v) ≤ pN−2(v)
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
p1(v) < pN−1(v)
p1(v) < p0(v)
p1(v) ≤ p2(v) ⇔ d(v) = 1
. . .
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Figure 3. Decompositions (level 1) corresponding with Experiment 3.2.1.1. Top: input image (left) and decision map (right). Second row:
approximation(left)andhorizontaldetail(right)imagesintheadaptivecase.Thirdrow:approximation(left)andhorizontaldetail(right)images
in the non-adaptive case. Bottom: diagonal detail images in the adaptive (left) and non-adaptive (right) cases.
and so on up to
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
pN−2(v) < pN−1(v)
pN−2(v) < p0(v)
pN−2(v) < p1(v) ⇔ d(v) = N − 2,
. . .
pN−2(v) < pN−3(v)
while if min{p0(v), p1(v),...,pN−2(v)}≥pN−1(v),
then
⎧
⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎩
pN−1(v) ≤ p0(v)
pN−1(v) ≤ p1(v)
. . .
pN−1(v) ≤ pN−2(v)
⇔ d(v) = N − 1.
At synthesis, we shall apply the same rules replacing
v by v  = Adv.
Proposition 4.1. Sufﬁcient conditions for PR
are:
⎧
⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎩
p0(v) < pN−1(v)
p0(v) ≤ p1(v)
. . .
p0(v) ≤ pN−2(v)
⇒
⎧
⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎩
p0(A0v) < pN−1(A0v)
p0(A0v) ≤ p1(A0v)
. . .
p0(A0v) ≤ pN−2(A0v)
. . .
⎧
⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎩
pN−1(v) ≤ p0(v)
pN−1(v) ≤ p1(v)
. . .
pN−1(v) ≤ pN−2(v)
⇒
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
pN−1(AN−1v)
≤ p0(AN−1v)
pN−1(AN−1v)
≤ p1(AN−1v)
. . .
pN−1(AN−1v)
≤ pN−2(AN−1v).212 Piella et al.
Proof: Let us consider the ﬁrst implication in the
proposition. Assume that d  = 0. If d  = 0, then d
can take any value in {1,...,N −1}. For example, let
d = 1. By hypothesis, it follows that:
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
p1(A1v) < pN−1(A1v)
p1(A1v) < p0(A1v)
p1(A1v) ≤ p2(A1v)
. . .
p1(A1v) ≤ pN−2(A1v).
The second inequality from the above system,
p1(A1v) < p0(A1v), is in contradiction with the hy-
pothesis p0(Adv) ≤ p1(Adv), when d=1. A similar
argument can be used for d∈{2,...,N − 1}. There-
fore, we have proven by contradiction that d = 0. The
other implications follow in the same way.
Thepreviouspropositionalsoappearsasaconsequence
of the following more general result.
Proposition 4.2. Let us consider at analysis a deci-
sion map deﬁned by
d : V →{ 0,...,N − 1}
v  → d(v) ,
and the decision regions
∀i ∈{ 0,...,N − 1}, Di ={ v ∈ V |d(v) = i}
forming a partition of V:
V =
N−1  
i=0
Di, Di  =∅ and Di ∩ Dj = φ
if i = j.
At synthesis, we have v  = Ad(v)v, and the decision
rule is:
d (v ) = d(Ad(v)v).
Then, we have that:
(i) PR holds if and only if ∀v,d(Ad(v)v) = d(v).
(ii) A necessary and sufﬁcient condition for this to be
satisﬁed is:
∀i ∈{ 0,1,...,N − 1},
if d(v) = it h e nd (Aiv) = i. (18)
Proof: The proof of (i) is straightforward. We prove
(ii).
Assume that (18) holds. As before, we suppose
d(Ad(v)v) = i and d(v)  = i. In this case, as {Di},i =
0,...,N − 1, is a partition of V, there exists j  = i ∈
{0,...,N − 1} such that d(v) = j, which, according
to (18), implies that d(Ajv) = j. But we also have
d(Ajv) = i, which obviously leads to a contradiction
as Di ∩ Dj =∅ . This shows that PR is satisﬁed.
Conversely, if PR condition holds, (18) is straight-
forwardly satisﬁed.
A weaker condition for PR (i.e., sufﬁcient in order
to have the previous necessary and sufﬁcient con-
ditions satisﬁed) is to have simultaneously all the
following implications:
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
p0(v) < pN−1(v) ⇒ p0(A0v) < pN−1(A0v)
p0(v) ≤ p1(v) ⇒ p0(A0v) ≤ p1(A0v)
. . .
p0(v) ≤ pN−2(v) ⇒ p0(A0v) ≤ pN−2(A0v)
p1(v) < pN−1(v) ⇒ p1(A1v) < pN−1(A1v)
p1(v) < p0(v) ⇒ p1(A1v) < p0(A1v)
. . .
p1(v) ≤ pN−2(v) ⇒ p1(A1v) ≤ pN−2(A1v)
. . .
pN−1(v) ≤ p0(v) ⇒ pN−1(AN−1v)
≤ p0(AN−1v)
. . .
pN−1(v) ≤ pN−2(v) ⇒ pN−1(AN−1v)
≤ pN−2(AN−1v).
The above conditions can be combined pairwise, so as
to get:
 
pN−1(v) ≤ p0(v) ⇒ pN−1(AN−1v) ≤ p0(AN−1v)
pN−1(v) > p0(v) ⇒ pN−1(A0v) > p0(A0v)
 
p0(v) ≤ p1(v) ⇒ p0(A0v) ≤ p1(A0v)
p0(v) > p1(v) ⇒ p0(A1v) > p1(A1v)
and so on. In this way, a sufﬁcient condition for PR is
expressed as a set of N(N − 1)/2 conditions, each of
them involving only two seminorms. These conditions
are actually similar to those in (5) and the results in
Section 2 can therefore be applied to translate them
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Example4.3. Necessaryandsufﬁcientconditionsfor
PR in Proposition 4.2 for N = 3 can be written
as:
 
p0(v) < p2(v)
p0(v) ≤ p1(v)
=⇒
 
p0(A0v) < p2(A0v)
p0(A0v) ≤ p1(A0v)
 
p1(v) < p2(v)
p1(v) < p0(v)
=⇒
 
p1(A1v) < p2(A1v)
p1(A1v) < p0(A1v)
 
p2(v) ≤ p0(v)
p2(v) ≤ p1(v)
=⇒
 
p2(A2v) ≤ p0(A2v)
p2(A2v) ≤ p1(A2v),
and a sufﬁcient condition for this is:
 
p2(v) ≤ p0(v) =⇒ p2(A2v) ≤ p0(A2v)
p2(v) > p0(v) =⇒ p2(A0v) > p0(A0v)
 
p2(v) ≤ p1(v) =⇒ p2(A2v) ≤ p1(A2v)
p2(v) > p1(v) =⇒ p2(A1v) > p1(A1v)
 
p0(v) ≤ p1(v) =⇒ p0(A0v) ≤ p1(A0v)
p0(v) > p1(v) =⇒ p0(A1v) > p1(A1v)
In particular, let p0(v) =| aT
0 v|, p1(v) =| aT
1 v| and
p2(v) =| aT
2 v|. Assume that a0,a1,a2 are not pairwise
collinearandsuchthatuTa0 = uTa1 = uTa2 = ξ  = 0.
Then we have the following sufﬁcient conditions for
PR:
bi =
βiai
ξ
, where 0 ≤ βi < 1, i = 0,1,2.
For example, if a0 = (1,0,1,0)T,a1 = (0,1,0,1)T
and a2 = 1
2(1,1,1,1)T, then
b0 =
β0
2
(1,0,1,0)T, b1 =
β1
2
(0,1,0,1)T,
b2 =
β2
4
(1,1,1,1)T,
where 0 ≤ βi < 1,i = 0,1,2.
For 1D signals (see indexing in Fig. 4), this
corresponds to comparing the gradient information
on the left-hand side of the sample to be updated
Figure 4. Example of indexing the input samples for one-dimensional signals.
with the gradient information on the right-hand side
and also with the gradient computed from both
sides.
For images (see indexing in Fig. 2), this crite-
rion amounts to comparing gradients in horizontal
and vertical directions with a gradient taking into
account isotropic information from the closest four
neighbors.
5. Combining two Seminorms
with the Threshold Criterion
Wecanalsocombinethecomparisonoftwoseminorms
with a TC for each one of them. We end up with four
decision regions, described by, e.g.,
p0(v) ≤ p1(v) and p0(v) ≤ T0 ⇔ d = 0 (19)
p0(v) ≤ p1(v) and p0(v) > T0 ⇔ d = 1 (20)
p0(v) > p1(v) and p1(v) ≤ T1 ⇔ d = 2 (21)
p0(v) > p1(v) and p1(v) > T1 ⇔ d = 3, (22)
where T0,T1 are two positive threshold values. A
similar rule with threshold values T  
0,T  
1 is used at
synthesis.
ByProposition4.2,thefollowingnecessaryandsuf-
ﬁcient conditions for PR are obtained:
 
p0(v) ≤ p1(v)
p0(v) ≤ T0
⇒
 
p0(A0v) ≤ p1(A0v)
p0(A0v) ≤ T  
0
 
p0(v) ≤ p1(v)
p0(v) > T0
⇒
 
p0(A1v) ≤ p1(A1v)
p0(A1v) > T  
0
 
p0(v) > p1(v)
p1(v) ≤ T1
⇒
 
p0(A2v) > p1(A2v)
p1(A2v) ≤ T  
1
 
p0(v) > p1(v)
p1(v) > T1
⇒
 
p0(A3v) > p1(A3v)
p0(A3v) > T  
1
Again, a sufﬁcient condition for the above relations to
holdisthatalltheimplicationsbemetindividually,that214 Piella et al.
is,
 
p0(v) ≤ T0 ⇒ p0(A0v) ≤ T  
0
p0(v) > T0 ⇒ p0(A1v) > T  
0
(23)
 
p0(v) ≤ T1 ⇒ p0(A2v) ≤ T  
1
p0(v) > T1 ⇒ p0(A3v) > T  
1
(24)
 
p0(v) ≤ p1(v) ⇒ p0(A0v) ≤ p1(A0v)
p0(v) > p1(v) ⇒ p0(A2v) > p1(A2v)
(25)
 
p0(v) ≤ p1(v) ⇒ p0(A1v) ≤ p1(A1v)
p0(v) > p1(v) ⇒ p0(A3v) > p1(A3v).
(26)
NotethattheTCcanbecombinedinanobviousmanner
with several seminorms. In Section 6, we give three
examples (Experiments 6.3–6.5).
Proposition5.1. Considerthedecisionrulegivenby
(19)–(22), with p0(v) =| aT
0 v| and p1(v) =| aT
1 v|,
wherea0 anda1 arenotcollinear.Asufﬁcientcondition
for PR is that uTa0  = 0,uTa1  = 0,T  
0 =| α0|T0,T  
1 =
|α2|T1 and
b0 =
β0
uTa1
a0, b1 =
β1
uTa1
a0, (27)
b2 =
β2
uTa0
a1, b3 =
β3
uTa0
a1, (28)
where ∀i ∈{ 0,1,2,3},0 < |αi|≤1−|βi| and |α0|≤
|α1|,|α2|≤| α3|.
Proof: In order to satisfy the threshold criteria (23)–
(24), it is necessary and sufﬁcient [8] to have:
b0 = γ0a0, b1 = γ1a0,
with γ0,γ 1 such that |α0|≤| α1|
b2 = γ2a1, b3 = γ3a1,
with γ2,γ 3 such that |α2|≤| α3|,
and choose T  
0 ∈ [|α0 |T0,|α1 |T0],T  
1 ∈ [|α2 |T1,
|α3 |T1]. The above collinearity relations are consis-
tent with (27)–(28). On the other hand, Eqs. (27)–
(28) (by Proposition 3.6) guarantee that (25)–(26) are
satisﬁed.
Example 5.2. Consider the case where a0 =
(1,0,1,0)T,a1 = (0,1,0,1)T, and T0 = T1 = T.
According to the previous proposition, we can have
PR by taking
b0 =
β0
2
(1,0,1,0)T, b1 =
β1
2
(1,0,1,0)T,
b2 =
β2
2
(0,1,0,1)T, b3 =
β3
2
(0,1,0,1)T,
with 0 ≤ β1 ≤ β0 < 1,0 ≤ β3 ≤ β2 < 1, and
choosing synthesis thresholds T  
0 = (1 − β0)T,T  
1 =
(1 − β2)T.
In particular, we can take β1 = β3 = 0, which
corresponds to an identity update ﬁlter (no up-
date) when a discontinuity is detected, that is, when
min{p0(v), p1(v)} > T. Otherwise, the update is per-
formed using either b0 or b2, depending on the lowest
gradient value.
6. Simulations
6.1. Experimental Setup
Fortheexperiments,weconsiderthelabelingshownin
Fig. 2, and the same prediction scheme than in Exper-
iment 3.2.1.1; see (15)–(17). As input image we will
ﬁrst consider the synthetic image ‘Rect2’ depicted at
the top left of Fig. 5. Further on, we will repeat the
simulations for some other synthetic images as well as
for various natural images.
For coding purposes, it is important to normal-
ize the approximation and detail coefﬁcients at each
level of decomposition. The approximation coefﬁ-
cients are multiplied by a constant s whereas the de-
tail coefﬁcients are multiplied by 1/s. If we impose
the approximation signal to preserve the energy of
the input signal, then the (low-pass) ﬁlter coefﬁcients
should be scaled such that their l2-norm is 1. That
is,
s2
 
α2 +
J  
j=1
μ2
j
 
= 1,
which leads to s = 1/
 
(α2 +
 J
j=1 μ2
j).
The threshold T, when used, is chosen rather heuris-
tically, with its value depending on the test image and
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Figure 5. Original image and partition of the decision map corresponding with Experiment 6.1.
6.1. Experiment (Switching Between Horizontal,
Vertical and Diagonal Filters -Fig. 6)
In this experiment, the decision criterion is based on
the comparison between seminorms, such as in Sec-
tion 4. We consider the seminorms pi(v) =| aT
i v|,i =
0,...,3, with
a0=(1,0,1,0,0,0,0,0)T,a1=(0,1,0,1,0,0,0,0)T,
correspondingtothehorizontalandverticaldirections,
and
a2=(0,0,0,0,1,0,1,0)T,a3=(0,0,0,0,0,1,0,1)T,
corresponding to both diagonal directions. For PR we
choosetheﬁltersbi = ai (henceβi = 1
2),i = 0,...,3.
Following Section 4, the decision criterion amounts
to updating the image in the direction with lowest
gradient.
Figure 5 depicts the original image and the decision
partitions after one level of decomposition. The white
pixels show the regions where d = 1 (top right), d = 2
(bottom left) and d = 3 (bottom right). The decision
map for d = 0 (which is not shown) would correspond
to the complement of the union of the previous maps.
Figure 6 shows the multiresolution decomposition
(for two levels) of such scheme. In the upper-left quar-
ter, the second level is displayed. Starting from the
top left and going clockwise: approximation, verti-
cal, horizontal and diagonal detail images. The upper-
right, bottom-right and bottom-left quarters show re-
spectively the vertical, horizontal and detail ﬁrst-level
details.
For comparison, we also display the decomposi-
tion images obtained with an isotropic (non-adaptive)
ﬁltering (Fig. 7) and the switching between horizontal
and vertical ﬁltering (Fig. 8).
One can observe that the edges are better preserved
in the approximation image obtained by the switch-216 Piella et al.
Figure 6. Multiresolution decomposition by switching between horizontal, vertical and both diagonal ﬁlters corresponding with Experiment
6.1.
ing of the four possible directional update ﬁlters. The
decision map of these scheme is able to distinguish be-
tweenhorizontal,verticalandbothdiagonaldirections,
and apply the low-pass ﬁlter along the corresponding
direction.Thisavoidsblurringtheedgesintheapprox-
imation as well as obtaining detail images with less
detail information.
6.2. Experiment (Switching Between Horizontal,
Vertical and Isotropic Filters -Fig. 10)
Similarly to the previous experiment, we switch be-
tween update ﬁlters in the horizontal, vertical and
isotropic direction. That is, we compare the semi-
norms pi(v) =| aT
i v|,i = 0,...,2, with weight
vectors:
a0 = (1,0,1,0,0,0,0,0)T,
a1 = (0,1,0,1,0,0,0,0)T,
correspondingtothehorizontalandverticaldirections,
respectively, and
a2 = (1,1,1,1,0,0,0,0)T,
corresponding to an isotropic (in the vertical and hori-
zontal sense) direction. As in the previous experiment,
the decision criterion amounts to updating the image
in the direction with lowest gradient. We use again
βi = 1/2 for i = 0,...,2, which yields the ﬁlters
bi = 1
4ai for i = 0,1 and b2 = 1
8a2.
Figure 9 shows the decision partitions for d =
0 (left) and d = 1 (right). The decision map for
d = 2 (which is not shown) would correspond to
the complement of the union of the previous maps
and it would indicate the regions where the isotropic
ﬁltering has been applied. Figure 10 shows the mul-
tiresolution decomposition (for two levels) of such
scheme. Compared with the previous experiment, one
can observe a more blurred approximation image andCombining Seminorms in Adaptive Lifting Schemes and Applications 217
Figure 7. Multiresolution decomposition by isotropic ﬁltering.
less sparser detail images, especially in the diagonal
directions.
6.3. Experiment (Combining Comparing-
Seminorms Criterion with the TC - Fig. 11)
Figure 11 corresponds to Example 5.2, where we have
taken β0 = β2 = 1/2 and β1 = β3 = 0. Taking the
same input image as before, we perform two levels
of decomposition. We can compare the results with the
previousschemesshowninFigs.6–8andFig.10.Note
that the detail images obtained with this new scheme
contain fewer details than those in the previous exper-
iments (Figs. 6 and 10).
6.4. Experiment (Combining Switching Criterion
with the TC - Fig. 12)
Figure 12 corresponds to an example of combining the
comparison of two seminorms with a TC applied to
two other seminorms. Each seminorm pi is associated
with its corresponding vector ai. More speciﬁcally,
p0(v) ≤ p1(v) and p2(v) ≤ T0 ⇔ d = 0
p0(v) ≤ p1(v) and p2(v) > T0 ⇔ d = 1
p0(v) > p1(v) and p3(v) ≤ T1 ⇔ d = 2
p0(v) > p1(v) and p3(v) > T1 ⇔ d = 3
where p0(v) =| v1 + v3|, p1(v) =| v2 + v4|, p2(v) =
|v1+ 1
2v2+v3+ 1
2v4|and p3(v) =| 1
2v1+v2+ 1
2v3+v4|.
We choose T0 = T1,
b0 =
1
4
a2, b2 =
1
4
a3,
correspondingrespectivelytoahorizontalandvertical-
predominant ﬁltering, and
b1 = b3 = 0,
which implies that no update ﬁltering is performed.
The multiresolution decomposition is shown in
Fig. 12. It turns out that for this synthetic image the
obtaineddecompositionisvisuallyindistinguishableto
that obtained by the adaptive Laplacian3 and slightly
sparser than in the previous experiment.218 Piella et al.
Figure 8. Multiresolution decomposition by switching between horizontal and vertical ﬁlters.
Figure 9. Partition of the decision map corresponding with Experiment 6.2.
6.5. Experiment (Combining Switching Criterion
with the TC)
We combine the switching criterion in Experiment 6.2
with the Threshold Criterion, such that if either of the
seminorms pi is above a given threshold we do not
update.
Figure 13 shows the decision partitions for d = 0
(top right), d = 2 (top left), d = 4 (bottom left) and
the union of d = i for i = 1,3,5, (bottom right).Combining Seminorms in Adaptive Lifting Schemes and Applications 219
Figure 10. Multiresolution decomposition by switching between horizontal, vertical and isotropic ﬁlters corresponding with Experiment
6.2.
The latter ﬁgure shows the regions where no update is
performed.
6.2. Evaluation for Lossless Compression Purposes
6.2.1. Synthetic images. We repeat the same experi-
ments4 with the synthetic images depicted in Fig. 14.
We compute the ﬁrst order entropy of each origi-
nal image and the overall empirical entropy of each
decomposition:
h = 2−2K H(xK) +
K  
k=1
2−2k
3  
j=1
H
 
yk
bj
 
(29)
where K is the number of decomposition levels and
H(x) denotes the ﬁrst order entropy of image x.
Table 1 shows the entropy values for K = 2 levels
of decomposition for various schemes. The ‘uniform’
scheme corresponds to the isotropic ﬁltering (in the
horizontal and vertical sense) and the ‘5/3’ to the 5/3
integer wavelet transform used in lossless JPEG2000.
The entropy of the original images is shown in the
second row of the table.
We further evaluate the wavelet schemes by attach-
ing a coder to compute the actual bitrate. We use the
embedded image coding algorithm EZBC proposed in
Table 1. Entropy values using 2 levels of decomposition.
Rect2 Crosses Horiz Slope Squares Circles
Original 2.016 0.188 0.449 7.517 1.077 1.781
Uniform 1.257 0.933 0.877 2.210 0.441 0.859
Laplacian 0.428 0.375 0.566 2.035 0.187 0.366
Exp. 3.2.1.1 0.783 0.689 0.356 2.132 0.192 0.597
Exp. 6.1 0.498 0.399 0.356 2.184 0.193 0.514
Exp. 6.2 0.785 0.689 0.357 2.111 0.193 0.596
Exp. 6.3 0.428 0.375 0.351 2.113 0.187 0.366
Exp. 6.4 0.428 0.375 0.560 1.970 0.187 0.366
Exp. 6.5 0.428 0.375 0.351 2.048 0.187 0.366
5/3 1.757 1.056 0.318 2.133 0.257 0.964220 Piella et al.
Figure 11. Multiresolution decomposition corresponding with Experiment 6.3.
[10]. Table 2 gives the average bitrate needed to obtain
lossless coding.
Aﬁrstobservationregardingtheentropyisthatitof-
ten achieves the minimum for the adaptive Laplacian
as well as for the experiments where the directional
ﬁltering is combined with the possibility of no update
Table 2. Lossless coding rates for 2 levels of decomposition.
Rect2 Crosses Horiz Slope Squares Circles
Uniform 1.423 0.927 0.417 1.195 0.270 0.822
Laplacian 0.719 0.369 0.289 1.064 0.136 0.483
Exp. 3.2.1.1 1.084 0.692 0.238 1.095 0.109 0.644
Exp. 6.1 0.800 0.409 0.238 1.109 0.109 0.588
Exp. 6.2 1.077 0.748 0.208 1.102 0.138 0.651
Exp. 6.3 0.756 0.385 0.234 1.084 0.103 0.489
Exp. 6.4 0.823 0.403 0.276 1.011 0.101 0.527
Exp. 6.5 0.718 0.369 0.204 1.086 0.136 0.483
5/3 1.714 1.077 0.216 1.350 0.135 0.874
step.Inthecaseofthe‘Horiz’image,asitonlycontains
horizontal edges, the Laplacian is not a good alterna-
tive, and experiments where horizontal ﬁltering is per-
formed give the better results. For the ‘Slope’ image,
wheretheedgesarenotsowelldeﬁned,Experiment6.4
works best, followed by the adaptive Laplacian. Recall
that in the former experiment, the system could choose
between horizontal, vertical or isotropic (non-adaptive
Laplacian) ﬁltering.
The bitrates in Table 2 are quite consistent with the
entropies in Table 1. An interesting observation is that,
despite Experiments 6.3–6.5 and the adaptive Lapla-
cian have in most cases the same entropy, the actual
bitrate is smaller for either Experiment 6.4 or 6.5. The
coincidence of bitrates of the Laplacian and Experi-
ment 6.5 for some images is due to the fact that the lat-
ter experiment is a combination of adaptive Laplacian
and vertical/horizontal switching. That is, the system
chooses between horizontal, vertical, isotropic or no
update ﬁltering.Combining Seminorms in Adaptive Lifting Schemes and Applications 221
Figure 12. Multiresolution decomposition corresponding with Experiment 6.4.
6.2.2. Natural Images. Tables 3–4 show the entropy
values for K = 2 and K = 4 levels of decomposition,
respectively,forvariousschemeswhenappliedtosome
well-known natural images. The entropy of the origi-
nal images is shown in the second rows of each ta-
ble. We observe that, in terms of the proposed en-
tropy measure and for the chosen set of images, the
adaptive transform in Experiment 6.4 performs the
best. We can also see that the 4-level decomposi-
tions (Table 4) provide a more compact representa-
tion (lower entropy) than the 2-level decompositions
(Table 3).
Tables5–6givetheaveragebitrateneededtolossless
encode the 2 and 4-level decompositions of the vari-
ous schemes. Again, Experiment 6.4 outperforms the
others.
The adaptive Laplacian scheme gives poorer results
thanthe(non-adaptive)uniformschemeintexturedim-
ages as ‘Lenna’ or ‘Barbara’. In textured regions, the
decision map oscillates between 0 and 1 and a uniform
ﬁltering works better.
As can be seen from the tables, numbers computed
from entropies provide a good indication of the actual
performance of the wavelet scheme.
Astheexamplesandsimulationsillustrate,wehavea
great freedom to combine different decision rules. Ad-
Table 3. Entropy values using 2 levels of decomposition.
House Camera Lenna Peppers Barbara Harbour
Original 6.232 7.009 7.445 7.402 7.632 7.305
Uniform 4.258 4.479 4.099 3.892 5.021 4.613
Laplacian 4.220 4.450 4.098 3.834 5.026 4.592
Exp. 3.2.1.1 4.363 4.545 4.211 3.931 5.097 4.593
Exp. 6.1 4.396 4.582 4.247 3.949 5.156 4.592
Exp. 6.2 4.267 4.462 4.121 3.850 5.019 4.515
Exp. 6.3 4.363 4.550 4.211 3.934 5.101 4.593
Exp. 6.4 4.052 4.300 3.917 3.673 4.857 4.436
Exp. 6.5 4.267 4.469 4.121 3.851 5.019 4.515
5/3 4.633 4.869 4.655 4.071 5.252 4.476222 Piella et al.
Figure 13. Partitions of the decision map corresponding with Experiment 6.5.
ditionally, by varying the thresholds and/or the weight
vectors a, we can tune the ﬁlters to behave in one par-
ticular way, for example, by giving more importance
to some direction. The change of threshold and weight
vectorsaffectstheentropyandbitratevalues.Intheex-
Table 4. Entropy values using 4 levels of decomposition.
House Camera Lenna Peppers Barbara Harbour
Original 6.232 7.009 7.445 7.402 7.632 7.305
Uniform 4.139 4.319 3.926 3.730 4.864 4.511
Laplacian 4.099 4.291 3.927 3.670 4.873 4.496
Exp. 3.2.1.1 4.257 4.403 4.051 3.779 4.958 4.500
Exp. 6.1 4.299 4.446 4.095 3.801 5.035 4.501
Exp. 6.2 4.154 4.311 3.954 3.690 4.783 4.415
Exp. 6.3 4.257 4.409 4.051 3.782 4.965 4.500
Exp. 6.4 3.913 4.123 3.727 3.493 4.692 4.328
Exp. 6.5 4.154 4.318 3.954 3.691 4.874 4.415
5/3 4.562 4.772 4.346 3.954 5.146 4.418
Table 5. Lossless coding rates for 2 levels of decomposition.
House Camera Lenna Peppers Barbara Harbour
Uniform 3.377 3.565 3.346 3.096 4.065 3.859
Laplacian 3.375 3.565 3.346 3.055 4.076 3.843
Exp. 3.2.1.1 3.489 3.684 3.505 3.169 4.180 3.771
Exp. 6.1 3.546 3.738 3.581 3.204 4.268 3.774
Exp. 6.2 3.410 3.597 3.408 3.079 4.088 3.693
Exp. 6.3 3.489 3.688 3.505 3.169 4.182 3.771
Exp. 6.4 3.134 3.349 3.079 2.822 3.858 3.662
Exp. 6.5 3.410 3.603 3.408 3.079 4.090 3.693
5/3 4.229 4.445 4.157 3.785 4.639 4.002
periments where the Threshold Criterion was used, the
threshold was chosen empirically and no optimization
was done. It would be interesting to automatically
ﬁnd the thresholds to be used such that, for ex-
ample, the bitrate of the resulting decomposition is
minimized.Combining Seminorms in Adaptive Lifting Schemes and Applications 223
Figure 14. Synthetic images (from right to left and from top to bottom): Rect2, Crosses, Horiz, Slope, Squares and Circles.
Table 6. Lossless coding rates for 4 levels of decomposition.
House Camera Lenna Peppers Barbara Harbour
Uniform 3.252 3.463 3.262 3.016 3.999 3.810
Laplacian 3.244 3.461 3.262 2.974 4.011 3.802
Exp. 3.2.1.1 3.387 3.597 3.430 3.095 4.115 3.727
Exp. 6.1 3.455 3.658 3.515 3.135 4.210 3.731
Exp. 6.2 3.300 3.503 3.331 3.001 4.023 3.644
Exp.6.3 3.387 3.603 3.430 3.095 4.118 3.727
Exp.6.4 3.015 3.221 2.985 2.731 3.776 3.613
Exp.6.5 3.299 3.508 3.331 3.001 4.026 3.644
5/3 4.190 4.400 4.122 3.751 4.607 3.987
7. Conclusions
In this paper, we have constructed multi-valued de-
cision criteria that discriminate different ‘geometric’
events. These criteria are then used to choose between
different update lifting steps, giving rise to an adaptive
multiresolution analysis. We have been able to ﬁnd
general conditions for the invertibility of such adap-
tive systems. The challenge we addressed was to de-
sign these invertible and non-redundant schemes such
as the resulting decomposition yields a perceptually
good approximation image while providing a sparse
representation, where most of the visual information
is ‘packed’ into a small number of samples. Several
examples and simulations have been provided to il-
lustrate both the theory and the applicability of these
non-redundant adaptive systems. In particular, in order
to evaluate the potential of these new schemes in loss-
lessimagecompression,wehaveusedastate-of-the-art
image codec, the EZBC.
A number of open theoretical and practical ques-
tions need to be addressed before such schemes be-
come useful in image processing and analysis appli-
cations. For example, we need to get a better un-
derstanding how to design update and prediction op-
erators that lead to adaptive wavelet decompositions
that satisfy properties key to a given application at
hand.
Appendix A
Proof of Lemma 3.5
First we show that, if ˜ c  = 0, then p10(A0) = 0.
Proof: Choose v = v0a0 + v1a1 + ˜ v with ˜ v ∈ Span
⊥{a0,a1}, such that
 
aT
0 v = 0
aT
1 v = 1.
(30)
This implies  a0 2v0 + aT
0 a1v1 = 0 and aT
1 a0v0 +
 a1 2v1 = 1; hence the determinant of the system (30)224 Piella et al.
is
 a0 2 a1 2 −
 
aT
0 a1
 2  = 0,
because a0 and a1 are not collinear. This means
that the system has a unique solution which satisﬁes
p1(A0v) =| c1 + ˜ cT ˜ v|. Now, since  ˜ c   = 0, we can
take ˜ v =−
c1
 ˜ c 2 ˜ cwhichleadsto p1(A0v) = 0,andthus
p10(A0) = 0.
If ˜ c = 0,w eh a v e
p1(A0v) =
 
 c0aT
0 v + c1aT
1 v
 
  ≥| c1
 
 aT
1 v
 
  −| c0
 
 aT
0 v
 
 .
• If|c1| > |c0|wenextshowthat p10(A0) =| c1|−|c0|.
Proof: Choose v such that
 
aT
0 v =− sign c0
aT
0 v = sign c1.
(31)
These conditions are compatible with the constraint
|aT
0 v|≤| aT
1 v|=1.
Puttingv = a0v0+a1v1 wegetasystemofequations
with the same determinant as (30), so there is a unique
solution (v0,v 1) ∈ R2, allowing (31) to be satisﬁed.
Therefore, p1(A0v) =| c1|−| c0|=p10(A0).
• If |c1|≤| c0| we show that p10(A0) = 0.
Proof: Itissufﬁcienttoﬁndv ∈ V suchthat|aT
1 v|=
1 and p1(A0v) = c0aT
0 v + c1aT
1 v = 0. For instance,
we can choose v such that
⎧
⎨
⎩
aT
1 v = 1
aT
0 v =−
c1
c0
,
which is compatible with the condition |aT
0 v|=|
c1
c0|≤
1. Using the same arguments as before, the system has
a unique solution. Thus p10(A0) = 0.
In conclusion, if a0 and a1 are not collinear, we have:
p10(A0) =
⎧
⎨
⎩
|c1 −| c0|,
if c = c0a0 + c1a1 and |c1| > |c0|
0,otherwise
In the ﬁrst case, since
c = AT
0 a1 =
 
I − ub
T
0
 Ta1 = a1 − uTa1b0,
we obtain aTa1b0 = (1 − c1)a1 − c0a0.
If uTa1 = 0 then a0 and a1 would be collinear,
which is impossible.
If uTa1  = 0, then b0 =
(1−c1)a1−c0a0
uTa1 .
Appendix B
Proof of Proposition 3.9
Let H = v1 + v3 and V = v2 + v4. We have then
p0(v) ≤ p1(v) ⇔| H|≤| V|. This is realized if
and only if H = V = 0o rV  = 0 and |H/V|
≤ 1.
Now, put v  = A0v.W eh a v ep0(v ) ≤ p1(v ) ⇔
|(1−2μ0)H−2η0V|≤| − 2μ0H+(1−2η0)V|.Thisis
alsoequivalentto(H−V)[(1−4μ0)H+(1−4η0)V] ≤
0.
If V = 0, then H = 0o rμ0 ≥ 1/4.
If V  = 0, then we can write
 
H
V
− 1
  
(1 − 4μ0)
H
V
+ 1 − 4η0
 
≤ 0.
Thus, an inequality involving one variable, H/V is ob-
tained. It is satisﬁed if and only if
H
V
− 1 ≤ 0 and (1 − 4μ0)
H
V
+ 1 − 4η0 ≥ 0
or
H
V
− 1 ≥ 0 and (1 − 4μ0)
H
V
+ 1 − 4η0 ≤ 0.
We distinguish three cases:
• 1 − 4μ0 > 0. In this case, the previous inequalities
become:
4η0 − 1
1 − 4μ0
≤
H
V
≤ 1
or
1 ≤
H
V
≤
4η0 − 1
1 − 4μ0
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• 1 − 4μ0 = 0 ⇔ μ0 = 1/4. This leads to
H
V
≤ 1 and η0 ≤
1
4
or
H
V
≥ 1 and η0 ≥
1
4
.
• 1 − 4μ0 < 0. In this case, we get:
H
V
≤ 1 and
H
V
≤
1 − 4η0
4μ0 − 1
or
H
V
≥ 1 and
H
V
≥
1 − 4η0
4μ0 − 1
.
In conclusion, we have p0(A0v) ≤ p1(A0v) ⇔
(H,V) ∈ A 
0 with:
− if μ0 < 1
4, then
A 
0 =
 
(H/V)|V = H = 0
or V  = 0 and
 
4η0 − 1
1 − 4μ0
≤
H
V
≤ 1
or 1 ≤
H
V
≤
4η0 − 1
1 − 4μ0
  
.
− if μ0 = 1
4 and η0 ≤ 1/4, then
A 
0 =
 
(H,V)|V = 0o r
 
V  = 0 and
H
V
≤ 1
  
.
− if μ0 = 1
4 and η0 > 1/4, then
A 
0 =
 
(H,V)|V = 0o r
 
V  = 0 and
H
V
> 1
  
.
− if μ0 >
1
4
, then
A 
0 =
 
(H,V)|V = 0
or V  = 0 and
  
H
V
≤ 1 and
H
V
≤
4η0 − 1
1 − 4μ0
 
or
 
H
V
≥ 1 and
H
V
≥
4η0 − 1
1 − 4μ0
   
.
Therefore,forallv,wehavetheﬁrstconditionforPR
satisﬁed: p0(v) ≤ p1(v) ⇒ p0(A0v) ≤ p1(A0v)i fa n d
only if A0 ⊂ A 
0, where A0 ={ (V, H)|V = H = 0
or [V  = 0 and | H
V |≤1]}. We can examine the four
previous cases:
− if μ0 < 1
4, then A0 ⊂ A 
0 ⇔
4η0−1
1−4μ0 ≤− 1 ⇔
η0 ≤ μ0.
− if μ0 = 1
4, and η0 ≤ 1
4, then A0 ⊂ A 
0.
− if μ0 = 1
4, and η0 > 1
4, then A0  ⊂ A 
0.
− if μ0 > 1
4, then A0 ⊂ A 
0 ⇔
4η0−1
1−4μ0 ≥ 1 ⇔ η0 +
μ0 ≤ 1
2.
Finally, A0 ⊂ A 
0 if and only if η0 ≤ μ0 ≤ 1/4o r
[μ0 > 1/4 and μ0 +η0 ≤ 1/2]. Additionally, we have
the condition α0  = 0 ⇔ μ0 + η0  = 1/2. This readily
yields the ﬁrst condition in the theorem.
In order to prove the second one, we use the sym-
metry property noticed in Remark 3.2. By replacing b0
by −b1/α1 we obtain:
−η1
1 − 2μ1 − 2η1
≤
−μ1
1 − 2μ1 − 2η1
and −
μ + η1
1 − 2μ1 − 2η1
≤
1
2
which is straightforwardly shown to be equivalent to
the second condition of the proposition.
Notes
1. Infact,S10 =∅isequivalentto:∀v ∈ V, p0(v) > p1(v) = 0.This
corresponds to the degenerate case: ∀v ∈ V,d = 1o rp0(v) = 0.
2. Indeed, if a0 = γa1, then d is ﬁxed: either d = 0i f|γ|≤1o r
d = 1 otherwise. Note however that p10(A0) is deﬁned only if
|γ|≤1.
3. The decision criterion in the adaptive Laplacian is d = [p(v) >
T] with p(v) =| aTv|,a = (1,1,1,1,0,0,0,0)T. For the two
possible ﬁlters: bd = γda,d = 0,1, we take γ0 = 1/8 and
γ1 = 0.
4. For comparison purposes with the 5/3 lifting scheme, we use
now a symmetric prediction step. More speciﬁcally, if n =
(n,m), y 
h(n) = yh(n)−(x (n+1,m)+x(n)/2, y 
v(n) = yv(n)−
(x (n,m + 1) + x(n))/2 and y 
d(n) = yd(n) − (x (n,m + 1)) +
x(n))/2 − y 
h(n) − y 
v(n).
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