Methods based on magnetic resonance imaging for the measurement of threedimensional distributions of radiation dose are highly developed. However, relatively little work has been done on optical computed tomography (OCT). This paper describes a new OCT scanner based on a broad beam light source and a two-dimensional charge-coupled device (CCD) detector. A number of key design features are discussed including the light source; the scanning tank, turntable and stepper motor control; the diffuser screen onto which images are projected and the detector. It is shown that the non-uniform pixel sensitivity of the low-cost CCD detector used and the granularity of the diffuser screen lead to a serious ring artefact in the reconstructed images. Methods are described for eliminating this. The problems arising from reflection and refraction at the walls of the gel container are explained. Optical ray-tracing simulations are presented for cylindrical containers with a variety of radii and verified experimentally. Small changes in the model parameters lead to large variations in the signal intensity observed in the projection data. The effect of imperfect containers on data quality is discussed and a method based on a 'correction scan' is shown to be successful in correcting many of the related image artefacts. The results of two tomography experiments are presented. In the first experiment, a radiochromic Fricke gel sample was exposed four times in different positions to a 100 kVp x-ray beam perpendicular to the plane of imaging. Images of absorbed dose with slice thickness of 140 µm were acquired, with 'true' in-plane resolution of 560 × 560 µm 2 at the edge of the 72 mm field of view and correspondingly higher resolution at the centre. The nominal doses measured correlated well with the known exposure times. The second experiment demonstrated the well known phenomenon of diffusion in the dosemeter gels and yielded a value of (0.12 ± 0.02) mm diffusion coefficient of the xylenol orange/iron complex. Finally, the overall implications of the above findings for dosimetry using OCT are discussed.
Introduction
The use and importance of precision radiotherapy (RT) in cancer treatment have increased greatly over recent decades. A key advance has been the development of techniques whose goal is to deliver dose distributions that are localized at the site of the tumour and shaped to match the tumour. These techniques include both external beam treatments (conformal RT, intensity-modulated RT (Webb 1997) and 'gamma knife' (Friedman and Foote 2000) ) and brachytherapy (Vicini et al 1999) . Augmented doses at the tumour site and a sparing of healthy tissue are expected to lead to a higher percentage of successful treatments and a reduced rate of complications.
However, increases in local dose and, critically, dose gradient require a more stringent quality assurance (QA) of the treatment planning and delivery. Traditional dosemeters (ion chambers, thermoluminescent devices, diode detectors and film) are not well suited to this task, which demands the following characteristics: (i) non-invasiveness; (ii) high spatial resolution and the ability to measure large number of points simultaneously; (iii) ability to make measurements over arbitrary three-dimensional (3D) regions; (iv) speed, ease of application and automated analysis of data; (v) low enough costs to allow the technique to be taken up by all hospital medical physics departments.
During the 1990s, it was established that gel dosimetry has an important role to play. In this technique, a solid, tissue-equivalent gel is irradiated with the treatment plan to be investigated. The physical properties of the gel change in a well defined manner with absorbed dose, and these changes are measured remotely using a 3D imaging technique. At present, the imaging modalities of magnetic resonance imaging (MRI) (Bäck and Olsson 1999, Maryanski 1999 ) and optical computed tomography (OCT) , Jordan 1999 appear to show the most promise, although the potentials of ultrasound (Maryanski 1999 ) and x-ray computed tomography (CT) (Hilts et al 2000) have also been investigated.
The potential of MRI in dosimetry has been extensively studied during the last ten years. Two major strands of research have emerged: Fricke gel dosimetry, in which the detection mechanism is the radiation-induced oxidation of Fe 2+ ions to Fe 3+ (Bäck and Olsson 1999, Olsson et al 1989) , and poly(acrylamide) gel dosimetry (Maryanski et al 1993 , McJury et al 2000 , where a radiation-induced free-radical polymerization occurs at the site of the dose deposition. In both cases, quantitative MRI is used to map one of the nuclear magnetic resonance relaxation times (normally T 2 ), which can be related to the absorbed dose. Although the MRI method has been strikingly successful in measuring complex dose patterns (Oldham et al 1998) , there are significant disadvantages that may prevent its uptake by hospital medical physics departments. The most important of these are the cost and availability of MRI scanners, and the complexities of making the gels in a reproducible manner.
OCT was originally suggested by Gore et al (1996) as a low-cost alternative. Two variants of OCT have been proposed, which we term the laser method and the charge-coupled device (CCD) method. Both rely on the attenuation of light by the gel, which changes as a function of the absorbed dose. Both methods use the principles of CT, acquiring projections through the sample, but they differ in the rate at which the data are acquired. The laser method , Kelly et al 1998 the sample to obtain a 1D projection (typically in several seconds). The sample is then rotated and the acquisition is repeated until the desired number of 1D projections has been obtained. These are then processed using a procedure known as filtered back-projection to produce a 2D image of a single slice of the sample. The sample is then moved perpendicular to the laserdetector assembly to image further slices. Spatial resolution is determined by the diameter of the laser beam and the number of projections is obtained. A number of researchers and at least one commercial company have developed scanning systems based on this principle. In contrast, a CCD-based scanner (Bero et al 1999b , Wolodzko et al 1999 acquires a complete plane of data at each step, obtaining a 2D projection in a time typically between 50 ms and 5s, depending on the hardware and averaging options selected. The sample is rotated as in the laser technique, but this time, data for a complete 3D region are acquired. This paper describes the development of the first fully automated CCD scanner for measuring 3D dose distributions. It is the report of a work which is still in progress, and is designed to highlight some of the technical issues involved. Figure 1 shows a schematic diagram of the new scanner, which is a development of the one described in Bero et al (1999b) . Light from a mercury lamp is collimated with a purpose-built lens arrangement to form a large area parallel beam of light. This is normally incident on the walls of a scanning tank, which contains the sample. The scanning tank consists of a hollow perspex cube of side 30 cm, as the current prototype has been designed with the eventual aim of investigating the feasibility of obtaining large field of view (FOV) images for external beam radiotherapy. The tank is filled with a 'matching liquid' of similar refractive index to that of the gel sample. For the experiments described below, this liquid was water, but other possibilities have also been considered. The sample is manufactured in a clear polystyrene jar and placed on a turntable, whose shaft passes through the bottom of the tank with an appropriate water-tight seal. This is attached to a stepper motor-driven rotation table (model TR48, Time and Precision, Basingstoke, UK) with a precision of 0.05
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• . The rotation table is interfaced with the acquisition PC using a stepper motor controller (model 6K4, Parker Hannifin Corporation, Rohnert Park, CA, USA), allowing fully automated positioning of the sample.
A real, transmission image of the sample, henceforth termed a projection, is formed on a diffuser screen. This image is focused by a standard 50 mm photographic lens onto a PCBmounted, off-the-shelf CCD detector chip (∼£130, RS Components Ltd, Corby, UK, catalogue number 208-0200). The overall length of the apparatus is reduced by including mirrors to deflect the light path through a suitable angle. The output of the CCD board, in an industry standard video format (CCIR) is captured by a 10 bit PC framegrabber card (Pulsar ∼£2000 (discontinued), Matrse Electronic Systems Ltd, Dorval, QC, Canada). The user interface, acquisition and stepper motor control are handled by an in-house program written in Visual Basic, which is also used to control a similar set of apparatus for use in x-ray microtomography. Projections are acquired over a rotation angle of 180
• , and the complete dataset is processed using IDL (Research Systems Inc, Boulder, CO, USA) with purpose-written code to allow for the various corrections described later in the paper.
A number of components of the system will now be discussed in greater detail.
Light source and collimation
A mercury lamp was chosen as a light source, as opposed to the fluorescent illuminator used by Wolodzko et al (1999) , because the output light intensity is concentrated in well defined lines (the strongest in the visible region being at 436, 546 and 580 nm). By using appropriate filters, lines can be selected at different parts of the spectrum and, in particular, on either side of the isobestic point, which is situated at around 470 nm. This allows a high degree of control of the image contrast in the projections. The beam is created by placing a pseudo point source, provided by a pinhole, at the focus of a converging lens (focal length = 24 cm). However, since the mercury discharge lamp is elongated, it is necessary to place a cylindrical lens (i.e. focussing in only one dimension) between the source and the pinhole in order to obtain a light beam with the correct aspect ratio.
Large scale non-uniformities (i.e. slow changes, over many image pixels) in the light field are introduced both by the process of forming the parallel beam of light from the mercury vapour lamp and by the non-uniformities in the vapour discharge itself. These can be corrected for successfully using a 'correction scan' procedure. Suppose that the image intensity in the absence of any sample (i.e. the 'open light field') is given by the function L(x, y). Let us denote by G 1 (x, y, θ ) the attenuation caused by the unirradiated gel in the projection image taken at an angle θ . Similarly, the attenuation caused by the irradiated gel is G 2 (x, y, θ ). If we take two scans, S 1 before irradiation (the correction scan) and S 2 after irradiation, then
The quantity G 2 /G 1 corresponds to the radiation-induced change in optical absorption of the gel, which is what we are trying to find. Whilst such a procedure implies a doubling of the measurement time, this need not be so in routine use, because a single correction scan could be acquired (for a given container type) as part of the apparatus set-up and, provided no conditions changed, the same data could continue to be used for correction. Constancy of the light field and, therefore, the validity of using the correction scan procedure was assessed by acquiring a number of successive tomography scans with no sample in place, leading to a number of sets of 402 projections, all of which should be nominally identical. Each projection was acquired with 20 signal averages, as in our real tomography scans.
Signal detection
After passing through the sample, the light falls on a diffuser screen to create a real image. This is another difference from the scanner of Wolodzko et al (1999) , although it is similar to the arrangement in Tarte et al (1997) . In our case, the light beam is still essentially parallel when it impinges on the back wall of the scanning tank. Without a screen, the imaging FOV would be limited by the diameter of the collecting lens of the camera. Our diffuser screen is made from a sheet of engineering tracing film. The precautions taken to compensate for the granularity of this screen are described later.
A key preparatory stage of the project was the characterization of the CCD detector. A pair of crossed polaroids, aligned at various angles, was used to transmit a range of intensities of light and the resultant pixel value was measured. The detector response was measured over three different wavelength bands in the visible spectrum, using bandpass filters transmitting primarily the 436, 546 and 580 nm lines.
The framegrabber card has a digital resolution of 10 bits, i.e., 1024 separate grey levels are possible. This presents an advantage over the 8 bit systems used by previous authors-see the discussion on the problem of dynamic range and large FOV imaging. The nominal bandwidth of the card is one frame (768 × 536 pixels) in 50 ms. In practice, a number of frames were averaged to reduce noise in the measured projections.
Reflection and refraction at the container walls
The primary reason for immersing the gel sample in a matching medium is that reflection and refraction occur at the interface between materials of different refractive indices. Without a matching medium, our gel, whose refractive index is 1.338 at room temperature (similar to that of water), would act as a converging cylindrical lens. The ideal solution to the matching problem would be to place the gel, without any container, in a liquid whose refractive index is also 1.338, but is immiscible with water (to avoid dissolution of the gel). We are investigating this solution, but it presents considerable practical difficulties in handling the gel, which is not rigid.
At present, then, the gel must be manufactured in a transparent container. However, no suitable rigid containers were available with a refractive index as low as that of the gel and this led to problems of refraction and reflection. Although this subject was addressed by Gore et al (1996) , we have performed further simulations to elucidate a number of important details which are not discussed by these authors. Figure 2 shows the coordinate system chosen for our optical simulations. A cylindrical geometry has been chosen for the sample as this is easy to simulate and realize in practice. A light ray enters at the top at position x i . It encounters six separate interfaces as it passes through the four materials in the problem: the matching liquid (with refractive index n 1 ), the container wall (n 2 ), the gel (n 3 ) and the perspex end wall of the tank (n 4 ). At each interface, the Snell's law determines the direction of the emerging ray. The light exits the tank at position x 0 on the diffuser screen. The simulation takes account of the light intensity reflected from the outer surface of the cylinder which arrives directly at the diffuser screen without passing through the gel and also those rays which undergo total internal reflection within the walls of the container.
At each interface, a proportion of the incident light is reflected and the remaining light is transmitted according to the Fresnel equations. The formulae are different for polarization of incident light parallel and perpendicular to the surface. The (intensity) transmission coefficients T E and T H for light polarized with the E-and H-field, respectively, parallel to the surface are
where n i and θ i are the refractive index of the material and the angle on the incident side of the boundary and n t and θ t are the corresponding values on the transmission side (Pain 1999) . The final intensity of each light ray is found by multiplying appropriately the relevant transmission coefficients for each of the interfaces. In order to calculate the final intensity of the projection, one must take account of both the angle at which each light ray hits the diffuser screen and the non-uniform distribution of light rays along the detector screen.
The number of variables present in the problem (n 1 , n 2 , n 3 , n 4 , r 1 , r 2 and the position of the diffuser screen) leads to a large parameter space. However, we note that the problem scales in an obvious fashion: for a given set of refractive indices, it is the ratio between radius and wall thickness, i.e., r 1 /(r 2 − r 1 ), that matters. Hence, by examining a single-wall thickness over a variety of container radii, one may obtain results that are applicable to different thicknesses of container. In addition, in almost all the applicable configurations, rays are incident on the perspex end-plate at a relatively small angle to the normal and so variations in n 4 are not significant. Preliminary simulations demonstrated that of the other variables, the problem is more sensitive to n 1 and n 3 than it is to n 2 . These considerations led us to perform the following experiment.
Four right cylinders were constructed by taking strips of overhead transparency film (n 2 = 1.51 ± 0.02, measured at λ = 480 nm with Abbe refractometer) and joining the two ends with tape. Each cylinder was placed into the scanning tank and imaged, giving information on the case n 1 = n 3 = 1.33. Then, each of the cylinders was filled with gelatin as in our ferrous xylenol gelatin (FXG) dosemeter, but without addition of xylenol orange or Fricke solution. Once the gel had set, the cylinders were once again imaged leading to data for the case n 1 = 1.33 and n 3 = 1.338 (refractive index measured using gel-filled prism with λ = 590 nm). The radii chosen for the cylinders, 4.5, 10, 20 and 30 mm, span a range over which the refraction effects change markedly when the cylinders are filled with gel. Because of the scaling alluded to above, this also means that the system forms a good basis for investigating the effects in the larger, thicker walled containers more commonly used for optical tomography scans, but which it was difficult to obtain in a suitable variety of sizes.
Dosimetry experiments
Three dosimetry experiments were performed to illustrate different aspects of the scanner performance. In each case, the gel used was an FXG dosemeter made by using the procedures described in Bero et al (2000) . The concentrations of the active reagents were: Fe 2+ 0.5 mM, H 2 SO 4 25 mM and xylenol orange 0.1 mM in experiment 1 and 0.05 mM in experiment 2. The samples were irradiated with a newly installed experimental x-ray tube working at 100 kVp and capable of delivering a highly collimated, intense beam (dose rate to air up to 0.2 Gy s −1 ). Calibration of the system had not been completed at the time of these experiments, so we report only on the nominal accelerating voltage, beam current and exposure time. The dose values reported in our images represent nominal figures only and are based on the measured dose response of the gel to 60 Co γ -rays ((0.083 ± 0.003) cm
In experiment 1, a cylindrical gel sample was irradiated four times in the axial direction with a beam current of 20 mA for 20, 15, 10 and 5 min, respectively, and the sample was imaged directly after irradiation. In experiment 2, exposures were beam 1: 900 s @ 10 mA, followed by 900 s @ 20 mA; beam 2: 2000 s @ 20 mA and beam 3: 500 s @ 20 mA. The sample was imaged immediately after irradiation and then again 1 h after irradiation.
During imaging, 402 projections were acquired, each of 512 × 100 pixels, and the 100-slice dataset was reconstructed at a variety of in-plane resolutions. In all the cases, our slice thickness was 140 µm. The number 402 (i.e. ∼128π) was chosen such that, if planes are reconstructed on a 128 × 128 pixel matrix, pixels at the edge of the FOV represent the image resolution that we 'genuinely' have at this point, in this case 560 µm. A feature of imaging via back-projection is that the acquired data support a resolution that is proportional to the distance from the centre of rotation. Thus, if we wish to look at objects close to the centre of our FOV, we may reconstruct our data on a grid with a higher number of pixels, but pixels at the outer edge of the sample will give a false impression of the resolution. (Note that in their paper, Wolodzko et al (1999) reconstructed images acquired from only 31 projections on 128 × 128 matrices and so the images are undersampled at the edges of the FOV.) Our current scanner has the potential of acquiring projections with up to 768 × 536 pixels, but for reasons of data storage, we chose not to work at the full resolution for this trial implementation. Each projection was obtained by averaging 20 frames and, including rotation of the table, took 5.8 s, leading to a total scan time of about 38 min. Prior to irradiation, a correction scan was obtained separately for each experiment. For experiment 2, the same correction scan was used to reconstruct both images.
Results
The open light field
The spectral dose response of the FXG gel system that we use (Bero et al 2000) is shown in figure 3 . a smaller scale, corresponding to the granularity of the diffuser screen and the non-uniform response of the CCD discussed below. Figure 5 demonstrates the degree to which the open light field was constant. For each pixel, we found the mean and standard deviations over the 402 projections comprising one of the tomographic acquisitions with no sample. A map of σ /µ is shown in figure 5(a). During some (but by no means all) of our acquisitions, the mercury lamp developed an intermittent fault, causing one part of the FOV to flicker; the data shown represent a worst-case scenario. This accounts for an elevated value of σ at the top left of the image. Note that no sample occupied the part of the FOV affected. Figure 5 (b) is a graph of light intensity versus projection number for two regions of interest: region 1, in the abnormal portion of the FOV, displays a σ /µ value of approximately 10%, whilst for region 2, where the sample was, the value is approximately 1%, with no systematic variation. A comparison was also made of the mean values µ 1 and µ 2 of light intensity for two successive scans, simulating a 'correction scan' followed by an 'irradiated scan'. We calculated µ 1 (x, y)/µ 2 (x, y) on a pixel-by-pixel basis over the whole FOV (including the abnormal region) and obtained an average value of 0.99 ± 0.01.
Detector performance
No significant variation in detector response was found with wavelength and the final calibration, as shown in figure 6, was performed using the 580 nm line. The data were broadly similar to the corresponding results presented by Tarte et al (1997) and were fitted with a sixth-order polynomial. (Note that when dealing with large number of points, a functional representation of the calibration, rather than a look-up table, is highly desirable for computational efficiency. However, the inverse function could not be computed as a simple 
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Measured data points 6th order polynomial fit Figure 6 . Calibration data and fitted function for the detection system, relating light intensity on the diffuser screen to the pixel value on the output images.
polynomial and it was necessary to split it into three ranges to evaluate it.) Like Wolodzko et al (1999) , who observed problems in their images that they attributed to the 'unstable gain of the inexpensive camera used', we noted some minor day to day differences in the detector calibration (particularly in the pixel value of the 'dark' level, which fluctuated by ±50 for a maximum signal of 1023), but these were not at a sufficient level to cause major problems during a single session. The range of pixel values covered by the functions µ 1 (x, y) and µ 2 (x, y) is large and we can infer from the constancy of the ratio µ 1 (x, y)/µ 2 (x, y) between acquisitions that the detector response has not changed significantly. A serious problem with the CCD detector used in this work is that the detector pixels do not behave identically. This is most graphically illustrated in figure 7 (a), which shows the 'dark-field' image, obtained with the lens cap on the camera. The image is the result of 100 signal averages. We see a number of isolated 'faulty' pixels, for which the values are very different from their surroundings, and also a vertical line pattern, which is clearly a systematic design feature of the chip. Figure 7(b) analyses the effect this has on signal averaging. One expects that the signal-to-noise ratio (SNR) of images obtained from a system subjected to the Gaussian random noise should improve as the square root of the number of signal averages. However, if one attempts to calculate SNR simply by finding the standard deviation of pixels in a region of the image, one obtains a result that incorporates the structure of the detector. Figure 7 (b) considers two sets of pixels: a vertical line (circles) and a horizontal line (triangles) through the image in figure 7(a). The graph shows the variation in the standard deviation of these two sets of pixels as the number of signal averages (i.e. the number of video frames acquired) is increased. It can be seen that, to a good approximation SNR ∝ 1/σ ∝ (n averages ) 1/2 , as expected, for the pixels in the vertical line. However, for the horizontal line, the benefit of signal averaging is much reduced and one essentially measures 'structured noise' in the detector. The serious consequence for the reconstructed image of these small-scale coherent fluctuations in pixel values is a characteristic artefact consisting of a set of concentric rings.
In the optical CT application, the direction of the sample rotation axis is important. In our case, the default was that the sinogram for slice j was created by taking row j from each projection. However, figure 7(b) shows that the detector structure is more significant for the rows than for the columns. Hence, by turning our camera through 90
• and making sinograms from column j of each projection, we were able to improve the imaging performance. The a b c d Figure 8 . Illustration of the 'ring artefact': (a) simulated back-projection reconstruction of circular object in the absence of 'structured noise'; (b) sinogram data from (a) reconstructed after addition of noise corresponding to that in one of the rows in figure 5(a) ; (c) experimental measurement on a uniformly absorbing circular object; (d) experimental measurement incorporating the wobble method described in the paper.
detector structure then re-enters the problem as a difference in the absolute intensity between slices, which is potentially a less serious problem than a reconstruction artefact in an individual slice.
Images of a uniform phantom
A simulation was performed in which the 'noise' taken from figure 4(a) was added to the ideal projections of a circular object (figure 8(a)) in such a way that each projection in the sinogram had the same noise. This corresponds to the fact that the CCD properties and the detector granularity do not vary between projections. The modified sinogram was then reconstructed as normal and the result is shown in figure 8(b) . The corresponding experimental image of a uniform circular phantom is shown in figure 8(c).
Since both the CCD properties and the diffuser granularity are constants, their contribution could, in principle, be eliminated by using the correction scan. One would simply introduce the quantities CCD(x, y) and DG(x, y) analogous to L(x, y) in equation (1). However, proper correction relies on a very precise alignment (to a sub-pixel level) of the irradiated and the correction scans and, pending modification of the sample holder, we are unable to achieve sufficiently accurate repositioning of the sample to achieve an adequate correction. We have thus investigated two other possibilities for solving the problem as follows: (i) We can make the diffuser screen oscillate vertically with a period that is short compared with the acquisition time for a frame. By doing so, we can 'smear out' the granularity. The upper traces in figures 4(a) and 4(b) are profiles through the same image pixels as the lower traces (shifted by 100 units so that they can be seen more clearly), but with the diffuser screen oscillating vertically. An estimate of the noise for each trace can be obtained.
For the x-profile in figure 4(a), causing the screen to oscillate, the noise reduced from approximately 2.1% to 1%, whilst for the y-profile in figure 4(b), this noise component was reduced from 2.4% to 0.9%. Of this residual noise, a part corresponds to uncorrected diffuser granularity and part to the non-uniform CCD response. However, in this preliminary work, we have not completely decoupled these two contributions. Comparing the best that we are able to do via this means with the detector random noise shown in figure 7 (b), we see that with the current equipment, there is little point in setting n averages to much more than 20. (ii) We can employ a technique that we call 'wobbling'. If, for the acquisition of each projection, the camera is displaced horizontally by a random step of several detector pixels, each projection is sampled by a set of detector pixels with a different response. Over the course of the entire set of projections, the CCD variability can be 'averaged out', leading to a considerable reduction in ring artefact. Figure 8 (d) shows the experimental measurement employing wobbling. The rings have been reduced significantly, though not entirely eliminated. Notice that this improved image displays other artefacts, previously hidden by the rings, that are described below. Potentially, both horizontal and vertical wobbling could be employed simultaneously, but this idea has not been investigated.
Ray tracing simulation and experimental verification
Figure 9(a) shows a raw tomography image of one of our early containers. It demonstrates a clear artefact at the wall and it was this type of image that caused us to perform our extensive optical simulations and experiments. Figure 9 (b) shows two images of the cylinder with a radius of 20 mm. In the top image, there is water both inside and outside the cylinder, whilst the bottom image shows the result for a gel-filled cylinder. To avoid spurious reflections from the top of the gel, it proved beneficial to narrow the incident light field to a narrow strip of approximately 1 cm. The data shown have been normalized by dividing the image by a corresponding image of the open light field. It is clear that a relatively small difference in refractive index (0.008) gives rise to two very different behaviours. In the first case, we obtain signal from the entirety of the cylinder, but dropping significantly at the very edge and with the addition of a bright band outside the container. In the second case, the walls of the container appear far broader than in reality and there is a bright fringe inside the gel. Figure 10 shows the results of a quantitative investigation of these effects. For each of the four cylinders studied, we plot the results of ray-tracing simulations, overlaid by experimental data taken from images such as those in figure 9(b) . The 'water' simulation contained one free parameter, namely the optical absorbance of the OHP film (0.3 mm
), which we were unable to measure experimentally. We used this predetermined value in the simulation for the gelfilled container and, additionally, inserted a value of 0.0045 mm −1 for the optical absorbance of the gel. (This is of the same order as (0.003 ± 0.002) mm −1
, measured independently using a Camspec-350 spectrophotometer, and was on the limit of detectability by this instrument.) The height of the peaks in the gel data is highly dependent on n 3 and the best fit was obtained with n 3 = 1.3385. The effects of temperature, which was not monitored, and the use of polychromatic light-the unfiltered mercury spectrum was used for imaging in this casewere ignored.
The agreement between theory and experiment is excellent. Note that only the data for the left-hand side of the profile are shown. This is because the tape that joined the two ends of the cylinder corrupted the images on the right-hand side. For the smaller cylinders (which were difficult to make), this effect tended to extend further and the last few points shown for the 4.5 and 9 mm gel cylinders may not represent genuine disagreements between simulation and experiment. The small differences at low light intensity values may correspond to background ambient light or small changes in the detector response characteristic close to zero, as reported above. Currently we do not have an explanation for the rounded corner at the left of the gel profiles, which does not agree with the sharp corner expected from simulation. This might be due to the fact that the cross sections of the cylinders were not perfectly circular (because of fabrication difficulties), but we have not investigated this possibility further.
Dosimetry experiments
For each experiment, visual inspection of the sample under white light showed clear beam paths present, purple against an orange background, indicating that the FXG material had performed as expected.
Figure 11(a) shows the raw sinogram data for experiment 1, described below. The broad sinusoidal bands correspond to data of interest, whilst the thin lines correspond to imperfections on the container wall, which may cause either unwanted reflection or refraction. In the slice shown, there is a very prominent pair of white lines, corresponding to an accidental scratch of the sample that occurred while it was clamped for a previous irradiation. The correction scan for experiment 1 is shown in figure 11(b) . The irradiated dataset was divided by the 'correction' dataset and corrected for the positional distortion calculated in the simulation. This led to the result in figure 11(c) . The effect of the imperfections has been greatly reduced. Note that in the corrected sinogram, there is a larger blank region at the edge of the sinogram. This corresponds to the loss of projection data at the edge of the sample. These effects will be discussed below. Figure 12 (a) shows a reconstruction of the sinogram in figure 11 (a), converted to a dose map. Figure 12 features around the perimeter, corresponding to the container imperfections; (iii) a hint of the circular wall of the container, implying an imperfect correction at the walls; (iv) a low-intensity residual ring artefact at the centre of the image (see above) and (v) dark regions connecting the spots of highest intensity-these may be similar to the streaking artefacts sometimes seen on medical x-ray CT images where a very strong absorber is present.
However, despite these remaining low-level problems, comparison of figure 12(a) with (c), which shows the results of reconstruction with no correction scan, demonstrates the importance of our reconstruction method. Analysis of the mean value of a circular region of radius 6 pixels at the centre of each spot in figure 12(a) linear decrease with exposure time as expected (r 2 = 0.96). Figure 12 (d) is a 3D visualization of the entire dataset, showing the power of the technique. Notice the apparently smaller size and the tapering shape of the column corresponding to the low dose beam. This is a consequence of the isosurface method of displaying the data-we show the outer contour of all surfaces corresponding to a dose of approximately 2.5 Gy.
Experiment 2 demonstrates the well known effect of diffusion of the ferric ions in the dosemeter gel. It is included here as a visual way of demonstrating both the signal-to-noise of the current implementation of the technique and the accuracy of the measurement by comparison with what we expect. Profiles were taken through one of the spots in each of the images and these are shown in figure 13 . The diffusive blurring of the beam pattern is graphically demonstrated as well as the power of the OCT technique to resolve different optical densities. Note that some diffusion-related blurring had already occurred during the time of transfer from the irradiation device to the OCT scanner, but some of the apparent blurring in the early profile is likely to be due to x-ray scattering during the irradiation process. A 2D diffusion simulation was used to predict the result of the second image from the first. The diffusion coefficient of the xylenol orange/ferric ion complex was the only free parameter in the simulation and this was varied until the best match between simulation and experiment was obtained, as shown by the solid curve in figure 13 . This yielded D = (0.12 ± 0.02) mm 2 s −1 , slightly lower, but of the same order of magnitude as previous measurements (Bäck and Olsson 1999) . (Temperature was not measured or controlled in this experiment.)
Discussion
Two key lessons can be learned from the results above: first, the quality of the images currently obtained is limited largely by the quality of components in the prototype scanner, and second, optical simulation has an important part to play in determining the specifications of the gel containers and matching medium. Gore et al (1996) introduced OCT as a low-cost alternative to MRI. We and other investigators performing CCD-based OCT have continued this trend, often using cheap off-the-shelf components to manufacture prototype scanners for a 'proof-of-principle'. Indeed, the capital cost of our equipment is currently little more than £5000 (including the PC). However, if a CCD-based OCT scanner is to attain the precision and accuracy demanded by the medical community, a higher level of investment is required. Figure 4 demonstrates that there is still scope for considerable improvement in the uniformity of the light field and the diffuser screen. Tarte et al (1997) described a diffuser screen made from 'opal white translucent acrylic' and we are investigating the optimum design. Figure 7 (a) illustrates graphically the need to replace the CCD detector with a component that has a more uniform response. By oscillating the diffuser screen and wobbling the detector, we have overcome these problems to a certain degree, but the standard deviation of pixels in our uniform phantom (figure 8(d)) is still approximately 15%. Part of the variation is artefactual, whilst part is random noise, which must be decreased by repeated acquisitions. However, since the time for the stepper motor to move the rotation table to its new position is of the order of about 3 s, the 'exposure time' is not the only factor to consider. Even for 20 signal averages, the exposure time still represents only about 50% of the total imaging time. Our goal is to be able to obtain projections of the desired quality with no signal averaging and to use a continuously rotating system to speed up acquisition, as is done in spiral CT. This will require a low-noise CCD, possibly Peltier-cooled. If large FOV images are to be acquired, as is our eventual aim, the acquisition system must have a digital resolution as high as possible to allow it to measure accurately signal that has travelled through a large pathlength of irradiated gel, while at the same time not saturating when the beam traverses a low-absorbance path containing no irradiated gel.
Equipment specifications
In the design discussed thus far, the diameter of the converging lens (in our case 10 cm) determines the maximum diameter of the parallel beam of light and, hence, the maximum FOV of the optical scanner. The price of such a lens increases rapidly with diameter and this is a concern if one intends to measure the doses from external beam treatments for which a large FOV is needed. Two ways of overcoming this problem suggest themselves: first, one may adjust the position of the lens such that the beam is diverging, rather than parallel. At the cost of acquiring extra projections, one may then use a cone beam rather than a parallel beam reconstruction algorithm. Note, however, that one must modify the standard equations from x-ray CT to account for the resulting non-normal incidence of light rays at the front wall of the tank. A simpler alternative would be to arrange for the beam to diverge only by a very small angle (such that no correction is necessary to the reconstruction algorithm), but to expand the beam to the desired diameter over a long optical path (several metres), using an appropriate arrangement of mirrors.
During this work, it has proved difficult to obtain adequate containers for the gel samples, with optical properties that are well defined. A brief survey demonstrated that many vessels of the size required, particularly those formed by moulding or extrusion, present considerable inhomogeneity in refractive index, which degrades the projection data. In addition, the quality of the projections is very sensitive to surface damage (e.g. scratches during cleaning). The correction scan procedure will ideally correct for all effects that modify the intensity of the projection, other than the radiation-induced changes that we are trying to detect. Specifically, it should remove the effects of imperfections in the sample container (as well as the intensity distortions due to refraction, Fresnel reflection and the non-uniform light field). However, as can be seen from figure 11(c), the results are not yet adequate.
Optical simulation
The results of figures 9 and 10 demonstrate that it is important to consider very carefully the properties of the container wall. Our apparatus, with a large pathlength between the sample and the diffuser screen, tends to accentuate this effect. It will be seen that there are two distinct types of behaviour (although falling at opposite ends of a continuum). Why this should be is readily appreciated from a ray-tracing diagram. Figure 14 illustrates light paths through a gel sample in a container with refractive index n 2 = 1.51 as before, with n 1 = 1.33 and n 3 = 1.338. In figure 14(a) , r 1 = 42.9 mm and r 2 = 43.0 mm, corresponding to a container we used in an earlier tomography experiment. Jordan et al (2000) had noted that using a thin-walled container can reduce the signal that is lost due to refraction and, like them, we hypothesized that we would obtain better results with a thin-walled container. However, for this particular ratio of wall thickness and radius, the rays are severely refracted, leaving a void corresponding to the thick dark walls in figure 9 and bunching together to produce the bright fringe. Figure 14 (b) simulates the same container, except with r 2 = 41.5 mm (1.5 mm wall thickness). Here, rays are refracted outwards, leaving a lower density on the inside of the walls. This accounts for the alternative behaviour of a dark region inside the walls and a bright fringe outside. For rays close to the left and right edges of the container, a large Fresnel reflection coefficient further reduces the light intensity reaching the screen. Note again that it is the ratio r 1 /(r 2 − r 1 ) that is important and this case relates to the cylinders with small radii in our experiment and simulation.
An instructive way of visualizing the situation is to consider figure 15 , which shows the relationship between the position x i at which the light ray enters the sample and x o where the ray hits the projection screen. Plotted in figure 15(a) is the relation between x i and x o , its exit point at the diffuser screen for the thin-walled container. For much of the object, the plot is approximately straight, corresponding to the constant density of points along the x i and x o axes. However, near the edges of the sample, the graph turns over and there is a discontinuity. Rays originating with x i values in the region a < |x i | < b are severely refracted and bunch together or even cross each other as described above. Throughout the region a < |x i | < b, each value of x o corresponds to two values of x i , i.e., two rays, giving information on two different absorption profiles in the sample, contribute to each of the measured intensity values in the projection image. Hence, the projection data for the entire region a < |x i | < b cannot be used directly for the back-projection reconstruction. This represents a significant fraction of the sample.
It is perhaps counter intuitive that a container with a thicker wall can perform better. Although in figure 15(b) , the deviations of the plot from linearity are also severe, the behaviour at the walls is opposite: the turning over of the function x o is eliminated and, at least in principle, it is possible to establish a one-to-one mapping between x i and x o . The projections acquired in x o coordinates can then be remapped onto the correct x i coordinates representing accurately the original entry points of the light ray into the sample. To obtain the complete projection information with this container requires the measurement of data with x o values outside the container, i.e., in the regions where the normalized signal is greater than 1. In practice, poor dynamic range of our current detector did not allow us to do this and so we did lose projection information at the edge of the sample. Notice in figure 14 that, even when the final x o value is very different from x i , the path of the light rays through the sample is essentially vertical for all the rays. Hence, no further modification is needed to the back-projection algorithm used to reconstruct the image data.
The observation of opposite types of behaviour in figure 15 suggests the existence of an intermediate wall thickness for which the x i versus x o relation remains straight. We have simulated such an 'ideal container' (data not shown). A careful adjustment of the refractive index of the matching medium can also eliminate many of the problems. Figure 10 shows that even if the gel has the same refractive index as the matching medium, refraction effects are still considerable. Thus, the statement in Gore et al (1996) that 'in principle, a perfect match would permit acquisition of data over the whole diameter' is strictly correct, but requires some qualification. In fact, the best match occurs when n 1 = n 3 . (For the case illustrated in figure 14(a) , it occurs at about n 3 = 1.3355.) Simulation can help determine the required refractive index, which can be achieved by the use of one of a number of well characterized matching liquids (e.g. sucrose in water). In such a situation, the primary factor limiting the fraction of the profile that can be acquired is the Fresnel reflection, which tends to unity at grazing incidence.
The analysis presented above shows that the intensity of the projection data must be modified to take account of reflection and refraction. At present, we combine a theoretical approach, based on simulation, with an empirical one based on a correction scan. Simulations are valuable as a means of understanding the problems of selecting containers of appropriate dimensions and remapping x o onto x i . Nevertheless, the empirical aspect of a correction scan is still necessary to account for the effects of inhomogeneity of the light field, detector properties and imperfections in the container walls.
General comments on dosimetry by OCT
The results of experiments 1 and 2, in which the gel was irradiated axially, as suggested by Gore et al (1996) , demonstrate that OCT using a CCD detector works successfully in practice. However, signal-to-noise and artefact suppression are not yet sufficient for clinical dosimetry.
We have yet to determine to what extent it will be possible to measure beams that lie fully in the plane of the image. In the projections where light travels along the entire length of the beam, it will be attenuated to a great extent. The dynamic range of the detector may not be sufficient to resolve adequately the very small resultant signals. In addition, the data near the edge of the sample may be significant and corrupted by refraction or reflection at the walls.
Many of the problems discussed above apply equally to both CCD OCT and single-beam laser OCT. In choosing between the two techniques, a key advantage of the CCD approach is its speed. If complete 3D datasets are needed rather than just a few slices-and this is not yet clearly established-the CCD approach, even in its current crude form, could offer an improvement in speed of more than two orders of magnitude over the laser method. If continual rotation tomography is feasible, it may be possible to obtain 3D tomographic images within a minute, with the ultimate limitation being imposed by the CCD readout and data transfer speed to the host computer.
The choice between the two optical methods is also related to the type of dosemeter gel used. Two different families of gel have been described in the literature. Polymer gels attenuate light primarily by scattering and are unsuitable for use in the CCD method. In addition, the commonly used polymer gels are toxic, difficult to make in a reproducible fashion and sensitive to oxygen contamination (McJury et al 2000) . Radiochromic Fricke gels Leghrouz 1991, Bero et al 1999a) are highly transparent and attenuate light mainly by absorption, making them suitable for use in either method. However, they suffer from the problem of diffusion illustrated above and, whilst one can speculate that the imaging time may be made arbitrarily short, the deposition of complex dose patterns cannot be. A number of groups from both camps are currently working on improved gel formulations to alleviate these problems.
Conclusions
The previous sections have shown that 3D gel dosimetry using OCT with a broad beam and CCD read-out is feasible and has the potential to produce rapid and high-resolution images of full 3D datasets. We have also demonstrated, however, that there are a number of practical problems with the technique, which we are in the process of solving in our ongoing work.
We expect to achieve considerable improvements in image quality through investment in scanner components with higher specifications and gel containers that are optically homogeneous and well characterized. Optical simulation also has a major role to play in the design of the experiment. We believe that a high-performance commercial OCT scanner could be produced for under £30k, still two orders of magnitude less than an MRI scanner, putting it well within the range of hospital medical physics departments.
Until now, the major applications of dosimetry using OCT have been for brachytherapy. External beam treatments on large samples represent a challenge for the OCT method because of the large pathlengths through the sample. This results in considerable signal attenuation, requiring a high sensitivity and dynamic range in the detector. It remains to be seen whether or not OCT measurements can provide a good alternative to MRI in this case.
Finally, the choice between the two 'flavours' of OCT, laser and CCD, is not yet clear. It is dependent on the need for complete 3D datasets, rather than a small number of axial 2D slices. It is also closely linked to the choice between the acrylamide-based polymer gels and the radiochromic Fricke gels, both of which have clear advantages and disadvantages. The whole area of gel dosimetry is developing very rapidly and we are yet to see a definitive answer to many of these questions.
