Abstract. In this paper we use refined approximations for Chebyshev's ϑ-function to establish new explicit estimates for the prime counting function π(x), which improve the current best estimates for large values of x. As an application we find an upper bound for the number H 0 which is defined to be the smallest positive integer so that Ramanujan's prime counting inequality holds for every x ≥ H 0 .
Introduction
Let π(x) denotes the number of primes not exceeding x. Since there are infinitely many primes, we have π(x) → ∞ for x → ∞. In 1793, Gauß [10] stated a conjecture concerning an asymptotic behavior of π(x), namely The asymptotic formula (1.1) was proved independently by Hadamard [11] and by de la Vallée-Poussin [21] in 1896, and is known as the Prime Number Theorem. In his later paper [22] , where he proved the existence of a zero-free region for the Riemann zeta-function ζ(s) to the left of the line Re(s) = 1, de la Vallée-Poussin also estimated the error term in the Prime Number Theorem by showing (1.3) π(x) = li(x) + O(x exp(−a log x)),
where a is a positive absolute constant. The work of Korobov [15] and Vinogradov [23] implies a much better result, namely that there is a positive absolute constant c so that π(x) = li(x) + O x exp −c(log x) 3/5 (log log x)
In 1901, von Koch [14] deduced under the assumption that the Riemann hypothesis is true a remarkable refinement of the error term, namely For instance, we have k 1 = 1, k 2 = 3, k 3 = 13, k 4 = 71, k 5 = 461, k 6 = 3 441.
Hence, the asymptotic formula (1.5) implies that the inequality that (1.6) π(x) > x log x − 1 − holds for every positive integer n and all sufficently large values of x. The first result in this direction is from 1962 and is due to Rosser and Schoenfeld [18, Corollary 1] . They showed that the inequality (1.7)
π(x) > x log x holds for every x ≥ 17. In 1998, Dusart [7, Théorème 1.10] obtained that
for every x ≥ 5393. The current best result concerning an upper bound which corresponds to the first terms of (1.5) is given in [2, Korollar 1.24] and states that
for every x ≥ 468 049. In the following theorem, we make a first progress in finding the smallest positive integer N 0 so that the inequality (6.2) holds for n = 2 and every x ≥ N 0 .
holds for every x such that 65 405 887 ≤ x ≤ 2.73 · 10 40 and every x ≥ e 580044/13 .
Integration of parts in (1.3) implies that the asymptotic expansion
holds for each positive integer m, which implies that there exists a smallest positive integer g 1 (n) ≥ 2 so that the inequality
holds for every positive integer n and every x ≥ g 1 (n). Again, the inequality (1.7), obtained by Rosser and Schoenfeld [18, Corollary 1] , was the first result concerning an upper bound which corresponds to the first terms of (1.8). Dusart [7, Théorème 1.10] found in 1998 that g 1 (2) = 599. In 2010, he [8, Theorem 6.9] improved his own result by showing that g 1 (3) = 88 783. In the following theorem, we go one step further by finding an upper bound for the smallest positive integer g 1 (4).
Theorem 1.2. The inequality
holds for every x such that 10 384 261 ≤ x ≤ 2.73 · 10 40 and every x ≥ e 6719 .
As an application of the estimates for the prime counting function which hold for all sufficiently large values of x, we consider an inequality established by Ramanujan. In one of his notebooks (see Berndt [4] ), Ramanujan used (1.8) with n = 5 to find that
and concluded that the inequality
holds for all sufficiently large values of x. After the present author raised some doubts about the correctness of the proof of (1.12), one of the authors confirmed (email communication) that the proof of (1.12) given in [6] is not correct. This motivated us to write this paper, where we prove the following even stronger result. In our proof, explicit estimates for the prime counting function which hold for all sufficiently large values of x play an important role. In Section 7, we use Theorem 1.3, Theorem 1.4 and (1.11) to establish a result concerning a generalized inequality of Ramanujan's prime counting inequality (1.9).
On Chebyshev's ϑ-function
In order to prove Theorem 1.1 and Theorem 1.2, we first consider Chebyshev's ϑ-function, which is defined by
where p runs over primes not exceeding x. The prime counting function and Chebyshev's ϑ-function are connected by the well-known identities
which hold for every x ≥ 2 (see, for instance, Apostol [1, Theorem 4.3]). Using (2.2), it is easy to see that the Prime Number Theorem is equivalent to
By proving the existence of a zero-free region for the Riemann zeta-function ζ(s) to the left of the line Re(s) = 1 , de la Vallée-Poussin [22] was abled to bound the error term in (2.3) by proving
where a is a positive absolute constant. In this direction, we give the following result.
Proposition 2.1. Let R = 5.573412. Then,
Proof. By Mossinghoff and Trudgian [16, Theorem 1] , there are no zeros of the Riemann zeta fuction ζ(s) for |Im(s)| ≥ 2 and
Applying this to [9, Theorem 1.1], we get that the required inequality holds for every x ≥ e 390 . Further, Trudgian [20, Theorem 1] showed that the inequality
holds for every x ≥ 149. We conclude for the case 149 ≤ x ≤ e 390 by comparing the right hand side of the last inequality with the right hand side of (2.5). For the remaining case 3 ≤ x ≤ 149, we check the desired inequality with a computer. Now, we use Proposition 2.1 to obtain the following result concerning an explicit estimates for the distance between x and ϑ(x), which we use in the proof of Theorem 1.1.
Proof. We use Proposition 2.1 to get that the required inequality holds for every x ≥ e 5801.149 . In [3, Proposition 2.5], it is shown that the inequality |ϑ(x) − x| < 100x/ log 4 x holds for every x ≥ 70 111, which implies the validity of the required inequality for every 70 111 ≤ x ≤ e 5801. 15 . For the remaining cases, we use a computer.
Proof of Theorem 1.1
Let k be a positive integer, η k and x 1 (k) ≥ 2 positive real numbers so that
for every x ≥ x 1 (k) (The existence of such parameters is guaranteed by (2.4)). By (2.1), we have
Now, we use (3.1) to derive
for every x ≥ x 1 (k), where
The function J k,η k ,x1(k) given in (3.3) was already introduced by Rosser and Schoenfeld [18, p.81 ] (for the case k = 1) and Dusart [8, p. 9] and plays an important role in the following proof of Theorem 1.1
Proof of Theorem 1.1. First, we verify the validity of the required inequality, i.e.
for every x ≥ e 580044/13 . For this, let k = 5, x 1 = 10 13 and
Further, we set g(x) = J 5,−580115,x1 (x) − f (x). Then, Since s(y) > 0 for every y ≥ log x 1 ≥ 28, we get that
for every x ≥ x 1 . By Dusart [8, Proof. We denote the right hand side of (3.4) by g(x) and set h(x) = − log
Then, h(x) > 0 for every x ≥ 233 671 227 509. Further, we define
2 log x) > 0 for every x ≥ 233 671 227 509. In addition, we have f (10 12 ) > 0. So,
for every x ≥ 10 12 . Under the assumption that the Riemann hypothesis is true, Schoenfeld [19, Corollary 1] showed that the inequality π(x) > li(x) − √ x log x/(8π) holds for every x ≥ 2 657. We conclude by applying (3.6) and Theorem 1.1.
Proof of Theorem 1.2
In this section, we give a proof of Theorem 1.2. Let n be a positive integer and R = 5.573412. Proposition 2.1 implies that the inequality (4.1) |ϑ(x) − x| < a n (x)x log n x holds for every x ≥ 3, where the function a n : [2, ∞) → (0, ∞) is defined by
A straightforward calculation shows that the function a n (x) has a global minimum at x 0 = e
2 R/4 . For the proof of Theorem 1.4, we need the following inequality involving the function a n (x). Proposition 4.1. For every x ≥ 851, we have
Proof. Let x ≥ 851. From the definition of a n (t), we have
The substitution t = e Ry gives (4.2) Now, we use the identity (2.1) and Proposition 4.1 to obtain the following estimates for the prime counting function.
For every x ≥ 2, we have
Proof. First, let x ≥ 851. Since ϑ(t)/(t log 2 t) > 0 for every t ≥ 2, we use the identity (2.1) to get
Applying (4.1), we obtain that the inequality
holds. Together with Proposition 4.1 and the identity
we obtain the inequality
, which implies (4.4) for every x ≥ 851, since 3/ log 3 − li(3) > 0. For smaller values of x, we check the inequality (4.4) with a computer. The identity (2.1) gives that the identity
holds for every y ≥ 2. First we consider the case x ≥ 851. By Büthe [5, Theorem 2], we have ϑ(t) < t for every 1 ≤ t ≤ 10 19 . Hence, by (4.6) and (4.1),
Using Proposition 2.1, we get
Substituting the definition of a n (x), we get that the inequality (4.5) holds for every x ≥ 851. Again, we check the required inequality for smaller values of x with a computer.
The function x → x/ log n+2 x is strictly increasing for every x > e n+2 and tends to infinity as x → ∞. Therefore, there exists a positive integer A 0 (n) ≥ 2 so that
for every x ≥ A 0 (n) and we get the following proposition.
(log x) 3/4 e √ log x/R and for every x ≥ 4, we have
Proof. We start with the proof of (4.7). Let x ≥ max{27, A 0 (n)}. We use (1.2) to get
Notice that the function t → 1/ log m t is strictly decreasing on the interval [2, x] for every positive integer m. Hence
We have 1/ log n+2 3 ≥ 3/ log n+2 t for every t ≥ 27. Applying this to (4.9), we get
Since x ≥ A 0 (n), wo obtain that the inequality
holds. Now use (4.4) to complete the proof of (4.7). Next, we check the validity of (4.8). Let x ≥ 4. Again, we use (1.2) and integration by parts to get
Since 1.05 ≤ 2/ log 2, we get that the inequality
holds. In the first part of the proof, we note that the function t → 1/ log n+1 t is strictly decreasing on the interval [2, x] . Therefore
Together with (4.10) and (4.5), we obtain that the required inequality (4.8) holds. Now, we give the proof of Theorem 1.2 in which Proposition 4.3 plays an important role.
Proof of Theorem 1.2. In the first step, we verify that the inequality
holds for every x ≥ e 6719 . Let n = 4. It is easy to see that we can choose A 0 (4) = 132 718 993. Further, we set A 1 (4) = e 6719 . Then, cx
for every x ≥ A 1 (4), where R = 5.573412 and c = 3 √ 2/ π √ R. Now we apply the last inequality to (4.7) and get that the inequality (4.11) holds for every x ≥ e 6719 . Next, we verify that the inequality (4.11) is valid for every 10 384 261 ≤ x ≤ 2.73 · 10 40 . We denote the right hand side of the inequality (4.11) by U (x). For y > 0 let R(y) = U (y) log y/y and S(y) = (y 4 − y 3 − y 2 − 3y)/y 3 . We have S(t) > 0 for every t > 2.14 and y 5 R(y)S(y) = y 6 − T (y), where T (y) = 11y 2 + 12y + 18. Then, by Theorem 1.1,
which completes the proof for every 65 405 887 ≤ x ≤ 2.73 · 10 40 . Finally, we use a computer to check that π(p n ) > U (p n+1 ) for every positive integer n such that π(10 384 261) ≤ n ≤ π(65 405 887).
Finally, we use Proposition 3.1 to obtain the following result concerning (4.11). Proof. We assume that the Riemann hypothesis is true. By (4.12) and Proposition 3.1 we get that the inequality (4.11) is valid for every x ≥ 65 405 887. Finally, it suffices to apply Theorem 1.2.
The proof of Theorem 1.3
In the following proof of Theorem 1.3, we use a recent result of Büthe [ 16 . Since t → t/ log t is a strictly increasing function for every t > e, we get that the inequality (1.9) holds for every x such that 38 358 837 683 ≤ x ≤ 1.62 · 10 12 as well and conclude the proof. and showed by induction that R Ξ n (x) > 0 for every x ≥ e n−1 x R , whenever Ramanujan's prime counting inequality (1.9) holds for every x ≥ x R (For n = 1, the inequality R Ξ 1 (x) > 0 is equivalent to the inequality (1.9)). Together with Theorem 1.3, Theorem 1.4 and (1.11), respectively, we obtain the following result. 1.3 and 1.4 , respectively. Analogously, by using (1.11), we conclude the proof of (ii).
