Since the last few decades, constructing flexible parametric classes of probability distributions has been the most popular approach in the Bayesian analysis. As compared to simple probability models, a mixture model of some suitable lifetime distributions may be more capable of capturing the heterogeneity of the nature. In this study, a 3-component mixture of Rayleigh distributions is investigated by considering type-I right censoring scheme to obtain data from a heterogeneous population. The closed form expressions for the Bayes estimators and posterior risks assuming the non-informative (uniform and Jeffreys') priors under squared error loss function, precautionary loss function and DeGroot loss function are derived. The performance of the Bayes estimators for different sample sizes, test termination times and parametric values under different loss functions is investigated. The posterior predictive distribution for a future observation and the Bayesian predictive interval are constructed. In addition, the limiting expressions for the Bayes estimators and posterior risks are derived. Simulated data sets are used for the different comparisons and the model is finally illustrated using the real data.
Introduction
The Rayleigh distribution is a probability distribution with many applications in the field of communication engineering. There are many electro-vacuum and radio-wave devices whose failure rate depends upon their age, so the Rayleigh distribution (or a mixture of the Rayleigh) may be considered as a candidate model to
3-Component Mixture of Rayleigh Distributions
A random variable X is said to follow a finite mixture distribution with h components if the probability density function of X can be written in the form: ( ) ( ) 
where ( ) 
The cdf of a 3-component mixture of Rayleigh distributions is: 
The Joint Posterior Distribution using the Non-informative Priors
The joint posterior distributions of parameters given data x are derived using the non-informative (uniform and Jeffreys') priors. To derive joint posterior distributions, in the next subsection, first, we develop the likelihood function for the data x are obtained from a 3-component mixture of Rayleigh distributions under a type-I right censoring scheme.
The likelihood function
Suppose n units are used in a life testing experiment from the 3-component mixture model. Let r units out of n units failed until fixed test termination time t and the remaining n r − units are still working. According to Mendenhall and Hader [10] , there are many practical situations where the failed objects can be pointed out easily as subset of either subpopulation-I or subpopulation-II or subpopulation-III. Out of r units, suppose 1 r , 2 r and 3 r units belong to subpopulation-I, subpopulation-II and subpopulation-III, respectively, such that 1  2   2  2  2  1  2  3  1  2  1  2  2  2  2  2  2  2  1  1  1  1  1  2  2  3  3   2  2  2   1  2  1  2  2  2  2  1  2  3   1  1  1  exp  exp  1  exp  2  2  2   exp  exp  1  exp  2 
On substituting in the above expression and after simplification, the likelihood function of a 3-component mixture of Rayleigh distribution can be written as: 2  2  2  2  1  2  2  2  0  0  1  1  1  2   2  2  2  2  3  1  2  2  1  3   1  1  1  1  exp  exp  2 2  2 2   1  1  exp  2 
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The joint posterior distribution using the Jeffreys' prior
Jeffreys [20, 21] , Bernardo [22] and Berger [23] discussed a rule for obtaining the Jeffreys' 
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The Bayes Estimators and Posterior
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The Bayes Estimators and Posterior Risks using the UP and the JP under PLF
Norstrom [25] discussed an asymmetric PLF and a special case of general class of PLFs defined as
. Under PLF, the Bayes estimators and posterior risk are 
The Bayes Estimators and Posterior Risks using the UP and the JP under DLF
DeGroot [26] introduced the asymmetric loss function as ( ) ( )
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The Posterior Predictive Distribution and Bayesian Predictive Interval
The posterior predictive distribution contains the information about the future observation given data x assuming the UP and the JP is written as:
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So, the posterior predictive distribution given in (44) assuming the UP and the JP of a future observation
given data x is given by: 1, , 1,
Limiting Expressions for Bayes Estimators and Posterior Risks
When t tends to ∞ , r tends to n and l r tends to l n , 1, 2,3 l = then all the values which are censored become uncensored in our analysis. So the information contained in the sample is increased and consequently the posterior risks of the Bayes estimates diminish. The efficiency of the Bayes estimates is increased because all the values are incorporated in our sample. The limiting expressions for the Bayes estimators and posterior risks using the UP and the JP under SELF, PLF and DLF are given in Tables 1-6 . 
Simulation Study
For a comparative study of the Bayes estimators (under different priors and loss functions) a simulation study is conducted. The performance of Bayes estimators has been scrutinized under different priors, loss functions, parametric values, sample sizes and test termination times. We calculate the Bayes estimates and posterior risks of five parameters 1 2 3 1 , , , p θ θ θ and 2 p of a 3-component mixture of Rayleigh distributions given in (1) and (4) through a simulation using the following steps.
Step 1. A sample of the mixtures is generated as follows: (i) The 1 p n observations were taken randomly from first component density ( )
(ii) The 2 p n observations were chosen randomly from second component density ( )
.
1 p p n − − observations were selected randomly from third component density ( )
; f x θ .
Step 2. A sample censored at a fixed test termination time t is selected. The observations which are greater than a fixed test termination time t are taken as censored ones.
Step 3. Using the steps 1-2 for the fixed values of parameters, test termination time and sample size, 1000 samples are generated. Tables 7-14 , it can be seen that the first component parameter 1 θ is under estimated and second and third component parameters, 2 θ and 3 θ , are over estimated using the UP and the JP under SELF, PLF and DLF for different sample sizes at different test termination times and same is the case with increasing test termination time at different sample sizes. On the other hand, the first mixing proportion parameter 1 p is under estimated but second mixing proportion parameter 2 p is over estimated for different test termination times and different sample sizes. It is also observed that first component parameter 1 θ and first mixing proportion parameter 1 p are highly under estimated but second component parameter 2 θ , third component parameter 3 θ and second mixing proportion parameter 2 p are highly over estimated for small test termination time and different sample sizes. Similarly, parameters 1 θ and 1 p are under estimated and parameters 2 θ , 3 θ and 2 p are over estimated, with a lesser degree, for smaller values of component parameter at different test termination times and sample sizes. The degree of under or over estimation is reduced with an increase in sample size and/or test termination times. As far as posterior risks are concerned, it is observed from the Tables 7-14 that the posterior risks of Bayes estimators using the UP and the JP under SELF, PLF and DLF reduce with an increase in sample size and/or test termination times. For larger (smaller) test termination time, the posterior risks of Bayes estimators assuming the UP and the JP under SELF, PLF and DLF are smaller (larger) at any fixed sample size. An important feature about selection of the UP and the JP under SELF, PLF and DLF based on posterior risk is observed as follows. For different sample sizes and test termination times, the JP, due to less posterior risk under SELF, PLF and DLF, yields efficient and preferable results as compared to the UP. Through a comparison between the three different loss functions it may be observed that the posterior risks of Bayes estimators of component parameters 1 2 , θ θ and 3 θ using the UP and the JP under PLF are smaller than SELF but larger than DLF at different sample sizes and test termination times. Thus, in our study, the DLF is more preferable. However, assuming the UP and the JP, the posterior risks of Bayes estimators of proportion parameters 1 p and 2 p under PLF at different sample sizes and test termination times are higher (lower) than that under the SELF (DLF). Hence, SELF is a preferable loss function.
Real Life Application
The real mixture data, ( ) , are taken from Davis [32] .
These data represent hours to failure of a V805 Transmitter Tube, a Transmitter Tube and a V600 Indicator Tube used in aircraft radar sets. Davis [32] showed that the data y can be modeled by a mixture of The Bayes estimates and posterior risks using the UP and the JP under SELF, PLF and DLF are showcased in Table 15 . From the Table 15 , it is observed that the results based on the real data are compatible with simulated results. The results about selecting the best prior and the best loss function are also the same as we have discussed in the Section 9. The results in the Table 16 are the 90% Bayesian predictive intervals assuming the UP and the JP. It is observed that the Bayesian predictive intervals using the JP are narrower than the predictive intervals using the UP.
Concluding Remarks
The importance and application of mixture models in real life problems is un-deniable. An extensive simulation study is conducted to compare and illustrate some interesting properties of the BEs of 3-component mixture of Rayleigh distribution using the UP and the JP under SELF, PLF and DLF. From Tables 7-14, we conclude that an increase in sample size or an increase in test termination time provides us improved Bayes estimates. For different sample sizes at different test termination times, first component and mixing proportion parameters are under estimated but second and third component and second mixing proportion parameters are over estimated using the UP and the JP under SELF, PLF and DLF and same is the case with different test termination times at different sample sizes. Furthermore, it is clear from the Tables 7-14 and DLF, the JP is more preferable than UP. Finally, we conclude that the more efficient and suitable prior is the JP under DLF (SELF) for estimating component (proportion) parameters.
