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Zusammenfassung
Der Vergleich von Konnektomen ist ein essentieller Schritt, um strukturel-
le und funktionelle Veränderungen in Nervensystemen zu identifizieren. Die
Analyse von Konnektomen selbst sowie deren Vergleich erfordert vielfältige
Methoden. In den meisten Anwendungen beschränkt sich der Vergleich je-
doch auf spezifische Daten, Spezies oder auch bestimmte Krankheiten. Das
plattformunabhängige und generische Framework neuroVIISAS wird ständig
weiterentwickelt, um flexible Lösungen zu funktionellen und vergleichenden
Fragestellungen zur Verfügung zu stellen. Im Rahmen dieser Arbeit wird eine
Methodik beschrieben, um sowohl verschiedene Konnektomtypen als auch ver-
schiedene Ausprägungen des selben Konnektoms mit vielfältigen analytischen
und visuellen Methoden in diesem dynamischen Framework zu vergleichen. Die
entwickelte Vergleichssystematik wird dabei für Matrizen, lokale und globale
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Die konnektionale Struktur des Nervensystems wird seit mehr als 50 Jahren
untersucht. Aufgrund der verbesserten Datengewinnungsmethoden, aber auch
durch die Weiterentwicklung von Konzepten zur Analyse der Netzwerkstruk-
turen von Konnektomen, welche die Gesamtheit von neuronalen Verbindun-
gen in einem Nervensystem darstellen, entstand eine Vielzahl von Ansätzen,
Projekten und Tools, welche verschiedene, immer komplexer werdende, neuro-
biologische Fragestellungen analysierbar machen. In neuroVIISAS, einem am
Institut für Anatomie entwickelten, flexiblen, multimodalen und plattformun-
abhängigen Werkzeug, wurden viele Aspekte der Konnektomanalyse integriert.
Die Analyse von komplexen, heterogenen Konnektomdaten beinhaltet dabei
neben statistischen Verfahren, graphentheoretischen Ansätzen sowie Simulati-
onsmechanismen von Neuronenpopulationen eine Vielzahl an visuellen Analy-
semethoden. Dies beinhaltet die Darstellung von Matrizen verschiedener Netz-
werkeigenschaften, der Berechnung und Aufbereitung von Parametern über die
Netzwerkstruktur sowie die Suche von Motiven in einem Netzwerk.
Es ist nicht nur die differentielle Untersuchung von kranken und gesun-
den Nervensystemen in den Neurowissenschaften von erheblicher Bedeutung,
sondern viele andere Fragestellungen erfordern ebenfalls einen Vergleich von
Konnektomen unter verschiedenen Aspekten, um strukturelle und funktionelle
Veränderungen in Nervensystemen zu identifizieren. Ziel dieser Arbeit ist, eine
Methodik zur vergleichenden Analyse von Konnektomen in neuroVIISAS zu
entwickeln. Dieses Konzept soll für diverse neurobiologische, differentielle Pro-
bleme generalisierbar sein und sich auf verschiedene Fragestellungen anwen-
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den lassen, um sowohl verschiedene Konnektomtypen als auch verschiedene
Ausprägungen des selben Konnektoms vergleichen zu können. Aufgrund der
komplexen, heterogenen Natur der vorhandenen Daten sowie der bestehenden
analytischen Komponenten in neuroVIISAS erfolgt zuerst die Eingrenzung des
Problems durch Aufstellen eines umfangreichen Anforderungskataloges. Das
beschriebene Konzept enthält eine Systematik zum Konnektomvergleich sowie
Verfahren zur differentiellen Analyse von Eigenschaften und Parametern in
Form von Matrizen- und Tabellendarstellungen sowie eine Methode zur ver-
gleichenden Motivanalyse. Anschließend wird die differentielle Analyse anhand
des vorgestellten Ansatzes auf die Behandlung von zwei unterschiedlichen Fra-
gestellungen angewandt sowie das von Domainexperten gelieferte Feedback
zur beschriebenen Vergleichsmethodik zusammengefasst. In der abschließen-
den Diskussion der Arbeit werden konzeptionelle Varianten, weitere Methoden
und deren Integration in die vergleichende Konnektomanalyse in neuroVIISAS
erläutert.
1.1 Entwicklung der Konnektomik
Der Begriff Konnektom wurde 2005 geprägt (Hagmann, 2005; Sporns, 2010,
2011) und bedeutet die Gesamtheit bekannter neuronaler Verbindungen in
Nervensystemen oder Teilen von Nervensystemen. Konnektome werden häufig
hinsichtlich ihrer Strukturen, Dynamiken und Funktionen untersucht. Verbin-
dungen in Nervensystemen sind notwendig, um biologische Signale, wie z.B.
neuronale Membranpotentiale zwischen Nervenzellen zu verarbeiten. Sie stellen
eine notwendige Komponente zum Verständnis von normalen und erkrankten
Nervensystemen dar. Ein wichtiges Ziel ist es, Vorhersagen zu funktionellen
Zuständen von gesunden und erkrankten Nervensystemen mit Hilfe von Kon-
nektomen zu machen.
Neuronale Verbindungen wurden bereits 1940 mittels spezifischer Experi-
mente aufgezeichnet (Bailey et al., 1940; Bailey, 1951). Hierzu dienten vor al-
lem postläsionale Degenerations-Studien (Walker, 1938), die mit Hilfe von Sil-
berimprägnationen nachgewiesen wurden (Fink and Heimer, 1967; Nauta and
Gygax, 1954) und die Strychnin-Neuronographie (Dusser de Barenne et al.,
1938; Dusser de Barenne et al., 1939). Anfang der 90er Jahre wurden je-
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doch erstmals Daten von Tracerstudien statistisch ausgewertet (Felleman and
Van, 1991; Young, 1992). Mittlerweile lassen sich Konnektomdaten auch durch
nichtinvasive kernspintomografische Verfahren erzeugen (fMRI, DWI, DTI).
Tracing Verfahren (Swanson, 2000; Thompson and Swanson, 2010), wie neu-
ronales tract-tracing, erlauben jedoch deutlich höher aufgelöste Aussagen im
Mikrometerbereich im Vergleich zu kernspintomografischen Untersuchungen
(Millimeterbereich). Diese Verbindungsdaten bilden in ihrer Gesamtheit ein
Netzwerk beziehungsweise einen Graphen, welcher sich durch Verbindungsma-
trizen repräsentieren lässt, da sie Netzwerke mit großen Knoten- und Kan-
tenanzahlen kompakt darstellen. Auf diese erzeugten Graphen werden in der
methodischen Konnektomforschung vor allem statistische und graphenanaly-
tische Techniken angewandt (Rubinov and Sporns, 2010; Kaiser, 2011; Sporns,
2010, 2011), um Eigenschaften, wie beispielsweise die Modularität zu bestim-
men.
Konnektome werden auf verschiedenen Ebenen beziehungsweise Auflösun-
gen untersucht, auf der Mikroskala (Synapsen und spezielle zelluläre Ver-
bindungen, Anwenden von Simulationsverfahren), der Mesoskala (neuronale
Schaltkreise, Kortikalebene) und Makroskala (große Faserbahnen auf regio-
naler, beziehungsweise subregionaler Ebene). Weiterhin werden verschiedene
Konnektomtypen unterschieden, unter anderem Metastudien-basierte tract-
tracing-, ultrastrukturelle serial block-face Mikrokonnektome, high-throughput-
Konnektome und DTI-Konnektome. Es entwickelten sich verschiedene Konnek-
tomprojekte mit jeweils spezifischem Fokus auf die Modalität (Art der Daten-
gewinnung), einen speziellen Konnektomtyp, die Art der genutzten mathemati-
schen Verfahren, die Untersuchungsebene sowie das Ziel der Analyse. Beispiele
solcher Projekte sind das Human Connectome Project (Van Essen et al., 2012,
2013), Connectome Viewer (Gerhard et al., 2011), Brain Connectivity Tool-
box (Rubinov and Sporns, 2010), BrainNet Viewer (Xia et al., 2013), PAGANI
Toolkit (Du et al., 2018), DynamicBC (Liao et al., 2014), BAMS (Bota et al.,
2005), GraphVar (Kruschwitz et al., 2015), Wormatlas Project (Lints et al.,
2005) und CoCoMac (Stephan et al., 2001).
Die Weiterentwicklung der Konnektomik beinhaltet hierbei die Erhöhung
der Qualität und der Performance der Generierung von Verbindungsdaten
(Swanson, 2000; Thompson and Swanson, 2010), die Verbesserung der ana-
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lytischen und mathematischen Berechnungsmethoden komplexer Konnektom-
daten, die Untersuchung und Weiterentwicklung von Schnittstellen und den
Datenaustausch. Die Fragestellungen in der Konnektomik werden aufgrund
dieser Faktoren ständig komplexer und umfassen mehrere, interdisziplinäre
Forschungsbereiche. Dazu gehören Neuroanatomie, Neuroinformatik, Neuro-
biologie, Neuroradiologie und Computational Neuroscience. Visualisierungs-
techniken spielen dabei eine immer größere Rolle (Stephan et al., 2001; Gerhard
et al., 2011; Schmitt and Eipert, 2012), um spezifische Strukturen in komple-
xen Daten zu erkennen (Margulies et al., 2013). Auf allgemeine Eigenschaften
der visuellen Datenanalyse soll im Folgenden kurz eingegangen werden.
1.2 Visuelle Datenanalyse
Menschen sind fähig, schnell aus komplexen visuellen Szenen wichtige Infor-
mationen zu extrahieren und Muster, Unterschiede und Zusammenhänge in
Daten zu erkennen (Bertin, 1983; Schumann and Müller, 2000). Visualisie-
rung dient nicht nur dem Erkenntnisgewinn, sondern darauf aufbauend auch
der Entscheidungsfindung im Rahmen der Lösung von Problemen. Allgemeine
Anforderungen an eine Visualisierung umfassen dabei Expressivität (die Kom-
munikation von nur in den Daten verborgenen Informationen), Effektivität (die
intuitive Interpretierbarkeit im Sinne der Aufgabe) und Angemessenheit (Er-
zeugen der Bilder in angemessener Zeit sowie die Anpassung an die Ressourcen
des Ausgabegerätes). Der Visualisierungsprozess zur Konvertierung von Daten
zu Bildern lässt sich dabei anhand eines Stufenmodells unterteilen und wird
in Abbildung 1.1 veranschaulicht.
Datencharakterisierung
Die erste Stufe der Datentransformation charakterisiert die ausgehenden Da-
tenwerte. Wie in Abbildung 1.1 herausgestellt wurde, liegt ihnen in der Kon-
nektomik aufgrund diverser Erzeugungsverfahren, welche aus Rohdaten ver-
wertbare Daten erzeugen, eine Graphstruktur zugrunde, welche eine Menge
von Regionen (Knoten) und sie verbindende Kanten beschreibt. Desweiteren
muss die Dimensionalität der Daten bestimmt werden. Das bedeutet, welche
und wieviele Daten pro Region und pro Verbindung erhoben werden. Voneinan-
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Abbildung 1.1: Data-State-Reference-Modell, entnommen aus (Chi, 2000). Die
einzelnen Stufen beschreiben die Erzeugung von Bildern auf Basis von vorlie-
genden Rohdaten.
der unterscheidbare Daten werden dabei Merkmale oder Parameter genannt.
Bei einer Mehrzahl an vorhandenen Parametern spricht man auch von Multi-
Parameter-Daten beziehungsweise multivariaten Daten. Die Bezeichnung einer
Region stellt einen Knotenparameter, die Stärke einer gemessenen Verbin-
dung stellt einen Kantenparameter dar. Wichtig ist außerdem der Werte-
bereich der Daten. Hier wird zwischen quantitativen und qualitativen Werte-
bereichen unterschieden. Erstere beschreiben metrische Skalen hinsichtlich der
Datenwerte, welche diskrete Skalen (zum Beispiel die Anzahl von untersuchten
Verbindungen zwischen Regionen) oder kontinuierliche Skalen (zum Beispiel
die mittlere Stärke einer Verbindung bezüglich der Anzahl an untersuchten
Verbindungen) beinhalten können. Qualitative Wertebereiche beziehen sich im
Gegensatz dazu auf nicht-metrische Skalen. Man unterscheidet hier zwischen
ordinalen und nominalen beziehungsweise kategorischen Skalen. Erstere defi-
nieren eine Ordnungsrelation auf der Skala (zum Beispiel Abstufungen von
neuronalen Verbindungsstärken), bei letzteren liegt die Ordnungsrelation je-
doch nicht vor (zum Beispiel spezielle Eigenschaften von Verbindungen, wie
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existierend, durchlaufend-nicht-endend, unklar, unwahrscheinlich). Im Trans-
formationsschritt erfolgen demnach anhand der Rohdaten eine Aggregation,
Bestimmung bestimmter, abgeleiteter Parameter, aber auch Formatkonvertie-
rungen, Interpolationen und Filtermechanismen. Desweiteren hat der mögliche
Umfang der Datenmenge großen Einfluss auf den Entwurf einer Visualisierung.
In der Konnektomik können Graphen mit mehr als 102 Knoten und Kanten
auftreten, was die intuitive Interpretierbarkeit des gesamten Netzwerkes er-
schwert oder sogar unmöglich macht.
Datenabbildung auf visuelle Attribute
Die so aufbereiteten Daten gilt es dann, gut unterscheidbar im nächsten Schritt
der Visualisierungstransformation auf visuelle Attribute abzubilden. Dazu zäh-
len Position des infragekommenden geometrischen Objektes, dessen Größe,
Farbe, Textur, Orientierung, Form, etc.. (Bertin, 1983). Jedes Attribut hat
dabei eine bestimmte Wirkung und eignet sich je nach Wertebereich der Da-
ten, Fragestellung und Kontext auf unterschiedliche Weise. Die Abbildung auf
Farbe stellt eine häufig angewandte, allgemeine Strategie dar (Bertin, 1983).
Da die Konnektomdaten netzwerkartig sind, wird oft eine Abbildung von Ver-
bindungsinformationen auf geeignete Farben in den jeweiligen Zellen der Ver-
bindungsmatrix vorgenommen. In Abhängigkeit der Daten bieten sich dazu
verschiedene Farbskalen an Harrower and Brewer (2003). Häufig werden quan-
titative Daten auf diskrete oder kontinuierliche Farbskalen abgebildet. Quanti-
tative Daten, welche negative und positive Wertebereiche haben können, wer-
den auch auf sogenannte divergierende Farbskalen abgebildet, da der Wert 0
eine besondere Abgrenzungsfunktion übernimmt. Qualitative Daten mit no-
minalem Wertebereich werden meist auf kategorische Farbskalen abgebildet,
qualitativ ordinale ähnlich zu quantitativ diskreten auf sequentielle Farbskalen
(siehe auch Abschnitt 2.2.2).
Um eine geeignete Visualisierung zur Unterstützung von umfangreichen
Analyseprozessen in vielen Bereichen zu entwickeln, entstand zusätzlich zur
Entwicklung von visuellen Techniken die Notwendigkeit der effizienten Kombi-
nation von analytischen (zum Beispiel graphentheoretischen, statistischen), vi-
suellen und interaktiven Methoden aufgrund neuer Fragestellungen und einem
erhöhten Umfang an komplexen Daten. Visualisierungsmethoden und Visua-
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lisierungsoptimierung werden im Forschungsgebiet Visual Analytics behandelt
(Cook and Thomas, 2005). Dieses Gebiet ist hochgradig interdisziplinär, da
es in allen Bereichen, in denen komplexe Visualisierungsprobleme auftreten,
Beachtung findet, wie zum Beispiel in der Konnektomik (siehe Abschnitt 1.1),
der Bioinformatik (HIVE (Simonyan and Mazumder, 2014), Circos (Krzywin-
ski et al., 2009)) oder der Meteorologie (Eichner et al., 2015; Nocke et al., 2015).
Auch die menschliche Wahrnehmung oder Mensch-Maschine-Interaktion wer-
den in der Visual Analytics bei der Lösung von Visualisierungsproblemen be-
rücksichtigt. Bezogen auf den Visualisierungsprozess untersucht dieses komple-
xe Feld unter anderem die geeignete Kombination von Interaktionskonzepten,
komplexen analytischen Prozessen und visuellen Methoden.
Die Behandlung komplexer Fragestellungen mit einem hohen Umfang an
komplexen Daten erfordert häufig das Durchlaufen wiederkehrender Arbeits-
schritte (Keim et al., 2008). Dabei unterstützen überblicksartige Darstellungen
allgemeiner Dateneigenschaften den Analyseprozess. Anschließend erfolgt dann
meist die nutzergesteuerte Vergrößerung von Bereichen von Interesse und Fil-
tern nicht-relevanter Bereiche zur weiteren Analyse gewünschter Details. Dies
führt oft dazu, dass eine Veränderung der Ausgangsdarstellung als Basis vor-
liegt, welche dann zu einem erneuten visuellen Verfeinerungsprozess führt. Ein
Beispiel wäre, anhand der Auswahl bestimmter Regionen in einem spezifischen
Hierarchie-View die korrespondierende Adjazenzmatrix in einem anderen View
darzustellen, Regionen mit keiner ausgehenden Verbindung zu selektieren, die-
se Regionen aus der Dreiecksdarstellung zu entfernen und anhand der Regionen
bestimmte lokale Netzwerkparameter zu bestimmen.
Diese Views werden aufgeteilt, um zur Unterstützung des Analyseprozesses
mehrere, unterschiedliche Sichten auf dieselben Daten zu erhalten, was eine
Koordination dieser Views notwendig macht. Dieses Konzept wird Coordina-
ted Multiple Views genannt (Wang Baldonado et al., 2000). Durch interaktive
Selektion spezifischer Bereiche in der Adjazenzmatrix kann zum Beispiel ei-
ne Markierung der involvierten Knoten in einem getrennten View ermöglicht
werden, da ein Bezug der Verbindungen der Matrix zu den Regionen im regio-
nenorientierten View hergestellt wird.
Um eine für ein Problemfeld geeignete Visualisierung zu entwickeln, müs-
sen Visualisierungsziele definiert werden. Hierbei muss beachtet werden, inwie-
8
weit die Exploration der Datenmenge und inwieweit die Verifikation von zuvor
aufgestellten Hypothesen über diese Daten unterstützt werden soll. Zur Ex-
ploration sind meist Überblicksdarstellungen auf einem Zusammenschluss von
Daten (zum Beispiel der Hierarchie-View, Adjazenzmatrizen, Parameter) als
Basis hilfreich, um detailliertere Analysen vorzunehmen, während letztere oft
eine gerichtete Suche von einzelnen Werten einschließt (zum Beispiel die Suche
nach einer konkreten Parameterausprägung), da nur so die genannten Anfor-
derungen berücksichtigt werden können und eine geeignete Visualisierung zur
Unterstützung von Analyseprozessen zum Beispiel in der Konnektomik reali-
siert werden kann.
1.3 Konnektomanalyse in neuroVIISAS
Nachdem die Entwicklung der Konnektomik sowie der Bereich der visuellen
Datenanalyse charakterisiert wurden, erfolgt in diesem Abschnitt eine Be-
schreibung von ausgewählten Funktionalitäten in dem Framework neuroVI-
ISAS (neuro Visualization Image Information System Analysis and Simulation
program) zur Konnektomanalyse.
NeuroVIISAS wurde entwickelt, um die Einschränkungen der in 1.1 benann-
ten Projekte zu umgehen und plattformunabhängig eine Vielzahl an flexiblen
Verfahren zur Konnektomanalyse zur Verfügung zu stellen. Die unterschied-
lichen Konnektomdaten, die zum Verständnis der Gehirnfunktion beitragen
können, können in neuroVIISAS zusammengeführt und analysiert werden. Die
hochinteraktiven integrierten Methoden des Frameworks beinhalten sämtliche
Aspekte der Konnektomanalyse, wie multivariate Statistiken (10 hierarchische
Clustering Algorithmen, Multidimensional Scaling, Kohonen Self-organizing
Maps, Principal Component Analysis, etc.), Community Detection, Vulnera-
bility Analyse, Hub und Rich-Club Analyse, 3D-Visualisierung von Analyse-
ergebnissen und Populationsbasierte Simulationen. NeuroVIISAS wird zudem
ständig weiterentwickelt, um die Qualität und die Möglichkeiten der Analy-
seprozesse zu verbessern und zu erweitern. Im Rahmen dieser Arbeit werden
folgende Komponenten vorgestellt, da sie in der Konnektomanalyse aufgrund
des vorhandenen Datencharakters und der analytischen Fragestellungen häu-
fige Repräsentationen der Konnektomdaten darstellen:
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• Matrizendarstellung von Kantenparametern
• Bestimmung und Aufbereitung von globalen Netzwerkparametern
• Bestimmung und Aufbereitung von lokalen Netzwerkparametern (Kno-
tenparameter)
• Durchführung von Motivanalysen
Sämtliche Methoden werden in einer spezifischen, interaktiven GUI zur Ver-
fügung gestellt, der erweiterten Konnektivitätenanalyse. Um verschiedene Kon-
nektome unter bestimmten Aspekten analysieren zu können, erlaubt es neuro-
VIISAS, mehrere dieser User Interfaces zu öffnen.
1.3.1 Organisation der Daten
Wie in Abschnitt 1.2 beschrieben, bilden die komplexen Daten einen wesentli-
chen Teil der Visualisierungen. In neuroVIISAS stellen die Regionen (Knoten)
von multiplen, zusammengeführten Daten aus diversen Erzeugungsverfahren
häufig hierarchisch angeordnete Hirnregionen dar, welche mit Knotenparame-
tern versehen sind. Dies beinhaltet die Hirn-Seite, eine Lang- und mindestens
eine Kurzbezeichnung (diese sind meist standardisiert) und eine zugewiesene
Farbe einer zentralen oder peripheren Region des Nervensystems. Zwischen
diesen Regionen sind Verbindungsdaten beziehungsweise Kantenparameter in
Form einer Liste von Experimenten mit Eigenschaften erfasst, zum Beispiel Art
der untersuchten Verbindung, Bezeichnung, Quellregion, Zielregion, bestimmte
Verbindungsstärke, Geschlecht des untersuchten Subjekts, verwendeter Tracer-
typ sowie ein Literaturverweis des Experimentes. Dieser Verweis erlaubt die
Identifikation der zugrundeliegenden Publikation. Zur Analyse können zusätz-
liche Knotenparameter in Form von lokalen Netzwerkparametern bestimmt
werden. Desweiteren besteht die Möglichkeit, weitere Kantenparameter, wie
Distanz zwischen 2 Knoten, die Communicability oder Ergebnisse verschiede-
ner Simulationsverfahren zu berechnen. Nach der Auswahl eines spezifischen
Projektes und gegebenenfalls der Auswahl einer Variante (Anordnung der Re-
gionen nach anatomischen oder funktionellen Gesichtspunkten) lässt sich mit-
tels der erweiterten Konnektivitätsanalyse das Konnektom analysieren. Dazu
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wird die Hierarchie der Regionen als Dreiecksdarstellung in Baumform an-
gezeigt. Diese Methode wird auch im Graph-Visualisierungssystem CGV am
Lehrstuhl für Computergraphik der Universität Rostock zur Hierarchiedarstel-
lung verwendet (Tominski et al., 2009). Durch Interaktionen kann das Konnek-
tom spezifiziert werden, indem Regionen aufgeklappt (zusätzliche Darstellung
der Unterregionen), zugeklappt (Verbergen von Unterregionen), hinzugefügt
und entfernt werden. Das jeweilig ausgewählte Blattknotenlevel beschreibt da-
bei eine spezifische Regionenauswahl. Diese Konfiguration kann sehr zeitauf-
wändig sein, sodass die Auswahl gespeichert werden kann. Bezogen auf die-
se Auswahl sind verschiedene Registerkarten vorhanden, welche als grafische
Steuerelemente die Auswahl bestimmter, voneinander getrennter Analysefunk-
tionen ermöglichen. Die Konfigurationen von Regionen und der jeweiligen Re-
gisterkarten werden in einem Informationspanel zusammengefasst. Abbildung
1.2 zeigt die wichtigsten Komponenten der erweiterten Konnektivitätenanaly-
se. Eine spezifische Matrix stellt für die Regionenauswahl einen bestimmten
Kantenparameter dar. Die Matrixdarstellung erfordert dabei aufgrund ihrer
quadratischen Eigenschaft einen statischen Platzverbrauch. Dies ist insbeson-
dere wichtig, da die Netzwerkgröße in Abhängigkeit der geladenen Projekte




















































































































































Neben der gängigen Darstellung von Adjazenzen ist eine Besonderheit in neu-
roVIISAS, dass Kantenparameter sowohl durch Experimentdaten (z.B. Stärke
der Verbindung), als auch durch die Bestimmung abgeleiteter Parameter aus
diesen Daten (z.B. Distanzen) vorliegen können. Es ist für die weitere Analyse
von Bedeutung, ob sie hinsichtlich der Regionenauswahl zwischen diesen Kno-
ten (direkt) oder aber zusätzlich zwischen Regionen unterhalb der Hierarchie
bestimmt wurden (kumulativ, hierarchische Kantenparameter). Es kann aus-
gewählt werden, ob eine direkte oder kumulierte Kantenansicht erfolgen soll.
Es stehen viele Matrizen mit Parametern mit quantitativem Wertebereich zur
Verfügung, wie zum Beispiel Anzahl der Autoren, die eine Verbindung be-
schrieben haben (diskret), Diskrepanz (kontinuierlich), Validität (kontinuier-
lich). Außerdem kann ein Kantenparameter mit heterogenem Wertebereich in
einer Matrixdarstellung vorkommen. Als Beispiel soll hier die Nennung der
Parameter Edge-Count und Stärke der Verbindung mit ihren Wertebereichen
dienen:
• Edge-Count: quantitativ diskret sowie qualitativ ordinal (Not present;
Fibers of passage)
• Stärke der Verbindung: qualitativ nominal (-3 ; -2 ; -1 ; -0,5 ; 0 ) sowie
qualitativ ordinal (0,5 ; 1 ; 1,5 ; 2 ; 2,5 ; 3 ; 4 )
Not present beschreibt eine untersuchte Verbindung, welche als nicht vor-
handen klassifiziert wurde. Fibers of passage stellt dagegen eine Verbindung
dar, welche die Quell- und Zielregion nur passiert. Sämtliche Ausprägungen
der Stärke der Verbindung sind qualitativer Natur und werden gesondert zu-
gewiesen. Desweiteren weisen sämtliche Matrizen eine Farbkodierung für das
Fehlen von Daten (NoData) auf. Die beiden eingeführten Matrizen sind in
Abbildung 1.3 veranschaulicht. Für die Abbildung der Datenwerte auf die Ma-
trixzellen wird pro Matrix eine GUI zur Farbklassendefinition bereitgestellt.
Für jede Matrix ist eine Standard-Farbskala anwendbar. Es obliegt dabei dem
Nutzer, gut unterscheidbare Farbskalen zu erstellen. In ihr können interak-
tiv Intervallgrenzen und zugehörige -farben festgelegt werden sowie eine Farbe
für Klassen von Werten, die nicht in die jeweiligen Intervalle fallen, was in
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(a) (b)
Abbildung 1.3: Darstellung von 2 Matrizen mit heterogenen Wertebereichen,
deren Farbabbildung durch die jeweiligen, rechts neben der Matrix positionier-
ten Legenden ersichtlich ist. (a) Edge-Count-Matrix. (b) Stärke der Verbin-
dung. Diese Abbildung soll den allgemeinen Aufbau der durch eine bestimmte
Registerkarte gewählten Matrix verdeutlichen.
(a) (b)
Abbildung 1.4: Aufbau der Farbklassendefinition der in Abbildung 1.3 darge-
stellten Matrizen. Jede konfigurierbare Zeile repräsentiert durch eine gewählte
Farbe für jeweils Ober- und Untergrenze einen Wertebereich oder durch ei-
ne Farbe für Ober- und Untergrenze einen Wert. (a) Edge-Count-Matrix. (b)
Stärke der Verbindung.
den Standardfarbklassen vieler Matrizen die Werte für NoData repräsentieren.
Dies ist beispielhaft in Abbildung 1.4 gezeigt. Dadurch lassen sich qualitative,
quantitative und heterogene Farbskalen definieren. Die Wahl aller Farbklassen
spiegelt sich dynamisch in den Legenden wider. Anhand eines matrizenab-
hängigen, konfigurierbaren Histogrammes können zusätzlich die Häufigkeiten
sämtlicher Werte analysiert werden. Dieses Histogramm wird dynamisch an
Änderungen hinsichtlich der Farbzuordnungen sowie der Selektion bestimmter
Verbindungen in der Matrix angepasst (siehe Abbildung 1.5).
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Abbildung 1.5: Konfigurierbare Histogramme erlauben die Identifikation der
Häufigkeiten aller auftretenden Werte der Matrizen.
Pro Matrix werden eine Vielzahl an Filtermöglichkeiten zur Verfügung ge-
stellt. Dies schließt das Ausblenden von Kantenparameterwerten direkter so-
wie kumulierter Kanten anhand mehrerer, parameterspezifisch wählbaren Be-
dingungen mit ein. Ein weiteres Beispiel von abgeleiteten Kantenparametern,
welche durch Matrizen repräsentiert werden, stellt die Diskrepanz oder die
Non-Exist-Exist-Eigenschaft dar, mit deren Hilfe unter anderem die Aussage-
kraft von vorliegenden Experimenten untersucht werden kann (Schmitt et al.,
2018).
1.3.3 Globale und lokale Netzwerkparameter
Die Konnektivität innerhalb von Netzwerken lässt sich jedoch auch global
untersuchen, indem allgemeine Netzwerkeigenschaften, wie Anzahl der Kno-
ten und Kanten, Anzahl reziproker Kanten oder der Durchmesser berechnet
werden. Mittelwerte, die über lokale Eigenschaften berechnet werden, können
ebenso die Analyse als globale Eigenschaften unterstützen. Interessant ist auch,
weitere lokale Netzwerkeigenschaften von Regionen zu bestimmen, wie Anzahl
von Input- und Outputverbindungen. Beide Gruppen von Parametern sollen
im Folgenden kurz vorgestellt werden.
Globale Parameter
Über 50 Parameter erlauben in neuroVIISAS Aussagen über die globale Struk-
tur des Netzwerkes (siehe Abbildung 1.6). Dies beinhaltet unter anderem ein-
fach zu interpretierende und zu berechnende Parameter, wie Anzahl der Kno-
ten, der isolierten Knoten und Kanten, aber auch den Netzwerkdurchmesser
(maximale Pfadlänge) oder die Vulnerabilität. Sämtliche Parameter und deren
formale Definition sind in (Rubinov and Sporns, 2010; Schmitt et al., 2012,
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2016) zu finden. Ein wesentliches Merkmal des Frameworks ist die Implemen-
tationsoffenheit, womit die Integration neuer Parameter jederzeit möglich ist.
Um herauszufinden, wie zufällig die Struktur eines empirischen Netzwerkes
ist, wurden 10 konfigurierbare Zufallsmodelle in dem globalen Analysemodul
zur Verfügung gestellt. Diese zufälligen Netze werden anhand der Knotenan-
zahl, Kantenanzahl und des mittleren Clusterkoeffizienten gebildet. Bisher sind
folgende Modelle in neuroVIISAS integriert:
• ER: Erdös-Rényi (Erdös and Rényi, 1959).
• WS: Watts-Strogatz (Watts and Strogatz, 1998).
• BA: Barabási-Albert (Albert and Barabási, 2002).
• MBA: Modified Barabási-Albert (Eipert, P., persönliche Mitteilung). Das
modifizierte Eipert-Modell basiert auf dem Barabási-Albert-Graph. Der
Algorithmus beginnt jedoch mit einer festen Anzahl von Knoten. Kanten
werden iterativ hinzugefügt.
• OHO: Ozik-Hunt-Ott (Ozik et al., 2004).
• MO: Modified OHO (Eipert P., persönliche Mitteilung). Die OHO Ran-
domisierung, welche modifiziert wurde.
• RW: Rewiring (Rao et al., 1996). Ein Grad-erhaltendes Randomisierungs-
modell.
• RR: Reciprocal (Schmitt, O.; Eipert, P., persönliche Mitteilung). Das
Verfahren beschreibt eine Rewiring-Randomisierung, welche sowohl den
Grad, als auch die Reziprozitäten erhält.
• KSW: Klemm-Eguiluz (Klemm and Eguiluz, 2002). Ein Small-World
Randomisierungsmodell.
• AvgCC: Average Cluster Coefficient (Palla et al., 2010). Verfahren zur
multifraktalen Netzwerkgenerierung, bei dem über den mittleren Clus-
terkoeffizienten des empirischen Netzwerkes optimiert wird.
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Eine Auswahl an Parametern wird tabellarisch als Überblick gegenüberge-
stellt, wobei in Abhängigkeit der Anzahl der generierten Zufallsmodelle pro
Verfahren der jeweilige Parameter gemittelt wird. Die tabellarische Darstel-























































































































Um den Stellenwert oder Rang jeder Region eines Netzwerkes zu beurteilen,
eignen sich lokale Netzwerkparameter. Derzeit sind 57 verschiedene Knotenpa-
rameter integriert. Hierzu gehören vor allem diverse Zentralitätsmaße. Es sind
auch komplexe Parameter, wie Katz-Index und Shapley-Index bestimmbar,
teilweise auch komplexitätsbedingt approximierbar. Ein wesentlicher abgelei-
teter Parameter in dieser Komponente ist der mittlere Rang einer Region,
welcher aus den einzelnen Rängen über jeweils sämtliche gewählte lokale Pa-
rameter bestimmt wird.
Alle wählbaren Parameter werden bestimmt und überblicksartig in Tabel-
lenform abgebildet. Die Zeilen bestimmen die Regionen, die Spalten die Pa-
rameter. Nach Selektion der Regionenzeilen werden die Regionen in der Drei-
eckshierarchie und in den anderen Darstellungen markiert. Interaktiv kann
hier weiterhin eine parameterabhängige beziehungsweise spaltenweise Sortie-
rung vorgenommen werden. Neben der implementationsunabhängigen Integra-
tion weiterer interner Parameter stellt der iterative Import von externen Para-
metern, wie zum Beispiel die Stärke von Proteinexpressionen oder die Anzahl
von Neuronen, eine weitere spezielle Eigenschaft dieser Tabelle dar. Eine Über-
sicht über die Tabelle liefert Abbildung 1.7. Die lokalen Parameter lassen sich
dann mit diversen Korrelationsanalysen und Visualisierungstechniken auf Zu-
sammenhänge untersuchen. Dazu zählen unter anderem die Darstellung der
Parameter in parallelen Koordinaten, Lateralitätsdiagramme, horizontale Bal-
kendiagramme, Rangdiagramme oder geschachtelte zirkuläre Tortendiagram-
me mit gebündelten Kanten.
1.3.4 Motivsuche
Die Bestimmung der Häufigkeit von Motiven (Subgraphen) ist notwendig, um
herauszufinden, ob einzelne Motive in unterschiedlichen Konnektomen beson-
ders häufig auftreten und welche Regionen an der Bildung von Motiven be-
sonders häufig beteiligt sind (Schreiber and Schwöbbermeyer, 2005). Mittels
Isomorphismussuche werden dabei im Multithreading-Modus Subgraphen im
Netzwerk identifiziert. In neuroVIISAS wird zur Motivanalyse anhand einer
speziellen Registerkarte eine GUI zur Verfügung gestellt. Diese erlaubt als Ba-
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Abbildung 1.7: Überblick über lokale Parameterwerte eines empirischen Netz-
werkes. Die Zeilen stellen die einzelnen Regionen, die Spalten die Parameter
dar.
sisfunktionalität unter anderem die automatische Motivgenerierung anhand
einer wählbaren Knotenanzahl von 3 bis 5. Anschließend werden sämtliche
Kombinationen des Motivs erzeugt, je nachdem, ob die Einbeziehung von Selbs-
treferenzen gewählt wurde. Für eine Auswahl der generierten Motive kann
nun die Häufigkeit der gefundenen Motive tabellarisch als Überblick angezeigt
werden, wobei pro Motiv die genauen regionalen Übereinstimmungen in der
Dreieckshierarchie markierbar sind. Die Beteiligung aller Regionen an einem
bestimmten Motiv ist ebenso als Detail in einer regionenbasierten Darstellung










































































































































































































































































Ähnlich zu den globalen Parametern ist es auch hier sinnvoll, das empirische
Motivvorkommen, also das Vorkommen im realen Netz, mit jenen in Zufalls-
netzwerken zu vergleichen, um die Unterschiede bestimmter Motive im realen
Netz zu den zufällig erzeugten Surrogat-Netzwerken herausstellen zu können.
In der dazugehörigen GUI werden nach Wahl des Modells und der Anzahl
der erzeugten Netze die Vorkommen der auswählbaren Motive als Überblick
auf ein Diagramm abgetragen, welches pro Motiv die realen und zufälligen
Vorkommen als Punktwolke veranschaulicht. Die Standardabweichung von der
mittleren Häufigkeit spannt dabei ein Rechteck auf. Abbildung 1.9 illustriert
diese Gegenüberstellung.
Abbildung 1.9: Überblick über die als ausgefüllte Kreise dargestellten Häufig-
keiten des jeweiligen Motivs im Realnetz. Die Punktwolken zeigen die Häu-
figkeiten des jeweiligen Motivs in Abhängigkeit der Anzahl der generierten
Zufallsnetzwerke, über alle Punkte visuell gemittelt durch das rote Rechteck.
Fazit
Aus Sicht der visuellen Datenanalyse ist neuroVIISAS ein komplexes, inter-
aktives Framework mit einer Vielzahl an Analyseverfahren, Visualisierungen,
statistischen Methoden und Simulationen, sodass im Rahmen dieser Arbeit
nicht detailliert auf alle Funktionalitäten eingegangen werden kann. NeuroVI-
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ISAS eignet sich für explorative und konfirmative Analysen von neuronalen
Netzwerken traktografischer und tract-tracing basierter Konnektome, unab-
hängig von Kantenwichtungen und -richtungen. Es liefert intuitiv interpretier-
bare, interaktive visuelle und analytische Berechnungsmethoden anhand von
Überblicks- und Detailansichten für eine Vielzahl an Aufgaben unter Verwen-
dung von multivariaten Konnektomdaten. Die ständige Erweiterung der Funk-
tionalität erlaubt es, aktuelle Fragestellungen mit fortschreitender Komplexität
zu bearbeiten. Diese Flexibilität und Unabhängigkeit von dedizierter
Software, wie Matlab und R oder funktionell eingeschränkter Tools
ist ein Alleinstellungsmerkmal. Nicht nur aufgrund der Verfügbarkeit von
immer komplexeren und qualitativ höherwertigen Verfahren zur Generierung
von Konnektomdaten, sondern auch durch die Einbeziehung von Visual Analy-
tics-Methoden (Cook and Thomas, 2005) werden eine Vielzahl an Fragestellun-
gen für die Computergrafik interessant. Im Folgenden wird auf die Komplexität
und den Umfang an existierenden differentiellen Fragestellungen eingegangen,
deren Beantwortung in neuroVIISAS trotz des hohen Umfangs an bereitge-
stellten Verfahren und Komponenten bisher nicht möglich ist.
1.4 Differentielle Fragestellungen
Konnektome stellen eine notwendige Komponente zum Verständnis von nor-
malen und erkrankten Nervensystemen dar. Am Beispiel eines Kontrollkonnek-
toms einer gesunden Laborratte und einem läsionierten Konnektom eines expe-
rimentellen Parkinson-Tieres, bei dem eine oder mehrere Regionen funktionell
inaktiviert wurden, lässt sich eine differentielle Analyse explorativ anwenden.
Wenn Netzwerkveränderungen nach Ausfall von Infarkt-bedingten Läsionen
(Schmitt et al., 2017) im Vergleich mit Kontrolltieren mittels explorativer
Analyse untersucht werden sollen, lassen sich die konnektionalen Unterschiede
zwischen Kontroll- und Läsionsnetzwerken quantitativ charakterisieren.
Konnektommodelle hoher Qualität beziehungsweise Rohdatendichte kön-
nen genauere Aussagen über die Struktur und Funktion des Nervensystems
liefern. Aufgrund der Vielzahl an Datenerzeugungsmethoden (traktografisch,
tract-tracing) ist die Verbesserung der Qualität durch Ergänzung von Modellen
und analytischen Methoden wichtig. Ein Beispiel dafür ist die Verifikation der
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Hypothese, dass sich Konnektivitätsdaten einer Laborratte, welche durch eine
Vielzahl an konventionellen monosynaptischen Tract-Tracing-Studien generiert
wurden, durch Daten einer geringen Zahl von mono- und transsynaptischen,
viralen Tract-Tracing-Studien ergänzen lassen. Anhand der Gegenüberstellung
von kohärenten und verschiedenen Verbindungen in diesen Konnektomen kön-
nen alternative Pfade und damit neue Gruppierungen von Regionen in diesen
dichten Konnektomen aufgezeigt werden.
An diesen Beispielen wird deutlich, dass diese Fragestellungen differentiel-
ler Natur sind. Dies bedeutet, dass zu deren Beantwortung die vergleichende
Analyse der verschiedenen Konnektome notwendig ist. Konnektome werden
im Allgemeinen miteinander verglichen, um Erklärungen für strukturelle oder
funktionelle Änderungen von Verbindungen und Regionen unter bestimmten
Veränderungen von experimentellen Bedingungen oder Faktoren zu finden, wel-
che Einfluss auf die Konnektomarchitektur haben können. Diese Konnektome
können als zu vergleichende Konnektomtypen klassifiziert werden, welche sich
unter einer Vielzahl an Aspekten einteilen lassen, die hier auszugsweise wie-
dergegeben werden.:
• Human:
– Gesundheitszustand: gesund, krank
– Therapiefortschritt: verletzt, behandelt
• Intraspezies-Nicht-Human:
– Transsynaptische Pfade: Virus-Tract-Tracing-basierte Konnektome,
nicht-Virus-Tract-Tracing-basierte Konnektome
– Verbindungsarchitektur: direkte Verbindungen eines Konnektoms,
kumulierte Verbindungen eines Konnektoms
– Krankheitsmodelle: intakte Kontrolltiere, läsionierte Tiere
• Intrinsisch (innerhalb eines Konnektommodells):
– Hirnseite: links, rechts
– Lateralität: ipsilateral, kontralateral
• Extrinsisch (verschiedene Konnektommodelle):
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– Spezies: Maus, Ratte
– Modellherkunft: BAMS (Bota et al., 2005), Institut für Anatomie
(Rostock)
Einen detaillierteren Überblick dazu liefert (Schwanke et al., 2018). Je nach
Konnektomtypen sind spezielle differentielle Fragestellungen von Bedeutung.
Anhand oben genannter Beispiele beginnt die Vergleichsanalyse meist auf Ba-
sis von allgemeinen Gemeinsamkeiten und Unterschieden involvierter Regionen
und deren Verbindungseigenschaften. Es existieren jedoch auch Fragestellun-
gen, welche ohne eine Übereinstimmung von Regionen und Verbindungen auf
die globale Struktur der zu vergleichenden Konnektome abzielen. Ein Beispiel
dafür ist der interregionale Vergleich von Thalamus und Hypothalamus anhand
globaler Netzwerkparameter, anhand dessen detaillierte Eigenschaften unter-
sucht werden. Die Anzahl an experimentellen und abgeleiteten Kantenpara-
metern führen neben oben genannten differentiellen Fragestellungen in Bezug
auf verschiedene Konnektomtypen auch zu Fragestellungen, welche die Ge-
genüberstellung verschiedener Kantenparameter sinnvoll machen. Ein Beispiel
dafür ist die Verifikation der Hypothese, dass durch viele Autoren beschriebene
Experimente eine große Entfernung involvierter Regionen vermuten lassen. In
diesem Fall ist der Zusammenhang zwischen der Anzahl der Autoren, welche
eine Verbindung beschrieben haben und der abgeleiteten räumlichen Distanz
zu untersuchen. Eine weitere differentielle Fragestellung, welche in den Bereich
der Motivanalyse fällt, ist, ob es Unterschiede zwischen Häufigkeiten eines be-
stimmten Motivs auf einer Hirnseite (ipsilateral) und den Häufigkeiten die-
ses Motivs gibt, dessen beteiligte Regionen auf der gegensätzlichen Hirnseite
(kontralateral) liegen. Diese beispielhaften Fragestellungen stellen nur einen
Auszug dar. Viele Fragestellungen ergeben sich jedoch während der Analyse.
Es hängt von der Fragestellung ab, ob der Fokus auf der Veranschaulichung
der konnektionalen Gemeinsamkeiten und Unterschiede liegt, ob und welche
lokalen oder globalen Netzwerkparameter herangezogen werden, ob der Ver-
gleich von speziellen Kantenparametern die wichtigste Methode darstellt oder
ob eine Kombination dieser Komponenten zur Lösung des differentiellen Pro-
blems sinnvoll ist. Aus diesem Grund muss ein Vergleichskonzept für
sämtliche eben genannten Komponenten integriert werden.
Kapitel 2
Material und Methode
Wie in 1.4 beschrieben, ist bei der Vielzahl an Konnektomtypen und Konfigu-
rationen eine Vielzahl an allgemeinen und speziellen Fragestellungen möglich,
die sich zum Teil sukzessive während der Analyse oder durch die Integration
neuer Parameter beziehungsweise neuer Analysemethoden ergeben und deren
Beantwortung eine bestimmte Kombination an zu betrachtenden Komponen-
ten motiviert. Die Beantwortung der möglichen Detailfragestellungen erfordert
daher in Abhängigkeit vom jeweiligen Konnektomtypen eine gesonderte Be-
trachtung. Ziel soll es im Rahmen dieser Arbeit jedoch sein, eine allgemeine
Vergleichsmethodik mit einem hohen Freiheitsgrad zu entwickeln, um konfigu-
rierbare Konnektome untersuchen zu können. Eine derartige Funktionalität ist
nach unserem Wissen in keinem bestehenden Großprojekt integriert, da sie sich
nur auf bestimmte Konnektomtypen oder Teilbereiche beschränken. Dies betrifft
auch den Umfang der zugrundeliegenden Daten, diese reichen in neuroVIISAS
von kleinen Netzen zu Netzen mit 102 Knoten und >104 Kanten. Solch eine
flexible Vergleichssystematik stellt ein Alleinstellungsmerkmal des
Frameworks dar.
Bei der Konnektomanalyse sind wiederkehrende, dynamische Prozesse üb-
lich. Das bedeutet, dass sich die Auswahl an Regionen, die Auswahl an darge-
stellten Verbindungsinformationen oder die Berechnung von Parametern stän-
dig ändern kann. Diese Änderung der Konfiguration der untersuchten Kon-
nektome soll auch während des Vergleichsprozesses möglich sein. Außerdem
ist die zu konzipierende Vergleichssystematik ebenso als dynamischer Prozess
zu verstehen. Um die Verallgemeinerung der Anwendbarkeit zu gewährleis-
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ten, müssen differentielle Methoden für sämtliche vorgestellten Komponenten
entworfen werden. Es ist außerdem notwendig, die bestehenden Koordinations-
mechanismen in die Vergleichsanalyse zu integrieren.
Es erfordert als ersten Schritt, eine Charakterisierung des umzusetzenden
Vergleichs vorzunehmen, anhand derer ein umfangreicher Anforderungskatalog




Verschiedene Konnektome lassen sich in neuroVIISAS für komplexe Analysen
konfigurieren. Dabei sind 2 Optionen möglich:
1. SPMC - Single Project Multiple Configurations. Hier wird ein Projekt
geöffnet. Mehrere Konfigurationen des geöffneten Konnektoms können
dabei durch Varianten nach anatomischen oder funktionellen Gesichts-
punkten erstellt werden.
2. MPMC - Multiple Projects Multiple Configurations. NeuroVIISAS er-
laubt ebenso die gleichzeitige Bearbeitung mehrerer Projekte, welche
verschiedene Konnektome durch eine Kombination von Projekt und Va-
riante abbilden.
Ein Vergleich verschiedener Konnektome zur Feststellung von Gemeinsam-
keiten und signifikanten Unterschieden ist ein fundamentales statistisches Kon-
zept (Yau, 2013). Auf die in 1.4 aufgestellten Konnektomtypen schließt dies
in neuroVIISAS sämtliche beschriebenen Komponenten, wie Dreiecksdarstel-
lung der Regionenhierarchie, Matrizen, Parametertabellen und die Motivana-
lyse ein. Diese stellen im Hinblick auf die visuelle Datenanalyse eine Vielzahl
an Interaktionsmöglichkeiten, Berechnungsmethoden und Visualisierungstech-
niken dar.
Methoden des visuellen Vergleich können den Anwender bei der Vergleichs-
analyse unterstützen (Gleicher et al., 2011; Gleicher, 2018). Ein visueller Ver-
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(a) (b) (c)
Abbildung 2.1: Gegenüberstellung von impliziter und expliziter Anordnung
von Zeitserien, entnommen aus (Gleicher, 2018). (a) Implizite, benachbarte
Darstellung. (b) Implizite, überlagerte Darstellung. (c) Explizite Darstellung
des Unterschiedes.
gleich läuft meist in mehreren Stufen ab (Tominski et al., 2012; Gleicher, 2018),
die bei der Konzeptentwicklung Beachtung finden sollten:
1. Selektion der Vergleichskandidaten.
2. Spezifikation der Ausrichtung der Vergleichsgegenstände.
3. Der eigentliche Vergleichsprozess.
Es gibt dabei mehrere Möglichkeiten, zu vergleichende grafische Kandida-
ten für den Vergleich anzuordnen (Gleicher et al., 2011; Gleicher, 2018). Dabei
wird zwischen einer impliziten und einer expliziten Vergleichsabbildung unter-
schieden (siehe Abbildung 2.1). Zwei häufig verwendete implizite Darstellungen
sind die überlagernde und die benachbarte Abbildung von zu vergleichenden
Ausgangsobjekten. Bei einer expliziten Abbildung wird dagegen der Unter-
schied von zu vergleichenden Ausgangsobjekten gebildet und dann grafisch
veranschaulicht.
Das Veranschaulichen von Gemeinsamkeiten und Unterschieden kann prin-
zipiell auf mehreren Ebenen realisiert werden. Die erweiterte Konnektivitä-
tenanalyse ist das zentrale Auswertungsmodul in neuroVIISAS. Dem Modul
werden Daten von Projekten und gegebenenfalls Varianten aus dem Haupt-
fenster zur Verfügung gestellt. Die Auswahl von Regionen und Registerkarten
sowie das Aufrufen von Filtermechanismen und Menüs durch Mausinteraktio-
nen stellen nur einige wählbare Aktionen dar. Diese Funktionen stellen je nach
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Konfigurationszustand ein bestimmtes Konnektom eines bestimmten analyti-
schen Zeitpunkts dar. Dieser temporäre Zustand soll jederzeit mit einem Ver-
gleichskonnektom einer anderen geöffneten Konnektivitätsanalyse-GUI vergli-
chen werden können. Dies soll die flexible explorative und konfirmative Analyse
je nach Fragestellung ermöglichen. Diese GUI soll für den Vergleichsprozess als
Instanz bezeichnet werden.
Sämtliche Instanzen stellen demnach potentielle Vergleichskandidaten dar.
Je größer jedoch die zu vergleichende Anzahl von Kandidaten ist, umso kom-
plexer wird der Vergleich (Gleicher, 2018). Da mehrere Instanzen wahlweise
verglichen werden könnten, bedarf es einer zuverlässigen Lösung (siehe auch
Abschnitt 4). Weiterhin lassen sich die meisten differentiellen Fragestellungen
durch einen Vergleich von zwei Konnektomtypen (paarweiser Vergleich) spezi-
fizieren (zum Beispiel beim Vergleich von krankem und läsioniertem Konnek-
tom (Schmitt et al., 2017)). Aus diesen Gründen soll ein paarweiser Vergleich
der Instanzen aus dem Pool an allen geöffneten Instanzen ermöglicht werden.
Die Festlegung eines Referenz- beziehungsweise Kontrollkonnektoms soll eben-
so auswählbar sein, da die Reihenfolge des Öffnens der Instanzen unabhängig
vom Vergleich sein soll.
Desweiteren ist es nötig, Kriterien für die Auswahl geeigneter Instanzen für
den Vergleich festzulegen. Dies erfordert als Grundlage einen Überblick über
alle aktuellen Instanzenkonfigurationen, anhand dessen die Selektion der zwei
Kandidaten ermöglicht wird. In jeder Instanz erfolgt die Analyse immer auf Ba-
sis einer Regionenauswahl als Blattknoten der Hierarchie. Der Grad der Über-
einstimmung von Regionen ist die Grundlage für die vergleichende Analyse von
Konnektomen vieler zu beantwortenden differentiellen Fragestellungen. Dabei
ist von Bedeutung, wieviele und welche Regionen im semantischen und struk-
turellen Sinn identisch sind, welche nicht identisch sind und welche Regionen
exklusiv im Ausgangsnetzwerk vorkommen. Zum Beispiel beim Vergleich von
einem kranken und einem gesunden Konnektom können sich je nach Krankheit
viele Regionen unterscheiden. Bei mehreren geöffneten Instanzen kranker Kon-
nektome kann so anhand des Grades der regionalen Übereinstimmung schnell
entschieden werden, welches Konnektom mit dem gesunden verglichen wer-
den soll. Aus diesem Grund soll als Kriterium zur Auswahl des paarweisen
Vergleichs der Grad der regionalen Übereinstimmung aller Instanzen anhand
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der Übereinstimmung der internen Bezeichnung verwendet werden, da so eine
Region eindeutig in neuroVIISAS identifiziert werden kann. Dieser Grad soll
dabei als überblicksartig veranschaulicht werden. Weiterhin sollen in einer gra-
fischen Veranschaulichung die Regionen derart angeordnet werden, dass eine
Zuordnung von identischen und nichtidentischen Regionen zu den jeweiligen
Ausgangsregionen der Vergleichskonnektome möglich ist, sodass schnell iden-
tifiziert werden kann, in welchen Instanzen welche Regionen vorkommen.
Es ist sinnvoll, eine intuitive, eindeutige Zuordnungsmöglichkeit sämtlicher
Instanzen hinsichtlich des Vergleichs zu integrieren, da sonst Verwechslungen
sowohl aller geöffneten Instanzen als auch der zum paarweisen Vergleich vor-
gesehenen Kandidaten auftreten können (beispielsweise bei der Identifikation
des Kontrollkonnektoms).
In neuroVIISAS sind die Komponenten in mehreren voneinander abhängi-
gen Views organisiert, welche sich koordiniert an nutzergesteuerte Aktionen
anpassen. Der Vergleichsprozess soll deshalb in einer neuen GUI in neuro-
VIISAS stattfinden, um die geänderten Zustände der geöffneten Instanzen zu
aktualisieren und umgekehrt. Damit kann sowohl flexibel der Ausgangszustand
als auch der Vergleich aktuell in Abhängigkeit von Benutzerinteraktionen an-
gepasst werden. Dies schließt eine Benachrichtigungsmethodik bei Änderungen
des Konfigurationszustandes in Bezug auf den aktuellen Vergleich mit ein, um
den konsistenten Vergleichszustand zu gewährleisten. Die neue differentielle
GUI soll frei angeordnet werden können, um die Freiheitsgrade der Instanzen-
konfigurationen nicht einzuschränken.
Desweiteren soll ein flexibles, schnelles Umschalten der zu vergleichenden
Instanzen ermöglicht werden. Dazu ist es erforderlich, einen Steuerungsmecha-
nismus zur Auswahl der zu vergleichenden Instanzen zu konzipieren.
2.1.2 Matrixdarstellung
Auf Grundlage genannter Bedingungen sollen zwei Konnektome für einen Ver-
gleich ausgewählt werden können. Eine Vielzahl verschiedener Matrixregister-
karten ermöglicht bisher in neuroVIISAS die Analyse diverser Verbindungspa-
rameter, um Gemeinsamkeiten und Unterschiede in Konnektomen sichtbar zu
machen. Diese Matrizen sollen verglichen werden können und demnach ähn-
lich wie in der erweiterten Konnektivitätsanalyse in die differentielle GUI durch
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dedizierte Registerkarten eingebaut werden. Das Verfahren soll derart flexibel
sein, dass neue Matrizen im erweiterten Konnektivitätsanalyse-Fenster auch im
differentiellen Analysefenster ausgewählt werden können. Dies erlaubt dann die
differentielle Repräsentation sämtlicher integrierter Matrizen, wie Edge-Count-
Matrizen, Distanzmatrizen, etc.. Da Matrizen Kantenparameter abbilden und
somit exklusive Regionen keinerlei Verbindungsgemeinsamkeiten mit zu ver-
gleichenden Instanzen aufweisen können, sollen zur differentiellen Darstellung
der Matrizen nur die identischen Regionen herangezogen werden.
Eine Möglichkeit der vergleichenden Analyse wäre, die gesamten Matrizen
als Vergleichskandidaten zu betrachten, um Gemeinsamkeiten und Unterschie-
de zu verdeutlichen. Eine benachbarte Darstellung der zu vergleichenden Ma-
trizen kann jedoch zu Platzproblemen gerade bei einer hohen Anzahl von
Regionen führen. Desweiteren kann die notwendige visuelle Zuordnung der
jeweiligen abgebildeten Instanzenausprägungen in den Matrixzellen sehr auf-
wändig sein, was den Vergleichsprozess erschweren könnte. Eine Überlagerung
der Vergleichsmatrizen könnte durch die transparente Darstellung von Ma-
trixzellen durchgeführt werden. Dies kann jedoch aufgrund der veränderten
Farbabbildung zu Fehlinterpretationen führen. Es ist also notwendig, eine ge-
eignete Abbildung von Gemeinsamkeiten und Unterschieden auf Basis einer zu
generierenden differentiellen Matrix umzusetzen, die den Vergleich identischer
Regionen ermöglicht und in deren Zellen die Kodierung der Vergleichsausprä-
gungen vorgenommen wird.
Gemeinsamkeiten und Unterschiede
Der Vergleich von Matrizen in neuroVIISAS soll Gemeinsamkeiten und Unter-
schiede verdeutlichen. Wie bereits beschrieben ist eine gängige Methode des
Vergleichs die implizite Abbildung von Vergleichskandidaten oder die explizite
Abbildung des Unterschiedes. Wie in Abschnitt 1.3 dargelegt wurde, können in
einer bestimmten Matrix Parameter mit quantitativem Wertebereich vorkom-
men. Dies trifft zum Beispiel auf die Anzahl der Autoren (die eine neuronale
Verbindung beschrieben haben), die Distanzmatrix (graphentheoretisch oder
räumlich) oder Kombinationen einer spezifischen Anzahl von Kanten zu. Da-
bei ist häufig von Interesse, welche Ausgangswerte in welcher Instanz größer,
gleich oder kleiner sind, zum Beispiel beim Vergleich von Distanzmatrizen.
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Je nach Fragestellung kann jedoch auch die Identifizierung des spezifischen
Unterschiedes wichtig sein, wenn beispielsweise spezifische Unterschiede der
Kantenanzahl herausgestellt werden sollen.
Die bisherige Möglichkeit der Farbklassendefinition erlaubt eine manuel-
le, zeilenweise Zuordnung von Farben zu Einzelwerten oder Farbverläufen zu
Wertebereichen. Umso mehr Intervallklassen für eine geeignete Unterteilung
des positiven und negativen Wertebereichs sowie die Farbabbildung auf die
arithmetische Gleichheit festgelegt werden sollen, umso höher ist der Aufwand.
Aus diesem Grund soll die Funktionalität der Farbklassendefinition erweitert
werden, sodass einerseits flexibel Klassen von Wertebereichen anhand der auf-
tretenden Wertehäufigkeiten generiert werden können und andererseits diese
gewünschten Klassierungen auf eine Auswahl an vordefinierten Farbpaletten
abgebildet werden können.
Es können in einer Matrix heterogene Wertebereiche sowie Ausprägungen
von NoData auftreten. In der Edge-Count-Matrix sind beispielsweise neben
der quantitativen Kantenanzahl die Werte Not present und Fibers of passage
kodiert. Eine Möglichkeit zum Vergleich ist, ähnlich zu bereits beschriebener
Abbildung von quantitativer Gleichheit eine explizite Abbildung der Gleichheit
vorzunehmen. Dies trifft beispielsweise auf gleiche Ausprägungen von NoDa-
ta oder Fibers of passage zu, deren Gleichheit auf dasselbe visuelle Attribut
abgebildet werden könnte, um schnell sämtliche gleiche Werteausprägungen
erfassen zu können.
Es kann darüber hinaus nicht nur die Verdeutlichung der Gleichheit, son-
dern auch die Identifizierung der Ausgangswerte notwendig sein, um einerseits
die Gleichheit der Kantenzahl von der Gleichheit der Art der Verbindung un-
terscheiden und Ausgangswerte identifizieren zu können.
Zur geeigneten Abbildung von Unterschieden ist ebenso festzulegen, wie
sämtliche Kombinationsmöglichkeiten von Werten behandelt werden sollen.
Neben der oben genannten expliziten Abbildung der Differenz, sofern der sel-
be Parameter mit quantitativen Ausprägungen vorliegt, ist es bei der Kom-
bination von NoData und der Kantenanzahl 5 offen, eine implizite oder ex-
plizite Abbildung vorzunehmen. Letztere würde jedoch bedeuten, dass sämtli-
che Kombinationen der Kantenanzahl mit allen Kombinationen aller anderen
Ausprägungen gut unterscheidbar symbolisiert werden müssten. Es ist jedoch
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fallabhängig, ob nur das Vorhandensein einer beliebigen Kantenanzahl mit der
Kombination von NoData zur Analyse ausreichend ist.
Die geeignete Abbildung solcher Kombinationen ist in hohem Maße ab-
hängig von der differentiellen Fragestellung und dem Ziel der Analyse. Eine
allgemeine Behandlung für alle Matrizen, Kombinationsfälle und Fragestellun-
gen stellt eine große Herausforderung dar, da es sinnvoll sein kann, explizite
Abbildungen von Gleichheit, Ungleichheit und der Ausgangswerte in einer Zel-
le der differentiellen Matrix unterscheidbar durch geeignete visuelle Attribute
zu kodieren. Ein Ansatz für eine adäquate Veranschaulichung ist, dem Anwen-
der ein flexibles Mapping-Werkzeug zur Verfügung zu stellen, welches maßge-
schneidert für den Vergleich bestimmter Matrizen anhand einer spezifischen
Fragestellung eine geeignete Abbildung von Gemeinsamkeiten und Unterschie-
den ermöglicht. Dieses Tool muss so flexibel sein, dass für jede Kombinati-
onsmöglichkeit der jeweiligen Wertebereiche sämtlicher zu betrachtenden Pa-
rameter eine explizite oder implizite Abbildung sowohl der Gemeinsamkeiten,
als auch der Unterschiede aus einem Pool an visuellen Attributen ermöglicht.
Diese Flexibilität erfordert jedoch einen komplexen Präprozess vor dem Ver-
gleich beliebiger Matrizen. Aus diesem Grund ist die Integration einer initialen
Abbildung von Gemeinsamkeiten und Unterschieden notwendig. Im Rahmen
dieser Arbeit sollen diese standardisierten Abbildungen anhand der möglichen
Kodierung der Kombinationen beliebiger Werte beschrieben werden. Sie sollen
einen Überblick über Gemeinsamkeiten und Unterschiede beliebiger Matrizen
liefern.
Gegenüberstellung verschiedener Parameter
Wie in Abschnitt 1.4 beschrieben, sind auch Matrizenvergleiche verschiede-
ner Parameter notwendig, wie zum Beispiel die Gegenüberstellung der Anzahl
von Autoren und die räumliche Distanz der beschriebenen Regionen. Aus die-
sem Grund müssen zusätzlich variable Registerkarten zur Verfügung gestellt
werden, welche in Abhängigkeit der Instanzenzustände der frei wählbaren Ma-
trizen jeweils eine differentielle Matrix liefern. Auch für diese Matrizen ist
ein allgemeines Verfahren zur initialen Abbildung der Unterschiede umzuset-
zen. Da keinerlei Gemeinsamkeiten vorliegen, ist eine Gegenüberstellung der
Ausgangswerte zu integrieren. Die oben genannte Problematik der Kombina-
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tionsmöglichkeiten ist in diesem Fall umso größer, da durch das Fehlen von
Gemeinsamkeiten die Zahl der Kombinationsmöglichkeiten steigt.
Häufigkeitsanalyse
Eine Möglichkeit des Histogrammvergleichs stellt die benachbarte Darstellung
der Instanzenhistogramme dar. Ähnlich zu der beschriebenen Problematik der
Anordnung von Matrizen wird aufgrund der Möglichkeit der verschiedenen Pa-
rameter und Wertebereiche sowohl von einer überlagernden, als auch benach-
barten Darstellung der Histogramme abgesehen und ein differentielles Histo-
gramm als sinnvoll erachtet. Die explizite Abbildung von Histogrammbalken
für jede Kombination impliziter Werte sowie expliziter Kodierungen der Ge-
meinsamkeiten und Unterschiede soll hier die Basis bilden, um einerseits spezi-
fische Häufigkeiten zu identifizieren und andererseits die geforderte interaktive
Zusammenfassung von Wertebereichsklassen zu unterstützen. Hinsichtlich der
Kombinationsmöglichkeiten von Parametern unterschiedlicher Wertebereiche
sowie verschiedener Parameter soll für jede zu entwickelnde initiale Abbildung
ein Balken zur Häufigkeitsanalyse veranschaulicht werden. Es muss daher ein
spezieller Histogrammtyp entwickelt werden, der Gemeinsamkeiten und Un-
terschiede der Parameterausprägungen aufzeigt. In den Legenden der Matrix
müssen sich diese Kombinationen der Werte beziehungsweise Wertebereiche
widerspiegeln.
Ähnlich zu der zu entwickelnden Regionsübersicht sollen sämtliche differen-




In neuroVIISAS können globale Parameter tabellarisch den gemittelten Para-
metern von 10 Zufallsmodellen gegenübergestellt werden. Wie bei den Matrizen
soll auch hier eine dedizierte Registerkarte für den Vergleich globaler Parame-
ter zur Verfügung stehen. Nach deren Auswahl sollen die Werte sämtlicher
Parameter der zu vergleichenden realen Netze tabellarisch gegenübergestellt
werden, wobei die absolute Differenz in einer eigenen Tabellenspalte gezeigt
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werden soll. Da die Wertebereiche jedoch sehr unterschiedlich sein können, soll
auch die relative Differenz in einer zusätzlichen Tabellenspalte dargestellt wer-
den. Eine Sortierungsmöglichkeit der zu erzeugenden zwei Differenzenspalten
soll die Bestimmung der minimalen und maximalen Unterschiede unterstützen.
Die globalen Parameter des empirischen Netzwerkes werden in neuroVI-
ISAS mit Mittelwerten aller erzeugten Zufallsnetze pro Modell tabellarisch
gegenübergestellt. Um die Ähnlichkeit der globalen Netzwerke für jedes ge-
wählte Modell zu vergleichen, müssen die Werte der Modelle in Kombination
mit den empirischen Ausgangsnetzwerken dargestellt werden. Da die meisten
Parameter unterschiedliche Wertebereiche aufweisen, soll für jeden gewählten
Parameter ein Diagramm dargestellt werden. In jedem dieser Diagramme sol-
len pro Zufallsmodell die Ausprägungen des Parameters sowohl für die Mo-
dellwerte, als auch die Ausprägungen der empirischen Netzwerke abgetragen
werden. Darüber hinaus müssen die globalen Netzwerkparameter der jeweili-
gen Instanz zugeordnet werden können. Die Auswahl der Modelle wird dabei
interaktiv festgelegt.
Lokale Netzwerkparameter
In der Registerkarte für den Vergleich lokaler Parameter sollen sämtliche Pa-
rameter tabellarisch verglichen werden können. Zusätzlich zu einer Differen-
zenspalte ist auch hier die Integration einer Spalte für die relative Differenz
notwendig, um den verschiedenen Wertebereichen der Parameter gerecht zu
werden. Eine Sortiermöglichkeit soll die Veranschaulichung der kleinsten und
größten Änderungen unterstützen. Ebenso wie bei der globalen Netzwerkpa-
rametertabelle soll eine Zuordnung eines Parameters zur jeweiligen Instanz
möglich sein. Dies hat auch den Vorteil, dass beide Tabellen ein relativ kon-
sistentes Format aufweisen.
2.1.4 Motivanalyse
Die vergleichende Motivanalyse soll auch in dem differentiellen Fenster zur
Konnektivitätsanalyse als Registerkarte zur Verfügung stehen. Die automa-
tische, aber auch interaktive Motivgenerierung stellt für den Vergleich von
Motivhäufigkeiten in Konnektomen eine wichtige Funktionalität dar und muss
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daher integriert werden. Anhand der gewählten Motive sollen die Häufigkeiten
des Auftretens der gefunden Motive einer Instanz tabellarisch den Häufigkei-
ten in der anderen Instanz gegenübergestellt werden. Desweiteren muss die
Identifizierung aller Regionen, welche ein bestimmtes Motiv bilden, interaktiv
ersichtlich sein.
In neuroVIISAS werden bisher Punktwolken von Motivhäufigkeiten pro Mo-
tiv für eine wählbare Anzahl von Zufallsmodellen (10 implementierte Verfah-
ren) der Häufigkeit von Motiven des empirischen Netzwerkes in einem Dia-
gramm gegenübergestellt. In der differentiellen Motivanalyse sollen gut unter-
scheidbar die Häufigkeiten pro Instanz abgetragen werden. Sämtliche Motiv-
häufigkeiten sollen den jeweiligen Instanzen zugeordnet werden können.
2.1.5 Kernanforderungen
In diesem Abschnitt erfolgt eine zusammenfassende Aufstellung der Kernan-
forderungen zur vergleichenden Konnektomanalyse.
Vergleichssystematik
• Entwicklung einer allgemeingültigen Vergleichsmethodik in einer von den
zu vergleichenden Konnektomen unabhängigen, koordinierten GUI.
• Veranschaulichung der Konfigurationszustände der Instanzen, inklusive
Möglichkeit der Zuordnung der Konfigurationen zur jeweiligen Instanz.
• Anordnung neuer Registerkarten für Vergleiche von Matrizen, globaler
und lokaler Parameter sowie der Motivanalyse.
• Zu vergleichende Konnektome beziehungsweise Instanzen müssen jeder-
zeit konfigurierbar sein.
• Entwicklung einer Überblicksdarstellung zur Zuordnung jeder Region zu
allen Regionen der geöffneten Instanzen anhand der internen Bezeich-
nung.
• Konzipierung einer flexiblen Steuerung zur schnellen Auswahl und zum
schnellen Umschalten von paarweise zu vergleichenden Instanzen anhand
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des Grades der regionalen Übereinstimmung mit allen Regionen aller
geöffneten Instanzen, flexible Festlegung eines Kontrollkonnektoms.
• Umsetzung einer interaktiven Zuordnungsmöglichkeit der zu vergleichen-
den Regionen zu den Instanzen.
Behandlung von Matrizen
• Integration dedizierter Registerkarten für vorhandene Matrizen sowie va-
riabler Registerkarten für Vergleiche von Matrizen verschiedener Para-
meter auf Basis identischer Regionen.
• Integration einer initialen, zellbasierten Vergleichsmethodik für Gemein-
samkeiten und Unterschiede von Werten. Im Falle des Auftretens von
quantitativenWerteausprägungen soll die Farbklassendefinition erweitert
werden, so dass interaktiv Wertebereichsklassen anhand der differentiel-
len Häufigkeiten generiert werden können. Desweiteren ist eine Integra-
tion von vordefinierten Farbpaletten umzusetzen, welche den variabel
generierbaren Wertebereichsklassen zugewiesen werden können. Deswei-
teren soll die Gleichheit quantitativer Werte sowie deren Ausgangswerte
explizit kodiert werden.
• Im Fall von Kombinationen von nicht-quantitativen Werteausprägungen
ist ebenso eine explizite Standard-Abbildung der Gemeinsamkeiten ähn-
lich zu quantitativer Gleichheit sowie der Ausgangswerte zu realisieren.
• Hinsichtlich des Vergleichs verschiedener Parameter soll eine geeignete
Gegenüberstellung der Ausgangswerte umgesetzt werden.
• Entwicklung eines speziellen differentiellen Histogrammes, welches sämt-
liche Kodierungen von Kombinationen von Werten als einzelne differen-
tielle Balken veranschaulicht.
• Integration von geeigneten Legenden für alle initial kodierten Kombina-
tionsmöglichkeiten.




• Umsetzung einer tabellarischen Gegenüberstellung aller globalen Para-
meter und Integration von sortierbaren Tabellenspalten für absolute und
relative Differenzen sowie Quotienten.
• Umsetzung eines Diagrammes für jeden globalen Parameter zum visu-
ellen Vergleich der Ausprägungen der gewählten Zufallsmodelle mit den
Werten der empirischen Ausgangsnetzwerke.
• Zuordnungsmöglichkeit der Ausprägungen zu den Instanzen.
• Umsetzung einer tabellarischen Gegenüberstellung aller lokalen Parame-
ter und Integration von sortierbaren Tabellenspalten für absolute und
relative Differenzen und Quotienten.
• Zuordnungsmöglichkeit der Ausprägungen zu den Instanzen.
Motivanalyse
• Integration einer Möglichkeit der automatischen Motivgenerierung, wel-
che für beide zu vergleichenden Instanzen gültig ist.
• Tabellarische Gegenüberstellung der gefundenen Häufigkeiten zu jenen
der Vergleichsinstanz.
• Integration einer Möglichkeit der Identifizierung aller Regionen, welche
ein bestimmtes Motiv bilden.
• Umsetzung eines Diagrammes zur motivabhängigen visuellen Gegenüber-
stellung der Häufigkeiten aller gefundenen Motive der Zufallsmodelle so-
wie der empirischen Netzwerke.
• Zuordnungsmöglichkeit der Häufigkeiten zu den Instanzen.
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2.2 Konzept zur differentiellen Konnektomana-
lyse
In diesem Abschnitt erfolgt eine Beschreibung des entwickelten Konzeptes un-
ter Beachtung der aufgestellten Anforderungen.
2.2.1 Systematik des Vergleichsprozesses
Der Vergleichsprozess soll anhand einer neuen differentiellen GUI ermöglicht
werden, welche mit den geöffneten Instanzen interagiert. Dazu wurden dedi-
























































































































Abbildung 2.3: (a) Überblick über das differentielle Informationspanel, in dem
der aktuelle Konfigurationszustand zusammengefasst ist. Es können Instanzen-
farbe (1. Spalte) und -bezeichnung (2. Spalte) vergeben werden. (b) Außerdem
wird der Anwender bei Öffnen/Schließen einer Instanz und bei einer Änderung
der Regionenauswahl durch Einfärben von Tabellenbereichen benachrichtigt.
Die Größe der Views ist anpassbar. Bei Änderungen der Größe der diffe-
rentiellen GUI richten sich die jeweiligen Viewgrößen entsprechend aus. Diese
Views werden im Folgenden beschrieben.
Differentielles Informationspanel
Da zu vergleichende Konnektome beziehungsweise Instanzen jederzeit konfigu-
rierbar sind, sollen jene Zustände veranschaulicht werden. Aus diesem Grund
wurde ein differentielles Informationspanel ähnlich zu dem des erweiterten
Konnektivitätsfensters integriert. Es fasst die Konfigurationen aller geöffneten
Instanzen tabellarisch zusammen. Mithilfe dieses Panels kann jeder Instanz
eine Farbe für den Vergleichsprozess zugeordnet werden. Der Nutzer ist da-
für verantwortlich, für jede Instanz eine gut unterscheidbare Farbe zu wählen.
Außerdem kann eine Bezeichnung für jede Instanz festgelegt werden (siehe Ab-
bildung 2.3). Dies erlaubt eine schnelle Zuordnung der Konfigurationen zu den
Instanzen. Dieses Panel wird dynamisch an die Instanzen angepasst, indem di-
verse Listener-Methoden Änderungen sowohl im Informationspanel als auch in
den Instanzen überwachen. Das bedeutet, dass die Änderung der Bezeichnung
der Instanz in dem Header des jeweiligen Instanzenfensters angepasst wird.
Desweiteren wird die Instanzenfarbe in dem Informationspanel der jeweiligen
Instanz gezeigt. Außerdem wurde eine Benachrichtigungsmethodik integriert,
welche bei Öffnen oder Schließen einer Instanz sowie Änderungen der Regio-
nenauswahl den Nutzer im differentiellen Informationspanel benachrichtigt.
Dies ist wichtig, da der aktuelle Vergleichszustand in dem Fall nicht mehr
konsistent ist. Dies ist in Abbildung 2.3 illustriert.
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(a) (b)
Abbildung 2.4: Allgemeine Vergleichsmöglichkeiten in Abhängigkeit der Kom-
bination von Projekt und Variante, entnommen aus (Schwanke et al., 2018),
welche durch die Vergleichskontrollmatrix repräsentiert werden. (a) SPMC-
Vergleich. (b) MPMC-Vergleich.
Vergleichskontrollmatrix
Desweiteren soll ein flexibler Steuerungsmechanismus zur Auswahl und zum
Umschalten von paarweise zu vergleichenden Instanzen integriert werden. Hier-
zu wurde eine Vergleichskontrollmatrix umgesetzt. Die Zeilen- und Spalten-
header stellen die in dem differentiellen Informationspanel festgelegten In-
stanzenbezeichnung und -farbe dar. Jede Matrixzelle ist dabei eine selektier-
bare Schaltfläche für die Auswahl der paarweise zu vergleichenden Instan-
zen. Die Matrixform gestattet es, Konnektominstanzen unabhän-
gig der Reihenfolge des Öffnens zu vergleichen, eine flexible Fest-
legung des Kontrollkonnektoms zu ermöglichen und ein schnelles,
interaktives Umschalten zwischen den Instanzen in der differentiel-
len Konnektivitätenanalyse-GUI. Abbildung 2.4 zeigt diese Kombinati-
onsmöglichkeiten.
Als Kriterium zur Auswahl der Instanzen wurde der Grad der regionalen
Übereinstimmung mit sämtlichen Instanzen anhand der internen Bezeichnung
der Regionen festgelegt. Er beinhaltet bei paarweise zu vergleichenden Instan-
zen zwei Mengen an Regionen, für die die Ähnlichkeit und Unterschiedlichkeit
mithilfe des Jaccard-Indexes (Tan et al., 2006) anhand der internen Bezeich-
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nung (disjunkte Abkürzungen der Regionen) bestimmt werden kann:
J(A, B) = | A ∩ B |
| A ∪ B |
(2.1)
A beziehungsweise B sind dabei die Menge der Regionen in der jeweiligen In-
stanz. Der Zähler beschreibt somit die Anzahl identischer Regionen, der
Nenner die Vereinigung sämtlicher in beiden Instanzen vorkommenden Regio-
nen. Der Grad bedeutet dann prozentual die Anzahl identischer Regionen in
Relation zur Vereinigung der Regionen der zu vergleichenden Instanzen. Mit-
hilfe des Jaccard-Indexes wird zusätzlich die Anzahl der nur in einer Instanz
vorkommenden Regionen sowie die Anzahl der nur in der zu vergleichenden
Instanz vorkommenden Regionen bestimmt, welche als Anzahl exklusiver
Regionen bezeichnet werden soll. Diese Werte werden aufgrund der Matrix-
form für alle Kombinationen an geöffneten Instanzen berechnet. Um einen
Überblick über die paarweisen regionalen Übereinstimmungen zu ermöglichen,
welcher die Auswahl der zu vergleichenden Instanzen unterstützen soll, wird
eine Einfärbung der jeweiligen Matrixzelle in Abhängigkeit des Wertes vorge-
nommen. Zur Abbildung dieses quantitativen Wertebereiches auf eine sequen-
tielle Farbskala dient hier die angepasste Farbklassendefinition zur flexiblen
Manipulation und Optimierung zu integrierender Farbpaletten. In Abschnitt
2.2.2 wird diese im Detail vorgestellt. Der Nutzer ist angehalten, für die Ab-
bildung der Instanzen und des Grades der regionalen Übereinstimmung un-
terschiedliche Farben zu wählen, da ansonsten eine ähnliche Abbildung von
Farben auf unterschiedliche Werte irreführend sein kann.
Um die Auswahl von zu vergleichenden Instanzen anhand der oben genann-
ten Werte vornehmen zu können, wird die regionale Übereinstimmung und die
Anzahl identischer Regionen in die Zellen der Diagonale der Matrix eingetra-
gen, welche in dem Fall die Anzahl der vorhandenen Regionen bedeuten. In
alle anderen Zellen wird zusätzlich die Anzahl exklusiver Regionen eingetragen.
Das Konzept ist in Abbildung 2.5 verdeutlicht.
Region Outline
Zusätzlich zur Anzahl der identischen und exklusiven Regionen sowie des Gra-
des der regionalen Übereinstimmung wurde zur visuellen Gegenüberstellung
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Abbildung 2.5: Vergleichskontrollmatrix von 3 geöffneten Instanzen mit selek-
tierter Auswahl von Instanz 0 und 1. Die Instanzennamen und jeweilig gewähl-
ten -farben sind am Spalten- bzw. Zeilenheader angegeben. Die Schaltflächen
sind nach dem Grad der regionalen Übereinstimmung anhand der wählbaren,
sequentiellen Farbpalette kodiert. Die Intervallgrenzen sind ebenso anpassbar.
In den Schaltflächen ist der Grad der regionalen Übereinstimmung (1. Zeile)
sowie die Anzahl der identischen (2. Zeile) und exklusiven (3. Zeile) Regionen
eingetragen. Anhand dieser Matrix und der in Abbildung 2.6 gezeigten Region
Outline kann sowohl die Auswahl der zu vergleichenden Instanzen als auch ein
schnelles Umschalten zwischen ihnen gewährleistet werden.
aller Regionen sämtlicher Instanzen eine Übersicht in einem getrennten Fens-
ter entwickelt, welche als Region Outline bezeichnet werden soll. Mit ihr kann
überprüft werden, welche Regionen in welchen Instanzen vorkommen. Hier-
zu erfolgt eine Aufteilung der Bildschirmfläche horizontal nach Spalten und
vertikal nach Zeilen. Die Anzahl der Zeilen wird durch die Anzahl geöffneter
Instanzen bestimmt. Die Anzahl der Spalten stellt die Vereinigung aller Re-
gionen sämtlicher Instanzen dar. Nach dieser Aufteilung erfolgt die Abtragung
jeder Region, welche jeweils ein Rechteck bildet. Die Reihenfolge der Zeilen
wird durch die aktuelle paarweise Auswahl in der Vergleichskontrollmatrix be-
stimmt. Nach deren Änderung werden die jeweiligen Zeilen umsortiert, um eine
direkte Zuordnung der paarweisen Regionen zu unterstützen. Die Einfärbung
der Region wird anhand ihrer Originalfarbe vorgenommen, um die schnelle
Zuordnung zur jeweiligen Instanz zu ermöglichen, da in jeder Instanz für ei-
ne identisch bezeichnete Region eine verschiedene Farbe vergeben worden sein
kann. Als weitere Unterstützung zur regionalen Instanzenzuordnung erfolgt die
Einblendung der gewählten Instanzenbezeichnung.
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Abbildung 2.6: Die Selektion des Instanzenpaars (0,1) in der Vergleichskon-
trollmatrix führt zu dieser Anordnung der abgetragenen Regionen. Es werden
hier zuerst identische Regionen dargestellt, gefolgt von exklusiven Regionen.
Es zeigt sich eine hohe Anzahl identischer Regionen in den Instanzen 0 und 1
(1. und 2. Zeile). Die Identifikation dieser Regionen wird durch das Einblenden
der Regionsbezeichnungen unterstützt.
Zur koordinierten Umsetzung ist es sinnvoll, eine interaktive Zuordnungs-
möglichkeit sämtlicher Regionen zur Lage in der Ausgangshierarchie zu unter-
stützen. Dazu wurde ein Mechanismus integriert, welcher nach Selektion einer
Menge an Regionen selbige in der Hierarchie der Instanzen markiert, sofern sie
vorhanden sind. Dies gestattet eine flexible Anpassung der Regionenauswahl,
falls zum Beispiel identische oder exklusive Regionen aus der Auswahl in be-
stimmten Instanzen entfernt werden sollen. Als weitere Auswahlmöglichkeiten
wurden über ein Menü integriert:
Identische Regionenreihenfolge: Hier werden zuerst alle identischen Regio-
nen der paarweisen Instanzenauswahl abgetragen, da bei diversen Fragestel-
lungen die Identifizierung identischer Regionen als erster Schritt wichtig ist,
siehe Abbildung 2.6 (beispielsweise bei VTT vs. non-VTT).
Exklusive Regionenreihenfolge: Basierend auf der paarweisen Instanzenaus-
wahl werden hier zuerst die nur in der Kontrollinstanz vorkommenden Regio-
nen abgetragen, gefolgt von den nur in der zu vergleichenden Instanz vorhanden
Regionen. Anschließend werden die identischen Regionen gezeigt. Die Identi-
fizierung der exklusiven Regionen ist zum Beispiel zur differentiellen Analyse
von Konnektomen wichtig, die kranke beziehungsweise läsionierte Zustände
und gesunde beziehungsweise Kontrollzustände darstellen.
Originale Regionenreihenfolge: In Abhängigkeit der paarweisen Instanzen-
auswahl werden die Regionen anhand ihrer Sequenz in der Kontrollinstanz
abgetragen. Dies ist insbesondere dann von Bedeutung, wenn die strukturelle
oder funktionale Anordnung der Regionen gewahrt werden soll.
Festlegen der Regionenbreite: Da eine beliebige Anzahl von Konnektom-
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netzwerken diverser Größen verglichen werden sollen, ist eine Skalierung sämt-
licher Regionen auf die Region Outline Fenstergröße nicht immer sinnvoll. Aus
diesem Grund lässt sich eine variable Regionenbreite festlegen. Über einen
Scrollbalken kann die Sicht auf die Region Outline geändert werden, falls die
abgetragenen Regionen die Fensterbreite überschreiten. Die Kombination
von Region Outline und Vergleichskontrollmatrix erlaubt als Er-
gebnis ein schnelles, interaktives Umschalten von zu vergleichenden
Instanzen.
Ablauf des Vergleichsprozesses
In die differentielle Konnektivitätsanalyse wurden zusätzlich neue Register-
karten für Vergleiche von Matrizen, globaler und lokaler Parameter sowie der
Motivanalyse integriert. Der Vergleichsprozess wird anhand des Ablaufplans
in Abbildung 2.7 verdeutlicht. Dieser Prozess gestattet es, mehrere Projekte
und Varianten zu laden und eine Vielzahl an Konnektominstanzen zu öffnen
und zu konfigurieren. Mit Hilfe der Vergleichskontrollmatrix und der Region
Outline der differentiellen Konnektivitäten-Analyse-GUI können geeignete In-
stanzenpaare selektiert und die Vergleichsmethodik anhand der Komponenten
spezifiziert und initiiert werden. Falls während des Vergleichsprozesses neue
Projekte geladen, andere Varianten ausgewählt oder die Instanzenkonfigura-
tionen geändert werden, werden die Änderungen in den Vergleichsprozess inte-
griert.Diese Vorgehensweise erhöht die Flexibilität der differentiellen
Analyse, da der Nutzer anhand von Analyseergebnissen den Ver-
gleichsprozess dynamisch anpassen kann. In den nächsten Abschnitten
wird auf diese Komponenten eingegangen.
2.2.2 Matrix-Views
Zur vergleichenden Betrachtung von Matrizen wurden Registerkarten für dedi-
zierte, als auch variable differentielle Matrizen integriert. Der Vergleich folgen-
der Matrizen soll beispielhaft das Konzept verdeutlichen, da sämtliche Kom-
binationen von Datencharakteristika und Wertebereichen abgedeckt sind:
• Differentielle Edge-Count-Matrix (Kantenanzahl mit heterogenem Wer-
tebereich, NoData)
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Abbildung 2.7: 1. Schritt: Laden von Projekten und Varianten. 2. Schritt: Kon-
figuration der Ausgangskonnektome. 3. Schritt: Selektion des zu vergleichen-
den Instanzenpaars in der differentiellen GUI. 4. Schritt: Ansteuerung der In-
stanzen durch Vergleichsspezifizierung (globale Parameter, lokale Parameter,
Matrizen, Motive). 5. Schritt: Initiieren des Vergleichsprozesses. Diese Abläufe
können nach Änderungen in den jeweiligen Schritten wiederholt werden und er-
lauben dadurch einen flexiblen Vergleichsprozess (gepunktete Verbindungen).
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(a) (b)
Abbildung 2.8: (a) Ausschnitt einer differentiellen Edge-Count-Matrix mit Ko-
dierung der positiven und negativen Werte in den jeweiligen Instanzenfarben.
Gleiche Werte sind gelb markiert. Blaue Matrixzellen zeigen größere Werte in
der Kontrollinstanz. (b) Das zugehörige Histogramm verdeutlicht eine hohe
Häufigkeit gleicher Werte (gelber Histogrammbalken) sowie der differentiellen
Ausprägungen durch Einfärbungen der Balken anhand der Farbklassendefi-
nition. In diesem Fall treten verschiedene positive Werte auf (mehrere blaue
Histogrammbalken).
• Vergleich Anzahl der Autoren, die Verbindungen beschrieben haben (quan-
titativer Wertebereich, NoData) mit räumlicher Distanz (quantitativer
Wertebereich, NoData)
Gemeinsamkeiten und Unterschiede
Für die initiale Abbildung von Differenzen von Parametern mit quantita-
tiven Ausprägungen wurde eine Standardabbildung umgesetzt. Dabei wird
jeweils eine Farbklasse für die negativen und positiven Werte sowie für die
quantitative Gleichheit definiert. Da die positiven Differenzen bedeuten, dass
die Ausgangswerte in der Kontrollinstanz größer sind, werden Werte dieser
Klasse in der gewählten Farbe der Kontrollinstanz eingefärbt. Negative Aus-
prägungen erhalten demnach die Farben der zu vergleichenden Instanz. Dies
erlaubt das schnelle visuelle Zuordnen von der Instanz, in der die
Ausgangswerte größer sind sowie von gleichen Ausprägungen in bei-
den Instanzen. Abbildung 2.8 zeigt eine differentielle Edge-Count-Matrix,
in der positive und negative Werte in den Instanzenfarben initial kodiert sind
sowie das zugehörige Histogramm der quantitativen Ausprägungen.
Die Abbildung sämtlicher Unterschiede auf mehrere Farbklassen für den
positiven und negativen Wertebereich kann sinnvoll sein, um die Differenzen
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(a) Sequentiell. (b) Kategorisch. (c) Divergierend.
Abbildung 2.9: 3 Klassen von integrierten Farbpaletten für 5 verschiedene Wer-
tebereichsklassen. Die Anzahl der Klassen wird dynamisch an die in der Farb-
klassendefinition vorhandenen Wertebereichsklassen angepasst.
quantifizieren zu können. Um solch eine flexible Farbabbildung zu gewährleis-
ten, wurden spezielle Farbpaletten integriert. Um den negativen und positi-
ven Wertebereich dynamisch zu unterteilen, wurde eine Auswahl an Color-
Brewer-Farbpaletten (Harrower and Brewer, 2003) in die allgemeine Farbklas-
sendefinition integriert. Die Farbpaletten sind vordefiniert und schließen se-
quentielle, kategorische und divergierende Farbzuordnungen ein. Diese 3 Klas-
sen von Paletten sind am Beispiel von 5 Wertebereichsklassen in Abbildung
2.9 veranschaulicht. Erstere erlauben in der erweiterten Konnektivi-
tätenanalyse im Gegensatz zur bisherigen, manuellen Farbzuwei-
sung das flexible Anwenden und Umschalten von passenden Farb-
paletten, während letztere sich für das dynamische Zuweisen der
positiven und negativen Wertebereiche in der differentiellen Ana-
lyse eignen. Sie erlauben je nach Typ eine gute Unterscheidung
der Wertebereiche. Der zugehörige Quellcode, der auf der Webseite htt-
ps://github.com/rcsb/colorbrewer verfügbar ist, wurde dazu in neuroVIISAS
wie folgt erweitert. Diese Farbpaletten können dynamisch an die Werteberei-
che angepasst werden. Bei Entfernen von Werten oder Wertebereichen in der
Farbklassendefinition sowie beim Hinzufügen von Werten oder Wertebereichen
durch die Farbklassendefinition wird die Anzahl der Farbklassen der Farbska-
len automatisch angepasst.
Durch Selektion der jeweiligen Palette wird diese auf die in der Farbklassen-
definition vorhandene, initiale oder angepasste Wertebereichsdefinition ange-
wendet. Die vordefinierten divergierenden Farbskalen erlauben jedoch nur eine
gleiche Anzahl an positiven und negativen Wertebereichen. Es kann jedoch
sein, dass der Nutzer eine genauere Unterteilung des positiven Wertebereichs
im Vergleich zum negativen vornehmen möchte. Aus diesem Grund kann
die Anzahl der positiven und negativen Unterteilungen vom Nutzer
angepasst werden beziehungsweise dynamisch verschoben werden,
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(a) (b)
Abbildung 2.10: Interaktives Anpassen der Anzahl positiver und negativer Un-
terteilungen. Das weiße Quadrat jeder divergierender Palette stellt die Gleich-
heit dar. (a) 4 negative und 4 positive Unterteilungen. (b) 2 negative und 6
positive Unterteilungen.
sodass die geeignete Anzahl an negativen und positiven Unterteilun-
gen, die auch ungleich sein kann, einstellbar ist. Dies ist beispielhaft in
Abbildung 2.10 anhand von 9 Wertebereichsklassen verdeutlicht.
Abbildung 2.8 zeigt die initiale Unterteilung in gleiche, positive und nega-
tive Werte. Um spezifische Wertebereiche veranschaulichen zu können, kann
der Nutzer die Anpassung der Wertebereichsklassen zur Verfeinerung manuell
durch Hinzufügen von Zeilen in die Farbklassendefinition, welche unter an-
derem Untergrenzen, Obergrenzen, Farbzuweisung und Legendenbezeichnung
adressieren, vornehmen. Die Unterteilung der Wertebereiche würde das Lö-
schen der jeweiligen Zeile der Intervallklasse und das Hinzufügen und Konfi-
gurieren von mindestens zwei neuen Zeilen bedeuten. Deshalb wurde die be-
stehende Histogrammfunktionalität erweitert und ein Selektionsmechanismus
integriert, welcher dynamisch neue Wertebereichsklassen definiert. Anhand der
differentiellen Einzelwerte können Unter- und Obergrenzen automatisch in die
Farbklassendefinition übernommen werden. Die selektierten Balken bestim-
men dabei die neuen Unter- und Obergrenzen. Auf diese neuen Intervallklas-
sen können dann beliebige Farbpaletten angewandt werden, welche sich in
der differentiellen Legende widerspiegeln. Abbildung 2.11 zeigt diesen Prozess.
Als Ergebnis wird die neue Farbzuweisung automatisch in die Matrixdarstel-
lung übernommen, was in Grafik 2.12 verdeutlicht ist. Dieses Vorgehen er-
laubt eine flexible Konfiguration der Darstellung quantitativer Wer-
teausprägungen im positiven und negativen Wertebereich sowie die
Gleichheit von Werten.
Die oben genannte Methodik kodiert die Gleichheit quantitativer Werte ex-
plizit. Es können jedoch auch gleiche qualitative Werte in den Instanzen vor-




Abbildung 2.11: Beispielhafter Ablauf der dynamischen Farbabbildung der dif-
ferentiellen Werte anhand des Histogrammes. Der gelbe Balken zeigt eine hohe
Zahl an gleichen Werten im Gegensatz zu den positiven Differenzen. Es wird
ein Wertebereich von 0-10 selektiert (1. und 11. Balken). (a) Selektion der
Untergrenze (rote Linie auf dem 1. Balken). (b) Die rote Linie stellt die Ober-
grenze dar (11. Balken). (c) Automatische Übernahme in die Farbklassendefi-
nition, Zuweisung einer Farbpalette mit Blautönen für den positiven Bereich.
Dies wird mit den Wertebereichen von 10-20 sowie 20-568 wiederholt (2. bis




Abbildung 2.12: (a) Resultierende, differentielle Edge-Count-Matrix nach der
Wertebereichsverfeinerung im Vergleich zur initialen Kodierung in Abbildung
2.8. In der Legende ist die farbliche Unterteilung der Werte ersichtlich. Die Zel-
len mit den verschiedenen Blautönen erlauben nun die genaue Identifizierung
der Unterschiede. (b) Die Histogrammdarstellung zeigt die neu eingefärbten
Bereiche (ab 2. Balken).
deren Gleichheit ähnlich zur quantitativen Gleichheit zu veranschaulichen, um
einen visuellen Überblick gleicher Werte zu erhalten. Um diese gleichen Aus-
prägungen unterscheiden und deren Ausgangswerte identifizieren zu können,
ist es sinnvoll, neben der expliziten Abbildung der Gleichheit auch die Aus-
gangswerte in den Matrixzellen zu repräsentieren. Dies bedeutet, dass zwei
Datenkategorien in die Matrixzellen kodiert werden müssen. Einen Sonderfall
stellt hier die Ausprägung NoData dar. Bei deren Gleichheit soll initial auf ei-
ne explizite Abbildung der Gleichheit verzichtet werden, da in vielen Matrizen
sehr häufig der NoData-Wert auftritt. Je größer die Auflösung der Matrix über
die Vertiefung der Hierarchie bei der Auswahl von Regionen ist (bei Aufklap-
pen der Teilbäume), desto dünner besetzt ist die Matrix. Deshalb wird davon
ausgegangen, dass die Ausgangsmatrizen dieselbe Farbabbildung für NoData-
Werte aufweisen, deren Farbkodierung auch für die differentielle Matrix gelten
soll.
Wie bereits beschrieben, soll auf eine überlagerte Abbildung der Matrixzel-
len verzichtet und eine benachbarte Darstellung verwendet werden. Es existie-
ren verschiedene Möglichkeiten der Abbildung mehrerer Parameter auf Form,
Größe und Farbe von Matrixzellen. In Abbildung 2.13 sind 5 Methoden vor-
gestellt.
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(a) (b) (c) (d) (e)
Abbildung 2.13: Verschiedene Möglichkeiten der benachbarten Darstellung von
mehreren Parametern auf eine Matrixzelle anhand der Abbildung von zu ver-
gleichenden Werten auf Form, Größe und Farbe. (a) Konzentrische Kreise. (b)
Farbkodierte Balkendiagramme. (c) Diagonale, vertikale oder horizontale Un-
terteilungen. (d) Aufteilung in innere und äußere Quadrate. (e) Abbildung auf
Farbe und Größe von Kreisen. Der rote Kreis zeigt wechselseitige Überlap-
pungen mit Nachbarzellen. Die Abbildungen (a)-(d) wurden aus (Alper et al.,
2013), Abbildung (e) aus (Scholtens et al., 2014) entnommen.
Problematisch ist dabei, dass die Gleichheit von quantitativen Differenzen
bereits durch die Zuweisung einer divergierenden Farbskala abgebildet wird.
Deshalb soll diese Kodierung auch für nicht-quantitative Gleichheit herangezo-
gen werden. Die Kodierung der Gleichheit soll sich dabei geometrisch von der
Kodierung der Ausgangswerte unterscheiden. Dadurch soll die visuelle Inter-
pretation erleichtert werden, da eine unterschiedliche Bedeutung der visuellen
Attribute vorliegt. Außerdem soll die Abbildung differentieller Werte auf das
Innere der Matrixzelle durchgeführt werden, um Überlappungen mit Nachbar-
zellen zu vermeiden (siehe Abbildung 2.13 (e)). Abbildung 2.13 (d) zeigt die
Darstellung innerer und äußerer Quadrate. Die Gleichheit wird anhand der
festgelegten Abbildung der expliziten Differenz hinsichtlich der divergierenden
Farbskala als äußeres Quadrat dargestellt. Im Gegensatz zur Nutzung von in-
neren Quadraten wurden aufgrund der unterschiedlichen Datenkategorie zur
Abbildung der Ausgangswerte in dieser Arbeit innere Dreiecke konzipiert und
implementiert, auf deren Farbe sich der Ausgangswert visuell gut erkennbar
abbilden lässt. Die Darstellung des inneren Dreiecks soll demnach ebenfalls
in der Abbildung der expliziten quantitativen Gleichheit umgesetzt werden.
Die Farbskala der Instanzen wird dabei in die differentielle Legende integriert,
um eine schnelle Identifizierung zu ermöglichen. Mit dieser Methode ist so-
wohl die Gleichheit aller Werte sowie deren Ausgangswert gut unter-
scheidbar möglich. Dieses Vorgehen ist in Abbildung 2.14 am Beispiel der
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Abbildung 2.14: Abbildung der Gleichheit von Datenwerten in der differentiel-
len Edge-Count-Matrix. Kombinationen von NoData sind durch die Ausgangs-
farbe kodiert. Die Quadrate bilden die Gleichheit ab. Innere Dreiecke kodieren
die Ausgangswerte. Der untere Teil der Legende zeigt die Instanzenfarbabbil-
dung der gleichen Ausgangswerte an: Kantenanzahl, Not present und Fibers
of passage.
Edge-Count-Matrix gezeigt. Um die Häufigkeitsverteilung der gleichen Wer-
te zu veranschaulichen, wurde die Möglichkeit der Darstellung der Gleichheit
sämtlicher Werte sowie der Ausgangswerte in dem differentiellen Histogramm
umgesetzt. Dazu wird der Balken für die Gleichheit anhand der gewählten
Farbklassendefinition eingefärbt. In dieser Balkendarstellung werden die Häu-
figkeiten sämtlicher gleicher Ausgangswerte abgetragen und in der jeweiligen
Ausgangsfarbe dargestellt. Dadurch kann die Häufigkeit sämtlicher glei-
cher Ausgangswerte identifiziert werden. Abbildung 2.15 zeigt das Hi-
stogramm für die in Abbildung 2.14 dargestellte Matrix.
Abbildung ungleicher, nicht-quantitativer Werteausprägungen
Es gilt weiterhin, für sämtliche Kombinationen an auftretenden ungleichen
Ausprägungen aus den jeweiligen Wertebereichen geeignete initiale, benach-
barte Kodierungen der Ausgangswerte zu finden. Es ist dabei notwendig, diese
Werte den Ausgangsinstanzen zuordnen zu können. Desweiteren gilt es zu be-
achten, dass beide Ausgangswerte dieselbe Datenkategorie im Gegensatz zur
expliziten Abbildung von Gleichheit aufweisen. Aus diesen Gründen ist eine
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Abbildung 2.15: Die Histogramm-Darstellung für die in Abbildung 2.14 gezeig-
te differentielle Edge-Count-Matrix. Die Häufigkeiten der gleichen Ausgangs-
werte quantitativer, als auch qualitativer Natur sind anhand der Ausgangs-
farbskalen eingefärbt.
diagonale Unterteilung der Matrixzellen verwendet worden, wie in Abbildung
2.13 (c) verdeutlicht, wobei das linke Dreieck die Kontrollinstanz, das rech-
te die zu vergleichende Instanz symbolisieren. Die Einfärbung der jeweiligen
Dreiecke soll anhand der Ausgangsfarbabbildung vorgenommen werden, um die
Instanzenwerte identifizieren zu können. Dies stellt eine implizite Abbildung
des Vergleichs dar. Auf eine zusätzliche explizite Kodierung des Unterschiedes
ähnlich zur Verdeutlichung der Gleichheit soll verzichtet werden, da dies eine
Kodierung mit einem dritten visuellen Attribut erfordern würde. Mit die-
sem Verfahren können gut unterscheidbar die Kombinationen der
Ausprägungen von zum Beispiel Not present und Fibers of pas-
sage durch die diagonale Dreiecksdarstellung repräsentiert werden.
Bei einer Beteiligung der Kantenanzahl ist durch die hohe Anzahl an Kom-
binationsmöglichkeiten die Unterscheidbarkeit von Kombinationen von bei-
spielsweise Fibers of passage und Kantenanzahl 5 und Fibers of passage und
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Abbildung 2.16: Differentielle Edge-Count-Matrix mit blau eingefärbten Zellen
für eine größere Anzahl von Kanten in der Kontrollmatrix. Zusätzlich zur be-
reits beschriebenen Abbildung gleicher Wertausprägungen wird das exklusive
Vorhandensein von Daten in der Kontrollinstanz durch die Darstellung von
blauen Kreisen verdeutlicht. Desweiteren ist die diagonale Dreiecksdarstellung
für die Kombination von Kantenanzahl seitens der Kontrollmatrix und der
Ausprägung Not present in wenigen Matrixzellen sowie in der Matrixlegende
ersichtlich.
Kantenanzahl 6 schwierig. Aus diesem Grund soll es zur initialen Kodierung
der Matrixlegende genügen, den vollständigen quantitativen Wertebereich der
Kantenanzahl als einzige Kombinationsmöglichkeit zu betrachten. Auch bei
Ungleichheit können Kombinationen mit dem Wert NoData auftreten. Da die-
ser Wert in den Instanzenmatrizen sehr häufig vorkommt und dadurch die
Anzahl der Kombinationsmöglichkeiten weiter erhöhen würde, soll bei einer
Beteiligung dieser Ausprägung ausschließlich das exklusive Vorhandensein von
Daten in der jeweiligen Instanz kodiert werden. Zur Unterscheidbarkeit von
den bisherigen Verfahren werden in die jeweiligen Matrixzellen Kreise darge-
stellt, welche durch die Instanzenfarben eingefärbt werden, in denen Daten
vorliegen, um eine visuelle Zuordnung zu ermöglichen. In Abbildung 2.16 ist
eine differentielle Edge-Count-Matrix mit ungleichen Werten gezeigt. Auch für
den Fall des Vorhandenseins ungleicher Werte wurde die Häufigkeitsverteilung
der Werte sowie der dargestellten Kombinationen anhand des differentiellen
Histogrammes umgesetzt. Hierzu wurde jeweils eine Balkendarstellung
für exklusive Daten, gleiche Ausgangswerte, quantitative Differenzen
und Kombinationsmöglichkeiten von qualitativen und quantitativen
Ausprägungen integriert, welche gut unterscheidbar sind. In Abbil-
dung 2.17 ist das zur Grafik 2.16 zugehörige Histogramm dargestellt. Durch
die eingeführte Methodik der Kodierung der Ausgangswerte sowie
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Abbildung 2.17: Differentielles Histogramm zur in Abbildung 2.16 gezeigten
differentiellen Edge-Count-Matrix. Neben der bereits beschriebenen Häufig-
keitsveranschaulichung der gleichen Werte werden neue Balken für exklusiv
vorhandene Daten durch die festgelegte Farbe dargestellt. Desweiteren ist die
Verteilung der quantitativen Unterschiede gezeigt. Der letzte Balken zeigt die
Kombination sämtlicher Vorkommen der Kantenanzahl mit der Ausprägung
Not present.
der bedingten Zusammenfassung der Wertebereiche in den Legen-
den ist ein Überblick über eine differentielle Matrix mit sämtlichen
Parameterkombinationen möglich, unabhängig der Wertebereiche.
Dies schließt die Unterscheidbarkeit von gleichen Parameterausprä-
gungen, exklusiven Daten, quantitativen Unterschieden sowie die
Kombinationsmöglichkeiten von quantitativen und qualitativen Aus-
prägungen ein. Die Veranschaulichung der expliziten Differenz quantitativer
Werte, alle flexibel definierbaren positiven und negativen Wertebereiche sowie
alle anderen Kombinationsmöglichkeiten sind dynamisch zu- und abschaltbar,
um den Fokus auf unterschiedliche Analysebereiche legen zu können.
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Abbildung 2.18: Differentielle Matrix des Vergleichs der Autorenanzahl mit der
räumlichen Distanz. Sämtliche Wertebereichskombinationen werden in der Le-
gende erklärt. Da beide Parameter quantitativer Natur sind, wird der gesamte
Wertebereich als Kombinationsmöglichkeit angesehen. Das linke Dreieck des
ersten Quadrates stellt die untere Grenze des Wertebereiches der Kontrollin-
stanz dar, während das linke Dreieck des zweiten Quadrates die Obergrenze
repräsentiert. Die jeweiligen rechten Dreiecke kodieren den Wertebereich der
Vergleichsinstanz.
Vergleich verschiedener Parameter
Hinsichtlich des Vergleichs verschiedener Parameter treten keinerlei Gemein-
samkeiten auf. Besonders wichtig ist hierfür die initiale Veranschaulichung der
Unterschiede. Aus diesem Grund wurde die benachbarte Darstellung der Aus-
gangswerte durch die bereits beschriebene, diagonale Dreiecksdarstellung als
sinnvoll erachtet. Es werden sämtliche Kombinationsmöglichkeiten an qualita-
tiven Ausgangswerten in der Legende dargestellt. Aufgrund der hohen Anzahl
an Kombinationsmöglichkeiten von Werteausprägungen beliebiger Matrizen
gerade bei quantitativen Beteiligungen sollen quantitative Wertebereiche als
eine Kombinationsmöglichkeit genügen. Dies erlaubt die initiale Gegen-
überstellung von Matrizen verschiedener Parameter, um Zusammen-
hänge zu verdeutlichen. Abbildung 2.18 zeigt die differentielle Matrix des
Vergleichs der Autorenanzahl mit der räumlichen Distanz. Der Anschaulichkeit
halber sind die Kombinationen mit NoData-Ausprägungen ausgeblendet. Die
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Abbildung 2.19: Differentielles Histogramm zur in Abbildung 2.18 dargestellten
Matrix mit ausgeblendeten NoData-Beteiligungen. Da zwei quantitative Wer-
tebereiche vorliegen, wurde jede quantitative Kombination jeweils durch die
Ausgangsfarbdefinition in den eingefärbten Balken symbolisiert. Zur besseren
Unterscheidung wurde nach jeder Wertekombination eine vertikale Trennlinie
eingezeichnet. Es ist durch die Farbabbildung ersichtlich, dass die Anzahl der
Autoren, welche Verbindungen mit steigender räumlicher Distanz beschrieben
haben, ebenfalls steigt.
Häufigkeitsdarstellung dieser Kombinationsmöglichkeiten wurde ebenfalls in
die Histogrammübersicht integriert und ist in Abbildung 2.19 gezeigt. In sämt-
lichen Matrix-Ansichten können durch die Selektion von Matrix-Teilbereichen
sämtliche involvierte Regionen in der Region Outline sowie die Verbindungen
in den Instanzen markiert werden, um sowohl die Regionen, als auch die Ver-
bindungen zuordnen zu können.
2.2.3 Darstellung von Tabellen
Globale Parameter
Es wurde festgestellt, dass globale Parameter zur differentiellen Betrachtung
auswählbar sein sollen und tabellarisch gegenübergestellt werden müssen. Des-
weiteren sollen die arithmetische sowie relative Differenz jedes Parameters ge-
zeigt werden. Um schnell die kleinsten und größten Änderungen identifizieren
zu können, ist die Umsetzung einer Sortierbarkeit erforderlich. Aus diesem
Grund wurde eine differentielle Tabelle realisiert, welche die wählbaren Para-
meter zeilenweise abträgt. Es wurden zwei Tabellenspalten integriert, welche
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Abbildung 2.20: Sämtliche Parameter der Instanzen werden gegenübergestellt
und deren absoluter und relativer Unterschied (Rel. Change) spaltenweise ge-
zeigt. Die Sortierungsmöglichkeit erlaubt einen Überblick über kleine und große
Änderungen.
die festgelegten Instanzenbezeichnungen als Header tragen. Außerdem wurde
unter anderem eine Spalte für die Differenz sowie für die relative Differenz
(relative Change) hinzugefügt. Da auch die kleinsten und größten Änderungen
unabhängig von der Kontrollinstanz identifiziert werden sollen, wurde eben-
so eine Spalte für den Betrag der relativen Änderungen bereitgestellt. Sämt-
liche Spalten sind dabei sortierbar. Die erzeugte Tabelle ist beispielhaft in
Abbildung 2.20 dargestellt. Wie in Abschnitt 1.3.3 beschrieben, werden die
Parameter, bezogen auf den Mittelwert aller erzeugten Zufallsnetze, pro Mo-
dell tabellarisch gegenübergestellt. Für eine detailliertere Analyse sollen jedoch
sämtliche Parameter pro erzeugtem Zufallsmodell verglichen werden können.
Daher wurde ein grafischer Vergleich umgesetzt. Pro gewähltem Parameter
wird ein Diagramm dargestellt. In diesem wird spaltenweise pro Zufallsmodell
die Parameterausprägung in der Instanzenfarbe als Zuordnungsunterstützung
abgetragen, wobei eine Skalierung anhand der Minimal- und Maximalwerte
pro Parameter vorgenommen wird. Besonders hervorgehoben werden hier die
Werte des empirischen Netzwerkes der Instanzen, um einen visuellen Vergleich
sowohl untereinander als auch mit den jeweiligen Zufallsmodellen zu ermögli-
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Abbildung 2.21: Veranschaulichung des visuellen Vergleichs der Parameter-
ausprägungen der empirischen Netzwerke sowie der Zufallsmodelle. Pro Dia-
gramm werden die Werte eines bestimmten Parameters abgetragen. Die roten
Punkte stellen Zufallsmodelle der Kontrollinstanz, die blauen der Vergleichs-
instanz dar, während die Kreise die Werte der empirischen Netzwerke symbo-
lisieren.
chen. Diese visuelle Gegenüberstellung ist in Abbildung 2.21 dargestellt. Der
Anwender kann hierbei unter anderem einzelne Zufallsmodelle ausblenden, die
Breite der Parameterdiagramme anpassen sowie die Punkt- und Schriftgröße
verändern. Der Vergleich erlaubt eine schnelle Identifizierung der Un-
terschiede der Parameterausprägungen der empirischen Netze sowie
der Werte jedes einzelnen Zufallsmodells pro Instanz.
Lokale Parameter
Zum Vergleich wählbarer lokaler Netzwerkparameter wurde ebenso eine ta-
bellarische Gegenüberstellung umgesetzt, in der die identischen Regionen zei-
lenweise eingetragen werden. Pro Parameter werden die gezeigten Instanzen-
ausprägungen um eine Vergleichsspalte ergänzt, in der wahlweise die sortierba-
re absolute oder relative Differenz P eingetragen werden. Am Beispiel der Pa-
rameter DGOutKontr. und DGOutVgl. (Grad der ausgehenden Kanten für Kontroll-
und Vergleichsinstanz) berechnet sich P wie folgt:




Die Wählbarkeit einzelner Parameter wurde integriert, da eine hohe Para-
meteranzahl eine große Tabelle zur Folge hat. Der Nutzer hat aufgrund der
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Abbildung 2.22: Differentielle lokale Parametertabelle. Jede Parameterspalte
kann beliebig angeordnet werden. Desweiteren kann nach kleinsten oder größ-
ten Änderungen sortiert werden. P stellt die relative Differenz des jeweiligen
Parameters dar.
möglichen Tabellengröße die Möglichkeit, die Reihenfolge der dargestellten
Parameter zu verändern. Selektierte Regionen werden sowohl in der Region
Outline als auch in den Ausgangsinstanzen markiert. Eine Beispieltabelle ist
in Abbildung 2.22 wiedergegeben. Die differentielle Darstellung der loka-
len Parameter erlaubt eine schnelle Identifizierung der Unterschiede
pro Parameter für die jeweilige identische Region.
2.2.4 Motivvergleich
Unter der Registerkarte Motivanalyse wurde die Methodik der Motivanaly-
se um differentielle Aspekte erweitert. Dies bedeutet, dass die automatische
Motivgenerierung Motive bis zur Größe von 5-Knoten-Motiven erzeugt, wel-
che anhand der jeweiligen Regionenauswahl in beiden Instanzennetzwerken
gesucht werden. Zusätzlich lassen sich spezielle Motive vom Nutzer erzeugen.
Die berechneten Motivhäufigkeiten werden anschließend pro Motiv tabellarisch
anhand der Instanzenbezeichnung gegenübergestellt, wobei die Regionen, die
jedes gefundene Motiv bilden, interaktiv selektierbar sind. Sämtliche Regio-
nen sind dabei in den Instanzen markierbar. Um im Umkehrschluss die Un-
terschiede der Beteiligung sämtlicher Regionen an jedem Motiv identifizieren
zu können, wurde eine komplexe, sortierbare Häufigkeitstabelle mit Ranking-
funktion erstellt. Abbildung 2.23 zeigt die angepasste GUI zur differentiellen
62
Motivsuche. Die Häufigkeiten jedes gefundenen Motivs sowie alle Regionen,
welches das jeweilige Motiv bilden, werden instanzenweise gegenübergestellt.
Desweiteren kann eine Tabelle angezeigt werden, in der die Beteiligung jeder
Region an allen gefundenen Motiven beider Instanzen gegenübergestellt wird.
Durch diese Vorgehensweise können einerseits die Unterschiede in
den Häufigkeiten der Motive mit Regionenbeteiligung und anderer-



















































































































































































































































































Zum visuellen Vergleich der Häufigkeiten der gefundenen Motive im em-
pirischen Netzwerk sowie deren Gegenüberstellung mit den Häufigkeiten sei-
tens der Zufallsmodelle wurde die Darstellung des Diagrammes aus der Mo-
tivsuche der erweiterten Konnektivitätenanalyse erweitert. Der Nutzer kann
zwischen unterschiedlichen Randomisierungsmodellen und Iterationen wählen,
sowie Kombinationen von Randomisierungsmodellen für die Analyse verwen-
den. Pro gewähltem Motiv wird die Häufigkeit des jeweiligen Motivs der zu
vergleichenden empirischen Netze in der Instanzenfarbe zentral abgetragen.
Die wählbaren Zufallsverfahren werden durch Spalten voneinander getrennt,
in die deren Häufigkeiten abgetragen werden. Diese Spalten werden vertikal
nach Kontroll- und zu vergleichender Instanz aufgeteilt, da sich bei einer ho-
hen Zufallsnetzanzahl bei ähnlichen Häufigkeiten dichte Punktwolken ergeben
können, welche sich überlagern können. Auch in der differentiellen Darstellung
wird durch transparentes Darstellen eines Balkens die Abweichung vom Mit-
telwert aller Zufallsmodelle veranschaulicht (Abbildung 2.24). Die Unterschie-
de der gefundenen Häufigkeiten der empirischen Netzwerke wird tabellarisch
sortierbar durch eine zeilenweise, motivabhängige Differenzenbildung verdeut-
licht. Die optionale Sortierung nach Unterschieden bestimmt die Reihenfolge
der Motivabtragung im Diagramm. Durch die Einfärbung aller abgetra-
genen Häufigkeiten in Abhängigkeit der den Instanzen zugewiesenen















































































































































Nachdem die Anforderungen und das Konzept zum flexiblen Konnektomver-
gleich beschrieben wurden, sollen nun zwei ausgewählte Anwendungsfälle an-
hand der vorgestellten Vergleichssystematik beschrieben werden. Die verwen-
deten Daten stammen aus dem Rattenkonnektom, welches in Form von einer
Metastudie am Institut für Anatomie generiert wurde (Schmitt et al., 2012,
2018).
3.1 Vergleich eines Kontroll- mit einem läsio-
nierten Konnektom
Am Beispiel eines Kontrollkonnektoms einer gesunden Laborratte und einem
läsionierten Konnektom eines experimentellen Parkinson-Tieres, bei dem be-
stimmte Regionen funktionelle Veränderungen unter anderem infolge eines re-
gionalen Verlustes von dopaminergen Neuronen aufweisen, kann durch eine
explorative Analyse untersucht werden, welche konnektionalen Unterschiede
zwischen beiden Netzwerken auftreten. In diesem Fall wird die Region Sub-
stantia nigra pars compacta (SNC ) entfernt, da ein Ausfall dieser Region
mit dem Krankheitsbild Morbus Parkinson einhergeht. Da nur eine Region
entfernt wurde, ist die beginnende Vergleichsanalyse auf Regionen- sowie auf
Kantenparameterbasis durch die Matrizendarstellung nicht sinnvoll. Aus die-
sem Grund soll untersucht werden, welche globalen Netzwerkeigenschaften sich
durch Wegfall der Regionen ändern. Anhand der Unterschiede kann dann ei-
ne weiterführende Untersuchung vorgenommen werden. Dies entspricht einer
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SPMC-Konfiguration (siehe auch Abschnitt 2.2.1). Im Folgenden wird der Ab-
lauf beschrieben.
Im ersten Schritt wird das Projekt ratFrontal.brain geladen. Nach Öffnung
des erweiterten Konnektivitätenanalyse-Fensters erfolgt die Auswahl der zu un-
tersuchenden Regionen durch Laden einer gespeicherten Auswahl. Dies stellt
die gesunde Kontrollinstanz dar. In dieser Auswahl sind 24 Regionen und 293
Verbindungen vorhanden. Danach erfolgt das Öffnen einer zweiten Instanz in
einem neuen erweiterten Konnektivitätenanalyse-Fenster, welche die Konfigu-
ration des läsionierten Konnektoms erlaubt, welche durch das Laden derselben
Regionenauswahl wie in der Kontrollinstanz erfolgt. Anschließend wird die Re-
gion SNC anhand der Hierarchierepräsentation in beiden Hirnseiten der Ver-
gleichsinstanz entfernt. Dies führt zu einer Anzahl von 22 Regionen und 225
Verbindungen. Ein Überblick über beide Regionenauswahlen liefert Abbildung
3.1.
(a) (b)
Abbildung 3.1: Gegenüberstellung der Dreieckshierarchie der zu vergleichen-
den Instanzen. (a) Regionenauswahl der Kontrollinstanz. (b) Regionenauswahl
der läsionierten Instanz. Das Fehlen der Region SNC der linken und rechten
Hirnseite ist durch die grauen Pfeile gekennzeichnet.
Damit ist die Konfiguration der Instanzen für den konkreten Anwendungs-
fall abgeschlossen. Anschließend wird das Fenster der differentiellen Konnek-
tivitätsanalyse geöffnet. Anhand des differentiellen Informationspanels wird
der ersten Instanz die Farbe blau und die Bezeichnung Gesund und der zwei-
ten Instanz die Farbe Schwarz und die Bezeichnung Läsioniert_SN vergeben.
Die Region Outline veranschaulicht das Fehlen der entfernten Regionen in der
läsionierten Instanz. Nach Selektion des paarweisen Vergleichs beider Instan-
zen wird die Registerkarte der globalen Parameter ausgewählt. Anschließend
werden gewünschte globale Parameter bestimmt und ein Update initiiert. Ab-
bildung 3.2 zeigt das Ergebnis der Konfiguration. Der Vergleich zeigt, dass
sich die durchschnittliche Pfadlänge um 3 Prozent erhöht, was vor der Ent-
fernung der Region (SNC ) nicht bekannt war. Interpretiert werden kann eine
Erhöhung der Pfadlänge insofern, als dass ein im Schnitt höherer konnektiona-
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Abbildung 3.2: Differentielle GUI nach Konfiguration der Instanzen, der Zu-
weisung von Instanzeneigenschaften, Auswahl der Registerkarte der globalen
Parameter sowie des initiierten Updates. Es sind beispielhaft die Zeilen für
die Parameter Kontralateralität, Anzahl reziproker Kanten, durchschnittliche
Pfadlänge und mittlerer Clusterkoeffizient markiert.
ler Aufwand vorliegt, beliebige Regionen zu erreichen, das heißt, es existieren
Regionenpaare mit größerem Abstand bezogen auf die Anzahl der Zwischenre-
gionen. Durch den Vergleich ist nun bekannt, dass die Pfadlänge leicht zu- und
nicht abnimmt, da aus einer Abnahme der Pfadlänge andere Schlussfolgerun-
gen (z.B. ausschließliche Verbindungen von (SNC ) zu isolierten Regionen) ge-
zogen werden können. Da ein relatives kleines und mit relativ wenigen anderen
Regionen verbundenes Gebiet mit sämtlichen Input- und Outputverbindungen
aus dem Netzwerk entfernt wurde, ist nun klar, dass eine kleinere in silico Läsi-
on zu einer messbaren, beziehungsweise berechenbaren Veränderung des Netz-
werkes führen kann. Eine Erhöhung der Pfadlänge kann zu Veränderungen in
der Dynamik von Signal-Synchronisationen im Netzwerk führen. Vorstellbar
wären hier veränderte Dynamiken von Synchronisationen sowie die Stabilität
von synchronisierten Neuronenpopulationen. Zur detaillierteren Analyse kann
der Nutzer nun zum Beispiel die konkreten Distanzen zwischen Regionenpaa-
ren heranziehen. Dazu bietet sich ein Vergleich der Distanzmatrizen an. Die
differentielle Distanzmatrix in Kombination mit dem Einsatz des Farbklassie-
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Abbildung 3.3: Differentielle lokale Parametertabelle. Der Clusterkoeffizient
CluCAll der Region CPu_R (Caudate putamen der rechten Hirnseite) stellt
nach der Sortierung den größten relativen Unterschied P dar.
rungswerkzeuges lässt schnell erkennen, bei welchen Regionen Erhöhungen und
Erniedrigungen von graphentheoretischen Distanzen auftreten.
Desweiteren verringert sich der mittlere Clusterkoeffizient und damit die
Tendenz der Gruppenbildung um 5,5 Prozent. Dieser gibt den Durchschnitt
der Clusterkoeffizienten pro Region an, welcher widerspiegelt, wie stark die
Nachbarn des jeweiligen Knotens untereinander verbunden sind. Es ist eben-
falls nicht erstaunlich, dass diese Abnahme der Stärke, beziehungsweise Ten-
denz zur Clusterung durch die Entfernung einer einzelnen Region um mehr als
5 Prozent auftritt, da (SNC ) intensivere Verbindungen zum CPu (einer einzel-
nen Region, beziehungsweise Netzwerkknoten) aufweist. Dieser Befund macht
deutlich, dass SNC tatsächlich wichtig ist, um die Integrität, beziehungswei-
se Gruppenstruktur des Netzwerkes aufrechtzuerhalten. Das Identifizieren der
Regionen mit den größten Unterschieden der Clusterkoeffizienten (CluCAll)
stellt eine mögliche weiterführende Vergleichsanalyse der lokalen Parameter
dar. Dieser Vergleich ist in Abbildung 3.3 dargestellt, in der der relative Un-
terschied P gewählt wurde.
Die Anzahl der reziproken (in beide Richtungen vorhandenen) Kanten nimmt
um 23,6 Prozent ab. Diese besonders starke Abnahme der reziproken Verbin-
dungen zeigt, dass SNC sehr stark in wechselseitigen Verbindungsstrukturen
eingebunden ist. Dies kann als Hinweis auf eine deutlich ausgebildete Modula-
tionsfunktion von kontinuierlich zu empfangenden und zu sendenden Signalse-
70
quenzen dienen. Diesem Hinweis kann nun gezielt nachgegangen werden, indem
einerseits anhand der Adjazenzmatrix der läsionierten Instanz die ein- und aus-
gehenden Verbindungen von SNC identifiziert werden und andererseits genau
die reziproken Kanten in dynamischen Simulationen (gekoppelte Neuronensi-
mulationen) modifiziert werden, einschließlich der Reduzierung und Erhöhung
der Reziprozitäten sowie anhand von Zufallsprozessen. Letzteres ist in neu-
roVIISAS zwar möglich, wurde aber im Rahmen dieser Arbeit nicht weiter
untersucht.
Dieses Beispiel zeigt, dass je nach Parameterunterschieden weiterführende,
explorative Analysen durchführbar sind, die durch die entwickelte Vergleichs-
systematik unterstützt werden.
3.2 Vergleich eines VTT- mit einem nicht-VTT-
erzeugten Konnektom
Konnektommodelle höherer Qualität können genauere Aussagen über die Struk-
tur und Funktion des Nervensystems liefern. Aufgrund der Vielzahl an Daten-
erzeugungsmethoden (traktografisch, tract-tracing) ist die Verbesserung der
Qualität durch Ergänzung von multimodal erzeugten biologischen Konnektom-
Modellen wichtig. Ein Beispiel dafür ist die Verifikation der Hypothese, dass
sich Konnektivitätsdaten einer Laborratte, welche durch eine Vielzahl an kon-
ventionellen Tract-Tracing-Studien generiert wurden, durch Daten einer ge-
ringen Zahl von viralen Tract-Tracing-Studien ergänzen lassen. Anhand der
Gegenüberstellung von kohärenten und verschiedenen Verbindungen in die-
sen Konnektomen können alternative Pfade und damit neue Gruppierungen
von Regionen in diesen teils dichten Konnektomen aufgezeigt werden. Dies
impliziert einen Vergleich auf Verbindungsebene und nicht auf Basis globaler
Netzwerkeigenschaften. Eine Analyse der differentiellen lokalen Parameterta-
belle kann dann neben der Unterstützung der Verifikation weiteren Aufschluss
darüber geben, welche Regionen den größten Unterschied im Einfluss auf das
jeweilige Konnektom haben. Da häufig Motivanalysen durchgeführt werden,
um in Konnektomen die Häufigkeit von neuronalen Mikroschaltkreisen quan-




Abbildung 3.4: Konfigurationen der Instanzen. (a) Filterauswahl VTT. (b)
Filterauswahl nicht-VTT. Die Verbindungsinformationen wurden durch eine
rote Einfärbung der Matrixzellen kodiert.
Als erster Schritt wird das ratFrontal.brain-Projekt geladen. Nach Öffnen
der erweiterten Konnektivitätenanalyse-GUI erfolgt das Laden der speziellen
Regionenauswahl für das VTT-Konnektom mit 213 Regionen. Anschließend
wird die Adjazenzmatrix sämtlicher 5266 vorhandenen Verbindungen darge-
stellt. Jetzt wird der Filter auf das Einblenden aller 3452 Verbindungen gesetzt,
in denen mindestens ein viraler Tracer zum Nachweis verwendet wurde.
Anschließend wird eine zweite Instanz für das nicht-VTT-Konnektom mit
derselben Regionenauswahl geöffnet sowie deren Adjazenzmatrix gezeigt. In
diesem Fall wird der Filter jedoch auf das Einblenden aller 4554 Verbindun-
gen gesetzt, in denen mindestens ein nicht-viraler Tracer zum Nachweis ver-
wendet wurde. Diese beiden Instanzenkonfigurationen sind in Abbildung 3.4
dargestellt. Anschließend wird die differentielle Konnektivitätsanalyse-GUI ge-
startet sowie Farben und Bezeichnungen für das VTT- (blau) und nicht-VTT-
Konnektom (gelb) vergeben. Die Region Outline zeigt in diesem Fall ausschließ-
lich die erwarteten identischen Regionen. Nach Selektion der beiden Instanzen
wird die differentielle Adjazenzmatrix bestimmt. Durch Öffnen des differentiel-
len Histogrammes sollen die Häufigkeiten der gleichen sowie exklusiven Werte
gezeigt werden. Wertehäufigkeiten für NoData sowie positive und negative Dif-
ferenzen werden ausgeblendet, da sie im Anwendungsfall nicht relevant sind.
Abbildung 3.5 zeigt 2678 gleiche Verbindungsinformationen, welche den Wert 1
repräsentieren. Es ist weiterhin ersichtlich, dass 774 Verbindungen ausschließ-
lich im VTT- und 1876 ausschließlich im nicht-VTT-Konnektom vorhanden
sind. Dies bestätigt die aufgestellte Hypothese.
Diese Verifikation kann weiterhin durch eine Auswertung der differentiel-
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(a) (b)
Abbildung 3.5: (a) Ausschnitt aus der differentiellen Adjazenzmatrix
eines virus-tract-tracing-Konnektoms und eines nicht-virus-tract-tracing-
Konnektoms. (b) Die zugehörige Häufigkeitsverteilung. Es zeigt sich, dass die
meisten Verbindungen (2678) in beiden Instanzen beschrieben wurden, gefolgt
von nicht-VTT-Verbindungen (1876) und VTT-Verbindungen (774). Die An-
zahl von reinen VTT-Verbindungen bestätigt die aufgestellte Hypothese.
len lokalen Parametertabelle unterstützt werden. Der Nutzer kann außerdem
zur weiteren Untersuchung die Unterschiede des mittleren Ranges, welcher je-
de Region entsprechend aller Parameterausprägungen einordnet (AvgRank),
des Grades aller ein- und ausgehenden Kanten (DGAll), der Anzahl rezipro-
ker, also in beide Richtungen vorhandener Kanten (REC ) und der Anzahl der
Subgraphen um die jeweilige Region, die ein Dreieck bilden (Triag) heranzie-
hen. Abbildung 3.6 zeigt den oben genannten Vergleich dieser Parameter. Es
zeigt sich, dass große regionale Unterschiede vorliegen, was bedeutet, dass ei-




















































































































Abbildung 3.7 zeigt das Ergebnis der differentiellen Motivanalyse. Auch
hier zeigen sich deutliche Unterschiede in den Vorkommen von Mikroschalt-
kreisen. Um herauszufinden, welche Unterschiede das vollständige Konnektom
(VTT- und nVTT-Daten) im Vergleich zum nVTT-Konnektom hat, kann für
die gleichen Parameter eine weitere differentielle Motivanalyse vorgenommen
werden. Dies würde für das ratFrontal.brain-Projekt bedeuten, dass in der
VTT-Kontrollinstanz der Filter entfernt wird, der das ausschließliche Einblen-
den aller 3452 Verbindungen bewirkt, in denen mindestens ein viraler Tracer
zum Nachweis verwendet wurde. Dadurch werden nun sämtliche 5266 vor-
handenen Verbindungen gezeigt. In der nVTT-Vergleichsinstanz wird nun der
vorhandene Filter (exklusives Einblenden aller 4554 Verbindungen, in denen
mindestens ein nicht-viraler Tracer zum Nachweis verwendet wurde) angepasst,
sodass dieser nur das Darstellen der 4432 Verbindungen bewirkt, die ausschließ-
lich durch nicht-virale Tracer beschrieben wurden. Der Motivvergleich ist in
Abbildung 3.8 gezeigt. Als weiterführende Exploration kann der Nutzer nun
anhand der in Abschnitt 2.2.4 gezeigten Tabelle die Unterschiede der Beteili-
gung jeder Region am jeweiligen Motiv einsehen.
Diese Beispiele verdeutlichen die Vielfalt der Vergleichsmethoden, die flexi-
bel angepasst werden können. Die dynamischen Änderungen der Instanzenkon-
figurationen erlauben dabei eine Vielzahl von weiterführenden Untersuchungen








































































































































































































































































































































































































































































































































































































































































Die Evaluierung von Visualisierungs- und Interaktionstechniken stellt eine große
Herausforderung dar (Andrews, 2006; Ellis and Dix, 2006). Diese ist umso grö-
ßer für komplexe Systeme, wie neuroVIISAS, welche viele verschiedene Visua-
lisierungstechniken und Interaktionsmechanismen beherbergen. Dies liegt an
der Vielzahl an unterschiedlichen Komponenten und Analyseverfahren, wel-
che sowohl einzeln und auch kombiniert für mehrere Fragestellungen evaluiert
werden müssten. Neben der bisher vorhandenen erweiterten Konnektivitäten-
analyse schließt dies die neu entwickelten Vergleichsmechanismen und deren
wechselseitige Abhängigkeiten mit ein. Solch eine komplexe Nutzerevaluierung
kann daher im Rahmen dieser Arbeit nicht durchgeführt werden.
Aus diesem Grund wurde der Ansatz verfolgt, qualitatives Feedback von
Experten zu erhalten, welches nach der Umsetzung der beschriebenen Ver-
gleichsmechanismen in neuroVIISAS erhoben wurde. Dazu wurde eine Nut-
zerbefragung durchgeführt, um die entwickelten Vergleichsansätze in neuroVI-
ISAS während verschiedener Testszenarien zu evaluieren.
Positiv bewertet wurde das Design der Vergleichskontrollmatrix, welche ei-
ne gute Auswahl zum Vergleich multipler Instanzen erlaubt. Desweiteren wur-
den hervorragende Farboptionen für Instanzen, Histogramme und Matrizen
bestätigt. Neben einer guten Konfigurierbarkeit des Vergleichs von Tabellen,
Matrizen und deren Layout wurde eine konsistente Symbolik für die Optionen
bei einer Vielzahl an Komponenten sowie die Möglichkeit der Erstellung von
Screenshots in mehreren Formaten für Publikationen herausgestellt. Als weite-
rer Punkt wurde die Integration unterschiedlicher Randomisierungsmodelle für
den visuellen Vergleich globaler Parameter und die differentielle Motivanalyse
(Diagrammform und Tabellendarstellung) genannt.
Neben diesem positiven Feedback wurde vor allem das Fehlen einer Hilfe-
Funktion herausgestellt. Dies betrifft vor allem den Workflow des Vergleichs.
Bevor Instanzen (konfigurierbare erweiterte Konnektivitätenanalysefenster) ge-
öffnet werden, ist das differentielle Konnektivitätenanalysefenster ohne Funk-
tion, was den Nutzer irritieren kann. Hier könnte die differentielle GUI deakti-
viert werden, sofern weniger als 2 Instanzen geöffnet sind. Weiterhin kann ein
Tooltip mit einem Hinweis und dem weiteren Vorgehen Abhilfe schaffen. Auch
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ist das Design der Vergleichskontrollmatrix, deren Aufbau und Funktion nicht
intuitiv. Hier sollte ein Tooltip zur Erklärung dienen. Die Region Outline ska-
liert initial alle Regionen auf die Fensterbreite. Bei Vorhandensein einer großen
Anzahl von Regionen sind die Regionsbezeichnungen kaum lesbar. Neben der
umgesetzten interaktiven Vergrößerung aller Regionen ist in diesem Fall die
Integration einer lokalen Vergrößerungsfunktionalität (z.B. Lupen) sinnvoll.
Einige globale Parameter sind aufwändig zu berechnen. In diesem Fall erhält
der Benutzer nur nach Abschluss der Berechnung jedes einzelnen Parameters
ein visuelles Feedback in Form eines Fortschrittsbalkens. Dies kann umgangen
werden, indem feingranularere Fortschrittsbalken integriert werden. Außerdem
ist ein sukzessives Füllen der Vergleichstabelle mit weniger komplexen Para-
metern denkbar.
Hinsichtlich der Interpretierbarkeit von visuellen Attributen wurde darauf
hingewiesen, dass die Vielzahl an zur Verfügung stehenden Symbolen für die
verschiedenen Fälle der Abbildung von differentiellen Daten auf Matrixzellen
nicht sofort ersichtlich ist. Dies ist jedoch nur als initiales Mapping entwickelt
worden. Für den Vergleich verschiedener Kantenparameter mit teils unter-
schiedlichen Wertebereichen soll ein Mapping-Tool entwickelt werden, welches
dem Nutzer die spezifische Abbildung differentieller Werte auf frei wählbare
Symbole sowie das fehlende Filtern von spezifischen differentiellen Werten ge-
stattet. Es wurde ebenfalls darauf hingewiesen, dass die im Gegensatz zur Ma-
trixdarstellung intuitivere Node-Link-Repräsentation von differentiellen Wer-
ten mit Knoten- und Kantenparametern angereichert werden sollte, um die
Graphstruktur besser sichtbar zu machen. Abschließend wurde die fehlende
Struktur und Erkennbarkeit der Funktion der Vielzahl an vorhandenen Regis-
terkarten neben der differentiellen Adjazenzmatrix bemängelt. Dazu ist eine
Gruppierung von Registerkarten in einer Menüstruktur geplant, anhand derer
gewünschte Registerkarten dynamisch dargestellt werden können. Da neuro-
VIISAS ständig um neue Funktionalitäten erweitert wird, soll eine Strategie
entwickelt werden, um während des kontinuierlichen Entwicklungsprozesses be-
gleitend Nutzerstudien durchführen zu können.
Kapitel 4
Diskussion
Das vorliegende Konzept stellt eine allgemeine Methodik zur differentiellen
Konnektomanalyse in neuroVIISAS dar, welche anhand einer flexiblen Sys-
tematik für eine Vielzahl an Konnektomdaten Vergleichsprozesse mit einem
hohen Maß an Konfigurierbarkeit bereitstellen, um differentielle Fragestellun-
gen zu spezifizieren und zu beantworten. Im Folgenden soll das entwickelte
Konzept zusammenfassend diskutiert werden und ein Ausblick über weitere
Entwicklungsmöglichkeiten gegeben werden.
4.1 Zusammenfassung
Die Vergleichsmethodik beinhaltet den Vergleich beliebiger Matrizen, globaler
und lokaler Parameter sowie von Motivhäufigkeiten.
Vergleichssystematik
Zum Vergleich beliebiger Konnektomdaten wurde ein neues differentielles Fens-
ter umgesetzt, welches mit den geöffneten erweiterten Konnektivitätenanaly-
sefenstern interagiert. Dies erlaubt eine funktionale Trennung des Vergleichs
und der flexiblen Konfigurier- und Anpassbarkeit der zu vergleichenden Kon-
nektominstanzen. Das integrierte differentielle Informationspanel erlaubt einen
Überblick über die Konfigurationszustände der Instanzen, das Zuweisen von In-
stanzenbezeichnungen und -farben als visuelle Zuordnungsmöglichkeit bezüg-
lich der Vergleichskomponenten. Weiterhin liefert es eine Benachrichtigungs-
funktionalität, sofern die Konfiguration der Instanzen geändert wurde. Die um-
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gesetzte Vergleichskontrollmatrix gestattet die Auswahl paarweiser Instanzen
anhand des Grades der regionalen Übereinstimmung der vorhandenen Regio-
nen. Zur schnellen Identifikation dieses Grades können die Matrixzellen ent-
sprechend eingefärbt werden. Falls unterschiedliche Regionen in zu vergleichen-
den Regionen vorkommen, können anhand der entwickelten Region Outline die
identischen und exklusiven Regionen identifiziert werden. Diese Methodik er-
laubt ein flexibles Konfigurieren der Instanzen sowie ein dynamisches Umschal-
ten zwischen zu vergleichenden Instanzen. Desweiteren wurden Registerkarten
für sämtliche in der erweiterten Konnektivitätenanalyse vorhandenen Regis-
terkarten für Matrizen, globale und lokale Parameter-Analysen sowie eines
Vergleichs von Motivhäufigkeiten in die differentielle GUI integriert.
Matrixvergleich
Zum Vergleich beliebiger Matrizen wurden zwei Views integriert. Ein speziel-
ler Typ von flexiblen Registerkarten für die Zuordnung beliebiger und neuer,
zukünftig zu entwickelnden Matrizen wurde umgesetzt. Der Vergleich von Ma-
trizen des gleichen Parameters erlaubt einen Überblick über Gemeinsamkeiten
und Unterschiede von Verbindungen oder Verbindungseigenschaften (Kanten-
parameter). Diese werden durch eine Abbildung verschiedener Datenkategori-
en, wie Gleichheit und Ausgangswerte auf die jeweiligen Zellen der differenti-
ellen Matrix abgebildet. Dies erlaubt eine allgemeine Behandlung sämtlicher
Kantenparameter. Zum Vergleich quantitativer Werteausprägungen wurde ein
Mechanismus integriert, welcher eine dynamische Definition von Werteberei-
chen von Differenzen gestattet. Weiterhin wurde eine Auswahl an Farbpaletten
zur flexiblen Farbzuweisung dieser Differenzen zur Verfügung gestellt. Auf-
grund der möglichen hohen Anzahl an Kombinationen von quantitativen Wer-
ten kann deren initiale Abbildung schnell unübersichtlich werden, was in der
Allgemeingültigkeit des Ansatzes begründet ist. Dies trifft in besonderem Maße
auf den Vergleich verschiedener Parameter zu, was eine detaillierte Identifikati-
on relevanter Wertevergleiche erschweren kann. Beim Vergleich von Matrizen
ist es dem Nutzer überlassen, Farbzuweisungen vorzunehmen. Dies kann zu
Fehlinterpretationen führen, da zum Beispiel Farben, welche den Instanzen




Zum Vergleich von globalen Parametern wurde eine Tabelle umgesetzt, welche
die Ausgangswerte, die absolute und die relative Differenz pro Parameter auf-
zeigt. Durch die Sortierungsfunktionalität lassen sich schnell minimale und ma-
ximale Änderungen erkennen. Desweiteren wurde ein visueller Vergleich jedes
einzelnen Parameters mit wählbaren Zufallsmodellen entwickelt. Dies erlaubt
einen schnellen Vergleich der Ausprägungen beider Instanzen sowie Aussagen
über die Zufälligkeit der Ausprägungen der Parameter.
Außerdem wurde eine differentielle Tabelle zur Veranschaulichung der loka-
len Parameter integriert. Durch eine Sortierungsfunktion kann auch in diesem
Fall die minimale und maximale Änderung der Werte identifiziert werden.
Vergleich von Motivhäufigkeiten
Zur differentiellen Motivanalyse wurde die bisherige GUI zur automatischen
Motivgenerierung umfassend erweitert, sodass Häufigkeiten sämtlicher gewähl-
ter Motive gegenübergestellt und außerdem unterschiedliche Randomisierungs-
modelle vergleichbar werden. Um auch hier die Zufälligkeit der Motivfunde zu
bestimmen, wurde ein neues differentielles Diagramm zum visuellen Vergleich
entwickelt. Dies erlaubt eine schnelle Identifikation der Motivhäufigkeiten in
beiden Instanzen sowie die Gegenüberstellung mit den selektierten Zufallsmo-
dellen.
4.2 Kritischer Vergleich weiterer Ansätze
In zahlreichen Arbeiten, z.B. im Bereich Autismus (Qin et al., 2018; Im et al.,
2018), Depression (Wang et al., 2018; O’Donoghue et al., 2017) oder Schizo-
phrenie (Pasternak et al., 2018; Kelly et al., 2018) sind differentielle Fragen
zu konnektionalen Unterschieden zwischen einer gesunden Kontrollgruppe und
einer Gruppe von Patienten nicht nur der Ausgangspunkt von Studien, son-
dern häufig die einzige Motivation für konnektionale Analysen. Daher werden
verstärkt verallgemeinerbare Verfahren (Hendricksen, 2015; Huang, 2018) ent-
wickelt, um differentielle Fragestellungen aus unterschiedlichen Fachgebieten
mit konsistenten Konzepten oder Software zu analysieren. Diese 2 Verfahren
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werden im Folgenden mit dem in dieser Arbeit vorgestellten Konzept kurz
verglichen.
Im ersten Ansatz (Hendricksen, 2015) wird ein Konzept zum Vergleich von
hierarchischen Hirnregionen und deren Verbindungen beschrieben. Als Grund-
lage werden MRI-Daten verwendet, aus denen hierarchische Regionen und Ver-
bindungsmatrizen extrahiert werden. Zum Vergleich werden wie in dieser Ar-
beit Gemeinsamkeiten und Unterschiede basierend auf der Identität der Regio-
nen durch eine Abbildung mehrerer Werte auf Farben und Formen in jeder Ma-
trixzelle dargestellt. Zusätzlich können Bereiche in diesen Matrizen in Abhän-
gigkeit der Hierarchiestufe zusammengefasst werden sowie ein Umsortieren der
Matrixregionen vorgenommen werden. Die quantitativen Unterschiede werden
auf eine vordefinierte Farbskala abgebildet. Die Ansätze beziehen sich jedoch
ausschließlich auf reine Verbindungsinformationen. In neuroVIISAS existieren
daneben eine Vielzahl weiterer experimenteller und abgeleiteter Kantenpara-
meter (Verbindungsstärke, Geschlecht, Distanzmaße, etc.) mit unterschiedli-
chen Wertebereichen, welche zu einer vollständigen Beantwortung differentiel-
ler Fragestellungen herangezogen werden müssen. Das in dieser Arbeit vorge-
stellte Konzept erlaubt außerdem ein variables Zuweisen von Farbskalen sowie
die interaktive Zusammenfassung von Wertebereichen bei quantitativen Daten.
Diese Parameter können nicht nur miteinander in dedizierten Matrixverglei-
chen, sondern untereinander differentiell analysiert werden, um beispielsweise
durch die Gegenüberstellung verschiedener Parameter Zusammenhänge in den
Daten aufzudecken. Die flexible Vergleichssystematik erlaubt dabei als ersten
Schritt den paarweisen Vergleich nach regionalen Übereinstimmungskriterien
aus einen größeren Pool an dynamisch änderbaren Konnektomtypen und -
Konfigurationen. Neben dem Matrizenvergleich erlauben weitere Vergleichsme-
thoden (globale Netzwerkparameter und Motivanalyse) nicht nur den Vergleich
mit empirischen Netzwerken, sondern auch mit Zufallsmodellen. Desweiteren
erlauben eine Vielzahl an Knotenparametern (lokale Netzwerkeigenschaften)
weitere Aussagen über den Konnektomvergleich.
Der zweite Ansatz (Huang, 2018) stellt ein Konzept vor, welches Netz-
werke durch approximierte Kennzahlen (zum Beispiel metrische Distanzen)
vergleicht. Dies schließt verschiedene globale Netzwerkparameter, Subgraphen
(Motive) und die Anwendung von Signalverarbeitungsmethoden auf Graphen
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ein. Diese Methoden reduzieren die Netzwerkkomplexität auf quantitative Wer-
te, was deren Interpretation erschweren kann, da keine visuellen Methoden
genutzt werden. Auch hier werden ausschließlich reine Verbindungsinformatio-
nen verwendet, was dem Umfang und der Komplexität der Konnektomdaten
nicht entspricht. Durch den Vergleich von Adjazenzmatrizen in neuroVIISAS
können Verbindungsinformationen ohne Datenreduktion untersucht werden.
Neben dem Vergleich genannter Adjazenzen sowie globaler Netzwerkparame-
ter ist die differentielle Analyse sämtlicher Experimentdaten, von abgeleiteten
lokalen Parametern sowie von Motivvorkommen für viele differentiellen Frage-
stellungen von essentieller Bedeutung. Der Motivvergleich schließt neben dem
Aufzeigen von Häufigkeiten verschiedener Motive auch den visuellen Vergleich
von Vorkommen in Zufallsmodellen mit ein. Weiterhin können Unterschiede in
der Beteiligung jeder Region an jedem Motiv untersucht werden.
4.3 Ausblick
Wie bereits in Abschnitt 3.3 beschrieben, ist die Integration einer Hilfe-Funktion
für den Workflow der Vergleichssystematik sowie für die Unterstützung der In-
terpretierbarkeit wichtig. Außerdem soll eine Strategie für die Nutzerevaluation
für jeden Entwicklungsschritt in neuroVIISAS entworfen werden.
Die umgesetzte Lösung erlaubt weitreichende Konfigurationen und wieder-
kehrende Analyseprozesse. Um diese Vergleichsanpassungen rekapitulieren zu
können, bietet sich die Umsetzung einer History-Funktion an. Diese würde die
Vergleichsdarstellungen und die zugehörigen Instanzenkonfigurationen nach
Änderungen speichern, zum Beispiel nach der Aktualisierung einer Vergleichs-
analyse inklusive der Regionenauswahl der Instanzen, der gesetzten Filter, der
berechneten globalen und lokalen Parameter und der Ergebnisse des Motiv-
vergleichs. Dadurch kann der Nutzer jederzeit Vergleichsuntersuchungen auf
frühere Zustände zurücksetzen.
Die generelle Einsetzbarkeit kann bei bestimmten Fragestellungen zu einem
Overhead an Interaktionen führen. Wenn zum Beispiel ausschließlich die Iden-
tifikation der maximalen Motivhäufigkeiten für ein spezielles Motiv einer glei-
chen Auswahl an Regionen verschiedener Projekte im Fokus steht, bietet sich
die Integration einer Systematik in Form einer Anfragesprache an, welche ohne
84
das Öffnen der Konnektivitätenanalyse und des differentiellen Fensters Ergeb-
nistabellen liefert. Dies würde auch eine Stapel-Verarbeitung von zum Beispiel
zu vergleichenden Parametertabellen ermöglichen. Weiterhin ist ein schnelles
Einlesen von Konnektom-Stacks aus verschiedenen traktografischen Analysen
bislang nicht möglich. Bezüglich des Vergleichs von Konnektommodellen mit
Zufallsmodellen ist es auch sinnvoll, eine statistische Methodik zu integrieren,
welche Gemeinsamkeiten und signifikante Unterschiede mit mehr als 1000 ge-
nerierten Zufallsmodellen bestimmt und darstellt, um deutliche Unterschiede
zu empirischen Konnektomen erkennbar zu machen.
Der konzipierte Vergleichsprozess basiert auf der regionalen Übereinstim-
mung von einer Auswahl an Regionen in der Hierarchie anhand der inter-
nen Bezeichnung der Region. Neben diesem semantischen Kriterium ist auch
eine Betrachtung von strukturellen Kriterien für die regionale Übereinstim-
mung sinnvoll. Dies bedeutet auch, dass hinsichtlich der Übereinstimmung
Unterschiede in der Hierarchie vorliegen können. Es ist daher zu untersuchen,
ob Verfahren zum hierarchischen Regionenvergleich integriert werden können.
Dies schließt einerseits eine vergleichende Hierarchiedarstellung in Baumform
als auch hierarchische Matrizendarstellungen, zum Beispiel H -Matrizen (Hack-
busch, 1999) ein.
Bisher werden in neuroVIISAS Konnektomdaten durch statische Netzwerke
verarbeitet. Die Analyse von dynamischen Graphen stellt dabei eine weitere
Möglichkeit dar, zeitlich veränderliche Konnektomdaten zu untersuchen.
Die beschriebene initiale Matrizendarstellung ist ein Tradeoff zwischen der
generellen Anwendbarkeit sämtlicher Kantenparameter mit unterschiedlichen
und teils heterogenen Wertebereichen und der zielorientierten Abbildung von
Vergleichsinformationen. Um letzteres für jeden Parameter in Abhängigkeit
der spezifischen Fragestellung umsetzen zu können, ist die Integration eines
Mapping-Interaktions-Tools sinnvoll, welches spezifische Wertekombinationen
nutzergesteuert auf geeignete visuelle Attribute abbildet, um das Auftreten
zu vieler Wertekombinationen zu verhindern, eine redundante Farbabbildung
zu vermeiden und interaktiv bestimmte Kombinationen ein- und ausblenden
zu können. Dies würde eine Filtermethodik einführen, anhand derer auch be-
sonders große Differenzen oder Ähnlichkeiten gezielt hervorgehoben werden
können. Außerdem ist die Implementierung einer Umsortierung der Matrixre-
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gionen sinnvoll, um bestimmte Nachbarschaftseigenschaften erkennbar zu ma-
chen.
Bisher wird in den Matrizen in der erweiterten Konnektivitätenanalyse je-
weils nur ein Kantenparameter abgebildet. Es kann jedoch sinnvoll sein, die Ko-
dierung mehrerer Parameter sowie hinsichtlich der differentiellen Matrix meh-
rerer Datenkategorien, wie Gleichheit und Ausgangswerte in Form einer 3D-
Matrixansicht vorzunehmen. Dies kann der Multidimensionalität der zugrun-
deliegenden Daten Rechnung tragen. Das entwickelte Konzept schließt zum
Abbildung 4.1: Abbildung mehrerer Parameter, welche durch eingefärbte Bal-
ken repräsentiert werden, auf die Kanten eines Graphen (Schöffel et al., 2016).
Vergleich von Kantenparametern die Darstellung durch Matrizen aufgrund
ihres statischen Platzverbrauchs ein. In neuroVIISAS ist es bisher möglich,
Node-Link-Diagramme im GraphView mit Hilfe diverser, neuroanatomisch re-
levanter Layouts darzustellen sowie einzelne Parameter aus der lokalen Para-
metertabelle, wie zum Beispiel den mittleren Rang AvgRank, auf die Knoten
abzubilden. Es muss untersucht werden, wie ein visueller Vergleich solcher
Node-Link-Diagramme umgesetzt werden kann. Dies schließt das Darstellen
von differentiellen, multivariaten Knoten- sowie Kantenparametern ein. Da das
in dieser Arbeit beschriebene Konzept zum Matrizenvergleich mehrere Kan-
tenparameter, wie Gleichheit und Ausgangswerte auf einzelne Zellen abbildet,
muss untersucht werden, wie diese Methodik auf die Node-Link-Darstellung
übertragen werden kann. Eine Möglichkeit der Abbildung multivariater Kan-
tenparameter ist die Darstellung von multiplen Balken auf der jeweiligen Kan-
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te (siehe Abbildung 4.1). Dies kann jedoch bei größeren Graphen schnell zur
Überlagerung führen.
Die teils automatische Stapelverarbeitung von mehr als 2 Konnektommo-
dellen ist ebenso zu untersuchen. Hinsichtlich sämtlicher vorgestellten Kom-
ponenten, wie Matrizen-, Tabellen- und Motivanalysen ist eine Anpassung an
mehr als 2 zu vergleichende Konnektommodelle denkbar. Dies schließt nicht
nur die Betrachtung mehrerer Instanzen, sondern auch die Betrachtung meh-
rerer Parameter mit ein. Sämtliche neue Methoden müssen unter Beachtung
des Coordinated Multiple Views-Ansatzes umgesetzt werden, da sie mit beste-
henden Funktionen in neuroVIISAS interagieren.
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