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Abstract
The stability number of a graph G, denoted by (G), is the cardinality of a stable set of maximum size in G. If (G− e)> (G),
then e is an -critical edge, and if (G − e)< (G), then e is a -critical edge, where (G) is the cardinality of a maximum
matching in G. G is a König–Egerváry graph if its order equals (G) + (G). Beineke, Harary and Plummer have shown that the
set of -critical edges of a bipartite graph forms a matching. In this paper we generalize this statement to König–Egerváry graphs.
We also prove that in a König–Egerváry graph -critical edges are also -critical, and that they coincide in bipartite graphs. For
König–Egerváry graphs, we characterize -critical edges that are also -critical. Eventually, we deduce that (T ) = (T ) + (T )
holds for any tree T, and describe the König–Egerváry graphs enjoying this property, where (G) is the number of -critical vertices
and (G) is the number of -critical edges.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Throughout this paper G= (V ,E) is a simple (i.e., a ﬁnite, undirected, loopless and without multiple edges) graph
with vertex set V = V (G), edge set E = E(G), and order n(G) = |V (G)|. If X ⊂ V , then G[X] is the subgraph
of G spanned by X. By G − W we mean the subgraph G[V − W ], if W ⊂ V (G). For F ⊂ E(G), by G − F we
denote the partial subgraph of G obtained by deleting the edges of F, and we use G − e, if W ={e}. If A,B ⊂ V and
A ∩ B = ∅, then (A,B) stands for the set {e = ab : a ∈ A, b ∈ B, e ∈ E}. The neighborhood of a vertex v ∈ V is the
set N(v) = {w : w ∈ V and vw ∈ E}, and N(A) = ∪{N(v) : v ∈ A}, N [A] = A ∪ N(A) for A ⊂ V . By Pn,Cn,Kn
we mean the chordless path on n3, the chordless cycle on n 4 vertices, and, respectively, the complete graph on
n1 vertices.
A set S of vertices is stable if no two vertices from S are adjacent. A stable set of maximum size will be referred to
as a maximum stable set of G. The stability number of G, denoted by (G), is the cardinality of a maximum stable set
of G. A vertex v ∈ V (G) is -critical provided (G− v)< (G). Let (G) denote the set {S : S is a maximum stable
set of G}, (G) = | ∩ {V − S : S ∈ (G)}|, and (G) = |core(G)|, where core(G) is the set of all -critical vertices
of G [12]. In other words, core(G) = ∩{S : S ∈ (G)} and (G) equals the number of -critical vertices of G. First,
interconnections between vertices belonging to all and vertices belonging to no maximum stable sets of a graph were
1 A preliminary version of this paper was presented at the 10th SIAM Conference on Discrete Mathematics, June 12–15, 2000, Minneapolis,
Minnesota, USA.
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K3 + e e H1
Fig. 1. K3 + e and H1 are König–Egerváry graphs, but only in H1 all -critical edges are also -critical.
considered in [7]. As a continuation of this research, the formal notion of core(G), which is central in this paper, was
used and investigated in [12,13,2]. An edge e ∈ E(G) is -critical whenever (G− e)> (G). Let us denote by (G)
the number of -critical edges of G. Notice that there are graphs in which: (a) any edge is -critical; e.g., all C2n+1 for
n2; (b) no edge is -critical; e.g., all C2n for n2. More generally, Haynes et al. [8], have proved that a graph G has
no -critical edge if and only if |N(x) ∩ S|2 holds for any S ∈ (G) and every x ∈ V (G) − S.
A matching (i.e., a set of non-incident edges of G) of maximum cardinality (G) is a maximum matching, and a
perfect matching is one covering all vertices of G. An edge e ∈ E(G) is -critical provided (G − e)< (G). By
deﬁnition, every -critical edge of G belongs to all maximum matchings of G.
If (G)+ (G)= n(G), then G is called a König–Egerváry graph [5,17]. Properties of these graphs were presented
in several papers, like [17,5,14,10,3,16,11,13].
According to a well-known result of König [9], and Egerváry [6], any bipartite graph is a König–Egerváry graph.
It is easy to see that this class includes also some non-bipartite graphs (see, for instance, the graphs K3 + e and H1 in
Fig. 1).
Beineke et al. [1] have shown that any two incident -critical edges of a graph lie on an odd cycle, and hence, they
deduce that no two -critical edges of a bipartite graph can have a common endpoint. Independently, Zito [21] has
proved the same result for trees using a different technique. Some variations and strengthening of these statements are
discussed in [18–20].
In this paper we generalize the above assertion to König–Egerváry graphs. We also show that -critical edges are
-critical in a König–Egerváry graph, and that they coincide in bipartite graphs. In addition, we characterize -critical
edges that are also -critical in König–Egerváry graphs. See, for example, the graphs K3 + e, H1 in Fig. 1.
As a corollary, we obtain one result of Zito [21] stating that a vertex v is in some but not in all maximum stable sets
of a tree T if and only if v is an endpoint of an -critical edge of T. In the sequel, we analyze other relationships between
-critical edges and -critical edges in a König–Egerváry graph, and their corresponding implications to equalities and
inequalities linking (G), (G), (G), (G), and (G). Eventually, we infer that (T )= (T )+ (T ), (T )+ (T )=
(T ) hold for any tree T , and characterize the König–Egerváry graphs having these properties.
2. Preliminary results
Lemma 2.1. If G0 = G − N [core(G)], then:
(i) no -critical edge in G has an endpoint in N [core(G)];
(ii) (G) = (G0) + (G), (G0) = {S ∩ V (G0) : S ∈ (G)}, core(G0) = ∅;
(iii) e is an -critical edge of G if and only if e is an -critical edge of G0.
Proof. (i) Let xy ∈ E(G) be an -critical edge in G. Then, there exists W ⊂ V of cardinality (G) + 1, such that the
only edge of G with both extremities in W is xy. So, W − x,W − y ∈ (G), and, therefore, core(G) ⊆ W − {x, y},
which implies x, y /∈N [core(G)].
(ii) All the claims get their justiﬁcation from the fact that a subset of vertices is a maximum stable set in G if and
only if it is the union of core(G) and a maximum stable set of G0.
(iii) It follows immediately from (i) and (ii). 
Proposition 2.2. If G is a König–Egerváry graph, then:
(i) for any maximum matching M and any maximum stable set S, each edge of M has one of its extremities in S;
(ii) any v /∈ core(G) is covered by each maximum matching;
1686 Vadim E. Levit, E. Mandrescu / Discrete Mathematics 306 (2006) 1684 –1693
H1 H2 H3
v
u
a
c
v
b u
x
z
v
ytx y
Fig. 2. H1 has N(core(H1)) = {v}=∩{V −S : S ∈ (H1)}; H2 has N(core(H2))={c, v, b}=∩{V −S : S ∈ (H2)}; (H3)+(H3)< |V (H3)|.
(iii) if e is an edge of a maximum matching and S is a maximum stable set, then either one of the extremities of e belongs
to core(G) and the other to no maximum stable set, or both extremities of e are in some but not all maximum
stable sets and one belongs to S.
Proof. If M is a maximum matching in G and S ∈ (G), then every edge of M has one endpoint in S, because,
otherwise, we get the following contradiction:
(G) = |M|< |V (G) − S| = |V (G)| − |S| = n(G) − (G) = (G).
If v /∈ core(G), then there is some Sv ∈ (G), such that v ∈ V (G) − Sv , and, since M covers V (G) − Sv , we get
that v is endpoint of some edge of M.
In addition, (i) immediately implies (iii). 
Let us notice that: (a) if v ∈ N(core(G)), then clearly v ∈ V (G) − S, for any S ∈ (G), that is N(core(G)) ⊆
∩{V (G) − S : S ∈ (G)} holds for any graph G (see the examples of the non-König–Egerváry graphs H1, H2 in
Fig. 2); (b) M1 = {xu, yz},M2 = {xu, vz} are maximum matchings of the (non-König–Egerváry) graph H3 in Fig. 2,
and S = {u, v} ∈ (H3), but M1(S, V (H3) − S), while M2 ⊆ (S, V (H3) − S). In other words, Proposition 2.2 (i)
does not hold for non-König–Egerváry graphs.
For König–Egerváry graphs the situation is more speciﬁc. The following lemma from [13] is an easy consequence
of Proposition 2.2.
Lemma 2.3 (Levit and Mandrescu [13]). If G is a König–Egerváry graph, then
(i) N(core(G) = ∩{V (G) − S : S ∈ (G)};
(ii) N(core(G)) is matched into core(G) by every maximum matching of G.
The graph H2, depicted in Fig. 2, shows that for non-König–Egerváry graphs, Lemma 2.3(ii) is not necessarily true.
Generally, the class of König–Egerváry graphs is not hereditary, e.g., K3 is a subgraph of K3 + e.
Proposition 2.4. Let G be a König–Egerváry graph and G0 = G − N [core(G)]. Then the following assertions are
true:
(i) G0 has a perfect matching and it is also a König–Egerváry graph;
(ii) if M is a maximum matching in G, then M ∩E(G0) is a perfect matching in G0; moreover, every perfect matching
of G0 may be enlarged to a maximum matching of G;
(iii) (G) + (G) = (G) + (G).
Proof. Let S ∈ (G),A=S−core(G), B=V (G)−S−N(core(G)), and M be a maximum matching of G. According
to Proposition 2.2(i), (ii), we get |A| = |B|. Now, Lemma 2.3(ii) implies that M ∩ (A,B) is a perfect matching in G0.
In addition, since A is stable, we obtain that (G0)= (G0). Thus, G0 is a König–Egerváry graph. By Lemma 2.3(ii),
there exists a matching, say M1, that matches N(core(G)) into core(G), and if M0 is a perfect matching of G0, then
M0 ∪ M1 is a matching in G and |M0 ∪ M1| = |V (G) − S|, i.e., M0 ∪ M1 is a maximum matching of G. The equality
(iii) follows from |A| = |B| and Lemma 2.3(i). 
While (G) = {core(G) ∪ S : S ∈ (G − N [core(G)]} is true for any graph, the dual assertion (matchings go
instead of stable sets), i.e., Proposition 2.4(ii), is not valid for some non-König–Egerváry graphs (e.g., the graph H2
in Fig. 2).
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3. -critical and µ-critical edges
Let us notice that there are graphs such that all their edges are -critical, but none is -critical, as well (e.g., K4
and C5).
Theorem 3.1. For a König–Egerváry graph G = (V ,E) the following assertions are equivalent:
(i) the edge e is -critical;
(ii) the edge e is -critical and G − e is a König–Egerváry graph;
(iii) the edge e is -critical and none of its endpoints belongs to all maximum stable sets.
Proof. (i) ⇔ (ii) If e=xy is an -critical edge G, then for any W ∈ (G−xy) we have that x, y ∈ W . Let S=W −{x}
and M be a maximum matching in G. Proposition 2.2(i) implies that M ⊆ (S, V − S), and since N(x) ∩ S = {y}, it
follows that xy ∈ M . Therefore, the edge e is also -critical. Further, we have
|W | + |M − {e}|(G − e) + (G − e) |V (G − e)| = |V | = |W | + |M − {e}|,
i.e., G − e is still a König–Egerváry graph.
Conversely, if e ∈ E is -critical and G− e is a König–Egerváry graph, then (G− e)+ (G− e)= |V | = (G)+
(G) = (G) + 1 + (G − e), and this implies (G − e)> (G), i.e., e is an -critical edge of G.
(i) ⇔ (iii) Let U = (core(G),N(core(G)),G0 =G−N [core(G)], and E(G), E(G0) be the sets of -critical edges
in G, G0, respectively, while by E(G), E(G0) we denote the set of -critical edges in G, G0, correspondingly. Using
these notations, we reformulate the assertion “(i) ⇔ (iii)” in the following algebraic form: E(G)∩ (E−U)=E(G).
By Lemma 2.1(i), no edge in U is -critical. Consequently, E − U ⊇ E(G). On the other hand, the equivalence
“(i) ⇔ (ii)” assures that E(G) ⊇ E(G). Together, these inclusions give us E(G) ∩ (E − U) ⊇ E(G). To get the
inverse inclusion, we shall prove a slightly stronger result, namely,
E(G) ∩ (E − U) ⊆ E(G0) ⊆ E(G0) = E(G).
By Lemma 2.3(ii) and Proposition 2.4(ii), we infer that E(G) ∩ (E − U) ⊆ E(G0), while Lemma 2.1(iii) assures
that E(G0) = E(G). Therefore, it remains to show that E(G0) ⊆ E(G0).
According to Lemma 2.1(ii), core(G0)=∅, and by Proposition 2.4(i), G0 is a König–Egerváry graph with a perfect
matching, say M. Then, there exist A = {ai : 1 iq} ∈ (G0) and B = {bi : 1 iq} = V (G0) − A, such that
M = {aibi = ei : 1 iq}. If E(G0) is not empty, we may assume that a1b1 ∈ M ∩E(G0), because, by deﬁnition,
E(G0) is included in each maximum matching of G0. Further, we shall show that a1b1 is -critical, by exhibiting
some S0 ∈ (G0) that satisﬁes: b1 ∈ S0 and S0 ∩N(a1)= {b1}. In the sequel, if D ⊆ V (G0), then by M(D) we mean
the set of vertices, which D is matched onto.
By Lemma 2.3(i), the equality core(G0) = ∅ implies that there is S ∈ (G0) with b1 ∈ S. Let us deﬁne the set of
vertices
W = {w ∈ B : there exists a path b1 = v1, v2, . . . , v2k+1 = w where v2iv2i+1 ∈ M, v2i ∈ A and v2i+1 ∈ B}.
According to Proposition 2.2(i), for each such path we have that v2i /∈ S, while v2i+1 ∈ S. Hence, W is stable, and
b1 ∈ S0 =W ∪ (A−M(W)). In addition, |S0| = q = (G) and, by deﬁnition of W , no edge joins some vertex of W to
a vertex from A − M(W). Finally, A − M(W) is stable as a subset of A. Thus, S0 ∈ (G0) (see, for example, Fig. 3).
Clearly, b1 ∈ S0 ∩ N(a1). If there is some v ∈ S0 ∩ N(a1) − {b1}, then, in fact, v ∈ W − {b1}. By deﬁnition
of W , there exists a path b1 = v1, v2, . . . , v2k+1 = v, where v2iv2i+1 ∈ M, v2i ∈ A and v2i+1 ∈ B, which together
with a1 and the edges a1b1, a1v gives rise to an even cycle C, with half of its edges belonging to M. This means that
M ′=(M−E(C))∪(E(C)−M) is another perfect matching in G0, that does not contain the edge a1b1, in contradiction
with the fact that a1b1 is -critical in G0. Consequently, S0 ∩ N(a1) = {b1}, i.e., the edge a1b1 must be -critical in
G0. In conclusion, we get E(G0) ⊆ E(G0) that, ﬁnally, completes the proof. 
Comparing parts (ii) and (iii) of Theorem 3.1 one could think that for a König–Egerváry graph G the graph G− e is
a König–Egerváry graph if and only if none of the endpoints of e belongs to all maximum stable sets. While in general
it is not true (see, for instance, the graph G in Fig. 4), the following corollary justiﬁes one direction of this hypothesis.
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a1 b1
a2 b2
a3 b3
a4 b4
a5 b5
W = {b1, b2, b3, b4}
M (W) = {a1, a2, a3, a4, b5}
S0= {b1, b2, b3,b4, a5}
Fig. 3. The graph G0 has a unique perfect matching and (G0) = 0.
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Fig. 4. G and G − ac are König–Egerváry graphs, while core(G) = {a, b}.
Corollary 3.2. Let G be a König–Egerváry graph. If e /∈ (core(G),N(core(G)), then G − e is a König–Egerváry
graph, as well. In particular, if core(G) = ∅, then G − e is a König–Egerváry graph for every edge e.
Proof. If e is -critical, then Theorem 3.1 implies that it is also -critical and, consequently, we get that
(G − e) + (G − e) = (G) + 1 + (G) − 1 = |V (G)| = |V (G − e)|,
i.e., G − e is a König–Egerváry graph.
If e is neither -critical nor -critical, then
(G − e) + (G − e) = (G) + (G) = |V (G)| = |V (G − e)|,
that is, again G − e is a König–Egerváry graph.
Finally, the case where e is -critical, but not -critical, is impossible, in accordance with Theorem 3.1, since e /∈
(core(G),N(core(G)).
In particular, if core(G)=∅, then G− e is a König–Egerváry graph for each edge e, because (core(G),N(core(G))
= ∅. 
Generally, there are graphs having incident -critical edges, for example, K4, and there are also graphs having only
non-incident -critical edges, e.g., P4.
Proposition 3.3. Let G be a bipartite graph. Then the following assertions hold:
(i) no -critical edge belongs to (core(G),N(core(G));
(ii) the -critical edges coincide with its -critical edges;
(iii) if G is a tree, then G has a perfect matching if and only if the set of its -critical edges forms a maximal matching.
Proof. (i) G − e is still a König–Egerváry graph, as bipartite, for each -critical edge e. Hence, by Theorem 3.1,
e /∈ (core(G),N(core(G)).
(ii) It follows from part (i) and Theorem 3.1.
(iii) Combining part (ii) and the fact that a perfect matching in a tree could be only unique, we see that -critical
edges forms a maximal matching.
Conversely, if the set M of all -critical edges forms a maximal matching, then M consists of all -critical edges of
G. Hence, M is unique, and also perfect, because G has no isolated vertices. 
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Fig. 5. S = {x, y, z, t} does not meet the -critical edge e = ab.
Let us observe that there are also non-bipartite König–Egerváry graphs in which all -critical edges are -critical
(e.g., the graph H1 in Fig. 1).
As a direct consequence of Proposition 3.3(ii), we obtain the following statement, due to Beineke, Harary and
Plummer.
Theorem 3.4 (Beineke et al. [1]). No two -critical edges of a bipartite graph are adjacent.
It is clear that if G admits a perfect matching, then G is a König–Egerváry graph if and only if (G) = (G). Now,
Proposition 3.3(iii) immediately gives the following result from [21].
Corollary 3.5 (Zito [21]). If a tree T has a perfect matching M, then all the edges of M are -critical and 2(T )=n(T ).
If a connected graph G has a maximal matching M consisting of -critical edges only, then M is the unique perfect
matching of G. By Theorem 3.1, in the case of König–Egerváry graphs the same fact is true for -critical edges. As
far as the uniqueness of this perfect matching is concerned, it is worth mentioning the following: (a) if G is not a
König–Egerváry graph, then it may have several different maximum matchings consisting of only -critical edges, for
instance, C5; (b) if a König–Egerváry graph has a unique perfect matching, then it may contain non--critical edges,
e.g., the edge e of K3 + e is not -critical, but it belongs to the unique perfect matching of K3 + e.
Let us notice that every edge of C5 is -critical, but not any S ∈ (C5) meets each edge of C5. The graph G in
Fig. 5 has e = ab as its unique -critical edge, while S = {x, y, z, t} ∈ (G) does not meet this edge.
Proposition 3.6. If G is a König–Egerváry graph, then every S ∈ (G) meets each -critical edge in exactly one
vertex, and, consequently, every S ∈ (G) meets each -critical edge in exactly one vertex.
Proof. By deﬁnition, every -critical edge belongs to each maximum matching M, while M ⊆ (S, V (G) − S) for all
S ∈ (G), by Proposition 2.2(i). Therefore, every S ∈ (G) meets each -critical edge e = xy in exactly one vertex
(since clearly, no stable set may contain both x and y); by Theorem 3.1, the same assertion is true for any -critical
edge. 
For trees and -critical edges, Proposition 3.6 was proved by Zito in [21].
4. Equalities and inequalities
Let us mention that there exist non-König–Egerváry graphs satisfying the equality (G)+(G)=(G)+(G) (see
graph W1 in Fig. 7). It is also interesting to notice that there exists a non-König–Egerváry graph enjoying the property
that its subgraph G0 =G−N [core(G)] has a perfect matching (see Fig. 8). On the other hand, the non-König–Egerváry
graph H2 in Fig. 2 generates H2 − N [core(H2)] = K3, which has no perfect matching.
Proposition 4.1. If G is a König–Egerváry graph, then
(i) (G) + (G)(G);
(ii) (G) + (G)(G);
(iii) (G) + 2(G) + (G)n(G).
Proof. For any S ∈ (G), we have that core(G) ⊆ S, and by Lemma 2.1(i), no -critical edge has an endpoint in
core(G). In addition, according to Proposition 3.6, S meets each -critical edge in exactly one vertex. Hence, it follows
that (G) + (G)(G), and using Proposition 2.4(ii), we obtain (ii). Clearly, (iii) follows from (i) and (ii). 
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Fig. 6. A non-bipartite König–Egerváry graph W with (W) + (W)< (W).
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Fig. 7. Non-König–Egerváry graphs.
Notice that while (K3+e)+(K3+e)=(K3+e) and (K3+e)+(K3+e)=(K3+e), there are König–Egerváry
graphs satisfying (G) + (G)< (G) and (G) + (G)< (G). For instance, it is true for C6. Another example is
the graph W in Fig. 6, which is a König–Egerváry non-bipartite graph having (W) = |{e}| = 1, (W) = |{a}| = 1 =
(W), (W) = (W) = 4.
Observe that Proposition 4.1 is not necessarily true for every graph, e.g., the graphW1 in Fig. 7 has (W1)=3,(W1)=
2, (W1)=3, (W1)=2, (W1)=1. However, there exist non-König–Egerváry graphs satisfying the inequalities (G)+
(G)< (G) and (G)+(G)< (G), for example, the graph W2 in Fig. 7 has (W2)=3, (W2)=|{ab, ac}|, (W2)=
(W2) = 0. There also exist non-König–Egerváry graphs with (G) + (G) = (G) and (G) + (G) = (G), for
instance, the graphW3 in Fig. 7. Nevertheless, (K5−e)+(K5−e)=(K5−e), but (K5−e)+(K5−e)> (K5−e).
Proposition 4.2. Let G=(V ,E) be a König–Egerváry graph and G0=G−N [core(G)]. Then the following assertions
are equivalent:
(i) G0 has a unique perfect matching;
(ii) the -critical edges of G0 form a maximal matching inG0;
(iii) (G) + (G) = (G);
(iv) (G) + (G) = (G);
(v) (G) + 2(G) + (G) = n(G).
Proof. According to Proposition 2.4(i), G0 is also a König–Egerváry graph and has a perfect matching, say M0. By
Lemma 2.1(ii), core(G0) = ∅.
(i) ⇔ (ii) If M0 is the unique perfect matching of G0, then all its edges are -critical and, by Theorem 3.1 applied
to G0, M0 is exactly the set of -critical edges of G0. Thus the -critical edges of G0 form a maximal matching.
Let M1 be the matching comprising all the -critical edges of G0. According to Theorem 3.1, all these edges are
also -critical in G0. Hence, M1 ⊆ M , for any maximum matching M of G, and since M1 is a maximal matching, it
follows ﬁnally that M1 = M0, i.e., M1 is the unique perfect matching of G0.
(i) ⇒ (iii) Assume that M0 is the unique perfect matching of G0. By Lemma 2.1(ii), it follows that (G0)= (G)−
(G). Lemma 2.1(iii) and the uniqueness of M imply (G0)=(G0)=(G). Hence, it results in (G)+(G)=(G).
(iii) ⇔ (iv) ⇔ (v) These equivalences can be easily deduced from the equalities: (G)+(G)=n(G) (the deﬁnition
of a König–Egerváry graph), and (G) + (G) = (G) + (G) (established in Proposition 2.4(iii)).
(v) ⇒ (ii) By Lemma 2.3(i), |N(core(G))|=|∩{V −S : S ∈ (G)}|=(G). Hence, n(G0)=n(G)−(G)−(G).
Now, our premise claims that 2(G) = n(G0). By Lemma 2.1(iii) we obtain 2(G0) = n(G0). According to Theorem
3.1, the set of -critical edges of G form a matching, say M. Applying again Lemma 2.1(iii), we see that M is also a
matching in G0, and it is perfect, thus maximal in G0, since 2(G0) = n(G0). 
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G
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Fig. 8. G is a non-König–Egerváry graph satisfying (G) + (G)> (G).
G
Fig. 9. (G) = 2, (G) = 0, (G) = 4,(G) = 1,(G) = 3, n(G) = 7.
Notice that, in general, Proposition 4.2 fails for non-König–Egerváry graphs. For instance, the non-König–Egerváry
graph G, presented in Fig. 8, has (G) = |{v}| = 1, (G) = 10 (all the edges of the two C5 are -critical), (G) =
5< (G) = 6, while G0 = G − N [core(G)] owns a unique perfect matching.
Now, using Proposition 4.2, we are giving a new characterization of the bipartite graphs that have a unique perfect
matching (see some previous discussions on this topic in [14], and also in [4,15]).
Corollary 4.3. Let G be a bipartite graph. Then the following assertions are equivalent:
(i) G has a unique perfect matching;
(ii) the -critical edges of G form a maximal matching;
(iii) (G) = (G);
(iv) (G) = (G);
(v) 2(G) = n(G).
Proof. (i) ⇔ (ii) If M is the unique perfect matching of G, then all its edges are -critical and, by Theorem 3.3(iii),
they are -critical, as well. In other words, the -critical edges of G form a maximal matching. The converse is true
according to Proposition 3.6.
The other equivalences follow from Proposition 4.2, and the observation that if a bipartite graph has a perfect
matching, then the two stable sets of its standard partition are maximum, and, consequently, (G) = 0. 
It is interesting to notice that while the equality 2(G)= n(G) stated in Corollary 3.5 follows from Corollary 4.3, it
cannot join the above series of equivalences (see, for example, C4).
Let us also observe that for the bipartite graph G in Fig. 9, the subgraph G0 = G − N [core(G)] has more than one
perfect matching.
Proposition 4.4. If G is a König–Egerváry graph and there is some S ∈ (G) such that the set (S, V (G)−S) generates
a forest, then
(G) = (G) + (G),
(G) = (G) + (G),
n(G) = (G) + 2(G) + (G).
In particular, all these equalities are true for every tree.
Proof. If G0 = G − N [core(G)], A = S − core(G), B = V (G) − S − N(core(G)), then Proposition 2.4(i) implies
that G0 is also a König–Egerváry graph and has a perfect matching, say M. Let G1 be the partial graph of G0 having
(S, V (G) − S) ∩ E(G0) as its edge set. By Proposition 2.2(i), any maximum matching of G0 is contained in (A,B),
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Fig. 10. König–Egerváry graphs satisfying (G) + (G) = (G).
hence M is a perfect matching in G1. Since G1 is a forest, M is unique, and again by Proposition 2.2(i), M is the unique
perfect matching of G0 itself. The rest follows from Proposition 4.2. 
It is worth observing that if (S, V (G) − S) generates a forest for some S ∈ (G), this is not necessarily true for all
maximum stable sets of G. For example, the graph G (two its isomorphic copies are presented in Fig. 10(i) and (ii))
has the partition {S1 = {a, b, c, d} ∈ (G), V (G) − S1}, such that (S1, V (G) − S1) does not generate a forest, (see
Fig. 10(i)), while for the partition {S2 = {a, b, y, z} ∈ (G), V (G) − S2}, the set (S2, V (G) − S2) generates a forest
(see Fig. 10(ii)). Let us also remark that the converse of Proposition 4.4 is not generally true. For instance, the graph
in Fig. 10(iii) is a counterexample.
As a consequence of Proposition 4.4, we obtain the following corollary.
Corollary 4.5 (Zito [21]). If T is a tree, then a vertex v ∈ V (T ) is in some but not in all maximum stable sets of T if
and only if v is an endpoint of an -critical edge.
Proof. If v ∈ V (T ) is in some but not in all maximum stable sets of T, then there exists S ∈ (T ) such that
v ∈ S − core(T ). By Theorem 3.3, the -critical edges of T form a matching and they are also -critical, because
T is bipartite. Consequently, these edges belong to any maximum matching, which, according to Proposition 2.2(i),
is included in (S, V (T ) − S). Since, Lemma 2.1(i) implies that no -critical edge has an endpoint in N [core(T )],
and Proposition 4.4 ensures that (T ) = (T ) − (T ) = |S−core(T )|, we infer that v must be an endpoint of an
-critical edge.
The converse is obviously true for any graph. 
Notice that Proposition 4.4 and Corollary 4.5 fail for general bipartite graphs (see, for instance, the graph in Fig. 9).
5. Conclusions
In this paper we investigate several properties of -critical and -critical edges belonging to König–Egerváry graphs.
These ﬁndings generalize some previously known results for trees and bipartite graphs. We have proved that for bipartite
graphs their sets of -critical edges and -critical edges coincide. It seems to be interesting to characterize all the graphs
having this property.
From the other point of view, since the -critical edges of a König–Egerváry graph span disjoint cliques of order
two, one may be interested in describing the type of graphs where their -critical edges span disjoint cliques of order
larger than two.
Another challenging direction of research is to approach classes of non-König–Egerváry graphs G satisfying (G)+
(G) = (G), (G) + (G)(G), and/or (G) + (G) = (G) + (G).
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