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a b s t r a c t
In this work we report the convergence of the Chebyshev polynomials combined with
the SN method for the steady state transport equation using the fractional derivative. The
procedure is based on the expansion of the angular flux in a truncated series of orthogonal
polynomials that results in the transformation of the multidimensional problem into a
system of fractional differential equations. The convergence of this approach is studied in
the context of the multidimensional discrete-ordinates equations.
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1. Introduction
Fractional calculus represents a generalization of ordinary differentiation and integration to arbitrary order. It was shown
that the fractional derivatives are the infinitesimal generators of a class of translation invariant convolution semigroups
which appear universally as attractors. During the last few decades various applications of fractional calculus were mainly
based on replacing the classical derivative in a given evolution equation with a derivative of fractional order. In addition,
during this time the fractional calculus started to play an important role in various fields, e.g. engineering, physics and
biology [1–17]. In our recent work we have presented a new approximation where the one-dimensional fractional integro-
differential equation was converted into a system of fractional differential equations (FDEs) by using the Chebyshev
polynomials [18].
In this work we extend a method for the two-dimensional fractional integro-differential equation which is converted
into a system of fractional differential equations (FDEs). The procedure is based on the expansion of the angular flux in
a truncated series of Chebyshev polynomials. This will result in a first-order fractional linear differential system which is
solved analytically for the spatial variables. The convergence of a solution defined for all the spatial variables is obtained in
the context of the discrete-ordinates approximation for the isotropic case.
The paper has been organized as follows:
Section 2 contains the preliminaries. Section 3 describes how to convert a transport equation into FDE. In Section 4 we
present the convergence of the spectral solution. Section 5 is devoted to our conclusions.
2. Preliminaries
We enlist some definitions and basic results [1–4].
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A real function f (x), x > 0 is said to be in the space Cα,α∈R if there exists a real number p(> α), such that f (x) = xpf1(x)
where f1(x) = C[0,∞). Clearly Cα ⊂ Cβ if β ≤ α.
A function f (x), x > 0 is said to be in space Cmα ,m ∈ N ∪ {0}, if f(m) ∈ Cα.
The left sided Riemann–Liouville fractional integral of order µ > 0, of a function f ∈ Cα, α ≥ 1 is defined as:
Iµf (t) = 1
Γ (µ)
∫ t
0
(t − τ)µ−1f (τ )dτ , µ > 0, t > 0, (1)
I0f (t) = f (t). (2)
The left sided Riemann–Liouville fractional derivative of f , f ∈ Cm−1,m ∈ N ∪ {0} of order α > 0, is defined as:
Dµa+f (t) = d
m
dtm
Im−µf (t), m− 1 < µ ≤ m,m ∈ N. (3)
The left sided Caputo fractional derivative of f , f ∈ Cm−1,m ∈ N ∪ {0} of order α > 0, is defined as:
CDµa+f (t) =

[
Im−µf (m)(t)
]
, m− 1 < µ ≤ m,m ∈ N,
dm
dtm
f (t)µ = m. (4)
Note that
(i) Iµtγ = Γ (γ+1)
Γ (γ+µ+1) t
γ+µ, µ > 0, γ > −1, t > 0.
(ii) Iµ(CDµa+)f (t) = f (t)−
∑m−1
k=0 f (k)(0+)
tk
k! ,m− 1 < µ ≤ m,m ∈ N.
(iii) CDµa+f (t) = Dµa+
(
f (t)−∑m−1k=0 f (k)(0+) tkk! ) ,m− 1 < µ ≤ m,m ∈ N.
(iv) Dβa+Iα f (t) =
{
Iα−β f (t) if α > β,
f (t) if α = β,
Dβ−αa+ f (t) if α < β,
(v) CDαa+Dmf (t) = Dα+ma+ f (t),m = 0, 1, 2, . . . , n− 1 < α < n.
3. The two-dimensional spectral solution
Consider the two-dimensional fractional linear, steady state, transport equation given by
µCDα0+xΨ (x, y, µ, φ)+
√
1− µ2 cosφCDβ0+yΨ (x, y, µ, φ)+ σtΨ (x, y, µ, φ)
=
∫ 1
−1
∫ 2pi
0
σs(µ
′, φ′ → µ, φ)Ψ (x, y, µ′, φ′)dφ′dµ′ + S(x, y, µ, φ), in the rectangular domain. (5)
Ω = {x := (x, y) : −1 ≤ x ≤ 1,−1 ≤ y ≤ 1} and the direction in D = {(µ, θ) : −1 ≤ µ ≤ 1, 0 ≤ θ ≤ 2pi} and
0 < β ≤ 1. Here Ψ (x, µ, φ) is the angular flux, σt and σs denote the total and the differential cross section, respectively,
σs(µ
′, φ′ → µ, φ) describes the scattering from an assumed pre-collision angular coordinates (µ′, θ ′) to a post-collision
coordinates (µ, θ) and S is the source term [19].
Given the functions f1(y, µ, φ) and f2(x, µ, φ), describing the incident flux, we seek for a solution of (5) subject to the
following boundary conditions:
For 0 ≤ θ ≤ 2pi , let
Ψ (x = ±1, y, µ, θ) =
{f1(y, µ, φ), x = −1, 0 < µ ≤ 1,
0, x = 0, 0 < µ ≤ 1,
0, x = 1,−1 ≤ µ < 0.
(6)
For−1 < µ < 1, let
Ψ (x, y = ±1, µ, θ) =
{
f2(y, µ, φ), y = −1, 0 < cos θ ≤ 1,
in 0, y = 1,−1 ≤ cos θ < 0. (7)
Expanding the angular flux Ψ (x, µ, θ) in terms of the Chebyshev polynomials in the y variable, leads to
Ψ (x, µ, θ) =
I∑
i=0
Ψi(x, µ, θ)Ti(y). (8)
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Belowwe determine the first component, i.e.,Ψ0(x, µ, θ) explicitly, whereas the other components,Ψi(x, µ, θ), i = 1, . . . I ,
will appear as the unknowns in I one-dimensional transport equations: We start to determine Ψ0(x, µ, θ), by inserting (8)
into the boundary conditions (7) at y = ±1, to find that:
Ψ0(x, µ, θ) = f2(x, µ, φ)−
I∑
i=1
(−1)iΨi(x, µ, θ), 0 < cos θ ≤ 1, (9)
Ψ0(x, µ, θ) = −
I∑
i=1
Ψi(x, µ, θ), −1 ≤ cos θ < 0 (10)
where−1 ≤ x ≤ 1,−1 < µ < 1, and we have used the fact that for the Chebyshev polynomials T0(x) ≡ 0, Ti(1) ≡ 1 and
Ti(−1) ≡ (−1)i.
If we now insert Ψ from (8) into (5), multiply the resulting equation by Tk(y)√
1−y2 , k = 1, . . . , I , and integrate over y we
find that the components Ψk(x, µ, θ), k = 1, . . . , I, satisfy the following I one-dimensional equations:
µCDβ0+xΨk(x, µ, θ)+ σtΨk(x, µ, θ) =
∫ 1
−1
∫ 2pi
0
σs(µ
′, φ′ → µ, φ)Ψk(x, µ′, φ′)dθ ′dµ′ + Gk(x, µ, θ). (11)
The same procedure with the boundary condition (6) at x = −1, and (8) yields
Ψ (−1, y, µ, θ) = f1(y, µ, φ) =
I∑
i=0
Ψi(−1, µ, θ)Ti(y). (12)
Now multiply (12) by Tk(y)√
1−y2 , k = 1, . . . , I , and integrate over ywe find that
Ψk(−1, µ, θ) = 2
pi
∫ 1
−1
f1(y;µ, θ) Tk(y)√
1− y2 dy. (13)
Similarly, (note the sign of µ below), the boundary condition at x = 1 is written as
I∑
i=0
Ψi(1,−µ, θ)Ti(y) = 0, 0 < µ ≤ 1. (14)
Multiplying (14) by Tk(y)√
1−y2 , k = 1, . . . , I and integrating over y, we get
Ψk(1,−µ, θ) = 0, 0 < µ ≤ 1, 0 ≤ θ ≤ 2pi. (15)
We can easily check that Gk in (11) is written as
Gk(x, µ, θ) = Sk(x, µ, θ)−
√
1− µ2 cos θ
I∑
i=k+1
AkiΨk(x, µ, θ) (16)
where
Aki =
2
pi
∫ 1
−1
d
dy
(Ti(y))
Tk(y)√
1− y2 dy (17)
and
Sk(x, µ, θ) = 2
pi
∫ 1
−1
S(x, y, µ, θ)
Tk(y)√
1− y2 dy. (18)
Note that the solutions to the one-dimensional problems given throughEqs. (11)–(18) define the componentsΨk(x, µ, θ), for
k = 1, . . . , I , in this decreasing order to avoid the coupling of the equations. Once this is done, the angular flux given by (8)
is completely determined. Here we have used the convention
∑I
i=I+1 · · · = 0. Hence the starting GI(x, µ, θ) ≡ SI(x, µ, θ).
Note also that although the solution, developed in here, rely on specific boundary conditions the procedure is quite general
in the sense that the expression for the first component, Ψ0(x, µ, θ), keeps the information from the boundary conditions
in the y variable, while the other components are derived based on the boundary conditions in x.
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4. Convergence of the spectral solution
Aswementioned in the introduction, the application of the spectralmethod allowus, in principle, to get a solutiondefined
for all independent variables. In this way, we show in this part, using the spectral method, the convergence of a solution
defined for all the spatial variables, for the two-dimensional problem, obtained in the framework of the discrete-ordinates
approximations for the isotropic case.
So assuming isotropic scattering, Eq. (5) is written as
µCDβ0+xΨ (x, µ, θ)+
√
1− µ2 cos θCDβ0+yΨ (x, µ, θ)+ σtΨ (x, µ, θ)
= σs
∫ 1
−1
∫ 2pi
0
Ψ (x, µ′, θ ′)dθ ′dµ′ + S(x, µ, θ) (19)
for x ∈ Ω := {(x, y) : −1 ≤ x ≤ 1,−1 ≤ y ≤ 1} , µ ∈ [−1, 1] , 0 < β ≤ 1 and θ ∈ [0, 2pi ]. Consider now the discrete
ordinates (SN) [20] approximation of Eq. (19): form = 1, . . . ,M , let
µCmD
β
0+xΨm(x)+ ηCmDβ0+yΨm(x)+ σtΨm(x) = σs
M∑
n=1
ωnΨn(x)+ Sm(x), (20)
where
ηm =
√
1− µ2m cos θm (21)
andΨm(x) := Ψm(x, y) is the angular flux in the directions defined byµm and ηm and associatedwith the quadratureweights
ωm. Finally Sm(x) is the corresponding inhomogeneous source term defined in the discrete directions (µm, ηm) ∈ [−1, 1]2 .
We assume a quadrature mesh (µm, ηm) 6= (0, 0) ,{
µ1 < µ2 < · · · < µM ,
η1 < η2 < · · · < ηM, (22)
satisfying the following conditions:
ωm ∼ 4pi/M,
M∑
m=1
ωm ∼ 4pi, m = 1, . . . ,M. (23)
Further,we assume that the discrete-ordinates equation (20) satisfy the sameboundary conditions, in the discrete directions,
as the continuous one, viz, (19). We shall prove that, under certain assumptions, the solution of Eq. (20) would converge to
that of Eq. (19) as N →∞.
To this approach we define the error in the approximate flux by
m(x) = Ψ (x, µm, ηm)− Ψm(x), m = 1, . . . ,M, (24)
and the truncation error in the quadrature formula as
τ(x) =
∫ 1
−1
∫ 2pi
0
Ψ (x;µ′, θ ′)dµ′dθ ′ −
M∑
n=1
ωnΨ (x, µm, ηm). (25)
Subtracting the discrete-ordinates equation (20) from the continuous equation (19) in the discrete directions, for each
m = 1, . . . ,M , and doing some algebraic manipulations, an equation relating the discrete-ordinates approximation error
to the quadrature error, viz,
µm
CDβ0+xm(x)+ ηmCDβ0+ym(x)+ σtm(x) = σs
M∑
n=1
ωnm(x)+ σsτ(x). (26)
We expand both the approximation and the quadrature error in a truncated series of Chebyshev polynomials in y,
m(x, y) =
L∑
l=0
 lm(x)Tl(y), (27)
τ(x, y) =
L∑
l=0
τ l(x)Tl(y) (28)
and define the lth moments of the errors by
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∥∥ l∥∥ = [2− δl,0
pi
∫ 1
−1
M∑
m=1
ωm(
l
m(x))
2dx
]1/2
(29)
∥∥τ l∥∥ = [2− δl,0
pi
∫ 1
−1
(τ l(x))2dx
]1/2
. (30)
Remark. Note that (27) and (28) involve further, truncated, approximations of τ(x), in (25) and the solution (x) of (24).
We keep using the same notation as before the truncation. Also, despite the recent truncation in y, we use equalities in (27)
and (28), as well as in the subsequent relation below.
In the remaining part of this section we show that, forωm ∼ 4pi/M,m = 1, . . . ,M the L2 norm of the truncated spectral
error
∥∥ l∥∥, counted in a reverse order on l = L, L − 1, . . . , 0, is dominated by that quadrature error ∥∥τ l∥∥, for this we state
these two theorems.
Theorem 4.1. Let L = O(σ ) where σ = σt − 4piσs, then for l = 0, 1, . . . , L∥∥ l∥∥→ 0, as M →∞. (31)
The next section is devoted to prove the following result:
Theorem 4.2. For ωm ∼ 4pi/M,m = 1, . . . ,M, if Ψ ∈ L2(µ, θ), then∥∥τ l∥∥→ 0. (32)
To prepare for the proof of Theorem 4.1, we substitute (27) and (28) into Eq. (26) to get
µm
L∑
l=0
CDβ0+x
l
m(x)Tl(y)+ ηm
L∑
l=0
 lm(x)
dTl
dy
(y)+ σt
L∑
l=0
 lm(x)Tl(y)
= σs
M∑
n=1
ωn
L∑
l=0
 ln(x)Tl(y)+ σs
L∑
l=0
τ l(x)Tl(y), (33)
Multiplying (33) by Tj(y)√
1−y2 , j = 0, . . . , L and integrating over y yields
pi
2− δj,0µm
CDβ0+x
j
m(x)+ ηm
L∑
l=0
γj(l) lm(x)+
pi
2− δj,0 σt
j
m(x) =
pi
2− δj,0 σs
M∑
n=1
ωn
l
m(x)+
pi
2− δj,0 σsτ
j(x), (34)
where
γj(l) =
∫ 1
−1
dTl(y)
dy
(y)
Tj(y)√
1− y2 dy. (35)
Finally, we multiply Eq. (35) by  jm(x) and integrate over x to obtain
pi
2− δj,0µm
∫ 1
−1
 jm(x)
CDβ0+x
j
m(x)dx+ ηm
L∑
l=0
γj(l)
∫ 1
−1
 jm(x)
l
m(x)dx+
pi
2− δj,0 σt
∫ 1
−1
[
 jm(x)
]2
dx
= pi
2− δj,0 σs
M∑
n=1
ωn
∫ 1
−1
 jm(x)
j
n(x)dx+
pi
2− δj,0 σs
∫ 1
−1
 jm(x)τ
j(x)dx. (36)
Now we rewrite the first term in Eq. (37) as
µm
∫ 1
−1
 jm(x)
CDβ0+x
j
m(x)dx = µm
[
1
Γ (1− β)
∫ 1
−1
 jm(t)
d
dt
∫ t
0

j
m(τ )
(t − τ)β dτ
]
−µm
[

j
m(0+)
Γ (1− β)
∫ 1
−1
t−β jm(t)dt.
]
. (37)
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It is easy to see that
1
Γ (1− β)
∫ 1
−1
 jm(t)
d
dt
∫ t
0

j
m(τ )
(t − τ)β dτ −

j
m(0+)
Γ (1− β)
∫ 1
−1
t−β jm(t)dt (38)
is bigger than zero. Consequently,
2− δj,0
pi
ηm
L∑
l=0
γj(l)
∫ 1
−1
 jm(x)
l
m(x)dx+ σt
∫ 1
−1
[
 jm(x)
]2
dx (39)
≤ σs
M∑
n=1
ωn
∫ 1
−1
 jm(x)
j
n(x)dx+ σs
∫ 1
−1
 jm(x)τ
j(x)dx. (40)
To proceed we multiply the inequality (41) by ωm and sum overm to obtain
σt
∫ 1
−1
M∑
m=1
ωm
[
 jm(x)
]2
dx ≤ σs
∫ 1
−1
[
M∑
n=1
ωn
j
m(x)
]2
dx (41)
+ σs
∫ 1
−1
[
M∑
m=1
ωm
j
m(x)
]
τ j(x)dx (42)
− 2− δj,0
pi
M∑
m=1
ωm
[
ηm
L∑
l=0
γj(l)
∫ 1
−1
 jm(x)
l
m(x)dx
]
(43)
:= I+ II+ III. (44)
The crucial part is now to estimate the γ -term III using the elementary properties of the Chebyshev polynomials. We start
with the simpler terms I and II:
Lemma 4.3. With ωm ∼ 4pi/M,m = 1, . . . ,M, we have, for j = 0, . . . , L, that
|I| ≤ 4piσs 2− δj,0
pi
∥∥ j(x)∥∥2 (45)
|II| ≤ √4piσs 2− δj,0
pi
∥∥ j(x)∥∥ ∥∥τ j∥∥ . (46)
Proof. We use the elementary relation
(a1 + a2 + · · · + aM)2 ≤ M
(
a21 + a22 + · · · + a2M
)
, (47)
to write[
M∑
m=1
ωm
j
m(x)
]2
≤ M max
1≤m≤M
|ωm|
M∑
m=1
ωm
[
 jm(x)
]2
(48)
integrating (49) over x and using ωm ∼ 4pi/M we get∫ 1
−1
[
M∑
m=1
ωm
j
m(x)
]2
dx ≤ 4pi
∫ 1
−1
M∑
m=1
ωm
[
 jm(x)
]2
dx, (49)
and hence the first estimate follows recalling (29). As for the second estimate, applying the Cauchy–Schwarz inequality, (29)
and (30) we get∫ 1
−1
[
M∑
m=1
ωm
j
m(x)
]
τ j(x)dx (50)
≤
∫ 1
−1
[
M∑
m=1
ωm
j
m(x)
]2
dx
1/2 × (∫ 1
−1
∣∣τ j(x)∣∣2 dx)1/2 (51)
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√
4pi
[∫ 1
−1
M∑
m=1
ωm
(
 jm(x)
)2
dx
]1/2
×
√
pi
2− δj,0
∥∥τ j∥∥ (52)
≤ √4pi pi
2− δj,0
∥∥ j∥∥ ∥∥τ j∥∥ , (53)
which gives the desired estimate for II and the proof is complete. 
Next we estimate the contribution from the γ -term III and derive the following key estimate:
Proposition 4.4. For k = 0, 1, 2, . . . , L, we have the recursive estimates
∥∥L−k∥∥ ≤ k∑
j=0
(
1− (−1)j+k)
σ
(L− j) ∥∥L−j∥∥+ √4piσs
σ
∥∥L−k∥∥ . (54)
Hence, in particular the starting estimate, for k = 0, is:
∥∥L∥∥ ≤ √4piσs
σ
∥∥τ L∥∥ . (55)
With these estimates we can easily prove our main result:
Proof of Theorem 4.1. Proposition 4.4 and Theorem 4.2 give the desired result.
Before giving the proof of Proposition 4.4 we need the following result
Proposition 4.5 ([21]). Let
γj(l) =
∫ 1
−1
dTl(y)
dy
(y).
Tj(y)√
1− y2 dy. (56)
We have that
γj(l) = 0, for j ≥ l, (57)
and for j < l, we obtain
γj(l) =
{
0, j+ l even
lpi j+ l odd. (58)
Proof of Proposition 4.4. By Proposition 4.5 we have that
γj(l) = 0, j ≥ l, (59)
whereas for j ≤ l,
γj(l) =
{
0 j+ l even
lpi j+ l odd. (60)
Therefore if we start with j = L, then γj(L) = 0 and hence (38) combined with the definition (29) and Lemma 4.3 yields
σt
pi
2
∥∥L∥∥2 ≤ 4piσspi2 ∥∥L∥∥2 +√4pi ∥∥L∥∥ ∥∥τ L∥∥ . (61)
Now rearranging the terms and recalling that σ := σt − 4piσs we obtain (59).
The proof of (58) is a reversed inductive argument as follows:
For j = L− 1 we have that γj(L) = γL−1(L) = Lpi , whereas γL−1(l) = 0, for l < L.
Hence, using (62) we get
L∑
l=0
γj(l) lm(x) =
L∑
l=0
γL−1(l) lm(x)
= γL−1(L)Lm(x) = LpiLm(x). (62)
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Thus using the Cauchy–Schwarz inequality
|III| =
∣∣∣∣∣−2− δj,0pi
M∑
m=1
ωm
[
ηm
∫ 1
−1
L∑
l=0
γL−1(l) lm(x)
L−1
m (x)dx
]∣∣∣∣∣
≤ 2
pi
Lpi
∫ 1
−1
∣∣∣∣∣ M∑
m=1
ηmωm
L
m(x)
L−1
m (x)
∣∣∣∣∣ dx
≤ 2L(max
m
|ηm|)
[∫ 1
−1
M∑
m=1
ωm
[
Lm(x)
]2
dx
]1/2 [∫ 1
−1
M∑
m=1
ωm
[
L−1m (x)
]2
dx
]1/2
2L
√
pi
2
∥∥L∥∥√pi
2
∥∥L−1∥∥
= Lpi ∥∥L∥∥ ∥∥L−1∥∥ . (63)
Inserting in (49) and using also (29) and Lemma 4.3, with j = L− 1,we get
σt
pi
2
∥∥L−1∥∥2 ≤ 4piσspi2 ∥∥L−1∥∥2 +√4piσspi2 ∥∥L−1∥∥ ∥∥τ L−1∥∥ (64)
+ Lpi ∥∥L∥∥ ∥∥L−1∥∥ , (65)
or equivalently using the notation σ = σt − 4piσs,
σ
∥∥L−1∥∥ ≤ 2L ∥∥L∥∥+√4piσs ∥∥L−1∥∥ . (66)
The same procedure applied to j = L− 2 yields γj(L) = γL−2(L) = 0, (note that here j+ L is even), γL−2(L− 1) = (L− 1)pi
and γL−2(l) = 0, for l < L− 1. Thus
L∑
l=0
γL−2(l) lm(x) = γL−2(L− 1)L−1m (x) = (L− 1)piL−1m (x), (67)
so that, as in the previous step
σ
∥∥L−2∥∥ ≤ 2(L− 1) ∥∥L−1∥∥+√4piσs ∥∥τ L−2∥∥ . (68)
Similarly since for j = L− 3;we have γL−3(L) = Lpi, γL−3(L− 1) = 0, γL−3(L− 2) = (L− 2)pi and γL−3(l) = 0 for l < L− 2,
we get
L∑
l=0
γL−3(l) lm(x) = γL−3(L− 2)L−2m (x)+ γL−3(L)Lm(x)
= 2(L− 2)L−2m (x)+ 2LLm(x), (69)
which using the same procedure as before yields
σ
∥∥L−3∥∥ ≤ 2L ∥∥L∥∥+ 2(L− 2) ∥∥L−2∥∥+√4piσs ∥∥τ L−3∥∥ . (70)
5. Conclusions
We believe that the idea of using the spectral method for searching for solutions of fractional integro-differential
equations in the two-dimensional case, to lead us to a solution for all values of the independent variables, is promising
because the proposed decompositions reduce the solution of the two-dimensional problem into a set of one-dimensional
fractional problems that havewell established deterministic solutions. On the other hand, in the framework of the analytical
solution it may be possible to study and prove the convergence that implies the estimation of the error for the proposed
solution.
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