An important aspect of microarray studies involves the prediction of patient survival based on their gene expression levels. To cope with the high dimensionality of the microarray gene expression data, it is customary to first reduce the dimension of the gene expression data via dimension reduction methods, and then use the Cox proportional hazards model to predict patient survival. In this paper, we propose a variant of Partial Least Squares, denoted as Rank-based Modified Partial Least Squares (RMPLS), that is insensitive to outlying values of both the response and the gene expressions. We assess the performance of RMPLS and several dimension reduction methods using a simulation model for gene expression data with a censored response. In particular, Principal Component Analysis (PCA), modified Partial Least Squares (MPLS), RMPLS, Sliced Inverse Regression (SIR), Correlation Principal Component Regression (CPCR), Supervised Principal Component Regression (SPCR) and Univariate Selection (UNIV) are compared in terms of mean squared error of the estimated survival function and the estimated coefficients of the covariates, and in terms of the bias of the estimated survival function. It turns out that RMPLS outperforms all other methods in terms of the mean squared error and the bias of the survival function in the presence of outliers in the response. In addition, RMPLS is comparable to MPLS in the absence of outliers. In this setting, both RMPLS and MPLS outperform all other methods considered in this study in terms of mean squared error and bias of the estimated survival function.
Introduction
Microarray studies allow researchers to quickly and efficiently perform simultaneous analyses of thousands of genes in a single experiment to gain insight into gene function. Much of the interest on microarray data analysis derives from the potential of identifying the genes that relate to biological processes, the classification of tumor types and tumor stages based on gene expression patterns, and the study of gene interactions. However, because microarray data often include survival information on patients, it is important to analyze patient survival times (response) in terms of their corresponding gene expression levels (predictors). This paper is concerned with dimension reduction methodologies when modeling survival times in the presence of censoring, taking into account the microarray data information.
The major challenge in using microarray data in survival analysis is its large dimensionality, typically in the range of ten to thirty thousand genes, while the number of cases is usually orders of magnitude smaller. Existing statistical methods such as the commonly used linear regression model and survival analysis require less predictors than cases. Furthermore, gene expression levels are often highly correlated, which makes the analysis even more difficult. Several authors have proposed penalized partial likelihood approaches for the Cox Proportional Hazards (PH) model (Cox (1972) ) to cope with the high dimensionality of the gene expression data. Li and Luan (2003) used kernel transformations of the Cox partial likelihood in the framework of a penalization method. Gui and Li (2005a) proposed using a threshold gradient descent minimization of the Cox partial likelihood to estimate the regression parameters. Gui and Li (2005b) also proposed a penalized method for the Cox regression based on the Least Angle Regression (LARS) algorithm of Efron (2004) . However, Engler and Li (2007) pointed out that there are several drawbacks to these methods. For example, the approach of Li and Luan (2003) does not provide a recipe for the selection of the genes to be included in the prediction of the survival function. In the approach proposed by Gui and Li (2005a) , the number of selected genes is sensitive to changes in the threshold parameter. When the penalty function is not strictly convex, as in the case of LARS, and given that the predictors are highly correlated, Gui and Li's approach (2005b) often identifies only one of the predictors and ignores the others.
Another approach to deal with the high dimensionality of gene expression levels is to employ a two-stage procedure. In stage 1, we reduce the dimension of the microarray data matrix from N x p to N x K where K < N using dimension reduction methods, and then in stage 2, we apply the regression model in the reduced subspace. Several papers in the literature provide comparison studies among the different dimension reduction methods employing the two-stage procedure. Bura and Pfeiffer (2003) concluded that Sliced Average Va r i a n c e Estimation (SAVE) is better than Sliced Inverse Regression (SIR) in terms of classification accuracy of tumor classes. Boulesteix (2004) combined Partial Least Squares (PLS) with Linear Discriminant Analysis (LDA). The approach outperforms several classification methods such as Nearest Neighbor (NN), Prediction Analysis of Microarray (PAM) and Support Ve c t o r Machines (SVM). Nguyen and Rocke (2004) and Nguyen (2005) concluded that PLS and modified versions of PLS (to incorporate censoring) outperfom Principal Component Analysis (PCA) in terms of percentage of correct classification, and mean squared error of the estimated survival function, where the survival is evaluated using the average of the covariates in the Cox model. According to Dai et al (2006) , PLS and Sliced Inversed Regression (SIR) outperform PCA in terms of classification error rates. In Bair et al. (2006) , Supervised Principal Component Regression (SPCR) outperforms PCA and PLS in terms of classification error of tumor subtypes. Bolvestad et al (2007) stated that PCA performed slightly better than SPCR in terms of the log-rank test, prognostic index and the deviance in the Cox model. In Zhao and Sun (2007) , Correlation Principal Component Regression (CPCR) is as competitive as modified versions of PLS in terms of root mean squared error of prediction of martingale residuals in the Cox model, and in terms of classification accuracy.
However, the performance of the different dimension reduction methods seems to be data-specific. In other words, method A may outperform method B for one dataset, but the opposite may be observed for another dataset. When the number of genes far exceeds the number of cases, no clear-cut winner among the dimension reduction methods can be deduced either in the context of classification or prediction. Furthermore, there is a lack of a large simulation study that compares the different dimension reduction methods, in the presence of outliers, in terms of the mean squared error of the β s, which are the coefficients of the genes in the Cox PH model, and the mean squared error and bias of the estimated survival function evaluated using the covariates corresponding to the individuals in the Cox regression model.
In this paper, we assess the performance of several dimension reduction methods through a simulation study using the Cox Proportional Hazards regression model at the second stage in the presence of outliers. The competing methods are: Principal Component Analysis (PCA), Modified Partial Least Squares (MPLS) of Nguyen and Rocke (2004) , Rank-based Modified Partial Least Squares (RMPLS) (described in section 1), Sliced Inverse Regression (SIR), Univariate Selection (UNIV), Supervised Principal Component Regression (SPCR), and Correlation Principal Component Regression (CPCR). We consider the following measures to compare the methods:
by creating a set of orthogonal linear combinations of the gene expression levels and then selecting a subset of these based on some criteria associated with the ability of the elements in this subset to predict the response. A notable example is Partial Least Squares (PLS) which will be described in this section along with several other dimension reduction methods. First, we introduce some notation and describe the Cox PH model.
Notation
Define X to be the N x p matrix of centered gene expression values (i.e., the p columns of X are centered by subtracting the column means from the column values), where N is the number of individuals (patients), and p is the number of genes with N p. Let y be the N x 1 vector of true survival times, c be N x 1 vector of right-censoring times, and let y and c be independent. What we actually observe is T i = min(y i , c i ), and censoring indicators δ i = I(y i ≤c i ) for i = 1, . . . , N (δ i = 1 if the true survival time is observed, and δ i = 0 if censoring occurs).
Cox Proportional Hazards (PH) Model
One popular regression model that takes into account the censored response is the Cox Proportional Hazards (PH) model. The Cox model is given as:
where h 0 (t) denotes an unspecified baseline hazard function, and z i is the vector of covariates corresponding to the i th individual, and β s are the regression coefficients. Here, the parameters βcan be estimated by maximizing the partial likelihood, which is given in the expression below (Klein and Moeschberger (2003) ):
where D is the number of deaths, t 1 < t 2 < · · · < t D are the ordered death times, z (i) are the covariates corresponding to the individual with survival time t i , and the risk set R(t i ) is the set of individuals who are still under study at the time just prior to t i . The partial likelihood in Eq. (2) does not involve the baseline hazard h 0 (.), and thus, h 0 (.) can be left unspecified in the estimation of β. Eq. (1) implies the proportionality of the hazard rates assumption, which states that given two individuals with different covariate values, the ratio of the hazard functions for these two individuals does not depend on time. Since the hazard function characterizes the survival function, the PH model can be rewritten in terms of survival function as:
where S 0 (t) denotes the baseline survival function, which can be estimated by the Kaplan-Meier product limit estimator (Kaplan (1958) ) or the Nelson-Aalen estimator (Aalen (1978) ). We use the Nelson-Aalen estimator to estimate the baseline survival function in this paper. When the number of predictors p is larger than the number of individuals N, the parameter estimates obtained from the Cox partial likelihood Eq. (2) are nonunique, unstable and have large variances. To cope with the high dimensionality of the gene expression data, we first use dimension reduction methods to reduce the dimension of the original data from p to K where K < N, and then apply the Cox regression model in the reduced subspace. In other words, the dimension of the microarray data matrix X is first reduced from N x p to N x K where K < N using dimension reduction techniques in the first stage. We denote the N x K reduced data matrix by˜X. In the second stage, the reduced data matrix˜X is used in the multivariate Cox PH regression model.
We now describe the dimension reduction methods.
Principal Component Analysis (PCA)
PCA is a dimension reduction technique that sequentially constructs orthogonal components by maximizing the variance of the linear combinations of the original predictors. Mathematically, the sequence of the weight vectors is obtained as,
Va r (Xw) = arg max w w=1
subject to the orthogonal constraints w k X Xw j = 0 for all 1≤j < k, where k = 1, . . . , m, and m = min(N, p). The k th Principal Component (PC) is defined asx k = Xw k . The constraints w k X Xw j = 0 ensure that the PCs are orthogonal.
One approach to derive the Principal Components (P Cs) is through the eigenvalue decomposition of the sample covariance matrix, which equals S = 1 N−1 X X because X is centered. Since S is symmetric, it can be diagonalized by the orthogonal matrix of its eigenvectors,
where the NxN matrix ∆= diag(λ 1 ≥·· ·≥λ N ) and (λ k ) N k=1 represent the eigenvalues of S in descending order, and the columns of the pxN orthogonal matrix 5 V = (v 1 , . . . , v N ) are the corresponding eigenvectors that provide the weights (loadings) for the linear combinations. The PCs arex k = Xv k , where v k correspond to the columns of V . Since the λ's are in descending order, the PCs are also ordered in terms of the amount of variation in the original data they account for. In many cases, the first few PCs explain most of the variation in the original data, and thus, we can ignore the rest of the PCs without losing much of the information. Also, because the weight vectors w are constructed so that they are unit vectors, w w = 1, the proportion of the variation explained by the k th PC is λ k /p, and the cumulative proportion for the first K PCs is
Modified Partial Least Squares (MPLS)
The Partial Least Squares (PLS) method was first developed by Wold (1966) in econometrics, and later became popular in chemometrics and sensory evaluation (see Geladi (1992) ). The objective criterion in PLS is to maximize the covariance between the linear combination of the original predictor variables X and the response variable y. Thus, the weights w k are constructed sequentially as,
Cov(Xw,y) = arg max w w=1
subject to the constraints w k X Xw j = 0 for all 1≤j < k, where k = 1, . . . , m and m = min(N, p), as in PCA. Unlike PCA which ignores the response y completely in constructing the components, PLS incorporates both the response and the predictors. Another objective function of PLS is:
Cov 2 (Xw,y) = arg max w w=1
(N − 1) −1 w X yy Xw
the method performs well. Naik and Tsai (2000) noted that PLS performs well in the presence of collinearity in single-index models, especially in the case when the covariates are highly correlated. They also showed that the estimates obtained from PLS are consistent up to a scaling constant. A good review of the different algorithms for PLS is given in Boulesteix and Strimmer (2006) . We adopt the orthogonal scores algorithm of Marten and Naes (1989) for the simulations in this paper. The algorithm is given below:
1. The p columns of X and vector y are standardized (mean 0 and variance 1).
2. Let˜w = X y; define the weight vector w =w √˜w w .
3. Lett= Xw; define the scores vector t =˜t t t .
4. Find q 1 = y t, and q 2 = X t.
5. Deflate X and y: X = X − tq 2 and y = y − tq 1 .
The algorithm is repeated to obtain k weight vectors sequentially. However, response (survival) outcomes are usually right-censored, and hence, the construction of PLS components, as given above, does not consider censoring information, which induces bias in the estimates. Improvements to this approach were proposed by combining the construction of PLS components and Cox regression model, and hence, incorporating censoring into the construction of PLS components. Park et al (2002) reformulated the Cox model as a standard Poisson regression and derived the PLS components from the formulation of PLS for the generalized linear models. However, Gui and Li (2004) pointed out that Park's algorithm may fail to converge when the number of covariates is large. They proposed the Partial Cox Regression (PCR), which involves the construction of predictive components by repeated least square fitting of residuals and Cox regression fitting. These components can then be used in the Cox model. We describe one elegant solution proposed by Nguyen and Rocke (2004) that includes the censoring information, denoted by the Modified Partial Least Squares (MPLS). Nguyen and Rocke (2004) showed that the PLS weights in Eq. (6) can be expressed as,
where v i are the i th eigenvector of X X. Closed form expressions for the constants θ ik are given by Nguyen and Rocke (2004) , and they depend on the response y only through the dot product a i = u i y, where u i are the eigenvectors of XX . The dot product a i is the estimated slope coefficient of the simple linear regression of y on u i when X is centered. Thus, Nguyen and Rocke proposed to replace this dot product a i by the slope coefficient obtained from the univariate Cox PH regression of y on u i . In the orthogonal scores algorithm used in this work, the q 1 's are precisely the a's.
Rank-based Modified Partial Least Squares (RMPLS)
The optimization criterion of PLS maximizes the covariance of a linear combination of the predictors X and the response y. However, the usual covariance or correlation measure is heavily influenced by outliers, and thus, the PLS method is sensitive to outliers. We propose to replace the usual Pearson correlation by the Spearman rank correlation because the Spearman correlation is insensitive to outlying values of both X and y. In the orthogonal scores algorithm given in section 1.2 with standardized X and y, we make the following changes. In step 2 of the algorithm, since Cor(X, y) = X y, we replace Cor(X, y) with Cor R (X, y) where Cor R (X, y) denotes the correlation of the ranks between the columns of the matrix X and the vector y. In step 4, q 2 can be expressed as q 2 = X t = X Xw t t . Since Cor(X) = X X, we make the change q 2 = Cor R (X,X)w t t
. In step 5, we update R X and R y instead of X and y. To incorporate the censoring information, we use MPLS with these changes, and denote the new approach Rank-based Modified Partial Least Squares (RMPLS).
Theoretical Derivation:
We present the weights w k in RMPLS as solutions to an optimization problem. Here, we ignore the censoring for simplicity (censoring is incorporated using the procedure of Nguyen and Rocke (2004) ). The criterion of the usual PLS is to to find the weight vector, w, such that w maximizes the covariance of Xw and y. An equivalent statement in terms of the ranks is to find the weight vector, w, such that w maximizes the covariance of R Xw and R y , where R z denotes the ranks of the vector z. RMPLS explores a different optimization problem. The columns of the data matrix X and the response y are first converted to their ranks and then centered, denoted by R X and R y respectively. We search for the weight vector w such that w maximizes the covariance of R X w and R y . The first weight vector, w 1 , is obtained from the following maximization criterion.
where Cov R is the covariance of the ranks, R X is the matrix of the ranks of X (i.e., columns of R X correspond to the ranks of the columns of X), and R y is the vector of the ranks of y. Here, R X and R y are centered.
We state the following theorem (without proof) from Mardia (2003) , which helps in finding a closed form solution for w 1 .
Theorem 1: Let a, x be vectors and let B be a symmetric matrix with B > 0. The maximum of a x subject to x Bx = 1, is
Further,
where the maximum is attained at
Using Theorem 1 with B = I, x = w, and a = R X R y , we obtain
The first component is t 1 = Xw 1 . The second weight vector, w 2 , is obtained from the following maximization criterion,
w Cov R (X, y) = arg max w w=1
subject to the constraint w X t 1 = 0.
Let S X = X X, and S R X = R X R X . We can deduce that
where I is a p x p identity matrix, and
is a constant. We should note that
In general, the k th weight vector is obtained from the following maximization criterion,
9 subject to w k S X w j = 0, for j = 1, . . . , k − 1.
It turns out that w k , k≥2, takes the form
where
, and ζ 1 ,ζ 2 , . . . ,ζ k−1 can be obtained by solving the following system of linear equations for ζ's
Sliced Inverse Regression (SIR)
When the number of covariates p is much larger than the number of cases N, the forward regression function E(y|X) is difficult to estimate. The idea of Sliced Inverse Regression, proposed by Li (1991) , is to focus instead on the inverse regression function E(X|y), which consists of p one-dimensional regressions, and is easier to estimate. In practice, SIR is implemented by replacing y by its discrete version, denoted byỹ, which is constructed by slicing the range of y onto H intervals. The slicing can be done by the quantiles of y, so that the number of cases in each slice is not too small. SIR then obtains the projection vectors v k through the eigenvalue decomposition of Σ X|ỹ = Cov(E(X|y)) with respect to Σ x = cov(X),
Here, λ k is the k th eigenvalue of Σ X|ỹ in descending order, and the v k is the corresponding eigenvector. Here, for each discretized value ofỹ, E(X|y) denotes the average of the cases of X that correspond to that discretized value ofỹ.
The SIR componentsx k = Xv k , for k = 1, . . . , K (K≤min(H − 1, N, p)), are linear combinations of the p original predictors weighted by the projection vectors v k , where the v k 's are derived so that the first few represent directions with maximum variability between the SIR components and the response variable (Dai et al 10 Statistical Applications in Genetics and Molecular Biology, Vol. 8 [2009 ], Iss. 1, Art. 4 DOI: 10.2202 /1544 -6115.1395 2006). We should note that SIR does not require any of the usual assumptions on the distribution of y|X, so any model can be applied in the analysis. Similar to PLS, SIR incorporates the response (survival times) in conjunction with gene expression data. Details on SIR can be found in Li (1991) , Li et al (1999) , Li and Li (2004) , Dai et al (2006) .
Since SIR is designed for uncensored response, it cannot be applied directly to censored survival data. Li et al (1999) proposed a double slicing procedure to bypass this censoring problem by first partitioning the response y into a censored and an uncensored part, then performing the slicing within those two parts, and finally combining the two parts for the eigenvalue decomposition. Li and Li (2004) pointed out that the implementation of SIR requires the covariance matrix Σ x to be non-singular, which is not the case when p is much larger than N. To resolve this issue, they propose to first reduce the dimension of p to K, where K < N p, via a dimension reduction method such as PCA or PLS, and then apply SIR to these K components. We adopt this approach in our simulation study. Bovelstad et al (2007) first fits a univariate regression model for each gene g, and then tests the null hypothesis β g = 0 vs. the alternative β g = 0 using the score test. Since the response is censored, we use the Cox model for regression. We arrange the genes according to increasing p-values after testing each gene one-byone. We then pick out the top-ranked K genes, according to p-values, to include in the multivariate Cox regression model. In this paper, we consider two scenarios for the selection of K: 1) we fix K to be the same for the different dimension reduction methods, and 2) we allow adaptive tuning for K by cross-validation (details given in section 3). Unlike PCA, UNIV ignores the correlation among the genes, which may cause many of the selected genes to have insignificant p-values in the multivariate Cox model as pointed out by Va n Wieringen et al (2008).
Univariate Selection (UNIV)

Supervised Principal Component Regression (SPCR)
One possible drawback of PCA is that the method completely ignores patient survival. Tibshirani (2004, 2006) proposed the supervised principal component regression (SPCR), which employs univariate selection (UNIV) to pick out a subset of original gene expression data that is correlated with patient survival, and then apply PCA to the reduced gene expression data. One criterion to pick out the subset of genes is to obtain the λ SPCR percent of the top ranked genes according to the p-values from UNIV. In this paper, we choose λ= 20% of the top ranked genes. Sun (1995) proposed a variant of SPCR, called Correlation Principal Component Regression (CPCR). The first step of CPCR is to do Principal Component Analysis (PCA) on the gene expression data matrix X, but retaining all the principal components. In other words, K 1 = min(p, N) principal components (PC) are first obtained. In the context of regression, the second step to CPCR involves regressing the response variable y on the first K < K 1 PC's, such that these K PC's have the highest correlations with y (Sun (1995) ). In this paper, we select K using two strategies: 1) we fix K to be the same for the different dimension reduction methods, and 2) we use cross-validation to select K based on the minimization of the squared error of the estimated survival function. Similar to PLS, CPCR takes into account the response variable, while PCA does not.
Correlation Principal Component Regression (CPCR)
Since the response is censored, Zhao and Sun (2007) proposed to replace the correlation between the censored response and the PC's by the p-value obtained from the univariate Cox regression model of the response and each of the PC's. Thus, in the second step of CPCR, we use UNIV in a univariate Cox model to pick out the top-ranked K PC's.
Simulation Procedure
As mentioned earlier, to cope with the high dimensionality of the microarray gene expression data, we first reduce the dimension of the gene expression from p to K N p via dimension reduction methods, and then apply the regression model in the reduced subspace. We follow the simulation setup from Nguyen (2005) , which is described in detail in the next subsection. We investigate the performance of several dimension reduction methods in the Cox regression model: PCA, MPLS, RMPLS, SIR, UNIV, SPCR, and CPCR. The results of the simulations are provided in section 3. We now describe the simulation setup.
Simulation Setup
The simulation procedure described by Nguyen (2005) comprises two main parts: 1) generating gene expression values, and 2) generating the survival and censoring times. We describe these two parts in detail.
Generating gene expression values
Let x ij be the ij th entry of the gene expression data matrix X, where i = 1, . . . , N denote the indices for the cases, and j = 1, . . . , p denote the indices for the gene. As pointed out by Nguyen (2005) , the gene expression data matrix is generated so that the first K principal components explain a specified proportion of variability in the data matrix, and the variation explained (TVPE) by the first K principal components is controlled in the simulation by γ= σ /σ τ . In this simulation setup, we fix d = 6, µ = 0, µ τ = 5/d, σ τ = 1, and vary σ so as to capture the desired TVPE, namely 40%, 50%, 60% and 70%. For each TVPE and each p ∈ 100, 300, 500, 800, 1000, 1200, 1400, 1600, we generate 5000 datasets. Since we want to consider p N, we fix the sample size N = 50. Since r is a set of fixed constants, it is convenient to select r ki ∼ Unif(−0.2, 0.2), and we use the same set of r for all the simulations.
Since the true regression parameters, β j with j = 1, . . . , p, are fixed, it is convenient to generate them from an N(0, σ 2 π ) distribution. In these simulations, we fix σ π = 0.2 for all p's.
Generating survival and censoring times
Once we generate the gene expression data matrix X, we generate the survival time of the i th individual, y i , independently from the censoring time, c i , with (i = 1, . . . , N). In these simulations, we consider an exponential baseline distribution for both the survival and censoring times, with density f 0 (t) =λe −λt . In other words, y 0i ∼ Exp(λ y ), and c 0i ∼ Exp(λ c ), where y 0i and c 0i denote the baseline survival and censoring time, respectively, for the i th individual. The survival and censoring time for the i th individual are y i = y 0i e −X i β and c i = c 0i e −X i β , respectively. Here, X i are the covariates corresponding to the i th individual. The observed data for the i th individual is T i = min(y i , c i ), and the corresponding censoring indicator is δ i = I(y i < c i ), with δ i = 1 for death event and δ i = 0 for censored response. The true censoring rate is P [y i > c i ] = λ c λy+λc under the exponential baseline survival. In the simulation setup, we fix λ y = 2, and vary λ z to obtain the desired amount of censoring of 1/3 and 1/2. Since both the true and censoring times for the i th individual depend on X i β, fixing σ π = 0.2 will lead to large absolute values of X i βfor large p, and thus, the survival times will have outliers for large values of p.
Simulation Results
We consider two scenarios for the selection of K for the different methods: 1) K is fixed across the different methods, and 2) K is selected based on the minimization of the cross-validation squared error of the estimated survival function for each method. Since p N in real microarray data, we choose a sample size of N = 50, and consider the number of genes, p = 100, 300, 500, 800, 1000, 1200, 1400, and 1600. We generate 5000 data sets, and for each dataset, we apply dimension reduction methods in stage 1, and use the data in the reduced subspace to apply the Cox PH model in stage 2. We consider several dimension reduction methods: PCA, MPLS, RMPLS, SIR, UNIV, SPCR, and CPCR.
For scenario 1, we fix K = 3 for all the methods. Since the data matrix is generated so that the first K PCs explain a specified proportion of predictor variability, we set the proportion of variability explained to be 40%, 50%, 60% and 70%. We should note that for SIR, we first reduce the dimension of the data matrix from p to K = 3 via PCA or MPLS, then apply SIR to the reduced subspace and obtain K SIR = 2 SIR components. For Univariate Selection (UNIV), we fit a univariate Cox model for each gene, then obtain K = 3 most important genes according to the rank of the p -values of the coefficient in the univariate Cox model. For Supervised Principal Component Regression (SPCR), we first select λ SPCR = 20% of the genes by UNIV, then apply PCA to the λ SPCR genes to obtain the K = 3 SPCR components. For Correlation Principal Component Regression (CPCR), we first apply PCA to the original data matrix to obtain λ CPCR = min(N, p) PCs, then apply UNIV to the resulted PCs to obtain the K = 3 CPCR components.
For scenario 2, we allow adaptive tuning for each method by use of cross-validation (CV). We exclude SIR from the analysis because the method does not improve PCA or MPLS. Also, for SPCR, we fix λ SPCR = 20%, and apply cross-validation to select K.
As mentioned in section 2, the survival and censoring times are generated so that for large p, i.e. p≥300, some outliers are generated. Figure 1 shows, for one simulation in the case p = 100, the observed survival times T i = min(y i , c i ) do not have outliers. However, for p = 1000, the T i have outliers. In these simulations, we want to investigate the effect of outliers in the response on the different dimension reduction methods.
Scenario 1: K is Fixed
We assess the performance of the different methods using the following measures: the second measure has been investigated by Nguyen (2005) . We now define these measures. The first measure, MSE(β), is defined in terms of the weights placed on the genes,
where i = 1, . . . , s indicates the i th simulation, and j = 1, . . . , p indicates the j th gene. For the i th simulation, the p x 1 vectorˆβis obtained byˆβ= Wˆβ Cox where W is the vector of weights obtained from the dimension reduction step (such as PCA, PLS,. . . ), andˆβ Cox are the parameter estimates obtained from the Cox model. Figure 2 compares the MSE(β) for PCA, MPLS, RMPLS, SPCR, CPCR, and UNIV for censoring rate of 1/3 and TVPE of 40% and 60%. In the case when p is small (p = 100) in the absence of outliers in the response, PCA, MPLS, RMPLS and SPCR perform relatively the same, and they outperform CPCR and UNIV. In the case when p is large (p≥300) in the presence of outliers, we observe the same result as in the case of no outliers.
The next two measures, ave(d 2 ) and ave(d 2 .ind), are in terms of the mean squared error of the estimated survival function. The ave(d 2 ) is defined as:
where for the i th simulation, t corresponds to the observed death time, and
Here, both the true and estimated survival is obtained from the average of the covariates¯X in the i th simulation, denoted by¯X(i), andˆS 0 is the Nelson-Aalen estimator of the baseline survival function.
The next measure, ave(d 2 .ind), measures the mean squared error of survival where the survival function is evaluated using the covariates corresponding to the individuals, rather than the average of the covariates, where for the i th simulation,
andŜ
where X n (i) are the covariates corresponding to the n th individual in the i th simulation.
Figures 3 and 4 compare the ave(d 2 ) of survival for PCA, MPLS, RMPLS, SPCR, CPCR, and UNIV for censoring rate of 1/3 and 1/2, respectively, and TVPE of 40%, 50%, 60% and 70%. In the case when p is small (p = 100) in the absence of outliers in the response, RMPLS performs slightly better than MPLS, and both methods outperform PCA for low to moderate TVPE (40% and 50%). SPCR yields close ave(d 2 ) to PCA, and all four methods RMPLS, MPLS, PCA and SPCR outperform both CPCR and UNIV. At high censoring rate of 1/2, the performance of all methods deteriorate because of the small effective sample size. However, the pattern remains the same as in the case of 1/3 censoring. This result is consistent with the findings of Nguyen (2005) . In the case when p is large (p≥300) in the presence of outliers, RMPLS substantially outperforms all other methods. MPLS is affected by outliers, since the method performs worse than PCA some of the times. SPCR performs better than PCA. UNIV performs surprisingly well, better than PCA in some instances. CPCR performs relatively worst among all the methods. Figure 5 compares the ave(d 2 .ind) of survival for PCA, MPLS, RMPLS, SPCR, CPCR, and UNIV for censoring rate of 1/3, and TVPE of 40%, 50%, 60% and 70%. In the case when p is small (p = 100) in the absence of outliers in the response, RMPLS performs slightly worse than MPLS. Both methods outperform all other methods for all TVPE. Again, similar to the results for the measure ave(d 2 ), SPCR yields close ave(d 2 .ind) to PCA, and both methods perform better than CPCR. UNIV performs worst among all the considered methods. In the case when p is large (p≥300) in the presence of outliers, RMPLS substantially outperforms all other methods. Again, MPLS is affected by outliers, since the method performs worse than SPCR most of the times. Both SPCR and MPLS outperform PCA. UNIV performs well, better than PCA in some instances. CPCR generally performs worst among all the methods. The results for censoring rate of 1/2 are similar to those for censoring rate of 1/3 (not shown), although the performance of the methods deteriorate due to a high censoring rate.
The next two measures, ave(bias) and ave(bias.ind) are in terms of bias of the estimated survival function. Both measures of bias are calculated at the deciles of the true survival function. The ave(bias) is evaluated using the average of the covariates, and the ave(bias.ind) is evaluated using the covariates corresponding 
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where q = 0.1, 0.2, . . . , 0.9. For the i th simulation, t q = S −1 0 q exp(−¯X(i) β) correspond to the deciles of the true survival function. In other words,¯S i (t q ) = q. The estimated survival isˆ¯S i (t q ) = Ŝ 0 (t q )
exp(¯X(i) β)
. The ave(bias.ind) is defined as:
where for the i th simulation and n th individual,
. Figure 6 compares the ave(bias) of the estimated survival function for PCA, MPLS, RMPLS, SPCR, CPCR and UNIV for censoring rate of 1/3, p = 100, 500 and 800, and TVPE of 50%, 60% and 70%. The results for the cases p = 300, 1000, 1200, 1400 and 1600 are similar to the results for p = 500, and 800, so we omit these plots. Also, the results for the censoring rate of 1/2 are not shown since they are similar to the results for censoring rate of 1/3. However, at high censoring rate of 1/2, the performance of all methods deteriorate because of the small effective sample size. RMPLS generally outperforms all other methods, including MPLS, for small to medium deciles (q = 0.1, . . . , .5) in both cases when p is small (p = 100) in the absence of outliers in the response or when p is large (p≥300) in the presence of outliers. For large deciles (q = .6, . . . , .9), there is no clear-cut winner among the methods.
In the case when p is small (p = 100) in the absence of outliers in the response, both RMPLS and MPLS outperform PCA for all deciles (q = .1, . . . , .9). SPCR and CPCR yield close estimates to PCA for the case of 1/3 censoring, and UNIV performs relatively worst. In the case when p is large (p≥300) in the presence of outliers in the response, MPLS is affected by outliers, since the method performs worse than PCA, SPCR, and UNIV some of the times. Figure 7 compares the ave(bias.ind) of the estimated survival function for PCA, MPLS, RMPLS, SPCR, CPCR and UNIV for censoring rate of 1/3, p = 100, 500 and 800, and TVPE of 50%, 60% and 70%. Again, the results for the cases p = 300, 1000, 1200, 1400 and p = 1600 are similar to the results for p = 500 and 800, so we omit these plots. Also, the results for censoring rate of 1/2 are not shown. In the case when p is small (p = 100) in the absence of outliers in the response, RM-PLS is comparable to MPLS. Both methods outperform all other methods, including PCA, for all TVPE for small to medium deciles (q = 0.1, . . . , .5). Also, SPCR and UNIV perform slightly better than PCA and CPCR. In the case when p is large (p≥300) in the presence of outliers in the response, RMPLS outperforms all other methods, including MPLS, for q = 0.1, . . . , .5. For large deciles q = 0.6, . . . , .9, RMPLS, MPLS, SPCR and UNIV perform relatively the same. Furthermore, RM-PLS, SPCR, and UNIV perform slightly better than PCA and CPCR for all deciles. Figure 8 compares the MSE(β), ave(d 2 ), and ave(d 2 .ind) for methods coupled with SIR (PCA and MPLS) and their un-SIR counterparts for censoring rate of 1/3 and TVPE of 50% and 70% using the baseline exponential survival in the Cox model. SIR does not improve upon the performance of the dimension reduction methods. The results are similar for TVPE of 40% and 60%, censoring rate of 1/2, and the two bias measures (ave(bias) and ave(bias.ind)), so we omit these plots.
Scenario 2: K is Selected by Cross-Validation (CV)
In practice, the number of components is chosen by cross-validation, which leads to different K for different methods. We provide simulation results based on crossvalidation as a criterion to select K. We employ a 2−fold CV using the minimization of the squared error of the estimated survival function, denoted by CV (surv.error), for the simulated data to compare the different methods under the Cox model. The CV (surv.error) is defined as:
where i = 1, . . . , s is the index for the simulation run, s = 5000 simulations, m = 1, . . . , M is the index for the fold, M = 2, D m is the set of death times in the m th fold,ˆ¯S m denotes the estimated survival function for the m th fold, andˆ¯S −m denotes the estimated survival function when the m th fold is removed. In this setting, for each simulation run, we use a 50 : 50 split of the data into a training set and a test set. Thus, the index m also denotes the test set, and −m denotes the training set. Also, the estimated survival functions are evaluated using the covariates correponding to the individuals, i.e.,ˆ¯S Figure 6: Cox model: 1/3 censored. ave(bias) of survival is plotted against q, the deciles of the true survival function, for datasets with 50%, 60% and 70% TVPE accounted by the first 3 PCs comparing PCA, MPLS, RMPLS, SPCR, CPCR, and UNIV. The x−axis denotes q, the deciles of the true survival function, and the y-axis denotes ave(bias). The rows of the plots are for datasets with dimension p = 100, 500, and 800. Figure 7: Cox model: 1/3 censored. ave(bias.ind) of survival is plotted against q for datasets with 50%, 60% and 70% TVPE accounted by the first 3 PCs comparing PCA, MPLS, RMPLS, SPCR, CPCR, and UNIV. The x−axis denotes q, the deciles of the true survival function, and the y-axis denotes ave(bias.ind). The rows of the plots are for datasets with dimension p = 100, 500, and 800. 
where N . = 25 denotes the number of individuals either in test or training set,ˆS m,n is the estimated survival function for the n th individual in the test set, andˆS −m,n is the estimated survival function for the n th individual in the training set. Here,
. For each method, a CV (surv.error) is obtained for each value of λ, which is the tuning parameter for that method. Here, λ<min(N m , N −m ). In these simulations, we let λ= 1, 2, . . . , 20. The optimal λcorresponds to K which minimizes CV (surv.error). Table 1 shows the K chosen by 2−fold CV for the different methods using the minimization of the CV (surv.error) under the Cox model with 1/3 censoring and 5000 simulations.
Once the CV is performed, we can use K with the simulated data as before, and obtain the mean square error for the β's and the estimated survival function. Figure 9 compares the CV (surv.error), MSE(β), ave(d 2 ) and ave(d 2 .ind) among PCA, MPLS, RMPLS, CPCR, SPCR and UNIV. RMPLS generally outperforms other methods in terms of CV (surv.error), ave(d 2 ) and ave(d 2 .ind) for both cases when outliers are present and absent in the response. MPLS is affected by outliers, since the method performs worse than PCA in terms of ave(d 2 ) and ave(d 2 .ind). In terms of MSE(β), PCA, MPLS, RMPLS, CPCR and SPCR perform relatively the same, and they all outperform UNIV. The standard errors (not shown) based on 5000 simulation runs of the four measures for RMPLS are small in magnitude, and are comparable to other methods. CPCR and UNIV have larger standard errors for MSE(β) compared to other methods. Using CV, RMPLS is also better variant of PLS than MPLS as in the case when the number of components, K, is fixed for all the methods.
Real datasets:
We also apply Cross-validation (CV) to two real datasets. The first dataset is the Diffuse Large-B-cell Lymphoma (DLBCL) data described in Rosenwald et al. (2002) , and Bair and Tibshirani (2004) . There are 240 patients, 7399 genes, and 42.5% of the patient survival times are censored. The second dataset is the Harvard lung carcinoma described in Bhattacharjee et al. (2001) . There are 84 patients, 12625 genes, and 42.9% of the patient survival times are censored. Figure 10 shows the histograms of the survival times for the two datasets. The survival times of the Harvard dataset are heavily left-skewed, with few large observations which maybe outliers. We should observe that the survival times of the Harvard dataset have longer tail than those of the DLBCL dataset.
For the DLBCL data, we used a 9−fold CV with 25 samples in the test set, and 215 samples in the training set. For the Harvard data, we first screened out the genes with p − val > 0.5 using UNIV in a Cox model to retain 7189 genes. Then, we used 3−fold CV with 28 samples in the test set, and 56 samples in the training set. For both datasets, we repeat the CV 1000 times. Tables 2 and 3 show the minimized CV (surv.error) and the standard error of the 1000 repeated runs for the various methods. RMPLS outperforms all other methods for the Harvard data, in the presence of outliers in the response. Also, the method is comparable to MPLS and other methods for the DLBCL data in the absence of outliers.
For the DLBCL and Harvard datasets, we also explored the similarity between MPLS and RMPLS in the ranking of the significant genes based on the absolute value of the estimated weights on the genes (AEW ), where AEW is defined as,
where W are the weights obtained from the dimension reduction step for MPLS or RMPLS using the whole datasets, andβ *
Cox =ˆβ
Cox se(ˆβ Cox ) . Table 4 shows the number of top-ranked genes in common between MPLS and RMPLS out of K considered top-ranked genes for the two datasets using only the first component. We should observe that MPLS and RMPLS select many genes that are in common. Since the response of the Harvard dataset has outlying observations, the number of common genes selected by the two methods is generally less than that of the DLBCL dataset in the absence of outliers.
Conclusions and Discussion
In this paper, the simulation model of Nguyen and Rocke (2004) for gene expression data with censored response was adopted to assess the performance of several Genetics and Molecular Biology, Vol. 8 [2009 ], Iss. 1, Art. 4 DOI: 10.2202 /1544 -6115.1395 dimension reduction methods using a two-stage procedure employing the Cox regression model at the second stage. The dimension reduction methods considered in the simulations are: PCA, MPLS, RMPLS, SIR, UNIV, SPCR, and CPCR. The comparison of the different methods was based on five measures: 1) MSE(β), 2) ave(d 2 ), 3) ave(d 2 .ind), 4) ave(bias), and 5) ave(bias.ind). Based on the simulation results, our conclusions are as follows.
Scenario 1: K is fixed • In the absence of outliers in the response, PCA, MPLS, RMPLS and SPCR perform relatively the same in terms of MSE(β), for all the considered TVPE (40%, 50%, 60%, and 70%). Also, all four methods outperform CPCR and UNIV. In terms of ave(d 2 ) and ave(d 2 .ind), RMPLS is comparable to MPLS, and both methods substantially outperform other methods for low to moderate TVPE (40% and 50%). PCA and SPCR perform relatively the same, and both outperform CPCR. UNIV performs worst among the methods. In terms of ave(bias) and ave(bias.ind), RM-PLS is comparable to MPLS for all deciles (q = .1, . . . , .9), and both RMPLS and MPLS outperform other methods for small to medium deciles (q = .1, . . . , .5). For large deciles (q = .6, . . . , .9), none of the methods dominates all others.
• In the presence of outliers in the response, PCA, MPLS, RMPLS and SPCR perform relatively the same in terms of MSE(β), and all four methods outperform CPCR and UNIV. In terms of ave(d 2 ) and ave(d 2 .ind), RMPLS outperforms all other methods. MPLS is affected by outliers in the response. SPCR generally outperforms MPLS, and UNIV surprisingly performs well compared to PCA. CPCR performs worst among the methods. In terms of ave(bias) and ave(bias.ind), RM-PLS outperforms all other methods, including MPLS, for small to medium deciles (q = .1, . . . , .5).
• Methods coupled with SIR (PCA and MPLS) do not improve their un-SIR counterparts based on the five measures.
• As the TVPE increases, all methods improve.
Scenario 2: K is selected by cross-validation
• RMPLS generally outperforms other methods in terms of CV (surv.error), ave(d 2 ) and ave(d 2 .ind) for both cases when outliers are present and absent in the response.
• MPLS is affected by outliers in terms of ave(d 2 ) and ave(d 2 .ind).
• MPLS, RMPLS, PCA, CPCR and SPCR perform relatively the same in terms of MSE(β), and they all outperform UNIV.
The covariance measure in the optimization criteria of PLS is influenced by outliers, and thus, the PLS method is sensitive to outliers. In this paper, we use the 29 Spearman rank-based correlation, which is insensitive to outliers, in the optimization criteria of PLS. The simulation results indicate that RMPLS is a better dimension reduction method than MPLS in this case. Both approaches are variants of PLS that incorporate the censoring information.
When there are no outliers in the response, RMPLS yields similar results to MPLS, and both methods are superior to PCA. In these simulations, the response is generated as a function of the gene expressions to satisfy the proportional hazards assumption in the Cox model. Since PCA does not take into account the response in its construction of the components, the components selected for the Cox regression model are not necessarily predictive of the response. On the other hand, MPLS and RMPLS consider both response and predictors in their construction of the components.
One surprising result is that CPCR does not perform well in terms of mean squared error of the estimated coefficients for the genes nor in terms of mean squared error of the estimated survival function. In the dimension reduction stage, CPCR consists of two sequential steps: first use PCA to obtain all the PC's, then apply UNIV to pick out K top-ranked PC's. In the first step of CPCR, since PCA is used, the response is ignored. Thus, the PC's selected in the second step of CPCR do not necessarily give better prediction than methods that incorporate the response such as MPLS or RMPLS. Furthermore, the PC's selected for the final multivariate Cox model are not necessarily the first K PC's, and thus, the TVPE of the selected PC's can be much less than that of the first K PC's.
There are some limitations to our simulation study. The regression model used is the Cox model, which models the hazard rate or survival probability, and not the actual survival times. An alternative is to use the Accelerated Failure Time (AFT) model. Preliminary results (not shown) indicate that RMPLS outperforms MPLS based on the five measures under the AFT model.
Extensions:
In these simulations, the gene expression levels x ij are taken to be x ij = exp(x * ij ), where the x * ij is composed of a linear combination of d underlying components, each normally distributed with a certain mean and variance, and an error component, normally distributed with a different mean and variance. We should observe that the linear combination of the d underlying components is also normally distributed, and thus, x * ij is only composed of an underlying component and an error component. By having d underlying components, we have to take into account the weights for these components, r ki , for k = 1, . . . , d, and i = 1, . . . , N. The survival and censoring times depend on the gene expressions, which in turn depend on the r ki . A poor choice of the weights would make some of the observed survival times T i = min(y i , c i ) outliers. For example, if we take r ki ∼ Exp(10), then the response has outliers when p = 1000 as seen in Figure 11 . Figure 12 compares Genetics and Molecular Biology, Vol. 8 [2009 ], Iss. 1, Art. 4 DOI: 10.2202 /1544 -6115.1395 the MSE(β), ave(d 2 ), ave(d 2 .ind), ave(bias) for p = 100, and ave(bias.ind) for p = 100, for the case r ki ∼ Exp(10) of PCA, MPLS, RMPLS, SPCR, CPCR, and UNIV for censoring rate of 1/3. In terms of mean squared error of the estimated survival function (ave(d 2 ) and ave(d 2 .ind)), RMPLS outperforms all other methods, including MPLS. Also, RMPLS outperforms all other methods for small to medium deciles (q = .1, . . . , .5) in terms of the bias of the estimated survival function (ave(bias) and ave(bias.ind)) in the case p = 100. Similar results were obtained for p = 300, 500, 800, 1000, 1200, 1400 and 1600. Also, a similar pattern is observed if r ki ∼ Uniform(0, 0.5) or r ki ∼ N(0, 0.25 2 ). Furthermore, the magnitude of the β's, the coefficients for the genes, and hence, the survival times, are controlled by the variance σ 2 π . In these simulations, we fix σ π = 0.2, so that we have outliers in the response for large values of p. However, we can vary σ π as we increase p so that the survival times do not have outliers. The results (not included in this paper) indicate that the performance of the dimension reduction methods for large values of p are similar to that in the case p = 100 in the absence of outliers for r ki ∼ Unif(−0.2, 0.2). 
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