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Abstract
Understanding the collective dynamics in a many-body system has been a central task
in condensed matter physics. To achieve this task, we develop a Hartree-Fock theory to
study the collective oscillations of spinor Fermi system, motivated by recent experiment
on spin-9/2 fermions. We observe an oscillation period shoulder for small rotation angles.
Different from previous studies, where the shoulder is found connected to the resonance
from periodic to running phase, here the system is always in a running phase in the
two-body phase space. This shoulder survives even in the many-body oscillations, which
could be tested in the experiments. We also show how these collective oscillations evolve
from two- to many-body. Our theory provides an alternative way to understand the
collective dynamics in large-spin Fermi systems.
Keywords: Spinor dynamics; Spinor fermions; Large-spin Fermi gases; Hartree-Fock
equations; Collective oscillation
1. Introduction
The origin of collective behaviours has been a central problem in condensed matter
physics, ranging from the spin waves in magnetic materials to the Majorana fermions in
topological insulators. Spinor Bose gases have provided a unique system to test these
collective properties in the past two decades [1, 2], including the spin dynamics [3, 4,
5, 6, 7], thermal condensates [8, 9], and spin textures [10, 11, 12, 13, 14, 15]. Among
these, one of the central issues is to understand the collective spin-mixing dynamics of
such system[16, 17, 18]. Such coherent dynamics has been observed[19, 20, 21], reflecting
the quantum nature of the spinor Bose-Einstein condensate. This kind of spin dynamics
is driven by the spin-changing collision[22, 23], and could be significantly affected by
the external magnetic field[24, 25, 26, 27, 28, 29]. A resonance-like phenomenon was
predicted by calculating the field-dependence of the oscillation amplitude and period[26],
and was confirmed in experiments[28, 29]. Moreover, coherent spin-mixing dynamics in
an ultracold spinor bosonic mixture was reported very recently[30].
Renewed interest in this regard has been strongly stimulated by the progress in the
spinor fermionic atoms, for example, 6Li, 40K and 173Yb, who may carry spin f = 3/2,
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9/2, and 5/2, respectively, larger than 1/2 [31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41,
42, 43, 44, 45, 46, 47, 48]. Similar to the spinor Bose gases, there exist spin-changing
collision channels which could cause spin changing for large-spin Fermi atoms[45, 46,
47, 48]. However, since the Fermi gases as a whole cannot be described as a globle
macroscopic wave function, there remains an intriguing question whether the spin-mixing
process could exhibit coherent oscillation or not. This question was just answered by the
Hamburg group with their pioneering experiments [45, 47]. They carried out experiments
on the quantum degenerate Fermi gases of 40K whose hyperfine ground state has a
total spin f = 9/2 and thus contains ten spin states with magnetic quantum numbers
mf = −9/2, . . . , 9/2. The system is initially prepared in a coherent state with spins
rotated about x-axis with angle θ. Long-lived and large-amplitude spin oscillations driven
by the |mf = 1/2〉 + |mf = −1/2〉 ↔ |mf = 3/2〉 + |mf = −3/2〉 collision channel were
observed when the system was quenched to sufficiently low temperature and magnetic
field. Besides the oscillation behavior, experiment results indicates that the oscillation
damps [45, 47]. Similar phenomenon was also observed in spinor condensates [19, 20].
How to understand this collective dynamics of a large-spin Fermi system? Com-
paired to previous studies using quantum Boltzmann equation to explain the experimen-
tal data[47, 48], in this paper, we propose an alternative description of the spin-mixing
dynamics based on the Hartree-Fock (HF) approximation [49, 50]. According to [51],
these two methods are connected to each other. However, one key advantage of our HF
approach is that it gives insight into two-body physics, and is beyond semi-classical ap-
proximation. We can also in this method observe these collective oscillations from two-
to many-body.
Without loss of generality, we take the fermionic system with hyperfine spin f = 3/2
as an example. We consider the atoms in a one-dimensional trapping potential. To derive
the spin-mixing term, we suppose that each single-particle state is a superposition of all
the four spin states. Two physical restrictions have to be satisfied: conservation of total
magnetization and the Pauli exclusion principle. Such restrictions ensure that two atoms
with hyperfine spins of mf = 1/2 and −1/2 may change into two atoms with mf = 3/2
and −3/2, respectively, and vice versa. However, the process of converting two atoms
with mf = −1/2 and −3/2 into two both with spin mf = 1/2 is forbidden.
The paper is organized as follows. First we give our model and develop a time-
dependent HF theory for spinor fermions. We then study the oscillation dynamics for two
atoms and show how these oscillations emerge as a collective behaviour in a many-body
Fermi system. We focus on two different rotation angles and show how the oscillation
period behaves for these two cases. At last, we give our summary.
2. The Model
We consider a system consists of spinor Fermi gases with hyperfine spin f = 3/2.
The system is initially prepared in a harmonic trap with spin magnetic quantum number
m = ±1/2. A radio-frequency pulse is used to rotate the spins about the x-axis with angle
θ to create a coherent state. Then the interaction and magnetic field is turn on, which
drive the spinor dynamics between m = ±1/2 and m = ±3/2 states. The Hamiltonian
of the system is H = H0 +HI , with the non-interaction one
H0 = −1
2
∇2 + 1
2
x2 − pFz + qF 2z , (1)
2
where the last two terms account for the linear and quadratic Zeeman effect. Here we
have use the dimensionless quantities x = x˜/
√
h¯/(mω) with x˜ is the position of the
atoms with ω the trap frequency. p = gµBB/(h¯ω), q = (gµBB)
2/(Ehf h¯ω) are reduced
linear and quadratic Zeeman energy with Ehf the hyperfine splitting, B the magnetic
field, g the Lande´ factor, and µB the Bohr magneton. The two-body interaction HI can
be projected to the total spin space |F,mF 〉
HI =
2f−1∑
F=0
F∑
mF=−F
gF δ(x− x′)|F,mF 〉〈F,mF |, (2)
where gF = g˜F /(h¯ω
√
h¯/mω) is the reduced two-body interaction strength in total spin-
F channel. Since we are trying to capture the physics of three-dimensional (3D) system,
here g˜F is connected to the 3D s-wave scattering length aF by g˜F ≈ 2h¯2aF /[ml2⊥(1 −
aF /l⊥)] [52], where l⊥ =
√
h¯/(mω⊥) is the transverse width with ω⊥ the harmonic
frequency in the y and z direction. If |aF |  l⊥, we have gF = 2γaF /(
√
h¯/(mω)) with
γ = ω⊥/ω. In an elongated trap γ  1, we have aF  gF /2
√
h¯/(mω). Since we only
consider s-wave interaction here, so the two-body real space wavefunction is symmetric,
thus the spin space wavefunction is antisymmetric, i.e. F = 0, 2. So in this system we
have two interaction parameter g0 and g2. The Hamiltonian H commutes with Fz but
not F . So for a collision process, the magnetic quantum number mF = m1 + m2 is
conserved. However, the total spin F can change between 0 and 2.
The wavefunction of the system Ψ is written as a Slater determinant of single-particle
wavefunction
ψs=↑,↓n (x) = φ
s
n, 32
(x)|3/2〉+ φsn, 12 (x)|1/2〉
+φsn,− 12 (x)| − 1/2〉+ φ
s
n,− 32 (x)| − 3/2〉
=
[
φsn, 32
, φsn, 12
, φsn,− 12 , φ
s
n,− 32
]T
, (3)
where n labels the energy level and the spin direction of the state s =↑, ↓ (here we label
the spin of each atom as ↑ or ↓) is projected to the whole spin space with m = ±3/2,±1/2.
We will see in the following that the spin s of the single-particle state is rotating during the
dynamical process, which shows the spinor behaviour of the system. The wavefunction
of the system is now readily written as
Ψ(x) =
1√
(2n)!
∣∣∣∣∣∣∣∣∣∣∣
ψ↑1(x1) ψ
↑
1(x2) · · · ψ↑1(x2n)
ψ↓1(x1) ψ
↓
1(x2) · · · ψ↓1(x2n)
...
...
. . .
...
ψ↑n(x1) ψ
↑
n(x2) · · · ψ↑n(x2n)
ψ↓n(x1) ψ
↓
n(x2) · · · ψ↓n(x2n)
∣∣∣∣∣∣∣∣∣∣∣
, (4)
where x = (x1, x2, · · · , x2n). Note that even though there are four degenerate single-
particle states for each energy level n, we take account only two of them with s =↑, ↓.
This is due to our initial state configuration and the system size is 2n. The energy of
the system can be written as
E =
∫
Ψ∗(x)(H0 +HI)Ψ(x)dx = E0 + EI , (5)
3
where
E0 =
∑
n,s,m
∫
φs∗n,m
(
−1
2
∇2 + 1
2
x2 − pFz + qF 2z
)
φsn,mdx
=
∑
n,s,m
∫
φs∗n,m
(
−1
2
∇2 + 1
2
x2
)
φsn,mdx
+
∑
n,s
∫ [
9q
4
(
|φsn, 32 |
2 + |φsn,− 32 |
2
)
dx+
q
4
(
|φsn, 12 |
2 + |φsn,− 12 |
2
)]
dx (6)
is the non-interaction energy. Hereafter, we left out the x in φsn,m if that does not
cause any confusion. We can see the linear Zeeman term makes no contribution to the
system due to the symmetry of the ±m state. The interaction energy is calculated using
Clebsch-Gordan coefficients. For example, the spin-mixing term∫ [
〈1/2|φs∗n, 12 (x1)⊗ 〈−1/2|φ
s′∗
n′,− 12 (x2)
]
HI
×
[
φs
′
n′,− 32 (x2)| − 3/2〉 ⊗ φ
s
n, 32
(x1)|3/2〉
]
dx1dx2
=
∫
φs∗n, 12φ
s′∗
n′,− 12φ
s′
n′,− 32φ
s
n, 32
dx
∑
F=0,2
gF 〈m1 = 1/2,m2 = −1/2|F,mF = 0〉
×〈F,mF = 0|m1 = 3/2,m2 = −3/2〉
= (g2 − g0)/4
∫
φs∗n, 12φ
s′∗
n′,− 12φ
s′
n′,− 32φ
s
n, 32
dx. (7)
We can see that this spin-mixing process will disappear if g0 = g2. In our following
calculations, we will only focus on the effect of g0 and set g2 = 0 for simplicity. Now we
are ready to get the interaction energy, which is straightforward as
EI =
∑
nn′ss′
g0/2
∫
dx
(
|φsn, 12 |
2|φs′n′,− 12 |
2 + |φsn, 32 |
2|φs′n′,− 32 |
2
−φs∗n, 12φ
s′∗
n′,− 12φ
s
n,− 12φ
s′
n′, 12
− φs∗n, 32φ
s′∗
n′,− 32φ
s
n,− 32φ
s′
n′, 32
+φs∗n, 12φ
s′∗
n′,− 12φ
s
n,− 32φ
s′
n′, 32
+ φs∗n, 32φ
s′∗
n′,− 32φ
s
n,− 12φ
s′
n′, 12
−φs∗n, 12φ
s′∗
n′,− 12φ
s
n, 32
φs
′
n′,− 32 − φ
s∗
n, 32
φs
′∗
n′,− 32φ
s
n, 12
φs
′
n′,− 12
)
. (8)
The first four terms on the right are the usual HF term and the last four terms account
for the spin-mixing between m = ±1/2 and m = ±3/2 states. The time-dependent HF
equations are get by the variation of E − µNto φsn,m and then set µ to ih¯∂t, which is
(
i
∂
∂t
−H0
)
φs
n, 32
φs
n, 12
φs
n,− 12
φs
n,− 32
 = g02 ∑
n′s′
M

φs
n, 32
φs
n, 12
φs
n,− 12
φs
n,− 32
 , (9)
4
where t = ωt˜ is the reduced time with t˜ the real time and the interaction matrix
M =

|φs′
n′,− 32
|2 −M1 M2 −M3
−M∗1 |φs
′
n′,− 12
|2 −M4 M5
M∗2 −M∗4 |φs
′
n′, 12
|2 −M6
−M∗3 M∗5 −M∗6 |φs
′
n′, 32
|2
 , (10)
with
M1 = φs′∗n′,− 32φ
s′
n′,− 12 ,M2 = φ
s′∗
n′,− 32φ
s′
n′, 12
,
M3 = φs′∗n′,− 32φ
s′
n′, 32
,M4 = φs′∗n′,− 12φ
s′
n′, 12
,
M5 = φs′∗n′,− 12φ
s′
n′, 32
,M6 = φs′∗n′, 12φ
s′
n′, 32
. (11)
These HF equations govern the spinor dynamics of the spin f = 3/2 Fermi systems. It
accounts for the first-order contribution to the non-interaction energy. Thus it is valid
at weak interaction kFa0  1. In the following, we choose EF = h¯2k2F /(2m) ∼ h¯ω and
g0 = 0.2, thus kF ∼
√
mω/h¯ and a0  0.1
√
h¯/(mω). So we have kFa0  1 and we can
safely use HF theory in this regime.
3. Two-Body oscillation
We first see how the two-body system evolves in this case. We note the two-body
dynamics here can also be separated to center-of mass and relative motion, which results
in the relative coordinate coupled-channel Schro¨dinger equations as studied in [53]. At
weak interaction kFa0  1, our HF theory should give the same physics as this method.
As mentioned in our previous section, the two atoms are initially prepared in a degenerate
state (n = 1) with spin ↑ and ↓, with the wavefunction of the system
Ψ(x) =
1√
2
[
ψ↑1(x1)ψ
↓
1(x2)− ψ↑1(x2)ψ↓1(x1)
]
, (12)
where ψ
↑/↓
1 (x) is defined in Eq. 3. We get the dynamics by solving corresponding HF
equations in Eq. (9). Similar like the experiment in [47], we choose two orthogonal state as
our initial state, i.e., ψ↑1(x) = exp(−iSxθ)[0, 1, 0, 0]T c1(x), ψ↓1(x) = exp(−iSxθ)[0, 0, 1, 0]T c1(x),
where cn=1(x) is the n-th harmonic oscillator eigenstate, Sx is the spin matrix in the x
direction and θ is the corresponding rotation angle. Experimentally, this is achieved by
introducing a radio-frequency pulse to rotate the m = ±1/2 polarized spins about the
x-axis with angle θ. We show the evolution of relative occupation number at different
quadratic Zeeman energy for rotation angle θ = 0.05 and 0.4 in Fig. 1. The interaction
induces a Rabi oscillation between m = ±1/2 and m = ±3/2 states. The energy differ-
ence of these two sates is tuned by the quadratic magnetic energy q. So for increasing
magnetic field, the mean relative occupation number of m = ±1/2 state is increasing as
illustrated in Fig. 1.
We notice in Fig. 1 from (a)-(c) there seems a transition to the over oscillated regime,
where the spins hold for a while before flipping to other spin state. For θ = 0.4 this
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Figure 1: Two-body relative occupation number of spin state m = ±1/2 (Solid) and m = ±3/2 (Dashed)
as a function of time for different quadratic Zeeman energy q = 0.005, 0.025, 0.04 from (a)-(c) for θ = 0.05
and from (d)-(f) for θ = 0.4. The interaction strength is g0 = 0.2.
transition is absent. Similar transition arises when we plot the oscillation periods and
relative amplitude for different quadratic Zeeman energy q in Fig. 2. We see there is a
shoulder in oscillation period for rotation angle θ = 0.05, while for θ = 0.4 the period is
monotonously decreasing for increasing magnetic field.
Similar behaviors have been observed in spinor Bose-Einstein condensates, where
the transition is found associated with the phase space topology from periodic phase
to running phase, which is similar like a classical non-rigid pendulum [26]. Whether
the transition here corresponds to the same mechanism? To answer this, we first define
the relative phase and population difference between m = ±3/2 and ±1/2 state as
ϕ(x) = arg(φ↑∗
1, 32
φ↑∗
1,− 32
φ↑
1, 12
φ↑
1,− 12
), ∆n = n1/2 + n−1/2 − n3/2 − n−3/2. We find the local
relative phase is almost the same for the majority of the fermions, so we will use the
relative phase ϕ = ϕ(x = 0) hereafter. The evolution of the system forms a contour in
the ∆n − ϕ plane, which is shown in Fig. 3. The solid and dashed red lines correspond
to rotation angle θ = 0.05 and 0.4. For comparison, we also plot the case with initial
relative phase ϕ = 0 and population difference ∆n = 0.33 and −0.2 for solid and dashed
black lines (see Fig. 3). The quadratic Zeeman energy q = 0.025, 0.04, 0.05 from (a)-
(c). For the solid black line, there is a transition from periodic phase (where the contour
forms a closed circle) in Fig. 3(a) to running phase in Fig. 3(c), and the oscillation period
diverges at the resonance point [1, 26]. For the initial condition in dashed black line, we
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Figure 2: Two-body oscillation period and relative amplitude for spin state m = ±1/2 as a function
of quadratic Zeeman energy q at interaction strength g0 = 0.2. The solid (dashed) line corresponds to
rotation angle θ = 0.05(0.4).
can not see such resonance for increasing magnetic field.
For the initial conditions considered here (red lines), we see for both rotation an-
gles the contours do not form a closed circle, thus the relative phases are all running
monotonously. So the shoulder in the oscillation period in Fig. 2 does not correspond to
the resonance as in [26]. In fact, it is not a resonance here. For θ = 0.4 we can not see
any shoulders in the oscillation period as in Fig. 2.
To further understand this, we consider a simplified model with wavefunction for
m = 3/2, 1/2,−1/2,−3/2 states as c1, c2, c3, c4. The mean field energy of the system is
written as
E = 94 q¯
(|c1|2 + |c4|2)+ 14 q¯ (|c2|2 + |c3|2)
+|c1|2|c4|2 + |c2|2|c3|2 − c1c∗2c∗3c4 − c∗1c2c3c∗4, (13)
with the dynamics given by i∂tΨ = HΨ where
H =

9
4 q¯ + |c4|2 −c∗4c3 0 0−c∗3c4 14 q¯ + |c3|2 0 0
0 0 14 q¯ + |c2|2 −c∗2c1
0 0 −c∗1c2 94 q¯ + |c1|2
 , (14)
and we have used the reduced quadratic Zeeman energy q¯ and time t¯. Due to the
symmetry of ±3/2(1/2) states, we set c1(c2) = c4(c3) and the Schro¨dinger equation is
i∂t¯
[
c1
c2
]
=
[
9
4 q¯ + |c1|2 −c∗1c2−c∗2c1 14 q¯ + |c2|2
] [
c1
c2
]
. (15)
Since the wavefunction is independent of x, we can write c1 =
√
ρ1e
iθ1 , c2 =
√
ρ2e
iθ2 .
The relative population and phase is defined as ρ = ρ2 − ρ1 and ϕ = 2(θ2 − θ1). From
Eq. (15) the relative phase and population obeys
ρ˙ = (1− ρ2) sinϕ, (16)
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Figure 3: Phase space trajectory for rotation angle θ = 0.05 (solid red) and 0.4 (dashed red). The
quadratic Zeeman energy q = 0.025, 0.04, 0.05 from (a)-(c) and the interaction strength g0 = 0.2.
ϕ˙ = 4q − 2ρ(1 + cosϕ), (17)
which is also consistent with the relation ϕ˙ = −2∂E/∂ρ, ρ˙ = 2∂E/∂ϕ where the mean-
field energy of Eq. (13) E = [1 + 5q − 4qρ + ρ2 − (1 − ρ2) cosϕ]/2. The contour plot
of the energy in Fig. 4a shows a transition from periodic to running phase for an initial
state ρ0 = 0.5, ϕ0 = 0. At the transition point the oscillation period diverges as in
Fig. 4b. The plot of (ρ˙)2 = (1 − ρ2)2 − (1 + 5q − 4qρ + ρ2 − 2E)2 is shown in Fig. 4c
with zero crossing at x1, x2, x3 (x1 < x2 < x3). Since (ρ˙)
2 > 0, the relative population
oscillates between x1 and x2. The critical point happens when x2 = x3 = 1, which gives
q¯c = 2E − 2 = (1 + ρ0)/2 = 0.75, as is also shown at the red point in Fig. 4b.
Typically for a initial state with finite relative population ρ and zero phase ϕ, there is
always a transition from periodic to running phase (as is shown in Fig. 4). How about the
experimentally initial state with rotation angle θ, i.e., c1(t¯ = 0) =
√
3(−eiθ/2 +e−3iθ/2)/4
and c2(t¯ = 0) = (e
iθ/2 + 3e−3iθ/2)/4? Before answering this, let’s first see the limiting
case with θ → 0, which corresponds to initial state ρ0 = 1, ϕ0 = 0 and (ρ˙)2 = 8q(1 −
ρ)2(1 + ρ− 2q). We plot (ρ˙)2 in Fig. 5. At q¯ < 1 we have x2 = x3 = 1 and the system is
in the transition phase where ρ oscillates between 2q − 1 to 1. When q¯ > 1, the relative
population is locked to 1. The critical point happens at q¯ = 1.0 and the system never
goes into the periodic phase.
The zero rotation angle can be thought of limiting cases of our problem. We show the
oscillation period for θ = 0.05(0.4) in Fig. 6 as the solid (dashed) line. The oscillation
period peak at q¯ = 1.0 becomes a shoulder because there is not a transition for finite
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Figure 5: Plot of (ρ˙)2 for different reduced quadratic Zeeman energy q¯ at the limit of zero rotation angle.
(a) For q¯ < 1 the system is in a transition phase as the red curve in Fig. 4c. The critical point happens
at (b) q¯ = 1 where there is only one solutions to (ρ˙)2 = 0 and the oscillation period diverges. Above
this point the relative number ρ is locked to 1 as in (c).
θ. The phase space trajectory in Fig. 6b indicates the system is always in a running
phase regime. Way below and above the shoulder position, the phase space is close to a
resonance (Fig. 6b and Zeeman (Fig. 6c) regime as in Fig. 3 respectively. Such behaviour
reminds us the case of magnetically tuned ferromagnetic spinor 87Rb condensates studied
in [26]. However, the oscillation period shoulder in the latter case corresponds to the
resonance from periodic phase to running phase in the limit of zero magnetization. At
last, we note the similar rotation angle dependent behaviour should also appear in spinor
Bose-Einstein condensates.
4. Many-Body oscillation
The collective oscillation of fermions is different from Bose gases due to the Pauli ex-
clusion principle, which prohibits their condensation into one single-particle state. Fermi
gases in this case will have multi-oscillation modes, which lead the collective oscilla-
tion to decay. We now go to many-body physics to see whether the collective oscil-
lation and shoulder still preserve in a Fermi sea. Like our two-body case, the initial
single-particle wavefunction is taken as ψ↑n(x) = exp(−iSxθ)[0, 1, 0, 0]T cn(x), ψ↓n(x) =
9
0.5 1.0 1.5 2.0
0
5
10
15
20
-3 -2 -1 0 1 2 30.0
0.2
0.4
0.6
0.8
1.0
-3 -2 -1 0 1 2 3
0.990
0.992
0.994
0.996
Figure 6: (a) Oscillation period as a function of reduced quadratic Zeeman energy q¯. The dot-
ted/solid/dashed curve corresponds to rotation angle θ = 0.01/0.05/0.4. (b) and (c) Phase space
trajectory for rotation angle θ = 0.05 for reduced quadratic Zeeman energy q¯ = 0.5(a) and 1.5(b).
exp(−iSxθ)[0, 0, 1, 0]T cn(x), where θ = 0.05 and 0.4 respectively. We plot in Fig. 7 the
relative population as a function of time for N = 40 particles. We see the collective
oscillation preserves well even in the many-body Fermi sea. In the weak interaction we
are considering, the collective oscillation can be considered as a superposition of different
single-particle oscillations with small frequency shifts. When go to long time dynamics,
there will be dephasing and multi-oscillation modes will appear.
The oscillation shoulder, which is a remnant of the critical point in the two-body
phase space, still survives in the many-body case. It appears at small rotation angles
for N = 40 particles in Fig. 8a. We also show the oscillation period and amplitude as
a function of particle number for quadratic magnetic field q = 0.1. It shows by increase
the particle number, the system will evolve from above to below the shoulder, resulting
in a maximum in the oscillation period as shown in Fig. 8c. This two- to many-body
evolution could be tested in the future experiments.
5. Summary
In this paper, we have developed a Hartree-Fock theory to study the collective spin-
mixing dynamics of spin-3/2 fermions. This method in principle can be generalized to
arbitrary high-spin fermions. We find the rotation angle of the initial state can give
rise to a shoulder in the oscillation period. Different from previous studies, where the
shoulder is found connected to the resonance from periodic to running phase, the system
is always in a running phase in the two-body phase space. This shoulder survives even
in the many-body oscillations, which could be tested in the experiments. We also give a
picture how these dynamics evolves from two- to many-body. These studies complement
our understanding of collective dynamics of large-spin Fermi systems.
Even though there are additional orbital states in spinor fermions, compared to the
Bose-Einstein condensates, their dynamics is highly suppressed due to the existence of
the Fermi sea. It would be interesting to study how the interorbital changing influences
the dynamics as the temperature is increasing. Also we note our HF equations here only
work for weak interaction and do not take into account the collisional effect. The latter
effect should be proportional to g20 and gives rise to damping and relaxation in the system
[48].
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Figure 7: Many-body relative occupation number of spin state m = ±1/2 (Solid) and m = ±3/2
(Dashed) as a function of time for different quadratic Zeeman energy q = 0.05, 0.1, 0.15 from (a)-(c) for
θ = 0.05 and from (d)-(f) for θ = 0.4. The interaction strength is g0 = 0.2 and particle number N = 40.
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