T he rapid growth of telecommunication capacity, driven in part by the wide-ranging deployment of fiber-optic technology has led to increasing concern regarding the survivability of such networks. In communication networks, survivability is usually defined as the percentage of total traffic surviving some network failures in the worst case. Most of the survivable network design models proposed to date indirectly ensure network survivability by invoking a connectivity constraint, which calls for a prespecified number of paths between every distinct pair of nodes in the network. In this paper, we introduce a new network design model which directly addresses survivability in terms of a survivability constraint which specifies the allowable level of lost traffic during a network failure under prescribed conditions. The new model enables a network designer to consider a richer set of alternative network topologies than the existing connectivity models, and encompasses the connectivity models as special cases. The paper presents a procedure to compute link survivability, develops an integer programming formulation of the proposed survivability model, and discusses a special case of practical interest and its associated heuristic procedure. The proposed heuristic is tested on data from real-world problems as well as randomly generated problems.
Introduction
As fiber-optic technology rapidly permeates communication networks, the high capacity of individual links has resulted in relatively sparse network structures in comparison to the high redundancy of older systems. Such sparse networks, though cost effective, are vulnerable to serious service disruptions following the failure of key components. Hence one of the most important issues in designing present-day communication networks is the survivability of a network. Cosares et al. (1995) noted that survivable networks are generally more expensive than those with less robust designs, and thus it is essential to quantify the trade-offs between cost and survivability. Wu (1992) and Grö tschel et al. (1995) also identified network survivability as one of the most significant issues to be considered when designing communication networks.
Here, we define the term survivability as the percentage of total traffic surviving some network failure in the worst case. This definition is often used to evaluate the survivability of a network architecture: Kolar and Wu (1988) , Wu, Cardwell, and Woodal (1988) , and Wu, Kolar, and Cardwell (1988) define link survivability in this way, and pointed out the need to find a cost-effective network satisfying a required level of survivability. In particular, Wu, Kolar, and Cardwell (1988) have proposed several network architectures for fiber-optic networks, then compared the investment cost and link survivability for each proposed architecture. However, no prior research has considered a network design model for finding a minimum-cost network topology which satisfies a certain level of survivability.
An effort to design cost-effective survivable networks has been made, although the work does not directly address the survivability constraint. Monma and Shallcross (1989) , Grö tschel and Monma (1990) , and Grö tschel et al. (1992a Grö tschel et al. ( , 1992b Grö tschel et al. ( , 1995 have considered the problems of designing communication networks subject to certain connectivity constraints. In their models, the edge (respectively, node) connectivity of a pair of nodes is defined as the number of edge (respectively, node) disjoint paths between the two nodes. The connectivity constraint entails a prespecified number of such paths between every distinct pair of nodes in the network. Network design models with connectivity constraints, which will be referred to as connectivity models, are based on the following observation. When a network component fails, service can be restored by rerouting the traffic around the failed parts of the network, if the additional connectivity is available in the network topology.
However, connectivity models do not directly differentiate network topologies in terms of their survivability. For example, consider two different networks, (a) and (b), illustrated in Figure 1 , where the nodes represent offices that provide communication services and edges denote the uncapacitated links between pairs of nodes. Both networks provide the same level of edge connectivity. However, if we assume unit level of traffic between each pair of distinct nodes, the networks provide different levels of survivability in the event of a single link failure. For example, if the link {1, 2} ({2, 3}, {3, 4}, and {1, 5}, respectively) is cut down in network (a), the amount of traffic demand that is unsatisfied is 6 (6, 4, and 4, respectively). Since the total traffic demand is 10, 60% of the total traffic demand cannot be satisfied in the worst case of a single link failure, e.g., the failure of either the link {1, 2} or {2, 3}. In network (b), at most, 40% of the total traffic demand would be lost in the worst case invoking a single-link failure. Since it is expensive to build a network with a high level of survivability, a network designer should carefully consider trade-offs between two conflicting attributes-cost and survivabilityand precisely evaluate various alternatives for the network topology in terms of the conflicting attributes.
In view of the preceding discussion, we consider a new network design model which directly deals with survivability. We define the k-link survivability of a network as the relative portion of the traffic still intact under the worst-case failure invoking k links. The survivability constraints for the model require that the k-link survivability of the selected network exceeds a particular level for each value of k. Our network design model, which will be called a survivability model, is to find a cost-effective network topology satisfying the given survivability constraints. In the next section, we will show that a connectivity model is a special case of a survivability model and various different levels of survivability are possible for alternative networks satisfying the same connectivity constraints. For this reason, the survivability network design models can consider a richer set of alternative network topologies than the connectivity models.
Here, we consider only the link survivability. A prime reason for this focus lies in the fact that physical cuts in fiber cables represent a common mode of network failure (see Wu 1992) . Moreover, our model can be extended easily to handle a node failure by defining k-node survivability in the same way as k-link survivability. In addition, link capacity is ignored in our model, since the objective of the structural design model is to generate an appropriate network configuration. After a network topology is selected, the capacity of each link is identified to fulfill traffic requirements including the flow required for rerouting in the case of link failures. The capacity Two Different Network Topologies MYUNG, KIM, AND TCHA Design of Communication Networks assignment problem includes additional technical aspects such as multiplexing or bundling. Since it is not practically possible to handle all these aspects in a single framework for designing communication networks, these issues are generally handled in a sequential fashion. The overall design process is described in greater detail in Cosares et al. (1995) and Wu (1992) . This paper is organized as follows. The next section reveals that the problem of calculating the k-link survivability of an arbitrary network is NP-hard, but can be solved in polynomial time when a given network is k-connected. A network design model with survivability constraints is presented in concert with an attendant integer programming formulation. Moreover, our survivability model is compared with a connectivity model. Section 3 presents a specialized model that is useful from a practical point of view and also develops a heuristic to generate a low-cost survivable network solution for the proposed model. Computational results for evaluating the performance of the proposed heuristic are presented in §4.
Survivability Model
In this section, we formulate the network design problem with survivability constraints. After introducing some notation, we describe k-link survivability and discuss a procedure to calculate it. We also present an integer programming formulation of the proposed survivability model and compare our survivability model with existing connectivity models.
Notation
In a given undirected graph G ϭ (V, E), V is a set of nodes representing the locations of a set of offices that must be interconnected, while E is a set of edges representing the uncapacitated potential links for a network. We allow multiple edges in G but no selfloops. For each pair of distinct nodes i, j ʦ V, t ij represents the traffic requirement between i and j. We assume symmetric traffic, i.e., t ij ϭ t ji . For each edge e ʦ E, there is a nonnegative fixed cost c e for establishing the link connection. Let (i, j; G) denote the number of edge-disjoint paths between each such pair i, j ʦ V and (G) be the minimum of (i, j; G) for every pair of distinct nodes i, j ʦ V. A graph G is said 
The graph obtained from G by contracting nodes i and j in G is denoted by G/{i, j}. When the two nodes i and j are contracted into a single node, say l, edges incident to i and j in G are replaced by the edges incident to l; self-loops formed by edges connecting i to j are removed. The traffic requirement between l and any other node lЈ in the contracted network is set equal to the sum of t ilЈ and t jlЈ . Let tt denote the total traffic demand, i.e., tt ϭ ¥ i, jʦV t ij .
k-Link Survivability
As already defined in § 1, the k-link survivability of a given network G, denoted by S k (G), is the portion of the total traffic that survives the failure of k links (edges) in the worst case. To calculate S k (G), we need to compute the total amount of traffic lost due to a k-link failure in the worst case. Let L k (G) denote that amount. Then
(1)
Now we show that for arbitrary k, the problem of calculating the k-link survivability of a given network, which will be referred to as the k-link survivability problem, is NP-hard. For this purpose, we define the k-link survivability decision problem as follows: Given a graph G ϭ (V, E), an integer k, and 0 Յ s MYUNG, KIM, AND TCHA Design of Communication Networks Յ 1, does the graph satisfy S k (G) ϭ s? We will prove this by showing that the three-terminal cut problem is polynomially transformable into the k-link survivability decision problem. Consider the following threeterminal cut problem: Given a graph G ϭ (V, E), a set S ϭ {s 1 , s 2 , s 3 } of three terminals, and an integer k, does there exist a subset of edges EЈ ʕ E such that ͉EЈ͉ Յ k and the removal of the edges in EЈ disconnects terminal nodes from one another? Dahlhaus et al. (1994) have shown that the three-terminal cut problem is NP-complete.
Proof. Suppose that we have an instance of the three-terminal cut problem given by G ϭ (V, E) and three terminals s 1 , s 2 , and s 3 . We show that this instance can be polynomially transformed into an instance of the k-link survivability decision problem. First, we set the traffic requirement equal to 1 between each pair of the three terminals and 0 between any other pair of nodes in V. Now we show that a given instance of the three-terminal cut problem is a yes instance if and only if the corresponding instance of the k-link survivability decision problem with s ϭ 0 is a yes instance. Note that if any three-terminal cut is removed from G, the traffic demand between any two distinct nodes of s 1 , s 2 , and s 3 cannot be satisfied. On the other hand, suppose that L k (G) ϭ 3 for the resulting instance of the k-link survivability decision problem. Then there exists a subset of edges EЈ ʕ E with ͉EЈ͉ Յ k such that the removal of EЈ from E disconnects each terminal of s 1 , s 2 , and s 3 from all the others. In other words, EЈ is a three-terminal cut. ᮀ
Calculating the k-Link Survivability in a k-
Connected Graph For arbitrary k, the k-link survivability problem for a general graph is NP-hard. However, we can compute the k-link survivability of a graph in polynomial time when a given graph is k-connected. An algorithm for calculating S k (G) in a k-connected graph G can be developed as follows. Our algorithm uses as a subroutine the procedure proposed by Nagamochi et al. (1991) for computing (i, j; G), the number of edge disjoint paths between i and j. Moreover, our method uses the procedure by Ball and Provan (1983) for enumerating every minimum cardinality i-j cuts. Our algorithm iteratively contracts a network to generate all the minimum cardinality cuts in G in the same way as Ball and Provan's algorithm. The contraction is valid due to the fact that when nodes i and j are contracted into a single node, the remaining cuts in the resulting graph are precisely those cuts that are not i-j cuts. Our procedure for calculating the k-link survivability is as follows.
The running time of the SURVIVABILITY procedure is determined primarily by the computational complexity of ͉V͉ Ϫ 1 runs in Step (2.2). The procedure of Nagamochi et al. (1991) first obtains a sparse k-connected subgraph of a given graph G which maintains all minimum cardinality cuts of G. They obtain such a subgraph in O(͉E͉) time using the procedure of Nagamochi and Ibaraki (1992) , and enumerate (i, j; G) edge-disjoint paths between i and j in O(k͉V͉) time based on the obtained subgraph. If (i, j; G) edge-disjoint paths from i to j are given, the procedure of Ball and Provan (1983) recursively identifies at least one minimum cardinality i-j cut within at most O(k͉V͉) time. Since t(W) can be calculated in
) time where C(G) denotes the set of all minimum cardinality cuts in G. Bixby (1975) has shown that
Integer Programming Formulation
The objective of the network design problem with survivability constraints, which will be referred to as the SUR problem, is to select a subgraph of a given graph G which satisfies the survivability constraints at the minimum cost. The survivability constraints require that k-link survivability should not fall below a certain level s k , for k ʦ K ϭ {0, . . . , n}. The SUR problem can be formally described as follows. Given a graph G ϭ (V, E), the traffic requirement t ij for each pair of distinct nodes i, j ʦ V, and the survivability requirement s k for k ʦ K, find a minimum cost subset of edges F ʕ E such that the network N ϭ (V, F) satisfies the following survivability constraints:
Now we present an integer programming formulation of the SUR problem. We represent subsets of edges by their incidence vectors x ʦ {0, 1}
͉E͉ . For any subset of edges F ʕ E, we denote ¥ eʦF x e by x(F).
} denote the set of survivability requirements which would be unsatisfied if the elements of the partition (V 1 , . . . , V p ) were not connected, i.e., if x(␦(V 1 , . . . , V p )) ϭ 0. Then we define a function con operating on partitions as follows:
For a given partition (V 1 , . . . , V p ) of V, con(V 1 , . . . , V p ) represents the minimum number of edges required to connect the elements of the partition in order to meet all survivability requirements.
Then the SUR problem can be formulated as the following integer programming problem:
Now we show that the above integer programming problem is a valid formulation of the SUR problem. Suppose that a given subgraph N ϭ (V, F) of G does not satisfy some constraint in (3). Then, there exists a
does not satisfy some survivability constraint. On the other hand, suppose that a subgraph N ϭ (V, F) of G doesn't satisfy a survivability constraint. Then, there exists some k ʦ K such that S k (N) Ͻ s k and there also exists a partition (
does not satisfy (3). Inequalities (3) generalize those derived by Grö tschel and Monma (1990) in formulating a network design problem with connectivity constraints. The number of inequalities (3) is enormously large but shrinks dramatically for specific choices of values s k . Such an example will be shown in §3.
Comparison with the Connectivity Models
As mentioned previously, most prior studies have addressed network survivability using connectivity constraints. In the network design problem with connectivity constraints, which will be referred to as the CON problem, the nonnegative connectivity requirements, r ij , are given for each pair of distinct nodes i, j ʦ V. Here, we consider the CON problem with only edge connectivity constraints. The objective of the CON problem is to find a minimum cost network N ϭ (V, F) such that (i, j; N) Ն r ij for each pair of nodes i, j ʦ V. This problem can be formulated as the following integer programming problem (cf. Grö tschel and Monma 1990, and Goemans and Bertsimas 1993) .
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Suppose that the connectivity requirements are uniform and positive, that is, r ij ϭ k Ͼ 0 between every pair of nodes, i, j ʦ V. Then the CON problem reduces to the problem of designing a minimum cost k-connected network.
The CON problem encompasses as its special case various NP-hard problems such as the Steiner tree problem and the k-connected problem. Cardwell et al. (1989) , and Monma and Shallcross (1989) indicated that the CON problem is appropriate for designing fiber-optic communication networks, and proposed heuristic algorithms for the two-connected case. Grö tschel and Monma (1990) described a general version of the CON problem and investigated the polyhedral structures of several special cases. Some classes of facet-defining inequalities for the polyhedron of a low-connectivity model were described and implemented through a cutting plane algorithm by Grö tschel et al. (1992a Grö tschel et al. ( , 1992b . For the CON problem where the cost function satisfies the triangle inequality, Goemans and Bertsimas (1993) derived the structural properties of the LP relaxations and performed the worst-case analyses of their heuristics.
In comparison to the CON problem, the SUR problem enables a network designer to consider a richer set of alternative network topologies. We explain this aspect using the three SUR problem instances illustrated in Figure 2 . Given a complete graph G ϭ (V, E) with a node set, V ϭ {1, 2, 3, 4, 5} and traffic requirement matrix t ij ϭ 1 for each i, j ʦ V, the minimum cost network solutions for three SUR problem instances with different survivability constraints are given therein. For all three topologies illustrated in Figure 2 , S 0 (N) ϭ 1 while S 1 (N) equals to 0.4, 0.6, and 1.0, for (a), (b), and (c), respectively. If we use the CON problem for network design, the topology of choice is either (a) or (c). However, topology (b) could be preferred to (a), if the total cost of (b) is not much higher than that of (a). Note that topology (b) can be a solution only for the SUR problem.
We now show that the SUR problem contains the CON problem as its special case. First, note that the minimum cost k-connected network design problem is equivalent to a special case of the SUR problem where t ij ϭ 1 for any pair i, j ʦ V of distinct nodes and K ϭ {0, . . . k Ϫ 1} with s 0 ϭ s 1 ϭ . . . ϭ s kϪ1 ϭ 1. Furthermore, as we show in the following lemma, the CON problem with variable nonnegative r ij 's also reduces to a special case of the SUR problem.
Lemma 2. The CON problem can be polynomially transformed into the SUR problem.
Proof. Consider an instance of the CON problem given by G ϭ (V, E), a nonnegative fixed cost c e for Figure 2 An Example of the SUR Problem
each edge e ʦ E and connectivity requirements r ij for all i, j ʦ V. This instance can be transformed in polynomial time into an instance of the SUR problem as follows.
Set K ϭ {0, . . . , max r ij Ϫ 1}, and partition the set of node pairs (i, j) for i, j ʦ V into P k ϭ {(i, j): r ij ϭ k}, for k ϭ 0, . . . , max r ij . Let tt k for k ϭ 0, . . . , max r ij denote the total traffic between pairs of nodes with connectivity requirements r ij Յ k. Set t ij ϭ 0, for (i, j) ʦ P 0 . Clearly, tt 0 ϭ 0. Then for k ϭ 1, . . . , max r ij , set t ij ϭ tt kϪ1 ϩ 1 for all node pairs (i, j) ʦ P k and tt k ϭ tt kϪ1 ϩ ¥ (i, j)ʦPk t ij . For each k ʦ K ϭ {0, . . . , max r ij Ϫ 1}, set s k ϭ (tt Ϫ tt k )/tt where tt ϭ tt max rij is the total traffic.
We first show that any subgraph that satisfies the connectivity requirements of the CON problem also satisfies the survivability requirements of the SUR problem. Suppose that a subgraph N ϭ (V, F) of G does not satisfy the survivability requirements of the SUR problem. Then there must exist k ʦ K such that
Thus, there exists at least one pair of nodes i, j ʦ V such that r ij Ն k ϩ 1; and removing a certain set of k links disconnects i and j. Obviously, N ϭ (V, F) doesn't satisfy the connectivity requirements of the CON problem.
We now show that any subgraph which satisfies the survivability requirements of the SUR problem also satisfies the connectivity requirements of the CON problem. Suppose that a subgraph N ϭ (V, F) of G does not satisfy the connectivity requirements of the CON problem. Then for some integer k Ͼ 0, there exists a pair of nodes i, j ʦ V such that r ij ϭ k and the failure of an appropriate set of k Ϫ 1 edges will result in loss of traffic between i and j. Therefore L kϪ1 (N) Ն t ij Ͼ tt kϪ1 . This implies that S kϪ1 (N) Ͻ s kϪ1 . ᮀ
A Specialized Survivability Model
In the SUR problem, the survivability conditions are given through the survivability requirements s k for each k ʦ K ϭ {0, 1, . . . , n}. In the previous section, we introduced a general model of the SUR problem where any value between 0 and 1 can be assigned to s k for each k ʦ K. However, it is not realistic for a network planner to assign particular values to several different levels of link survivability. In real-world application, cost-effective communication networks usually take the form of a spanning tree, or a twoconnected network when survivability is an important factor. Recently, even higher levels of connectivity have been required for some applications. However, even in these cases, the network design problem is largely tantamount to choosing between an n-connected topology or an (n ϩ 1)-connected topology for some n. For this reason, it is helpful for a network designer to compare the cost and the survivability of various different network topologies whose connectivity levels are between n and (n ϩ 1). Based on the preceding observation, we consider a specialized version of the SUR problem, the SUR(n) problem where the values of s k are chosen to be s k ϭ 1 for k ϭ 0, . . . , n Ϫ 1 and 0 Ͻ s n Յ 1. The SUR(n) problem with s n ϭ 1 is equivalent to the minimum cost (n ϩ 1)-connected network problem. For example, the SUR(0) problem with s 0 ϭ 1 reduces to the minimum spanning tree problem while the SUR(1) problem with s 1 ϭ 1 is equivalent to the minimumcost, two-connected network problem. Since it is expensive to build a network with a high level of survivability, a network designer should carefully consider trade-offs between the two conflicting attributes of cost and survivability. By solving the SUR(n) problem with different values of s n , a network planner can explicitly evaluate alternative network topologies in terms of the two conflicting attributes.
In §3.1, the computational complexity of the SUR(n) problem and its integer programming formulation are considered. Subsection 3.2 develops a heuristic for obtaining low-cost feasible networks for the problem.
Computational Complexity and Integer
Programming Formulation If n Ն 1, the SUR(n) problem is NP-hard since the minimum-cost, two-connected network problem can be reduced to a special case of the SUR(1) problem. More interestingly, even the SUR(0) problem is NPhard despite the fact that, when s 0 ϭ 1, the SUR(0) problem reduces to the polynomially solvable minimum spanning tree problem. The following theorem encapsulates this observation.
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Theorem 3. The SUR(0) problem is NP-hard.
Proof. We will prove the theorem by showing that the knapsack problem is polynomially transformable into the SUR(0) problem. Given a finite set U, a pair of nonnegative integers a u and d u for each u ʦ U, and a nonnegative integer B, the knapsack problem is the problem of finding a subset UЈ ʕ U such that ¥ uʦUЈ a u Յ B and ¥ uʦUЈ d u is maximum. Now we transform the given instance of the knapsack problem to an instance of the SUR(0) problem. We first construct a bipartite graph G ϭ (V, E) such that for each u ʦ U, there exist a pair of nodes v u and vЈ u in V and E ϭ {{v u , vЈ u }, for each u ʦ U}. The traffic requirement is equal to a u between each pair of nodes v u and vЈ u for u ʦ U, while it is 0 between any other pair of nodes in V. Moreover, for each e ϭ {v u , vЈ u } ʦ E, let c e ϭ d u and s 0 ϭ (¥ uʦU a u Ϫ B)/¥ uʦU a u . Consider N ϭ (V, F) with F ʕ E. Then N is a minimum cost network of the SUR(0) problem if and only if UЈ ʕ U corresponding to E‫گ‬F, is a maximum weight subset of the knapsack problem. ᮀ Although the SUR(0) problem with s 0 Ͻ 1 is of theoretical interest, it does not seem to be a practical model. The reason is that no one designs a communication network in which a certain portion of traffic demand is never satisfied even under normal conditions. Consequently, in considering the SUR(n) problem, we assume that n Ն 1.
The SUR(n) problem, being a special case of the SUR problem, can be formulated as a 0-1 integer programming model as explained in §2.3. However, the SUR(n) problem can be represented more compact by the following formulation.
where
Lemma 4. (P n ) is a valid formulation of the SUR(n) problem.
Proof. It is sufficient to show that any feasible solution of (P n ) satisfies all the inequalities (3) with p Ն 3. Letx be a 0-1 feasible solution vector of (P n ). Then, for any partition (V 1 , . . . , V p ) of V with p Ն 3,
By the nature of the s k in the SUR(n) problem, the condition con(V 1 , . . . , V p ) Ͼ 0 implies that con(V 1 , . . . , V p ) is either n or n ϩ 1. Now we show that
. . , V p ) Ͼ 0, which implies that there exist at least two V i s among the elements of the partition
2 n Ն n ϩ 1 where a denotes the smallest integer not less than a. Consider the remaining case in which con(V 1 , . . . , V p ) ϭ n ϩ 1 and t(V i ) Ͼ 0 for exactly two V i 's among the elements of the partition (V 1 , . . . , V p ). Assume that V i and V j are such elements. It must be the case that t(V i ) ϭ t(V j ) Ͼ tt(1 Ϫ s n ); otherwise, we would have t(V 1 , . . . , V p ) ϭ t(V i ) ϭ t(V j ) Յ tt(1 Ϫ s n ) and thus con(V 1 , . . . , V p ) ϭ n. We conclude that con(V i ) ϭ con(V j ) ϭ n ϩ 1 and thatx satisfies the inequalities (3). ᮀ
Heuristic
In this section, we describe a heuristic for constructing low-cost feasible networks of the SUR(n) problem. If s n ϭ 1, the SUR(n) problem reduces to the minimum cost (n ϩ 1)-connected network problem which has already been dealt with by many researchers (see Ko and Monma 1989 , Kruskal 1956 , Monma and Shallcross 1989 , and Prim 1957 . For this reason, we assume that 0 Ͻ s n Ͻ 1. Given a graph G ϭ (V, E), our heuristic finds a subset F of E such that a subgraph N ϭ (V, F) of G satisfies the survivability constraints. Our heuristic consists of two procedures: the add procedure for constructing an initial feasible network by repeatedly adding an edge; and the drop procedure for improving a network by deleting redundant edges to reduce the cost while maintaining the feasibility.
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We describe the add procedure first. By the definition of the SUR(n) problem, a feasible network must be at least n-connected. So our add procedure first selects an n-connected network. Algorithms for selecting an initial n-connected network can be found in the literature. In the case n ϭ 1, the problem amounts to finding a minimum spanning tree for which there are well known algorithms such as that of Kruskal (1956) and Prim (1957) . For n Ն 2, there is no polynomial algorithm for constructing a minimum cost n-connected network. However, Monma and Shallcross (1989) have developed several heuristics for designing low-cost, two-connected networks, and their heuristics have been extended by Ko and Monma (1989) to the cases where n Ն 3. This type of heuristic proceeds in two stages. In the first stage, the heuristic constructs an initial feasible solution by adding edge-disjoint paths until a feasible network is obtained. In the second stage, the cost of the solution is improved iteratively by interchanging edges currently in the solution with edges not in the current solution while preserving feasibility. For more details, see Monma and Shallcross (1989) or Ko and Monma (1989) .
After selecting an n-connected network, our procedure repeatedly adds edges, one at a time, until the resulting network satisfies the n-link survivability constraint (6). The procedure for checking whether the current network satisfies the constraint (6), is similar to the one for calculating the k-link survivability presented in §2.3. Let N ϭ (V, F) be a given n-connected network. From the n-connectedness of N, ͉␦(W)͉ Ն n for all W ʚ V. Thus, it is sufficient to check if there exists W ʚ V such that ͉␦(W)͉ ϭ n and t(W) Ͼ tt(1 Ϫ s n ). If such a cut (W, V‫گ‬W) exists, we add an edge {u, v} such that u ʦ W and v ʦ V‫گ‬W. Then any cut separating u and v will have a cardinality of at least n ϩ 1; therefore we can contract u and v. Our add procedure is presented in detail as follows.
ADD(G, t, s)
(1) Initially select F ʕ E such that N ϭ (V, F) is an n-connected network. (2) While ͉V͉ Ն 2, do the following steps.
(2.1) Choose a pair of distinct nodes i, j ʦ V. We use the procedure of Nagamochi et al. (1991) to obtain (i, j; N) edge-disjoint paths from i to j and we use Ball and Provan's (1983) algorithm to generate minimum cardinality i-j cuts. Consequently, Step (2) requires O(͉F͉ ϩ n͉V͉ 2 ϩ q(͉V͉ 2 ϩ n͉V͉)) time where q is the number of cuts generated in Step (2.2). Obviously, q is less than or equal to the number of minimum cuts in an initially selected n-connected subgraph N. As shown in §2.3, either O(͉V͉) or O(͉V 2 ͉) minimum cuts exist in a graph depending on whether (G) is odd or even (Bixby (1975) ). The quality of the heuristic solution may depend on the order in which pairs of nodes i, j ʦ V are selected. In our procedure, however, the selection of such a pair is automatically determined through the procedure of Nagamochi et al. (1991) .
Several different strategies are possible when selecting an edge {u, v} to be added. For example, we can choose an edge having the lowest edge cost, or the largest traffic between the endpoints, or the minimum ratio of the edge cost to the traffic. These Regardless of the edge selection rule used, the add procedure may add more edges than needed. For example, suppose that in some certain iteration of Step (2.2), we add an edge {u, v} such that u ʦ W and v ʦ V‫گ‬W. In addition, suppose that in a later iteration, we add an edge {uЈ, vЈ} such that uЈ ʦ WЈ and vЈ ʦ V‫گ‬WЈ. Note that (WЈ, V‫گ‬WЈ) cannot be a u-v cut since u and v have been contracted in a single node. However, it is possible that uЈ ʦ W and vЈ ʦ V‫گ‬W. In that case, edge {u, v} may be deleted without violating the survivability constraint. The second part of our heuristic is a drop procedure which deletes such redundant edges from the incumbent network to reduce its cost while preserving feasibility. For each edge in the incumbent network, our drop procedure checks whether its deletion still satisfies constraints (6). The feasibility check can be performed by slightly modifying Step (2) of the procedure ADD. Let N ϭ (V, F) be a given feasible network of the SUR(n) problem. We formalize the drop procedure as follows.
DROP(N, t, s)
(1) While ͉V͉ Ն 2, do the following steps. (a) Choose an edge {i, j} ʦ F.
Step (1.b) is based on the following observation. If (i, j; N) ϭ n, removing edge {i, j} destroys the n-connectedness of the current network. If (i, j; N) Ͼ n ϩ 1, any i-j cut has the cardinality of n ϩ 1 even after edge {i, j} is removed. If (i, j; N) ϭ n ϩ 1, edge {i, j} can be removed only when the resulting network still satisfies (6). Here again the output of the heuristic 
Computational Results
The proposed heuristic for solving the SUR(n) problem was coded in the language C and test runs were performed on a PC with 150 MHz Pentium CPU. We performed computational experiments using two classes of problems. Subsection 4.1 describes the characteristics of our test problems. To assess our heuristic, we obtained a lower bound for the cost of the optimal network. Subsection 4.2 explains how we generated lower bounds. Finally, §4.3 reports on several computational tests with a variety of traffic demand patterns, required survivability levels and edge augmenting strategies in the ADD procedure for two classes of test problems.
Test Problems
The first set of test problems was defined on a real network in Seoul which includes 48 nodes as depicted in Figure 3 . In the figure, the nodes correspond to central offices in Seoul while links reflect potential locations on which fiber cables can be placed. The second set of test problems took the form of randomly generated networks ranging in size from 60 to 100 nodes. To generate the networks, we first drew a (100 ϫ 100) rectangle on which node sites were randomly located.
Generating Lower Bounds
In order to assess the quality of our heuristic solutions, we need to estimate the optimal cost of the SUR(n) problem. For this purpose, we obtain a lower bound for the problem by solving a linear programming (LP) relaxation of (P n ), where integrality conditions (7) are replaced by 0 Յ x ij Յ 1 for each {i, j} ʦ E. Since the number of inequalities (6) is enormous, we adopt a cutting plane algorithm to solve the LP relaxation of (P n ). Instead of solving an LP with all the inequalities (6), this procedure takes the following steps: (i) solve the LP relaxation of the current problem; (ii) find an inequality which cuts off the LP solution; and (iii) add this inequality to the current problem and return to
Step (i).
Our procedure starts by solving the following LP:
In
Step (ii), we enumerate the minimum cuts of a graph with weights x ij for all edges {i, j} ʦ E; then we check for violations of the inequalities (6) associated with each of these cuts.
To obtain a tight lower bound, we also add the following inequalities to (P n ):
The inequalities above are redundant for the integer problem (P n ), but they might be violated by solutions to its LP relaxation. When solving the LP relaxation of (PC), Grö tschel et al. (1992b) also use the following so-called partition inequalities:
where r(W) ϭ max{r st : s ʦ W, t ʦ V‫گ‬W}. The authors have reported that partition inequalities provide a tight lower bound when added to the LP relaxation of (PC). To select an inequality (8) which cuts off the current LP solution in
Step (ii), we use the heuristic of Grö tschel et al. (1992b) which finds violated partition inequalities in solving (PC).
Test Results
The results of the computational tests on 36 problems defined on the real network in Seoul are summarized in Tables 1 and 2 . These problems have different traffic demand patterns and distinct required survivability levels on the same underlying graph. Tables 1 and 2 give the results for the cases with n ϭ 1 and n ϭ 2, respectively. For each problem instance in each table, ͉N͉ refers to the number of nodes while T the number of node pairs for which a nonzero (positive) traffic requirement exists. The initial solution refers to the n-connected subgraph that was constructed as a starting solution by the heuristic. The tables also present the total edge cost and the survivability level (S 1 (N) or S 2 (N)) of the solution network. We also compared the performance of three different edge augmentation criteria: the lowest edge cost (LC), the largest traffic (LT), and the minimum ratio of the edge cost to the traffic (MR). The comparative results are summarized in the final solution part. In the final solution, column n D denotes the number of edges deleted during the drop procedure while CPU represents the total time spent including the time needed to obtain an initial solution. Lower bounds are reported and compared with the lowest cost candidates obtained as final solutions. The results are presented in the final column in which % gap is defined as (best heuristic costlower bound)/lower bound.
The results of the computational test on the randomly generated problems are summarized in Tables 3 and 4 . For the two cases with n ϭ 1 and n ϭ 2, we solved 180 random test problems which were divided into 18 groups of 10 instances. Each figure in both tables represents the average of the corresponding values for the 10 problem instances in the particular group.
As shown in Tables 1-4 , most of the n-connected networks selected as initial solutions satisfy an n-link survivability level of approximately 50%. An addi- tional 40% could be achieved by an extra investment amounting to about 10 to 20 percent of the total cost. The LC-based augmenting rule appears to be the best, i.e., the one yielding the lowest cost subgraph. Our heuristic produced better solutions than we had expected. We envisioned that the gap would be large because the model is complex while our lower bounding procedure is rather weak. The gap is low for the SUR(1) problems and increases slightly for the SUR (2) problems. This gap may increase sharply for large values of n for which further investigations of the polyhedral structure are necessary.
To highlight trade-offs between cost and survivability, we solved two SEOUL-1 problems by changing the value of the required survivability level between 0 and 1. In Figures 4 and 5 , the vertical axis represents the total cost of the final solution while the horizontal axis reflects the required survivability level. As evidenced in both figures, the marginal cost appears to increase sharply as a function of the requisite survivability level. This acute sensitivity highlights the importance of our design model as a reference tool for planning real-world communication networks, a complex task which must carefully balance the critical dimensions of cost and survivability. 
