We have recently constructed a piecewise quadratic Lyapunov function to prove the boundedness of the values taken by the variables of a program with switches and affine updates. We have also extracted bounds on the reachable values during the computation of the piecewise quadratic Lyapunov function. In this paper, we refine the latter bounds using policy iteration. We also prove that the latter policy iteration converges to the smallest fixed point of the abstract semantics functional considering the templates basis composed of the square of the variables and the piecewise quadratic Lyapunov functional. We illustrate our techniques on various examples.
Introduction
Initially policy iteration solves stochastic control problems [How60] which can be reduced to solve fixed point problems involving functions with maxima of affine functions coordinates. Policy iteration was then extended to zero-sum two-player stochastic games [HK66] , this extension allows the computation of the unique fixed point of min-max of affine maps. The very first extension of policy iteration in static analysis was in 2005 by Costan et al [CGG + 05] in interval domains. Since then, the usage of policy iteration in various verification problems greatly increases: in [GSA + 12], the authors describe policy iteration algorithm to exhibit nonlinear invariants on numerical programs in affine arithmetics; in [Mas12] , the author proves termination by policy iteration; in [SJVG11, SS13] the authors proposes to embed policy iteration in logico-numerical abstract domains.
The method developed in [AG14] allows to prove that the reachable values set of a piecewise affine system is bounded. The method relies on the synthesis of a piecewise quadratic Lyapunov function of this piecewise affine system. The problem formulation makes appear as a decision variable an upper bound on the standard Euclidian norm of the state variable. This upper bound can be very loose since it combines all the coordinates together. We propose to use the generated piecewise quadratic Lyapunov function as a template. Defining the templates basis composed by this latter and the square of variables and using policy iteration leads to tighter bounds on the reachable values set.
Related works
The use of quadratic Lyapunov function as quadratic templates was explicitly done in [RJGF12] but it is not enough to prove the boundedness of reachable values of a piecewise affine system unless that a common quadratic Lyapunov function exists. Policy iteration algorithms in templates domain proposed in [AGG12, GSA
+ 12] used quadratic templates and did not handle piecewise quadratic templates. In this paper, we adapt policy iteration based on Lagrange duality [Adj14] to piecewise quadratic functions. The works on piecewise quadratic Lyapunov functions [Joh03, MFTM00] are also related to this paper. Their authors are interested in proving stability of piecewise linear systems. However, as classical quadratic Lyapunov functions, piecewise quadratic Lyapunov functions provide sublevel invariant sets to the system. We use this latter interpretation for a verification purpose. Finally, note that tropical polyhedra domain [All09] generates disjunctions of zones as invariants. The latter invariants did not encode quadratic relations between variables.
Contributions of the paper
The first contribution of the paper is the formalisation of piecewise quadratic Lyapunov functions to prove the boundedness of the trajectories of a piecewise affine discrete-time dynamical system. This formalisation uses the theory of cone-copositive matrices theory which is also an original contribution in this context.
The main contribution of the article is the extension of policy iteration algorithm to the piecewise quadratic Lyapunov functions in order to provide precise bounds on the reachable values. Indeed, policy iteration has just been constructed in the case of quadratic functions.
Organisation of the paper
Section 1 describes the piecewise affine discrete-time dynamical systems. Section 3 discusses the definition and the computation of piecewise quadratic Lyapunov functions from the cone-copositive matrices theory. Section 4 details about the model of safe overapproximations of reachable values set in term of sublevel sets using the generalized templates abstract domain. Section 5 presents the main contribution of the paper that is the construction of the policy iteration algorithm to compute bounds over the reachable values from a piecewise quadratic Lyapunov function. Section 6 proposes to illustrate the method on a complete example. Finally, Section 7 concludes.
Piecewise affine discrete-time dynamical systems
In this paper, we are interested in computing precise overapproximation of the reachable states of a bounded piecewise affine discrete-time system. The term piecewise affine means that there exists a polyhedral partition {X i , i ∈ I} of R d such that for all i ∈ I, the dynamic of the system is affine and represented by the following relation for k ∈ N:
where A i is a d × d matrix and b i a vector of R d . We assume that the initial condition x 0 belongs to some polytope X 0 . For us, a polyhedral partition is a family of convex polyhedra such that:
From Equation (2), for all k ∈ N * there exists a unique i ∈ I such that x k ∈ X i . From now on, we call X i cells. A cell X i is a convex polyhedron which can contain both strict and weak inequalities. Cells can be represented by a n i × d matrix T i and c i a vector of R ni . We denote by T 
We insist on the notation: y ≪ z means that for all coordinates l, y l < z l and y ≤ z means that for all coordinates l, y l ≤ z l .
To sum up, we give a formal definition of what we call a piecewise affine system (PWA for short).
Definition 1 (Piecewise Affine System). A piecewise affine system (PWA) is the triple (X 0 , X , A) where:
• X 0 is the polytope (bounded polyhedron) of the possible initial conditions of the form described at Equation (3);
• X := {X i , i ∈ I} is a family of polyhedra satisfying Equation (2);
• A := {f i , i ∈ I} is the family of affine laws relative to X satisfying Equation (1).
Example 1 (Running example). Let us consider the piecewise linear system depicted in [MFTM00] . We bring some modifications: we complete the example by adding a nondeterministic initial condition and we slighty change the partition used in [MFTM00] , to satisfy Equation (2).
Let us take
The dynamical system is defined, for all k ∈ N, by We thus have
Now, we formally define the set of reachable values.
Definition 2 (Reachable values set). Let P = (X 0 , X , A) be a PWA. We define the reachable values set as the set R defined by:
To a PWA, we associate the set of possible switches as follows.
Definition 3 (Switches set). The set of all possible switches is defined by:
Finally, we define the set of indices of polyhedra of X which meet the polyhedron of possible initial conditions. Definition 4 (Initial partition). We denote by In the set of indices the polyhedron of which meets the initial polyhedron : In := {i ∈ I | X 0 ∩ X i = ∅}.
We will need homogeneous versions of laws and thus introduct the (1 + d) × (1 + d) matrices F i defined as follows:
The system defined in Equation (1) can be rewritten as (1,
We are interested in providing bounds on the reachable states set R. A first approach should consists in directly computing R and doing some analysis to exhibit precise bounds on it. We can also compute an overapproximation of R from a set S ⊆ R d such that X 0 ⊆ S, R ⊆ S and
By induction since X 0 ⊆ S and the latter implication x k ∈ S for all k ∈ N. Since every image of the dynamic of the system stays in S, a reachable state y belongs to S. Finally, it suffices to compute bounds on S.
Working directly on sets can be difficult and usually invariant sets are computed as a sublevel of some function to find. For (convergent) discrete-time linear systems, it is classical to compute ellipsoidal overapproximation of reachable states. Indeed, sublevel sets of Lyapunov functions are invariant set for the analyzed linear system and to compute an ellipsoid containing the initial states provides an overapproximation of reachable states. Initially, Lyapunov functions are used to prove quadratic asymptotic stability. In this paper, we use an analogue of Lyapunov functions for piecewise affine systems to compute directly an overapproximation of reachable states.
Piecewise quadratic Lyapunov functions
In this paper, we want to combine piecewise quadratic Lyapunov functions for the switched system and policy iteration to compute bounds on the values taken by the state variables. The details on the generation of such piecewise quadratic Lyapunov functions can be found in [AG14] . We recall in this paper, the basic ideas behind such functions and give a formal definition of them. First, we recall the notion of semidefinite positive matrices and the useful properties that we need.
Semidefinite positive matrices
We denote by M n×m the set of matrices of size n × m i.e. with n rows and m columns. For M ∈ M n×m , we denote its transpose by M ⊺ . The set of symmetric matrices of size n× n is denoted by S n . Finally, the identity matrix of size n × n is denoted by Id n . A (symmetric) matrix A ∈ S d is said to be semidefinite positive if for all x ∈ R d , x ⊺ Ax ≥ 0 and we write A 0, whereas A ∈ S d is said to be definite positive if for all x ∈ R n , x = 0, x ⊺ Ax > 0, and we write A ≻ 0. We will denote respectively by S In this paper, we will provide a bound of the reachable values set by exhibiting a piecewise quadratic function whose a sublevel set contains the reachable values set. We will use the fact that the sublevels of a positive quadratic function are bounded. This result is recalled at Lemma 1.
Lemma 1 (Positive definite characterizations). The following statements are equivalent:
Note that the semidefiniteness is only defined for homogeneous quadratic functions but we can extend this concept to nonhomogenous quadratic functions thanks to Lemma 2.
Lemma 2 links the positivity of a nonhomogeneous quadratic form to the semidefinite positivity of a "lift" matrix.
Definition 5 (Lift matrix of a quadratic form). Let A q ∈ S d , b q ∈ R d and c q ∈ R and define q as the function y → q(y) = y ⊺ A q y + b ⊺ q y + c q . We define M(A q , b q , c q ) the following matrix of S d+1 :
We also use the notation M(q) to refer to this matrix, for a quadratic matrix q. Lemma 2 says that q ≥ 0, in the sense of the functional weak order, if and only if M(q) is semidefinite positive. Now, we present explicitly two obvious properties of lift matrices. First, it is straightforward to notice that the map q → M(q) is linear. Second, for some calculus, we pass from nonhomogeneous form to homogeneous one and we will use the following fact: for all A ∈ M d×d , for all b ∈ R d , and for all quadratic forms q, we have:
where G = 1 0 1×d b A .
Recalling classical quadratic Lyapunov functions
In [Joh03, MFTM00] , the authors propose a method to prove asymptotic stability of piecewise affine dynamical discrete-time systems. We recall that for linear system x k+1 = Ax k , k ∈ N, with a known initial condition x 0 ∈ R d and where A ∈ M d×d , a quadratic Lyapunov function is a function L such that there exists P ∈ S d satisfying:
A Lyapunov function allows to prove the asymptotic stability. 
A sublevel of P contains the reachable state if and only if it contains the initial conditions of the dynamical system. In our case, recall that the initial condition is not precisely known but assumed to be in some polytope X 0 . Hence to compute an overapproximation of the reachable states set from a sublevel of P , we must add the following constraint:
The constraint on P defined at Equation (7) can be formulated as a semidefinite constraint. We will give details when we will generalize the approach to piecewise systems. Note also that the second statement of Lemma 1 says that P ≻ 0 is equivalent to the existence of some positive real γ such that P − γ Id d 0.
When P is a matrix variable constrained to satisfy P − γ Id d 0, it is the same to search a matrix P such that P − Id d 0. Then, we consider such a constraint on P . For switched systems, similarly to the classical case, we exhibit a positive function to prove that the trajectories decrease along the time. The main difficulty for the switched case is the fact that we change the laws and we must decrease whenever a transition from one cell to another is fired. To bypass the difficulty, we only reason locally on the cells and we only consider Lyapunov Conditions (5) inside a cell. First, we give the intuition behind piecewise quadratic Lyapunov functions using cone-copositivity matrices. Then, we give (our) formal definition of piecewise quadratic Lyapunov functions
Link with Cone-copositive matrices
Piecewise quadratic Lyapunov functions relative to a partition of R d is nothing but a restriction to quadratic Lyapunov concepts to a cell. Here we allow nonhomogeneous quadratic functions and we pass from nonhomogeneous to homogeneous using Lemma 2 and homogeneous law of Equation (4). Hence, we are looking for each cell
satisfies Statements (5b) and (5c) but only on X i . Indeed, Statements (5b) and (5c) deals with global positivity. For switched systems, the analog version of Statement (5c) must involve two cells, the cell where the current state is and the cell where the image of this state is. With mathematical terms, positivity on X i can be formulated as:
From the second statement of Lemma 1 and the earlier discussion, it is the same to ask for:
We use Statement (5b) to express the fact that a sublevel is invariant by the dynamics.
Suppose that (i, j) ∈ Sw, then S α is constrained to be an invariant under the condition x ∈ X i and A i x + b i ∈ X j can be formulated as:
To express the latter constraint as a cone-copositivity, we need to only keep the polyhedron at the left-hand side of the implication up to get a stronger implication. We partially use a simple case of S-Lemma.
From Lemma 3, we can establish that the invariance from the cell X i to X j holds when the implication holds:
The constraint X 0 ⊆ S α can readily expressed, for all i ∈ In, by:
Equations (8), (9) and (10) contain implications. However we want to handle those equations as contraints on P i and q i , we would rather algebraic equations involving P i , q i and the matrices defining the cells. A classical tool to rewrite implications in algebraic relations could be Lagrange duality but we have to compute for each cell an ellipsoid which contains the cell. Here we propose to consider another approach based on cone-copositive matrices (e.g. [MJ81, IS00] ).
Definition 6 (Cone-copositive/copositive matrices). Let M ∈ M m×d . A matrix Q ∈ S d which satisfies
When M is the identity matrix, then M y ≥ 0 means that y has nonnegative coordinates and Idcopositive matrix is simply called a copositive matrix. We will denote respectively the C d (M ) and C d the set of M -copositive matrices and the set of copositive matrices.
The term cone is used because, the sets of the form {y | M y ≥ 0} define polyhedral cones.
Example 2 (Cone-copositivite matrices examples). Let us give some example of cone-copositivity.
Example 3 (Copositive matrices examples). Let us give some example of copositivity.
• All matrices Q ∈ S
d , the set of symmetric matrices whose coefficients are nonnegative. Then all
•
Cone-copositive matrix characterizations is an intensive research field and a list of interesting papers about can be found in [BSU12] . We present the result ([MJ81, Theorem 2.1]) which permits to understand which kind of simplification can be made to characterize cone-copositive matrices.
Proposition 1 (Cone-copositive matrices characterization [MJ81] ). Let M ∈ M m×d . Then:
1. All matrices of the form:
If the rank of M is equal to m (the number of rows) then all
The next proposition discusses the case where we can replace copositive matrices by a sum of a semi-definite positive matrix and a nonnegative matrix without any loss.
Proposition 2 (Copositive matrices characterization [MM62, Dia62] ). We have:
Corollary 1 (Cone-copositive restriction). Let M ∈ M m×d . Then:
1. for all d ∈ N:
2. if M has full row rank and for all d ≤ 4, then the inclusion in (⋆) is actually an equality.
We will use the following simple lemma to view the positivity of nonhomogeneous quadratic function on nonhomogeneous polyhedron in term of cone-copositivity.
Let us consider the nonhomogeneous polyhedron C = {x | M x ≥ p} and define
We will explain later the reason of the presence of the row (1 0 1×d ) at Example 5. Cone-copositivity is already used for piecewise quadratic Lyapunov synthesis for continuous-time linear dynamics [BD09b] . Here, we are interested in discrete-time and we formulate an extension of quadratic Lyapunov for PWA systems in this setting. In our context, cone-copositivity constraint naturally appears in Equations (8) and (9). Indeed, a cell XThus local invariance is strengthened by
Finally, initial conditions equation is also concerned by cone-copositivity. It suffices to take for i ∈ In, the closure of X i0 = X i ∩ X 0 which is the polyhedron X i0 defined by:
where :
Thus initial condition constraints is strengthened by:
We recall that Sw is the set of all pairs (i, j) ∈ I 2 such that there exists k ∈ N satisfying x k ∈ X i and x k+1 ∈ X j and In is the set of index i ∈ I such that X i ∩ X 0 = ∅. We also recall that the matrix T i defining the cell X i is of the size n i × d and thus E i is of the size
We give the formal definition of piecewise quadratic Lyapunov functions.
Definition 7 (Piecewise quadratic Lyapunov functions).
A function L is piecewise quadratic Lyapunov relative to the PWA, (X 0 , X , A) if and only if there exist a family
∈ I} and two reals α and β such that:
Theorem 1 (Bounded trajectories). If there exists a piecewise quadratic Lyapunov functions relative to the PWA (X 0 , X , A) then the PWA has bounded trajectories and for all k ∈ N:
. From Equation (16), Lemma 4 and the definition of
implies that x 0 ∈ X i and thus from Equation (14), Lemma 4 and the definition of
, there exists an unique j ∈ I such that (i, j) ∈ Sw and let j be this index. It follows that x k ∈ X ij and from Equation (15), Lemma 4 and the definition of
) − α and there exists j ∈ I such that x k+1 ∈ X j and L j (x k+1 ) ≤ α. Now, from Equation (14), Lemma 4 and the definition of
Theorem 1 proves that when the PWA representation admits a piecewise quadratic Lyapunov function the {x ∈ R d | L(x) ≤ α} is an invariant set and the reachable states set is bounded. The real β provides an upper bound on the Euclidian norm of the reachable states.
Computational issues
Some issues appear when we compute piecewise quadratic Lyapunov functions. The first one concerns the computation of indices sets Sw and In. Then we consider how we can simply manipulate cone-copositive constraints. Finally, we formulate the semidefinite program to construct a piecewise quadratic Lyapunov function.
The computation of sets Sw and In
To compute Sw, we must know the successive indices of cells taken for a feasible trajectory before trying to compute a piecewise quadratic Lyapunov function. So to compute Sw, we have to know all the feasible trajectories which is the same to know the reachable values set which is exactly what we want overapproximate. To overcome this issue and to keep safety, we can consider the whole set I 2 but we will run into unfeasibility semidefinite programs. A good compromise is to use linear programming to reduce the number of couples (i, j) to those which are structurally active. A switch is structurally active if
is a nonempty polyhedron. This can be done with linear (feasibility) programming even if X i and X j contain strict inequalities. Indeed, alternative theorem such as Motzkin's theorem [Mot51] can be used to to test the feasibility of linear systems containing both strict and weak inequalities. This technique is also used to determine if a cell has a nonempty intersection with X 0 but in this case the computation of In is exact. Finally we use the following set instead of Sw:
We have Sw ⊆ Sw and we will ask that Equation (15) must hold for all (i, j) ∈ Sw. The existence of piecewise quadratic Lyapunov for the system involving Sw implies the existence for the initial one. Recall that the polyhedra X i s and X 0 are defined as in Equation (3). The direct application of Motzkin's transposition theorem [Mot51] yields to the next proposition. 
Example 4. In the running example: 
has no solution.
Cone-copositive constraints
Copositive constraints study is a quite recent field of research. Algorithms exist (see for example [BD09a] ) but for the knowledge of the author no tools are available. In this paper, in practice, we use Corollary 1 that is for M ∈ M m×d , we restrict C d (M ) the set:
we allow symmetry as shown in Example 5. A way to break the symmetry is to simply add the trivial row vector with one on the first coefficient and 0 otherwise.
Example 5 (The reason of adding the row (1, 0 1×d )). Let us take the polyedra X = {x ∈ R | x ≤ 1}. Using our notations, we have X = {x | M (1 x) ⊺ ≥ 0} with M = (1 − 1). Let us consider two cases, the first one without adding the row and the second one using it.
Without any modification, take a nonnegative real W and define
2 . Hence X ′ = R for all nonnegative real W . Now let us take E = 1 0 1 −1 , take a 2 × 2 symmetric matrix W with nonnegative coefficients and
We have:
(1 x) 1 1 0 −1
To take a matrix W such that w 2 = w 1 = 0 and w 3 > 0 implies that X = X.
In conclusion, a constraint on a matrix decision variable Q of the form Q ∈ C d (M ) will be treated by the introduction of a couple of matrix decision variables (W ≥0 , W + ) constrained to be in S 
Computation of Piecewise quadratic Lyapunov functions using SDP solvers
Finally, we construct piecewise quadratic Lyapunov functions using semidefinite programming. We define the notion of computable piecewise quadratic Lyapunov functions. In comparaison, with Definition 7, we use the set Sw instead Sw and we strengthen the cone-copositive contraints using Corollary 1. Recall that E i ∈ M ni+1×d , E ij ∈ M nij ×d and E i0 ∈ M ni0×d .
Definition 8 (Computable PQL functions).
A function L is a computable piecewise quadratic Lyapunov relative to the PWA, (X 0 , X , A) if and only if there exist two reals α and β and four families:
3. ∀ (i, j) ∈ Sw:
4. ∀ i ∈ In:
Let us consider the problem:
Problem (PSD) is a semi-definite program and thus can be solved with any semi-definite programming solvers. The use of the sum α + β as objective function enforces the functions L i s to provide a minimal bound β and a minimal ellispoid containing the initial conditions. The constraint β ≥ 0 is obvious since β represents a norm. However, α ≥ 0 is less natural but ensures that the objective function is bounded from below. To add the constraint α ≥ 0 does not change the feasibility (to remove the constraint α ≥ 0 or not). Note that a method to reduce the size of the problem is to set for all i ∈ I, q i = 0, to get a homogeneous piecewise quadratic Lyapunov function.
Example 6 (Piecewise quadratic Lyapunov function of the running example). To compute a piecewise Lyapunov function of our running example, we have programed the latter semidefinite program in a SDP solver in Matlab and Yalmip [Lö04] .
We have asked to generate four homogeneous quadratic forms (q i = (0 0) ⊺ ). The matrices to characterize the piecewise quadratic Lyapunov function returned by the solver are: The bound β on the square of Euclidian norm of the state-variable is equal to 2 and the (global) level α of the invariant set is equal to 2. The sublevel invariant set is depicted at Figure 1 .
Proposition 5 shows useful properties that we will use in policy iteration algorithm.
Proposition 5 (Computable PQL function properties). Assume that Problem (PSD) has a feasible solution (P, W, U, Z, α, β). Then:
1. The family P defines a PQL;
2. There exists (P, W, U, Z, α, β) satisfiying (17), (18) if and only if Problem (PSD) is feasible. 
where 0 ni , 0 ni,nj and 0 nj ,ni are respectively the null matrices of M ni+1×ni+1 , M ni+1×nj +1 and M nj +1×ni+1 .
4. If (P, W, U, Z, α, β) is optimal and α > 0 then sup x∈X 0 L(x) = α.
Proof.
1. The first statement follows readily from Corollary (⋆).
2. The "if" part is obvious. Let us focus on the "only if" part and let (P, W, U, Z, α, β) satisfiying (17), (18). From Th. 1, β ≥ 0. If α ≥ 0, the proof is finished. Hence, we suppose that α < 0 and let us prove that (P, W, U, Z, 0, β − α) is feasible for Problem (PSD). First β − α ≥ 0 since β ≥ 0 and α < 0.
0 by the fact that (P, W, U, Z, α, β) satisfies (17) and thus (P, W, U, Z, 0, β − α) satisfies (17). Since α and β do not appear in (18), (P, W, U, Z, 0, β − α) satisfies (18). Finally,
and thus
Hence:
and thus:
We conclude by the definition of E ij .
4. Assume that (P, W, U, Z, α, β) is an optimal solution such that α > 0 and suppose that sup x∈X 0 L(x) = α. We remark that sup x∈X 0 L(x) = sup i∈In sup x∈X i ∩X 0 L i (x) and from Constraint (19), for all 
. , d + 1}
2 \{(1, 1)}. We have
In a second time,
, i ∈ In} is feasible and γ + β = α + β − ǫ thus (P, W, U, Z, α, β) cannot be optimal.
Sublevel Modelisation
We remark that in the construction of the piecewise quadratic Lyapunov function, we compute an upper bound on the Euclidian norm of the state variable. We do not have a precise upper bound on each coordinate considered separetely i.e. a vector (β l ) 1≤l≤d such that for all k ∈ N, x l,k ≤ β l . Moreover, we do not have a precise upper bound on the state variable considered locally i.e. a vector (γ i ) i∈I such that for all k ∈ N, if x k ∈ X i , x k ≤ γ i . To obtain tigher bounds on the state variables, we have to intersect S α with other sublevels set. In [RJGF12] , the authors propose to combine classical Lyapunov functions sublevels and the square of variables. In this paper, we apply this technique to piecewise quadratic Lyapunov functions. We compute bounds on these functions for each cell and these bounds must be valid whenever the state variable enters into the cell. Thus we are interested in a set V of the form V = S α ∩ ∪ i∈I {y ∈ X i | y
The computation of V is thus reduced to compute β i l . In verification of programs and more precisely in abstract interpretation [CC77] , the representation of inductive invariant set as sublevels set is called a templates domain abstraction. In the next section, we give quick details and useful results on templates abstract domain that we need in this paper.
Templates abstract domain
The concept of generalized templates was introduced in [AGG12] . Templates are just functions from R d to R and can be viewed as implicit functional relations on variables to prove certain properties on the analyzed program. We denote by P the set of templates and F R d , R the set of functions from R d to R. First, we suppose that P is given by some oracle and say that P forms a template basis. Here, we recall the required background about generalized templates (see [AGG12] for more details).
Abstract semantics
We can compute R as a fixed point of a function which we call the abstract semantics functional. We recall that:
and then R = A(R) ∪ X 0 . We introduce the map F :
We conclude that R is the smallest fixed point of F in the sense of if C = F (C) then R ⊆ C. We remind that an inductive invariant is a subset C of R d such that F (C) ⊆ C. From Tarski's theorem, since F is monotone on the complete lattice the set of subsets of R d , then R is also the smallest inductive invariant of F .
The map F defines the collecting semantics transfer function and we use abstract interpretation [CC77] to compute an overapproximation of R. It is classical to use Galois connection to construct the abstract semantics functional. Since the pair of maps w → w ⋆ and X → X † is a Galois connection (Proposition 6), we can construct abstract semantics from this pair. We define the abstract semantics functional
We now use the fact that A is piecewise affine to rewrite F ♯ to obtain the following expression:
Proposition 8. The following statement hold:
Proof.
1. The result follows directly from the first assertion of Prop. 7.
Let
We conclude that for all k ∈ N, A k (X 0 ) ⊆ C and finally R ⊆ C.
Policy Iteration Algorithm
The templates basis which we are going to use consists of the square of coordinates functions i.e. for all n ∈ [d], we use x → x 2 n as templates and a piecewise Lyapunov quadratic L of the PWA. Assume that Problem (PSD) has an optimal solution (P, W, U, Z, α, β) with α > 0 and let L be the associated PQL function. From now on, we assume that:
Proposition 9. Under Hypothesis (A):
1. For all (i, j) ∈ Sw, for all w ∈ F P, R and for all p ∈ P, F ♯ ij (w)(p) is the value of a quadratic maximisation problem over quadratic and linear constraints ;
. Since X 0 is compact and x → x n is continuous then there exist z ∈ X 0 and u ∈ X 0 such that z n = inf x∈X 0 x n and u n = sup x∈X 0 x n . Hence z n ≤ x n ≤ u n for all x ∈ X 0 and thus for all
We have assumed that (P, W, U, Z, α, β) is an optimal solution of Problem (PSD) and α > 0 then
To evaluate F ♯ ij (w)(p) we have to solve a quadratic maximisation problem which is know to be NPHard [Vav90] and we propose to compute instead a safe overapproximation using Lagrange duality and copositive programming. As in [AGG12, Adj14], we develop a policy iteration based on Lagrange duality. Indeed, the evaluation of the abstract semantic functional is done by solving a constrained maximisation problem. In this paper, we have to take care of the disjunctions and the abstract semantic will be evaluated piecewisely.
Relaxed functional
Let (i, j) ∈ Sw, w ∈ F P, R and p ∈ P. Since (i, j) ∈ Sw, we are focusing on the set {x ∈ X i | f i (x) ∈ X j } and thus the functions L and L • f i restricted to this set are respectively equal to L i and L j • f i . In the rest of the paper, we keep the notation p ∈ P but when p = q = L we implictly mean that q(x) and p(f i (x)) are actually L i (x) and L j (f i (x)). Here, we apply classical Lagrange duality [AT03, Section 5.3] only on the constraints of the form q(x) ≤ w(q), we obtain:
Using Lemma 4 and Corollary 1 we get:
Definition 13 (Relaxed functional). We define the relaxed functional F R : F P, R → F P, R as follows :
where F R ij is defined by:
Finally, we sum up the latter development in Proposition 10 which ensures that the smallest fixed point of F ♯ can be safely overapproximated by the smallest fixed point of the relaxed function F R . Consequently, an overapproximation of the reachable values set R can be easily built Proposition 10 (Safe overapproximation). The following statements hold:
Proof. The first assertion follows directly from the latter development. The two last assertions follows readily from the first assertion and the monotonicity of (·) ⋆ .
For all n ∈ [d], we simply denote M n the lift-matrix of M(x → x 2 n ) and for λ ∈ F (P, R + ), we simply denote λ n , the image of x → x 2 n by λ. Finally, we introduce N the matrix defined by N 1,1 = 1 and
Another useful representation of F R ij (w)(p) consists of using the definition of positive semidefiniteness:
where
and
To construct a policy iteration algorithm, we establish that the relaxed function has the right properties. Morover, to prove the convergence of policy iteration we prove that the relaxed semantics is upper semi-continuous and thus commutes with decreasing infima.
Proposition 11. The following statement are true:
3. For all p ∈ P, the map from
Proof. The first assertion is straightforward from Equation (20). The monotonicity of w → F λ ij (w) comes from the positivity of λ and the monotonicity of the two last maps comes from the the fact that the supremum of monotone maps is monotone. Let p ∈ P, w → F R (w)(p) is the infimum of continuous maps and thus is upper semi-continuous.
To be able to perform a new step in policy iteration, we will need a selection property that is the existence of an optimal policy. In our case, the selection property relies on the existence of an optimal dual solution.
Definition 14 (Selection property). Let (i, j) ∈ Sw and p ∈ P. A function w ∈ F (P, R) satisfies the selection properties if there exists λ ∈ F (P, R + ) such that:
We denote by Sol λ ((i, j), w, p) the set of λ ∈ F (P, R + ) which satisfy Equation (22) and we denote by FS (P, R) the set of w ∈ F (P, R) such that for all (i, j) ∈ Sw, for all p ∈ P, Sol λ ((i, j), w, p) = ∅ Corollary 2 (Computation of V λ ij (p)). Let (i, j) ∈ Sw and p ∈ P. If there exists w ∈ FS (P, R) such that λ ∈ Sol λ ((i, j), w, p), then:
On the existence of optimal solutions
We can present some cases where we can ensure that Sol λ ((i, j), w, p) is nonempty.
Using classical convex analysis We can use two classical results in convex analysis to ensure the existence of a Lagrange multiplier λ. First we can consider the fact that a convex function is continuous on the interior of its domain (the set of the vector the image of which is finite). Second, it is wellknown that a lower semicontinuous coercive function achieves its minimum. These two results lead to the following proposition:
Proposition 12 (Existence via convex analysis). Let w ∈ F (P, R) and (i, j) ∈ Sw. If there exists x 0 ∈ R d such that :
and one of the two statements holds :
Proof. Let λ ∈ F (P, R + ). We have:
0 and for all positive semidefinite matrix Z,
Let assume that the first assertion holds The function λ → F λ ij (w)(p) is convex as the infimum marginal of supremum of linear functions. Thus λ → F λ ij (w)(p) is continuous on the interior of its domain. 
From [RW98, Th. 1.17], the map λ → F λ ij (w)(p) is lower semi-continuous when for all λ ∈ F (P, R + ), there exists a neighborhood V such that
We present now policy iteration algorithm. As usual, we present first the policies notion and then describe completely policy iteration at Algorithm 1.
Policy definition
A policy iteration algorithm can be used to solve a fixed point equation for a monotone function written as an infimum of a family of simpler monotone functions, obtained by selecting policies, see [CGG + 05, GGTZ07] for more background. The idea is to solve a sequence of fixed point problems involving simpler functions. In the present setting, we look for a representation of the relaxed function:
where the infimum is taken over a set Π whose elements π are called policies, and where each function F π is required to be monotone. The correctness of the algorithm relies on a selection property, meaning in the present setting that for each argument ((i, j), w, p) of the function F R , there must exist a policy π such that F R ij (w) (p) = F π ij (w) (p). The idea of the algorithm is to start from a policy π 0 , compute the smallest fixed point w of F π 0 , evaluate F R at point w, and, if w = F R (w), determine the new policy using the selection property at point w.
Let us now identify the policies. Lemma 5 shows that for each template p, F R ij can be written as the infimum of a family of affine functions v → F λ ij (w), the infimum being taken over the set of λ ∈ F (P, R + ). When w ∈ FS (P, R) is given, choosing a policy π consists in selecting, for each (i, j) ∈ Sw and for each p ∈ P, a vector λ ∈ Sol λ ((i, j), w, p). We denote by π ij (w, p) the value of λ chosen by the policy π. Then, the map F πij in Equation (23) is obtained by replacing F R ij by the affine functions appearing in Lemma 5. Now, we can define concretely the policy iteration algorithm.
Some details about Policy Iteration algorithm
Initialization Policy iteration algorithm needs an initial policy. Recall that we have assumed that L was computed from an optimal solution (P, W, U, Z, α, β) of Semi-Definite Program (PSD) such that α > 0. We remind that to define a policy, we have to construct a map from Sw × F R d , R × P to F (P, R + ). The first policy is given by a choice of an element in Sol λ (i, j), w 0 , p where w 0 is defined by:
with α is extracted from the (P, W, U, Z, α, β) of Semi-Definite Program (PSD).
Algorithm 1 Policy Iteration with PQL functions
, (i, j) ∈ Sw, q ∈ P} and define the associated function F π k by choosing λ according to policy π k using Equation (20).
3 Compute the smallest fixed point
. Increment k and go to 2.
Proposition 13. The element w 0 defined at Equation (24) satisfies F R (w 0 ) ≤ w 0 .
Proof. It suffices to prove that there exists λ ≥ 0, Y ≥ 0 and Z 0 such that for all (i, j) ∈ Sw, for all p ∈ P:
Let us defineλ byλ(q) = 1 if q = L and 0 otherwise. Let p = L, and let us take U ij ≥0 and U ij + extracted from U, then we have:
is an optimal solution of Problem (PSD) and thus satisfies (18). We conclude that (w
is a feasible solution of the SDP problem involved in the computation of
The right hand sum of matrices is positive semi-definite from the second assertion of Prop. 5. We conclude that (w 0 (p), λ, Y, Z) is a feasible solution of the SDP problem involved in the computation of F R (w 0 )(p) and thus
Smallest fixed point computation associated to a policy For the third step of Algorithm 1, since P is finite and using Lemma 5, F 
, it is proved that policy iteration on quadratic templates converges towards a fixed point of our relaxed functional. Here we establish a similar result (Theorem 3). Combined with Proposition 10, this fixed point provides a safe overapproximation of the smallest fixed point of the abstract semantics. If for some l ∈ N, w l / ∈ FS (P, R) then we set w k = w l for all k ≥ l.
Theorem 3. The following assertions hold:
2. The sequence w l computed by Algorithm 1 is decreasing. Moreover for all k ∈ N such that w k−1 ∈ FS (P, R), either w k = w k−1 and
3. For all k ∈ N, w k ∈ F (P, R);
4. The limit w ∞ of the sequence w l is a postfixpoint:
(1) Let l ∈ N. From Proposition 13, we have F R (w 0 ) = w 0 . Now, assume that l > 0 and
, then there exists k ∈ N, l − 1 ≤ k such that w k−1 ∈ FS (P, R) and w l = w k , and thus by the latter argument we have
From the second assertion we have for all l ∈ N, w l ≤ w 0 ∈ F (P, R) and from the first assertion, we have for all l ∈ N,
From the compacity of X 0 and the continuity of the templates,
Taking the infimum over l, we get
is order-preserving we have:
. Now by taking the infimum on k, we get w
Example

The details on running example
We recall that the running example. The initial polytope is X 0 = [0, 1]× [0, 1], and the dynamical system is defined, for all k ∈ N, by The cells are defined by:
After computing a (optimal) piecewise quadratic Lyapunov function from Problem (PSD), we enter into policy iteration algorithm. We recall that the computed PQL L was defined by the matrices: and the invariant found is {x ∈ R 2 | L(x) ≤ 2} and an upper bound over the Euclidian norm of the state variable is 2.
From Equation (24), we define w 0 by:
Then we compute the image of w 0 by the relaxed semantics F R (w 0 ) using semidefinite programming (see Equation (5.1)). We check that w 0 is not a fixed point of F R and then we take as initial policy coordinates π 0 ((i, j), w 0 , p), the optimal solutions (λ, Y, Z) of semidefinite programs defined in Equation (5.1). For example, for the pair (1, 3) ∈ Sw and the template x → x 
We compute the smallest fixed point associated to π 0 using the linear program (25):
Moreover, policy iteration provides at each step k auxiliary values which represent the overapproximations of the polyhedra R ∩
And at step k, this overapproximation is given by the following bounds: w 1,1 (x 1 ) = 0.0000, w 1,1 (x 2 ) = 0.0000, w 1,1 (L) = 0.0000 w 1,3 (x 1 ) = 0.0573, w 1,3 (x 2 ) = 0.0213, w 1,3 (L) = 0.0213 w 1,4 (x 1 ) = 0.3012, w 1,4 (x 2 ) = 0.1447, w 1,4 (L) = 0.1447
For example, we found that for (i, j) = (1, 1),
is reduce to the singleton (0, 0). The invariant found is depicted at Figure 2 .
Finally, we find after two iterations that for all k ∈ N, 
Benchmarks
We generated random piecewise affine discrete-time systems. We limited the dimension of the system to 4 and the number of cells to 8. The coefficients of generated matrices belongs to (0, 1) and for linear and affine systems, the spectral radii of the involved matrices are strictly less than 1. For the systems with bounded input, the block of the matrices associated to the state-variable is a matrix of spectral radius strictly smaller than 1 and its coefficient belongs to (0, 1); the block matrix associated to the input has coefficient in (0, 1). The intuition behind this generation is that at each step the state-variable is multiplied by a small scalar makes decrease the norm of the state-variable and thus if the initial conditions belong to a bounded set then the norm of the state-variable should be still smaller than a certain value. We give details about two interesting examples one piecewise linear and one piecewise affine.
A linear case with switches matrix reduction
We now consider linear system generated by our heuristic. The generated linear system is defined by x 0 ∈ [−1, 1] 4 and for all k ∈ N: We overapproximate the set of possible switches Sw by using Proposition 3 to compute Sw. We get Sw = I 2 = {(1, 1), (1, 2), (2, 1), (2, 2)}. Then we compute the following PQL L:
1.0000 −0.0000 −0.0000 −0.0000 −0.0000 1.0000 0.0000 0.0000 −0.0000 0.0000 1.0000 −0.0000 −0.0000 0.0000 −0.0000 1.0000 {(1, 1), (1, 2) , (2, 1)} i.e. we have found that we cannot reach the second cell from the second cell according to the second law A 2 . This information is actually available when we evaluate the policy π 1 for the coordinate (2, 2). Indeed, the initial policy yields to the bound function w 0 : is not feasible hence (2, 2) / ∈ Sw.
An affine example
We now consider affine system. The initial set is [0, 3] × [0, 2] and for all k ∈ N: We overapproximate the set of possible switches Sw by using Proposition 3 to compute Sw. We get Sw = I 2 = {(1, 1), (1, 2), (2, 1), (2, 2)}. Then we compute the following PQL L: We run the policy iteration to get finally after 3 iterations the following bound vector The interesting information we get during the policy iteration is that actually the set of possible switches is included in {(1, 1), (1, 2), (2, 1)} i.e. we have found that we cannot reach the second cell from the second cell according to the second law A 2 .
This information is actually available when we evaluate the policy π 1 for the coordinate (2, 2). Indeed, the initial policy yields to the bound function w 0 : is not feasible hence (2, 2) / ∈ Sw.
Conclusion and Future Works
We have developed a method to compute automatically precise bounds over the reachable values set of a piecewise affine dynamical system. The method is consituted in two parts. The first one consists in computing a piecewise quadratic Lyapunov function with respect to this piecewise affine dynamical system. The second part consists in reducing the bounds by using a policy iteration algorithm. Future works should contain a study of cone-copositivity and a repartitioning of cells to provide piecewise quadratic Lyapunov functions in order to improve the feasibility of Problem (PSD). In our paper, we made restriction on cone-copositive and copositive matrices and thus future works should concern the study of the loss of this restriction.
Moreover, we conjecture that the policy iteration algorithm designed here provides the most precise bounds over the fixed templates basis. To reduce these bounds we have to choose a different templates basis which would provide tigher bounds and thus templates basis would be dynamically generated.
