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By holographic duality, we identify a novel dynamical phase transition which results from the
temperature dependence of nonequilibrium dynamics of dark solitons in a superfluid. For a nonequilibrium
superfluid system with an initial density of dark solitons, there exists a critical temperature Td, above which
the system relaxes to equilibrium by producing sound waves, while below which it goes through an
intermediate phase with a finite density of vortex-antivortex pairs. In particular, as Td is approached from
below, the density of vortex pairs scales as ðTd − TÞγ with the critical exponent γ ¼ 1=2.
DOI: 10.1103/PhysRevLett.124.031601
Introduction.—Nonequilibrium superfluid states
obtained from external driving or phase-density imprinting
often contain a large number of dark solitons [1–7], which
are regions of low densities in a superfluid. The subsequent
evolution of such a system and its relaxation to equilibrium,
where the involved dark solitons play a vital role, are of
great interest. Instabilities of dark solitons in various
superfluids were studied extensively in the literature at
the theoretical level (see, e.g., Refs. [8–12]), mainly based
on the Gross-Pitaevskii equation or Bogoliubov–de Gennes
equation [13–15], which is suitable only for zero temper-
ature. To address the finite temperature dissipative effect,
the above equations or the variants become less reliable.
For instance, the dissipative Gross-Pitaevskii equation [16],
where a dissipative parameter is added “by hand,” is rather
crude and requires significant modeling.
Compared to this, holographic duality, which equates
certain strongly correlated systems of quantum matter
without gravity to classical gravitational systems in a
curved spacetime with one additional spatial dimension,
provides us with a complementary theoretical framework,
in which the superfluid at finite temperature is dual to a
hairy black hole in the bulk and the dissipation mechanism
is naturally built in the bulk in terms of excitations absorbed
by the hairy black hole. Such a framework provides a first-
principles description of finite temperature dissipative
effect in the sense that once the “microscopic” theory is
fixed, all aspects of the superfluid phase are determined
without the phenomenological modeling involved.
In this Letter, we employ such a holographic tool to
perform a systematic study of temperature dependence of
the dynamics and decay mechanisms of dark solitons,
where we find there exists a critical temperature Td such
that for T > Td the dark soliton decays dominantly by self-
accelerating uniformly and then turning into sound waves
but for T < Td by fragmenting into vortex pairs or
filaments a process called snake instability. We argue that
this pattern persists with a finite density of dark solitons,
which results in a novel dynamical phase transition for the
relaxation process of superfluids at Td. For T > Td, the
solitons decay directly into sound waves which sub-
sequently relax to equilibrium, while for T < Td, an
intermediate phase with a finite density of vortices
emerges; see Fig. 1. The intermediate phase is unstable
but could in principle be long-lived enough for interesting
dynamics including turbulence to happen. The density nv
of vortices, which may be considered as the “order
parameter” of the intermediate phase, is proportional to
the density of original dark solitons and increases as the
temperature is decreased. In particular, near Td, it has
critical behavior:
nv ∝ ðTd − TÞγ; γ ¼
1
2
: ð1Þ
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We also present a general analytic argument for the “critical
exponent” 1
2
in Eq. (1).
Holographic setup and dark soliton solutions.—Let us
start from the holographic superfluid in 2þ 1 dimensions,
which can be described by an Abelian-Higgs model in a
(3þ 1)-dimensional anti–de Sitter (AdS) black hole space-
time [17,18]. The Lagrangian can be written as
L ¼ − 1
4
FabFab − jð∇ − iAÞΨj2 −m2jΨj2; ð2Þ
with the background spacetime metric
ds2 ¼ L
2
z2
½−fðzÞdt2 − 2dtdzþ dx2 þ dy2; ð3Þ
where L is the curvature radius of AdS and fðzÞ ¼
1 − ½ðz=zhÞ3, with z ¼ zh the location of an event horizon
and z ¼ 0 the AdS boundary. The black hole spacetime
Eq. (3) has a Hawking temperature T ¼ ð3=4πzhÞ, which is
identified with the temperature of the dual boundary
system. In Eq. (2) the Uð1Þ gauge field Aa is dual to a
conserved particle current Ja for aUð1Þ global symmetry in
the boundary system, and the complex scalar fieldΨ is dual
to a boundary order parameter ψ charged under the Uð1Þ
symmetry. The system is in a superfluid phase below some
critical temperature Tc, when Ψ develops a normalizable
profile in the bulk spacetime which corresponds to the
boundary condensate ψ developing a nonzero expectation
value [17,18]. We will ignore the backreaction of Aa and Ψ
to the background black hole geometry, an approximation
which works well when the temperature is not too low [19].
We are interested mostly in the regime T=Tc ≳ 0.3, where
the approximation is sufficient.
For simplicity we will take the mass square of Ψ to be
m2 ¼ −ð2=L2Þ. In this case, there are two possible boun-
dary conditions for Ψ, leading to two different types of
superfluids which we denote, respectively, as ψ. For
definiteness, below we focus solely on the ψþ superfluid.
We emphasize that once the parameters and boundary
conditions of the gravity description (2) are fixed, the
system is fully specified at all scales, including the full set
of properties of the superfluid phase such as the critical
temperature, temperature dependence of the order param-
eter, and so on.
A static dark soliton is a defect in a superfluid. For
definiteness, we shall take it to be translation invariant
along the y direction and centered at x ¼ 0. The corre-
sponding condensate ψsðxÞ, up to the overall phase factor,
has the following characteristic properties,
ψ¯ sðxÞ ¼ ψ sðxÞ; ψ sð−xÞ ¼ −ψ sðxÞ; ð4Þ
ψ sðx → þ∞Þ → ψh exponentially fast; ð5Þ
with ψh the condensate in the homogeneous phase. Near
the center, the particle density also gets depleted. As
demonstrated in Fig. 2, such dark soliton solutions ψ s
can be found by solving equations of motion following
from Eq. (2) with appropriate boundary conditions. For
details, see Supplemental Material, where we have pre-
sented all the numerics involved in this Letter [20].
Linear instability analysis and switch of dominant decay
channel.—Now consider small perturbations around a dark
soliton solution. Since the dark soliton configuration is
independent of t and y, in the linearized equations of
motion, all the bulk perturbed fields can be written in terms
of Fourier modes e−iωtþiqy multiplied by the corresponding
unknown functions of x and z, which can be solved
together with ω for each q as a generalized eigenvalue
problem. Because of the parity symmetry y→ −y, q and
−q have identical behavior, so we will restrict to q ≥ 0.
Furthermore, due to the parity property of the dark soliton
with respect to x → −x indicated in Eq. (4), one finds that
the even and odd eigenmodes decouple. We denote
ωeðqÞ;ωoðqÞ, respectively, as the corresponding eigenval-
ues, which have a discrete spectrum and are all complex. As
a result, at the linear level we have
ψðt; xÞ ¼ ψ sðxÞ þ ϵfω;qðxÞe−iωtþiqy; ð6Þ
with ϵ a small parameter. Note that an ω eigenvalue with a
positive imaginary part leads to exponential time growth in
Eq. (6) and thus corresponds to an unstable mode.
At a given temperature T, one finds that there exists a
qcðTÞ such that there is exactly one unstable mode for each
q ∈ ½0; qcðTÞÞ and the mode is even in x. The unstable
mode turns out to be pure imaginary ωð0Þe ðqÞ ¼ iλq with
FIG. 1. For T < Td there is an intermediate phase of vortex gas
or liquid. FIG. 2. The profiles for the condensate and particle density of a
dark soliton at ðT=TcÞ ¼ 0.48 (normalized to 1 at infinity).
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λq > 0, which leads to e−iω
ð0Þ
e ðqÞt ¼ eλqt. We will denote the
eigenfunction fω;qðxÞ for the unstable mode as fð0Þq ðxÞ.
As illustrated in Fig. 3, the upper value qcðTÞ for the
unstable mode decreases as one increases the temperature,
and qcðTÞ→ 0 as T → Tc. This is reasonable because
qcðTÞ is proportional to the healing length, which is
divergent at Tc. More explicitly, we find that as T → Tc,
qcðTÞ ≈ 2.704Tcð1 − T=TcÞ1=2: ð7Þ
We will now show that (i) the unstable mode at q ¼ 0
corresponds to self-acceleration, (ii) the unstable mode at
q ≠ 0 corresponds to snake instability, and (iii) when a
soliton decays via snake instability, there is a vortex-
antivortex pair to be produced for each wavelength. For
example, consider the system in a finite periodic box
with length Ry along the y direction. The allowed q’s
are thus of the form q ¼ ð2πN=RyÞ, with N an integer. A
snake instability with q ¼ ð2πN=RyÞ will then create N
pairs of vortices. To see (i), let us note that the center xc of
the dark soliton can be identified as being located at
the minimum of the condensate; i.e., ð∂jψ j2=∂xÞjxc ¼ 0.
Now consider Eq. (6) with fω;q given by f
ð0Þ
q¼0ðxÞ, i.e.,
ψ ¼ ψ sðxÞ þ ϵfð0Þq¼0ðxÞeλ0t, which leads to
jψ j2 ¼ ψ2s þ 2ϵψ sðxÞRefð0Þq¼0ðxÞeλ0t: ð8Þ
It can readily be seen from the above equation that
xc¼−ϵ
η0
ξ
eλ0t; with η0¼Refð0Þq¼0ð0Þ; ξ¼∂xψ sð0Þ: ð9Þ
We thus see that the dark soliton accelerates exponentially.
Now let us consider Eq. (6) for a general unstable q, with
Eq. (8) becoming
jψ j2 ¼ ψ2s þ 2ϵψ sðxÞReðfð0Þq ðxÞeiqyÞeλqt: ð10Þ
We then have
xcðt; yÞ ¼ −ϵ
ηq
ξ
cosðqyþ θÞeλqt; ηq ¼ jfð0Þq ð0Þj; ð11Þ
and θ ¼ arg fð0Þq ð0Þ. From Eq. (11), xc depends on y
sinusoidally, leading to a snake instability. In particular,
for each wavelength ð2π=qÞ there are two points of zero
velocity with opposite circulations around them, corre-
sponding to the locations of a vortex and an antivortex to be
created. This thus demonstrates (ii) and (iii) above.
Among all the unstable modes q < qcðTÞ, the one with
the maximal λq grows fastest and is thus expected to be the
dominant decay channel of a soliton. In Fig. 4 we plot the
value of qmaxðTÞ for which the maximal value of λq occurs
as a function of temperature. We see that qmaxðTÞ decreases
with temperature monotonically until a value Td < Tc,
after which qmax becomes identically zero. Furthermore,
as T → Td from below, we find the following “critical
behavior”:
qmax ∝ ðTd − TÞγ; ð12Þ
with the exponent γ numerically around 1
2
. Actually, there is
a simple Ginzburg-Landau-type argument which shows
that γ should be given by 1
2
generically. Because of the
aforementioned parity symmetry, one can consider expand-
ing λqðTÞ in small q as
λqðTÞ ¼ λ0ðTÞ −
1
2
aðTÞq2 − 1
4
bðTÞq4 þ    : ð13Þ
Since for T ≈ Td, qmax is close to zero, and the above
expansion should suffice for determining the behavior of
qmax near Td. For T ≳ Td, qmax is zero; thus we should have
aðTÞ > 0, while for T ≲ Td, we should generically have
aðTÞ < 0, bðTdÞ > 0 in order to have qmax ≠ 0. We thus
conclude that near T ¼ Td we can expand aðTÞ as
aðTÞ ¼ a0ðT − TdÞ þ    ; a0 > 0: ð14Þ
It then follows that
FIG. 3. The plot of qcðTÞ as a function of temperature.
FIG. 4. The plot of qmaxðTÞ as a function of temperature.
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qmax ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a0ðTd−TÞ
b0
s
; T≲Td; b0 ¼ bðTdÞ> 0: ð15Þ
From our earlier discussion of self-acceleration and snake
instability, we thus conclude that there is a sharp transition at
Td in how dark solitons decay: for Tc > T > Td, dark
solitons decay by self-acceleration, while for T < Td, they
decay by snake instability. In particular, in the snake
instability regime, the number of vortex and antivortex pairs
created by the decay of a dark soliton, which is proportional
to qmax, decreases as we increase the temperature.
The value λqmax characterizes the growth rate of insta-
bilities and thus its inverse may be considered as giving the
timescale for the “lifetime” of a dark soliton. In Fig. 5 we
plot the temperature dependence of λqmax . It is interesting to
note the higher the temperature is, the slower the insta-
bilities grow and thus the longer lifetime a soliton has.
Full nonlinear simulation and dynamical phase
transition.—To confirm our expectation that the decay of
a dark soliton is controlled by the qmax mode with the
largest λq, we now perform the full nonlinear evolution by
considering the dynamics of a single dark soliton initiated
by the following two types of perturbations: (i) a single-
wavelength perturbation of the form δΨ ∝ z2eiqy with
q ∈ ½0; qcðTÞÞ and (ii) a general perturbation of the form
δΨ ∝ z2
P
q e
iαqeiqy with random phases αq’s, which turn
out to give a generic decay pattern of a single dark soliton.
For (i), with q ¼ 0, one finds that different parts of the dark
soliton accelerate uniformly. During its acceleration, the
dark soliton also broadens, and eventually dissolves into
sound waves. For q ≠ 0, the acceleration pattern for
different parts of the soliton shows sinusoidal behavior
with wavelength ð2π=qÞ, consistent with the prediction of
Eq. (11). In particular, the vortex-antivortex formation as
well as their numbers are precisely as predicted below
Eq. (11); see Figs. 6(a) and 6(b). For a general perturbation
(ii), the resulting evolutions are shown in Figs. 6(c) and 6(d).
We indeed find that at a temperature above Td, the soliton
accelerates without any vortex formation [Fig. 6(c)]. At a
temperature below Td, the evolution is dominated by snake
instability, evidenced by formation of vortex pairs.
Furthermore, the number of vortex pairs is consistent with
linear analysis. For instance, at ðT=TcÞ ¼ 0.78, the linear
analysis tells us that the mode q ¼ ð2πN=RyÞwithN ¼ 3 is
the most unstable mode. We find the nonlinear evolution
indeed produces 3 vortex pairs [Fig. 6(d)].
On physical ground, we expect our results regarding the
stability of a single soliton should apply to a finite density
of solitons as far as the density is not too high, i.e., as far as
the average distances between solitons are larger than the
healing length of a soliton. That is to say, for such a
nonequilibrium superfluid state, there is a nonequilibrium
dynamical phase transition at Td in how the system relaxes
back to equilibrium. For T > Td, the solitons directly decay
to sound waves which subsequently equilibrate. For
T < Td, there exists an intermediate phase with an initial
density nv of vortex-antivortex pairs, which is proportional
to qmax. The lower the temperature is, the larger qmax and
nv. Furthermore, from Eq. (12), as Td is approached from
below, nv ∝ qmax has the critical behavior given by Eq. (1).
Note that ðTd=TcÞ ¼ 0.96, so the occurrence of such a
dynamical phase transition lies well in the applicability
regime of the probe limit. Consequently, we do not expect
a qualitative change about the above picture even if the
backreaction effect is taken into account.
Discussion.—To summarize, by holographic studying
the decay of dark solitons, we identified a novel dynamical
FIG. 5. The plot of λqmax as a function of temperature.
FIG. 6. The density plots of the time evolution of a dark soliton
under various initial perturbations. Time increases from the top to
the bottom in each panel. The perturbations for (a) and (b) have
the form δΨ ∝ z2eiqy with (a) q ¼ 0 and (b) q ¼ ð2π=RyÞ at
ðT=TcÞ ¼ 0.78. The perturbations for (c) and (d) are of
the form δΨ ∝ z2
P
q e
iαqeiqy with (c) at ðT=TcÞ ¼ 0.99 and
(d) at ðT=TcÞ ¼ 0.78.
PHYSICAL REVIEW LETTERS 124, 031601 (2020)
031601-4
phase transition which results from the temperature
dependence of nonequilibrium dynamics of solitons. The
phase transition involves the appearance of an intermediate
(unstable) phase with the order parameter given by the
density of vortex pairs and a critical exponent γ ¼ 1
2
. This
vortex gas-liquid phase could have important implications
for understanding nonequilibrium dynamics of a super-
fluid; for example, it could be long-lived enough to exhibit
vortex and wave turbulent states.
As detailed in the companion paper [29], such a
dynamical phase transition is found to occur also in the
ψ− superfluid, strongly suggesting that it is a universal
phenomenon predicted by holography. It would be
extremely interesting to search for this novel dynamical
phase transition in experiments and to measure the critical
temperature Td as well as the critical exponent γ. A natural
place to look for such a phase transition is ultracold atomic
gases. The transition should already be detectable in the
usual experimental setup of a conventional harmonic
potential. Recent experimental advances in the realization
of boxlike optical traps [30] can make the comparisons with
our theoretical results even more direct.
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