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Abstract
Kudryavtseva and Mazorchuk exhibited Schur–Weyl duality between the rook monoid algebra
CRn and the subalgebra CIk of the partition algebra CAk(n) acting on (Cn)⊗k. In this paper, we
consider a subalgebra CIk+ 1
2
of CIk+1 such that there is Schur–Weyl duality between the actions of
CRn−1 and CIk+ 1
2
on (Cn)⊗k. This paper studies the representation theory of partition algebras CIk
and CIk+ 1
2
for rook monoids inductively by considering the multiplicity free tower
CI1 ⊂ CI 3
2
⊂ CI2 ⊂ · · · ⊂ CIk ⊂ CIk+ 1
2
⊂ · · · .
Furthermore, this inductive approach is established as a spectral approach by describing the Jucys–
Murphy elements and their actions on the canonical Gelfand–Tsetlin bases, determined by the afore-
mentioned multiplicity free tower, of irreducible representations of CIk and CIk+ 1
2
. Also, we describe
the Jucys–Murphy elements of CRn which play a central role in the demonstration of the actions of
Jucys–Murphy elements of CIk and CIk+ 1
2
.
1 Introduction
For k ∈ Z≥0, the set of nonnegative integers, and ξ ∈ C, the field of complex numbers, the partition
algebra CAk(ξ), defined independently by Jones [11] and Martin [14], has a basis Ak consisting of par-
tition diagrams corresponding to the set partitions of {1, 2, . . . , k, 1′, 2′, . . . , k′}. Martin and Rollet [15]
introduced a subalgebra, denoted by CAk+ 12 (ξ), of CAk+1(ξ). For n ∈ Z>0, the set of positive inte-
gers, the partition algebras CAk(n) and CAk+ 12 (n) are in Schur–Weyl duality with symmetric groups Sn
and Sn−1, respectively, while acting on (Cn)⊗k [11, 15]. Moreover, for l ∈ 12Z>0, the algebra CAl(ξ) is
semisimple unless ξ is a nonnegative integer less than 2l−1. Whenever partition algebras are semisimple,
the branching rule for the inclusion CAl− 12 (ξ) ⊂ CAl(ξ) was determined in [15, Proposition 1] and the
Bratteli diagram for the tower of algebras
CA0(ξ) ⊆ CA 1
2
(ξ) ⊂ CA1(ξ) ⊂ CA 3
2
(ξ) ⊂ CA2(ξ) ⊂ · · · (1)
was constructed. The Bratteli diagram for the tower (1) is a simple graph, i.e., the restriction of an
irreducible representation of CAl(ξ) to CAl− 12 (ξ) is multiplicity free.
Given a tower of finite-dimensional semisimple associative algebras
C ∼= A0 ⊂ A1 ⊂ · · · ⊂ Ah ⊂ · · · (2)
such that the corresponding Bratteli diagram is a simple graph, there exists a canonical basis, called
Gelfand–Tsetlin basis, of an irreducible representation of Ah (for details, see [19, p. 585]). A Gelfand–
Tsetlin vector of Ah is an element of the Gelfand–Tsetlin basis of some irreducible representation of Ah.
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Along with Gelfand–Tsetlin basis, the Jucys–Murphy elements play an important role in the spectral
approach to the representation theory when the Bratteli diagram for the tower of groups or algebras is a
simple graph; to mention some specific instances: for symmetric groups by Okounkov and Vershik [19,26],
for generalized symmetric groups by Mishra and Srinivasan [16, Section 4], for partition algebras by
Halverson and Ram [10, p. 898], for q-rook monoid algebras (when q 6= 1) by Halverson [9, Section
3.1], and for partition algebras for complex reflection groups by Mishra and Srivastava [17, Section
7]. Corresponding to the tower of algebras (2), the Jucys–Murphy elements of Ah have the following
fundamental properties: (i) these elements commute with each other, (ii) the Gelfand–Tsetlin basis of
an irreducible representation of Ah is uniquely determined by the eigenvalues of the actions of these
elements, and these eigenvalues distinguish the nonisomorphic irreducible representations of Ah, and (iii)
the sum of all the Jucys–Murphy elements of Ah is a central element of Ah.
Let Rn be the set consisting of n× n matrices whose entries are either 0 or 1 such that each row and
each column has at most one nonzero entry. The set Rn is a monoid with respect to matrix multiplication,
and Solomon [23] called Rn a rook monoid. Munn [18] characterized the irreducible representations of
the rook monoid algebra CRn in terms of the irreducible representations of the group algebra CSr of
the symmetric group Sr for 0 ≤ r ≤ n. The algebra CRn is semisimple over C and its irreducible
representations are indexed by the partitions of r, where 0 ≤ r ≤ n. Grood [8] constructed an analog of
the Specht modules for CRn.
Solomon [24] defined the q-rook monoid algebra In(q) over C(q), and when q = 1, it is the rook
monoid algebra CRn. Halverson [9] constructed the irreducible representations and defined Jucys–Murphy
elements of In(q). However, in [9, Section 3.1] the actions of the Jucys–Murphy elements on Gelfand–
Tsetlin vectors are not sufficient to distinguish the nonisomorphic irreducible representations of In(1).
In this paper, the first important result is to close this gap for q = 1, i.e., we give the Jucys–Murphy
elements of CRn.
Kudryavtseva and Mazorchuk [12] gave the Schur–Weyl duality between the actions of CRn and
a subalgebra of CAk(n) on (Cn)⊗k. This subalgebra, denoted by CIk, is the monoid algebra of the
submonoid Ik of Ak, where Ik consists of those partition diagrams each of whose block is propagating, i.e.,
a block which intersects nontrivially with both {1, 2, . . . , k} and {1′, 2′, . . . , k′}. The monoid Ik appeared
first time in a work of Fitzgerald and Leech [6] as a dual symmetric inverse monoid and as a categorical
dual of Rn. Maltcev [13] described a generating set of Ik and also determined the automorphisms of Ik.
Easdown, East, and Fitzgerald [4] gave a monoid presentation of Ik.
In this paper, we study the representation theory of monoid algebras CIk and CIk+ 12 := CIk+1 ∩
CAk+ 12 (ξ). These algebras are independent of the parameter ξ and are always semisimple over C. We
call CIk and CIk+ 12 totally propagating partition algebras. In the light of Schur–Weyl dualities of CIk and
CIk+ 12 with rook monoid algebras CRn and CRn−1, respectively, we also call CIk and CIk+ 12 partition
algebras of rook monoids (see Section 3.2).
The main results in this paper are as follows.
(a) For the rook monoid algebra:
(i) We give Jucys–Murphy elements (11) of CRn and describe their actions on the Gelfand–Tsetlin
bases of the irreducible representations of CRn in Theorem 2.10.
(ii) In Theorem 2.16, we compute the Kronecker product of Cn with any irreducible representation
of CRn.
(iii) As an application of Theorem 2.16 and Robinson–Schensted–Knuth row-insertion algorithm, we
give a bijective proof of [23, Example 3.18] in Theorem 2.20 which gives the multiplicity of an
irreducible representation of CRn in (Cn)⊗k involving a Stirling number of the second kind and
the number of standard Young tableaux.
(b) For totally propagating partition algebras:
2
(i) We construct a tower (37) of totally propagating partition algebras using the embedding (36)
CIk ⊂ CIk+ 12 . Theorem 3.13 proves that the Bratteli diagram for the tower (37) is a simple
graph.
(ii) We give Jucys–Murphy elements (45) of CIk and CIk+ 12 , and describe their actions on the
Gelfand–Tsetlin bases of irreducible representations of CIk and CIk+ 12 in Theorem 4.5. More-
over, Corollary 4.6 observes how the Jucys–Murphy elements give a spectral approach to the
representation theory of totally propagating partition algebras.
The outline of this paper is as follows. We start Section 2 with a brief overview of the irreducible
representations of CRn. In the rest of this section we give new results about the representation theory of
CRn, in particular, Jucys–Murphy elements of CRn (Section 2.2), and the Kronecker product of Cn with
an irreducible representation of CRn (Section 2.3). Section 2.4 contains a proof of Frobenius reciprocity
between modified induction and restriction rules for the inclusion CRn−1 ⊂ CRn.
Sections 3.1 and 3.2 include the preliminaries on partition algebras and Schur–Weyl dualities, re-
spectively. We define totally propagating partition algebras in Definition 3.5; Section 3.3 contains a
parametrization of their irreducible representations, a construction of a tower of totally propagating par-
tition algebras and the Bratteli diagram for this tower. Section 4 details about Jucys–Murphy elements
of totally propagating partition algebras.
2 The rook monoid algebra
Let Rn be the set of all n × n matrices whose entries are either 0 or 1 such that there is at most one
nonzero entry in each row and each column. Under the matrix multiplication Rn is a monoid, called the
rook monoid. The algebra CRn is called the rook monoid algebra. Section 2.1 contains a preliminary on
representation theory of CRn.
2.1 The irreducible representations of CRn
In this section, we give a well-known set of generators and relations of CRn as well as a construction of
the irreducible representations of CRn.
Generators and relations. For a transposition (l1, l2) ∈ Sn, its corresponding permutation matrix
in Rn is also denoted by (l1, l2). For 1 ≤ i ≤ n−1, let si denote (i, i+1). Let id denote the n×n identity
matrix. For 1 ≤ j ≤ n, let Pj ∈ Rn be the diagonal matrix whose first j diagonal entries are 0 and the
remaining diagonal entries are 1. From [9, Section 2], the set {si, Pj | 1 ≤ i ≤ n − 1 and 1 ≤ j ≤ n}
generates CRn. Recursively using the relation
Pj = Pj−1sj−1Pj−1 for 2 ≤ j ≤ n (3)
from [9, Lemma 1.4], we see that the set
{si, P1 | 1 ≤ i ≤ n− 1} (4)
is also a generating set of CRn. These generators satisfy the following relations:
(a) s2i = id, for 1 ≤ i ≤ n− 1, (b) sisi+1si = si+1sisi+1, for 1 ≤ i ≤ n− 1,
(c) sisj = sjsi, when |i− j| ≥ 2, (d) siP1 = P1si, for 2 ≤ i ≤ n− 1, and (e)P 21 = P1.
Irreducible representations. Let Λ≤n denote the set of all partitions of r, where 0 ≤ r ≤ n. Since
a partition can be written equivalently as a Young diagram, therefore we use the same notation Λ≤n to
denote the set of all Young diagrams with total number of boxes being r, where 0 ≤ r ≤ n. It will be
clear from the context whether we are considering a partition or its Young diagram. The Young diagram
∅ containing zero boxes corresponds to the unique partition of zero with zero parts. We draw Young
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diagrams by following the convention of writing matrices with X-axis running downwards and Y -axis
running to the right.
Definition 2.1. For λ ∈ Λ≤n, an n-standard tableau of shape λ is a filling of the Young diagram of
shape λ with entries from {1, . . . , n} such that entries strictly increase along each row from left to right
and along each column from top to bottom.
Let τλn be the set of all n-standard tableaux of shape λ. Fix L ∈ τλn . Let vL denote the symbol
indexed by L. Define
V λn := C-span{vL | L ∈ τλn}.
If i is an entry of a box in L, then we write i ∈ L. Define siL as follows: if i ∈ L, then replace i by i+ 1,
and if i+ 1 ∈ L, then replace i+ 1 by i, and the remaining entries in L are fixed. Note that siL /∈ τλn if
and only if i and i+ 1 appear consecutively in the same row or same column of L.
The content of a box b with coordinates (x, y) in a Young diagram is ct(b) := y − x. For α ∈ L, let
L(α) denote the box in L containing α. If α, α + 1 ∈ L, then by the definition of a n-standard tableau,
we have ct(L(α+ 1)) 6= ct(L(α)), and define
aL(α) =
1
ct(L(α+ 1))− ct(L(α)) . (5)
For 1 ≤ i ≤ n− 1, define an action of si on V λn as follows:
sivL =

vsiL if i ∈ L, i+ 1 /∈ L,
vsiL if i /∈ L, i+ 1 ∈ L,
vL if i /∈ L, i+ 1 /∈ L,
aL(i)vL + (1 + aL(i))vL′ if i ∈ L, i+ 1 ∈ L,
(6)
where
vL′ =
{
vsiL if siL ∈ τλn ,
0 otherwise.
Define an action of P1 on V
λ
n as follows:
P1vL =
{
vL if 1 /∈ L,
0 otherwise.
(7)
For 2 ≤ j ≤ n, using (3), (6) and (7), we get the action Pj on V λn as
PjvL =
{
vL if 1, . . . , j /∈ L,
0 otherwise.
(8)
Example 2.2. For λ = ∅, V λn is isomorphic to the trivial representation C of CRn. For λ = (1), V λn is
isomorphic to the defining representation Cn of CRn, i.e, the elements of Rn act on Cn by the matrix
multiplication.
Solomon [24] defined a quantum deformation of CRn, known as the q-rook monoid algebra, over C(q).
By specializing q = 1 in [9, Theorem 3.2], the following theorem gives a classification of the irreducible
representations of CRn.
Theorem 2.3. The set {V λn | λ ∈ Λ≤n} is a complete set of pairwise nonisomorphic irreducible repre-
sentations of CRn.
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The monoid Rn−1 is isomorphic to the submonoid of Rn consisting of elements whose (n, n)-th entry
is 1, so CRn−1 embeds inside CRn. The following proposition is [9, Corollary 3.3] which describes the
branching rule for the embedding CRn−1 ⊂ CRn.
For λ ∈ Λ≤n, let λ−,= denote the set consisting of ν ∈ Λ≤(n−1) such that either ν is obtained by
removing a box from an inner corner of λ or ν = λ. Similarly, for µ ∈ Λ≤n−1, let µ+,= denote the set
consisting of ν′ ∈ Λ≤n such that either ν′ is obtained by adding a box to an outer corner of µ or ν′ = µ.
For the definitions of an inner corner and an outer corner of a Young diagram, see [22, Definition 2.8.1].
Proposition 2.4 (Branching rule). For λ ∈ Λ≤n and µ ∈ Λ≤n−1, we have
ResCRnCRn−1(V
λ
n )
∼=
⊕
ν∈λ−,=
V νn−1, and Ind
CRn
CRn−1(V
µ
n−1) ∼=
⊕
ν′∈µ+,=
V ν
′
n .
From Proposition 2.4, we conclude that the Bratteli diagram for the tower of algebras
C ⊂ CR1 ⊂ CR2 ⊂ · · ·CRn ⊂ · · · (9)
is a simple graph. Figure 1 is the Bratteli diagram for the tower (9) up to level 3. (The definition of a
Bratteli diagram can be found in [19, p. 584]).
m = 0
m = 1
m = 2
m = 3
∅
∅
∅
∅
Figure 1: Bratteli diagram, up to level 3, for the tower of rook monoid algebras
Convention 2.5. For a graph G appearing in this article, a path in G from λ at the level r to µ at
the level s(> r) is a tuple of vertices (νt1 , νt2 , . . . , νty ) at the consecutive levels t1, t2, . . . , ty such that
t1 = r, ty = s, νt1 = λ, νty = µ and, for 1 ≤ i ≤ y − 1, there is an edge between νti and νti+1 .
The following lemma is analogous to the correspondence between the paths in the Bratteli diagram
for the tower of symmetric groups and the standard tableaux.
Lemma 2.6. For λ ∈ Λ≤n, a path from the vertex ∅ at the level m = 0 to the vertex λ at the level m = n
in the Bratteli diagram for the tower (9) corresponds to a unique n-standard tableau in τλn . Moreover,
this correspondence is a bijection.
Example 2.7. Using Lemma 2.6, for m = 3 and λ = , the paths (∅, , , ), (∅, , , ), and
(∅, ∅, , ) correspond to the 3-standard tableaux 1 2 , 1 3 , and 2 3 , respectively.
Remark 2.8. For λ ∈ Λ≤n, by Theorem 2.3, Proposition 2.4, and Lemma 2.6, we see that {vL | L ∈ τλn} is
the Gelfand–Tsetlin basis of the irreducible representation V λn of CRn. See Section 1 for Gelfand–Tsetlin
basis and Gelfand–Tsetlin vectors.
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2.2 Jucys–Murphy elements of the rook monoid algebra
Halverson [9, Section 3.1] defined Jucys–Murphy elements of the q-rook monoid algebra and described
their actions on Gelfand–Tsetlin vectors [9, Proposition 3.5]. It can be seen in Example 2.14 that when
q = 1, actions of the elements in [9, Section 3.1] on Gelfand–Tsetlin vectors do not distinguish the
nonisomorphic irreducible representations of CRn (see Section 1 for the properties of Jucys–Murphy
elements). In this section, we close this gap for q = 1.
For 2 ≤ i ≤ n, define Qi = (2, i− 1)(1, i)P2(1, i)(2, i− 1).
Lemma 2.9. Let λ ∈ Λ≤n. Then for the Gelfand–Tsetlin vector vL ∈ V λn corresponding to L ∈ τλn and
for 2 ≤ i ≤ n, we have
QivL =
{
vL if i− 1, i /∈ L,
0 otherwise.
(10)
Proof. Observe that Qi ∈ Rn is the diagonal matrix whose (i− 1)-th and i-th diagonal entries are 0 and
the remaining diagonal entries are 1. It can be seen that for i ≥ 3, we have Qi = si−2si−1Qi−1si−1si−2.
We use induction on i to prove (10). For i = 2, (10) follows from (8). For i ≥ 3, suppose that (10) is true
for some i− 1 and we prove it for i.
Case(i): i− 1 /∈ L and i /∈ L.
Subcase(a): i− 2 ∈ L. Then si−1si−2L is an n-standard tableau which does not contain both i− 2 and
i− 1. Using (6) and the induction hypothesis, Qi−1si−1si−2vL = vsi−1si−2L. Thus Qi−1vL = vL.
Subcase(b): i − 2 /∈ L. Then si−1si−2L = L, and using (6) si−1si−2vL = vL. Since i − 2 /∈ L and
i− 1 /∈ L, by the induction hypothesis we get Qi−1si−1si−2vL = vL, and so QivL = vL.
Case(ii): i− 1 ∈ L and i /∈ L. Then using (6) si−1si−2vL is a linear combination of vL′ for L′ ∈ τλn with
i− 2 ∈ L′. So by the induction hypothesis Qi−1si−1si−2vL = 0, and this implies QivL = 0.
The remaining cases are when i − 1 /∈ L, i ∈ L or when i − 1 ∈ L, i ∈ L. In both these cases, by
following similar reasoning as in Case(ii), we have Qi−1si−1si−2vL = 0, which implies QivL = 0. 
From [9, Section 3.1], we have the following elements of CRn:
X1 = 1− P1, and
Xi = si−1Xi−1si−1, for 2 ≤ i ≤ n.
For 1 ≤ i ≤ n, define γi := 1−Xi. Now, we define the new elements in CRn as follows:
X˜1 = 0, and
X˜i = si−1X˜i−1si−1 + si−1 − si−1γi−1 − γi−1si−1 +Qi, for 2 ≤ i ≤ n. (11)
In the following theorem, we describe the actions of elements (11) on the Gelfand–Tsetlin vectors.
Theorem 2.10. Let λ ∈ Λ≤n. Then for the Gelfand–Tsetlin vector vL ∈ V λn corresponding to L ∈ τλn
and for 1 ≤ i ≤ n, we have
XivL =
{
vL if i ∈ L,
0 otherwise,
(12)
and X˜ivL =
{
ct(L(i))vL if i ∈ L,
0 otherwise.
(13)
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Proof. Equation (12) is proved in [9, Proposition 3.5]. From (12), we have
γivL =
{
vL if i /∈ L,
0 otherwise.
(14)
We prove (13) using induction on i. For i = 1, the result is true as X˜1 = 0 and if 1 ∈ L, then ct(L(1)) = 0.
Assume that (13) holds for some i− 1, where i ≥ 3, and we prove (13) for i.
Case(i): i − 1 /∈ L and i /∈ L. Then using (6) si−1vL = vL and because i − 1 /∈ L so by the induction
hypothesis, si−1X˜i−1si−1vL = 0. By (14) γi−1si−1vL = vL and also si−1γi−1vL = vL, by Lemma 2.9
QivL = vL. Therefore X˜ivL = 0.
Case(ii): i− 1 ∈ L and i /∈ L. Since i− 1 /∈ si−1L and si−1vL = vsi−1L, by the induction hypothesis, we
have si−1X˜i−1si−1vL = 0. Since i− 1 ∈ L, by (14), si−1γi−1vL = 0, and by Lemma 2.9 QivL = 0. Again
by (14), γi−1si−1vL = vsi−1L. Combining all of these, we have X˜ivL = 0.
Case(iii): i − 1 /∈ L and i ∈ L. Since i − 1 ∈ si−1L such that (si−1L)(i − 1) = L(i) and also si−1vL =
vsi−1L, by the induction hypothesis we have si−1X˜i−1si−1vL = ct(L(i))vL. By (14) γi−1si−1vL = 0
and si−1γi−1vL = vsi−1L, and by Lemma 2.9 QivL = 0. Combining all of these, we have, X˜ivL =
ct(L(i))vL + vsi−1L − vsi−1L = ct(L(i))vL.
Case(iv): i − 1 ∈ L and i ∈ L. Using (6), we have si−1vL = aL(i−1)vL + (1 + aL(i−1))vL′ where
aL(i−1) = 1ct(L(i))−ct(L(i−1)) , and vL′ 6= 0 if and only if L′ = si−1L ∈ τλn , which contains both i − 1, i.
By (14), γi−1si−1vL = 0 and si−1γi−1vL = 0, and by Lemma 2.9 QivL = 0. Then we have X˜ivL =
si−1X˜i−1si−1vL + si−1vL.
Subcase(a): si−1L /∈ τλn . Then, i − 1 and i occur consecutively either in the same row or in the same
column of L. So aL(i−1) = ±1. Then,
si−1X˜i−1si−1vL + si−1vL = si−1X˜i−1(aL(i−1)vL) + aL(i−1)vL
= si−1(ct(L(i− 1))aL(i−1)vL) + aL(i−1)vL
= (ct(L(i− 1))(aL(i−1))2 + aL(i−1))vL,
where the second equality follows from the induction hypothesis. Now,
(ct(L(i− 1))(aL(i−1))2 + aL(i−1)) = aL(i−1)(ct(L(i− 1))aL(i−1) + 1)
= ct(L(i))(aL(i−1))2
= ct(L(i)), as aL(i−1) = ±1.
The second equality follows by substituting aL(i−1) = 1ct(L(i))−ct(L(i−1)) .
Subcase(b): si−1L ∈ τλn . In this case L′ = si−1L, so si−1L′ = L. Observe that
ct(L′(i− 1)) = ct(L(i)) and aL′(i−1) = −aL(i−1).
Then,
si−1X˜i−1si−1vL + si−1vL
= si−1X˜i−1[aL(i−1)vL + (1 + aL(i−1))vL′ ] + aL(i−1)vL + (1 + aL(i−1))vL′
= si−1[ct(L(i− 1))aL(i−1)vL + (1 + aL(i−1))ct(L(i))vL′ ] + aL(i−1)vL + (1 + aL(i−1))vL′
= ct(L(i− 1))aL(i−1)[aL(i−1)vL + (1 + aL(i−1))vL′ ]+
ct(L(i))(1 + aL(i−1))[−aL(i−1)vL′ + (1− aL(i−1))vL] + aL(i−1)vL + (1 + aL(i−1))vL′
= AvL +BvL′ ,
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where
A = ct(L(i− 1))a2L(i−1) + ct(L(i))(1 + aL(i−1))(1− aL(i−1)) + aL(i−1), and
B = ct(L(i− 1))aL(i−1)(1 + aL(i−1))− ct(L(i))(1 + aL(i−1))aL(i−1) + (1 + aL(i−1)).
Now we simplify the expressions of A and B. We have
A = ct(L(i− 1))a2L(i−1) + ct(L(i))(1 + aL(i−1))(1− aL(i−1)) + aL(i−1)
= ct(L(i− 1))a2L(i−1) + ct(L(i))(1− a2L(i−1)) + aL(i−1)
= ct(L(i)) + aL(i−1)[ct(L(i− 1))aL(i−1) − ct(L(i))aL(i−1) + 1]
= ct(L(i)) + aL(i−1)
(
ct(L(i− 1))
ct(L(i))− ct(L(i− 1)) −
ct(L(i))
ct(L(i))− ct(L(i− 1)) + 1
)
= ct(L(i)), and
B = ct(L(i− 1))aL(i−1)(1 + aL(i−1))− ct(L(i))(1 + aL(i−1))aL(i−1) + (1 + aL(i−1))
= (1 + aL(i−1))
(
ct(L(i− 1))
ct(L(i))− ct(L(i− 1)) −
ct(L(i))
ct(L(i))− ct(L(i− 1)) + 1
)
= 0.
Therefore, we have X˜ivL = ct(L(i))vL. 
Corollary 2.11. For 1 ≤ i, j ≤ n, we have XiXj = XjXi, XiX˜j = X˜jXi, and X˜iX˜j = X˜jX˜i.
Proof. Given λ ∈ Λ≤n, Theorem 2.10 says that each Xi and each X˜j , for 1 ≤ i, j ≤ n, acts diagonally on
the Gelfand–Tsetlin basis {vL | L ∈ τλn} of the irreducible representation V λn of CRn. By considering the
left regular representation of CRn, which is a faithful representation, we obtain all three commutation
results as stated in the corollary. 
Theorem 2.12. The elements κn :=
∑n
i=1Xi and κ˜n :=
∑n
i=1 X˜i are in the center of CRn.
Proof. It is enough to prove that κn and κ˜n commute with the generators P1, s1, s2, . . . , sn−1 of CRn.
Let 1 ≤ i ≤ n. By definition, Xi = (1− γi), so κn = n.1−
(∑n
i=1 γi
)
. To prove κn is a central element,
we show that
(∑n
i=1 γi
)
commutes with P1, s1, s2, . . . , sn−1.
Let s0 = id. Using induction on i, we have γi = si−1si−2 · · · s1P1s1 · · · si−2si−1, which is a diag-
onal matrix with (i, i)-th entry zero and the remanining entries one. So P1γi = γiP1 which implies
P1
(∑n
i=1 γi
)
=
(∑n
i=1 γi
)
P1. For 1 ≤ j < n, we have
sjγjsj = γj+1 and sjγj+1sj = γj ; sjγisj = γi when i /∈ {j, j + 1}. (15)
Thus sj
(∑n
i=1 γi
)
=
(∑n
i=1 γi
)
sj and κn is a central element of CRn.
Now we proceed towards proving that κ˜n is a central element of CRn. Recall that
X˜1 = 0 and for 2 ≤ i ≤ n, X˜i = si−1X˜i−1si−1 + si−1 − si−1γi−1 − γi−1si−1 +Qi.
For i ∈ {1, 2, 3}, it is easy to verify that P1X˜i = X˜iP1. By taking base step i = 3, we use induction
on i to prove
P1X˜i = X˜iP1 for 3 ≤ i ≤ n. (16)
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Note that
P1sj = sjP1 for 2 ≤ j ≤ n− 1, and (17)
P1D = DP1 for any diagonal matrix D ∈ Rn. (18)
Suppose (16) holds for 3 ≤ i < n. Then using (17), induction hypothesis, and that Qi and γi are the
diagonal matrices, we get P1X˜n = X˜nP1. Hence, P1κ˜n = κ˜nP1.
Note that κ˜n =
∑n
i=2 X˜i. For 2 ≤ i ≤ n, using induction on i, we can check that
X˜i =
i−1∑
r=1
(
(r, i) + (2, r)(1, i)P2(1, i)(2, r)− (r, i)γr − γr(r, i)
)
and so
n∑
i=2
X˜i =
n∑
i=2
i−1∑
r=1
(
(r, i) + (2, r)(1, i)P2(1, i)(2, r)− (r, i)γr − γr(r, i)
)
.
Since
∑n
i=2
∑i−1
r=1(r, i) ∈ CRn is the sum of all transpositions in Sn, we have
sj
n∑
i=2
i−1∑
r=1
(r, i) =
n∑
i=2
i−1∑
r=1
(r, i)sj for all 1 ≤ j < n.
Let L ⊂ Rn consist of diagonal matrices with exactly two diagonal entries zero and the remaining
diagonal entries one. Then
n∑
i=2
i−1∑
r=1
(2, r)(1, i)P2(1, i)(2, r) =
∑
M∈L
M.
For 1 ≤ j < n, since {sjMsj |M ∈ L} = L, we have
sj
( n∑
i=2
i−1∑
r=1
(2, r)(1, i)P2(1, i)(2, r)
)
sj = sj
( ∑
M∈L
M
)
sj =
∑
M∈L
sjMsj =
∑
M∈L
M.
Now in order to conclude that κ˜n is a central element of CRn, it remains to show the following for
1 ≤ j < n:
sj
n∑
i=2
i−1∑
r=1
(
(r, i)γr + γr(r, i)
)
=
n∑
i=2
i−1∑
r=1
(
(r, i)γr + γr(r, i)
)
sj . (19)
For 2 ≤ i ≤ n, 1 ≤ j < n and 1 ≤ r ≤ i− 1, the following relations can be observed using (15):
for i /∈ {j, j + 1} sj(j, i)γj = (j + 1, i)γj+1sj , sjγj(j, i) = γj+1(j + 1, i)sj , (20)
for i /∈ {j, j + 1} sj(j + 1, i)γj+1 = (j, i)γjsj , sjγj+1(j + 1, i) = γj(j, i)sj , (21)
for r, i /∈ {j, j + 1} sj(r, i)γr = (r, i)γrsj , sjγr(r, i) = γr(r, i)sj , (22)
for r /∈ {j, j + 1} sj(r, j)γr = (r, j + 1)γrsj , sj(r, j + 1)γr = (r, j)γrsj , (23)
for r /∈ {j, j + 1} sjγr(r, j) = γr(r, j + 1)sj , sjγr(r, j + 1) = γr(r, j)sj . (24)
For j = 1, (19) holds using (20)–(22). For 1 < j < n, we have
n∑
i=2
i−1∑
r=1
(
(r, i)γr + γr(r, i)
)
=
n∑
i=2,i/∈{j,j+1}
i−1∑
r=1
(
(r, i)γr + γr(r, i)
)
+ (j, j + 1)γj + γj(j, j + 1)
+
j−1∑
r=1
(
(r, j)γr + γr(r, j) + (r, j + 1)γr + γr(r, j + 1)
)
,
and now it can be seen that (19) holds using (20)–(24). 
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Remark 2.13. We observe from Theorem 2.10, Corollary 2.11 and Theorem 2.12 that the elements Xi,
X˜i, for 1 ≤ i ≤ n, play the role of Jucys–Murphy elements of CRn. Moreover, the Gelfand–Tsetlin vector
vL of CRn is completely determined by the eigenvalues of the action of Xi together with the eigenvalues
of the action of X˜i, for all 1 ≤ i ≤ n, on vL.
Example 2.14. Let 1 ≤ j ≤ n. For a partition λ of n, the eigenvalue of the action of Xj on the
Gelfand–Tsetlin vector vL, for L ∈ τλn , is one. So, given distinct partitions λ and µ of n, the eigenvalues
of the actions of Xi, for all 1 ≤ i ≤ n, on Gelfand–Tsetlin vectors do not distinguish the nonisomorphic
irreducible representations V λn and V
µ
n of CRn. Similarly, the eigenvalue of the action of X˜j on vL, for
L ∈ τ (1)n is zero, and also X˜j acts as zero on the trivial representation of CRn. Thus we need to consider
the actions of both Xi and X˜i, for all 1 ≤ i ≤ n, on the Gelfand–Tsetlin vectors to distinguish the
nonisomorphic irreducible representations of CRn.
2.3 Kronecker product
This section begins with the computation of the Kronecker product of the character of Cn with the
character of an irreducible representation of CRn (Theorem 2.16). For this, we first define some notation.
Given K = {i1, . . . , ir} ⊆ {1, 2, . . . , n} such that i1 < · · · < ir, let θK be the element of Rn whose
nonzero rows and columns are indexed by the elements of {1, 2, . . . , r} and K, respectively, such that
θKeij = ej for 1 ≤ j ≤ r. Let θtrK denote the transpose of θK . Following [23], we identify Sr with the
subgroup of monoid Rn consisting of matrices σ = (σi,j)1≤i,j≤n such that the submatrix (σp,q)1≤p,q≤r is
a permutation matrix of order r and the entries σs,t = 0 for all r + 1 ≤ s, t ≤ n.
Remark 2.15. For 1 ≤ r < n, one can also identify the symmetric group on r symbols with the
subgroup of monoid Rn consisting of matrices σ = (σi,j)1≤i,j≤n such that the submatrix (σp,q)1≤p,q≤r is
a permutation matrix of order r and the entries σs,t = 0 for all r+ 1 ≤ s, t ≤ n except the entry σr+1,r+1
which is 1. We denote this copy of the symmetric group on r symbols by S˜r. Given τ˜ ∈ S˜r, let τ denote
the element in Sr obtained from τ˜ by making the (r + 1, r + 1)-th entry zero. Then the map S˜r → Sr,
which sends τ˜ to τ , is a group isomorphism. For a partition λ of r, suppose that χλ is the character of
the irreducible representation of Sr corresponding to λ. Then the pullback of χλ is the character χ˜λ of
the irreducible representation of S˜r corresponding to λ. Also for τ˜ ∈ S˜r, we have χ˜λ(τ˜) = χλ(τ).
For σ ∈ Rn, let I(σ) be the set of indices of nonzero rows of σ. Let {e1, . . . , en} be the standard basis
of Cn. For a subset K of {1, 2, . . . , n}, the meaning of σK = K is that for every i ∈ K, there exists
j ∈ K such that σei = ej . For a positive integer r, define
Cσ,r = {K ⊆ I(σ) | |K| = r, σK = K},
where |K| denotes the cardinality of K. For K ∈ Cσ,r, note that θKσθtrK ∈ Sr. For the character χ of a
representation of CSr and σ ∈ Rn, define
χ∗(σ) :=
∑
K∈Cσ,r
χ(θKσθ
tr
K). (25)
Then from [23, Theorem 2.30] χ∗ is the character of a representation of CRn. Let |λ| denote the total
number of boxes in λ ∈ Λ≤n. For the character χλ of the irreducible representation of the symmetric
group S|λ| corresponding to λ ∈ Λ≤n, the character of the irreducible representation of CRn corresponding
to λ is χ∗λ, obtained using (25). By combining [23, Theorem 2.24] and [23, Theorem 2.30], we note that
the characters of the irreducible representations of CRn arise as defined in (25).
Given λ ∈ Λ≤n, we define λ−+ to be the set of all Young diagrams µ obtained from λ in the following
way: first remove a box from an inner corner of λ to obtain a Young diagram ω; and then add a box
to an outer corner of ω to obtain µ. Also, we define λ+,n to be the set of all Young diagrams in Λ≤n
obtained from λ by adding a box to an outer corner.
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Theorem 2.16. Let λ ∈ Λ≤n be a partition of r. The Kronecker product of χ∗(1) and χ∗λ is given by
χ∗(1)χ
∗
λ =
∑
µ∈λ−+∪λ+,n
χ∗µ.
Proof. For r = 0, since χ∗λ is the character of the trivial representation of CRn, therefore Theorem 2.16
holds. Assume 1 ≤ r ≤ n. Let σ ∈ Rn and ν = (1). Then using (25) we have
(χ∗νχ
∗
λ)(σ) = χ
∗
ν(σ)χ
∗
λ(σ) =
( ∑
L∈Cσ,1
χν(θLσθ
tr
L )
)( ∑
K∈Cσ,r
χλ(θKσθ
tr
K)
)
=
∑
K∈Cσ,r
( ∑
L∈Cσ,1
χν(θLσθ
tr
L )
)
χλ(θKσθ
tr
K)
=
∑
K∈Cσ,r
( ∑
L∈Cσ,1
L⊆K
χν(θLσθ
tr
L )
)
χλ(θKσθ
tr
K) +
∑
K∈Cσ,r
( ∑
L∈Cσ,1
L*K
χν(θLσθ
tr
L )
)
χλ(θKσθ
tr
K). (26)
Since ν = (1), therefore, for L ∈ Cσ,1, χν(θLσθtrL ) = 1. This implies that
∑
L∈Cσ,1
L⊆K
χν(θLσθ
tr
L ) is equal to
the number of fixed points of θKσθ
tr
K , which is also the character value at θKσθ
tr
K of the character of the
defining representation Cr of Sr. By the tensor identity [10, Equation(3.18)] followed by the induction
and restriction rules for the symmetric groups, we have
(the number of fixed points of θKσθ
tr
K)χλ(θKσθ
tr
K) =
∑
µ∈λ−+
χµ(θKσθ
tr
K).
Also, the second term in (26), for r = n, is zero and otherwise it becomes
∑
K∈Cσ,r
( ∑
L∈Cσ,1
L*K
χλ(θKσθ
tr
K)
)
. In
the following we prove that (Ind
Sr+1
S˜r
(χ˜λ))
∗(σ) =
∑
K∈Cσ,r
( ∑
L∈Cσ,1
L*K
χλ(θKσθ
tr
K)
)
. Using (25) and the formula
for an induced character (see [7, Equation(3.18)]), we have
(Ind
Sr+1
S˜r
(χ˜λ))
∗(σ) =
∑
M∈Cσ,r+1
Ind
Sr+1
S˜r
(χ˜λ)(θMσθ
tr
M )
=
∑
M∈Cσ,r+1
( ∑
i∈{1,2,...,r+1}
θMσθ
tr
M
(ei)=ei
χλ((i, r + 1)θMσθ
tr
M (i, r + 1))
)
. (27)
For i ∈M , θtrMθM (ei) = ei and zero otherwise; similarly, θMθtrM is the identity element of Sr+1. Thus, for
i ∈ {1, 2, . . . , r+ 1}, θMσθtrM (ei) = ei if only if σ(θtrM (ei)) = θtrM (ei). So the inner sum of (27) contributes
zero for M ∈ Cσ,r+1 which does not contain a fixed point of σ. Also there is one-to-one correspondence
between the sets
{(M, j)|M ∈ Cσ,r+1 and j ∈M such that σ(ej) = ej}
and {(K,L) ∈ Cσ,r × Cσ,1|L * K}. Therefore, for σ′ = (θK∪L(L), r + 1), (27) simplifies to∑
K∈Cσ,r
( ∑
L∈Cσ,1
L*K
χ˜λ(σ
′θK∪LσθtrK∪Lσ
′
)
.
The rank of σ′θK∪LσθtrK∪Lσ
′ is r + 1 with (i, j)-th same as (i, j)-th entry of (θKσθtrK), for 1 ≤ i, j ≤ r,
and (r+ 1, r+ 1)-th entry being 1. By Remark 2.15, χ˜λ(σ
′θK∪LσθtrK∪Lσ
′) = χλ(θKσθtrK). This completes
the proof. 
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Corollary 2.17. For λ ∈ Λ≤n, the Kronecker product of V λn with Cn deomposes as follows
Cn ⊗ V λn ∼=
⊕
µ∈λ−+∪λ+,n
V µn .
Proof. The characters of Cn and V λn are χ∗(1) and χ
∗
λ, respectively. Since the character of the Kronecker
product of representations is the product of their characters, the result follows from Proposition 2.16. 
We now build an undirected graph R̂(n). The set R̂k(n) of the vertices at the level k of R̂(n) consists
of Young diagrams λ such that 1 ≤ |λ| ≤ min{k, n}. For λ ∈ R̂k(n) and µ ∈ R̂k+1(n), there is an edge
between λ and µ if and only if µ ∈ λ−+ ∪λ+,n. For n ≥ 3, Figure 2 depicts the graph R̂(n) up to level 3.
Remark 2.18. Let Pk,λ denote the set of paths (see Convention 2.5 for the definition of a path), in the
graph R̂(n), starting from the Young diagram corresponding to (1) at level 1 and ending at the Young
diagram λ at level k. Then from Corollary 2.17, the multiplicity of V λn in (Cn)⊗k is the cardinality of
Pk,λ.
k = 1
k = 2
k = 3
Figure 2: R̂(n) up to level 3
Solomon [23, Example 3.18] gave a formula for the multiplicity of V λn in (Cn)⊗k. In Theorem 2.20,
we give a bijective proof of his formula, and for this we need the following definitions and notation.
1. For Young diagrams λ and µ, if µ is contained in λ, then we write µ ⊂ λ and in addition, if λ and
µ differ by only one box then we denote this box as λ/µ = .
2. (Maximum-entry order) For a set partition pi of {1, 2, . . . , k}, we underline the maximum entry of
each block of pi. Given blocks B1 and B2 of pi, if the maximum entry of B1 is strictly less than the
maximum entry of B2, then we write B1 < B2. This defines a total order on pi, which is called the
maximum-entry order in [1, Definition 3.14]. For the definition of a set partition and its blocks, see
Section 3.1.
3. (Set-partition tableau) Let λ be a Young diagram. A set tableau T of shape λ is a filling of boxes
of λ with mutually disjoint nonempty finite subsets of Z>0. From [1, Definition 3.14], if the set of
the entries of a set tableau T is a set-partition of {1, 2, . . . , k} for some k ∈ Z>0, then T is called
a set-partition tableau. If the entries of a set tableau (respectively, set-partition tableau) strictly
increase, with respect to the maximum-entry order, along the rows from left to right and along
the coulmns from top to bottom, then it is called a standard set tableau (respectively, standard
set-partition tableau).
4. (Robinson–Schensted–Knuth row-insertion) Given a standard set tableau T and a finite nonempty
subset b of Z>0 which is disjoint from the entries of T , let (T ← b) denote the Robinson–Schensted–
Knuth (RSK) row-insertion of b into T . For an explicit algorithm of RSK row-insertion, we refer
to [25, Section 7.11].
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Example 2.19. For the set partition pi = {{1}, {2, 3}} of {1, 2, 3}, the maximum-entry order on the
blocks of pi is depicted as {1}, {2, 3}. For λ = (2), {1} {2,3} is the standard set-partition tableau filled
with pi.
Theorem 2.20. Let λ ∈ Λ≤n be a partition of r. Then the multiplicity of V λn in (Cn)⊗k is S(k, r)fλ,
where S(k, r) is a Stirling number of the second kind and fλ is the number of standard Young tableaux
of shape λ.
Proof. Let Ŝk,λ denote the set of all standard set-partition tableaux of shape λ filled with any set partition
of {1, 2, . . . , k} into r blocks. The cardinality of Ŝk,λ is S(k, r)fλ. To prove the theorem, following
Remark 2.18, we give a bijection between Pk,λ and Ŝk,λ (the idea of such a bijection comes from [3, Section
5.3]).
Given Tk ∈ Ŝk,λ, below we define a path (γ(1) = (1), γ(2), . . . , γ(k) = λ) ∈ Pk,λ.
1. Remove the inner corner filled with the set b containing k from Tk, and let Tk− 12 denote the resulting
standard set tableau with total number of boxes r− 1. Let b′ = b \ {k}. If b′ is empty, then Tk− 12 is
a standard set-partition tableau filled with a set partition of {1, 2, . . . , k − 1} into r − 1 blocks and
define Tk−1 := Tk− 12 . If b
′ is nonempty, then perform RSK row-insertion (Tk− 12 ← b′) to obtain a
standard set-partition tableau Tk−1 filled with a set partition of {1, 2, . . . , k− 1} into r blocks. Let
γ(k−1) be the shape of Tk−1.
2. Repeat Step 1 until we reach γ(1) at the level 1.
Conversely, given a path (γ(1) = (1), γ(2), . . . , γ(k) = λ) ∈ Pk,λ, we recursively construct a sequence
T1, T2, . . . , Tk such that Ti ∈ Ŝi,γ(i) for 1 ≤ i ≤ k. Note that T1 is the set-partition tableau of shape (1)
filled with {1}. Note that by the definition of a path in Pk,λ, γ(i) ∈ (γ(i−1))−+ ∪ (γ(i−1))+,n, therefore,
for i = 2, . . . , k, we can construct Ti from Ti−1 by performing the following cases:
1. If γ(i)/γ(i−1) = , then Ti is same as Ti−1 with the additional box of Ti filled with {i}.
2. Suppose γ(i) is obtained from γ(i−1) by first removing an inner corner, resulting into a Young dia-
gram γ(i−
1
2 ), and then adding an outer corner to γ(i−
1
2 ). Then using RSK row-insertion algorithm,
there exists a unique standard set tabelau Ti− 12 of shape γ
(i− 12 ) and a unique set partition b of
{1, 2, . . . , i − 1} such that Ti−1 = (Ti− 12 ← b). Note that γ(i−
1
2 ) ⊂ γ(i) such that γ(i)/γ(i− 12 ) = .
The standard set-partition tableau Ti is same as T(i− 12 ) with the additional box γ
(i)/γ(i−
1
2 ) =
filled with b ∪ {i}. 
Example 2.21. We illustrate that the path
(
, ,
)
in R̂(3) corresponds to the standard
set-partition tableau
{1}
{2,3}
. For the given path, we have γ(1) = , γ(2) = , γ(3) = . So T1 =
{1}
,
and since γ(2)/γ(1) = , we have T2 =
{1} {2} . Also, γ(3) is obtained from γ(2) by first removing a box
which results in γ(
5
2 ) = and then adding a box to γ(
5
2 ). By RSK row-insertion, we have T 5
2
= {1}
and b = {2} such that T2 = T 5
2
← b. By the algorithm discussed in the proof of Theorem 2.20, T3 is
same as T 5
2
with the additional box γ(3)/γ(
5
2 ) = filled with {2, 3}, i.e, T3 = {1}
{2,3}
. Similarly, the
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paths
(
γ(1) = , γ(2) = , γ(3) =
)
and
(
γ(1) = , γ(2) = , γ(3) =
)
correspond to the
standard set-partition tableaux
{2}
{1,3}
and
{1,2}
{3}
, respectively.
2.4 Modified induction and restriction rules
This section defines modified induction and modified restriction rules between CRn−1 and CRn. We
prove the corresponding Frobenius reciprocity. An important application of this is to prove, in The-
orem 3.13(ii), that the branching rule for inclusion CIk+ 12 ⊂ CIk+1 of totally propagating partition
algebras is multiplicity free.
For λ ∈ Λ≤n−1, define λ+ to be the set of all Young diagrams in Λ≤n obtained from λ by adding a
box to an outer corner. Define the modified induction rule as follows
Înd
CRn
CRn−1
( ⊕
λ∈Λ≤n−1
(V λn−1)
⊕mλ) = ⊕
λ∈Λ≤n−1
( ⊕
ν∈λ+
V νn
)⊕mλ , where mλ ∈ Z>0.
Proposition 2.22 (Tensor identity). For a representation M of CRn, we have
Înd
CRn
CRn−1(Res
CRn
CRn−1 M)
∼= (M ⊗ Cn). (28)
Proof. When M = V λn for λ ∈ Λ≤n, (28) holds using Proposition 2.4, the definition of Înd
CRn
CRn−1(−)
and Corollary 2.17. For an arbitrary representation of CRn, the result follows by using the complete
reducibility and by observing that Înd
CRn
CRn−1(−) preserves the direct sums. 
Proposition 2.23. For k ∈ Z≥0, we have
(Înd
CRn
CRn−1(Res
CRn
CRn−1V
∅
n ))
k ∼= (Cn)⊗k. (29)
Proof. For k = 0, both sides of (29) are isomorphic to the trivial representation C of CRn. We prove
the result using induction on k. For k = 1, Înd
CRn
CRn−1(Res
CRn
CRn−1V
∅
n )
∼= V (1)n ∼= Cn. For k ≥ 2, suppose
that (29) holds for some k − 1. Then,
(Înd
CRn
CRn−1(Res
CRn
CRn−1V
∅
n ))
k = Înd
CRn
CRn−1(Res
CRn
CRn−1((Înd(Res
CRn
CRn−1V
∅
n ))
k−1).
Now using the induction hypothesis for k − 1 and Proposition 2.22, we get the required result. 
For λ ∈ Λ≤n, define λ− to be the set of all Young diagrams in Λ≤n−1 obtained from λ by removing a
box from an inner corner. Define the modified restriction rule as follows
R̂es
CRn
CRn−1
( ⊕
λ∈Λ≤n
(V λn )
⊕nλ) = ⊕
λ∈Λ≤n
( ⊕
µ∈λ−
V µn−1
)⊕nλ , where nλ ∈ Z>0.
Proposition 2.24 (Frobenius reciprocity). Let V and W be representations of CRn and CRn−1, respec-
tively. Then
HomCRn(Înd
CRn
CRn−1(W ), V )
∼= HomCRn−1(W, R̂es
CRn
CRn−1(V )). (30)
14
Proof. Since the rook monoid algebra over C is semisimple, it is enough to prove (30) for V = V λn and
W = V µn−1, where λ ∈ Λ≤n and µ ∈ Λ≤n−1, respectively. Then,
HomCRn(Înd
CRn
CRn−1(V
µ
n−1), V
λ
n ) = HomCRn(
⊕
ν∈µ+
V νn , V
λ
n ) =
{
HomCRn(V
λ
n , V
λ
n ) if λ ∈ µ+,
{0} otherwise.
Similarly,
HomCRn−1(V
µ
n−1, R̂es
CRn
CRn−1(V
λ
n )) = HomCRn−1(V
µ
n−1,
⊕
ν′∈λ−
V ν
′
n−1)
=
{
HomCRn−1(V
µ
n−1, V
µ
n−1) if µ ∈ λ−,
{0} otherwise.
Since λ ∈ µ+ if and only if µ ∈ λ−, and HomCRn(V λn , V λn ) ∼= C ∼= HomCRn−1(V µn−1, V µn−1), therefore (30)
holds. 
3 Totally propagating partition algebras
The totally propagating partition algebra (Definition 3.5) is a subalgebra of the partition algebra (Defini-
tion 3.2). In this section, we give an indexing set of the irreducible representations of totally propagating
partition algebras and show that the Bratteli diagram for the tower of these algebras is a simple graph.
Let us first begin with a brief overview of partition algebras.
3.1 Partition algebras
A set partition of a finite set A is a collection {B1, B2, . . . , Bs} of mutually disjoint nonempty sets such
that unionsqsp=1Bp = A, where s ∈ Z>0. The sets Bp’s are called the blocks of the given set partition.
Given a set partition of {1, 2, . . . , k, 1′, 2′, . . . , k′}, draw an undirected graph whose vertices are ar-
ranged in two rows such that the top row consists of the vertices 1, 2, . . . , k, the bottom row consists of
the vertices 1′, 2′, . . . , k′; and there is a path between two vertices if and only if both vertices lie in the
same block of the set partition. This graph is called the partition diagram corresponding to the given set
partition. The connected components of a partition diagram are called its blocks, and these correspond
to the blocks of the associated set partition.
Example 3.1. The set partition {{1, 2, 1′, 3′}, {4, 2′}, {3, 4′}} of {1, 2, 3, 4, 1′, 2′, 3′, 4′} corresponds to the
partition diagram in Figure 3:
1 2 3 4
1′ 2′ 3′ 4′
Figure 3: An example of partition diagram
Let Ak denote the set of all partition diagrams on {1, 2, . . . , k, 1′, 2′ . . . , k′}. For d1, d2 ∈ Ak, the
composition d1 ◦ d2 ∈ Ak is the concatenation of partition diagrams obtained by placing d1 above d2,
identifying the bottom row of d1 with the top row of d2, and excluding the connected components that
lie entirely in the middle row. With respect to the composition of partition diagrams, Ak is a monoid.
Let Ak+ 12 be the submonoid of Ak+1 consisting of partition diagrams whose vectices (k+ 1) and (k+ 1)
′
are always in the same block.
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Definition 3.2. (i) For ξ ∈ C, let CAk(ξ) = C-span{d | d ∈ Ak}. Given basis elements d1, d2 ∈ Ak,
define a multiplication in CAk(ξ) as follows:
d1d2 := ξ
ld1 ◦ d2, (31)
where l is the number of connected components that lie entirely in the middle row while computing
d1 ◦ d2. With respect to the multiplication (31), CAk(ξ) is a unital associative algebra over C.
(ii) Let CAk+ 12 (ξ) = C-span{d | d ∈ Ak+ 12 }. The subspace CAk+ 12 (ξ) is a subalgebra of CAk+1(ξ).
Both CAk(ξ) and CAk+ 12 (ξ) are called partition algebras.
Example 3.3. Let d1 and d2 be the partition diagrams corresponding to {{1, 3}, {2, 1′}, {4}, {2′, 3′}, {4′}}
and {{1, 4′}, {2}, {3}, {4}, {1′}, {2′, 3′}}, respectively. The multiplication d1d2 in CA4(ξ) is illustrated in
Figure 4.
d1 =
1 2 3 4
1′ 2′ 3′ 4′
d2 =
1 2 3 4
1′ 2′ 3′ 4′
d1d2 = ξ
2
1 2 3 4
1′ 2′ 3′ 4′
Figure 4: Multiplication
We recall from [11, p. 5] the orbit basis of CAk(ξ) which will be relevant in Section 4. For d1, d2 ∈ Ak,
we say d1 is coarser than d2 if for i and j in the same block of d2 then i and j are in the same block of
d1. The notation d1 ≤ d2 means that d1 is coarser than d2 and this defines a partial order on Ak. For
d ∈ Ak, define xd ∈ CAk(ξ) to be the element uniquely satisfying the following relation
d =
∑
d′≤d
xd′ . (32)
By linearly extending the partial order, it can be seen that the transition matrix between {d | d ∈ Ak}
and {xd | d ∈ Ak} is unitriangular. So {xd | d ∈ Ak} is also a basis, called the orbit basis, of CAk(ξ).
The structure constants of CAk(ξ) with respect to the orbit basis were first given in online notes [21] and
later these also appeared in [2, Theorem 4.8] and [17, Lemma 3.1].
For d1, d2 ∈ Ak, a block in d1 ◦ d2 is called an internal block if it lies entirely in the middle row while
computing d1 ◦ d2. For 1 ≤ i, j ≤ k, whenever i′ and j′ are in the same block in d1 if and only if i and j
are in the same block in d2, then we say that the bottom row of d1 matches with the top row of d2.
Lemma 3.4. For d1, d2 ∈ Ak, the multiplication of xd1 and xd2 in CAk(ξ) is given by
xd1xd2 =

∑
d
cdxd if the bottom row of d1 matches with the top row of d2,
0 otherwise,
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where the sum is taken over all those d in Ak such that d is coarser than d1 ◦ d2 and the coarsening is
done by connecting a block of d1 which is contained entirely in the top row of d1 with a block of d2 which
is contained entirely in the bottom row of d2 and
cd = (ξ − |d|)[d1◦d2],
where |d| is the number of blocks in d, [d1 ◦ d2] is the number of internal blocks in d1 ◦ d2, and for any
polynomial f(ξ) in ξ, b ∈ Z≥0,
(f(ξ))b :=
{
f(ξ)(f(ξ)− 1) · · · (f(ξ)− b+ 1) if b > 0,
1 if b = 0.
Totally propagating partition algebras. A block B of a partition diagram in Ak is called a
propagating block if B contains vertices from both top and bottom rows, i.e.,
B ∩ {1, 2, . . . , k} 6= ∅ and B ∩ {1′, 2′, . . . , k′} 6= ∅.
Let Ik be the submonoid of Ak consisting of partition diagrams each of whose blocks are propagating
blocks. Let Ik+ 12 := Ak+
1
2
∩ Ik+1.
Definition 3.5. For t ∈ 12Z>0, define CIt = C-span{d | d ∈ It}. The subspace CIt is a subalgebra of
CAt(ξ). We call CIt the totally propagating partition algebra.
An important observation is that the multiplication in CIt does not depend on the multiplication
factor ξ. Specifically, for d1, d2 ∈ It, the multiplication in CIt is given by
d1d2 = d1 ◦ d2,
since there are no connected components which lie entirely in the middle row while computing d1 ◦ d2.
For d ∈ It, any partition diagram coarser than d is also an element of It and therefore, xd ∈ CIt.
Lemma 3.4 implies the following corollary which specializes xd1xd2 for d1, d2 ∈ It.
Corollary 3.6. For d1, d2 ∈ It, the multiplication of xd1 and xd2 in CIt is given by
xd1xd2 =
{
xd1◦d2 if the bottom row of d1 matches with the top row of d2,
0 otherwise.
3.2 Schur–Weyl dualities
The symmetric group Sn acts on the vector space V = Cn with the standard basis {e1, e2, . . . , en}
naturally, i.e., β.ei = eβ(i), where β ∈ Sn and 1 ≤ i ≤ n. The k-fold tensor space V ⊗k with a basis
{ei1 ⊗ ei2 ⊗ · · · ⊗ eik | 1 ≤ i1, i2, . . . , ik ≤ n} (33)
is a representation of Sn with respect to the diagonal action. We identify Sn−1 with the subgroup
consisting of permutation matrices in Sn which fix en. With this identification, V
⊗(k+ 12 ) := V ⊗k ⊗ en is
a representation of Sn−1.
The partition algebra CAk(n) acts on V ⊗k on the right by the following map:
φk : CAk(n)→ EndC(V ⊗k),
where, for d ∈ Ak, the map φk(d) on the basis element ei1 ⊗ ei2 ⊗ · · · ⊗ eik is given by
(ei1 ⊗ ei2 ⊗ · · · ⊗ eik)φk(d) =
∑
1≤i1′ ,i2′ ,...,ik′≤n
(φk(d))
i1,i2...,ik
i1′ ,i2′ ...,ik′
ei1′ ⊗ ei2′ ⊗ · · · ⊗ eik′
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with the coefficients
(φk(d))
i1,i2...,ik
i1′ ,i2′ ...,ik′
=
{
1 if ir = is when r and s are in the same block of d,
0 otherwise.
(34)
By the definition of xd in (32), we see that the coefficient of ei1′⊗ei2′⊗· · ·⊗eik′ in the linear expansion
of (ei1 ⊗ ei2 ⊗ · · · ⊗ eik)φ(xd) with respect to the basis (33) is
(φk(xd))
i1,i2...,ik
i1′ ,i2′ ...,ik′
=
{
1 if ir = is if and only if r and s are in the same block of d,
0 otherwise.
(35)
Let φk+ 12 : CAk+ 12 (n) → EndC(V ⊗(k+
1
2 )) denote the restriction φ(k+1)|CA
k+1
2
(n)
of the map φk+1 to
CAk+ 12 (n). The map φk+ 12 gives a right action of CAk+ 12 (n) on V
⊗(k+ 12 ). We recall Schur–Weyl dualities
between partition algebras and symmetric groups from [10, Theorem 3.6].
Theorem 3.7. (i) The image of φk : CAk(n) → EndC(V ⊗k) is EndCSn(V ⊗k). The kernel of φk is
C-span {xd | d has more than n blocks}. Thus, for n ≥ 2k, CAk(n) ∼= EndCSn(V ⊗k).
(ii) The image of φk+ 12 : CAk+ 12 (n) → EndC(V ⊗(k+
1
2 )) is EndCSn−1(V
⊗(k+ 12 )). The kernel of φk+ 12 is
C-span {xd | d has more than n blocks}. Thus, for n ≥ 2k + 1, CAk+ 12 (n) ∼= EndCSn−1(V ⊗(k+
1
2 )).
Let ψ˜k : CRn → EndC(V ⊗k) be the algebra homomorphism arising from the action of CRn on V ⊗k
and let φ˜k be the restriction map φk|CIk of φk to CIk. For d ∈ Ik, since each block of d is propagating,
therefore from (34) we have:
(ei1 ⊗ ei2 ⊗ · · · ⊗ eik)φ˜k(d) =

ei1′ ⊗ ei2′ ⊗ · · · ⊗ eik′ if ir = is when r and s are in
the same block of d,
0 otherwise.
The following theorem is the Schur–Weyl duality [12, Theorem 1] between the actions of CIk and
CRn on V ⊗k.
Theorem 3.8. (i) The image of φ˜k : CIk → EndC(V ⊗k) is EndCRn(V ⊗k). The kernel of φ˜k is C-span
{xd | d ∈ Ik and d has more than n blocks}. In particular, when n ≥ k, CIk ∼= EndCRn(V ⊗k).
(ii) The image of ψ˜k : CRn → EndC(V ⊗k) is EndCIk(V ⊗k).
Let ψ˜k+ 12 : CRn−1 → EndC(V ⊗(k+
1
2 )) be the algebra homomorphism arising from the action of CRn−1
on V ⊗(k+
1
2 ) and let φ˜k+ 12 be the restriction map φk+
1
2 |CIk+1
2
of φk+ 12 to CIk+ 12 . Then as a corollary of
Theorem 3.7 and Theorem 3.8, we obtain:
Corollary 3.9. (i) The image of φ˜k+ 12 : CIk+ 12 → EndC(V ⊗(k+
1
2 )) is EndCRn−1(V
⊗(k+ 12 )). The kernel
of φ˜k+ 12 is C-span {xd | d ∈ Ik+ 12 and d has more than n blocks}. In particular, when n ≥ k + 1,
CIk+ 12
∼= EndCRn−1(V ⊗(k+
1
2 )).
(ii) The image of ψ˜k+ 12 : CRn−1 → EndC(V ⊗(k+
1
2 )) is EndCI
k+1
2
(V ⊗(k+
1
2 )).
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3.3 Irreducible representations of totally propagating partition algebras
We describe indexing sets of the irreducible representations of CIk and CIk+ 12 , and determine the branch-
ing rule for CIk ⊂ CIk+ 12 ⊂ CIk+1. It is important to note that the embedding (36) CIk ⊂ CIk+ 12 is not
induced from the embedding [10, Equation (2.2)] of partition algebras CAk(ξ) ⊂ CAk+ 12 (ξ).
Theorem 3.10. For k ∈ Z>0, the irreducible representations of CIk and CIk+ 12 are indexed by the
elements of Îk := Λ≤k \ {∅} and Îk+ 12 := Λ≤k, respectively.
Proof. Choose n ∈ Z>0 such that n ≥ k. By applying Corollary 2.17, we see that in the decomposition
of V ⊗k, only those irreducible representations of CRn appear which are indexed by the elements of Îk.
Since n ≥ k, by Theorem 3.8 we have CIk ∼= EndCRn(V ⊗k). So, by the centralizer theorem [10, Theorem
5.4], the irreducible representations of CIk are indexed by the elements of Îk.
Similarly, by choosing n ∈ Z>0 such that n ≥ k + 1 and then applying Corollary 3.9, Proposition 2.4
and the centralizer theorem, we get that the irreducible representations of CIk+ 12 are indexed by the
elements of Îk+ 12 . 
Suppose Iλk and I
µ
k+ 12
denote the irreducible representations indexed by λ ∈ Îk and µ ∈ Îk+ 12 of CIk
and CIk+ 12 , respectively.
Theorem 3.11. (i) For n ≥ k, as a (CRn,CIk)-bimodule we have V ⊗k ∼=
⊕
λ∈Îk V
λ
n ⊗ Iλk .
(ii) For n ≥ k + 1, as a (CRn−1,CIk+ 12 )-bimodule we have V ⊗k ∼=
⊕
µ∈Î
k+1
2
V µn−1 ⊗ Iµk+ 12 .
Proof. The proof of the first part (respectively, the second part) is an application of Theorem 3.8 (re-
spectively, Corollary 3.9), Theorem 3.10, and the centralizer theorem. 
A tower, branching rule and the Bratteli diagram. For k ∈ Z>0, define the following embedding
ηk : CIk → CIk+ 12 , ηk(xd) = xd′ , (36)
where, given d ∈ Ik, the element d′ ∈ Ik+ 12 is obtained from d by adding the block {(k + 1), (k + 1)′}.
Corollary 3.6 implies that ηk is an algebra homomorphism. Using (36), we have the following tower of
totally propagating partition algebras:
CI 1
2
= CI1 ⊂ CI 3
2
⊂ CI2 ⊂ · · · . (37)
We state the following theorem from [20, Theorem 5.9] in order to describe the branching rule for
the embedding CIk ⊂ CIk+ 12 in Theorem 3.13(i). The branching rule for CIk+ 12 ⊂ CIk+1 is given in
Theorem 3.13(ii).
Theorem 3.12. Let A be a subalgebra of an algebra B and let M be a finite dimensional repesentation of
B, which is a semisimple representation of both B and A. Let W and V be representations of B and A, re-
spectively, both being subrepresentations of M . Then, the multiplicity of the representation HomB(M,W )
of EndB(M) in the restriction of the representation HomA(M,V ) of EndA(M) to EndB(M) is equal to
the multiplicity of V in the restriction of W from B to A.
Theorem 3.13 (Branching rule). (i) For µ ∈ Îk+ 12 ,
Res
CI
k+1
2
CIk I
µ
k+ 12
∼=
{
I
(1)
k if µ = ∅,⊕
ν∈µ+,= I
ν
k if µ 6= ∅.
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(ii) For λ ∈ Îk+1, we have ResCIk+1CI
k+1
2
Iλk+1
∼= ⊕µ∈λ− Iµk+ 12 .
Proof. (i) The result follows from Theroem 3.11 and Theorem 3.12.
(ii) Choose n ∈ Z>0 such that n ≥ k + 1. Then,
Res
CIk+1
CI
k+1
2
Iλk+1
∼= ResCIk+1CI
k+1
2
HomCRn(V
⊗(k+1), V λn ), by the part (i) of Theorem 3.11
∼= ResCIk+1CI
k+1
2
HomCRn((Înd
CRn
CRn−1 Res
CRn
CRn−1 V
∅
n )
k+1, V λn ), by Proposition 2.23
∼= ResCIk+1CI
k+1
2
HomCRn−1((Înd
CRn
CRn−1 Res
CRn
CRn−1 V∅)
k, R̂es
CRn
CRn−1V
λ
n ), by Proposition 2.24
∼= HomCRn−1(V ⊗k,
⊕
µ∈λ−
V µn−1), by definition of R̂es
CRn
CRn−1(−)
∼=
⊕
µ∈λ−
HomCRn−1(V
⊗k, V µn−1) ∼=
⊕
µ∈λ−
Iµ
k+ 12
, by the part (ii) of Theorem 3.11. 
Using Thereom 3.13, we get the Bratteli diagram Î for the tower (37) in which the sets of vertices at
level k and at level k + 12 are Îk = Λ≤k \ {∅} and Îk+ 12 = Λ≤k, respectively. For µ ∈ Îk and ν ∈ Îk+ 12 ,
there is an edge between µ and ν if and only if ν = µ or ν ∈ µ−. For ν ∈ Îk+ 12 and λ ∈ Îk+1, there is an
edge between ν and λ if and only if λ ∈ ν+.
Example 3.14. The Bratteli diagram for the tower (37) up to level 3 is illustrated in Figure 5.
k = 12
k = 1
k = 32
k = 2
k = 52
k = 3
∅
∅
∅
Figure 5: Bratteli diagram, up to level 3, for the tower of totally propagating partition algebras
Corollary 3.15. For t ∈ 12Z>0, the dimension of the irreducible representation Iλt of CIt is the number
of paths (see Convention 2.5 for the definition of a path) from ∅ ∈ Î 1
2
to λ ∈ Ît in the Bratteli diagram Î.
4 Jucys–Murphy elements of totally propagating partition al-
gebras
We begin this section with some definitions and notation which are needed to define Jucys–Murphy
elements of CIt, for t ∈ 12Z>0.
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Let k ∈ Z>0. Suppose that Uk denotes the collection of the set partitions of {1, 2, . . . , k}. For
P = {B1, . . . , Bl} ∈ Uk, let dP ∈ Ik be the partition diagram corresponding to the set partition {B1 ∪
B′1, . . . , Bl ∪B′l}; for any subset S of {1, 2, . . . , k}, let S′ denote the set {i′ ∈ {1′, 2′, . . . , k′} | i ∈ S}. For
k ≥ 2, suppose that Sk denotes the collection of the set partitions of {1, 2, . . . , k} with at least two blocks.
For P ∈ Sk and distinct blocks C,D ∈ P, let dP,{C,D} ∈ Ik be the partition diagram whose blocks are
(a) B ∪B′ for B ∈ P and B /∈ {C,D}, and (b) C ∪D′, D ∪ C ′.
Example 4.1. For k = 5, let P = {{1, 3}, {4}, {2, 5}} be a set partition of {1, 2, 3, 4, 5}. Then
dP,{{1,3},{2,5}} ∈ I5, depicted in Figure 6, corresponds to {{1, 3, 2′, 5′}, {4, 4′}, {2, 5, 1′, 3′}}.
dP,{{1,3},{2,5}} =
1 2 3 4 5
1′ 2′ 3′ 4′ 5′
Figure 6: An example of dP,{C,D}
Let |F | denote the cardinality of a finite set F . Define the following elements in CIk:
Zk :=
∑
P∈Uk
|P|xdP , (38)
Z˜1 := 0 and for k ≥ 2, Z˜k :=
∑
P∈Sk
( ∑
C,D∈P,
C 6=D
xdP,{C,D}
)
. (39)
For k ≥ 2, let Sk+ 12 (⊂ Sk+1) be the collection of the set partitions of {1, 2, . . . , k + 1} with at least
three blocks. Throughout this section, for P ∈ Sk+1, let BP ∈ P denote the block containing k + 1. For
the distinct blocks C 6= BP and D 6= BP in P ∈ Sk+ 12 , define d˜P,{C,D} ∈ Ik+ 12 whose blocks are (a)
B ∪B′, for B ∈ P and B /∈ {C,D} and (b) C ∪D′, D ∪ C ′.
Example 4.2. For k = 4, let P = {{1, 3}, {4}, {2, 5}} be a set partition of {1, 2, 3, 4, 5}. Here BP =
{2, 5}. Then d˜P,{{1,3},{4}} ∈ I4+ 12 , depicted in Figure 7, corresponds to {{1, 3, 4′}, {4, 1′, 3′}, {2, 5, 2′, 5′}}.
d˜P,{{1,3},{4}} =
1 2 3 4 5
1′ 2′ 3′ 4′ 5′
Figure 7: An example of d˜P,{C,D}
Let Z 1
2
= 1 and Z˜ 1
2
= 0. For k ≥ 1, we define the following elements in CIk+ 12 :
Zk+ 12 :=
∑
P∈Sk+1
(|P| − 1)xdP = Zk +
∑
P∈Sk+1,
|BP |>1
(|P| − 1)xdP , (40)
Z˜ 3
2
:= 0, and for k ≥ 2,
Z˜k+ 12 :=
∑
P∈S
k+1
2
( ∑
C 6=BP ,D 6=BP ,
C 6=D
xd˜P,{C,D}
)
= Z˜k +
∑
P∈S
k+1
2
( ∑
|BP |>1,C 6=BP ,
D 6=BP ,C 6=D
xd˜P,{C,D}
)
. (41)
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In (40) and (41), Zk and Z˜k are viewed in CIk+ 12 using the embedding (36) ηk : CIk → CIk+ 12 .
For λ ∈ Λ≤n, we write b ∈ λ to mean that b is a box in λ. For a vector space W , let idW denote the
identity operator on W .
Theorem 4.3. (i) If λ ∈ Λ≤n, then as operators on V λn
κn = |λ|idV λn and κ˜n =
∑
b∈λ
ct(b)idV λn .
(ii) As operators on V ⊗k, we have Zk = κn, Zk+ 12 = κn−1, and also as operators on V
⊗(k+ 12 ), we have
Z˜k = κ˜n, Z˜k+ 12 = κ˜n−1.
(iii) (a) For λ ∈ Îk, we have Zk = |λ|idIλk and Z˜k =
∑
b∈λ ct(b)idIλk , as operators on I
λ
k .
(b) For µ ∈ Îk+ 12 , we have Zk+ 12 = |λ|idIλk+1
2
and Z˜k+ 12 =
∑
b∈λ ct(b)idIλ
k+1
2
, as operators on Iλ
k+ 12
.
Proof. (i) This follows from the definitions of κn, κ˜n and Theorem 2.10.
(ii) Let v := ej1 ⊗ ej2 ⊗ · · · ⊗ ejk ∈ V ⊗k. Let j denote the multiset {j1, . . . , jk}. Then,
Xiv=
{
v if i ∈ j,
0 otherwise.
(42)
For 1 ≤ i ≤ n, let Bi = {s ∈ {1, 2, . . . , k} | js = i}. Let {m1,m2, . . . ,ml}j be the set of all the
distinct elements of the multiset j. Then the element ej1 ⊗ ej2 ⊗ · · ·⊗ ejk determines a set partition
P0 = {Bm1 , Bm2 , . . . , Bml} of {1, 2, . . . , k}. Then using (42), we get
κnv = (Xm1 +Xm2 + · · ·+Xml)v = |P0|v.
Using (35), every term, except |P0|xdP0 , in the expression (38) of Zk acts on v as zero, and
|P0|xdP0 v = |P0|v. Therefore, Zk = κn as operators on V ⊗k.
For 2 ≤ i ≤ n, let Mi,j = {1, 2, . . . , i − 1} ∩ {m1,m2, . . . ,ml}j . From the definition of X˜2, we
compute,
X˜2v =

0 if 2 /∈ j,
0 if 2 ∈ j and Mi,j = ∅,
(1, 2)v if 2 ∈ j and Mi,j = {1}.
Now using X˜3 = s2X˜2s2 + s2 − s2γ2 − γ2s2 +Q3 and the above action of X˜2, we get
X˜3v =

0 if 3 /∈ j,
0 if 3 ∈ j and Mi,j = ∅,
(1, 3)v if 3 ∈ j and Mi,j = {1},
(2, 3)v if 3 ∈ j and Mi,j = {2},
((1, 3) + (2, 3))v if 3 ∈ j and Mi,j = {1, 2}.
For arbitrary 2 ≤ i ≤ n, using the definition (11) of X˜i and induction on i, we obtain:
X˜iv =

0 if i /∈ j,
0 if i ∈ j and Mi,j = ∅,
((t1, i) + · · ·+ (ts, i))v if i ∈ j and Mi,j = {t1, . . . , ts}.
(43)
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Then, from (43), we have
κ˜nv = (X˜m1 + · · ·+ X˜ml)v =

∑
1≤p<q≤l
(mp,mq)v if l ≥ 2,
0 otherwise.
Using (35) and the expression (39) of Z˜k, we observe that (i) when l = 1, Z˜kv = 0 and (ii) for l ≥ 2,
Z˜kv =
∑
P∈Sk
∑
C,D∈P,
C 6=D
xdP,{C,D}v =
∑
1≤p<q≤l
xdP0,{Bmp,Bmq }v =
∑
1≤p<q≤l
(mp,mq)v. (44)
Hence, Z˜k = κ˜n as operators on V
⊗k.
The vector v ⊗ en ∈ V ⊗(k+ 12 ) gives a multiset j ∪ {n} = {j1, j2, . . . , jk, jk+1}, where jk+1 = n. For
1 ≤ i ≤ n, define Ci = {s ∈ {1, 2, . . . , k + 1} | js = i}. Note that k + 1 ∈ Cn. Let {n1, . . . , nr, n} be
the set of all the distinct elements of j ∪ {n}. Then the set partition P1, determined by v ⊗ en, of
{1, 2, . . . , k + 1} is {Cn1 , . . . , Cnr , Cn}. We have κn−1(v ⊗ en) = (|P1| − 1)(v ⊗ en) and
κ˜n−1(v ⊗ en) =

∑
1≤p<q≤r
(np, nq)(v ⊗ en) if r ≥ 2,
0 otherwise.
Then the proof of Zk+ 12 = κn−1 and Z˜k+ 12 = κ˜n−1, as operators on V
⊗(k+ 12 ), can be given anal-
ogously by using the expressions of Zk+ 12 and Z˜k+
1
2
given in (40) and (41), respectively , and by
applying the similar arguments as in the above discussion.
(iii) This part follows from parts (i), (ii), Theorem 3.8 and Corolloary 3.9. 
Corollary 4.4. For t ∈ 12Z>0, the elements Zt and Z˜t are in the center of CIt.
Proof. The result follows from Theorem (2.12), Theorem 3.8, Corollary 3.9, and Theorem 4.3(ii). 
For t ∈ 12Z>0, define the Jucys–Murphy elements of CIt as follows:
M 1
2
= 1, M˜ 1
2
= 0,
My = Zy − Zy− 12 and M˜y = Z˜y − Z˜y− 12 , for y ∈
1
2
Z>0 and
1
2
< y ≤ t.
(45)
In the following theorem, we show that the elements (45) satisfy the fundamental properties of Jucys–
Murphy elements as discussed in Section 1.
Theorem 4.5. Let t ∈ 12Z>0.
(i) The elements M 1
2
,M1, . . . ,Mt− 12 ,Mt, M˜ 12 , M˜1, . . . , M˜t− 12 , M˜t commute with each other in CIt. Also,∑
y∈ 12Z>0,y≤tMy and
∑
y∈ 12Z>0,y≤t M˜y are central elements of CIt.
(ii) Let Îµt denote the set of paths (see Convention 2.5 for the definition of a path) from ∅ ∈ Î 12 to µ ∈ Ît
in the Bratteli diagram Î. Then there is a unique, up to scalars, basis {vγ | γ ∈ Îµt } of the irreducible
representation Iµt of CIt such that, for γ = (γ(
1
2 ) = ∅, γ(1), γ( 32 ), . . . , γ(t− 12 ), γ(t) = µ) ∈ Îµt , and
l ∈ Z>0, l ≤ t, we have
M˜lvγ = ct(γ
(l)/γ(l−
1
2 ))vγ , Mlvγ = vγ ,
M˜ 1
2
vγ = 0,M 1
2
vγ = vγ ,
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and for l > 1, M˜l− 12 vγ =
{
−ct(γ(l−1)/γ(l− 12 ))vγ if γ(l−1)/γ(l− 12 ) = ,
0 if γ(l−1) = γ(l−
1
2 ),
Ml− 12 vγ =
{
−vγ if γ(l−1)/γ(l− 12 ) = ,
0 if γ(l−1) = γ(l−
1
2 ).
Proof. (i) Using the tower CI 1
2
⊆ CI1 ⊂ · · · ⊂ CIt we can view Z 1
2
, . . . , Zt, Z˜ 1
2
, . . . , Z˜t as elements of
CIt. By Corollary 4.4, both Zy and Z˜y are in the center of CIy, for y ∈ 12Z>0 and y ≤ t. So,
the Jucys–Murphy elements of CIt commute with each other. Both,
∑
y∈ 12Z>0,y≤tMy = Zt and∑
y∈ 12Z>0,y≤t M˜y = Z˜t, are in the center of CIt.
(ii) We construct a basis {vγ | γ ∈ Îµt } of Iµt inductively and then prove its desired properties. For
t = 12 or 1, the algebra CIt is one dimensional and so there is only one irreducible representation
of CIt. In particular, dim I∅1
2
= 1 = dim I
(1)
1 , thus there are unique choices of bases, up to scalars,
of representations I∅1
2
and I
(1)
1 . Now we describe the inductive step. For t > 1 and µ ∈ Ît, by
Theorem 3.13, an irreducible representation of CIt− 12 in Res
CIt
CI
t− 1
2
Iµt can occur at most once. By
induction, we can choose a basis of each irreducible representation of CIt− 12 . For each irreducible
representation Iν
t− 12
of CIt− 12 that appears in Res
CIt
CI
t− 1
2
Iµt , there is an edge between ν and µ in Î.
Taking the union of the bases of all Iν
t− 12
appearing in ResCItCI
t− 1
2
Iµt , we get a basis for I
µ
t .
Now, we give the proof of the action of Jucys–Murphy elements on vγ for γ ∈ Îµt . For γ =
(γ(
1
2 ), γ(1), γ(
3
2 ), . . . , γ(t−
1
2 ), γ(t)) ∈ Îµt , we have γ(l)/γ(l−
1
2 ) = , where l ∈ Z>0 and l ≤ t. By the
inductive construction of the basis above, vγ ∈ Iγ
(l)
l and also vγ ∈ Iγ
(l− 1
2
)
l− 12
. Then by Theorem 4.3,
Mlvγ = Zlvγ − Zl− 12 vγ = (|γ
(l)| − |γ(l− 12 )|)vγ = vγ , and
M˜lvγ = Z˜lvγ − Z˜l− 12 vγ =
( ∑
b∈γ(l)
ct(b)−
∑
b′∈γ(l− 12 )
ct(b′)
)
vγ = ct(γ
(l)/γ(l−
1
2 ))vγ .
For 2 ≤ l, either γ(l−1)/γ(l− 12 ) = or γ(l−1) = γ(l− 12 ). Again by Theorem 4.3, we have
Ml− 12 vγ = Zl− 12 vγ − Zl−1vγ = (|γ
(l− 12 )| − |γ(l−1)|)vγ =
{
−vγ if γ(l−1)/γ(l− 12 ) = ,
0 if γ(l−1) = γ(l−
1
2 ),
M˜l− 12 vγ = Z˜l− 12 vγ − Z˜l−1vγ =
( ∑
b′∈γ(l− 12 )
ct(b′)−
∑
b′′∈γ(l−1)
ct(b′′)
)
vγ
=
{
−ct(γ(l−1)/γ(l− 12 ))vγ if γ(l−1)/γ(l− 12 ) = ,
0 if γ(l−1) = γ(l−
1
2 ).
Thus, the basis {vγ | γ ∈ Îµt } of Iµt consists of simultaneous eigenvectors of Jucys–Murphy elements
of CIt. For a path γ ∈ Îµt , let αγ = (a 12 ,γ , a˜ 12 ,γ , a1,γ , a˜1,γ , . . . , at,γ , a˜t,γ), where Myvγ = ay,γvγ and
M˜yvγ = a˜y,γvγ for y ∈ 12Z>0, y ≤ t. Given paths γ1, γ2 ∈ Îµt , γ1 6= γ2, we have αγ1 6= αγ2 . Such a
simultaneous eigenbasis is unique (up to scalars). 
The basis constructed here is the (canonical) Gelfand–Tsetlin basis of an irreducible representation Iµt
of CIt, for t ∈ 12Z>0. Recall that a Gelfand–Tsetlin vector is defined to be an element of Gelfand–Tsetlin
basis of some irreducible representation of CIt. Now, the following corollary implies the spectral signifi-
cance of Jucys–Murphy elements in the representation theory of totally propagating partition algebras.
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Corollary 4.6. Let l ∈ Z>0. The actions of the elements M˜y, for y ∈ 12Z>0 and y ≤ l, on Gelfand–
Tsetlin vectors are sufficient to distinguish the nonisomorphic irreducible representations of CIl. While
in order to distinguish the nonisomorphic irreducible representations of CIl− 12 , the actions of both My
and M˜y for y ∈ 12Z>0 and y ≤ l − 12 on Gelfand–Tsetlin vectors are needed to be considered.
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