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We use the principle of inclusion and exclusion to enumerate labeled cubic graphs,
without resort to the superposition theory of Read. This work was motivated by the
cubic array representation of cubic graphs in the studies of generating functions of
3n& j coefficients in angular momentum theory.  1999 Academic Press
1. INTRODUCTION
The enumeration of labeled regular graphs without loops or multiple
edges has been extensively studied in enumerative combinatorics since the
first solution given by Read [11, 12]; see also [8] in terms of the theory of
superposition. Although an expression has been found by Read for the num-
ber of regular graphs of higher degree, it is quite involved to derive explicit
formulas. Relevant studies have been carried out in [1, 4, 6, 7, 10, 14, 16, 17].
For the case of cubic graphs, the following formula is given by Read [12].
Theorem 1. The number C2n of labeled cubic graphs on 2n vertices is
given by
C2n=
(2n)!
6n
:
i, j
(&1) i (6j&2i)! 6 i
(3j&i)! (2j&i)! (n& j)! 48 j
:
k
(&1)k
(i&2k)! k!
. (1)
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From now on, all graphs are assumed to be simple (without loops and
multiple edges), and to have labeled vertices as well as labeled edges. Specifi-
cally, a cubic graph on 2n vertices is meant to have vertices 1, 2, ..., 2n and
edges 1, 2, ..., 3n. Given a graph G=(V, E) with V=[v1 , v2 , ..., vn] and
E=[e1 , e2 , ..., em], the incidence matrix of G is defined as an m_n
(0, 1)-matrix A=(aij) given by
aij={1,0,
if e i is incident to vj ,
otherwise.
The incidence matrix A of a cubic graph on 2n vertices has the following
properties: (1) A has 3n rows and 2n columns; (2) A has row sums two and
column sums three; (3) A does not contain any 2_2 submatrix consisting
of all ones. Moreover, one sees that (0, 1) matrix with properties (1)(3)
defines a cubic graph with labeled vertices and edges. This formulation
enables us to employ the principle of inclusion and exclusion to enumerate
incidence matrices of cubic graphs. Our method also applies to the enumera-
tion of r-regular graphs, for small r. Our approach was motivated by the
cubic array representation of cubic graphs, an equivalent form to the
incidence matrices, in the studies of generating functions of 3n& j coef-
ficients in angular momentum theory [2, 3].
We need some background on symmetric functions. If we disregard the
pattern restrictions for the moment, then all possibilities of placing three 1’s
in each column and distributed into m rows is expressed by the terms
appearing in the following elementary symmetric function:
e3(z1 , z2 , ..., zm)= :
1i1<i2<i3m
zi1 zi2 zi3 .
The power sum symmetric function is defined by
pi (z1 , z2 , ..., zm)=z i1+z
i
2+ } } } +z
i
m ,
and e3 is expressed in terms of the pi by the well-known relation [5, 9]:
e3= 16 ( p
3
1&3p1 p2+2p3).
The following lemma is easy, which also follows from a more general
theorem of Gessel [6]. We present a proof for completeness. For a mono-
mial zk1
1
zk2
2
} } } zkmm , and a polynomial f (z1 , z2 , ..., zm), we adopt the usual
notation
[zk1
1
zk2
2
} } } zkmm ] f (z1 , z2 , ..., zm)
for the coefficient of zk1
1
zk2
2
} } } zkmm in f (z1 , z2 , ..., zm).
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Lemma 2. We have
[z21 z
2
2 } } } z
2
m] p
2(m&r)
1 p
r
2=m! (2m&2r&1)!!.
Proof. Write p2(m&r)1 p
r
2 in the following form:
(z21+z
2
2+ } } } +z
2
m) } } } (z
2
1+z
2
2+ } } } +z
2
m)(z1+z2+ } } } +zm)
2(m&r).
To obtain the term z21z
2
2 } } } z
2
m in the expansion of the above product, one
picks up z2i1 in the first factor, z
2
i2
in the second factor,..., and z2ir in the r-th
factor, in which case zi1 , zi2 , ... have to be omitted in the last factor
(z1+z2+ } } } zm)2(m&r). It follows that the coefficient of z21z
2
2 } } } z
2
m in the
expansion equals
(m)r
[2(m&r)]!
2m&r
,
where (m)r=m(m&1) } } } (m&r+1) is the lower factorial. The above
number can be easily simplified to m! (2m&2r&1)!!, where for an odd
positive integer k, we adopt the notation k!! for the double factorial defined
as k!!=k } (k&2) } } } 3 } 1 with the convention (&1)!!=1. K
We are now ready to use the inclusion-exclusion principle for the
enumeration of incidence matrices of cubic graphs. Let M2n be the set of
(3n)_(2n) (0, 1)-matrices with row sums 2 and column sums 3. Let
I=[i1 , i2] be a 2-subset of [3n] and J=[ j1 , j2] a 2-subset of [2n], where
[k]=[1, 2, ..., k] for any positive integer k. Let PI, J be the set of matrices
A in M2n such that elements in the submatrix A[I, J] of A consisting of the
rows i1 and i2 and columns j1 and j2 are all ones.
The number of cubic graphs on 2n vertices is then given by
|M2n |& }.I, J PI, J } .
Recall the following formula of inclusion-exclusion for a family of subsets
Si of a set S [13, 15]:
|S|&|S1 _ S2 _ } } } |=|S|&:
i
|S i |
+ :
i< j
|S i & Sj |& :
i< j<k
|S i & Sj & Sk |& } } } . (2)
We now make an easy observation.
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Lemma 3. Let I1 , I2 be 2-subsets of [3n] and J1 , J2 be 2-subsets of [2n]
such that (I1 , J1){(I2 , J2). Suppose that PI1 , J1 and PI2 , J2 have a matrix in
common, then we have either I1 and I2 are disjoint and J1 and J2 are disjoint,
or J1=J2 and I1 and I2 have exactly one element in common.
Proof. Because of the row sum and column sum conditions, it is
impossible that J1 and J2 can have exactly one element in common given
that PI1 , J1 and PI2 , J2 have a matrix in common. Now assume that J1 and
J2 are disjoint. From the row sum condition, it is clear that I1 and I2 are
disjoint. When J1=J2 , I1 and I2 must have exactly one element in common
because of the column sum condition. K
Note that when I1 and I2 have exactly one element in common, then we
may write
PI1 _ I2 , J=PI1 , J & PI2 , J .
Let I$=[i1 , i2 , i3]. Then there are three ways to write PI$, J as an inter-
section of PI1 , J & PI2 , J corresponding to the following possible choices for
(I1 , I2):
([i1 , i2], [i1 , i3]), ([i1 , i2], [i2 , i3]), ([i1 , i3], [i2 , i3]).
Moreover, there is only one way to write PI$, J as an intersection of three
PI, J ’s for |I |=2 and I/I$.
Proof of Theorem 1. By the principle of inclusion and exclusion, we
need to compute the sum over the cardinalities of the unions of all possible
k sets out of PI, J ’s. By the above Lemma 3, we need to compute the
number Wk, t defined by
Wk, t=: |PI1 , J1 & } } } & PIk , Jk & PR1 , S1 & } } } & PRt , St |, (3)
where I1 , I2 , ..., Ik , R1 , R2 , ..., Rt are disjoint subsets of [3n] such that
|I1|= } } } =|Ik |=2 and |R1|= } } } =|Rt |=3, J1, ..., Jk , S1, ..., St are disjoint
subsets of [2n]. By the principle of inclusion and exclusion, the number of
cubic graphs is expressed in terms of the integers Wk, t by
:
k, t
(&1)k 2tWk, t .
Given k and t as in (3), the number of ways to form the set [J1 , J2 , ..., Jk]
equals
\2n2k+ (2k&1)!!.
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After the set [J1 , J2 , ..., Jk] of indices are chosen, we may choose the set
[I1 , I2 , ..., Ik] and then form the pairs [(I1 , J1), ..., (Ik , Jk)]. The number of
ways to effect this equals
\3n2k+ (2k&1)!! k!. (4)
Given the pairs [(I1 , J1), ..., (Ik , Jk)], the number of ways to choose
[S1 , S2 , ..., St] equals
\2n&2k2t + (2t&1)!!.
Then the number of ways to choose R1 , R2 , ..., Rt and to form the pairs
[(R1 , S1), ..., (Rt , St)] equals
\3n&2k3t +
(3t)!
(3!)t
.
Deleting the rows corresponding to I1 , I2 , ..., Ik and R1 , R2 , ..., Rt , and the
columns corresponding to S1 , S2 , ..., St , we obtain matrices having
3n&2k&3t rows and 2n&2t columns with row sums 2, and 2k columns
with column sums 1, and 2n&2k&2t columns with column sums 3. The
number of such matrices equals the coefficient of z21z
2
2 } } } z
2
3n&2k&3t in
p2k1 e
2n&2k&2t
3 . Denote this number by F2n, k, t . Let m=3n&2k&3t. Then
we have
F2n, k, t=[z21 } } } z
2
m](z1+ } } } +zm)
2k e3(z1 , ..., zm)2n&2k&2t
=[z21 } } } z
2
m]
p2k1
62n&2k&2t
( p31&3p1p2+2p3)
2n&2k&2t
=[z21 } } } z
2
m]
1
62n&2k&2t
:
2n&2k&2t
i=0
(&1) i
_\2n&2k&2ti + 32n&2k&2t&ip2n&2t+2i1 p2n&2k&2t&i2
=
(3n&2k&3t)!
62n&2k&2t
:
2n&2k&2t
i=0
(&1) i 32n&2k&2t&i
_\2n&2k&2ti + (2n&2t+2i&1)!!.
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Observe that the term p3 in e3 cannot contribute to F2n, k, t and can be
deleted from the expansion.
Using the formula (2) of inclusion and exclusion and synthesizing the
number of ways to form the indices in (3), we obtain the following formula
for the number of cubic graphs with 2n labeled vertices and 3n labeled
edges for n2:
(3n)! (2n)!
4n
:
k+tn
(&1)k 2t
3t k! t!
:
2n&2k&2t
i=0
(&1) i (2n&2t+2i&1)!!
3i i! (2n&2k&2t&i)!
. (5)
Removing the factor (3n)! in (5), we obtain the number of cubic graphs
with 2n labeled vertices and unlabeled edges. Replacing i by 2n&2k&2t&i
in the second summation in (5), it can be rewritten as
:
2n&2k&2t
i=0
(&1) i (6n&4k&6t&2i&1)!!
32n&2k&2t&i i! (2n&2k&2t&i)!
.
Replacing i by i&2k, and n&t by j, then (5) becomes (1) by dropping the
factor (3n)!. K
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