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Abstract
Automatic facial expression analysis in inter-personal com-
munication is challenging. Not only because conversation
partners’ facial expressions mutually influence each other,
but also because no correct interpretation of facial expres-
sions is possible without taking social context into account.
In this paper, we propose a probabilistic framework to model
interactional synchronization between conversation partners
based on their facial expressions. Interactional synchroniza-
tion manifests temporal dynamics of conversation partners’
mutual influence. In particular, the model allows us to dis-
cover a set of common and unique facial synchronization
templates directly from natural interpersonal interaction with-
out recourse to any predefined labeling schemes. The facial
synchronization templates represent periodical facial event
coordinations shared by multiple conversation pairs in a spe-
cific social context. We test our model on two different dyadic
conversations of negotiation and job-interview. Based on the
discovered facial event coordination, we are able to pre-
dict their conversation outcomes with higher accuracy than
HMMs and GMMs.
Introduction
Facial expression plays a key role in human communication
and relationships, as it is our direct and naturally preeminent
means of communicating and understanding affective state
and intentions. There has been significant progress in auto-
matic algorithms for facial expression recognition on both
static images and video clips (Pantic and Rothkrantz 2000;
Zhao and Pietikainen 2007; Zhong et al. 2012; Liu et al.
2014). On the other hand, automatically interpreting facial
expressions in interpersonal interaction is still challenging.
One difficulty is to capture the temporal dynamical mutual
influence between conversation partners. Social psychol-
ogy studies show that there is spontaneous mutual influence
in social interactions, usually without conscious awareness
(Shockley, Santana, and Fowler 2003; Singer et al. 2006).
Namely, as active participants, conversation partners con-
stantly adjust their facial expression in response to feedback
from each other. Another challenge is that it heavily depends
on the social context to correctly decode a person’s facial
expression. The same facial expression can convey differ-
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ent affective information in different contexts of social in-
teraction (Singer et al. 2006; Tamietto and de Gelder 2010;
Barrett, Mesquita, and Gendron 2011). These factors moti-
vate us to investigate facial expressions from the perspective
of interactional synchrony.
Interactional synchrony refers to periodic temporal coor-
dination between people’s nonverbal behaviors in social in-
teraction (Schmidt et al. 2012). It describes the intrinsic mu-
tual influence of two-way communication in flux. In partic-
ular, facial expression synchrony has been found strongly
indicative for social signals including (dis-)agreement, em-
pathy, hostility, and any other attitude towards others that
cannot be expressed using just words (Gratier 2004; Curhan
and Pentland 2007; Dunbar et al. 2014). Besides, face-to-
face (FtF) interaction, we also focus on interpersonal inter-
action via video-conferencing (VC) platforms. The explo-
sive growth of the Internet and VC signifies the importance
of understanding the social behaviors in this medium. More-
over, VC communication efficiency is hindered by some
drawbacks including the limited view of the person, dis-
engaged eye contact, and occasional interruptions resulting
from network latency. Online analysis and interpretation of
facial expression synchronization can help to mitigate these
deficiencies.
In this study, we investigate pairs of conversation part-
ners’ facial expression synchronization while they are en-
gaging in VC and FtF communication. In order to rep-
resent interactional synchrony, we develop a novel proba-
bilistic framework to discover and summarize common and
unique facial synchronization templates shared among mul-
tiple conversation pairs, as shown in Figure 1. The facial
synchronization templates are described by synchronized fa-
cial events periodically displayed by the conversation part-
ners.
A facial synchronization template essentially character-
izes two levels of statistical regularities of conversation
pairs’ facial expressions.
• At the individual level, a template consists of a similar fa-
cial event displayed by the individuals who play the same
social role (e.g., recruiters) in the conversations.
• At the dyadic level, a template describes a particular tem-
poral coordination of conversation partners’ facial events
that is periodically exhibited in the interaction.
Figure 1: Overview of our approach. From left to right, facial action units (AUs) are extracted from the videos of conversation
pairs, and then transformed into time series as the input of our model. The time series are the first 6 principal components
from 20 facial AUs evolving over time. A conversation pair’s time series are described by a coupled hidden Markov model
to capture the interdependence while allowing each time series to maintain its own dynamic process. A beta process prior is
used to summarize the facial synchronization templates shared across multiple conversation pairs (details are in Figure 2). The
right panel demonstrates the inference output from the model. A conversation pair’s facial time series are decomposed into a
number of segments (color coded). These segments correspond to a set of globally shared facial synchronization templates.
The color coding superposed on the time series indicates the occurrence of the shared templates (e.g., dark blue segments of
the time series highlight the same template shared across the conversation pairs). The video frames as the instantiations of
each synchronization template are also illustrated in the same color coding scheme. Note that the synchronization characterizes
periodical temporal coordination of the conversation partners’ facial events. Our model allows each conversation pair to display
a different subset of the globally shared synchronization templates, and to switch between them in a unique manner.
We apply our approach to study the interpersonal interac-
tion in two social contexts: VC-based negotiation and FtF
interview. Based on the discovered social-role specific facial
events and their synchronization templates’ occurrence fre-
quencies, we are able to predict the conversation outcomes.
Related Work
Social signals bear critical information of decision making,
as they include (dis-)agreement, empathy, hostility, and any
other attitude towards others that cannot be expressed us-
ing just words. Socially aware computation aims at decoding
social signals by automatically interpreting various types of
non-linguistic behaviors (Pentland 2005).
Facial expression recognition is approached largely in
two steps. The first step is facial representation. Studies at
this level try to derive a set of features from original fa-
cial images or videos to effectively represent a variety of
facial changes (Zhao and Pietikainen 2007; Liu et al. 2014).
The second step is to correctly categorize facial expressions
based on the representations (Pantic and Rothkrantz 2000).
In particular, Facial Action Coding System (FACS) is widely
used to study spontaneous facial expression, because of its
descriptive power. FACS parses the visible effects of facial
muscle activation into action units (AUs). Each AU cor-
responds to one ore more facial muscle movements. The
considerable progress in automatic algorithms to recognize
FACS AUs provides solid foundation for facial expression
recognition (Tong, Liao, and Ji 2007; Littlewort et al. 2011;
Li, Curhan, and Hoque 2015).
Besides recognizing the set of facial expressions corre-
sponding to universal emotion classes, social psychology
studies emphasize that accurately interpreting facial expres-
sions depends upon the social context in which they are dis-
played. A wide variety of information has been exploited to
predict social roles. Social roles (e.g., attacker, defender) are
recognized based on identifying group activities in multi-
person scenes (e.g., sports) (Lan, Sigal, and Mori 2012). A
reference role is specified in an event, and other roles are rec-
ognized based on the appearance and tempo-spatial features
relative to this reference role (Ramanathan, Yao, and Fei-
Fei 2013). Progression has also been made on social relation
recognition and interaction understanding (Ding and Yilmaz
2011). This work recognizes social relationships based on
appearance features, visual concept attributes and scene con-
text.
Interactional synchrony characterizes temporal dynamics
of context-specific mutual influence manifested in natural
social interactions. Studies suggest that speakers’ and lis-
Figure 2: Left: the probabilistic graphical model. Right: three different parameterizations of Beta-Bernoulli processes. The
first row are B0’s projections on the probability dimension [0, 1]. The second row illustrates B as discrete realizations of a
beta process BP (c0, B0). They are discrete random measure on the space of synchronization templates Θ. The stick height bk
represents the probability of template θk to be displayed by conversation pairs, and its location represent the template in the
space. The third row illustrates Pi as a Bernoulli measure given beta process B. In each case, a Pi is a binary row vector of
Bernoulli random variables p(i)k s with blue dots denoting 1s and blanks denoting 0s at θ1:K . An element p
(i)
k denotes whether
a particular synchronization template θk is displayed by conversation pair i. So θks with higher sticks tend to generate more
Bernoulli realizations. This represents that popular templates tend to be shared by more conversation pairs.
teners’ nonverbal behaviors contain rhythms that are not
only correlated in time but also exhibited phase synchro-
nization (Bernieri 1988; Schmidt et al. 2012). In a syn-
chronic interaction, nonverbal behaviors of the individuals
are coordinated to the rhythms and forms of verbal expres-
sions. Such subtle interpersonal coordination occurs sponta-
neously without conscious awareness. In particular, this no-
tion helps researchers to decode social signals in a specific
social context, and understand inter-personal and group dy-
namics (Gratier 2004; Shockley, Santana, and Fowler 2003;
Dunbar et al. 2014).
The probabilistic Framework
We model time-evolving mutual influence of facial expres-
sions between conversation partners via interactional syn-
chrony. Since conversation partners constantly adjust their
facial expression in response to feedback from each other,
we describe a pair of conversation partners’ facial expres-
sions as two inter-dependent stochastic processes by cou-
pling hidden state variables of two hidden Markov models
(HMMs). At each time step an individual’s facial expression
depends on both his/her own previous one and the partner’s
previous facial expression, as in Figure 1.
Given a social context (e.g., negotiation), the facial ex-
pressions of multiple conversation pairs are distinct yet re-
lated. We use Beta process prior to summarize the salient fa-
cial synchronization templates shared among multiple pairs.
This prior enables us to profile a set of stereotypical and
idiosyncratic synchronization templates shared among mul-
tiple pairs of expression sequences, as in Figure 2.
Dynamic Likelihoods
Since a pair of conversation partners’ facial expressions are
assumed to be inter-dependent and meanwhile maintaining
their own internal dynamic, two HMMs are coupled via
a matrix of conditional probabilities between their hidden
state variables, as depicted in Figure 2.
We denote the observations of the ith conversation pair’s
facial expression sequences as Oi = {c(i)1:Ti , r
(i)
1:Ti
}, where
c
(i)
1:Ti
are the facial expressions displayed by one party, and
r
(i)
1:Ti
are the other’s (e.g., candidate Vs. recruiter). We fur-
ther define Si = {x(i)1:Ti , y
(i)
1:Ti
} as the ith pair’s hidden state
sequences, and x(i)1:Ti and y
(i)
1:Ti
are the respective hidden state
sequences of the conversation pair. The state transition prob-
abilities are thus denoted as
x
(i)
t+1|x(i)t , y(i)t ∼Mult(pi(i)x(i)t ,y(i)t ) (1)
y
(i)
t+1|y(i)t , x(i)t ∼Mult(pi(i)x(i)t ,y(i)t ) (2)
The emission distributions are defined as two respective sets
of normal distributions indexed by the corresponding hidden
states:
c
(i)
t |x(i)t ∼ Norm(µx(i)t ,Σx(i)t ) (3)
r
(i)
t |y(i)t ∼ Norm(µy(i)t ,Σy(i)t ) (4)
Therefore, a shared facial synchronization template θk can
be further denoted as a unique combination of two normal
distributions: θk = ((µ
(x)
k ,Σ
(x)
k ), (µ
(y)
k ,Σ
(y)
k )). Specifically,
Figure 3: Nine facial synchronization templates are illustrated via eight pairs of conversation partners. The social context is a
candidate-recruiter negotiation on compensation package via a video-conferencing platform. The matrix consists of instantia-
tions (example frames) of the facial synchronization templates learned by our model. In this matrix, each column contains the
instantiations of one particular synchronization template (color coded) shared among the conversation pairs, and each row is one
particular conversation pair. In each synchronization template, the candidates display a similar facial event, and the recruiters
also display a similar facial event. Such particular facial coordination between the partners is periodically manifested during
the conversation. The templates demonstrated here are the most popular ones displayed among the conversation pairs.
{(µ(x)k ,Σ(x)k )}k and {(µ(y)k ,Σ(y)k )}k are the unique facial
expression events indexed by {x(i)Ti }i and {y
(i)
Ti
}i.
Prior for Synchronization Templates
We propose to use Beta-Bernoulli process prior to relate fa-
cial expressions exhibited by conversation pairs (Li et al.
2016). This prior allows us to learn the number of glob-
ally shared synchronization templates from multiple pairs
of facial expression sequences. Furthermore, each pair can
exhibit only a subset of the shared facial synchronization
templates, and switch between them in a unique manner.
As shown in Figure 2, let B0 denote a fixed continuous
base measure on a space Θ × [0, 1]. Θ represents a space
of all the possible synchronization templates of facial ex-
pressions displayed in a given social context. For multi-
ple conversation pairs to share these templates, let B de-
note a discrete realization of a Beta process given the prior
BP (c0, B0). It represents a discrete random measure on
the facial synchronization templates {θk} displayed among
the multiple conversation pairs. Let Pi denote a Bernoulli
measure given the beta process B. Pi is a binary vector of
Bernoulli random variables representing whether a particu-
lar synchronization template θk displayed in the facial ex-
pression sequences of conversation pair i. This construction
can be formulated as follows:
B|B0 ∼ BP (c0, B0) B =
∑
k
bkδθk (5)
Pi|B ∼ BeP (B) Pi =
∑
k
p
(i)
k δθk (6)
The above equations show that B is associated with a set of
countable number of synchronization templates {θk} drawn
from Θ as well as their corresponding probability masses
{bk}. The combination of these two variables characterizes
how likely a particular template is shared by the conver-
sation pairs. Pi is a Bernoulli process realization from the
random measure B where p(i)k is a binary random variable
denoting whether conversation pair i exhibits template θk,
given the probability mass bk.
Based on the above formulations, for k = 1, ...,K we
readily define {(θk, bk)} as a set of facial synchroniza-
tion templates shared among the conversation pairs and
{(θk, p(i)k )|p(i)k = 1} as a subset of templates discovered in
pair i’s facial expression sequences.
The transition distribution pi(i)xy of the coupled HMMs gov-
erns the transitions between the ith pair’s subset of templates
{(θk, p(i)k )|p(i)k = 1}. It is determined by the element-wise
multiplication between the subset {p(i)k } and the gamma-
distributed random variables {e(i)k }:
e
(i)
k |γi ∼ Γ(γi, 1) pi(i)xy ∝ Ei
⊗
Pi (7)
where Ei = [e
(i)
1 , ...e
(i)
K ]. So the effective dimensionality of
pi
(i)
xy is determined by Pi.
Inference
A Markov chain Monte Carlo method is applied to do poste-
rior inference and parameter learning given the prior Beta
Figure 4: Visualization of the facial event distributions estimated from the conversation partners. Left: the distributions are
visualized in the space of the first 3 PCs, and each data point (green) represent a facial expression in one video frame. 6
and 7 Gaussian clusters are learned from the candidates (blue) and the recruiters (red), respectively. Right: we demo four
facial event exemplars sampled for each corresponding numbered Gaussian cluster. although some facial events (neutral face,
speaking, mild/big smile,...) are similar between candidates and recruiters, there are some subtle difference. For example, the
recruiters’ sixth facial event exhibiting subtle smiles while looking into the screens is not displayed by the candidates. A facial
synchronization template can thus be described as a particular combination of two respective facial events from the two groups.
process. We develop a Gibbs sampling solution to itera-
tively sample the marginalized Beta-Bernoulli processes of
the model given the hidden states and the observations, and
then use dynamic programming to update the hidden states
given the marginalized prior and the observations.
The following posterior distribution is used to infer
whether template {(θk, p(i)k )} is displayed in conversation
pair i where i = 1, . . . , N , if θk is already instantiated by
conversation pairs:
p(p
(i)
k = 1|P (1:N)−ik , Oi, θ−k, Ei, c0)
∝ p(Oi|Pi, Ei, θ−k)p(p(i)k = 1|P (1:N)−ik , c0)
(8)
where P (1:N)−ik represent the binary matrix of [P1, P2, .., PN ]
except binary vector Pi’s kth template. p(p
(i)
k |P (−k)i , c0) is
sampled using Indian buffet process which is a marginalized
construction of a Beta-Bernoulli process:
p(p
(i)
k = 1|P (1:N)−ik , c0)
=
∫ 1
0
p(p
(i)
k |bk)p(bk|P (1:N)−ik )dbk =
n−ik + c0K
N + c0K
(9)
A Poisson( c0N ) distributed number of new templates asso-
ciated with each pair are drawn in every iteration, and the
templates that have no realizations will be deleted.
Pi and Ei determine pi
(i)
xy according to Equation 7. Given
transition distributions pi(i)xy , shared templates {θk}, and ob-
served facial expression sequences c(i)1:Ti and r
(i)
1:Ti
, within a
message passing algorithm, we compute the backward mes-
sages:
mt+1,t(S
(i)
t ) ∝ p(O(i)t+1:Ti |S
(i)
t , pi
(i)
xy , {θk}) (10)
to update the hidden state sequences S(i)1:Ti by sampling
from:
p(S
(i)
t |S(i)t−1, O(i)1:Ti , piixy, {θk})
∝ pi(i)
S
(i)
t−1
(S
(i)
t )N(O
(i)
t ;µ
(i)
S
(i)
t
,Σ
(i)
S
(i)
t
)mt+1,t(S
(i)
t )
(11)
Since {θk} parameterize a set of normal distributions, we
couple them with a normal inverse-Wishart distribution as a
conjugate prior. Both (µ(x)k ,Σ
(x)
k ) and (µ
(y)
k ,Σ
(y)
k ) are sam-
pled from:
Σk ∼ IW (
N∑
i=1
n
(i)
i + n0,Σ
(k)
Oi
+ Σ0)
µk|Σk ∼ N(µ(k)Oi ,Σk)
(12)
Experiments and Results
We extract 20 facial AUs from the conversation videos us-
ing the Computer Expression Recognition Toolbox (CERT)
whose performance is extensively tested (Littlewort et al.
2011). After transforming the AU intensities with the prin-
cipal component analysis (PCA), we adopt the first 6 PCs,
which account for about 97% of the data variance, to rep-
resent the facial expression sequences O, as in Figure 1.
Figure 5: Seven facial synchronization templates are illustrated via four pairs of conversation partners. The social context is a
job interview of face-to-face interaction. The matrix consists of example frames of the facial synchronization templates learned
by our model from the conversation videos.
We compare our model with two generative models: canon-
ical hidden Markov models (HMMs) and Gaussian mixture
models (GMMs). We learn a HMM and a GMM for each
social role group using the expectation-maximization algo-
rithm. Their cardinality numbers are determined via five-
fold cross-validation.
We apply quadratic discriminant analysis (QDA) for the
conversation outcome prediction to test the performance.
In particular, we use cross-validation scheme to recur-
sively assign random 60% conversation videos of the two
datasets into the training set and the rest into the test-
ing set for the performance comparison. We represent a
testing conversation pair’s negotiation process O∗ by the
occurrence frequencies of the synchronization templates
(N1/N
∗, . . . , NK/N∗)T , where Nk =
∑N∗
i=1 δ(S
∗ = θk).
The predictive synchronization templates S∗ are computed
from p(S∗|O∗, {θk}, pixy). {θk} and pixy are inferred in the
training phase as described above. We specify a noninforma-
tive uniform base measure B0 as in Figure 2, and compute
the posterior by initializing 4 chains of 10,000 sampling it-
erations on the training data. We then perform the Gelman-
Rubin diagnostic (Brooks and Gelman 1998) to assess con-
vergence by calculating the within-chain and between-chain
variance on the MCMC samples of the posterior.
Datasets
We validate our method using two datasets collected from
two different social contexts.
The negotiation 242 Mechanical Turkers participate in
the study. Participants are informed that their negotiations
would be recorded and that the study’s purpose is to in-
vestigate negotiation skills. The data collected from 150
of the Turkers is available for further analysis. The re-
maining Turkers either had damaged videos or lacked post-
questionnaire data. The negotiators interact with each other
through a computer-mediated platform based on a browser-
based VC system. The system can capture and analyze the
video stream in the cloud. We implement the functionality
to transfer audio and video data every 30 seconds to prevent
data loss and dynamically adapt to variant network latency.
A recruitment case involves a scenario in which a candi-
date who already has an offer needs to negotiate the com-
pensation package with the recruiter. The candidates and
the recruiters need to reach an agreement on eight issues
related to salary, job assignment, location, vacation time,
bonus, moving expense reimbursement, starting date, and
health insurance (Curhan and Pentland 2007). Each nego-
tiation issue offers 5 possible options for resolution. Each
option is associated with a specific number of points for
each party. The goal of the negotiators is to maximize the
total points they can possibly earn (e.g., the 5 optional offers
on salary issue range from 65K to 45K. Candidate receives
maximum points if he/she could settle with salary of 65k
whereas recruiter loses maximum points, whereas recruiter
receives maximum points with 45K.).
Participants are randomly formed into 75 pairs, with one
member of each pair randomly assigned the role of candi-
date and the other assigned the role of recruiter. Participants
coordinate with their partners to choose the locations and
times for the VC-based negotiation, so they may interact in
convenient and comfortable circumstances. After both par-
ticipants provide consent, a button appears that leads each
individual to the correct video chat room, which signals that
the two can speak with each other. The participants then pro-
ceed to play out the scenario outlined in their instructions.
Recording begins the moment the two participants connect
and are able to see each other and stops when one partici-
pant hangs up upon completion of the negotiation. Partici-
pants are free to offer whatever information, arguments, and
proposals they wish, although they may not exchange their
confidential instructions.
The interviews are conducted by two professional career
counselors in a room equipped with two wall-mounted cam-
eras. The cameras capture the facial expressions during the
interview. The 90 student participants are randomly assigned
to the counselors. During each interview session, the coun-
selor asks interviewees five questions (Naim et al. 2016).
VC-based Negotiation
Exploratory interpretations of these templates help us to
evaluate their significance. In Figure 3, Template 1 repre-
sents a case in which the partners exhibit neutral facial ex-
pressions to each other. Template 2 demonstrates that re-
Figure 6: Visualization of the facial event distributions estimated from the job interview scenario.
Figure 7: F1 score curves for VC-based negotiation (left)
and FtF interview (right) outcome predictions by the QDAs
based on the template occurrence frequencies from the three
models.
cruiters hold the conversation turn, and the candidates dis-
play neutral faces. In Template 3, recruiters guide the con-
versation, and candidates respond with mild smiles.
The synchronization templates manifest the periodical
temporal coordination of the conversation partners’ facial
events. Figure 4 shows the Gaussian emission distributions
of the role-specific facial events as described in Equation 3
and 4. Since the data clusters are visualized in the first 3
principal component space, some separations may not be
obvious. The facial event exemplars demonstrate some sub-
tle difference between the candidates and the recruiters. The
visualized facial event exemplars in Figure 4 demonstrate
some subtle difference between the two social role groups.
The recruiters’ facial event 1 appears distracted (or thinking)
rather than just neutral. This facial event is not displayed by
the candidates. Facial event 6 shows that the recruiters dis-
play mild smiles and look into the screen, whereas the can-
didates tend to look down with mild smiles.
We use t-test to measure correlations between the occur-
rence frequencies of the discovered facial synchronization
templates and the points earned by candidates and recruiters,
respectively. In Table 1, we show three significant corre-
lations between the templates and candidates’/recruiters’
Synch. Template Facial Event Corr. (p < .05)
Template 3 Can. Event 2 β = .237 (r)Rec. Event 2 t(73) = 1.34
Template 8 Can. Event 3 β = −.182 (c)Rec. Event 5 t(73) = 1.57
Template 9 Can. Event 5 β = .209 (r)Rec. Event 1 t(73) = 2.21
Table 1: Significant correlations between occurrence fre-
quencies of the facial synchronization templates and the
points earned by either social role group. The second column
are the facial events of the corresponding templates. The
positive correlation of Template 3 and Template 9 with re-
cruiters’ points (labeled by r) suggests that recruiters earned
more points in interactions when the two templates are dis-
played more frequently. The negative correlations of Tem-
plate 8 with candidates’ points (labeled by c) suggests that
candidates earned fewer points when this template occurs
more frequently.
points. The three templates are demonstrated in Figure 3.
The facial events in Template 3 are candidates’ mild smile
and recruiters’ speaking, and the facial events in Template 9
are candidates’ big smile and recruiters’ neutral face. The
positive correlations between these two templates and re-
cruiters’ points suggests that recruiters earn more points if
the scenario occurs frequently that candidates are smiling
when they are not. The facial events in Template 8 are re-
cruiters’ smile and candidates are speaking. The negative
correlations between the template and candidates’ points
suggests that candidates earn fewer points if the scenario oc-
curs frequently that recruiters are smiling while they are not.
Conclusions
We present a novel probabilistic framework to automatically
discover a set of temporal facial synchronization templates.
These templates are shared among conversation pairs in the
same social context. These templates profile the periodic
temporal coordination of the facial events. Based on the oc-
currence frequencies of the synchronization templates, we
are able to predict the conversation outcomes.
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