In this work, doubly stochastic Poisson (Cox) processes and convolutional neural net (CNN) classifiers are used to estimate the number of instances of an object in an image. Poisson processes are well suited to model events that occur randomly in space, such as the location of objects in an image or the enumeration of objects in a scene. The proposed algorithm selects a subset of bounding boxes in the image domain, then queries them for the presence of the object of interest by running a pre-trained CNN classifier. The resulting observations are then aggregated, and a posterior distribution over the intensity of a Cox process is computed. This intensity function is summed up, providing an estimator of the number of instances of the object over the entire image. Despite the flexibility and versatility of Cox processes, their application to large datasets is limited as their computational complexity and storage requirements do not easily scale with image size, typically requiring O(n 3 ) computation time and O(n 2 ) storage, where n is the number of observations. To mitigate this problem, we employ the Kronecker algebra, which takes advantage of direct product structures. As the likelihood is non-Gaussian, the Laplace approximation is used for inference, employing the conjugate gradient and Newton's method. Our approach has then close to linear performance, requiring only O(n 3/2 ) computation time and O(n) memory. Results are presented on simulated data and on images from the publicly available MS COCO dataset. We compare our counting results with the state-of-the-art detection method, Faster RCNN, and demonstrate superior performance.
Introduction
Object counting is of interest in numerous applications such as estimating the number of vesicles or mitochondria in electron microscopy [28] , counting the number of animals in aerial images for wildlife conservation [1] , monitoring crowds in surveillance videos [3, 24] , or for evaluating astronomical data [49] . Even in applications where enumeration is not the end goal, the object counts provide a high-level feature which could help better understand a scene. Moreover, counting over sub-images allows for shallow localization and even precise localization when the sub-images provide a finegrained partition of the original image. This work proposes to use object detection as the basis for estimating counts. Faster RCNN [37] is one of the best algorithms for object detection on popular datasets like Pascal VOC [8] , ILSVRC [39] , and MS COCO [23] . However, this algorithm still performs well under human performances for the task of counting on datasets like MS COCO.
Current object detection methods use either region proposals [45] or sliding windows at multiple scales [9] to generate the initial set of candidate bounding boxes. An object classifier is run on these proposed boxes; the classification results are further refined by techniques like greedy non-maximal suppression and bounding box regression. Once the objects are detected accurately, counting them is trivial. However, in practice the post-processing steps in object detection often require elaborate fine-tuning and optimization. In contrast, in this article, we reformulate the problem of counting as a Bayesian estimation problem.
The simplest probabilistic models that describe the position of instances of a given object within an image are Poisson processes [18] . A (non uniform) Poisson process is fully characterized by a positive function over the image domain called an intensity. According to the definition of a Poisson process, the sum of the intensity over a sub-image provides the expected value as well as the variance of the number of instances within this sub-image. The total number of instances of the object in the image can be estimated by integrating the intensity over the whole image domain. In practice, the intensity is not available but can be estimated from data, thus providing an algorithmic solution to the counting problem.
One of the key issues, then, is the generation of the data necessary for a good estimation of the intensity function. How can this best be achieved? In this paper, we propose to leverage recent advances in object classification by running a CNN binary classifier for the object of interest over a dense pixel grid. Despite the overall good quality of the CNN output, visual inspection of the resulting images shows that there are multiple responses per instance, that these "blobs" of responses might be intersecting, of different sizes and corrupted by noise such that the problem of estimating the intensity from this data is not trivial. Note that a crude way of estimating the count directly from the CNN detection output would be to detect the connected components, or count the number of local maxima, but this involves ad hoc smoothing and thresholding of the classifier output, the parameters of which can only be computed empirically; they also cannot be easily transferred from one object type to the other or from one dataset to another. Note that there exists many sophisticated methods [29, 31] with efficient global regularization that develop density estimates from saliency map. Our work aims to provide an alternate approach to estimating this density map from the CNN detection output using Cox modeling.
Since regularization is needed, we adopt a Bayesian point of view. A positive function called the intensity is used to describe the expected number of instances of an object within a surface element of the image domain. We model the intensity as a random positive function. A Gaussian process (GP) [34] provides a random function, and a link function maps the GP into a probability distribution over intensities. This construction is standard, dating back to the Cox process, introduced by Cox in 1955 [5] . However, the applications are recent due to the relatively high computational burden for computing the posterior and estimating the hyperparameters. These applications include reinsurance pricing, portfolio optimization [7] , and estimating crime maps in Chicago [11] . The application to visual counting is new to the best of our knowledge.
Inference with Cox processes is complicated since there is no conjugated model. Instead, an approximate method must be used, the simplest of which is the Laplace method [26] . It involves approximating the posterior distribution over the GP with a GP. The posterior mean is obtained by solving a convex minimization problem using the Newton method. Still, this method cannot be used directly because it scales poorly with the dimension of the image. The same problem occurs in GP classification [34] as well, where the computational and storage costs are O(n 3 ) and O(n 2 ), respectively. Saatçi [40] presents a technique for using Kronecker algebra which makes the GP inference more tractable, with O(n 3/2 ) measurements and O(n) memory requirements without any loss of accuracy. This method requires that the input locations remain on a lattice, but this is not a limitation for computer vision applications as this is a natural structure for images.
We make the following three contributions in this work: first, we reformulate the problem of visual counting using Cox processes; second, we incorporate Kronecker algebra into this model for efficiency; and finally, we present a tractable algorithm for the computation of the posterior distribution that facilitates counting. The remainder of this paper is organized as follows. In Sect. 2, we present a survey of the related work. This is followed by a description of our algorithm and methodology in Sect. 3. Section 4 demonstrates the performance of the proposed algorithm on real and simulated data, and Sect. 5 concludes the paper.
Related Work in Visual Counting
Most of the previous work in object counting falls into three categories, (1) counting by density estimation, (2) counting by regression, and (3) counting by detection.
Counting by density estimation: In this class of solutions, the counting problem is reformulated as the task of estimating an image density, the integral of which provides the count of objects in the image. These methods [2, 3, 10, 17, 22] typically learn a mapping between local image features and object density, which allows the estimation of a density map for new unseen images. In Lempitsky and Zisserman [22] , the density is a linear function of a feature vector associated with each pixel, which is estimated by minimizing a quadratic cost function. In contrast, the work in Fiaschi et al. [10] uses a regression random forest that learns the mapping between image patch features and patch density. The image density is then obtained by averaging over patch-wise density predictions. Most of these methods use domain-specific visual features based on SIFT [25] and HOG [6] as these were proposed prior to the widespread use of CNN features. The accuracy of these methods depends significantly on the choice of image features. Arteta et al. [2] proposes an interactive counting strategy where the framework learns from annotated regions of the image and computes a density map for the non-annotated regions in the same image, allowing the user to inspect the results and refine the estimations. These algorithms, having primarily been developed for crowd analysis, are generally untested outside this domain.
Counting by regression: Here, the object count is estimated by mapping from a set of global features to the integer counts, instead of estimating the count by integrating a density function. In Kong et al. [19] , blob size histograms and edge orientations are used as features for estimating the number of pedestrians in an image. Cho et al. [4] and Marana et al. [27] use edge features and texture information based on gray-level transition probabilities in order to directly estimate crowd density using neural nets. These approaches typically discard information about the location of objects, using only the total count for learning.
Counting by detection: In this category of solutions, it is assumed that there is a visual object detector that is tuned to find individual instances of the object. Once the instances are localized, counting becomes a trivial task. Classification networks like Alexnet [20] and VGGNet [42] have the ability to classify images, but are limited by the fact that they require a fixed-size input image, which means that the image subregions should be made to fit either via cropping or warping, leading to distortion. SPP-Net [16] solved this problem by using a convolutional feature map from the entire image and then pooling features in arbitrary subregions of the image to generate the fixed length representation required in the later layers. The more recent YOLO [35, 36] reframes detection as a regression problem, using a single convolutional network to predict a set of bounding boxes and class probabilities. Faster RCNN [37] built up on their earlier work [13, 14, 16] for object detection by introducing a region proposal network that predicts "object bounds and objectness scores at each position". They detect objects with a mAP (mean average precision) of 42.7% on the MS COCO dataset. When applied to counting birds in the same dataset, Faster RCNN is found to have a root-mean-square error (RMSE) of around 2 (see Table 2 ). The disparity between this and the results obtained from the other object types suggests that there is scope for further improvement.
In addition to the above categories, there have been many recent interesting work in counting using Bayesian modeling. Pham et al. [32] employ point process inference for largescale object detection and counting, while in Ge and Collins [12] , a Bayesian marked point process is developed to detect and count people in crowded scenes, leading to an estimate of the count, location and pose of each person in the scene. Point processes allow convenient modeling and analysis of spatial data, the object configuration and the interaction between objects. Marked point processes extend point processes by adding specific marks that associate a parametric object to each point. Lafarge et al. [21] , Pham et al. [31] , and Verdie and Lafarge [46] use models that allow the representation of images in terms of simple geometric features, with the goal of estimating counts.
CNN-based counting approaches offer powerful improvements over methods that rely on handcrafted representations [44] . Wang et al. [48] developed an end-to-end CNN regression model for counting people in images of extremely dense crowds. Walach and Wolf [47] learn a density map estimated directly from the input image employing layered boosting and selective sampling. Sindagi and Patel [43] , on the other hand, use a cascaded network of CNNs to jointly learn crowd count classification and density map estimation in densely crowded scenes. Sam et al. [41] propose a switching CNN that leverages intra-image crowd density variation to improve crowd count estimates. Rubio and Sastre [30] developed a counting CNN where the network learns to map the appearance of image patches to their object density maps.
The proposed algorithm uses a hybrid approach, leveraging the benefits of both counting by detection and counting by density estimation. We use an initial set of detections as input measurements to our Cox model. We then estimate a posterior density over the entire image using these detection results. The integral of this density provides an estimate of the expected number of objects in the image. It follows that the object count in image subregions can be estimated by integrating the posterior intensity over that subregion.
Methods and Algorithms

Overview
The block diagram in Fig. 1 provides an overview of the process involved in estimating the number of instances of the object of interest in an input image. First, we select a set of bounding boxes from the image, on which we run a CNN classifier that is trained to classify each bounding box for the presence or absence of the object category that we are interested in. The scaled classifier scores from this initial set of bounding boxes are the measurements y used in the sections that follow. In our Cox modeling, these observations y are functionally related to the intensity of the Poisson process. (The details of this formulation are described in Sects. 3.2 and 3.3, and the likelihood model is elaborated in Sect. 3.4). The posterior distribution given the observations y is expressed using Bayes' formula, and the posterior meanĝ is computed using Algorithms 1, 2, and 3 (as detailed in Sects. 3.5, 3.6 and 3.7). Finally, the integral of the posterior intensity is mapped using linear regression to find the final estimated count.
A Brief Introduction to Cox Processes and Gaussian Processes
Cox processes are also called Mixed Poisson processes or Doubly stochastic Poisson processes. A stochastic process [38] X = {X (t), t ∈ T } is a collection of random variables defined on a common probability space (Ω, F, P), where Ω is the sample space, F is a σ -algebra of subsets of Ω, and P is a nonnegative probability measure on (Ω, F) with total mass P(Ω) = 1. For each t in the set T , X (t) is a random variable that represents the state of the process at index t, and t is often interpreted as either time or space. The simplest of stochastic processes is a Bernoulli process, which is a sequence of independent and identically distributed random variables, each of which can take a value of zero or one based on probability p and 1 − p, respectively. A Gaussian process (GP) [34] , on the other hand, is defined as a collection of random variables, any finite number of which have a joint Gaussian distribution. A Gaussian process can be written as g(x) ∼ GP(ḡ(x), k(x, x )) and is completely specified by its mean functionḡ(x) and a positive definite kernel k(x, x ). We say that g ∼ GP(ḡ, k) is a Gaussian process when for any collection of points on the input space (x 1 , . . . , x n ), the vector of real numbers (g(x 1 ), . . . , g(x n )) is distributed as a multivariate Gaussian with meanḡ and covariance Σ, such that
Recall that a positive definite kernel is a function of two arguments such that the matrix Σ is a covariance matrix. The marginalization property of the GP follows directly from this specification of the covariance matrix. This property means that if the GP specifies (g(
, where Σ 11 is the relevant sub-matrix of Σ. Following the notation in Rasmussen and Williams [34] , given a dataset D of n observations, D = {(x i , y i )|i = 1, . . . , n} = (X , y), we assume that the relationship between the input data X and the target y is governed by a latent GP function g(x) ∼ GP(ḡ, k), and the likelihood p(y(x)|g(x)). In Gaussian process regression, the goal is to find a predictive distribution p(g * |y, X , X * ) for any new test input set X * . In the standard GP regression formulation, the observation model is Gaussian, which when combined with a Gaussian prior gives rise to a Gaussian posterior, and the posterior distribution remains analytically tractable. However, for most other applications of Gaussian processes, including GP classification, the solution is more demanding since the likelihood is typically non-Gaussian.
Poisson processes are stochastic processes for collection of points on a domain, the number of points in this collection being also random. A Poisson process is characterized by a rate or intensity function λ. If λ is constant over the domain Ω, the process is said to be stationary or homogeneous, and if λ(t) varies with time or space, the process is inhomogeneous. In a doubly stochastic process, the observed random variables are modeled in two steps: In the first step, the random variables are defined using a stochastic process characterized by one or more parameters, and in the second step, the parameters themselves are treated as random variables. A Cox process, also known as a doubly stochastic Poisson process is a generalization of a Poisson process where the time (or space)-dependent intensity λ(t) is itself a stochastic process. In the case of a Gaussian Cox process, this intensity is obtained by mapping a Gaussian process to a positive function using a link function. Examples of link functions include the square, the exponential, the sigmoid, and the logit function. Conditional on the intensity λ, the number of instances within the region Ω is:
where Poisson(u) stands for the Poisson distribution with parameter u.
Problem Formulation
Let θ be a doubly stochastic Poisson process (PP) with inten-
The random intensity function λ is obtained by mapping a Gaussian process (GP) defined over Ω to a positive function. Let g ∼ GP(ḡ, Σ), whereḡ is a function Ω → R and Σ is a positive definite kernel over Ω × Ω. We define λ(.) = αφ(g(.)), where φ is a function R → R + . Examples include φ(g) = e g and φ(g) = g 2 . α > 0 is a scaling factor that together withḡ and Σ controls the expected number of counts in the domain. = (y 1 , . . . , yñ) . There is no restriction on measurement type. These could be actual counts; or real-valued or vector-valued measurements from one or more classifiers.
Using the Bayes' formula, the posterior on g given the observations y is,
The Forward Model
In order to define a probabilistic model for y given g, let us define Instead, we opt for a simplified model in which a high probability corresponds to the situation where the observed value y m is close to the intensity λ m . We also want this likelihood function ln p(y|g) to be concave so that its summation with the prior logarithm ln p(g) results in a concave function with a unique maximum. Equation (3) provides one such function:
for some p ∈ {1, 2, . . .}, and β > 0 Note that the case p = 1 corresponds to a Normal distribution. The case p = 2 is also interesting. In this case, p(y m |g m ) has a "plateau" centered at √ y m . The size of the plateau depends on β. This is the model that we use in our experiments. We now assume that for each 1 ≤ m ≤ñ,
In other words, the observations are conditionally independent given the intensity, and the observation y m depends on λ only through λ m , the intensity at x m . We also assume that ln p(y m |g m ) is a concave function of g m . This is the case for the traditional Cox process, that is, when y m is Poisson distributed with intensity λ m and φ(g) = g 2 . This is also the case for the model presented in Eq. (3).
The Posterior Distribution
The posterior on g given the observations y is,
Since in general p(y|g) is non-Gaussian, p(g|y) is nonGaussian and thus cannot be computed analytically. Instead, following Flaxman et al. [11] and Rasmussen [34] , we use a sophisticated numerical method which provides a tractable approximation of the distribution of p(g|y). We use the Laplace method together with Kronecker algebra and preconditioning to compute a Gaussian approximation of p(g|y). The posterior mean of g given y is notatedĝ, and the (n, n) posterior covariance matrix of g is notated A.
Let Φ(g) = ln p(g|y); in order to find the posterior mean g that maximizes the log posterior Φ(g), Laplace approximation uses the second-order Taylor series expansion of Φ(g) about the point g =ĝ:
Note that the first-order term in Eq. (5) is zero since the gradient ∇Φ(ĝ) = 0 at the maximum. Noting that Eq. (5) is log-Gaussian, we get:
Differentiating Φ(g) w.r.t. g provides
where W = −∇∇ g ln p(y|g). In the Laplace method,ĝ is computed using Newton's algorithm. Following Rasmussen [34] , the Newton iteration for the Laplace approximation can be computed in the following manner which improves the numerical stability of the algorithm:
where
Note that W is a nonnegative diagonal matrix and B is symmetric positive definite.
Tractability: Kronecker Algebra and Separable Kernels
Solving Eq. (8) directly is not practical since it requires manipulation of matrices of size (n, n). To tackle this, we make use of covariance functions that can be decomposed as a product of separable functions over dimensions i = 1, . . . , d as:
where x (i) is the ith-dimensional element of input x. Such kernels are called tensor product kernels. Note that it is a requirement of the method (see Algorithms 2 and 3) that the covariance kernel be decomposable as a product. While this is not true of all tensor product kernels, the number of compliant kernels is sufficiently large that this does not present a serious limitation. Examples include the exponential kernel, squared exponential kernel and the Matérn kernel (see [34, 40] ). The squared exponential kernel can be decomposed as:
The tensor product covariance function evaluated over a grid can be written as a Kronecker product of d smaller covariance matrices:
where Σ i is the covariance matrix on each dimension and represents the correlation between any two observations along that dimension. The d matrices are of sizes
where n i is the size of D i and n = n 1 × . . . × n d . Plugging Eqs. (11) into (8), the Newton iteration becomes:
Computing Eq. (12) efficiently requires the use the following property of Kronecker algebra:
where the operator vec(X ) is a column-wise stacking of the square matrix X . We use the algorithm from Saatçi [40] to compute this product, which is reproduced below for completeness (Algorithm 1).
Algorithm 1 Kronecker Vector Product
1: input: Σ 1 ,Σ 2 ,· · · ,Σ d , a 2: for i ← d to 1 do 3: S ← dim(Σ i ) 4: A ← matri
x(a, S, length(a)/S) 5:
Z ← (Σ i A) T 
6:
a ← vec(Z ) 7: end for 8: output: a Note Σ i is a n i × n i matrix and a is a n × 1 vector. Line 3 assigns n i to S; Line 4 reshapes the vector a as a matrix with S rows and length(a)/S columns.
Computation of the Posterior
We now incorporate the ideas presented in Sect. 3.6 into the Newton's method, for computational and storage efficiency. In Newton iteration, we need to evaluate B −1 . Standard approaches like the Cholesky decomposition would require O(n 3 ) time and O(n 2 ) storage. However, due to the Kronecker structure of the covariance matrix Σ, the conjugate gradient method only requires O(dn storage, which is also employed in Flaxman et al. [11] . We now summarize the Conjugate Gradient Algorithm 2 adapted for the Kronecker structure.
Algorithm 2 Kronecker Conjugate Gradient
x0 ← x1 15: until r 0 is sufficiently close to 0 16: output: x1
Based on Algorithms 1 and 2, the Newton Iteration in Eq. (8) 
Algorithm 3 Kronecker Newton
1: input: Σ 1 ,Σ 2 ,· · · ,Σ d , y 1:M , lnp(y 1:M |g) 2: g ← # » 0.5 3: repeat 4: W ← −∇∇lnp(y 1:M |g) 5: b ← W g + d i=1 Σ −1 i ḡ + ∇ g ln p(y 1:M |g) 6: Solve Bx = W 1/2 ( d i=1 Σ i )b with Algorithm 2 7: a ← b − W 1/2 x 8: g ← d i=1 Σ i a 9: until convergence
Method of Moments for Kernel Parameter Estimation
The traditional method for estimating the parameters of the kernel involves using maximum likelihood estimation, see Rasmussen [34] . However, this method is computationally expensive and requires a sophisticated numerical implementation. Instead, in the case of the squared exponential kernel, we show that the method of moments (MoM) provides simple analytical expressions. In statistics, method of moments is a way of estimating the model parameters by equating the theoretical expression for the moments with the corresponding values observed from the sample data. We notate the squared exponential kernel:
We assume that we observe m independent samples from the prior distribution, each over a domain of size |Ω|. Let N i be the number of instances for sample i, for 1 ≤ i ≤ m. Let N and S be, respectively, the sample mean and the sample standard deviation of N 1 , . . . , N m . The theoretical mean and variance can be expressed as (see Appendix 6.1):
Note that α is the scaling factor used in the link function, λ = αφ(g). Setting α = 1 and equating Eqs. (15) and (16) with the sample mean and variance,
The derivation uses properties of the Poisson process and is presented in Appendix 6. 
Experiments and Results
Simulation
In this section, we demonstrate our algorithm on simulated image data. First of all, we verify the method of moments (MoM) for the estimation of the parameters of the squared exponential kernel. We set a range of values for σ and l of the kernel and sample object instances using Cox processes in 1000 images according to this prior. Specifically, we draw 1000 samples g from a multivariate normal distribution characterized by the kernel, calculate the intensity λ from g using the link function φ(g) = g 2 , and then sample the number of instances N i from a Poisson distribution. We repeat this process 100 times, estimatingl andσ using Eq. (17) in every iteration of 1000 images each. Table 1 shows the mean and standard deviation ofl andσ . In the first column of the table, we fix the value for l = 1.5 and use different values for σ . The second column shows the mean and standard deviation of the estimates of σ corresponding to each σ value in the first column. Columns 3 and 4 show similar results for the parameter Fig. 2 (top) The prior function g drawn at random from a GP with a squared exponential covariance function; the input here is two dimensional, and (bottom) the corresponding positive prior intensity, λ = αg 2 l. These results indicate that the method of moments provide good estimates for the kernel parameters.
In order to simulate the computation of the posterior intensity and the subsequent estimation of the expected number of To simulate this behavior, we generate object instances over the bounding box using a Bernoulli distribution with probability p. Since each instance generates multiple measurements, and in order that the total intensity be close to the expected number of instances, we set each measurement y m in the bounding box to y m = 1/( p * N ) with probability p = 0.8 and y m = 0 with probability 1− p = 0.2 (where N is the total number of measurements in the bounding box).
We use the squared exponential kernel,
with parameters σ = 2.4 and l = 2 as the GP covariance function for this simulation. The top image of Fig. 2 shows a function drawn at random from the GP prior, and the image below is the corresponding prior of the intensity. Figure 3 shows the results of one of the simulations. The red triangles in each bounding box stand for the detected instances of the object; this simulates the classifier results as there are typically multiple hits per instance. There are some missed measurements in each bounding box as these are populated randomly by a Bernoulli distribution. This is done in order to simulate the behavior that the classifier would return a true detection only for a fraction of the measurements within the bounding box. The middle image in Fig. 3 shows the posterior intensity-the black pixels indicate that the corresponding intensity values at those locations are close to 0.
The rightmost image of Fig. 3 displays the posterior intensity in a 3D graph. Note that Fig. 3 demonstrates the situation where some of the object instances partially overlap and this overlapping is also reflected clearly in the posterior intensity in the same figure.
We replicate this procedure two thousand times and compute the total posterior intensity for each iteration. A standard linear regression equation is then used to model the relation between the total intensity and the true number of instances. Note that a more sophisticated forward model than the one described in Sect. 3.4 would potentially allow to compute the number of instances simply by integrating the estimated intensity. However, this would likely be obtained at some non-negligible computation cost. According to the regres- Fig. 4 , the horizontal axis indicates the actual number of instances, and the vertical axis is the estimated count. This box plot shows that the median of the estimated count is very close to the actual number of instances.
Application to Real Images
We now present the results of our algorithm on images from the MS COCO [23] dataset. In general, our approach works for all categories of objects, provided we have a classifier for that particular class. In this section, we demonstrate our results on three classes of objects from MS COCO dataset: "bird," "motorcycle," and "sheep." These classes were specifically chosen due to their datasets containing a satisfactory number of images with multiple instances of the same object type. In contrast, the "cat" or " = 100×100 grid, where Δt w and Δt h are the pixel distances between grid centers along the width and height of the image respectively. We use a 100 × 100 grid for all of our experiments with MS COCO. The grid dimension is d = 2, the size of the grid is n = n 1 × n 2 = 10, 000, and Σ i is a matrix of size 100 × 100. Note that the full covariance matrix Σ would be of size 10, 000 × 10, 000, but we neither store nor manipulate this large Σ directly, as explained in Sect. 3. Each point in the grid is the center of the observation bounding box.
We then observe each grid center m at 5 different bounding box sizes by running a classifier trained specifically for the object category of interest. If none of the bounding boxes contain the object instance, we set the corresponding answer y m to 0. In real-world images, the positive responses generated by the CNN classifier are clustered in blob-like structures as shown in the second column of Fig. 5 . Since each instance generates multiple measurements, and in order that the total intensity be close to the expected number of instances, we scale the classification score to get the observations y m . If there is an instance detected at grid location m, we set y m = and p is the percentage of boxes in the neighborhood for which the classifier returns a true detection. After we collect all the answers y, we compute the posterior distribution using Algorithms 1, 2, and 3 from Sect. 3. The average run time of our posterior computation algorithm implemented in MATLAB is 0.04 seconds on a CPU-only Intel Xeon desktop with 8 GB RAM. This was measured on MS COCO dataset that has a typical image size of 500 × 500 pixels. Figure 5 shows 2 sample images from the test dataset, their ground truth bounding boxes in yellow, the answers y from the classifier, and the posterior intensities computed by our algorithm. In order to estimate the final count, we calculate the integral of the posterior intensity over the space of bounding boxes, and fit this using linear regression. The results are shown in Fig. 6 and Table 2 . The box plots in Fig.  6 show the true counts plotted against the estimated counts computed by both Cox and Faster RCNN on the MS COCO bird, sheep, and motorcycle datasets. Our algorithm is robust to overlap, crowding, and occlusion, the typical scenarios in which counting by detection fails. The last row of Fig. 5 shows a difficult overlapping case for class type: "sheep." As is evident from the last column of Fig. 5 , our method can perform soft localization as well if we post-process the posterior intensity, since the location information is preserved in the posterior. We intend to explore this framework for full localization in future work. Table 2 details the root-mean-square error (RMSE) between the true number of objects and the count estimated by Cox, Faster RCNN, and Faster RCNN with Regression. For the last baseline, we perform a linear regression on the final results of Faster RCNN. These numbers are shown in the same table, in the "Faster RCNN Reg" row. For each category, we compute the RMSE on bootstrap samples and report the mean and standard deviation over all bootstrap iterations. The number of object instances per image is k = [1, 14] ; for each bootstrap sample, we also compute RMSE separately for each k, find the mean per sample, and finally calculate the mean and variance over all iterations. The result of these computations is shown in the last 3 rows of Table 2 . The lower error rate observed for Cox over Faster RCNN in all cases suggests that our counting algorithm is promising.
Conclusion and Future Work
We have presented a framework for estimating the number of instances of an object in an image, based on Cox processes. Evaluation using both synthetic and real data demonstrates empirically that our method scales well and improves upon the state of the art.
In addition to counting, our algorithm allows for soft localization of objects. Since the location information is retained in the posterior intensity, our approach can be extended to precise object localization in the form of tight bounding boxes around the object. In addition, this work can be used as the basis for performing object localization by counting, building upon the ideas presented in Han et al. [15] and Rajan et al. [33] . These areas will be explored further in the next phase of our research. 
Note that the last quantity is continuous and negative so that the matrix W is positive semi-definite.
