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Abstract. In this paper, we apply incidence divisors constructed through Archimedean height
paring to prove that Griffiths’ conjecture ([5]) on incidence equivalence is correct for a smooth
projective variety with first non-vanishing cohomology.
1 Introduction
Let X be a smooth projective variety of dimension n over the complex numbers.
There is the Chow group CHr(X) which is the group of all codimensional r algebraic
cycles with integer coefficients modulo rational equivalence. Let CHralg(X) denote
the subgroup of CHr(X) whose cycles are algebraically equivalent to zero. There is
the Griffiths’ intermediate Jacobian Jr(X) (or Jn−r(X)) which is a complex torus
defined via Hodge structure of X as follows. Let
H2r−1(X ;R)
be the cohomology group of the real manifold. Then the complexified cohomology
group H2r−1(X ;C) has a Hodge decomposition as a vector space
H2r−1(X ;C) = ⊕2r−1i=0 H
i,2r−1−i(X) (1.1)
The decomposition can be re-grouped as
H2r−1(X ;C) = F rH2r−1(X)⊕ F rH2r−1(X), (1.2)
where F rH2r−1(X) denotes the sum of summands Hp,q in the Hodge decomposition
(1.1) with p > q. Then it is clear the complex conjugate F rH2r−1(X) is just the rest
of other summands with p < q. Next we identify H2n−2r+1(X ;Z) with a subgroup of
F rH2r−1(X) via Poincare´ duality and the projection in the vector space. Then the
Griffiths’ intermediate Jacobian Jr(X) (or Jr(X)) is defined to be
Jr(X) =
F rH2r−1(X)
H2n−2r+1(X ;Z)
. (1.3)
Another expression of this is:
Jr(X) =
(Fn−r+1H2n−2r+1(X))∗
H2n−2r+1(X ;Z)
. (1.4)
where the identification is made through the cup product between
H2r−1(X), H2n−2r+1(X).
The Jacobian Jr(X) is equipped with a natural complex structure inherited from
F rH2r−1(X). There is the Abel-Jacobi map AJ from CHralg(X) to J
r(X) defined as
follows. For any B ∈ CHralg(X), there is a real chain ΓB in X such that ∂ΓB = B.
The map AJ ,
B →
∫
ΓB
(·)
H2n−2r+1(X ;Z)
∈
(Fn−r+1H2n−2r+1(X))∗
H2n−2r+1(X ;Z)
(1.5)
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is defined to be the Abel-Jacobi map. This is a well-defined map by Hodge the-
ory. Abel-Jacobi map is a regular homomorphism in the sense that for any smooth
projective variety T with a fixed point t0 ∈ T and a correspondence
Z ∈ CHr(T ×X), (1.6)
the map
T
AJ
→ Jr(X)
t → AJ(Z(t)− Z(0))
(1.7)
is a complex analytic map, where Z(t) = (PrX)∗(Z · ({t}×X)) with projection PrX
to X . In order to understand the kernel of AJ , Griffiths in [4] introduced another
equivalence, called “incidence equivalence”: let T be a smooth projective variety
parametrizing n− q − 1-algebraic cycles and
Σ ⊂ CHq+1(T ×X)
be a correspondence. Now the cycle B ∈ CHn−q(X) is called incidence equivalent
to zero if for all couples (T,Σ) above, the divisor Σ(B) is well-defined and rationally
equivalent to zero on T . Let CHn−qinc (X) ⊂ CH
n−q
alg (X) be the collection of all cycles
in CHn−qalg (X) that are incidence equivalent to zero. Then he further proved that for
an algebraic cycle B ∈ CHn−qalg (X),
AJ(B) = 0 =⇒ B ∈ CHn−qinc (X). (1.8)
The converse was left as a conjecture ([5]): For B ∈ CHn−qalg (X),
B ∈ CHn−qinc (X) =⇒ AJ(mB) = 0, for some positive integer m. (1.9)
The conjecture has an importance in the study of algebraic cycles. In the past
46 years, there had been a number of work on the conjecture. But they only yielded
partial solutions. The most noticeable ones are the following theorems given by J.
Murre ([7]), H. Saito ([8]).
Theorem 1.1. (Murre) For B ∈ CH2alg(X), the conjecture (1.9) is correct.
Theorem 1.2. ( Saito) If the conjecture (1.9) is true on all odd dimensional
smooth projective varieties X for cycles in CH
dim(X)+1
2 (X), then the conjecture is
true.
In this paper, we prove the full conjecture under the assumption
H1(X ;Q) 6= 0.
Theorem 1.3. If H1(X ;Q) 6= 0, Griffiths’ conjecture (1.9) is correct.
Sketch of the proof.
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Our main technique is the Archimedean height pairing from Arakelov geometry.
Notations: (1) Throughout the paper all homology and cohomology in
integer coefficients are defined modulo torsion.
(2) For any cycle a (algebraic or non-algebraic), [a] denotes its
class.
(3) Let int(, )V denote the intersection number of two cycles
on a manifold V .
The Intermediate Jacobians are complex analytic when they first appeared. Later
H. Saito made more algebraic construction of them ([8]). In that paper he reduced the
Griffiths’ conjecture. In his remark (5.6), Saito claimed that the Giffiths’ conjecture
is correct under one assumption–the conjecture holds for arbitrary odd dimensional
X with dim(X) = 2p+ 1 and dim(B) = p. Our paper is a proof of this assumption:
Griffiths’ conjecture holds for any X , B with dim(X) = 2p + 1 and dim(B) = p.
Therefore with Saito’s result we prove the whole Griffiths’ conjecture.
Let X be a smooth projective variety of odd dimension n. We use the notation
T to represent a 1-parameter family of p-cycles in the following set-up: there is an
algebraic cycle
Z ∈ Zp+1(T ×X), (1.10)
such that,
(1) the support |Z| of Z is projected onto the smooth T ,
(2) the projection of |Z| → X is generically finite to one,
(3) Z intersects {t} ×X properly.
We denote
Z(t) = (PrX)∗(Z · ({t} ×X)) (1.11)
and PrX is the projection from T ×X to X .
Let
B ∈ CHpalg(X)
where n = 2p + 1. If B = [Z(t1) − Z(t0)], for points t0, t1 ∈ T . We say T is going
through the cycle B.
Definition 1.4. (see [7] )
(1) For any smooth 1-parameter space T of p-cycles in X, we let
HT2p+1(X ;Z) (1.12)
be the subgroup of H2p+1(X ;Z) defined to be the image of the map
νT : H1(T ;Z) → H2p+1(X ;Z)
γ → (PrX)∗((γ ×X) ∩ Z).
(1.13)
Let
HT2p+1(X ;A) = H
T
2p+1(X ;Z)⊗A (1.14)
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and
H
2p+1
T (X ;A) (1.15)
be its Poincae´ dual, for A = Q,R,C.
(2) Let Ha2p+1(X ;Z) be the subgroup of H2p+1(X ;Z) generated by all H
T
2p+1(X ;Z).
Similarly let
Ha2p+1(X ;A) = H
a
2p+1(X ;Z)⊗ A (1.16)
and
H2p+1a (X ;A) (1.17)
be its Poincae´ dual, for A = Q,R,C.
First step.
In this step, section 3, 4, we prove the conjecture under an assumption. Let
B ∈ CHp+1inc (X). Let T1, T2 be two smooth projective curves parameterizing p cycles
of X and Z1, Z2 be the correspondence for T1, T2 respectively. Also assume T2 goes
through B, and Z1(t), Z2(t
′) are disjoint for generic (t, t′) ∈ T1 × T2.
Assumption 1.1. (applied in section 4). Assume that there are T1, T2 as above
such that the intersection pairing on
H2p+1(X ;Z)×H2p+1(X ;Z)
is non-degenerate when restricted to the subgroup
HT22p+1(X ;Z)×H
T1
2p+1(X ;Z),
called algebraic part from Ti, i = 1, 2, and also
dim(HT22p+1(X ;Q)) ≤ dim(H
T1
2p+1(X ;Q)). (1.18)
If the assumption 1.1 holds, then the Griffiths’ conjecture is true. Let’s describe
it in more detail. Recall the intermediate Jacobian is defined to be
Jp+1 =
(F p+1H2p+1(X))∗
H2p+1(X ;Z)
. (1.19)
There is the Abel-Jacobi map AJ from CHp+1alg (X) to J
p+1(X). For any B ∈
CH
p+1
alg (X), there is a real chain ΓB in X such that ∂ΓB = B. The map AJ ,
B →
∫
ΓB
(·)
H2p+1(X ;Z)
∈
(F p+1H2p+1(X))∗
H2p+1(X ;Z)
(1.20)
is defined to be the Abel-Jacobi map. Denote the image of CHp+1alg (X) by
Jp+1a (X) (or J
a
p (X)).
The first step relies on a decomposition of the cohomology. This is lemma 3.4 in
section 3 which states
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Claim 1.2. (see lemma 3.4). If the intersection pairing on
H
2p+1
T1
(X ;Z)×H2p+1T2 (X ;Z)
is non-degenerate and
dim(HT22p+1(X ;Q)) ≤ dim(H
T1
2p+1(X ;Q)), (1.21)
there is a decomposition
H2p+1(X ;Q) = H2p+1T1 (X ;Q)⊕WQ (1.22)
where WQ has the property that int(h1, h2)X = 0 for
h1 ∈ H
T2
2p+1(X ;Q), h2 ∈WQ.
The Poincare´ dual of this is
H2p+1(X ;Q) = H
T1
2p+1(X ;Q)⊕WQ (1.23)
where WQ has the property that int(h1, h2)X = 0 for
h1 ∈ H
T2
2p+1(X ;Q), h2 ∈WQ.
Then conjecture follows from this decomposition with a help of an easy claim
below.
Claim 1.3. (see section 6, Appendix).
∫
ΓB
h = 0 (1.24)
where ΓB is the chain on X that comes from T2 and h ∈WQ.
Remark Claim 1.3 shows that the integrals (1.24) annihilates all cohomological
elements h ∈ WC. By the decomposition (1.22) over Q, the only non-annihilated
cohomological elements are from H2p+1T1 (X ;Q)
1 . Those must be paired to rational
numbers with B if B ∈ CHp+1inc (X). Therefore AJ(B) is a torsion.
Second step
The conjecture now boils down to the proof of assumption 1.1
Claim 1.4. Assume H1(X ;Q) 6= 0. Then there exists a family T2 of p-cycles
with the correspondence Z ⊂ T2 ×X such that
E1 = Z
∗
(
H2p+1(X ;C))
)
‖
Ea1 = Z
∗
(
H2p+1a (X ;C))
)
.
(1.25)
1 The decomposition holds over the field Q, but may fail over the ring Z. This is the reason for
the torsion in the conjecture (1.9).
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Then assumption 1.1 follows from claim 1.4.
Using step 1, we complete the proof.
We organize the rest of paper as follows. In section 2, we introduce our technique
Archimedean height pairing, its relation with incidence equivalence, Poincare´ line
bundle, and Abel-Jacobi map. In section 3, 4, we complete the proof of the step 1. In
section 5, we prove the step 2. Appendix includes a corollary proved by Caiba˘r and
Clemens.
Acknowledgment We would like to thank Herbert Clemens for the communi-
cation. We also thank Bruno Harris whose conversion has always been helpful.
2 Incidence structure and Archimeadean height
pairing
In this section, we interpret the incidence equivalence through Abel-Jacobi maps.
This is a description of a geometric structure through Archimeadean height pairing
from Arakelov geometry.
We adapt everything in section 1 except the dimensions. Let dim(X) = n be any
positive integer. We let p, q be any two nature numbers satisfying p+ q = n− 1. Let
Cr(X) denote an irreducible component of Chow-variety of X of effective algebraic
cycles of dimension r ≥ 0.
Definition 2.1. (Archimedean height pairing, [1], [3]) Assume X is equipped
with a Ka¨hler metric. Let A ∈ Cp(X), B ∈ Cq(X). Assume |A| ∩ |B| = ∅. Define the
Archimedean height pairing 〈A,B〉 by the integral
∫
A
GB.
where GB is a normalized Green’s form of B. A normalized Green’s form of B is a
smooth form on X\|B| and L1 on X that satisfies
(1) ddc < Gb >= δB− < ωB > where < · > is the notation for currents, δB is
the current of integration over B, ωB is the harmonic, Poincare´ dual to B.
(2) Harmonic projection of the current < GB > is zero.
Theorem 2.2. ([9]). Let B ∈ Zq(X). Assume that there is a cycle A ∈ Cp(X)
such that |A| ∩ |B| = ∅. Then B determines a rational section sB of some metrized
line bundle L[B] such that the Archimedean height pairing, as a real function on
Cp\|div(sB)|, is
〈A,B〉 =
1
p!
log ||sB(A)||
2. (2.1)
The line bundle L[B] is called “Mazur’s incidence line bundle”, and div(sB) is called
incidence divisor of B, denoted by DB.
By pulling back Mazur’s incidence line bundle, we obtain
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Corollary 2.3. Let Tp be a smooth projective variety with a regular map
φ : Tp → Cp(X), (2.2)
whose image does not lie in |div(sB)|. Then there is a rational section s′B of some
metrized line bundle L′B on Tp such that the Archimedean height pairing, as a real
function on Tp\|div(s
′
B)|, is
〈A,B〉 = log ||s′B(A)||
2. (2.3)
Remark . There is an easy, but non-trivial assertion: since Tp is smooth,
φ∗(LB)
p!
is also a line bundle on Tp.
Definition 2.4.
(1) The divisor div(s′B) will be denoted by DB, called the incidence divisor of B.
(2) If DB is zero in the Chow group CH(Tp) for all Tp, we say B is incidence
equivalent to zero.
Definition (2) coincides with Griffiths’ mentioned in introduction.
Remark In the context, the ambient space X and the parameter space T for the
incidence divisor DB will be omitted for simplicity.
Next we see the map [B]→ L[B] factors through intermediate Jacobian.
Using the result of ([6]), we obtained that
Corollary 2.5. (Theorem 3.15, [10])
Let
L : CHn−qhom(X) → Pic
0(Cp(X))
[B] → L[B].
(2.4)
Then L is equal to the following composition of maps:
CH
n−q
hom(X)
AJ
→ Jq(X)
f
→ Pic0(Jp(X))
p!
→ Pic0(Jp(X))
AJ∗
→ Pic0(Cp(X)),
(2.5)
where f is induced from the Poincare´ line bundle, AJ∗ is induced from the Abel-
Jacobi map AJ with a fixed base point in Cp(X) and p! is the map ⊗p! on the line
bundles.
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3 Decomposition of cohomology
Let’s go back to the setting in the introduction.
Recall
Zi ⊂ Z
p+1(Ti ×X) (3.1)
be the correspondence as before. Let
Z2 = Z1 × Z2 ⊂ (T1 ×X)× (T2 ×X). (3.2)
be the Cartesian product. The projections from T2 ×X to T2 and X will be denoted
by p1 and p2 respectively. Let (p1)∗, (p2)
∗ denote the pull-back and push-forward
through the intersection with Z2.
Let (Zi)L, Z
2
L be the operators that push the cycles on
Ti and T1 × T2
to
X and X ×X
respectively. Let (Zi)R, I
2
R be operators that push the differential forms, currents
or algebraic cycles from X and X × X to Ti and T1 × T2 respectively. Without a
confusion, we’ll use the same notations (Zi)L, (Zi)R, · · · for the operations on their
various equivalent classes.
Lemma 3.1. Let γi, i = 1, 2 be two real cycles that represent two classes in
H1(Ti;Z) respectively. Then
int
(
(Z1)L(γ1), (Z2)L(γ2)
)
X
= int
(
γ1 × γ2,D∆(1, 2)
)
T1×T2
, (3.3)
where ∆ is the diagonal of X × X, D∆(1, 2) is the incidence divisor of ∆ over the
parameter space T1×T2 defined in section 2 (corollary 2.3), and γ1× γ2 is the tensor
product in the Ku¨nneth decomposition.
Definition 3.2. Using the notation in the lemma 3.1, we define
F (γ1, γ2) = int
(
γ1 × γ2,D∆(1, 2)
)
T1×T2
. (3.4)
Then F is a bilinear form of integer values. The Poincare´ dual of F on the cohomology
is also denoted by F .
Proof. of lemma 3.1: Using the “reduction to diagonal” for intersection pairing
int
(
(Z1)L(γ1), (Z2)L(γ2)
)
X
= int
(
(Z2)L(γ1 × γ2), [∆]
)
X×X
, (3.5)
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we obtain that
int
(
(Z1)L(γ1), (Z2)L(γ2)
)
X
= int
(
γ1 × γ2, Z
2
R(∆)
)
T1×T2
. (3.6)
As it is known in the construction of the incidence divisor [10] that, when T1 × T2 is
smooth, Z2R(∆) is the incidence divisor D∆(1, 2).
This completes the proof.
Definition 3.3. As before we let
B ∈ CHp+1alg (X).
Next we define the map lB.
F p+1H2p+1(X)
lB→ C
h →
∫
ΓB
h
(3.7)
where ΓB is a simplicial chain such that ∂ΓB = B. The map lB depends on the choice
of ΓB, but is independent of choice of the closded form h. The map
B → lB
gives a rise to the Abel-Jacobi map, where lB is an element of (F
p+1H2p+1(X))∗.
Lemma 3.4. Assume the assumption 1.1. There exists a subgroupWQ of H
2p+1(X ;Q)
such that
H2p+1(X ;Q) = H2p+1T1 (X ;Q)⊕WQ, (3.8)
(or
H2p+1(X ;Q) = H
T1
2p+1(X ;Q)⊕WQ)
and
int(h1, h2)X = 0 (3.9)
for all
h1 ∈ H
2p+1
T2
(X ;Q), h2 ∈WQ.
Proof.
Let
WQ = {h1 ∈ H
2p+1(X ;Q) : int(h1, h2)X = 0, for all h2 ∈ H
2p+1
T2
(X ;Q)}.
Using the linearity, we obtain
cod(WQ) = dim(H
2p+1
T2
(X ;Q)). (3.10)
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Hence
cod(WQ) ≤ dim(H
2p+1
T1
(X ;Q)). (3.11)
Therefore
dim(WQ) ≥ dim(H
2p+1(X ;Q))− dim(H2p+1T1 (X ;Q)). (3.12)
Because F (γ1, γ2) is non-degenerate on left,WQ can not have non-zero intersection
with H2p+1T1 (X ;Q). Then using the dimension count for vector spaces, we must have
H2p+1(X ;Q) = H2p+1T1 (X ;Q)⊕WQ. (3.13)
We complete the proof.
Lemma 3.5. Let B ∈ CHp+1alg (X) and T1, T2 be families of cycles that satisfy
lemma 3.4. Then there exists a positive integer m such that following two sets in C
satisfy
{lmB(α(H
2p+1(X ;Z)))} ⊂ {lB(α(H
2p+1
T1
(X ;Z)))}, (3.14)
where α is the projection via the Hodge decomposition
H2p+1(X ;C)
α
→ F p+1H2p+1(X), (3.15)
and ΓmB = mΓB.
Proof. Let’s work with cycles instead of cycle classes. So let B ∈ Zp(X) be
algebraically equivalent to zero. Recall T2 is a smooth irreducible, projective curve
T2 of non-zero genus that parametrizes a family of p-cycles Z(t) ∈ Zp(Z), t ∈ T2 such
that B = Z(t1)− Z(t0) where t1 6= t0 are in T2.
Let φj ∈ H2p+1(X ;Z) be any one of the element in a basis. By lemma 3.4,
φj = φj1 + φ
j
2 (3.16)
where φj1 ∈ H
2p+1
T1
(X ;Q), φj2 ∈WQ. Thus there is an integer mj such that
mjφ
j
1 ∈ H
2p+1
T1
(X ;Z).
Notice that ∫
Γ
φ
j
2 = 0. (3.17)
for any Γ = νT2(γ) ∈ H
T2
2p+1(X ;Q) ( where γ ∈ H1(T2;Q)). Hence∫
γ
(p1)∗(p2)
∗(φj2) =
∫
Γ
φ
j
2 = 0. (3.18)
Thus the intersection number on T2
int
(
(p1)∗(p2)
∗(φj2), γ
)
T2
= 0 (3.19)
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for all γ ∈ H1(T2;C). By the non-degeneracy of the intersection numbers on T2,
(p1)∗(p2)
∗(φj2) (3.20)
is an exact form.
Then by the corollary 4 in [2] (see section 6, Appendix) ,∫
ΓB
φ
j
2 = 0, (3.21)
where ΓB is a chain obtained from a real path in T2 connecting the point t1 and the
fixed t0, in particular,
∂ΓB = Z(t1)− Z(t0).
This shows that (p1)∗(p2)
∗(φj2) is a zero form on T2. Hence
(p1)∗(p2)
∗(α(φj2))
is also a zero form. Then
lmjB(α(φ
j)) = lB(α(mjφ
j
1)).
Since there are only finitely many such j, we let m =
∏
jmi. Then the cycle mB
satisfies lemma 3.4. We complete the proof.
4 Griffiths’ conjecture under the assumption.
In this section we prove theorem 1.3 under the assumption 1.1,
Proof. As we mentioned before, the key in our idea is to restricted the problem
to single cycle B. This restriction requires the existence of curves T1, T2 which are
related to B. In particular we assume T2 goes through B. Let’s see the detail. We
apply the long sequence (2.5) to the family of cycles, T1 to obtain the same long
sequence with the composition map still denoted by L:
CH
p+1
alg (X)
AJ
→ Jp+1(X)
f
→ Pic0(Jp+1(X))
AJ∗
→ Pic0(T1), (4.1)
(where the last AJ has a fixed base point t0 ∈ T1. The cycle B is irrelevant to this
sequence. ). Next we analyze two line bundles, LB over T1 and f ◦AJ(B) over
Jp+1(X).
By the assumption LB is a trivial bundle. But f ◦AJ(B) may not be trivial over
the entire Jacobian Jp+1(X). However we would like to show that when restricted to
the sub Abelian variety
(F p+1H2p+1T1 (X))
∗
HT12p+1(X ;Z)
= J2p+1T1 ⊂ J
p+1(X), (4.2)
it is a trivial bundle. First we assure that
(F p+1H2p+1T1 (X))
∗
HT12p+1(X ;Z)
= J2p+1T1 ⊂ J
p+1(X) (4.3)
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exists because HT12p+1(X ;Z) induces a full lattice of
(F p+1H2p+1T1 (X))
∗.
The trivial bundle LB corresponds to the trivial representation of the pi1(T1), i.e.
the U(1)-representation of the flat bundle is the trivial map
η1 : pi1(T1) → {1} ⊂ U(1). (4.4)
On the other hand f ◦AJ(B) is also a flat bundle over the entire Jacobian Jp+1(X),
which includes a representation of
η2 : H
T1
2p+1(X ;Z) → U(1). (4.5)
By (4.1), LB is the pull-back of f ◦AJ(B). This leads to the commutative diagram
pi1(T1) → H
T1
2p+1(X ;Z)
η1


y η2


y
U(1) = U(1),
(4.6)
Since η1 is trivial, η2 must be trivial. Then the bundle
(f ◦AJ(B))|
J
p+1
T1
(X)
is trivial.
By the definition of this bundle,
∫
ΓB
h (4.7)
is an integer for any h ∈ H2p+1T1 (X ;Z). On the other hand, we apply lemma 3.5 to
obtain that for any φ ∈ H2p+1(X ;Z), exists a positive integer m such that
∫
mΓB
φ =
∫
γB
φ1
for some φ1 ∈ H
2p+1
T1
(X ;Z). Then by (4.7)
∫
mΓB
φ
is an integer. By the definition of the Abel-Jocobi map AJ([mB]) = 0.
5 Correspondence
This is the step 2. Recall that there are an Abelian variety A and a cycle
Z ∈ CHp+1(A×X)
12
such that the composition map ς
A
Z(a)−Z(0)
→ CHp+1alg (X)
AJ
→ Jp+1a (X) (5.1)
is an isogeny.
Theorem 5.1. If H1(X ;Z) 6= 0, there exist families T1, T2 of p-cycles as in the
introduction such that the assumption 1.1 is correct.
Proof. Let B ∈ CHp+1inc (X). The goal of this section is to construct two smooth
curves T1, T2 that parametrize cycles of dimension p in X such that
(1) T2 is through B ∈ CH
p+1
inc (X),
(2) the bilinear form
F (γ1, γ2)
is non-degenerate on left (definition 3.2), i.e. the correspondence D∆(1, 2) induces the
injective homomorphism on homology,
H1(T1;Z)
D∆(1,2)
−−−−−→ H1(T2;Z), (5.2)
which is still denoted by D∆(1, 2).
In the following, we show how to obtain these curves T1, T2.
Let u ∈ H2(X ;Z) be the class of a hyperplane section. Then for the vector space
over Q, we can decompose
F p+1H
2p+1
a (X ;Q) = Z1 ⊕ Z0, (5.3)
where
Z0 = {α ∈ F p+1H
2p+1
a (X ;Q) : α ∪ u
q = 0}. (5.4)
(note α∪ uq is a class of degree 2n− 1). Thus α∪ uq 6= 0 for all non-zero α ∈ Z1. By
the assumption
H1,0(X ;Q) ∪ up ⊂ F p+1H2p+1a (X ;Q) (5.5)
is non zero. Hence Z1 is non-zero whose dimension is at least dim(H
1,0(X ;Q)).
Multiplying by an integer, we obtain the same result on lattices. Thus upto a finite
index, we may assume the lattice also has a decomposition
F p+1H
2p+1
a (X ;Z) = L1 ⊕ L0, (5.6)
where
L0 = {α ∈ F p+1H
2p+1
a (X ;Z) : α ∪ u
q = 0}. (5.7)
and for non-zero α ∈ L1, α ∪ u
q 6= 0 (such L1 is not unique). We denote
K1 = spanC(L1),K0 = spanC(L0).
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By the counting the dimensions, we obtain that Li, i = 0, 1 are lattices of Ki, i = 0, 1.
Then
F p+1H
2p+1
a (X ;C) = K1 ⊕K0, (5.8)
such that K0,K1 have lattices L0, L1 respectively. Note α ∪ uq 6= 0 for all non-zero
α ∈ K1. After shifting by the integral lattice and choosing an appropriate direct
sum complement K1, we may assume β ∈ K1 (the new β is the sum of old β and an
integral class). Without loosing generosity, we may assume
Jp+1a (X) = T (K1)⊕ T (K0) (5.9)
and pi2(β) ∈ T (K1), i.e.
pi2(β) ∈ T (K1)⊕ {0}.
Since the complex torus T (K1) is a non-empty Abelian subvariety, we can choose
a curve R2 on T (K1) through the points pi2(β), 0. Let T2 = R2 × {0}. Using the
surjectivity of the Abel-Jacobi map to Jp+1a (X), we obtain a smooth curve T2 and a
correspondence
Z ⊂ CHp+1(T2 ×X) (5.10)
such that ψT2(T2) = R2. Easy to see T2 homotopically depends on pi2(β). Then it is
automatic that R2 on J
p+1
a (X) goes through points pi2(β), 0. Let T1 = f(T2). Then
to show part (2) above, it suffices to show the intersection pairing int(, )X on
H
2p+1
T2
(X ;C)×H2q+1T1 (X ;C)
is non-degenerate. Using the definitions of Ti, this suffices to show the pullbacks of
subgroups in cohomology via Z
Z∗(H2q+1(X ;C)) = E1, Z
∗(H2q+1a (X ;C)) = E
a
1
is the same, i.e.
E1 = E
a
1 .
Let ωZ ∈ H2p+2(T2×X ;C) be Poincare´ dual to Z. Using Ku¨nneth decomposition
ωZ = α
1
Z + α
2
Z + α
0
Z (5.11)
for
αiZ ∈ H
i(T2)⊗H
2p+2−i(X), i = 0, 1, 2.
Let
α1Z =
∑
i
li ⊗ ωi (5.12)
where
li ∈ H
1(T2;C), ωi ∈ H
2p+1(X ;C).
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By the definitions, we immediately have
span(l¯i)i = (ρ1)
∗(H1,0(T ((V1)∗)))
spani(ωi) = H
2p+1
Z (X ;C).
(5.13)
where l¯i is the projection of li to H
1,0(T2;C) in the Hodge decomposition. See defini-
tion 2.1 for H2p+1Z (X ;C). Next we apply the consequence of the construction Z (This
is the key step). By the construction of Z,
F p+1H
2p+1
Z (X ;Z) ⊂ L1. (5.14)
Since α ∪ uq 6= 0 in
H2p+1(X ;C)
for all non-zero α ∈ K1, the restriction α|Y 6= 0 in
H2p+1(Y ;C)
for all non-zero α ∈ K1, where Y is the complete q codimensional hyperplane inter-
section of X . Thus the restriction map
F p+1H
2p+1
Z (X ;C) → F
p+1H2p+1(Y ;C)
α → α|Y
(5.15)
is injective.2 Therefore the dual map
(F p+1H2p+1(Y ;C))∗ → (F p+1H2p+1Z (X ;C))
∗
θ → θ(α|Y )
(5.16)
is surjective. By the Lefschetz hyperplane theorem, the restriction map
H1,0(X ;C) → H1,0(Y ;C)
l → l|Y
(5.17)
is an isomorphism. Using the Poincare´ duality of Y , the composition map
H1,0(X ;C) → H1,0(Y ;C) ≃ (F p+1H2p+1(Y ;C))∗ → (F p+1H2p+1Z (X ;C))
∗
l → l ∪ uq → (l ∪ uq)∗
(5.18)
is surjective. This implies
H1,0(X ;C) → (F p+1H2p+1Z (X ;C))
∗ → spani(l¯i)
l → (l ∪ uq,
∑
li ⊗ wi) →
∑
i l¯i(l ∪ u
q, wi)
(5.19)
is surjective, where the second map is the evaluation map
(F p+1H2p+1Z (X ;C))
∗ ⊗H1(T2;C)⊗ F p+1H
2p+1
Z (X ;C) → H
1(T2;C). (5.20)
2This statement is similar to the Lefschetz hyperplane theorem, but it is not because of the higher
codimensions. We call it quasi-Lefschetz-hyperplane-theorem. It is incorrect in general. However it
is true in our case because of the special construction of Z.
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The final statement is equivalent to saying
H1,0(X ;C) → spani(l¯i)
l → (pi1)∗(l ∪ uq ∪ ωZ)
(5.21)
is surjective where pi1 : T2 ×X → T2 is the projection.
On the other hand, the image of the map
F q+1H2q+1a (X ;C) → H
1,0(T2;C)
ωa → (pi1)∗(ωa ∪ ωZ)
(5.22)
is just
(ρa1)
∗(H1,0(T ((V a1 )
∗))).
At last, H1 = H1a for any variety and cupping with hyperplane sections preserves the
partial algebraicity. Hence l ∪ uq ∈ V a1 . Then we obtain that
span(l¯i)i⋂
(pi1) ∗
(
H1,0(X ;C) ∪ uq ∪ ωZ
)
⋂
(pi1) ∗ (F
q+1H2q+1a (X ;C) ∪ ωZ)⋂
(pi1) ∗ (F q+1H2q+1(X ;C) ∪ ωZ)
‖
span(l¯i)i.
(5.23)
Finally E1 = E
a
1 . This completes the proof of theorem 5.1.
This verifies all assumptions in theorem 2.5. Hence APD holds on such a variety
X with H1(X) 6= 0.
6 Appendix
At last for its completeness we list the corollary 4 in [2] proved by Caiba˘r and
Clemens. Consider the correspondence in the introduction
Z
ւp1 p2ց
T X.
(6.1)
Corollary 6.1. (Caiba˘r and Clemens).
Let D ∈ CH1hom(T ) be a zero-cycle of degree zero. Then the Abel-Jacobi image
AJ(D) ∈ Jp+1(X) (6.2)
pairs to zero with
ker
(
(p1)∗(p2)
∗ : H2p+1(X ;R)→ H1(T ;R)
)
, (6.3)
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where H2p+1(X ;R) is the set of harmonic forms for any Ka¨hler metric on X.
The proof is written for Weil’s Jacobian. But it is correct for Griffiths’ Jacobian
too, and the proof is identical.
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