1. Introduction. The simplest case of the inverse problem of Darboux is that in which an ordinary differential equation in the normal form y n ' =<£(#> y, y') is assigned with the requirement that we ascertain, first, under what conditions 4>{x, y, y f ) is the solution for y" of the Euler equation of a variation problem of the form Jl\f{x, y, y')dx = min and then that we determine the most general integrand function ƒ corresponding to an admissible function 2 <£(#, y, y'). For partial differential equations the simplest analogous problem is that of finding the most general first order multiple integral variation problem associated with an assigned partial differential equation, that is, the most general integrand function ƒ of a variation problem of the form 
where the set {C{xu
and where the co* occurring in the partial derivatives with respect to Xi are arbitrary functions of z alone. Whether (2.1), as it stands, has a self-adjoint equation of variation or not, there may exist equivalent equations which do have self-ad joint equations of variation. We proceed to the question of the existence of such equivalent equations.
For a problem of minimizing the multiple integral (I), the Lagrange partial differential equation must necessarily be a second order partial differential equation 4 linear in the pa and with a self-adjoint equation of variation. Thus, if the integral hypersurfaces z = z(xi, • • • , x n ) of F = 0 are to be the extremal hypersurfaces of such a problem, the partial differential equation -F = 0 must be equivalent to a partial differential equation of the second order with the properties of linearity and self-adjointness of the equation of variation just described. Since the analytic partial differential equation F=0 is itself linear in the pa, it follows that the most general linear equation
•••,ƒ>») F^O and such that the equation MF = 0 has a self-adjoint equation of variation will be called a multiplier of the partial differential equation F=0. Since multipliers which differ only by a nonzero constant factor are not regarded as distinct, it is permissible to restrict attention to multipliers M>0.
If the equation M• F=0 is to have a self-adjoint equation of variation, then the multiplier M must satisfy the following relations 5 identically in the variables xi,
It is evident that the conditions (2.5) are automatically satisfied.
exists, it must satisfy the relations (2.6) which may be written in the form
If F=0, as it stands, has a self-adjoint equation of variation, then (2.7) reduces to
If a, the determinant of the matrix (-4»-/), is different from zero, it follows from (2.8i) that dM/dpi^0 
and where / is an arbitrary function of its arguments. The functions Pij are arbitrary solutions of a certain system of partial differential equations considered by Davis. In sharp contrast to this result we shall show that the most general variation problem (I) for which the extremals are minimal hypersurfaces in the sense defined below is uniquely determined up to an additive function of the form do) a /dx a where the a? Hence, calculating the integrand function ƒ of (2.2), we reach the following conclusion. Partial differential equations of the form (4.1) are of much importance in pure and applied mathematics. For example if we choose » = 2, Aii^h) and B^Sz/il+xl+x^) 2 , (4.1) reduces to the partial differential equation studied by Schwarz in his researches on minimal surfaces. For the same value of n and suitable choice of An and B, the equation (4.1), with appropriate interpretation of the variables Xi, X2 and z, includes many of the most important partial differential equations of mathematical physics.
It is easy to verify that all equations (4.1) have self-adjoint equations of variation and hence, as they stand, are Euler-Lagrange equations. We therefore proceed immediately to the problem of determining the most general integrand function ƒ of the problem (I) known to be associated with an equation of the form JF 2 = 0. Application of Theorem 2.1 and calculation of the function ƒ of (2.2) leads to the following theorem. If ct = 0 our discussion proceeds on the basis of the system (2.8) written for the equation 7^2 = 0. It is evident that in every case the resulting system of equations S can be replaced by an equivalent system 5* of R^2n + 1 independent partial differential equations.
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The number R of equations in 5* is equal to the rank of (-4), the matrix of coefficients of the system 5. Inspection of (^4) discloses that its last column is a linear combination of the n preceding columns. Thus R is always less than 2n + l. Actually, when ct = 0, R is at most 2n -l and its precise value is given by the following lemmas which we state without proof. Where it is desirable to retain the original variables xi, a straightforward but somewhat involved discussion based on Lemmas 1 and 2 enables us to treat 10 both the case 1< r < n and the case r = 1. We give a simpler treatment of the cases 1 ^r<n using another lemma. By use of Lemma 3, (2.8) can be replaced by the equivalent syste m
From (4.2) with i=\ and k>\ we infer dM/dp k = 0 (k>l). If now Kr<n, the choice i = 2, k = l shows dM/dpi = 0. Hence for Kr<n it follows from dM/dpi = 0 (* = 1, 2, • • • , n) and (4.3) that dM/dxi+pidM/dz = 0 (iSr) and therefore that dM/dxi = dM/dz = 0 (i^r). This completes the proof of the following theorem. THEOREM 
If the rank of (Aa) is r (Kr<n), then the partial differential equation 7*2 = 0, when reduced to the normal form of Lemma 3, admits as its most general multiplier the function A(x r +u x r +2, • • • , %n) where A is different from zero but is otherwise an arbitrary function of its arguments.
We now proceed to calculate the function ƒ of (2.2). A particular solution of (2. Finally if the rank of (A i3 ) is r = l, then dM/dp k = 0 for all k>l and (4.3) reduces to the single equation
which obviously has two independent solutions Mi (xi, z, pi) and M^ixi, 2, pi) for M. In this case we are thus led to a somewhat different result. 
Variation problems associated with the equation R(p, q)r -\-2S(p> q)s + T(p, q)t = 0.
Consider the partial differential equation
2 z/dy 2 , and the coefficients R, S> T are analytic functions of p and q. We shall exclude equations for which two of the coefficients R y 5, T vanish identically, since such vanishing would reduce the equation F 3 = 0 to one of the special equations r = 0, 5 = 0 treated in the previous section. The system (2.7) with n = 2 and suitable identification of the variables now has the form (5.2) S-dM/dp -RdM/dq + M-[dS/dp -dR/dq] = 0,
In contradistinction to (4.1), (5.1) may (Case I) or may not (Case II) have a self-adjoint equation of variation. In Case I, since dS/dp -dR/dq = dT/dp -dS/dq = 0, (5.2) becomes the homogeneous system UiM = S-dM/dp -RdM/dq = 0,
In either case the equations of (5.2) and (5.3) are found to be independent if and only if 8 = RT -S 2 9 £ 0. Each of the Cases I, II may therefore be further subdivided according as (1) 5=^0, (2) 5 = 0. We proceed to a discussion of these cases.
Case Ii. When (5.1) has a self-adjoint equation of variation and 5^0, it follows from Theorem 2.1 that F 3 = 0 has a constant as its most general multiplier. Hence we have proved the following. As an illustration we note that the most general variation problem (I) associated with the equation q 2 r+4pqs+pH = 0 has an integrand function of the form f=p 2 q 2 /2+dcoi/dx+do)2/dy 1 where the co* are arbitrary functions of x, y, z.
Case I 2 . When 5 = 0 it follows that RST^O and hence, in any neighborhood in which jR-S-IVO, U k+1 M=(T/S)-U k M (fe = l, 3). The system UiM = Q (i = l, 3) is therefore equivalent to (5.3) and moreover is found to be complete. Hence we have the following result. We now take up Case II in which ^3 = 0, as it stands, does not have a self-adjoint equation of variation. If in addition 5^0, then we can infer from Theorem 2.2 that at most one multiplier M (x, y, z, p y q) exists. To secure more precise information in this case we must discuss the nonhomogeneous system (5.2). To integrate (5.2) we transform it into a system linear and homogeneous in the first partial derivatives of a function m (x, y, z, p, q, M) with dm/dM^Oj which defines M by means of the relation m = const. The resulting system Um s Sdm/dp -Rdm/dq -M-[dS/dp -dR/dq]-dtn/dM = 0,
is independent since 05*0. It is easy to verify that the commutator (U\U±)rn= V$m is not a linear combination of Vim (i = 1, 2, 3, 4) and we accordingly adjoin V&m = 0 to the system (5.4). It is next found that the commutator (JJiU^m is a linear combination of Uitn (i = 1, 2, 3, 4, 5) if and only if the following determinant D vanishes:
\dS/dp-dR/dq dT/dp-dS/dq V I where
We are thus led to distinguish two subcases I In and IIi 2 according asZ>^0orD = 0. Case Iln. In a neighborhood in which ö?*0 and D^O, (V\V^)m = î/ôm is not a linear combination of Vim (i = 1, 2, 3, 4, 5), and upon adjoining Vem = 0 to our system we have a system of six independent equations in the partial derivatives of m (x, y, z, p, q y M) . Hence the most general integral of the system is a constant. Thus there exists no nonsingular solution of the system (5.2) and we have the following. 
m = (T/S)-Uim if and only if
A=d(R/S) 2 /dq-2d(R/S)/dp vanishes. We therefore consider the two subcases II21 and II22 according as A = 0 or À ^ 0.
Case II21. In a neighborhood in which RS-7V0 and A = 0, the system Uim = 0 (i = l, 3) is equivalent to (5.4) and furthermore is complete. Hence we have the following result in this case. The equation q 2 r -2pqs+p 2 t = Q is an illustration of this case. Case II22. In a neighborhood in which R-S-T^O and A^Owe find it more perspicuous to consider the system (5.2). If in (5.2) we multiply the first equation by S(p, q) , the second by R(p, q) and subtract, we obtain M-[S'dS/dp-SdR/dq+R-dS/dq-RdT/dp] = 0. Since A 7^0 we must have M = 0, and hence the following is valid. 
