To find new solutions through the information provided by previously found solution(s), this paper is first to develop a new singular transform to change the local basin-barrier structure of the original problem in an infinite-dimensional space and then to propose an augmented partial Newton method to solve the transformed problem on the solution set. Mathematical justifications of the new formulation and method are established. Details on algorithm implementation are presented. Examples for two very different variational PDE problems are carried out to illustrate the method. Their numerical results are displayed by profile-contour plots and error/convergence data. The formulation and method developed in this paper can also be applied to solve multiple fixed point problems.
Introduction
Due to the development of new advanced (synchrotron, laser, etc.) technologies, nowadays, many researchers are interested in finding multiple (excited) solutions of nonlinear problems for new applications and call for the development of numerical methods [1] [2] [3] for finding multiple solutions. In this paper we consider finding multiple solutions (zeros) to the equation
(1.1) For example, F (0) = 0, but one is interested in nontrivial solutions. Here F ∈ C 1 (U, V ) is nonlinear and contains differential operator(s), U and V are two Banach spaces. Eq. (1.1) is one of the most general and used mathematical formulations since many problems can be formulated into solving such an equation. When (1.1) has a unique solution or is a polynomial system with multiple solutions, a huge literature exists and many numerical methods can be applied ( [4] [5] [6] [7] [8] , etc.). In particular it is quite natural to use a Newton method because of its fast local convergence in a general problem setting. However, as multiple solutions are concerned, an obvious weakness of a Newton method, i.e., its severe dependence on an initial guess, is significantly magnified. To understand this, let us introduce the Newton flow (vector field). When F ′ (u) is nonsingular, the Newton direction ν at u is defined by Then the continuous Newton flow u(t, x) of F starting from t = 0 at each u ∈ U where F ′ (u) is nonsingular, is defined by the differential equation du dt = ν(u), u(0) = u, where ν(u) is given in (1.2) . Such a Newton flow is continuous except at u where F ′ (u) is singular. So such singular u's form a barrier surrounding each local basin wherein a Newton flow is continuous but cannot cross its barrier, i.e., a Newton flow will be trapped in a local basin of an initial point. The pseudo Newton method where the Newton direction is solved by the pseudoinverse [9] can cross a barrier without knowing it and thus cannot help much in finding a new solution. Here, we focus on the usual Newton method. As a matter of fact, our results in the first part of this paper are independent of any numerical method applied and the pseudo Newton method can be applied in the second part of the paper. Thus for a multiple solution problem, in terms of the Newton flow, the space U is divided into multiple local basins separated by barriers where a continuous Newton path cannot cross. So for a Newton method, an initial guess has to be chosen in the same local basin of an unknown solution to be found. It is too difficult to do so for a highly nonlinear multiple solution problem in an infinite dimensional space. Thus, it severely reduces the effectiveness of a Newton method for finding new solutions.
Several Newton homotopy continuation methods (NHCM) [10, 11] have been proposed to reduce the dependence of a Newton method on its initial guess. NHCM requires a continuous (Newton) path [6] from an initial guess to an unknown solution. When a target solution is unknown, the barrier of its local basin is unknown, there is no way to tell anything about such a path. Thus NHCM will not help much in finding new solutions. Some of their results assume that (1.1) is a polynomial system or all solutions are nondegenerate and contained in a compact set of a finite dimensional space [6, 4, 8] , and thus are not applicable here.
Many researchers [10, 12, 13] embed the problem (1.1) into solving a parameterized system of the form F (u, λ) = 0 and then propose to track a solution curve (u(s), λ(s)) under an arc-length constraint ∥(u ′ (s), λ ′ (s))∥ = 1, since many problems in such a form have an one degree freedom and such an arc-length constraint is used to remove the one degree freedom. It is clear that such a parameterized formulation increases the complexity of the problem and focuses basically on finding a bifurcation diagram in the eigenvalues, rather than solving the associated eigenfunctions u(s).
The authors in [14, 15] use a bifurcation approach to solve the Henon equation
where the power r is used as a bifurcation parameter. Every time r passes a bifurcation point, more positive solutions u appear. They propose to analyze and identify the symmetry of eigenvectors of the Jacob matrix near a bifurcation point. Then an initial guess with such a symmetry is used in a Newton method to find more positive solutions since a Newton method is symmetry preserving [16] . But there is a significant difference between a linear equation and a nonlinear equation, i.e., any linear combination of solutions is still a solution to the former but not to the latter. Thus any linear combination of eigenvectors of the Jacobian matrix corresponding to an eigenvalue is still an eigenvector with certain symmetry. But the nonlinear Henon equation may have no solution with such a symmetry. So without knowing the exact symmetry of a new solution, which one of the infinitely many eigenvectors should be selected to do symmetry analysis/identification is still a question. Even a symmetry is identified, there are still two questions: (a) there can be multiple positive solutions with exactly the same symmetry. How to find more positive solutions with the same symmetry? (b) 0 is in any symmetry invariant subspace. How to find a proper scaling so that a selected initial guess with certain symmetry will stay away from the local basin of 0?
To better illustrate the local basin-barrier structure of a Newton vector field, let us look at a function f :
When the second Frechet derivative f ′′ (x) is nonsingular, the Newton vector field can be defined by
. So the space X is divided into local basins surrounded by barriers where f ′′ (x) is singular. Let us use a simple example to gain some intuition.
f has six critical points: a local minimum at (0, 0), three 1-saddles at (± 1 √ 2 , 0) and (0, − 2 3 ), and two local maxima at (± 1
 with singularities along the lines x = ± 1 √ 6 and y = − 1 3 , which divide the space X = R 2 into six local basins with barriers, see Fig. 1 . The curve around (0, 0) is the Nehari manifold N defined by Motivated by using a support S in the design of a local minimax method [17] [18] [19] 24, 25] , instead of locating a local basin of a new solution, which is too difficult to do so in most cases, we propose to form a barrier surrounding the support S, a subspace spanned, e.g., by previously found solutions. So when an initial guess is selected outside S, this is much easier to do so since S is known, an approximation sequence generated by a numerical algorithm cannot pass the barrier and penetrate into S to reach a previously found solution. Consequently a solution found must be new. Since a continuous transform cannot change singularities, to achieve our objective, in Section 2, we propose an augmented singular transform (AST) and mathematically verify that under some common conditions it indeed forms a barrier surrounding S. Such an AST is independent of numerical methods. In Section 3, we design an augmented partial Newton method (APNM) to solve the AST equation only on a solution set M G and establish its mathematical justification. Numerical PDE examples with two very different variational structures are carried out in Section 4 to illustrate the new formulation and method.
An augmented formulation and its justifications
Motivated by our model problem (4.2), let U be a Banach space, V = U * , ⟨·, ·⟩ be their duality relation, ⊥ be defined by ⟨·, ·⟩ = 0 and S = [u 1 , . . . , u k ] be the subspace spanned by
For each u ∈ S ⊥ 1 and t ̸ = 0, define an augmented singular transform (AST)
It is clear that G has a singularity at t = 0, called the boundary of the subspace S. For G to form a barrier surrounding S, we must rule out the cases where the singularity is removable and numerical searches in an algorithm may still be able to cross the boundary (not a barrier any more) of S, and lead to approximate a solution inside S. Let us analyze what will happen when the boundary of S is crossed and an algorithm search has approximated a solution u *
we must have t → 0, but u does not have to be convergent. Such a case will not cause any problem in a finite-dimensional space since the unit sphere is compact, but will cause some difficulty in analysis and computation in an infinite-dimensional space. However in AST (2.1), the variable of G is of the form w = (u, t, t 1 , . . . , t k ). When the variable converges, it must take a standard form
i.e., u must also converge. Thus in solving G(u, t, t 1 , . . . , t k ) = 0 by a numerical method for a solution (ū, t * , t * 1 , . . . , t * k ), we consider only the standard convergence form (2.2).
because F is C 1 and the order of the two limits can be exchanged. Thusū ∈ ker(F ′ (u * )). So for the singularity of G to form a barrier around S, we assume
This condition holds trivially if ker(F ′ (u * )) ⊂ S or ker(F ′ (u * )) = {0} (u * is called nondegenerate). We have proved Augmented effect. For a given initial guess u 0
. . are outside of the local basin (the closed dotted curve) of 0.
is satisfied, then we must have t * ̸ = 0 and thus u * ̸ ∈ S.
Proof. If t * = 0, we apply (2.3) to draw a contradiction to the condition (2.4) and (2.5). Note that in the above theorem, u 1 , . . . , u k ∈ S do not have to be previously found solutions to F (u) = 0. In case they are such solutions, Assumption (2.4) can also be replaced by conditions on the previously found solutions u 1 , . . . , u k .
Then we must have t * ̸ = 0 and thus u * ̸ ∈ S is a new solution.
Proof. When t * = 0, it leads to u * = ±u i 0 for some 1 ≤ i 0 ≤ k by Condition (a). We can apply (2.3) to draw a contradiction to Condition (b). (2) To see how AST changes a local basin structure for F , first we assume S = {0} and G(u, t) = 1 t F (tu) where ∥u∥ = 1. So the domain of G is the unit circular cylinder in U × R. When |t| is small, the point tu is in a small neighborhood of 0. However when F is linear, G(u, t) = F (u), the problem is solved on the unit sphere not in a small neighborhood of 0. When F consists of linear and nonlinear parts, the linear part is on the unit sphere and the nonlinear part is on some other part of the domain. Thus the neighborhood of 0 for F is changed for G. We may refer the reader to Fig. 2 to see the augmented effect.
(3) For a general S = [u 1 , . . . , u k ], u ∈ S ⊥ 1 and |t| > 0 small, the point w = tu + t 1 u 1 + · · · + t k u k is off but close to S, the above theorems state that if an algorithm finds a solution it must be a new solution outside S. When S = {0} and ∥u∥ = 1, our numerical experiment shows that for |t| ≥ 0.0015, with an initial guess tu, we always find a nontrivial solution. Also see three squared points in Fig. 1 for Example 1.1. However when |t| < 0.0015, tu is too close to the trivial solution 0 and −F (tu) is too small, numerical error starts to take over, we fail to find any solution.
where L is linear with ker(L) = K 0 and N j (x, y) is nonlinear such that N j (x, ty) = t l j N j (x, y) for some l j > 1. It is clear that F (0) = 0 and ker(F ′ (0)) = ker(L). Let tu → t * ū in solving G(u, t) = 0 for someū ∈ S ⊥ 1 . We have
When K 0 = {0}, we simply set S = {0} and S ⊥ = U. Thusū ̸ ∈ K 0 and L(ū) ̸ = 0, which leads to a contradiction. Thus t * ̸ = 0 as it is also concluded by the above theorems. When K 0 ̸ = {0}, however, to satisfy Condition (2.4), we should set K 0 ⊆ S. Otherwise our AST may fail. To see this, if we still set S = {0}, then forū ∈ K 0 ⊂ S ⊥ = U, ∥ū∥ = 1, it violates Conditions (2.4) and (2.5), and we have lim t→0 G(ū, t) = 0 and u * = lim t→0 tū = 0, i.e., our AST fails. The above results provide a foundation for us to find a new solution of F (w) = 0 through solving the AST equation G(u, t, t 1 , . . . , t k ) = 0. It is interesting to compare our formulation to the deflation matrix method (DMM) in [20] where a deflation function
is introduced for finding multiple roots of a polynomial system F (x) = 0. In (2.6), r 1 , . . . , r k are known nondegenerate roots and M(x, r i ) is a matrix deflated at r i , i.e.,
So when lim x→r D(x) = 0, one must have r ̸ = r i , i = 1, . . . , k. Since DMM adds a product of deflation matrices whose real form is defined case by case depending on people's knowledge of a problem, e.g., the multiplicity of each root r i , it becomes much more complicated when a Newton method is applied. While our formulation is designed for finding multiple solutions to a nonlinear operator equation in an infinite dimensional space. It is augmented by an extra variable t to generate a singularity, but does not add any deflation matrix structure. It has the same deflation effect as DMM under a weaker condition (2.4) and much easier to apply a Newton method.
An augmented partial Newton method
AST (2.1) and the above results are independent of any numerical method applied to solve G(u, t, t 1 , . . . , t k ) = 0. One may think of using an usual Newton method by denoting w n = (u n , t n , t n 1 , . . . , t n k ) and updating w n+1 = w n + ν n with the Newton direction ν n defined by
. . , k andw n = t n u n + t n 1 u 1 + · · · + t n k u k . However AST (2.1) has a constraint u n ∈ S ⊥ 1 . (3.1) cannot guarantee ν n 0 ∈ S ⊥ or u n + ν n 0 ∈ S ⊥ . Consequently the Newton method (3.1) cannot be applied to solve AST equation G(u, t, t 1 , . . . , t k ) = 0. We need to overcome this difficulty.
Motivated by the idea from [19] , we design a new augmented partial Newton method (APNM) and establish its mathematical justification. Assume that V = U * and ⊥ is defined by the duality ⟨·, ·⟩ = 0. First for given S = [u 1 , . . . , u k ] ⊂ U ∩ V , we define a solution set
where N is called the Nehari manifold in the literature [21] . The solution set M G generalizes the notion of the Nehari manifold. Note that u * ∈ M G ⊂ N for any solution u * ̸ ∈ S. Then a partial Newton method w.r.t. the variable u ∈ S ⊥ 1 is applied only on M G in solving G(w) = 0 for a new solution.
It solves the constraint problem but leads to a point off M G . So a returning formula is designed to pull the point back to M G .
We describe the two steps in each iteration of APNM:
(2) update the variable u by u+ν ∥u+ν∥ ∈ S ⊥ 1 where the Newton direction ν ∈ S ⊥ is solved from a partial differential equation
4)
Remark 3.1. Note that the Newton direction ν ∈ S ⊥ can always be solved from (3.4) by the pseudoinverse [9] . Thus this part will not cause any difficulty. However due to the effect of S in AST, APNM is no longer symmetry preserving.
Since the standard convergence (2.2) may fail in an extreme case ν = −u in (3.4), we need the following.
is a bounded linear operator from S ⊥ to V . Thus when the linear system (3.4) is solvable for ν, we must have ν ∈ S ⊥ .
Since G(w)⊥ [u, S] , if ν = −τ u for some τ ̸ = 0, we have a contradiction
, u⟩ implies that F is degenerate atw in the direction of u. When F = ∇f , this implies that f (w + tu) has an inflection point at t = 0. 
We have established the mathematical justification of APNM.
A flow chart of augmented partial Newton method
Step 1:
Step 2: (Newton iteration) Find the Newton direction ν m ∈ S ⊥ by solving the linear system
Step 3: (Modification) Set u m+1
. . , t m k as an initial guess to solve t m+1 , t m+1
Step 4:
i u i and stop; else go to Step 2 with u m+1 , t m+1 , t m+1 1 , . . . , t m+1 k as the initial guesses and update m = m + 1. The above algorithm starts with k = 0, S = {0} to find u 1 , then continues with k = 1, S = [u 1 ] to find u 2 , etc. When K 0 = ker(F ′ (0)) ̸ = {0}, it should be modified accordingly.
Numerical experiments
As a canonical model in physics, we consider the nonlinear Schrödinger equation
where a(x) is a potential function, κ is a physical constant and f (x, u) is a nonlinear function satisfying certain growth and regularity conditions, e.g., f (x, |w|)w = |x| r |w| p w, 1 < p < 2 * where 2 * = 2n n−2 if n > 2 and 2 * = +∞ if n = 2. Eq. (4.1) is called focusing when κ < 0 and defocusing when κ > 0, such as the well-known Gross-Pitaevskii equation in the Bose-Einstein condensate [22, 23] . Those two cases are very different in their physical behaviors. To study solution patterns, stability and other properties, solitary wave solutions of the form w(x, t) = u(x)e −iλt are investigated where λ is a wave frequency and u(x) is a wave amplitude function. Then NLS leads to solve
where U = H 1 0 (Ω) = W 1,2 0 (Ω), F (u) ∈ V = U * = W −1,2 (Ω) and Ω is some bounded open domain Ω ⊂ R n . It is known that U ⊆ V , U is a Hilbert space and for each v ∈ V , by the Riesz representation theorem, there is a canonical dualv ∈ U defined by the Poisson equation
is continuous if f ′ u (·, u) is continuous in u. This condition together with the condition ker(F ′ (0)) = ker(∆−(a(x)−λ)I) = {0}
in H 1 0 (Ω) are satisfied by all our numerical examples in this paper. It is clear that previously found solutions u 1 , . . . , u k ∈ U satisfy the condition S = [u 1 , . . . , u k ] ⊂ U ∩ V . Thus AST (2.1) and APNM can be applied.
(4.2) is a semilinear elliptic PDE with two very different variational structures, namely M-type for κ < 0 and W-type for κ > 0, which have to be solved by two very different variational methods for multiple solutions. In particular, variational method to solve W-typed (4.2) for multiple solutions is not yet available in the literature. Since APNM does not assume any variational structure, in this section, it is applied to numerically find multiple solutions to (4.1) for both the focusing and the defocusing cases. However numerical solutions found by APNM are no longer in a variational (Morse index) order. Since our main effort in this paper is to develop new formulation (described in Section 2), nonlinear (Newton) iterations and their justification to ensure that a solution found is NEW in an infinite-dimensional space, when numerical solvers are available for solving a linear sub-problem or a lower finite-dimensional nonlinear equation involved, we simply apply those available without deliberating their CPU time or other computation cost in this paper. Next, following the order of steps in the algorithm, we describe, with more details, on how we produce the numerical results.
An initial guess u 0 is selected accordingly by solving
and then by a normalization. We set c(x 1 ,
1 and c(x 1 , x 2 ) = 0 otherwise. Thus the peak-locations (x 1 ,x 2 ) of an initial guess can be conveniently selected. The values of (x 1 ,x 2 ) will be given either in each case description or in the caption of each figure.
Since any positive function can be at most near but not exactly orthogonal to S = [u 1 ] where u 1 is a positive solution, in order to find multiple positive solutions and also in order to see how a fixed initial guess u 0 leads to different solutions after S changes, we will use an initial guess of the form u 0 
(4.6)
APNM finds different solutions with the same u 0 but different S. However, APNM may also find a previously found solution not contained in the changed S.
In our numerical experiments, the k + 1 scalars t, t 1 , . . . , t k are solved from the k + 1 orthogonal conditions (3.2) by calling the Matlab subroutine FSOLVE with initial coefficients always set, unless specifically indicated otherwise, as (t 0 ,t 0 1 , . . . ,t 0 k ) = (1, 0, . . . , 0) for an initialū 0 ∈ S ⊥ 1 , and as indicated in Step 3 of the APNM algorithm for other u ∈ S ⊥ 1 .
At a given pointw = tu +  k i=1 t i u i ∈ M G , the Newton direction ν ∈ S ⊥ is solved from (3.4), i.e., F ′ (w)ν = −G(w) with w = (u, t, t 1 , . . . , t k ), a linear elliptic equation in U, where F ′ (w) is given by (4.3), G(w) = 1 t F (w) and F (w) is given by (4.2). It can be done by many numerical solvers using a finite-difference method (FDM), a finite-element method (FEM), a spectrum method, etc. We use a FEM by calling the Matlab subroutine ASSEMPDE.
To carefully monitor the convergence in solving G(u, t, t 1 , . . . , t k ) = 0, at each approximation solutionw ∈ M G , for F (w) ∈ V , its canonical dual d ∈ H 1 0 is computed from the linear elliptic equation: − d + d = F (w) in H 1 0 by calling the Matlab subroutine ASSEMPDE. To terminate an iteration, we check the error ∥d∥ H 1 < ε and also other two error terms: the residual ∥G(·)∥ ∞ < ε and the Newton direction ∥ν∥ H 1 < δ. It is shown that due to the complex structure of multiple solution problems, the iteration numbers needed for APNM to find a solution with a given error tolerance depend on the selection of an initial guess and also the order of the solution is found. So for reference, in our numerical examples, we present the iteration numbers and their errors for two cases, M-type and W-type, in Tables 1 and 2 respectively.
In order to show a solution u k 's profile and contours clearly in one figure, a vertical translation u k − 2 max(abs(u k )) is used in the figures below. In the numerical experiments, 32 768 triangle elements are used on Ω. However, in order to see the mesh grids in the figures, a coarse mesh with 4096 triangle elements are used to redraw the profiles and contours. If interested, one may also find more information on a solution, its peak location, peak value and numerical errors by zoomingin at the top portion of its figure.
A focusing example (M-type)
We consider the Henon equation with U = W 1,2 0 (Ω), V = W −1,2 (Ω):
(4.7) p = 3, r = 6. For k = 0, 1, . . . , we set S = [u 1 , u 2 , . . . , u k ]. Obviously, the AST is
Thus at a given pointw We observe that in Fig. 3 , positive solutions u 1 , a ground state, and u 2 have exactly the same symmetry as the initial guess u 0 but not the solution u 3 . It means that a symmetric initial guess may lead to an asymmetric solution due to the effect of S. We also note that solutions found are not in a variational (Morse index) order. Some solutions have many peaks, thus must have very large Morse index. Hence the existence of those solutions such as u 5 , u 6 , u 7 , u 8 , u 9 , u 10 is still open. Case 2 (Using a fixed symmetric u 0 and FGSO): By using the same initial guess u 0 as in Case 1 and then taking FGSO (4.6), APNM finds 4 different solutions u 1 , . . . , u 4 where u 1 and u 4 are the same as in Fig. 3(left) and (middle) respectively, and Fig. 7 . It is interesting to note that solutions u 1 , . . . , u 4 have the same symmetry w.r.t. the line x 1 = −x 2 . In the experiment we have also found another solution u 5 which is approximately equal to u 4 with ∥u 5 −u 4 ∥ L 2 = 3.7053e−05.
Thus APNM may find a previously found solution not contained in the changed S by FGSO.
Case 3 (Using a fixed asymmetric u 0 and FGSO): By using a fixed asymmetric initial guess u 0 obtained in (4.4) with peaklocation (x 1 ,x 2 ) at (0.2, 0.7) and taking FGSO (4.6), APNM finds 6 solutions u 1 , . . . , u 6 shown in Figs. 8 and 9 , where u 1 in Fig. 8 is even-symmetric w.r.t. the line x 1 = −x 2 ; u 2 in Fig. 8 and u 6 in Fig. 9 are odd-symmetric w.r.t. the line x 1 = x 2 ; u 4 , u 5 in Fig. 9 are even-symmetric w.r.t. the line x 2 = 0. So with an asymmetric initial guess, APNM may approach to a symmetric solution. Actually the existence of the asymmetric solution u 3 is still open. The selection of the initial guesses in the above numerical examples is based on the assumption that we do not have much information about a solution to be found. If such information is available, then one can select an initial guess accordingly, the Newton method can perform much more easily and smoothly. We skip such cases here. 
Table 2
Iteration numbers and corresponding errors in solutions u 1 , u 2 , u 3 in Fig. 10 . 
Defocusing examples (W-type)
Consider the defocusing equation with U = W 1,2 0 (Ω), V = W −1,2 (Ω): 3 = 0 in Ω = (−1, 1) 2 . For k = 0, 1, . . . , we set S = [u 1 , u 2 , . . . , u k ]. Thus the AST is
(4.10)
At a given pointw
), a linear elliptic equation in
by calling the Matlab subroutine ASSEMPDE. Let λ 1 < λ 2 < · · · be the eigenvalues of −∆ in H 1 0 (Ω). It is known that when λ(x) = λ with 0 < λ < λ 1 , Eq. (4.9) does not have a nontrivial solution; when λ > λ 1 , Eq. (4.9) has at least one nontrivial solution whose only peak is located at the middle of the domain; when λ gets larger, more solutions appear. However so far little is known in the literature on numerical results of multiple solutions to this case, in particular for λ = λ(x), since all mountain pass or minimax type methods in the literature cannot be applied due to its very different variational structure.
The following 4 defocusing cases show how APNM with LGSO/FGSO finds new solutions. In general, if we choose an initial guess u 0 and the initial coefficients (t 0 , t 0 1 , . . . , t 0 k ) more flexibly or more accordingly to some known information of solutions, we can find more (desirable) solutions.
Case 1 (λ = 35 in (4.9). Using different u 0 and LGSO): We choose different peak-locations (x 1 ,x 2 ) for u 0 and take LGSO (4.5). Six solutions u 1 , . . . , as in Fig. 10 (left) and u 2 , u 3 , u 4 are listed in Fig. 12 . It is observed that u 0 , u 1 , . . . , u 4 have the same symmetry w.r.t. the line x 1 = −x 2 and u 4 is a ground state. It is interesting to note that the top of the ground state u 4 in Fig. 12 is wide and flat, which is quite different to the ground state of its counterpart in the focusing case, i.e., the Lane-Emden equation. Set S = {0}. If we select a one-peak initial guess u 0 as in Fig. 13 (left) , APNM failed to find the ground state u 4 . Instead, APNM finds the solution u 6 in Fig. 11 (right) . However if we select a 4-peak initial guess u 0 as shown in Fig. 13 (middle) , APNM successfully finds the ground state. Similarly if we select an initial guess with the same peak locations as the one in Fig. 13 (middle) but two of the peaks in one side are negative, then APNM failed to find the target solution as in Fig. 13 (right) . Instead it finds the solution u 2 in Fig. 10 (middle) . Until we use an initial guess with three positive peaks evenly on one side and three negative peaks evenly on the other side, APNM successfully finds the target solution. Fig. 15 . Similarly when S = {0}, the one-peak initial guess u 0 as in Fig. 13 (left) will not but the four-peak initial guess u 0 as in Fig. 13 (middle) will lead to the positive two-peak ground state u 4 in Fig. 15 . Conclusion remark: By using the information from previously found solutions, an augmented singular transform (AST) is introduced to change the local basin-barrier structure of a problem for finding new solutions. Then an augmented partial Newton method (APNM) is developed to carry out numerical computation with easy selection of initial guesses. Their mathematical justifications are established. Details on how the algorithm is applied to generate numerical solutions are presented. Although in our numerical examples, it is applied to solve PDE problems with two very different variational structures, our approach assumes no variational structure and can actually be applied to solve nonvariational problems for multiple solutions, such as multiple fixed point problems. However, for this reason, APNM finds numerical solutions no longer in a variational (Morse index) order. Also due to the interference of S, APNM is not symmetry invariant, which is in contrast to [16] . Our results will stimulate people to develop other ASTs to treat different problems. For the sake of brevity, in this paper, we focus on developing new formulation and nonlinear iterations to ensure that a solution found must be new without deliberating on how to solve a linear sub-problem more efficiently, although it is an interesting research subject.
