This paper assesses the influence of radiative forcing and latent heating on the development and maintenance of cloud-top generating cells (GCs) in high-resolution idealized Weather Research and Forecasting Model simulations with initial conditions representative of the vertical structure of a cyclone observed during the Profiling of Winter Storms campaign. Simulated GC kinematics, structure, and ice mass are shown to compare well quantitatively with Wyoming Cloud Radar, cloud probe, and other observations. Sensitivity to radiative forcing was assessed in simulations with longwave-only (nighttime), longwave-and-shortwave (daytime), and no-radiation parameterizations. The domain-averaged longwave cooling rate exceeded 0.50 K h 21 near cloud top, with maxima greater than 2.00 K h 21 atop GCs. GCs regenerate in simulations with radiative forcing after the initial instability is released but do not persist when radiation is not parameterized, demonstrating that radiative forcing is critical to GC maintenance under the thermodynamic and vertical wind shear conditions in this cyclone. GCs are characterized by high ice supersaturation (RH ice . 150%) and latent heating rates frequently in excess of 2.00 K h 21 collocated with vertical velocity maxima. Ice precipitation mixing ratio maxima of greater than 0.15 g kg 21 were common within GCs in the daytime and nighttime simulations.
Introduction
Cloud-top generating cells (GCs) are small regions of locally high reflectivity at the top of stratiform clouds from which trails of hydrometeors originate (American Meteorological Society 2015) . First observed in radar range-height indicator scans in the 1950s (Marshall 1953) , GCs are typically 0.75-1.5 km wide and 1.0-2.0 km deep (Langleben 1956; Rosenow et al. 2014; Kumjian et al. 2014) . Kinematically, they consist of updrafts from 0.75 to 3.00 m s 21 (Wexler 1955; Douglas et al. 1957; Wexler and Atlas 1959; Carbone and Bohne 1975; Rosenow et al. 2014; Kumjian et al. 2014) and adjacent downdrafts of similar magnitude. While updrafts of that magnitude are considered weak for summertime convection, in the ice-supersaturated environments common at the top of winter cyclones they can promote rapid depositional growth of ice crystals (Plummer et al. , 2015 . Trails of hydrometeors originating from GCs have been observed merging into bands of heavy precipitation or have been traced individually to the surface in winter cyclones (Evans et al. 2005; Cunningham and Yuter 2014; Plummer et al. 2014; Rauber et al. 2014a Rauber et al. , 2015 Rosenow et al. 2014) , demonstrating that GCs are a critical component of the precipitation process in extratropical cyclones. Accordingly, an understanding of the dynamics and thermodynamics that control their development and maintenance is needed.
Generating cells are typically observed in layers characterized by potential instability, the condition of equivalent potential temperature u e (or equivalent potential temperature with respect to ice u ei when T , 08C), decreasing with height (Wexler and Atlas 1959) . Sharp vertical transitions from a moist (in cloud) to a dry (above cloud) atmosphere have been observed in the presence of upper-level fronts and cyclone dry slots (e.g., Wexler and Atlas 1959; Kreitzberg 1968; Hobbs et al. 1990; Grim et al. 2007 ). Large-scale ascent present in the warm-frontal and comma-head regions of extratropical cyclones favors the release of this instability (e.g., Wexler and Atlas 1959; Martin 1998) . However, the sensitivity of GCs to varying cloud-top stability has not been established. Douglas et al. (1957) hypothesized that in the absence of cloud-top instability, GC updrafts could still exist as a result of latent heat released during depositional growth of ice crystals. More recently it has been suggested that longwave radiative cooling can decrease stability at cloud top, favoring maintenance of GCs (Kumjian et al. 2014; Rauber et al. 2014a,b) . This claim is supported by an increase in GC coverage observed by Syrett et al. (1995) during a brief thinning of cirrus located above a deep cloud layer. The postulation that radiative cooling may be important suggests that the dynamics of GCs may have some similarities with that of stratocumulus, for which cloud-top longwave radiative cooling is the primary driver of convection (Wood 2012) . Radiative cooling of 5-10 K h 21 is commonly observed in liquid-phase stratocumulus, with cooling concentrated in a shallow layer (as little as a few meters) having high liquid water content (Wood 2012) . In clouds with lower liquid content, the peak cooling rate should decrease, and the depth over which it occurs should increase (Wood 2012) . In this paper, cloud-top diabatic forcing and the corresponding evolution of the vertical velocity field within generating cells are quantified using simulations representative of the comma-head region of an extratropical winter cyclone that was sampled on 14-15 February 2010, during the Profiling of Winter Storms (PLOWS) field campaign (Rosenow et al. 2014; Plummer et al. 2014 Plummer et al. , 2015 . Specifically, the goal of this paper is to 1) quantify the temperature tendency at the GC level due to radiative and latent heating, 2) relate diabatic processes to upper-tropospheric stability and presence or absence of GCs, and 3) compare the structure and bulk microphysical characteristics of simulated GCs to data collected within the GCs during PLOWS. The impact of cloud-top longwave cooling, shortwave heating, and latent heating and cooling on generating cell structure and evolution are then assessed under thermodynamic conditions characteristic of this specific cyclone. This ultimately helps quantify the cloud-top radiative cooling in GCs and determines whether it is important to convective maintenance.
The Profiling of Winter Storms campaign
The PLOWS experiment had field phases from January-March 2009 and November 2009 -March 2010 with the primary goal of improving the understanding of precipitation processes and the microphysical and kinematic structure of continental extratropical winter cyclones (Rauber et al. 2014b) . In this paper, data are used from rawinsondes launched by the NCAR Mobile Integrated Sounding System (MISS) and from the Wyoming Cloud Radar (WCR; Wang et al. 2012 ) and microphysics probes installed on the NCAR/NSF C-130 aircraft. A detailed discussion of the quality control and processing procedures for the WCR reflectivity and vertical radial velocity data is included in Rosenow et al. (2014) . Processing procedures for data from the microphysical probes are presented in Plummer et al. (2014 Plummer et al. ( , 2015 . The very high resolution of the WCR dataset (;15 m), paired with a recent upgrade of the WCR that increased sensitivity to a minimum detectable equivalent reflectivity of 225 dBZ e (Wang et al. 2012) , enabled very-high-resolution observations of GC structure (Rosenow et al. 2014; Plummer et al. 2014; Rauber et al. 2014a Rauber et al. , 2015 .
The 14-15 February 2010 cyclone
The synoptic evolution of the cyclone and statistical analyses of the observed vertical radial velocity obtained from the Wyoming Cloud Radar at and below the generating cell level for the 14-15 February 2010 cyclone are discussed in Rosenow et al. (2014) . Given that Alberta clippers are the most common cyclone type in the Great Lakes region (Bowie and Weightman 1914; Isard et al. 2000) and that the central pressure of the 14-15 February 2010 cyclone of 1008 hPa was near the peak in central pressure frequency in that region (Isard et al. 2000) , this cyclone was representative of typical continental extratropical winter cyclones. The microphysical structure of precipitation within the cyclone is discussed in Plummer et al. (2014 Plummer et al. ( , 2015 . Supercooled liquid water was not observed in the GCs between 6-and 8-km altitude in this cyclone since the temperature in their vicinity ranged from approximately 2458 to 2558C ). On 14-15 February 2010, 10-25 cm of snowfall accumulated in southern Indiana as the warmfrontal and comma-head regions of an Alberta-clipper cyclone passed over the area. A composite radar image at 0535 UTC is shown in Fig. 1 . Precipitation structure at the time of interest for this study (0300-0800 UTC 15 February) included a wide north-south band of moderate snowfall over southern Indiana that bifurcated into two shallower bands that curved cyclonically around the northwest quadrant of the low in central and southern Illinois.
The NCAR MISS was deployed northeast of Evansville, IN (red dot in Fig. 1 ), where rawinsondes were launched every 2 h from 2130 UTC 14 February to 1530 UTC 15 February. Multiple passes of the NCAR/NSF C-130 aircraft were flown over southern Indiana from westsouthwest to east-northeast from 0352 to 1100 UTC 15 February along a track indicated by the white line in Fig. 1 . These flight legs were flown back and forth at varying altitude over the ground operations, permitting analysis of microphysical structure directly within the GCs at cloud top ) and within the emanating fallstreaks (Plummer et al. 2015) . WCR time-height cross sections of the broad precipitation area over southern Indiana (Fig. 2) show structures within the storm. These include a deep, precipitating nimbostratus cloud with cloud-top GCs, marked by areas of locally enhanced reflectivity and vertical radial velocity at the top of the cloud. High-resolution views of equivalent reflectivity factor and vertical radial velocity from the WCR are shown for a 10-km-long subset of a representative flight leg in Fig. 3 . The GCs were approximately 1.0 km wide and 1.5-2.0 km deep, with echo tops extending to the tropopause (;7.7 km). The strongest updrafts (.2.00 m s
21
) were typically located above 6.5 km, while the strongest downdrafts (magnitude .
m s

21
) typically occurred between 6.0 and 7.0 km.
Simulation methodology
Idealized numerical simulations were designed to assess the role of cloud-top radiative forcing on the dynamics of generating cells under stability and vertical wind shear conditions similar to those observed for the 14-15 February 2010 cyclone, so that comparisons to observed ice mass, kinematics, and structure obtained with the NCAR/NSF C-130 instrument platform could be made. For reasons discussed below, the initial conditions for the idealized simulations were obtained from a storm-scale simulation of the cyclone.
a. Storm-scale simulation
A WRF (version 3.3.1) simulation of the 14-15 February 2010 cyclone was performed to provide input data for the idealized generating cell simulations. The stormscale simulation consisted of three domains nested at a 3: 1 ratio, with 27-, 9-, and 3-km grid spacing and approximate dimensions of 4000 3 3500 km 2 , 1900 3 1800 km 2 , and 900 3 850 km 2 (Fig. 4) . The horizontal grid spacing 
for the storm-scale simulation is greater than the scale of the GCs, since the purpose of this simulation was to obtain a representation of the environment in which they developed, not to simulate them explicitly. A total of 178 vertical levels were spaced at uneven intervals, with model-level spacing starting at 150 m near the surface, decreasing gradually to 50 m by 4.0 km, and remaining at 50 m through the lower stratosphere (;8.5 km). Above this level, the spacing gradually increased to 250 m near the domain top of 100 hPa, with smooth transitions in level spacing, similar to the level spacing employed by Heymsfield et al. (2011) to simulate a shallow upper-tropospheric cloud layer. While most storm-scale simulations have fewer vertical levels (e.g., Molthan and Colle 2012), finer spacing was necessary here to reproduce the strong gradient in moisture that is typically present at cloud top in winter cyclones (Grim et al. 2007) . Tests with coarser vertical spacing overly smoothed the profile of u ei , decreasing the magnitude of potential instability that existed at the higher vertical resolution. A wave-damping layer in the top 5.0 km of the domain prevented wave reflection off the domain top using the Rayleigh-w damping method of Klemp et al. (2008) . (See Table 1 for definitions of variables discussed regularly in this paper.) Rapid Update Cycle (RUC) hourly analyses provided the initial and lateral boundary conditions for the stormscale simulation. The model was initialized at 0000 UTC 15 February 2010 and was integrated for 8 h with time steps of 20, 6.67, and 2.22 s for the three domains. Prior to carrying out the idealized simulations, experiments were conducted for the storm-scale simulation using a range of microphysical parameterizations available in WRF and the results were compared with the available data from the field campaign. The Thompson microphysical scheme (Thompson et al. 2008 ) produced results most comparable to the PLOWS microphysical data ). The Thompson microphysics scheme is well suited for this study since it permits supersaturation with respect to ice without automatic water vapor conversion to ice, unlike some other schemes. Automatic conversion is physically unrealistic, particularly when convective updrafts are present, as in the case of generating cells. Ice nucleation in the Thompson scheme is parameterized following a modified version of Cooper (1986) that permits nucleation after RH ice exceeds 125% for heterogeneous nucleation of ice for T , 260 K. Results in a sensitivity study by Cintineo et al. (2014) further support the choice of microphysics scheme since, of the schemes they assessed, Thompson showed the least bias compared to observations of upper-level ice clouds. Thompson Models (RRTMG; Iacono et al. 2000) radiation parameterizations were used for all domains. Ice crystal size is set by the RRTMG radiation scheme based on temperature within the cloud. The detailed comparisons we present in section 6 of predicted (in the idealized simulations) versus observed ice mass in the generating cells gave us further confidence in the use of the Thompson and RRTMG parameterizations.
The simulated cyclone's horizontal and vertical cloud structure fully developed prior to the 0652-0718 UTC C-130 flight leg, for which the WCR data are shown in Fig. 2 . A very tight gradient in relative humidity with respect to ice (RH ice ) was present at 7.0 km (Figs. 5c, d) in the simulation at 0705 UTC, with RH ice less than 25% present in the western 50 km of the cross section between 4.0 and 6.0 km. This dry air undercut very moist air with RH ice exceeding 130% just under the tropopause on the left side of the cross section ( Fig. 5d) , characteristic of an upper-level front (Reed 1955) . The horizontal structure of the 2.0-km simulated reflectivity (Fig. 5a) shows the same general features in the observed radar reflectivity ( Fig. 1) , including the two bands over central and southern Illinois and the broader band of precipitation over central and southern Indiana. A cross section through the band in southern Indiana (Fig. 5b) shows shallow dry-slot precipitation to the west and deep stratiform precipitation to the east.
b. Idealized generating cell simulations
The input fields for the idealized GC simulations consisted of a vertical profile of potential temperature u, water vapor mixing ratio q y , and the u and y wind components from the storm-scale simulation at the mean time of the C-130 flight leg, 0705 UTC. The profiles of u and q y were taken from the center point of the C-130 flight leg, indicated by the dots in Figs. 5a and 5c and vertical bars in Figs. 5b and 5d. The vertical profiles of observed (MISS sounding, 0535 UTC, red dot in Fig. 1 ) and simulated (0705 UTC, white dot in Figs. 5a and 5c) relative humidity with respect to liquid and ice are in general agreement, except for a difference of about 10% in RH and 20% in RH ice at the GC level (Fig. 6 ). The idealized simulations that follow show that RH ice varies substantially in the horizontal at the GC level within the convective updrafts and downdrafts of the GCs. A single rawinsonde has the potential to pass through updrafts (high-RH ice regions) or downdrafts (low-RH ice regions). There is no way to assess whether a sonde passed within or between GCs. Using a single sonde therefore can introduce a possible humidity bias in the upper troposphere. To avoid this, the storm-scale simulation was used for the input fields instead of the observed sounding. The horizontal grid spacing of 3.0 km in the storm-scale simulation is not sufficient to represent strong horizontal gradients in RH ice at the GC level, ensuring that the RH ice profile does not introduce the same possible humidity bias. The presence of an upper-tropospheric RH ice peak in the storm-scale simulation is consistent with soundings from PLOWSobserved cyclones, as well as aircraft spirals through a winter cyclone in Ontario, Canada, during the Canadian CloudSat/Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) Validation Project (C3VP) [Molthan and Colle (2012) , their Fig. 8a ], with RH ice values over 140% in a layer just under the tropopause. Based on these data, the input sounding herein has reasonable and representative moisture and thermal characteristics.
Wind components shown in Fig. 7 are the mean profiles for the area indicated by the black square in Figs. 5a and 5c. It was necessary to average over this area rather than using a point sounding because of strong vertical wind shear present in a narrow corridor ahead of the upper-level front in western Indiana. This wind profile is representative of the area in which GCs were observed by the WCR on 15 February 2010. The frontal slope was sufficiently large that horizontal averages of u and q y would increase u ei near 7 km and decrease u ei near 6.0 km, thus reducing the cloud-top potential instability. For this reason, a single location profile of u and q y was used. The mid-to-upper-tropospheric profile of u ei for the input data ( Fig. 8) consists of two layers of potential instability. Maxima in CAPE with respect to icesaturated ascent are 20.2 and 9.5 J kg 21 when air is lifted from 4.9 and 5.9 km, respectively. The idealized WRF (version 3.3.1) simulations were performed on a single 50.1 3 50.1 3 15.0 km 3 grid with double-periodic boundary conditions. This sufficiently large domain size was required so as not to enforce an artificial spatial scale on the GCs. The relatively high wavenumber evident in both horizontal directions associated with the GCs (shown later in Fig. 21 ) is evidence that the domain size was adequate for these Ice precipitation mixing ratio RH ice % Relative humidity with respect to ice
simulations. Vertical levels were set to the same model coordinates as in the storm-scale simulation, with an additional 20 levels added in the lower stratosphere to smooth the transition from fine to coarser spacing, and thus reduce the chance of spurious wave development; this yielded a total of 199 vertical levels. Because of the fine horizontal scale of generating cells (;0.75-1.5 km), fully capturing the spectrum of their vertical velocities and microphysical structure required horizontal grid spacing at a scale of 100 m. Skamarock (2004) evaluated WRF kinetic energy spectra versus that from theory and observations and recommended that departure of model spectra from expected values at high wavenumber be an indication of that model's effective resolution. For WRF, he found this to be ;7Dx. With 100-m horizontal grid spacing, this suggests that the model is best for simulating phenomena at or greater than 700 m in width. Rosenow et al. (2014) found generating cells to be 0.75-1.5 km wide; on this basis, we believe the model resolution used in the idealized simulations to be adequate for all but the smallest generating cells. The agreement in vertical velocity between model GCs and observed GCs discussed in section 6 supports the use of 100-m grid spacing. Bryan et al. (2003) argue that a grid spacing of order 100 m is required for traditional large-eddy simulation (LES) closures to perform appropriately for their design. This was in the context of simulating deep convection. In their analysis of LESs, they discuss the relationship among three spatial scales: the ''large'' energy-containing eddies of scale l, the model's filter scale (approximated with the grid spacing D), and the small dissipative eddies A dynamical time step of 0.5 s ensured numerical stability at this grid spacing. As in the case study simulation, the Thompson microphysics and RRTMG radiation parameterizations were used. Radiation was called every 30 s since sensitivity tests showed essentially no change in simulated vertical velocity with more frequent radiation calls. Convection was simulated explicitly. A wave-damping layer was employed in the top 7.0 km of the grid as in Klemp et al. (2008) . Surface fluxes of momentum, heat, and moisture were turned off in the model, and the surface type was set to snow.
Representation of the large-scale ascent dynamically consistent with the thermal and moisture profile at the initial time was necessary to maintain the deep nimbostratus cloud deck located below the GCs in the 14-15 February cyclone. Large-scale ascent and subgrid turbulence were parameterized using the WRF-LES module described in Yamaguchi and Feingold (2012) . This module parameterizes the effect of large-scale vertical air motion w on the thermal and moisture fields by calculating temperature and relative humidity tendencies at each grid point and time step (without adding a w tendency to the simulated w field) based on a user-provided vertical profile of w and an assumption of adiabatic processes. The large-scale forcing (ascent) prescribed here is shown in Fig. 9 , consisting of the mean w profile in the area indicated by the black box in Fig. 5a . Random u perturbations of 60.01 K and q y perturbations of 60.001 g kg 21 at the initial time for all grid points between 6.45 and 6.55 km were introduced to establish a horizontally inhomogeneous environment in which development of convection was physically possible. As noted by Weisman and Klemp (1982) , the goal of introducing perturbations in simulations of convection is to use the smallest magnitude necessary, so that the perturbations do not affect the characteristics of the convection. It is for that reason that the perturbations introduced are one to two orders of magnitude smaller than what is traditionally used for thunderstorm modeling (Weisman and Klemp 1982; Naylor and Gilmore 2012) .
Simulated generating cell structure and evolution
Three idealized simulations were carried out, all of which used the input fields described above. The first is fully representative of the 14-15 February 2010 cyclone, in that the simulation time, like the observations, was at night (0700-1000 UTC, 0200-0500 LT) when longwave radiative cooling is not offset by shortwave warming at cloud top. The second simulation was set in the 
afternoon (1800-2100 UTC, 1300-1600 LT), so that the effect of shortwave radiation could be assessed. The final simulation was conducted with radiation turned off in the model to test the hypothesis that radiative cooling is necessary to maintain cloud-top instability and, thus, the presence of GCs in this cyclone environment. Integration for 180 min was sufficient to determine whether GCs would persist. The 180-min time limit also avoided continuing the simulations through either dawn or dusk, when radiative forcing would no longer be consistent with the experimental design. Last, the background parameterized large-scale vertical velocity eventually led to sufficient compression of the potential temperature gradient at the tropopause after approximately 180 min such that nonrealistic gravity waves began to form in the no-radiation simulation, where GCs were not present to mix out the shear.
a. Bulk properties of simulated generating cells
Statistical analyses of the nighttime, daytime, and noradiation simulations were performed to compare the general evolution of cloud-top convection and the corresponding diabatic heating rates. Two types of analyses are presented: contoured frequency by time diagrams (CFTDs) of w (Fig. 10) and Hovmöller-like domain-averaged timeheight displays of the net (Q N ), longwave (Q L ), shortwave (Q S ), and latent heating rates (Q H ; see . CFTDs are similar to contoured frequency by altitude diagrams (CFADs; Yuter and Houze 1995) except in the case of CFTDs data are sorted into bins for a given altitude range and displayed as a function of time. Here, CFTDs of w are shown for data at the GC level (6.0-8.0 km) every 5 min with a w bin width of 0.10 m s 21 .
1) EVOLUTION OF GC VERTICAL VELOCITIES
In all simulations the w spectrum at 6.0-8.0 km (Fig. 10) As in the nighttime simulation, the daytime simulation w spectrum range broadens beginning at t 5 15 min (Fig. 10b) , reaching a maximum extent at t 5 50 min, with 99th and 1st percentiles of w equal to 1.75 and 21.60 m s
21
. After that time, the w spectrum range decreases more rapidly than during the nighttime simulation, with 99th and 1st percentiles of w equal to 0.75 and 20. while the 1st percentile of w decreased to 21.05 m s 21 by t 5 180 min. The w spectrum is notably different in the no-radiation simulation (Fig. 10c) . The 1st percentile of w reaches a minimum of 21.35 m s 21 at t 5 45 min, followed by the maximum 99th percentile of w of 1.35 m s 21 at t 5 50 min.
For the majority of the remainder of the simulation, the w spectrum range narrows, with a 99th and 1st percentile of w equal to 0.20 m s 21 and 20.20 m s
, respectively, at t 5 155 min. The slight increase in the w spectrum range in the last 15 min of the simulation corresponds to development of waves on the tropopause that do not produce precipitation. Similar waves do not develop in the other simulations, since turbulence associated with the GCs reduces wind shear in the vicinity of the tropopause and prevents shear instability from developing.
2) EVOLUTION OF LONGWAVE COOLING
Early in the nighttime and daytime simulations, a deep layer of domain-averaged longwave cooling Q L greater than 0.20 K h 21 was present from ;6.0 to 7.5 km (Fig. 11a) , which favored continuous destabilization at cloud top. By t 5 40 min the depth of the layer with cooling in excess of 0.20 K h 21 decreased and the peak magnitude of cooling increased to .0.50 K h 21 . After t 5 60 min, the Q L profiles for the nighttime and daytime simulations became notably different (Figs. 11a,b) . In the nighttime simulation, the shallow layer of cooling . 0.50 K h 21 persisted through the end of the simulation, gradually increasing in altitude about 0.5 km. A shortlived increase in the depth of cooling . 0.20 K h 21 from approximately t 5 80 to 120 min coincides with weaker convection (Figs. 10b, 11b ). In the daytime simulation, the peak cooling decreases gradually from t ; 80 min through the end of the simulation. During that time period, the depth of the layer of cooling . 0.20 K h 21 gradually increases. The layer of cooling . 0.30 K h 21 refocuses near 7.3 km late in the simulation (Fig. 11b) , coincident with an increase in convection (Fig. 10b) .
3) EVOLUTION OF SHORTWAVE HEATING
The domain-averaged shortwave heating Q S profile consisted of broad warming . 0.20 K h 21 from ;6.0 to 7.4 km early in the simulation (Fig. 12 ). Starting at t 5 40 min, peak Q S increased to .0.30 K h 21 in a shallow layer from ;6.7 to 7.0 km; this layer increased in altitude and depth slightly through t 5 70 min. When the layer of Q S . 0.30 K h 21 was present, the depth of value is calculated for the entire horizontal model domain for data interpolated to 50-m height intervals. As in Fig. 10 , contours show the 99th (top contour), 95th, 90th, 75th, 50th, 25th, 10th, 5th, and 1st (bottom contour) percentiles of vertical air velocity data from the simulation corresponding to individual panels. 
4) EVOLUTION OF LATENT HEATING
The evolution of the domain-averaged latent heating Q H was similar for all simulations through t ; 60 min (Fig. 13) . Common features include strong Q H . 0.80 K h 21 associated with development of deep nimbostratus early in the simulation in a layer decreasing in altitude from 6.7 to below 5.5 km by t 5 35 min. Starting at t 5 40 min, a layer of Q H . 0.30 K h 21 was present above 6.6 km, associated with development and growth of hydrometeors in GCs. The depth and altitude of latent heating associated with the GCs increased through t ; 60 min. The nighttime and daytime simulations had a peak in Q H . 0.60 K h 21 ; 7.0 km at t 5 50 min, while the peak Q H was slightly lower (.0.50 K h
21
) for the noradiation simulation. An area of Q H . 0.40 K h 21 present near 5.8-6.0 km from t 5 80 to 100 min in all simulations may be related to release of the lower layer of instability (see Fig. 8 ). A third maximum . 0.40 K h 21 near 7.0 km is present in the nighttime simulation (Fig. 13a) . There was only a subtle increase to .0.20 K h 21 at the same time in the daytime simulation (Fig. 13b) . This is in association with the reinvigoration of convection, as seen in Figs. 10b and 10c . Broad domainaveraged latent heating . 0.20 K h 21 increases in depth after t 5 80 min in the daytime simulation and reaches a peak depth at t 5 165 min, when the daytime vertical velocity spectrum range reaches its second maximum. After t 5 120 min, Q H in the no-radiation simulation decreases gradually with height, with no layers of enhanced latent heating or cooling.
5) NET DIABATIC HEATING
The nighttime simulation net diabatic heating rate is the sum of longwave cooling and latent heating (Fig. 14a) . In general, cooling was confined to higher altitudes and heating lower altitudes, together leading to destabilization for the duration of the simulation. Within the higher altitude layer of cooling, three distinct maxima in cooling occurred at t 5 35, 90, and 175-180 min. These maxima were interspersed by weaker net cooling or weak net warming corresponding to the maxima in latent heating due to stronger updrafts at t ; 50 and 135 min. Low levels were dominated by latent heating, with only a slight offset by longwave cooling.
In the daytime simulation, the inclusion of shortwave warming notably reduced the cooling near cloud top (Fig. 14b) and, thus, the rate of destabilization. However, weak domain-averaged destabilization did occur for the duration of the simulation. Domain-averaged cooling maxima were only 20.10-0.00 K h 21 at t 5 30-40, 80-145, and 170-180 min, with weak net warming between. The collocation of shortwave warming and latent heating maxima at t 5 50 min explains the large increase in net heating at ;6.2-7.7 km relative to the nighttime simulation. A reduction in latent heating due to weaker convection late in the simulation and a deeper layer of longwave cooling due to increased spacing of GCs reduced the extent net warming . 0.10 K h 21 from t ; 120 to 150 min. While shortwave heating of cloud top partially offset destabilization due to longwave cooling, the magnitude of shortwave heating was lower than that for longwave cooling, and continuous weak destabilization occurred in the daytime simulation.
b. Development and evolution of convection
The evolution of GCs on small scales for the nighttime, daytime, and no-radiation simulations is presented in this section. Figures 15 and 16 show 10-km-long cross sections along the shear vector (west-southwest to eastnortheast) at the level of the GCs at 45, 90, and 135 min into the simulation. This orientation was chosen so that precipitation fallstreaks emanating from GCs were more likely to remain in the cross section. As was shown in section 5a, these times correspond to maxima (t 5 45 and 135 min) and minima (t 5 90 min) in the vertical air velocity spectrum range at the GC level and, thus, illustrate distinct time periods in the evolution of the simulations.
1) NIGHTTIME SIMULATION
The evolution of vertical air velocity w, RH ice , and ice precipitation mixing ratio q i is shown in the top, middle, and bottom rows of Fig. 15 , respectively. Fields are shown between 5.0-and 8.5-km altitude to illustrate their evolution in the vicinity of GCs. The ice precipitation mixing ratio is the sum of the cloud-ice and snow-mixing ratios. By t 5 45 min, updrafts and downdrafts with magnitudes in excess of 1.00 m s 21 (;95th percentile of w; Fig. 10a ) were ubiquitous between 6.5 and 7.5 km, with extreme w values in excess of 62.00 m s
21
. RH ice generally increased with height in the vicinity of updrafts, with maxima frequently greater than 150% between ;6.75 and 7.5 km. Maxima in q i in excess of 0.09 g kg 21 were common in areas of high ice supersaturation, with some precipitation cores in excess of 0.12 g kg 21 . The impact of the GC updrafts was to increase q i at higher altitudes by triggering the formation of additional precipitation at these altitudes. This was also obvious in Hovmöller-like domain-averaged time-height displays of q i when compared to the daytime and no-radiation simulations (not shown). Diabatic heating in the vicinity of GCs (Fig. 16) consists of longwave cooling Q L in excess of 0.25 K h 21 at ;6.0-7.5 km, with maxima of ;0.75-1.00 K h 21 near GC tops at 6.7-7.3 km. Latent heating rates Q H of 0.75-4.00 K h 21 were present in areas of ice supersaturation due to ice deposition, with cooling of 0.25-0.50 K h 21 within local downdrafts where lower RH ice was present and ice sublimation occurred. At t 5 90 min, when the w spectrum range had decreased notably (Fig. 10a) , two layers of RH ice , q i , and w maxima were centered near 6.0 and 7.5 km (Figs. 15e,h,  b) , with substantially decreased coverage of strong vertical circulations and reduced magnitudes of w and RH ice . The value of Q H also decreased substantially at that time (,2.50 K h 21 at the lower level and ,1.00 K h 21 at the upper level). The rates of Q L had similar coverage and magnitude at t 5 45 and 90 min (Figs. 16a,b) . The GCs reinvigorated substantially by t 5 135 min, as evidenced by w maxima in excess of 2.00 m s 21 (;99th percentile of w in Fig. 10a ) and in extreme cases 3.00 m s 21 (Fig. 15c) . These stronger updrafts supported higher values of RH ice and corresponding q i maxima. In  Figs. 15c, 15f , and 15i, w maxima of 3.00-3.50 m s 21 correspond to RH ice and q i in excess of 170% and 0.24 g kg 21 , respectively. Diabatic heating and cooling rates were much stronger at this time with longwave FIG. 14. Time evolution of the mean net diabatic heating rate (K h 21 ) for (a) nighttime (longwave radiation and latent heat) and (b) daytime (longwave and shortwave radiation and latent heat) simulations. The mean value is calculated for the entire horizontal model domain for data interpolated to 50-m height intervals. As in Fig. 10 , contours show the 99th (top contour), 95th, 90th, 75th, 50th, 25th, 10th, 5th, and 1st (bottom contour) percentiles of vertical air velocity data from the simulation corresponding to individual panels.
cooling up to 3.50 K h 21 near cloud top (;7.5-8.0 km; Fig. 16c ) and latent heating of up to 4.00 K h 21 in icesupersaturated locations (Fig. 16f) . Latent cooling had also increased by this time, with maximum cooling of 0.50-0.75 K h 21 between GCs. Fallstreaks with q i .
0.12 g kg 21 were easily identified emanating from the GCs (Fig. 15i) .
2) DAYTIME SIMULATION Fields of w, RH ice , and q i are shown t 5 45, 90, and 160 min in Fig. 17 along the same cross section shown in Fig. 15 . At t 5 45 min, there was little difference between the fields in the nighttime and daytime simulation (Figs. 17a,d,g ). Accordingly, Q L and Q H also showed little difference (Figs. 18a,g ). Absorption of solar radiation near cloud top corresponded to shortwave heating rates Q S of 0.25-0.50 K h 21 between 6.0 and 7.5 km, with maxima in excess of 0.50 K h 21 near 7.0 km (Fig. 18d) . Typical Q S magnitudes at cloud top were weaker than Q L , which favored persistent destabilization of the cloud top and maintenance of GCs. Convection again weakened substantially by t 5 90 min, as in the nighttime simulation. Updrafts and downdrafts were less pronounced, with small (;100-200 m diameter) extrema ranging from 21.50 to 1.00 m s 21 embedded within weaker ascent/descent (Fig. 17b) . Two layers of RH ice , q i , and Q H maxima near 6.0 and 7.5 km were also present at t 5 90 min for the daytime simulation. While the upper layer had similar characteristics to the nighttime simulation, the lower layer was much less pronounced with RH ice , q i , and Q H maxima near 115%, 0.12 g kg 21 , and 0.75-1.00 K h 21 , respectively (Figs.
17e,h; Fig. 18h ). Longwave cooling was slightly weaker than the nighttime simulation, with broad cooling in excess of 0.25 K h 21 from 6.0 to 7.5 km and maxima near cloud top from 0.75 to 1.00 K h 21 (Fig. 18b) . Shortwave warming also decreased, with less coverage of Q S in excess of 0.25 K h 21 and a decrease in maxima to near 0.50 K h 21 (Fig. 18e) .
Unlike the nighttime simulation, convection had yet to reinvigorate by t 5 135 min in the daytime simulation (Fig. 10b) . Instead, the vertical velocity spectrum range increased to a maximum near t 5 160 min, which persisted through the end of the simulation at t 5 180 min. Thus, data from t 5 160 min are shown in the third column of Figs. 17 and 18. GCs had peak w of 1.00-1.50 m s 21 at that time (Fig. 17c) . RH ice maxima in the GCs were near 160% (Fig. 17f) , slightly lower than with the stronger convection present in the nighttime simulation. Accordingly, it is not surprising that q i values were also lower, with typical maxima near 0.18 g kg 21 (Fig. 17i) . The latent heating rates had maxima and minima of only 1.50 and 20.25 K h 21 , respectively (Fig. 18i) . While the maximum values of longwave cooling were only slightly lower in the daytime simulation (1.50 K h
; Fig. 18c ), the areal coverage of the highest values was much less relative to the nighttime simulation (Fig. 16c ). Shortwave warming rates were similar to those earlier in the simulation, with maxima in excess of 0.50 K h 21 near cloud top (Fig. 18f) . Despite weaker maxima in q i relative to the nighttime simulation, fallstreaks were still evident emerging from the bases of the GCs (Fig. 17i) .
3) NO-RADIATION SIMULATION
At t 5 45 min in the no-radiation simulation, the simulated w, RH ice , q i , and Q H fields (Figs. 19 and 20) were very similar to that of the nighttime and daytime simulations since potential instability was present in the initial conditions of all simulations, regardless of the inclusion or exclusion of radiative forcing. Note that Fig. 20 includes only the latent heating rate, since radiative forcing was not included in this simulation.
Without the destabilizing influence of radiative forcing, convection was drastically weaker by t 5 90 min, with jwj maxima of only ;0.50 m s 21 near 7.5 km (Fig. 19b) . Two layers of RH ice maxima were present at this time, albeit much less pronounced compared to the other simulations, with isolated RH ice maxima of 145% in the upper layer (;7.5 km; Fig. 19f ). RH ice maxima in 
the lower layer (;6.0 km) were near 125%. The precipitation content of GCs was only slightly reduced, with typical q i maxima of 0.06-0.09 g kg 21 and isolated maxima near 0.12 g kg 21 in the upper layer (Fig. 19h) . Precipitation content was higher in the lower level, with typical and isolated q i maxima of 0.12 and 0.15 g kg 21 , respectively. Latent heating in the upper layer was notably weaker than for the other simulations, with maxima near 0.50 K h 21 and minima from 0.00 to 20.25 K h 21 (Fig. 20b) . The importance of radiative forcing in the maintenance of GCs under initially unstable conditions is clearly indicated by the near lack of variation in the w field by t 5 135 min, relative to the other simulations, with jwj well under 0.50 m s 21 (Fig. 19c) . The RH ice field is characterized by a 100-m layer of 125% at 8.0-8.1 km and isolated maxima of the same magnitude near 7.5 km (Fig. 19f ). There were no closed contours in the q i cross section; however, remnant fallstreaks with q i ; 0.12 g kg 21 were present below 6.5 km (Fig. 19i) .
Latent cooling was not present in the cross section (Fig. 20c) ; maximum Q H below 6.5 km had values typical of fallstreaks in the other simulations (0.50-0.75 K h 21 ).
Comparison of simulated generating cells to PLOWS observations
In this section, the kinematic and bulk microphysical properties of the nighttime simulation of the GCs are compared to PLOWS observations, since the observations were made from 0515 to 0819 UTC (0015-0319 LT) 15 February 2010. 
a. Vertical velocity spectrum of generating cells
Statistical analysis of WCR vertical radial velocity W from Rosenow et al. (2014) is compared to the vertical air velocity spectrum w at t 5 135 min (when GCs had reinvigorated; see Fig. 10a ) in the nighttime simulation in Table 2 . The value of W is the sum of w and the reflectivity weighted terminal velocity of hydrometeors in the pulse volume y t . The mean 50th percentile of W for the 6.0-8.0-km layer in Rosenow et al. is 20.29 m s 21 , while the 50th percentile of w for the nighttime simulation at t 5 135 min is 20.01 m s 21 (Fig. 16a) . This difference of 0.28 m s 21 falls within the range of expected y t velocities (Rosenow et al. 2014, their Fig. 2) Douglas et al. (1957) , Wexler and Atlas (1959) , Carbone and Bohne (1975) , Rauber et al. (2014a, b) , and Kumjian et al. (2014) .
b. Precipitation mass
The simulated bulk cloud microphysical properties are compared with in situ observations from 14 to Plummer et al. (2014) in Table 3 . The ice water content (IWC) derived by Plummer et al. at 6.7 and 7.3 km has been converted to ice precipitation mixing ratio q i using the air density at the appropriate level in nighttime idealized simulation. The bottom row of Table 3 includes corresponding q i percentiles from 6.7 to 7.7 km during the t 5 135-150-min time period in the nighttime simulation. These data from the simulation are from a slightly higher altitude than those measured in situ since the simulated GCs were at that level. There is very close agreement between the 6.7-7.7-km simulated q i and q i observed at 6.7 km, with the 5th-, 25th-, 50th-, and 75th-percentile values within 0.01 g kg 21 of each other. The difference between 6.7-7.7-km simulated q i and 6.7-km observed IWC increases slightly to 0.02 g kg 21 at the 95th percentile. The simulated q i is lower than the observed 7.3-km IWC, particularly at the 75th and 95th percentiles, where q i is 0.07 and 0.17 g kg 21 lower than observed, respectively. At the 5th, 25th, and 50th percentiles, the simulation is within 0.02 g kg 21 of the 7.3-km observations. It is worth noting that while the 95th percentile of q i was lower than that observed by Plummer et al. (2014) , respectively), isolated instances of ice precipitation mixing ratio of 0.27-0.33 g kg 21 did occur in the nighttime simulation . Differences between observed and simulated precipitation content are consistent with the differences between observed and simulated vertical air velocity, in that the observations agree very strongly except at high percentiles. As shown in Fig. 5 , an upper-level front was present at the western edge of GCs in the 14-15 February 2010 cyclone. It is probable that this frontal feature enhanced upward vertical air motion in the western FIG. 19 . As in Fig. 15 , but for the no-radiation simulation.
portion of the flight legs and locally enhanced ice crystal growth. Given the horizontal homogeneity in the initial conditions of the idealized simulations (aside from the very small thermal and moisture perturbations at 6.45-6.55 km), the local enhancement in vertical motion and precipitation due to the frontal feature is not represented in the idealized WRF simulations.
Discussion
The 6.0-8.0-km vertical air velocity spectrum range (Fig. 10 ) broadens early in all three idealized simulations. This increase in the vertical air velocity spectrum range primarily represents a release of the instability present in the model initial conditions (Fig. 8) . However, there is some influence of radiative forcing since the simulations with radiation have a broader vertical air velocity spectrum at t 5 45 min, with the 99th-percentile maxima of 1.70, 1.75, and 1.35 m s 21 in the nighttime, daytime, and no-radiation simulations. The model solutions diverge substantially following the initial release of instability. In the nighttime simulation, the reduction in the vertical velocity spectrum range is less pronounced and shorter lived than in the daytime simulation, with peaks occurring at t 5 50 min and again at t 5 135-140 min, compared to t 5 50 and 180 min in the daytime simulation. This indicates that when cloud-top longwave cooling is offset by shortwave warming there is both a delay in destabilization and a reduction in the magnitude of instability attained through radiative forcing. The values of Q L (Fig. 11 ) and Q S (Fig. 12) are of greater magnitude and over a shallower depth at times corresponding to w, Q H , and q i maxima within GCs. Plan views of q i and Q L at 7.5 and 6.5 km are shown for the nighttime and daytime simulations at t 5 150 min in Fig. 21 . Coverage of precipitation at 7.5 km is much greater in the nighttime simulation (Fig. 21a) , which focuses much of the longwave cooling at 7.5 km (Fig. 21e) . In the daytime simulation there is much less coverage of q i . 0.03 g kg 21 at 7.5 km (Fig. 21c ). Areas at 6.5 km below gaps in the 7.5-km ice precipitation mixing ratio field exhibit greater longwave cooling than for the nighttime simulation (Fig. 21h) . Thus, the larger spacing between GCs late in the daytime simulation prevents the longwave cooling from focusing near 7.6 km as in the nighttime simulation (Fig. 11 ), possibly indicating a negative feedback between instability and GC spacing. This relationship will be explored further by varying the cloud-top stability in simulations to be discussed in Keeler et al. (2016, hereafter Part II) . The extent of the vertical velocity spectra late in these simulations represents what is sustainable given the radiative forcing present. The evolution of the no-radiation simulation clearly demonstrates that without radiative forcing, GCs are not sustainable for the shear and thermodynamic conditions present in the 14-15 February 2010 cyclone. The small increase in the vertical velocity spectrum range late in the no-radiation simulation (Fig. 10) is due to development of waves on the tropopause (not shown) that do not produce precipitation. Recall that Douglas et al. (1957) suggested that under initially stable conditions, GCs develop as a result of latent heat released during depositional growth of ice crystals. In the no-radiation simulation, GCs do not persist despite an initially unstable layer and persistent Q H . 0.30 K h 21 below 6.5 km (Fig. 13) . While latent heating in the deep nimbostratus below the GC level certainly plays a role in GC dynamics, latent heating alone is not sufficient to maintain GCs under conditions representative of the 14-15 February 2010 cyclone.
We note that the results presented herein may be sensitive to uncertainties in the treatment of ice microphysics and ice-radiation interactions that are calculated within the parameterizations selected for these model runs. We also note that one other mechanism, differential thermal advection, not explored in these simulations, could lead to sufficient destabilization to continuously maintain GCs. For the cyclone under consideration, the storm-scale simulation was assessed to determine the potential impact of differential thermal advection on destabilization of the GC layer. Analysis of the storm-scale simulation showed that differential thermal advection had a stabilizing effect on the upper troposphere in the location where the idealized simulation thermal and moisture profiles were obtained. Weak warm-air advection of up to 0.7 K h 21 occurred at the same level as the u ei minimum in that location, while neutral thermal advection occurred at the base of the GC layer. Farther east, where GCs were also observed in ) for the full 50 3 50 km 2 model grid at t 5 150 min for (a) nighttime simulation at 7.5 km, (b) nighttime simulation at 6.5 km, (c) daytime simulation at 7.5 km, and (d) daytime simulation at 6.5 km. (bottom) Longwave heating (K h 21 ) for the full 50 3 50 km 2 model grid at t 5 150 min for (e) nighttime simulation at 7.5 km, (f) nighttime simulation at 6.5 km, (g) daytime simulation at 7.5 km, and (h) daytime simulation at 6.5 km.
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