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1.はじめに 
VLSI開発におけるレイアウト設計では、製造コストの
低減や配線遅延の削減等の目的から、チップサイズの最
小化が重要な課題となっている。このため、レイアウト
設計にはさまざまな配置問題、例えば、VLSIのフロアプ
ランにおけるモジュールの配置などを対象に、レイアウ
ト素子をいかに小さな領域に詰め込むかという問題が古
くから研究されてきた。この詰め込み問題において、レ
イアウト素子の形状と詰め込むべき領域の形状はどちら
も長方形であることが多い。 
本文では、このような素子に対する2 次元パッキング
問題に対して，配置面積評価にGPUを用いる手法を提案
する。しかし，複数の近傍解の面積評価をGPUで行うも
ので，解探索に関する明確な指針が無いため，無駄な処
理が多い．また，境界線法[1]を用いて配置情報を表して
いるため，GPU の共有メモリを圧迫し，大規模回路に適
用できないなどの問題がある． 
そこで、本文では、配置問題に対するアルゴリズムを
考察する上で2次元パッキング問題に対して、NVIDIA社の
GeForce GTX 580を用いて提案手法に対するその性能を報
告する。この手法は、GPUの共有メモリが小さい場合に
対する境界線法を改良したものである。 
 
2. 長方形パッキング問題 
長方形パッキング問題とは, 幅と高さが指定された n 
個の長方形が与えられたとき，これらを互いに重なり無
く最小面積の長方形内に配置する問題であり，配線を無
視したときの配置問題になっている． 
この問題もNP 困難であるため,シミュレーテッド・ア
ニーリング法（以下SA 法と略記）などの近似解法が用
いられる。長方形の2 次元配置を表現する方法は，シー
クエンスペア法[2]など幾つか提案されているが，ここで
はメモリ効率の良い境界線法を用いる． 
境界線法とは、幅と高さが任意である n個の長方形が
与えられたとき、各長方形 rの codeとして互いに相異な
る１～nの自然数を割り当て、更に codeとは独立に、各
長方形 rの orderとして互いに相異なる 1～nの自然数を
割り当てることにより配置解の表現とする。以後、任意
の方形 rに割り当てたcode、orderの値をそれぞれcode(r), 
order(r)で表す。例えば表 1のような codeと orderが与え
られたとする。 
 
表 1  codeと order 
 
 
 
 
  
 
 
図 1 境界線法による長方形配置 
この表に基づいて、配置基準として order値が小さい長
方形から順に配置し、code値が jの長方形を配置する際、
境界線 Lを定める                       上の各点
             を右上隅にもつ既配置長方形のうち、
code 値が jより小さいものよりも右に、code値が jより
大きいものよりも上に位置するように、上の図１のよう
に境界線 Lに左下詰めにする。同じ方法ですべてを割り
当てると終了する。 
 a b c d e f 
code 1 4 5 2 3 6 
order 4 2 1 5 6 3 
3. 解の生成手法 
3.1 SA法 
SA 法（Simulated Annealing）は最適化問題、特に、組
み合わせ最適化問題を解く汎用近似法の一つである[3]。
SA 法は、解空間探索中に局所最適解に陥らないように、
多少の解の改悪もある程度の確率で受け入れるようにし
て解を見つかる。ここで温度という徐徐に小さくする変
数により改悪率を決定する。温度が高ければ改悪確率も
高い、温度が低ければ改悪確率も低い。図 2は SA法の
イメージ図である。 
しかし、SA法も大きい欠点がある。大域的に最適解を
発見するための時間がかかる。そこで、TPSA法が提案さ
れた。 
 
図 2 SA法 
 
3.2 TPSA法 
 TPSA 法[4]は，SA法における各温度の処理を同時に異な
るプロセッサで実行し、一定の間隔（交換周期K）で隣
接する温度間で確率的に解の交換操作（Exchange）を行
うというものである．図3にTPSA法のイメージ図を示す．
隣接する温度間で実際に解の交換するか否かは，一つの
温度において解を更新するか否かを決定する手法と同様，
確率的に行う。TPSA 法では，隣接する温度間での
Exchange操作以外、各温度における処理は他の温度の処
理とは独立に実行できるため，並列化が容易である． 
 
図3 TPSA法 
しかし，TPSA 法には以下のような終了条件に関連す
るいくつかの問題点がある． 
(1) いつ処理を終了するのかをSA 法のように定められ
ない（終了条件の論理的根拠が曖昧である）． 
(2) 最低温度Tf の論理的根拠が曖昧である。 
(3) 初期温度T0 付近の温度での処理は時間が経つに連
れて無駄が多くなる． 
そこで，これらの問題点を解決するため，modified TPSA 
法（以下，mTPSA 法と略記）を提案された．この手法は，
図4に示すように，TPSA 法の各温度での処理を一定期間
（徐冷周期J だけ）繰り返した後，SA法のように，各温
度を   倍し，再びTPSA 法の処理を実行するもので，
このような徐冷処理を複数回繰り返しても，最良解が改
善されなかったならば，全体の処理を終了するという手
法である． 
図 4 mTPSA法 
 
4．GPUアーキテクチャ 
 今度利用するのは NVIDIA 社の GPU「GeForce GTX 
580(GF110)」である。GeForce GTX 580 の内部に 4つのク
ラスターに別れ GPC(Graphics Processing Cluster)と名づけ
る。GPC 内部には各 4 つの SM(Streaming Multiprocessor)
が含まれている。各 SM内には 32個のコアと 128KBのレ
ジスタは 64KBの共有メモリと L1キャッシュが含まれて
いる。図 6は GPUの内部を示している。 
GPUには、複数個の SMを持ち、各 SMには、小容量
であるが、高速にアクセス可能な共有メモリとキャッシ
ュメモリ(機種によって異なる)がある。各 SMは他の SM
とは異なる処理が実行可能であるが、CUDAコアは異な
る SMの共有メモリにアクセスできない。他の SMの演
算結果を利用するには、グローバルメモリ経由でデータ
のやり取りを行うことになる。グローバルメモリは大容
量であるが、アクセス速度は遅いため、GPUの活用には
共有メモリを有効に利用する必要がある[5]。 
 図 6 GPUの内部アーキテクチャ 
TPSA法とmTPSA 法も共有メモリのサイズに定められ
る。GeForce GTX 580の共有メモリは、SM内に置かれて
いるメモリで、L1キャッシュと合わせて 64KBの容量が
ある。プログラム上からの設定で、容量の比率を共有メ
モリ 16KB、L1キャッシュ 48KBまたは、共有メモリ 48KB、
L1キャッシュ 16KBと切り替えることができる。レジス
タほどではないが、高速にアクセスできるメモリである。
この二種類の設定を今回の実験では両方試し、共有メモ
リ 16KBの場合、提案手法を利用して実行した。 
 
5. 実装方法 
2次元パッキング問題に対する SA法の処理は，温度制
御に関するものを除くと，初期解の生成，近傍解の生成，
外周長方形の面積（配置面積）の計算，解の更新の 4 つ
に大別でき，TPSA 法では，これらに隣接する温度間で
の解交換が加わる．これらの内，配置面積計算に   √  
の計算量が必要であるが，解変換として，2 要素の交換
だけを用いると，他は O(1) となる[6]．従って，長方形
の個数 n が増加するに従って配置面積の計算の割合が
大きくなる．そこで，これを GPU 上で計算する． 
共有メモリが 16KBの場合、各 SMに渡すブロック内
のスレッドの個数はワープ数（32）の倍数である必要が
あるから、1スレッドあたりの利用可能な共有メモリ量
を最大にするため、ブロック内のスレッド数を 32にす
るとよい[7]。そうすると、実験に用いた GPUの設定は
16KBの共有メモリを持つから、1スレッド当たり 512B
利用可能となる。したがって、数は long int型なので、
境界線上の 1点の座標に 8B必要であるから、64点から
なる境界線まで処理可能となる。従って、  √     
より、およそ n=１000程度までの処理が可能となる。 
そこで、長方形が 1000個を超えた場合を考慮して、
まずN個ずつグループ化し、各グループに順番をつける。
1番目のグループを境界線法で配置し、配置した長方形
を 1つの大きい長方形だと見て、次 2番目のグループを
配置する際に、先に左下詰めする。その周りに 2グルー
プの長方形を配置する。そのあとも同じ手法ですべての
長方形を全部配置するまでに繰り返す。 
 
6. まとめ 
本文では、2次元パッキング問題と呼ばれる長方形の配
置問題に対して、TPSA 法とmTPSA 法を GPUで用いると
きメモリ枠を超えた長方形を預かる場合に利用できる手
法を提案し、GeForce GTX 580を用いて実装する方法を紹
介した。また、2つのベンチマークデータにこれを適用
し、TPSA法とmTPSA 法は SA法より短い計算時間で数多
くの配置を調べることができるため、よい解を見出しや
すいことが分かった。TPSA法とmTPSA 法において、共
有メモリが 48KBの場合は同じ実行時間内に実行回数が
より多いが、最良解は提案手法の方が見出しやすいこと
が分かった。今後、短時間で良い解を見つけるためのパ
ラメータの設定や不安定の原因を見つけて解決するなど
いくつかの課題が残っている。 
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表 2 SA 法 
実行データ 
面積 mm2  
実行時間(s) 実行回数 
平均 最良 最悪 
Mod2048 5043.79 5005.62 5114.87 2049 7,346,238,143 
Mod8192 20126.4 20027.7 20203.2 10540 21,940,862,161 
表 3 TPSA 法(共有メモリが 48KB の場合) 
実行データ 
面積 mm2  
実行時間(s) 実行回数 
平均 最良 最悪 
Mod2048 5037.09 5023.30 5087.93 2049 49,663,264,172 
Mod8192 20191.7 20059.9 20298.1 10540 79,606,816,704 
表 4 TPSA 法(共有メモリが 16KB の場合) 
実行データ 
面積 mm2  
実行時間(s) 実行回数 
平均 最良 最悪 
Mod2048 5068.11 5001.99 5261.78 2049 29,130,235,500 
Mod8192 20201.4 20004.2 20340.9 10540 56,720,988,502 
表 5 mTPSA 法(共有メモリが 48KB の場合) 
実行データ 
面積 mm2  
実行時間(s) 実行回数 
平均 最良 最悪 
Mod2048 5025.80 5003.69 5050.63 1618 40,498,314,407 
Mod8192 20139.5 20026.6 20209.0 9886 71,945,163,334 
表 5 mTPSA 法(共有メモリが 16KB の場合) 
実行データ 
面積 mm2  
実行時間(s) 実行回数 
平均 最良 最悪 
Mod2048 5047.03 4982.86 5084.11 1985 22,986,542,203 
Mod8192 20160.8 20001.7 20265.3 9928 59,118,088,157 
 
