New possibilit ies exist for the development of novel hardware/software platforms havin g fast data acquisition capability with low power requirements. One application is a high speed Adaptive Design for Info rmation (A DI) system that combines the advantages of feature-based data compression, low power nano meter CMOS technology, and stream computing [1] . We have developed a compressive sensing (CS) algorithm which linearly reduces the data at the analog front end, an approach which uses analog designs and computations instead of smaller feature size transistors for h igher speed and lower power. A level-crossing sampling approach replaces Nyquist sampling. With an in -memo ry design, the new co mpressive sensing based instrumentation performs dig itization only when there is enough variation in the input and when the random selection matrix chooses this input.
Low Power Real-time Data Acquisition using Compressive Sensing

INTRODUCTION
New possibilit ies exist for the development of novel hardware/software platforms having fast data acquisition capability with low power requirements. One application is a high speed Adaptive Design for Info r mation (A DI) system that combines the advantages of feature-based data compression, low power nano meter CMOS technology, and stream computing [1] . Typical data acquisition systems use a sensor together with a mixed signal op -amp and ADC feed to a stream processor. In this approach, the front end analog portion consumes mo re than half the total chip area and is several orders of magnitude slower than the digital portion of the system.
We have developed a compressive sensing (CS) algorith m which linearly reduces the data at the analog front end, an approach which uses analog designs and computations instead of smaller feature size transistors for h igher speed and lower power. A level-crossing sampling approach replaces Nyquist sampling. With an in -memory design, the new compressive sensing based instrumentation performs digit ization only when there is enough variation in the input and when the random selection matrix chooses this input. For examp le, fluorescence data can not only be collected in r ealtime, but also analyzed in real-time with these methods to provide lifet imes of specific fluorophores. While CS is a means by which N-dimensional data can be transformed by a linear operator into data in an M -dimensional vector space, where M << N, the M-dimensional data in common CS pract ice does not have any semantic mean ing. Thus, characterizat ion of a po int in a random matrix usually relies on machine learn ing algorithms to cluster data points. In this paper, we discuss how to incorporate meaning into the resulting M-tuples obtained when applying the linear operator to the original uncomp ressed N-tuples, so that information contained in the original data can be extracted from the compressed data without utilizing a clustering algorith m. One type of data considered here are exponentially decaying waveforms, and the linear operator emp loyed is Ƭ (time-constant for the decaying exponential function) wh ich is ext racted by transforming the original N-d imensional data into a subspace of a random matrix where each element of the M-tuple that resides in this subspace is a close approximat ion to the decay time constant Ƭ. Another approach utilizes mono-exponential decay estimates fro m a rap id lifetime determination algorithm [2] to extract Ƭ fro m the compressed M-dimensional data. However, multiple component exponential data have not been analyzed in this manner.
MODEL BASED COMPRESSIVE SENSING FOR EXPONENTIAL DECAY
What is compressive sensing?
Let us begin with a brief review of co mpressive sensing theory [2, [4] [5] [6] [7] . An example image can be presented as an NxM matrix. By using a random selection matrix, we can generate a new matrix :
(1).
Because N m  , we reduce the total data amount. Different fro m JPEG and other nonlinear co mpression algorith ms, compressive sensing linearly reduces data and preserves key features without much distortion. This is the key reason why co mpressive sensing can be applied to the front end of a data acquisition system instead of right before data transmission. One such examp le is a "single pixel camera" [9] . The ca mera performs rando m selection on the sampled object. Thus, a s maller amount of data will be generated by the camera and subsequently enter the following data acquisition system. Depending on the sparsity of the sampled data, the average data reduction by compressive sensing is about 50%. If we use joule per bit as an energy estimat ion, this indicates that this comp ression algorith m may lead to a total energy/power reduction for the following data processing architecture.
In this paper, we extend the compressive sensing algorithm to real applications. Model based compressive sensing algorith ms are used to leverage the structure present in signals obtained by the sensors. In particular, several co mmon real applicat ion signals such as exponential decaying signals and periodic physiological signals (i.e. ECG waveforms) are investigated.
Model based compressive sensing
The traditional co mpressive sensing theorem assumes that coefficients of some transforms performed on measure d data (e.g., wavelet, DCT) are K-sparse, where K is much smaller than the data size N [2] . Thus, the data can be represented using only K samples. Model based compressive sensing proposed in [3] exp lored the structure of data to be samp led and further reduced K without sacrificing the recovery performance. The key idea is to relax the restricted isometric property (RIP) [4] of the random samp ling matrix and emp loy a structure based recovery algorithm according to a data model. In the current applications, the signals collected are an exponential decay waveform and a periodic waveform, both mixed with noise. Our sampling strategy enables a high compression rate via RIP relaxation and achieves denoising recovery to some extent by enhancing coefficient sparsity in recovery. We first rev iew the RIP presentation and then show the details of our sampling strategy. In traditional compressive sensing, the sampling matrix follows the RIP such that original information could be recovered. Mathematically, the RIP is represented as equation (2) 
where is the random sampling matrix o f size M by N, x is the data size N, and δ k is a constant. Under the RIP constraint, the random mat rix ensures the relative d istance within x which will still be preserved after samp led by . Thus, information within x is also preserved after the sampling procedure . To enable higher co mpression rates, we relax the RIP. This gives more flexib ility to the sampling mat rix . The general RIP requires sparsity of data x before compression. However, when the data information is modeled as x model , we can further relax δ k in (1) wh ich provides a lower sampling rate than that of the orig inal RIP. The recovery process generates the sparsest solution which also satisfies the compression equation.
Nevertheless, in a real data acquisition system, the data fro m circuits is always mixed with noise. Thus, we must develop a noise removal recovery model for our data acquisition system. Equation s (3) and (4) define the recovery model using a model based sampling matrix, m, and an orthogonal basis , Ψ, therefore transforming x into coefficients α.
. m y t s (4) As denoted in (3), x is the data collected directly fro m the noisy instrument. The coefficient α also contains noise. Next, we recover to a noise-free solution, ̂, whose coefficients under the Ψ transform is ̂. Th is is described in (4). ̂ is the noise free coefficient and ε is the erro r tolerance. In the recovery procedure, our aim is to look for the sparsest coefficients. These coefficients must lie within the recovery erro r tolerant value ε determined by the instrument signal-
to-noise ratio. The recovery procedure is established based on the assumption that the sparsity of data is much h igher than noise. Therefore, given a tolerance value correspond ing to the instrument noise level, the recovered coefficient will be sparser than without a tolerance, which is more likely to represent the true information.
DISCUSSION & CONCLUSION
Two different applications are shown to illustrate the concept of model-based compressive sensing: an exponential decay from a t ime-resolved fluorescence measurement and an electrocard iogram (ECG) signal. In the first applicat ion, the signal collected is an exponential decay waveform mixed with noise. As is well known, wide spectrum signals can appear in ult ra-broadband communications, mo lecular fluorescent decay signatures, imag ing and vision systems for high speed aircrafts, and other physical phenomena, some of which have not been able to be measured directly because of the required sampling speed. Of particular interest to us are applications of this methodology to biomedical p roblems. Hence, an exponentially decaying signal and a repetitive signal are chosen to demonstrate the model -based compressive sensing strategy. In the exponential decay, the signal acquired is approximated by an exponential dec ay with instrumental noise. Since information contained in the data is represented by the corresponding entries of the sampling matrix values, there is a high probability that higher weights are on the part of the data which contains more informat ion. Thus, the compressed data main ly contains critical info rmation wh ich is sparser than noise. For these reasons, the recovery process is more likely to recover only the most important information. Figure 1 shows the recovery result using noisy experimental data fro m a time-resolved fluorescence instrument. Since the model based sampling mat rix p laces less weight on noise, the noise has only a little impact on the result. The blue solid line is the data collected directly from the instrument and red dashed line represents the recovered data. The time resolved fluorescence measurement is ethidiu m bro mide bound to DNA in D 2 O. For this application, the data is a single exponential measured by a t ime-resolved fluorometer and the input data consists of 143 po ints. In the first step, the DCT basis is applied to the input signal x, transforming x into the coefficient vector α wh ich has a sparsity greater than x. A Gaussian random matrix is selected. Based on the sparsity of the coefficient vector α, we can choose the amount of co mpression for the signal. In this application, the data is co mp ressed fro m 143 points to 15 points. After the compression step, the CoSaMP algorithm is applied to the compressed data to reconstruct the original data. Figure 1 shows the original input data and the reconstructed data and Figure 2 shows the difference. After this, both data, the curve fitting for orig inal input data and reconstructed data, are fitted to an exponential function to determine the decay constant Ƭ. For this application, the decay constants are approximately equal to 6.9n s for both original input data and reconstructed data. This value is in good agreement with that reported in the literature [10] . For the ECG applicat ion, the data is a periodic waveform with QRST features measured by an ECG circuit . The input data consists of 512 samp les, about three periods from a set of 249250 raw data samples with 256 sps. In the first step, the wavelet basis is applied to the input data, x, transforming x into coefficient vector α which has a sparsity greater than x. Note that this wavelet basis is created based on Daubechies wavelet function [11] due to its regularity wh ich aids in the rentention of the smoothness of the original data. A Gaussian random mat rix is then applied as our selection matrix because it is incoherent with the Daubechies wavelet basis . In addit ion, this basis also preserves the spars ity before and after pro jection onto this basis . Based on the sparsity of the coefficient vector α, we can choose the amount of compression for the signal. In this application, the signal is compressed from 512 samples to 256 samp les . After the compression step, the CoSaMP algorith m is applied to the co mpressed signal to reconstruct the original signal. 
OUTLOOK
The massive data explosion in both quantity and diversity of mobile, wireless and cloud based devices is the direct consequence of affordable, ubiquitous digital computing due to innovations in integrated circuit (IC) technologies. Previous generations generated only a small amount of analog data, but now we are facing an enormous volume of digital data produced from diverse sources through a variety of channels, preventing real-time analysis using traditional data acquisition architectures and designs. A major concern raised by many is whether we can actually get any useful information from such large pools of data. Data mining, a methodology that uses models to extract information from data, can be effective in presenting a summary of the data or the most extreme features of the data , depending on the appropriate selection of models [12, 14, 16, 17] . Searching for certain patterns or occurrences in data also faces challenges. According to Bonferroni's theory [12, 16, 17] , when the data volume increases, the number of certain occurrences also grows. Among highly diversified data, the occurrences become statistical artifacts rather than evidence of the searching patterns. The only way to avoid data explosion is to perform streamline computing for cognitive data acquisition from the very beginning [12] [13] [14] [15] [16] [17] [18] . Through model based compressive sensing, this paper demonstrated how to cognitively reduce the data volume at the sensor and system level while maintaining the data structure and accuracy. Our preliminary results show that it is possible to provide structured data with much lower data volume. We believe that our investigations provide a starting point for real-time data acquisition in large data volume applications such as mobile health, telemedicine, and precision medicine.
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