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We experimentally realize quasistatic adiabatic processes using a single optically-trapped micro-
sphere immersed in water whose effective temperature is controlled by an external random electric
field. A full energetic characterization of adiabatic processes that preserve either the position dis-
tribution or the full phase space volume is presented. We show that only in the latter case the
exchanged heat and the change in the entropy of the particle vanish when averaging over many
repetitions. We provide analytical expressions for the distributions of the fluctuating heat and en-
tropy, which we verify experimentally. We show that the heat distribution is asymmetric for any
non-isothermal quasistatic process. Moreover, the shape of the distribution of the system entropy
change in the adiabatic processes depends significantly on the number of degrees of freedom that
are considered for the calculation of system entropy.
Stochastic energetics [1, 2] and the fluctuation theo-
rems [3] have been developed as the theoretical frame-
work that studies thermodynamics at small scales, thus
establishing the emerging field of stochastic thermody-
namics. In parallel, recent advances on micromanipu-
lation and force-sensing techniques [4] have allowed to
measure the dynamics and energy changes in physical
systems where thermal fluctuations are relevant [5–9] and
to test theoretical results derived from stochastic thermo-
dynamics [10–15]. As a major application, miniaturiza-
tion of thermodynamic engines to single-molecule devices
has been possible for the case of Stirling engine [16] or a
variety of Maxwell’s demons [15, 17, 18].
Until now, the design of microscopic heat engines
has been restricted to those cycles formed by isother-
mal processes or instantaneous temperature changes [16],
where the validity of a heat fluctuation theorem has been
tested [19]. Recent works have shown that exerting ran-
dom forces on a microscopic particle one can accurately
tune the effective kinetic temperature of the particle
both under equilibrium [20–22] and nonequilibrium driv-
ing [23]. However, the application of such a technique to
implement non-isothermal processes has not been fully
exploited yet [24].
Among all the non-isothermal processes, adiabatic pro-
cesses are of major importance in thermodynamics since
they are the building blocks of the Carnot engine [25].
Microadiabaticity, i.e. adiabaticity at the microscopic
scale, cannot be realized for single-trajectories due to the
unavoidable heat flows between microscopic systems and
their surroundings. However, a process where no net heat
transfer is obtained when averaged over many trajecto-
ries could in principle be realized. Although several theo-
retical proposals are available [26–29], their experimental
FIG. 1. Illustration of the pseudo-adiabatic and adiabatic
processes. A Brownian particle of mass m is immersed in
a thermal bath at temperature T , moves in one dimension
x with velocity v and is trapped with a harmonic potential
U(x) = 1
2
κx2. The blue solid circle Γ1 represents the en-
semble of microstates described by a Hamiltonian H(x, v) =
1
2
κx2 + 1
2
mv2 with a given energy H(x, v) = E = kT . The
units of position and velocity are normalized by their stan-
dard deviation from equipartition theorem, σx =
√
kT/κ and
σv =
√
kT/m. The red dashed ellipse Γ2 is the microstate set
at the same energy but after two different adiabatic processes:
(a) Pseudo-adiabatic process, where Tfin = 2T and κfin = 2κ
(i.e., T/κ = const); (b) Adiabatic process, where Tfin = 2T
and κfin = 4κ (i.e., T 2/κ = const). The arrows indicate the
direction in which the process occurs. Notice that the area of
phase space that satisfies H(x, v) ≤ E is conserved only along
the adiabatic process.
implementation is still lacking.
In this Letter, we report on the realization of qua-
sistatic adiabatic processes with an optically-trapped mi-
croparticle immersed in water whose kinetic tempera-
ture is controlled by means of an external noisy elec-
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2tric field [21, 24]. We provide a complete characteriza-
tion of the thermodynamics of such adiabatic processes.
The contributions due to the heat transferred to the mo-
mentum degree of freedom are also considered [24], thus
adopting the full, underdamped description of the sys-
tem. Interestingly, we show that doing so does not con-
stitute a trivial extension of the overdamped description,
but distinct features clearly arise. In particular, we dis-
cuss the shape of the distribution of the fluctuations of
heat and entropy in both descriptions, concluding that
asymmetries in the heat distributions are a fingerprint of
quasistatic non-isothermal processes.
In classical Hamiltonian systems, the total heat Q
transferred in quasistatic adiabatic processes vanishes,
and the heat distribution is ρH(Q) = δ(Q). The work,
W = ∆U , U being the internal energy, is exponentially
distributed. In the microscopic regime, one can attain
processes where 〈Q〉 = 0, 〈·〉 denoting average over many
realizations in the quasistatic limit. In the latter case,
at odds with the Hamiltonian case, the work is delta
distributed, ρ(W ) = δ(∆U + 〈Q〉) [2] whereas the heat
is exponentially distributed with the same distribution
as ρH(W ), as shown in the Supplemental Material [30].
Microadiabatic processes are those where the phase space
volume is conserved [26]. In the overdamped limit, where
changes in the momentum degree of freedom are ne-
glected, such condition is met by keeping the position
distribution constant [31]. However, as we discuss be-
low, the overdamped approximation is incomplete when
dealing with non-isothermal processes, and a full under-
damped description is mandatory. A process where the
position distribution is conserved is therefore a pseudo-
adiabatic, since an unavoidable amount of heat is trans-
ferred due to the kinetic energy change [27]. In contrast,
in the actual adiabatic process, the full phase space (po-
sition and momentum) volume is conserved and no net
heat is transferred to the particle [26, 29]. Figure 1 illus-
trates the difference between the evolution of the phase
space along both quasistatic pseudo-adiabatic and adia-
batic processes for a Brownian particle trapped with a
harmonic potential. Notice that only in the adiabatic
process the phase space volume enclosed by the energy
surface defined by the system’s energy at every moment
H(x, v) = E is conserved, as required for a quasistatic
and adiabatic change of parameters [26].
Our system of study is a microparticle of radius R =
500nm immersed in water trapped by an optical har-
monic optical potential U(x) = 12κx
2, where κ is the
stiffness of the trap and x the position of the particle
with respect to the trap center. The key capability of
our setup is the independent control of the kinetic tem-
perature of the trapped bead Tkin and κ, thus allowing
one to design a large variety of different thermodynamic
processes [23, 24]. Both parameters can be electronically
synchronized in order to fullfill any desired protocole with
high time resolution, of the order of µs.
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FIG. 2. Experimental setup and experimental protocols. (a)
Sketch of the experimental setup. The kinetic temperature
Tkin of a micro particle in an optical trap of stiffness κ is
controlled with a noisy electric field. (b) Pseudo-adiabatic
protocol. Kinetic temperature from the mean squared dis-
placement, κ〈x2〉/k (left axis, blue solid line), kinetic tem-
perature from the calibration (left axis, blue dashed line) and
stiffness of the trap (right axis, red dash-dot line) as functions
of time. (c) The same for the adiabatic process. Notice the
larger fluctuations as Tkin increases.
Tkin is defined from the application of equipartition
theorem to the fluctuations of the position of the bead
in the trap as follows. These fluctuations obey equipar-
tition theorem, κ〈x2〉 = kT , k being Boltzmann’s con-
stant and T the temperature of the sample [32]. Ap-
plying to the particle an external random force charac-
terized by a Gaussian white noise process of amplitude
σ, we can mimic the kicks of the solvent molecules to
the bead in a higher temperature reservoir Tkin. From
equipartition theorem, the kinetic temperature of the
particle depends on its mean squared displacement 〈x2〉,
Tkin = κ〈x2〉/k = T + σ2/2γk ≥ T , γ = 6piηR being the
Stokes friction on a sphere of radius R in a fluid with
kinetic viscosity η far away from a surface. These two
parameters can be easily controlled, since κ is propor-
tional to the intensity of the trapping laser [33] and Tkin
increases linearly with the square of the amplitude of a
noisy voltage applied to a pair of electrodes in the fluid
chamber [30, 34]. See Fig. 2(a) for a sketch of the exper-
imental system.
Following the usual approach, we first implement a
pseudo-adiabatic protocol where the entropy is con-
served in the overdamped approximation, i.e. where
Tkin(t)/κ(t) = const (see Supplemental Material [30] for a
proof), as the one shown in Fig. 2(b). An actual microa-
diabatic process is achieved making T 2kin(t)/κ(t) = const
(see Supplemental Material [30]) and is implemented as
shown in Fig. 2(c). All the protocols presented here have
a duration of τ = 0.5 s. Since the relaxation time of the
particle in the trap τc is of the order of milliseconds [24],
then τ  τc ∼ ms and the processes can be considered
as quasistatic. The latter is confirmed in Figs. 2(b-c),
where we show that the measured kinetic temperature
3fluctuates around the value prescribed by the protocol.
After defining and implementing the desired proto-
cols, we calculate the thermodynamic quantities from
measurements of the position of the trapped bead the
stiffness of the trap and the kinetic temperature of the
bead, the latter being obtained from standard calibra-
tion procedures [30, 34]. The data acquisition frequency
was f = 1/2pi∆t = 1 kHz. The work done on the
particle in the time interval [t, t + ∆t] is calculated as
δW (t) = U(xt, t + ∆t) − U(xt, t), xt being the position
of the particle at time t [17]. The heat transferred from
the thermal bath to the position of the particle is cal-
culated as δQx(t) = U(xt+∆t, t + ∆t) − U(xt, t + ∆t).
The internal energy change is measured as the sum
of the heat and the work transferred to the particle,
∆U(t) = δW (t)+δQx(t) = U(xt+∆t, t+∆t)−U(xt, t). In
the limit ∆t→ 0, the cumulative sum up to time t of our
definitions of heat and work return Sekimoto’s expres-
sions
∫
δW (t) → ∫ ∂U∂t dt and ∫ δQx(t) → ∫ ∂U∂x ◦ dx [2].
Ensemble averages and probability distributions are cal-
culated from datasets of 900 repetitions of each process.
We estimate the kinetic energy changes following the
technique described in [24]. The sampling frequency in
our experiment is far below the momentum relaxation
frequency fp = γ/m ∼ MHz, m being the mass of the
bead [35]. Therefore, we can only measure time aver-
aged velocities vt = (xt+∆t−xt)/∆t rather than instanta-
neous velocities vt. In the quasistatic limit, we can obtain
the mean squared instantaneous velocity from the mean
squared time averaged velocity, 〈v2t 〉 = Lt〈v2t 〉, where
Lt = Lt(f, κt, γ,m) is a function of the sampling fre-
quency as well as of the parameters of the system at time
t (stiffness, mass, friction coefficient) [24]. The ensemble
average kinetic energy change can be therefore calculated
as 〈∆Ekin(t)〉 = m2 [〈v2t+∆t〉 − 〈v2t 〉] = m2 [Lt+∆t〈v2t+∆t〉 −Lt〈v2t 〉]. In addition, we can assess the distribution of the
instantaneous velocity from the distribution of the time
averaged velocity. The latter is Gaussian with zero mean
and the variance is related to that of the velocity distri-
bution by σ2(vt) = Ltσ2(vt), allowing to reconstruct the
velocity distribution as ρ(vt) = ρ(
√Ltvt), as shown in
the Supplemental Material [30].
The velocity distributions can be exploited to deter-
mine the entropy of the system in the underdamped de-
scription at any time t, St = −k ln ρ(xt, vt, t), or equiv-
alently, the average system entropy change in the inter-
val [t, t + ∆t], 〈∆S(t)〉 = 〈St+∆t〉 − 〈St〉, where 〈St〉 =
−k ∫ ρ(xt, vt, t) ln ρ(xt, vt, t) dxt dvt is the ensemble aver-
age system entropy at time t [31, 36]. We also consider
the overdamped system entropy change obtained when
we neglect the velocity degree of freedom, 〈∆Sx(t)〉 =
〈Sx,t+∆t〉−〈Sx,t〉, 〈Sx,t〉 = −k
∫
ρ(xt, t) ln ρ(xt, t) dxt be-
ing the entropy of the system in the position degree of
freedom.
Using the aforementioned definitions of energetic quan-
tities and entropy, we can now characterize the two
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FIG. 3. Ensemble averages of the cumulative sums of ther-
modynamic quantities as a function of time in the pseudo-
adiabatic (a-b) and adiabatic (c-d) processes. (a) Energy as
a function of time for the pseudo-adiabatic process, 〈W (t)〉
(blue), 〈Qx(t)〉 (red), 〈∆Ekin(t)〉 (green), 〈Q(t)〉 (cyan),
〈∆U(t)〉 (magenta) and 〈∆E(t)〉 (magenta). (b) System en-
tropy as a function of time for the pseudo-adiabatic process,
〈∆Sx(t)〉 (blue) and 〈∆S(t)〉 (red). (c) Energetics of the adi-
abatic process. (d) System entropy change in the adiabatic
process. 〈∆Sx(t)〉 (blue) and 〈∆S(t)〉 (red). Ensemble aver-
ages are obtained from 900 repetitions of cycles of duration
τ = 0.5 s using a sampling rate of f = 1 kHz. Dashed curves
are the theoretical values of the thermodynamic quantities
obtained in the quasistatic limit.
types of microadiabatic processes. Let us first analyse
the pseudo-adiabatic process. Figure 3(a) shows ensem-
ble averages of the cumulative sum of work, heat, ki-
netic energy, internal energy and total energy, which co-
incide with the expected values from equilibrium ther-
modynamics. The average heat transferred to the po-
sition degree of freedom vanishes within experimental
errors, yielding a net positive total value of the heat
〈Q(t)〉 = 〈Qx(t)〉 + 〈∆Ekin(t)〉 = k2 [Tkin,t − Tkin,0] > 0.
The average overdamped entropy change vanishes along
the protocol, 〈∆Sx(t)〉 = 0, as shown in Fig. 3 (b). The
pseudo-adiabatic nature of the protocol is revealed as a
positive full system entropy change, 〈∆S(t)〉 > 0 [red
curve in Fig. 3 (b)]. For the adiabatic protocol [Fig. 2(c)],
the ensemble average of the total heat transferred to the
particle vanishes within experimental errors, 〈Q(t)〉 = 0,
as shown in Fig. 3 (c). As a result, the system entropy
change vanishes along the adiabatic process 〈∆S(t)〉 = 0
despite entropy is reduced in the position degree of free-
dom, as shown in Fig. 3 (d).
Let us now consider the fluctuations of the measured
quantities. Again, their values fluctuate around the pre-
dictions obtained in the quasistatic limit. The shape
of the these distributions reveals qualitative differences
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FIG. 4. Distribution of the heat absorbed by the particle
in the position degree of freedom Qx for different thermo-
dynamic processes: isothermal (blue circles), isochoric (red
squares), pseudo-adiabatic (green stars) and adiabatic (black
crosses). The distributions are obtained from 900 cycles of
duration τ = 0.5 s each. The lines are theoretical distribu-
tions obtained from Eq. (1) using the initial and final values
of kinetic temperature and stiffness used in the experiments,
for the different processes: isothermal (solid line), isochoric
(dashed line), pseudo-adiabatic (dotted line) and adiabatic
(dashed-dotted line).
between the considered processes. First, in Fig. 4 we
show the experimental probability density function of
Qx (symbols) for the two adiabatic processes considered.
We also include the distributions for two control pro-
cesses: an isothermal process where Tkin,t = 300 K and
κ changes linearly in time from κ0 = (5.0 ± 0.2)pN/µm
to κτ = (28.0 ± 0.2)pN/µm, and an isochoric processes
where κt = (18.0 ± 0.2)pN/µm and the kinetic temper-
ature changes linearly from Tkin,0 = 300 K to Tkin,τ =
1200 K [24].
Remarkably, we notice that the heat distribution is
asymmetric around its mean for all the non-isothermal
processes. The measured heat distributions can be well
described by
ρ(Qx) =
βG
pi
exp
[
−∆β
2
(Qx + 〈W 〉)
]
K0
[
β|Qx + 〈W 〉|
]
,
(1)
where β0 = 1/kTkin(0), βτ = 1/kTkin(τ), ∆β = βτ − β0,
β = β0+βτ2 , βG =
√
β0βτ , K0 is zeroth order modified
Bessel function of the second kind and 〈W 〉 is the en-
semble average of the work in the quasistatic limit [30].
Equation (1) was obtained with the only assumption
of quasistaticity along the process, and proves that the
asymmetry of the distribution of Qx around −〈W 〉 is a
consequence of the non-isothermal character of the pro-
cess, and not of any nonequilibrium constraint of the
system, as suggested in Ref. [19]. For the isothermal
case, ∆β = 0 and we recover the symmetric distribution
ρ(Qx) =
β
piK0 [β|Qx + 〈W 〉|] firstly derived by Imparato
et al [37].
The asymmetry observed in the heat fluctuations is
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FIG. 5. Distribution of the system entropy change in the
overdamped description, ∆Sx (blue squares) and of the to-
tal system entropy change ∆S (red circles) in the pseudo-
adiabatic (open symbols) and adiabatic (closed symbols) pro-
cesses shown in Fig. 2 (b) and (c). The distributions are ob-
tained from 900 cycles of duration τ = 0.5 s each. Theoretical
distributions for ∆Sx [blue solid curve, Eq. (2)] and ∆S [red
dashed curve, Eq. (3)] are also shown. All the quantities are
shifted by their mean such that the mean of the represented
quantities is zero.
not present in the distribution of the entropy. The dis-
tribution of the overdamped entropy change along the
whole process, ∆Sx(τ) = Sx(τ) − Sx(0) is symmetric
around around its mean value for both pseudo-adiabatic
and adiabatic cases, as shown in Fig. 5. Both distribu-
tions fit well to the expected value for general quasistatic
non-isothermal processes [30],
ρ(∆Sx) =
1
pik
K0
( |∆Sx − 〈∆Sx〉|
k
)
. (2)
We also calculate the distribution of the full system en-
tropy change along the whole process, ∆S(τ) = S(τ) −
S(0) in both pseudo-adiabatic and adiabatic processes
(see Fig. 5). System entropy change is distributed sym-
metrically around its mean value but presents a different
qualitative behavior, in this case described by [30]:
ρ(∆S) =
1
2k
exp
(
−|∆S − 〈∆S〉|
k
)
(3)
Notice that in the case of the full system entropy change,
the agreement with the theory extends over one order
of magnitude less than in the overdamped description,
∆Sx. This mismatch is caused by the poor estimation of
the tails of the distribution of the instantaneous velocity
from the distribution of the time averaged velocity.
To summarize, we have realized quasistatic adiabatic
processes with a single microparticle trapped with op-
tical tweezers. We have studied the difference between
the pseudo-adiabatic (position distribution conserving)
and adiabatic (phase space volume conserving) processes,
showing that only the latter are such that the aver-
age total heat vanishes in the ensemble average. The
5fluctuations of the heat transferred to the position of
the particle have been shown to be asymmetric for any
non-isothermal (equilibrium or nonequilibrium) thermo-
dynamic process. The description of the dynamics of
the system with full or limited information affects not
only to the average values of the entropy but also to
the fluctuations, showing a different qualitative behav-
ior. The microadiabatic protocols studied in the present
work could be used to design a microscopic-sized Carnot
engine by a cyclic sequence of isothermal and adiabatic
processes, thus extending our understanding of micro and
nano electromechanical systems towards new and effi-
cient engines [26, 27, 29, 38, 39].
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6EXPERIMENTAL SETUP
Figure S1 shows a depiction of our experimental setup,
which has been previously described [24]. The setup
is based on a horizontal self-built inverted microscope,
where the sample is illuminated by a white lamp while
the image is captured by a CCD camera. An infrared
diode laser (λ = 980 nm, Lumics, 100 mW maximum
power) coupled in a single-mode fiber (Avanex, 1998PLM
3CN00472AG HighPower 980 nm) is highly focused by a
high numerical aperture (NA) immersion oil objective O1
(Nikon, CFI PL FL 100× NA 1.30) to create the opti-
cal potential. Prior to entering the objective, the optical
beam is expanded by lenses L1 (focal length= −30 cm)
and L2 (focal length= 20 cm) to overfill the input pupil
of the objective. Laser controller (Arroyo Instruments
4210) allows the management of the optical power at a
maximum rate of 250 kHz using an external voltage Vκ.
Since the trap stiffness κ depends linearly on the optical
power, κ can be controlled with at the same rate as the
external voltage [33].
Polystyrene beads (G. Kisker-Products for Biotechnol-
ogy, PPs-1.0, diameter (1.00 ± 0.05)µm) are diluted in
Milli-Q water to a final concentration of a few micro-
spheres per mL. The solution is injected into a custom-
made fluid chamber, which is placed in a holder whose
position in the three axes can be controlled with pico-
motors (Newport, 8752). Afterwards, the chamber is
mechanically sealed to avoid fluxes and contamination,
allowing us to work several days with the same solution.
Polystyrene beads have an inherent charge in polar liq-
uids which allows us to apply deterministic forces into our
trapped microsphere. We add two aluminum electrodes
at the two ends of the chamber to apply a controllable
voltage (VT ) to the sample. Both Vκ and VT are con-
trolled by the same signal generator (Tabor electronics,
WW5062) run by Labview software. In the case of VT ,
the output signal of the signal generator is amplified 1000
times with a high-voltage power amplifier (TREK, 623B).
The particle is tracked using an additional 532 nm laser
collimated by a microscope objective (×10, NA 0.10) and
sent through the trapping objective (O1). The light scat-
tered by the trapped object is collected by the objective
O2 (Olympus, 40×, NA 0.75) and projected into a quad-
rant photo detector (QPD, Newfocus 2911). The max-
imum acquisition frequency of the QPD is 200 kHz. A
532 nm pass filter (F ) blocks additional scattered light.
The signal is transferred through an analog-to-digital
conversion card (National Instruments PCI-6120) and
recorded with LabView software.
The calibration of the nanodetection is obtained from
the analysis of the thermal fluctuations of the bead within
a static trap at room temperature. From the study
of the power spectral density of the trajectories, both
voltage-to-nanometers conversion factor, SQPD(nm/V),
FIG. S1. An optical trap is obtained by tightly focusing an
infrared laser (980 nm) through the high NA objective O1.
The stiffness of the trap is modified by a power supply that
controls the intensity of the laser. A noisy electric potential
VT is applied to the electrodes in the fluid chamber to con-
trol the kinetic temperature of the trapped particle. A red
laser (532 nm) is used to track the position of the particle,
by recording the forward scattered light collected by the ob-
jective O2 into a quadrant photodiode (QPD). A LED and a
CCD camera are used for visualization.
and κ are obtained. All experiments are done with the
beads trapped 20 µm above the coverslip surface, in order
to avoid surface effects in the friction coefficient γ [40].
The input voltage controls the noise intensity and can
be linked to the effective temperature of the particle as
Tkin = T +STV
2
T , where ST (K/V
2) is the calibration fac-
tor. All calibrations are repeated each time a new bead
is trapped. In the experiments presented here, κ is cali-
brated as a function of Vκ (data not shown), Vκ being of
the order of pN/µm, and noise amplitudes of the order
of thousands of V which led to values of Tkin up to thou-
sands of Kelvins. Note that, although we do not know
the actual value of the electric field in our chambers, it
is not needed for our calculations.
MEASUREMENT OF THE FLUCTUATIONS OF
THE INSTANTANEOUS VELOCITY
The measurement of instantaneous velocity of a Brow-
nian particle requires, in principle, to sample the posi-
tion of the particle with acquisition rates of the order
of the momentum relaxation frequency fp = γ/2pim ∼
MHz [35] or use a different system where the friction is
not as strong as it is in water [9]. We make use of an-
other recent result described in Ref. [24] that allows one
to measure the mean squared instantaneous velocity at
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FIG. S2. Probability density function of the time averaged
velocity rescaled by
√Lt at the beginning (t = 0, blue squares)
and at the end (t = τ = 0.5 s, red circles) of the pseudo-
adiabatic process. The data of vt is obtained from a time
window [t, t + S] with S = 5 ms for t = 0 (beginning) and
t = 0.5 s (end) for an ensemble of 900 cycles of duration τ =
0.5 s. The rescaling is done using Lt calculated using Eq. (S2).
We also show the Maxwell-Boltzmann equilibrium velocity
distribution (black curve).
any time t during a quasistatic process, 〈v2t 〉 from the
mean squared time averaged velocity, 〈v2t 〉, being the lat-
ter obtained from low frequency samplings (f ∼ kHz or
∆t ∼ ms), vt = 1∆t [x(t+∆t)−x(t)]. For an underdamped
Brownian particle of mass m trapped with a quadratic
potential of time-dependent stiffness κt, U(x, t) = 12κtx
2
and immersed in a thermal bath at temperature T , the
mean squared instantaneous velocity equals to
〈v2t 〉 = Lt〈v2t 〉, (S1)
where Lt is a correction factor that depends on the ac-
quisition frequency and on the physical parameters of the
system at time t:
Lt = 1
2f2
[
1
f20
+
e−
fp
2f
f1
(
e−f1/f
fp + 2f1
− e
f1/f
fp − 2f1
)]−1
,
(S2)
where f0 =
√
fpfκ, fκ = κt/2piγ and f1 =
√
f2p/4− f20 .
In a quasistatic process, vt is a Gaussian variable
with zero mean and variance 〈v2t 〉 = kTm . Since vt =
1
∆t
∫ t+∆t
t
v(s)ds, the time-averaged velocity is also Gaus-
sian distributed, as the sum of Gaussian variables is also
a Gaussian variable. Its mean is trivially zero, 〈vt〉 = 0.
To fully specify the distribution we must therefore only
give its second momentum, which is 〈v2t 〉 = Lt〈v2t 〉 with
the correcting factor Lt as given in (S2). As a result,
v˜t =
√
Ltvt has the same distribution as the instanta-
neous velocity v, or equivalenty,
ρ(
√
Ltvt) = ρ(vt), (S3)
the latter being described by the equilibrium Maxwell-
Boltzmann velocity distribution.
We tested the theoretical prediction given by Eq. (S3)
with data from the quasistatic processes described in
the main text, as well as in the two control experi-
ments (isothermal and isochoric processes). In Fig. S2 we
show the probability density function of
√Ltvt for t = 0
and t = τ = 0.5 s for the pseudo-adiabatic process, ob-
tained from 900 cycles. Both distributions coincide with
Maxwell-Boltzmann distribution (black curve in Fig. S2)
with high accuracy for two orders of magnitude. The
tails of the reconstructed experimental distributions de-
viate from the theoretical distribution due to statistical
under sampling. This deviation might decrease when us-
ing data from a larger number of cycle repetitions.
AVERAGES OF WORK, HEAT, KINETIC
ENERGY AND INTERNAL ENERGY IN
QUASISTATIC PROCESSES AT THE
MICROSCALE
Let us consider a Brownian particle of mass m that is
immersed in a fluid at temperature T . We assume that
the particle moves in one dimension, and its position and
velocity at time t are denoted as xt and vt, respectively.
The particle is trapped with a potential U(xt, λt) that
can be changed in time via a control parameter λt, and
the temperature might change in time as Tt. The dy-
namics of such a Brownian particle is described by the
underdamped Langevin equation [41]
m
dvt
dt
= −∂U(xt, λt)
∂x
− γvt + ξt + Ft, (S4)
where γ is the friction coefficient of the particle in the
fluid. Thermal fluctuations are modeled by a Gaussian
white noise with 〈ξt〉 = 0 and 〈ξtξt′〉 = 2γkTtδ(t − t′), k
being Boltzmann’s constant. The term Ft accounts for
any external forces that can be directly exerted to the
particle.
We consider quasistatic thermodynamic processes
where the control parameter changes slower than any re-
laxation time of the system. In such a case, the phase
space density of the system can be described by Gibbs
distribution throughout the process. If the trapping po-
tential is quadratic, κt being the stiffness of the potential,
U(xt, λt) = U(xt, κt) = (1/2)κtx
2
t , and the energy of the
particle can be described by the Hamiltonian
H(xt, vt, t) = 1
2
κtx
2
t +
1
2
mv2t . (S5)
At time t, the system is described by a canonical state
ρ(xt, vt, t) = exp[−βtH(xt, vt, t)]/Zt, where βt = 1/kT (t)
and Zt is the partition function, which is equal to
Zt =
∫
dx dv e−βtH(x,v,t) =
(
4pi2k2
m
)1/2(
T 2t
κt
)1/2
.
(S6)
8The free energy of the particle at time t is
Ft = −kTt lnZt = −kTt
2
ln
(
4pi2k2
m
T 2t
κt
)
. (S7)
The entropy of the particle St = −(∂Ft/∂Tt) satisfies
St ∝ T 2t /κt. Therefore in a quasistatic adiabatic process
d(T 2t /κt) = 0, or equivalently, T 2t /κt = const. The same
analysis can be carried out using the overdamped de-
scription, i.e., neglecting the velocity degree of freedom.
In such a case, it can be shown that St ∝ Tt/κt, which
implies that entropy in the position degree of freedom
can be conserved when Tt/κt = const.
We now study thermodynamic processes where time
runs in the interval t ∈ [0, τ ]. During such processes,
the position and the velocity of the Brownian particle
describe a trajectory {vt, xt}τt=0. For systems described
by an underdamped Langevin equation (S4), the work
exerted on the particle and the heat transferred from
the thermal bath in an interval of time [t, t + dt] are,
respectively:
d′Wt =
∂U(xt, λt)
∂λ
◦ dλt, (S8)
d′Qt = (−γvt + ξt) ◦ dxt, (S9)
where ◦ denotes the Stratonovich product [2]. Notice
that using (S4), the heat can be decomposed in two
terms,
d′Qt =
m
2
dv2t +
∂U(xt, λt)
∂xt
◦ dxt, (S10)
the first term being the kinetic energy change dEkin,t =
m
2 dv
2
t and the second the heat transferred to the po-
sition of the particle, d′Qx,t =
∂U(xt,λt)
∂xt
◦ dxt. For
a Brownian particle trapped with a harmonic poten-
tial of stiffness κt, equipartition theorem implies that
(1/2)κt〈x2t 〉 = (1/2)kTt, and therefore, 〈x2t 〉 = kTt along
the process, where the brackets denote ensemble average.
In such a case, one can calculate the work transferred to
the particle averaged over many realizations,
〈W 〉 =
〈∫ t
0
∂U(xt, κt)
κt
dκt
〉
=
∫
1
2
〈x2t 〉dκt =
∫
kTt
κt
dκt
(S11)
and the heat transferred to the position,
〈Qx〉 =
〈∫ t
0
∂U(xt, κt)
xt
◦ dxt
〉
=
∫
κt
2
d〈x2t 〉 =
∫
κt
2
d
(
kTt
κt
)
.
(S12)
Notice that equipartition theorem implies that
〈∆Ekin〉 = 〈∆U〉 = k2 [Tτ − T0], ∆U being the in-
ternal energy change. The total energy change satisfies
〈∆E〉 = k[Tτ − T0]. In Table S1 we show the val-
ues of the quasistatic ensemble averages for selected
thermodynamic processes: isothermal (Tt = const),
isochoric (κt = const) and adiabatic processes. In the
latter case, we distinguish between the pseudo-adiabatic
process, where Tt/κt = const, which yields 〈Qx〉 = 0
but 〈Q〉 = k2 (Tτ − T0), and the actual adiabatic process,
where 〈Qx〉 = −k2 (Tτ − T0) and the total average heat
vanishes 〈Q〉 = 0.
DISTRIBUTION OF THE ENERGY CHANGE,
HEAT AND WORK IN A NON-ISOTHERMAL
QUASISTATIC PROCESS
In this section, we calculate the energy change, heat
and work distributions in quasistatic process in which
a Brownian particle whose position is denoted as x is
trapped with a quadratic potential of stiffness κ, U(x) =
1
2κx
2. We consider both the overdamped description
where only the position degree of freedom is taken into
account, and the full underdamped description including
the velocity.
Along the protocol of duration τ , the temperature
changes from T0 to Tτ and the stiffness from κ0 to κτ .
Overdamped description
We assume that the process is quasistatic and therefore
the distribution of the position at any time t during the
process is the equilibrium (Gaussian) distribution
ρ(x, t) = ρ{βt,κt}eq (x) =
e−βtκtx
2/2
Zxt
, (S13)
where βt = 1/kTt and Zxt =
√
2pi/βtκt is the partition
function for the x degree of freedom.
In a quasistatic process, the work distribution is
peaked at its mean value [2]
ρW (W ) = δ(W − 〈W 〉). (S14)
Taking into account the First Law of Thermodynamics,
Qx = ∆U − W , the heat distribution is equal to the
distribution of the internal energy change centered in
∆U = −〈W 〉
ρQx(Qx) = ρ∆U (∆U + 〈W 〉). (S15)
If the initial position of the particle is x0 and the final
position is xτ , the internal energy change is
∆U =
1
2
(κτx
2
τ − κ0x20). (S16)
We calculate the distribution of ∆U for a quasistatic
process where the temperature and stiffness change from
(T0, κ0) to (Tτ , κτ ). The probability distribution of ∆U
to be ∆U ∈ [u, u+ du] is equal to ρ∆U (u)du, where
ρ∆U (u) =
∫∫
δ
(
u− 1
2
(κτx
2
τ − κ0x20)
)
ρ{β0,κ0}eq (x0)×
×ρ{β0,κ0}eq (xτ ) dx0 dxτ , (S17)
9Process 〈W 〉 〈Qx〉 〈Q〉
Isothermal kT
2
ln κτ
κ0
− kT
2
ln κτ
κ0
− kT
2
ln κτ
κ0
Isochoric 0 k
2
(Tτ − T0) k(Tτ − T0)
Pseudo-adiabatic k
2
(Tτ − T0) 0 k2 (Tτ − T0)
Adiabatic k(Tτ − T0) − k2 (Tτ − T0) 0
TABLE S1. Protocol and theoretical values of the average work and heat done along the four different thermodynamic processes
starting at t = 0 and ending at t = τ : Isothermal Tt = const, isochoric κt = const, pseudo-adiabatic Tt/κt = const and adiabatic
T 2t /κt = const. T0 (Tτ ) and κ0 (κτ ) are the initial (final) values of the temperature and stiffness along the processes when any
of the two parameters are changed in time.
where the integration is done from −∞ to ∞ unless we
specify different integration limits.
We now do the following change of variables
yi =
1
2
κix
2
i , (S18)
for i = 0, τ . The equilibrium distribution of the random
variable yi is
ρ{βi,κi}eq (yi) =
∫
δ
(
yi − 1
2
κx2i
)
ρ(xi, βi, κi) dxi, (S19)
where the δ−function in the integrand can be rewritten
as
δ
(
yi − 1
2
κx2i
)
=
1√
2κiyi
[δ(xi −
√
2yi/κi)
+δ(xi +
√
2yi/κi)]. (S20)
By replacing (S20) and (S13) in (S19), and taking into
account that yi can only take positive values, we obtain
ρ{βi,κi}eq (yi) =
√
2
κiyi
1
Zi
e−βiyiθ(yi), (S21)
where θ(yi) is the step function evaluated at yi, and Zi =√
2pi/βiκi.
The distribution of the internal energy change (S17)
can be now expressed in terms of the new variables
ρ∆U (u) =
∫∫
δ (u− yτ + y0) ρ{β0,κ0}eq (y0)×
×ρ{βτ ,κτ}eq (yτ ) dy0 dyτ . (S22)
Integrating over yτ ,
ρ∆U (u) =
∫
ρ{β0,κ0}eq (y0)ρ
{βτ ,κτ}
eq (u+ y0) dy0. (S23)
which yields, using the expression for the distribution
ρβi,κieq (yi) (S21),
ρ∆U (u) =
√
β0βτ
pi
e−βτu
∫
e−(β0+βτ )y0√
y0(u+ y0)
θ(y0)θ(u+y0) dy0.
(S24)
For u > 0, the integral in (S24) is equal to∫ ∞
0
e−(β0+βτ )y0√
y0(u+ y0)
dy0 = e
β0+βτ
2 uK0
(
β0 + βτ
2
u
)
,
(S25)
where K0 is the zeroth-order modified Bessel function of
the second kind. For u < 0,∫ ∞
−u
e−(β0+βτ )y0√
y0(u+ y0)
dy0 = e
β0+βτ
2 uK0
(
−β0 + βτ
2
u
)
.
(S26)
Then, for any value of u, we obtain
ρ∆U (u) =
√
β0βτ
pi
e
β0−βτ
2 uK0
(
β0 + βτ
2
|u|
)
. (S27)
The heat distribution (S15) is obtained from the distri-
bution of the internal energy change (S27),
ρQx(Qx) =
√
β0βτ
pi
e
β0−βτ
2 (Qx+〈W 〉) ×
×K0
(
β0 + βτ
2
|Qx + 〈W 〉|
)
, (S28)
which is Eq. (1) in the Main Text. The distribution is
asymmetric with respect to Qx = −〈W 〉 except for the
isothermal case (β0 = βτ ).
Underdamped case
We start by computing the distribution of the energy
change for a general non-isothermal quasistatic process.
The total internal energy change is given by
∆E = ∆U + ∆Ekin =
1
2
(κτx
2
τ − κ0x20) +
1
2
m(v2τ − v20)
(S29)
Let us first derive the equilibrium distribution of the en-
ergy of state i, Ei = 12κix
2
τ +
1
2mv
2
i :
ρEi(Ei) =
1
Zxi Z
v
i
∫ ∞
−∞
∫ ∞
−∞
dxidvie
−βτ ( 12κix2i+ 12mv2i ) ×
×δ(Ei − 1
2
κix
2
i −
1
2
mv2i ) (S30)
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where the partition functions for the position and velocity
degrees of freedom read Zxi =
√
2pi
βiκi
and Zvi =
√
2pi
βim
.
We can first simplify the integral using the change of
variables u =
√
κi
2 xi, w =
√
m
2 vi:
ρEi(Ei) =
βi
pi
∫∫
dudve−βi(u
2+w2) ×
×δ(Ei − u2 − w2) (S31)
Transforming the integral to polar coordinates R2 =
u2 + w2, tan(θ) = w/u and rewriting Dirac’s delta as in
(S20), we finally obtain an exponential distribution for
the energy as expected for an equilibrium state:
ρEi(Ei) = βie
−βiEiθ(Ei). (S32)
The step function θ reflects the fact that total energy is
necessarily positive.
The distribution for the energy change can be com-
puted as
ρ∆E(∆E) =
∫∫
dE0dEτβ0βτe
−β0E0e−βτEτ ×
×θ(E0)θ(Eτ )δ(∆E − Eτ + E0) (S33)
which after using the delta to eliminate one integral can
be readily shown to yield
ρ∆E(∆E) =
{
β0βτ
β0+βτ
e−βτ∆E , if ∆E ≥ 0
β0βτ
β0+βτ
eβ0∆E , if ∆E < 0
. (S34)
Using the First Law and taking into account that work
is delta distributed in a quasistatic process, we find that
heat distribution is exponentially distributed, according
to
ρQ(Q) =
{
β0βτ
β0+βτ
e−βτ (Q+〈W 〉), if Q+ 〈W 〉 ≥ 0
β0βτ
β0+βτ
eβ0(Q+〈W 〉), if Q+ 〈W 〉 < 0 .
(S35)
Since the final result (S34) only depends on starting
with an equilibrium distribution for the energy (S32),
the total energy change distribution coincides with the
work distribution for an adiabatic process in a classical
Hamiltonian system as the one referred to in the text,
where the heat is exactly zero for every trajectory:
ρH(W ) =
{
β0βτ
β0+βτ
e−βτW , if W ≥ 0
β0βτ
β0+βτ
eβ0W , if W < 0
. (S36)
ENTROPY FLUCTUATIONS IN A
NON-ISOTHERMAL QUASISTATIC PROCESS
Total entropy production ∆Stot can be expressed as
the sum of the system entropy change ∆S plus the en-
tropy change in the environment, ∆Senv =
∫
dQ/T ,
where Q is the total heat absorbed by the system. In
the quasistatic limit, total entropy production vanishes
and is delta distributed,
ρ∆Stot(∆Stot) = δ(∆Stot). (S37)
We might therefore consider fluctuations of system and
environment entropies, which in this case satisfy ∆Senv =
−∆S, and therefore,
ρ∆Senv(∆S) = ρ∆S(−∆S). (S38)
Let us consider the fluctuations of the system entropy
change in a quasistatic thermodynamic process of dura-
tion τ . The system entropy change from t = 0 to t = τ is
a state function and its value only depends on the initial
and final micro state of the system, described by {x0, v0}
and {xτ , vτ}, respectively,
∆S/k = ln
ρ(x0, v0, 0)
ρ(xτ , vτ , τ)
. (S39)
For a quasistatic process, initial and final distributions
are canonical, yielding,
∆S/k = ln
e−β0H(x0,v0,0)/Z0
e−βτH(xτ ,vτ ,τ)/Zτ
= [βτHτ − β0H0] + ln Zτ
Z0
,
(S40)
which finally gives
∆S/k =
1
2
ln
(
T 2τ /κτ
T 20 /κ0
)
+ (S41)
+
1
2
[(
βτκτx
2
τ − β0κ0x20
)
+m
(
βτv
2
τ − β0v20
)]
.
In the above formula, the first term is deterministic while
the second is stochastic. The distribution of system en-
tropy change is the distribution of the second term shifted
by the value of the first term.
Computing the distribution of
∆Ω =
1
2
(
βτκτx
2
τ − β0κ0x20
)
+
m
2
(
βτv
2
τ − β0v20
)
(S42)
follows exactly the same lines of the previous section com-
putation for ∆E, except β factors have to be absorbed in
the change of variables. Consequently, ∆Ω also follows
an exponential distribution:
ρ∆Ω(∆Ω) =
e−|∆Ω|
2
(S43)
Hence, system entropy is distributed according to
ρ∆S/k(∆S/k) = ρ∆Ω(∆S/k −∆Sdet/k) =
=
1
2
e−|∆S/k−∆S
det/k| (S44)
being ∆Sdet/k = 12 ln
(
T 2τ /κτ
T 20 /κ0
)
the deterministic part of
the entropy change.
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For the overdamped case,
∆Sx =
1
2
(
βτκτx
2
τ − β0κ0x20
)
+
1
2
ln
(
Tτ/κτ
T0/κ0
)
, (S45)
and the derivation is analogous to that for the poten-
tial energy change ∆U , also absorbing the β factors in
the change of variables. Thus, the entropy change for a
process only considering the position degree of freedom
follows a distribution given by
ρ∆Sx/k(∆Sx/k) =
1
pi
K0(|∆Sx/k −∆Sdetx /k|) (S46)
with ∆Sdetx /k =
1
2 ln
(
Tτ/κτ
T0/κ0
)
.
Since both distributions are even, the deterministic
parts coincide with the mean value in both cases. When
considering the distribution of system entropy shifted by
its mean value ∆S − 〈∆S〉, Eqs. (S46) and (S44) yield
Eqs. (2) and (3) of the Main Text, respectively.
