Guaranteed recall of all training pairs for exponential bidirectional associative memory
Tae-Dok Eom, Sang-Keon Oh and Ju-Jang Lee Several methods of guaranteeing the recall of all training pairs for exponential bidirectional associative memory are presented. If the minimum Hamming distance between patterns is known, the radix can be determined to provide a certain basin of attraction. Otherwise the statistical minimum distance can be applied. A weight learning algorithm based on a pseudo-relaxation algorithm is also developed to make all training pairs recallable with a small radix.
Introduction; Exponential bidirectional associative memory (eBAM), proposed by Jeng et al. [l] , has been widely used in applications such as pattem recognition and data compression owing to its stability, exponential storage capacity, and high errorcorrection capability [2] . Moreover, eBAM is suitable for VLSI implementation using the exponential drain current dependence of an MOS transistor on the gate voltage in the subthreshold region. In the analogue eBAM design proposed in [3], the limited dynamic range requires an algorithm which searches the smallest radix, making all patterns recallable. The radix searching algorithm @SA) proposed by Wang et al. [4] is computationally difficult although it includes a radix learning procedure which guarantees the recall of all training pairs. This Letter presents an equation which determines a radix for perfect recall by using deterministic and statistical minimum distance information. It also provides additional weight learning, which guarantees the recall of all training pairs with a radix smaller than that of the RSA. These methods are useful for the analogue as well as the digital design [5] of eBAM.
Radix determination: Assume that there are p stored pattern pairs {(xi, ~? } f =~ , where xi E {-1, 1)" and yi E {-1, l}". Each bipolar element of the patterns is randomly generated with equal probability. The bidirectional recall process of the eBAM in one cycle is 
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Applying a radius-r noisy pattern, jth E {xlddx, xh) = r } , to the forward association (eqn. l), y t yk should be greater than zero V h and V k ykyk = sgn bn-2r + xykyLbX"T'h ( z f h A sufficient condition to satisfy the inequality (eqn. 3) is and the following inequalities hold:
where sh = minvi+hddxl, xh) and r < Now, equating the right-most terms'bf eqns. 4 and 12, the radix which guarantees direct attraction inside radius-r is obtained from the minimum Hamming distance:
where smi, = minvhsh and r < smin/2. Moreover, by choosing b = (p -1)"*, we can guarantee that all noisy patterns with r < smin/2 are directly attracted without needing information regarding smin.
The radix calculated using eqn. 6 is actually very large compared to that obtained from searching using the RSA. However, in low dimensional applications (small n and p ) or digital implementation [5] , the radix can be chosen instantly by investigating the minimum Hamming distance. A radix for the backward association (eqn. 2) can be obtained similarly.
Statistical minimum distance:
If the minimum distance information is not available, the expected value can be used instead. Using the probability the expected value of the minimum Hamming distance is
Substituting one of these expected values into smin in eqn. 6 is, statistically, one feasible solution, although recall of all training pairs is not deterministically guaranteed. If this method fails to attract some training pairs, the errors are compensated for by the following learning algorithm.
Learning algorithm: If we define uh = [bxlTxh, ..., b"Prxh], the inequalities (eqn. 3) are converted to linear inequalities: Computer simulation was performed to examine the effect of weight learning for m = n = 8. Fig. 1 shows the number of patterns recallable for certain radix. The results were averaged over 100 sets of randomly selected pattern pairs. During the learning procedure, the radix was increased by 0.01 starting from 1.01 if the weights were not learned after 200 iterations. The pattern pairs can be stored through weight learning with a radix smaller than that of the eBAM without weight learning.
Conclusion:
A radix which guarantees the recall of all training pairs can be determined directly from minimum distance information. If this information is not available, the statistical minimum distance can be applied. Also, computer simulation shows that the proposed weight learning algorithm is very efficient in avoiding dynamic range limitations by reducing the radix. Layer peeling algorithm for reconstruction of long-period fibre gratings L. Wang a n d T. Erdogan A simple, accurate, and efficient method to reconstruct a codirectional grating coupler device, such as a long-period fibre grating, from the specified transmission spectra is presented. The algorithm utilises a layer-peeling approach, and is based on a discretised-medium approximation to the transfer-matrix method to solve the coupled-mode equations.
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Many applications of waveguide gratings require designs with tightly specified spectral responses. Several methods have been proposed to synthesise Bragg (reflection) gratings from the desired reflection spectra [l -31. Among these, the layer-peeling (LP) algorithm proposed by Feced et al.
[l] appears to be the most efficient. By recognising the implications of causality, the complex coupling coefficient of a Bragg grating can be efficiently reconstructed layer by layer. With the exception of the adaptation of the 'exact'Gel'FandLevitan-Marchenko method described by Song [4] , all of the methods referenced above have been applied only to the solution of the reflection-grating problem, which involves coupling of counterpropagating waves. However, many devices with demanding spectral responses are based on the coupling of co-propagating waves by a grating. Examples include long-period fibre gratings, integrated-optical grating couplers, and periodically poled nonlinear devices. The extension of synthesis methods such as layer-peeling from the reflection geometry to the transmission geometry is by no means trivial. First, the reflection grating is an infiiite-impulseresponse (IIR) filter, whereas a co-directional grating coupler is a finite-impulse-response (FIR) filter [5]. These fdter types have distinct restrictions on the relationships between the amplitude and phase responses for each. Secondly, in the reflection geometry a particular point in the temporal impulse response is uniquely determined by only a fraction of the grating -thus the grating may be built up layer by layer simply by utilising later and later points in the impulse response. However, each point in the impulse response of a co-directional grating coupler is determined by the entire grating, and thus it is certainly not obvious that an analogous layer-by-layer construction can be performed.
In this Letter we demonstrate that the efficient layer-peeling algorithm is capable of reconstructing co-directional grating couplers when the desired (complex) transmission spectra are known. Although the result is more general, for clarity we consider the specific example of a long-period fibre grating that couples light between the core mode and one of the co-propagating cladding modes.
We assume the fibre grating is described by a modulation of the effective refractive index of the form n(z) = no + An(z)cos[2m/A + @ ( z ) ] , where no is the average index and A is the nominal period of the grating. Coupling between the two modes is described by the coupled-mode equations [6] 
