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Abstract
In this work, zinc oxide nanosheets are synthesised through thermal decomposition of a 
layered basic zinc acetate precursor and implemented in sensors to investigate the reactions 
o f carbon monoxide, hydrogen and methane. The mean size of nanoparticles within the 
nanosheets is shown to increase with annealing temperature, and sintering occurs after 
heating at temperatures of 700°C or higher. X-ray photoelectron and photoluminescence 
spectroscopy techniques demonstrate that the concentrations of both lattice oxygen species 
and oxygen-containing surface groups may be enhanced by increasing the annealing 
temperature.
By using an Eley-Rideal-based physical model, the responses of the nanosheets to carbon 
monoxide are quantitatively related to the reaction parameters of the system. The response 
characteristics suggest that the carbon monoxide oxidation has activation energy 54 ± 9 id  
mol'1 while oxygen ionosorption has an energy barrier of 72 ± 9 kJ mol"1. The sensor 
recoveries are consistent with corresponding values of 42 ± 7 kJ mol' 1 and 63 ± 10 kJ mol' 1 
for carbon monoxide oxidation and oxygen ionosorption, respectively. In the absence of O' 
or CO2’ surface ions, the energy difference between the Fermi level and the conduction band 
minimum at the surface is estimated as 590 ± 90 meV at temperatures close to 400°C.
The hydrogen responses o f non-functionalised sensors are found to converge at 440°C, 
despite differing at lower temperatures. This observation is incompatible with the developed 
model, but it is shown that the phenomenon may be rationalised by considering that the 
hydrogen concentration close to the sensor surface is decreased due to the rapidity of 
hydrogen oxidation. Gold nanoparticles significantly enhance the hydrogen response, with 
gold-decorated nanosheets remaining sensitive to hydrogen below 150°C. Poor sensor 
recovery is attributed to the formation of long-lived hydroxyl groups formed during hydrogen 
spillover from the gold surface.
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data-set as shown, and R2 values of 0.97 and 0.95 are 
calculated for the fits to the response and recovery data, 
respectively.
170
5.15 A plot of ln(kri) as a function of 1 IT, constructed using 
response and recovery curves at a CO concentration of 
200 ppm. A least-squares linear fit is applied to each 
data-set as shown, and R2 values of 0.94 and 0.95 are 
calculated for the fits to the response and recovery data, 
respectively.
171
5.16 A plot ofln(tf0)+ln(7) as a function of 1/77, constructed 
using estimates obtained from Fig. 5.6. A least-squares 
linear fit is applied to the data as shown, and has a 
calculated R value of 0.96.
173
5.17 A plot displaying a valence band XPS spectrum of ZnO 
nanosheets annealed in dry air at 500°C. Also shown are 
the least-squares linear fits (dashed lines) used to estimate 
the energy of the valence band maximum relative to the 
Fermi level, Ef-Ev,s- The measurements were obtained at 
room temperature, using monochromatic x-rays of energy 
1486.6 eV.
174
5.18 A plot showing the near-band-edge (NBE) peak from the 
photoluminescence spectrum of ZnO nanosheets annealed 
at 500°C.
175
5.19 A plot showing the estimated values of a as a function of 
1 IT. A least-squares line-of-best-fit has been fitted to the 
data points corresponding to the highest four
•y
temperatures, and has an R value of 0.86.
178
5.20 Response curves at different working temperatures and a 
CO concentration of 200 ppm, fitted using Eq. (5.50). 
The markers correspond to 6 0  values obtained from 
resistance measurements, while each fit is shown by a 
black line.
183
5.21 A plot o f |d(ln(#o))/d/|/kr2 as a function of time after CO 
turn-on at different working temperatures, with CO 
present at a concentration of 200 ppm.
183
5.22 A plot showing the variation of Qco{approx.) following 
CO turn-on at different working temperatures and a CO
184
concentration o f 200 ppm, constructed using Eq. (5.23).
5.23 A plot of the percentage error in Qqo, as defined by Eq. 
(5.56), as a function of time after CO-tum on at different 
working temperatures, with CO present at a concentration 
of 200 ppm.
185
5.24 Recovery curves at different working temperatures and a 
CO concentration of 200 ppm, fitted using Eq. (5.50). 
The markers correspond to 0q values obtained from 
resistance measurements, while each fit is shown by a 
black line.
186
5.25 A plot of d(ln(#o))/d/|/&r2 as a function of time after CO 
turn-off at different working temperatures. At t < 0, CO 
was present at a concentration of 200 ppm.
187
5.26 A plot of the percentage error in 6 co, as defined by Eq. 
(5.56), as a function of time after CO turn-off at different 
working temperatures. At t < 0, CO was present at a 
concentration o f 200 ppm.
188
5.27 A plot showing the variation of 6 co(approx.) following 
CO turn-off at different working temperatures, 
constructed using Eq. (5.23). At t < 0, CO was present at 
a concentration of 200 ppm.
189
6.1 SEM images showing ZnO nanosheets without surface 
catalysts ((a) and (b)) and coated in gold nanoparticles 
((c) and (d)).
197
6.2 Plots depicting the responses of Sensor L (a) and Sensor 
Au (b) as a function of temperature. Each response test 
was conducted at a PoiIPjoi value of 0.2 .
199
6.3 A plot showing the natural logarithm of the resistance as 
a function of temperature for Sensors S and L, where 
Poi/Pjoi: is 0.2 and no reducing gas is present. Lines-of- 
best-fit have been fitted to each set of data using the least- 
squares method, shown solid for Sensor L and dashed for 
Sensor S, and have R2 values of 0.89 and 0.97 for Sensor 
L and Sensor S, respectively.
202
6.4 A plot showing the resistance of Sensor Au as a function 
of temperature, where PoiIPjoj is 0.2 and no reducing 
gas is present.
203
6.5 A plot showing the natural logarithm of resistance as a 
function of temperature for Sensor Au, where Poi/P ioi is 
0.2 and no reducing gas is present. Also plotted is a least- 
squares line-of-best fit to the data, which has a R2 value 
of 0.91.
203
6.6 A plot showing the resistances of the three sensors during 
exposure to 200 ppm of H2 at 440°C. Each response test 
was conducted at a T W T to t value of 0.2.
205
6.7 Plots showing the responses of the three sensors to 200 
ppm of H2 at 440°C, normalised with respect to the 
starting resistance (a) or the response (b). Each response 
test was conducted at a PoiIPtoi value of 0.2.
206
6.8 Plots showing the responses of the three sensors to 200 207
9
ppm of H2 at 390°C, normalised with respect to the 
starting resistance (a) or the response (b). Each response 
test was conducted at a P 0 2 IP1 0 1  value of 0.2 .
6.9 Plots showing the responses of the Sensor Au to 200 ppm 
of H2 at low temperatures normalised with respect to the 
starting resistance (a) or the response (b). Each response 
test was conducted at a PoilP ioi value of 0.2.
208
6.10 A plot showing the responses of the three sensors to 200 
ppm of CO at 440°C, normalised with respect to the 
starting resistance. Each response test was conducted at a 
P 0 2 IP1 0 1  value of 0.2.
209
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Introduction
Following a period o f extensive development in the latter half o f the 20th century, 
semiconductor-based gas sensors have become an essential, if  understated, component o f 
modem society. From applications in food [1-3] and automotive [4-7] industries to the 
detection o f carbon monoxide in residential properties [8], there exists a widespread demand 
for sensors which are affordable, responsive and, in many cases, selective. The gas sensor 
industry had an estimated value o f 1.5 billion US dollars worldwide in 2010, and is expected 
to reach a value o f 2.3 billion US dollars by 2018 [9]. With the advance o f nanotechnology, 
the discovery and enhancement o f semiconductor nanomaterials for gas detection has 
emerged as a highly active area o f research.
2010  2011  2012  2013  2014  2015  2016  2017  2018
Fig. 1. A bar chart depicting the increasing m arket value of the gas sensor industry 
from 2010 to 2013 and the projected increase from 2013 to 2018 [9]. For scale, the chart 
is annotated with two values which have units of millions of US dollars.
There are many examples o f different gas sensing systems, but the most common devices 
are electrochemical [10-17], optical [18-24] or chemiresistive [17,23-28]. O f these, the 
highest sensitivity and selectivity is achieved through the use o f optical techniques, which use 
infra-red spectroscopy to measure the abundance o f a particular gas species. While these 
instruments are indispensable in applications where such conditions are paramount, they are
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often large and expensive so are not suitable in all cases. A more cost-effective option is 
provided by electrochemical sensing, in which gas molecules generate an electrical current by 
reacting to form anions within a solid electrolyte. In many instances, however, gradual 
degradation of the electrolyte results in poor sensor lifetime [15,16,29,30] and therefore 
limits its suitability in particular situations. In chemiresistive sensing, by contrast, gas 
detection is achieved by measuring the electrical resistance variations of a semiconductor due 
to electron exchange during high-temperature gas reactions at its surface. These sensors are 
inherently more durable than electrochemical devices, and are often the most practicable 
choice in scenarios where selectivity is not critical.
The first demonstration of chemiresistive gas detection was accomplished by W.H. Brattain 
and J. Bardeen in 1953 [29,31], who showed that the conductance of germanium may be 
varied at high temperature by altering the composition of gases in the surroundings. Similar 
experiments followed, expanding this concept to semiconducting metal oxides such as zinc 
oxide and culminating in the production of a practical tin oxide-based chemiresistive gas 
sensor by N. Taguchi in 1971 [29,32]. The use of metal oxides in gas sensing applications 
remains pervasive in more recent times, although the majority of research is now focussed on 
nanostructures rather than mesoporous films [33].
Within this work, gas sensing is achieved through use of ZnO. This material is one of the 
most common choices for chemiresistive sensors, with approximately 21% of relevant 
publications selecting ZnO ahead o f other semiconducting metal oxides, as summarised in 
Fig. 2 [34]. Use of ZnO is not limited to gas sensing applications, however; due to its wide 
band gap o f 3.37 eV and high exciton binding energy of 60 meV [35^10], for instance, the 
material has been employed for both ultraviolet lasing [41-44] and photovoltaics [45-50].
For many functions, ZnO is an attractive candidate due to its high conductivity, low cost and 
the ease with which it is chemically doped [51,52].
12
p-type
( 9 .4 1 % )
Fig. 2. Pie charts from Reference [34] showing the proportion of gas sensing 
publications based on different semiconducting metal oxides, constructed using a Web 
of Knowledge internet search on 15/07/2013.
To enhance the properties o f chemiresistive sensors it is essential to develop an 
understanding o f the associated physics. Seminal contributions to the theory o f electrical 
conduction between semiconductor grains was provided in early studies by W.E. Taylor, 
N.H. Odell and H.Y. Fan [53] and J. Bardeen [54], while more recent research has offered 
greater insight into the dynamics o f gas reactions on metal oxide surfaces at elevated 
temperatures [30,55]. Numerous theoretical models consider the catalysis of these reactions 
by surface additives, most notably noble metal nanoparticles [56,57], which have been used 
to enhance the selectivity and sensitivity o f chemiresistive gas sensors and lower the required 
working temperature. To expand the capabilities o f these devices and thereby improve their 
efficacy and versatility, modelling o f the underlying sensing mechanisms is o f irrefutable 
importance.
In an effort to advance the understanding o f chemiresistive gas detection, the work 
presented herein aims to build upon existing theoretical models to offer a comprehensive 
analysis o f the fundamental surface reactions. Quantitative evaluation o f the kinetic 
parameters is achieved by relating a phenomenological model to the electrical response o f a 
ZnO nanosheet-based sensor, and the investigation goes further by considering the catalytic 
effects o f gold nanoparticles. The thesis is structured as follows:
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Chapter 1 describes the fundamental theory of electrical conduction through a granular 
semiconductor, and relates the concentration of ionic surface species to the electrical 
resistance through use of Poisson’s equation of electrostatics. The factors determining the 
position of the Fermi level are also discussed.
Chapter 2 provides a comprehensive review of relevant literature, starting with an 
overview of practical chemiresistive devices. The chapter continues by discussing the 
mathematical modelling of chemiresistive gas sensors and experimental studies which 
explore the reaction mechanisms of different gases at metal oxide surfaces. The properties of 
catalysed systems are also examined, particularly in relation to the “spillover” phenomena 
which are a significant component of many reaction pathways.
Chapter 3 reviews the experimental methods employed in later chapters, outlining the 
important operating principles and practical capabilities of each procedure. The chapter 
describes a variety of techniques, namely the Brunauer-Emmett-Teller (BET) method, 
thermogravimetric analysis (TGA), scanning electron microscopy (SEM), x-ray 
photoelectron spectroscopy (XPS), photoluminescence (PL) spectroscopy and gas sensing 
experiments. The fabrication of ZnO nanosheets and synthesis of gold nanoparticles, which 
are fundamental to this work, are also described in detail.
Chapter 4 explores the chemical properties of ZnO nanosheets and the LBZA precursor 
from which they are procured. The thermal decomposition of LBZA to ZnO is analysed 
through use of TGA, and the surface chemistry of both materials is investigated via 
spectroscopic techniques. SEM and BET are employed to examine how the morphology and 
surface area of the ZnO nanosheets are related to the temperature at which they are annealed.
Chapter 5 investigates the surface properties of a ZnO nanosheet-based carbon monoxide 
sensor by relating the electrical response to a physical model of the gas reactions. After 
formulating the necessary theory from first-principle considerations, a methodology is 
developed to facilitate the experimental estimation of reaction parameters such as rate
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constants and activation energies. The resistance measurements are also used to evaluate the 
position o f the Fermi level relative to the conduction band minimum at the surface.
C hapter 6 expands upon the ideas developed in Chapter 5 by exploring the reactions of 
carbon monoxide, hydrogen and methane on the surface of ZnO either with no surface 
additives or in the presence of gold nanoparticles. Through adaptation of the model, the 
measured hydrogen responses of both catalysed and non-functionalised sensors are 
rationalised by considering the relative magnitudes of their reaction parameters.
The presented findings are summarised in the Concluding Rem arks section, which 
assesses the implications of the results and considers how the research could be expanded 
upon in future experiments.
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Chapter 1 -  Background theory
1.1. An overview of chemiresistive gas sensing mechanisms
In the bid to develop more sensitive and selective chemiresistive gas sensors, it is essential 
to first develop an understanding of the underlying physical principles. A successful model 
o f the system ought to predict how the sensing operation is influenced by a change in the 
operating conditions, such as the working temperature or the composition of the surrounding 
gas, and provide an insight into the effects due to surface catalysts. This chapter outlines the 
basic theory of metal oxide-based sensors, and reviews the theory concerning electron 
conduction through a granular semiconductor.
As a starting-point, most theoretical treatments of resistive gas sensors utilise the concept of 
“ionosorption” of oxygen at the semiconductor surface [1-3]. At elevated temperatures, 
adsorbed molecules of O2 interact strongly with the conduction band of the metal oxide and 
form anionic species by accepting electrons from the surface, as depicted in Fig. 1.1. This 
reaction leads to the development of an electric potential, (j), at the surface which causes the 
conduction band to bend upwards. The band bending occurs over a characteristic distance 
*dep, which is commonly referred to as the “depletion width” and is closely-related to the 
Debye length of the material [4-7]. Under an applied electric potential, Fapp, the flow of 
electrons between two adjacent semiconductor nanoparticles is therefore additionally 
impeded due to the formation of surface ions, increasing the electrical resistance of the 
junction. For many systems, it is sufficient to assume a uniformly distributed positive charge 
density, pdep, within the depleted region of the semiconductor, as plotted in Fig. 1.2 (a). The 
form of the corresponding electric potential in the vicinity of the semiconductor boundary is 
shown in Fig. 1.2 (b), while the energy of an electron in this region, -qqi, where q is the 
electron charge, is depicted in Fig. 1.2 (c).
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Fig. 1.1. A diagram  illustrating the formation of anionic oxygen species (here shown as 
monovalent O ' ions) from chemisorbed diatomic oxygen molecules at the surface of a 
semiconductor particle. Transfer of an electron from the semiconductor is depicted by 
a blue arrow , while the resulting region of positive charge at the surface, which has a 
width .Ydep, is represented by the green area.
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Chapter 1 -  Background theory
(a)
(b)
(c)
Pdspm
-Xdep 0 xdep
Distance from boundary, x
0
0
Distance from boundary, x
o - .-
app
0
Distance from boundary, x
Fig. 1.2. Qualitative plots showing the charge distribution (a), electric potential (b) and 
the electron energy (c) as a function of the distance from the boundary between two 
semiconductors under an applied potential difference, Fapp.
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must consider the Poisson equation for the electrostatics of the system [4,5,8]. In general, the 
electric potential, (j>, associated with a charge density pdep in a material of relative permittivity 
s is given by
V 2 *  =  ( 1.1)“ 0
where sq is the permittivity of free space. Within a depletion region containing ions of charge 
<7deP at a concentration per unit volume A^ep, the potential therefore satisfies the equation
  NdepQdep s-t
d x2 ~  ~  ££0 }
Here, the parameter x  denotes the distance into the material, normal to the surface. It has 
been assumed that charge located at a given distance below the metal oxide surface is 
distributed isotropically, allowing Poisson’s equation to be treated in one dimension. Taking 
A^ ep to be constant and integrating Eq. (1.2) twice with respect to x,  one obtains
<f>(x) =  -  +  c t x  +  c2 (1.3)
where ci and cj are constants. Using Fig. 1.2 (b) to impose the conditions that (j) goes to zero 
when x  is zero and d(j) /dx is zero when x  equals Xdep, Eq. (1.3) may be rewritten as
<()(x) =  _ !^ E x ( x _ 2 Xdep)  (1.4)
It is possible to make further progress by realising that any charge within the depletion 
region must be balanced by opposing charges elsewhere, and by assuming that the cations in 
the depletion region originate exclusively from the formation of singly-ionised anions at the 
surface. If the semiconductor is comprised of spherical grains of radius r, the number of 
surface ions per unit area, «surf, is given by
n Su r f  =  N dep^ ( r 3 - ( r - x dep) 3') (1.5)
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where q is the electron charge. When r is much greater than Xdep, Eq. (1.5) becomes
TLsurf ~ ~ “ NdepXdep (E6)
Substituting Eq. (1.6) into Eq. (1.4), the magnitude o f the potential difference between the 
bulk semiconductor and the surface may be expressed as
=  (1-7)
which finally relates the surface potential to the area concentration of adsorbed ions. Using 
the relation @o = «surf/«sites> where nsjtes is the total number of sites per unit area and Oo is the 
fraction of sites occupied by surface ions, one obtains the equation
<bB = 1,2 e l  (1.8)
2 se0qdeTNdep 0  v ’
Provided that the applied potential across the sample is sufficiently low, it will be shown later 
that the electrical resistance, R, is given by
R = B°exp(0) (L9>
where kb is Boltzmann’s constant, T is temperature, and Ro is the resistance when no surface 
ions are present. Combining parameters into a temperature single dependent variable, a , it 
follows that
R = R0 exp(aO o)  (110)
where
a3n 2-a   SJhiUs  (1.11)
^ E E q Ic q T  ( J d e p ^ d e p
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It is evident from Eq. (1.11) that if  s, q&v, TVdep and nsjtes are temperature-invariant, a is 
expected to exhibit an inverse proportionality to T.
According to Eq. (1.10), the relationship between R and Oo adopts a straightforward form 
but depends on a variety of physical parameters o f the system. In particular, the degree of 
band bending is clearly influenced by the nature and concentration of defects within the 
depletion region. To further explore the resistance behaviour, the following sections shall 
address the effect of inter-band defect states on the conduction band of the semiconductor. 
Moreover, by outlining the first-principles derivation of Eq. (1.9) in detail, it will be shown 
that the nature of the pre-exponential factor, Ro, is strongly affected by the magnitude of the 
surface potential.
1.2. The drift-diffusion model of current flow
To relate the electrical conductivity of a semiconductor to its intrinsic physical properties, it 
is often useful to consider the diffusion and drift o f electrons across a boundary [4,9-11]. 
According to this model, the total flux of conventional current (which corresponds to the flow 
of positive charge, and is therefore equal to and opposite the electron current flux) is given by
J =  a . E - D M p  (1.12)
where a  is the conductivity tensor, E  is the electric field strength, D  is the diffusivity tensor 
and p is the electric charge density. The first term on the right-hand side of Eq. (1.12) 
corresponds to the drift of positively charged carriers in the direction of the applied electric 
field, while the second results from the diffusion of these carriers according to Fick’s first 
law. It is clear from Fig. 1.3, which shows the directions of the drift and diffusion 
components of conventional current either side of the potential boundary from Fig. 1.2 (b), 
that while the drift current is always directed towards the semiconductor interface, the 
diffusion current is directed away from it. The direction of each current may be understood 
by recognising that electrons within the bulk semiconductor tend to diffuse into the region of
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lower electron density close to the interface, while electrons within this region migrate away 
from the interface in order to minimise their potential energy.
Drift
Diffusion
app
0
Distance from boundary, x
Fig. 1.3. An annotated plot showing the directions of the drift and diffusion currents on 
either side of the potential boundary depicted in Fig. 1.2 (b). Each curren t corresponds 
to the flow of positive charge.
As implied by Fig. 1.3, an isotropic system may be treated in one dimension and Eq. (1.12) 
therefore simplifies to
Jx = c E x - D df x = o E x + q D ^ x(1.13)
where Jx and Ex are the x-components o f the vectors J  and E , respectively, and the x-axis is 
taken to lie perpendicular to the potential boundary. The charge density gradient across the 
barrier is equal to the derivative o f the electron concentration, n, with respect to x multiplied 
by the electronic charge, -q. The conductivity o f an isotropic semiconductor, a, is linked to n 
via the equation
o  =  q /in  ( 114)
where ft is the electron mobility. Moreover, at a particular temperature, T, ft is related to D 
and q through the Einstein-Smoluchowski relation,
2 6
Therefore, Eq. (1.13) can be written as
Jx =  HkBT ( ^ E x +  A£ )
Eq. (1.16) may be multiplied by an integrating fac to r,/ given by
where (j) is the electric potential which satisfies the formula
17 _  W
Since
d/  _  q f  d0  _  qEx -
dx kgT  dx kgT
one obtains the expression
f i x  =  f t k BT ^ ( f n )
and so, integrating with respect to x across the boundary region of one grain,
A * , exp (" ? r ) d* = ^  [nW  exp ( -  q~ ^ ) t Xdep
(1.16)
(1.17)
(1.18)
(1.19)
( 1.20)
(1.21)
Here, the boundary region in one grain has width Xdep, and so the total barrier width is 2xdep. 
The coordinate x is defined relative to the semiconductor interface, so that negative and 
positive values of x correspond to positions to the left and right of the boundary, respectively.
As shown in Fig. 1.2 (b), which illustrates how the electric potential varies across the 
boundary region, the potential decreases quadratically as x goes from -Xdep to zero, and then 
increases in a similar manner from zero to Xdep- According to the physical arguments outlined 
previously, the potential at position jc, ^(x), is given by
<Kx) = A ( \ x \ - x iepf  + B 0 £ | * |  <**«,, (1.22)
where A and B are parameters set by the boundary conditions and the physics of the system. 
To the right of the interface, where x is greater than zero, the electric potential is raised by an 
applied voltage, Vapp. Relative to the conduction band in the bulk of the left-hand grain, the 
boundary potential has a peak magnitude o f -V\. Conversely, the potential difference 
between the barrier peak and the conduction band in the bulk of the right-hand grain is equal
to -V2. The difference between V2 and V\ is equal to Fapp, as illustrated by Fig. 1.2 (b). It
should be noted that while the electric potential reaches a minimum value at the 
semiconductor interface, the electron energy has a maximum at the same point, as shown by 
Fig. 1.2 (c).
To proceed, one must consider the boundary conditions of ^ (x). From Fig. 1.2 (b),
* ( - * * , )  =  Vi (1.23)
<t>{xdep) =  V2 (1.24)
and
0(0) = 0 (1.25)
The gradient of (f> must also equal zero when x is ± Xdep- Imposing these conditions, Eq.
(1.22) becomes
0 (x )  = v J l - { ^ - +  l )  J  - Xdep <  x  <  0 (1.26)
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and
4>(.x) =  F 2 ( 1 - f e - 1) 2)  (1.27)
Introducing Eq. (1.26) into Eq. (1.21), the current flux approaching the boundary from the 
left-hand grain is given by
J x =  F l  (n s- n b exp ( - ^ ) )  (1.28)
where nb is the carrier concentration in the bulk (away from the barrier region), ns is the 
concentration of carriers at x = 0, and
Fl =  H k .T  ( f  exp  ( -  3 m )  d x ) 1 (1.29)
Similarly, the flux leaving the boundary into the second grain is described by the equation
J x  =  F K (n f>exp ( - 0 )  - « » )  (1-30)
where
Fr =  i ik BT exp  ( _ f g 2 ) d x ) -1 (1.31)
The current approaching the interface from the left must exit the interface on the right, so
Fl (n s- n b exp  ( -  0 ) )  =  Fr (n „  exp  ( -  0 )  -  n s)  (1.32)
Rearrangement of Eq. (1.32) yields
( Fl exp( - & ) + Fr exp ( ~ S ) \n* = nd— l U  (,33>
29
The total potential applied across the boundary, Vapp, is equal to the difference between V2  
and V], hence
( n + F .«  p ( - ^  (  qViX
"* =  U b [  f l +Fr J  exP ( - 5 ?) (1 34>
Substituting this expression into either Eq. (1.28) or Eq. (1.30) gives the current flux through 
the boundary as
'* = - S cxp ( - 0 )  i 1 ~ exp ( - f ? ) )  <135>
One should note that since both F l  and F r  are greater than zero, a positive value of Vapp leads 
to a negative value of Jx. This behaviour follows physically as Jx represents the flow of 
positive charge, and is therefore directed along the negative x-axis when the electric potential 
is higher on the right-hand side of the boundary than the left.
It is now necessary to evaluate the integrals in Eq. (1.29) and Eq. (1.31). Recalling the 
definition of F x given by Eq. (1.18), F l and F r may be written as
(L 36 )
and
FR =  - ^ Br ( / ; (^ i ^ e x p ( - ^ ) d 0 ) " 1 (1.37)
respectively. As (j> is described by a quadratic function of jc, it is clear than F x is not 
independent of (f). However, as will be discussed in detail later, if  the potential gradient is 
sufficiently steep it is reasonable to replace F x(^) with F x(0), the electric field strength at the 
peak of the potential barrier. It must be remembered that this simplification is only valid 
when qV] and qV2 are much greater than k^T. The expressions for F l  and F r  now become
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Fl ~  nq E xL(0) ( l  -  exp ( - 0 ) ) (1.38)
and
Fr «  - » q E x„(0) ( l  -  exp ( - ( 1 . 3 9 )
Substituting Eq. (1.38) and Eq. (1.39) into Eq. (1.35) yields
J x =  7 e x p ( -  2£l) ( l - e x p  ( - ¥ & ) )  (1.40)
E * l( 0 ) ( l - e x p ( - ! ^ ) ) - E xR( 0 ) ( l - e x p ( - f - l ) )  V k BT j  \  V k BT ) )
The zero-bias conductance (given by the reciprocal of the zero-bias resistance) for a 
boundary of cross-sectional area A is defined by the equation
Go =  y vapp->o\Jx\ (1-41)
v app **
and is therefore given by
^  _ A ( iq 2n b \ExL(.0)\\ExR ( 0 ) \ _______(  q(J)B\
G°  *  k RT IE,,.(0 )-* ,.(0 )1  6XP I "  W )  (1 '4 2 )
where 0b is the magnitude of the barrier height at zero applied potential, equal to both V\ and 
V2 . The exponential terms in the denominator of Eq. (1.40) have been neglected as qfe  is 
much greater than JcbT. Noting that Exr(0) is equal to -iSxL(O) when Vapp is zero, Eq. (1.42) 
simplifies to
u 2 k BT F V k BT j
To eliminate E ^ i0) from Eq. (1.43), it must be expressed as a function o f 0b- 
Poisson’s equation, it was shown that
•   fl n su r f    R d e p ^ d e p x dep
2 ££q (JdepN dep  2 ££q
(1.43) 
After solving
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From the definition of F x and the form of </>(x) given in Eq. (1.26), F xl(0 )  is described by the 
expression
ExL(0) = (145)
Hence, the equation for Go may be written as
Co =  W n j ,  exp  (
k BT yj 2ccg \  k BT J
Eq. (1.46) is consistent with the resistance relationship given by Eq. (1.9), and offers a 
functional form for the pre-exponential parameter in Eq. (1.1), labelled Ro. One should note 
that Ro depends on the value of in this regime, and is therefore influenced by factors such 
as the concentrations of ionised surface species. It follows that Ro does not remain constant 
during the course of a reaction at the semiconductor surface.
Although Eq. (1.46) provides a straightforward and useful relationship between Go and <f)b, 
it should be remembered that it is only an approximate solution; when evaluating the integrals 
in Eq. (1.36) and Eq. (1.37), the dependence o fF x on was ignored. Returning to the more 
accurate expressions for F l and F r given in Eq. (1.29) and Eq. (1.31), respectively, one may 
show that
(
fsEL
Jo exp(*'2) d V (1.47)
and
- l
x dep
J k BTqV2exp (0) I exp(x'2) Ax' (1.48)
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where
X' = i J § (x + Xd^  - x dep< x < 0  (1.49)
and
* ' J ^ ( x ~ x ^ p)  0 < x < x dep (1.50)
These expressions for F l and F r  yield the equation
I------------ /  Iq4>b \
Go =  I fo e x P ( x '2) Ax' ) (L51)
Although the integral in Eq. (1.51) cannot be solved analytically, it is possible to make 
additional progress by noting that when qfa  is much greater than k&T, the integral is 
dominated by the region of x ’ closest to the non-zero limit. The series expansion of exp(x2) is 
given by
Y2n
exp(x2) = En=o- r^ (152)
Integrating with respect to x between zero and a positive limit, a, yields
~ „ n 2n+l/„ exp(x2)dx = (1-53)
As a tends to infinity,
n2n+1 1
l i m ^ Z - o j j ^ j j ^ - e x p t a 2) (1.54)
In this limit, the zero-bias conductance becomes
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Afiq2n b jqdepNdep<t>B (1.55)
which is identical to Eq. (1.46). It is therefore clear that Eq. (1.46) is only valid for very large 
surface potentials.
1.3. The thermoelectronic emission model of current flow
Since the diffusion model is only applicable in the case where qfo  is much greater than k^T, 
an alternative approach is required when the surface potential does not satisfy this condition. 
One such option is the “thermoelectronic emission model”, which considers the number of 
electrons with sufficient energy to pass over the potential barrier from each side [4,9]. To the 
left of the boundary, where the electric potential is V\, electrons have mean thermal velocity 
vth and are present at a concentration «*,- On the other side of the barrier, the electron 
concentration and mean velocity are the same, but the electric potential is V2 . The total 
volume of electrons approaching the barrier per unit time is proportional to vth and nb, and is 
therefore the same for both sides of the barrier. The probability o f an electron being 
thermally activated over the barrier is described by a Maxwell-Boltzmann distribution, and so 
the total electron flux crossing the boundary to the right is given by
It is important to note that the mean free path of electrons must exceed the width of the 
potential barrier for the thermoelectronic emission theory to be justified, as scattering within 
the boundary region has not been considered. In other words, electrons crossing the barrier 
are assumed to travel at constant velocity without changing direction.
To proceed, it is helpful to eliminate either V\ or V2 by recognising that the difference 
between the two potentials is equal to the applied potential, Vapp. Eq. (1.56) therefore 
becomes
h  = qnbv th (exp ( -  0 )  -  exp ( -  0 ) ) (1.56)
h  = qnbv th exp ( -  0 )  ( l  -  exp ( -  0 f ) ) (1.57)
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From Eq. (1.57) and Eq. (1.41), the zero-bias conductance is related to via the expression
If the velocities of electrons are described by a Maxwell distribution, the mean velocity is 
given by
where m* is the effective mass of the electrons. Eliminating vth from Eq. (1.58) yields
which is again compatible with the form of Eq. (1.9). In this case, the pre-exponential 
parameter, Rq, has no dependence on and is therefore not influenced by chemical reactions 
at the semiconductor surface.
As mentioned above, the thermoelectronic emission model is only valid when the total 
width of the potential barrier is less than the mean free path of the electrons, /sc, which is 
given by
where t sc, the mean time between scattering events for a given electron, is related to the 
electron mobility, ju, via the equation
(1.59)
(1.60)
^ t h T s c  ~  * sc (1.61)
(1.62)
Eliminating rsc from Eq. (1.61) gives
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(L 63)
and hence the condition for the thermoelectronic emission model to remain valid is
qM l8m- ^ > 2Xdep (1.64)
Substituting for Xdep using Eq. (1.44) and rearranging, this condition becomes
V ? m  RdepMdep  ✓
k BT ~  7IE£0q
In summary, it has been shown that the exponential relationship between R and </>b, as 
expressed by Eq. (1.9), is recovered using both the drift-diffusion model of conduction and 
thermoelectronic emission theory. Through the former treatment, which applies in situations 
where qfo  is much larger than the thermal energy, &b71, it may be shown that
R0 =  — — —  <J0s »  k BT (1.66)Afiq2n b J q depNdep<f)B
In this regime, Rq is therefore expected to increase as the magnitude of the surface potential is 
lowered, and further depends on the nature of ionic species within the depletion region. 
Conversely, the thermoelectronic emission model yields the relation
j^  _ 1 jnm*kBT q<f>B < fi2m*qdepNdep
® 2Aq2nb -J 2 kBT ~ keeqq
wherein Ro exhibits no dependence on the characteristics of the surface potential or the 
depletion region. In a non-degenerate semiconductor, the concentration of electrons in the 
bulk conduction band may be expressed as [11]
nb = Nc exp ( -  ) (1.68)
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where isc,b is the energy of the conduction band edge in the bulk of the semiconductor, Ef is 
the Fermi Energy, and Nq is the “effective density of states” in the conduction band given by
Nc =  4 V2 ( nm'h2BTy  (1.69)
Here, h denotes Planck’s constant. It is therefore clear that although Eq. (1.66) and Eq. (1.67) 
predict slightly different proportionalities between Ro and 7, the difference is likely to be 
small due to the exponential temperature-dependence of «b-
Although Eq. (1.9) relates to a measurable quantity, R, Eq. (1.68) reveals that the 
magnitude of the surface potential cannot be determined without knowledge of the energy 
difference Ec,b-Ef. To demonstrate this point more explicitly, it is helpful to recognise that 
Eq. (1.9) may be rewritten as
R = R’0 exp p - f f i - * - ' ) (1.70)
where
=  0 (1-71)
According to both the drift-diffusion and thermoelectronic emission conduction models,
R’o oc T* (1.72)
where the value o f the constant r/ depends on the particular theory used. Consequently, it is 
possible to rearrange Eq. (1.70) to give
ln(R) -  j, ln(T) =  Ec* * j £ ~ tr  (1.73)
which contains only measurable quantities on the left-hand side. It follows that the energy 
difference between the conduction band edge at the surface, isc.b+^B, and the Fermi level
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may be determined experimentally, specifically from the gradient of the relationship between 
lnCft)-T/ln(7) and l/T. For this reason, Eq. (1.73) will prove particularly useful in Chapter 5. 
The degree of band bending, however, cannot be deduced from such a relationship, as the 
value o f q(f>B remains unknown. In the following section it will be demonstrated that 
calculation of Ec,b~Ef, and hence qfo, may be achieved following an electroneutrality 
argument, but requires knowledge of the inter-band donor and acceptor states in the 
semiconductor.
1.4. The influence of deep-level donors on the position of the Fermi level
Before discussing the case of ZnO, the position of the Fermi level will first be considered 
for a non-degenerate n-type semiconductor containing only shallow donors. In this case, the 
Fermi energy in the bulk material may be determined through a straightforward application of 
Boltzmann statistics in an electroneutrality argument [12,13]. As the donor states are situated 
close to the conduction band, it is possible to assume that they are full ionised. If each donor 
state donates a single electron, the concentration o f electrons in the conduction band, nc, is 
therefore approximately equal to the density of donor states, Ad. Assuming that the energy 
difference between the conduction band minimum and the Fermi level is much larger than the 
thermal energy, &bT, one obtains the expression
which suggests that an increase in the temperature or a decrease in the density of donor states 
results in the Fermi level shifting to a lower energy value. This behaviour is necessitated by 
the requirement that nc remains equal to Ad.
(1.74)
Rearrangement of Eq. (1.74) yields
(1.75)
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However, for a semiconductor such as ZnO which contains deep-lying uncompensated 
donor states, the situation is more complicated. In particular, it is no longer possible to 
assume that the donor states are fully ionised, as the position of the donor state energy 
relative to the Fermi level is not known. For this reason, the occupancy of the donor states 
cannot be calculated using Boltzmann statistics as before, and the more precise Fermi-Dirac 
distribution must be used instead. Following the formalism outlined by G. Roberts et al.
[13], electroneutrality requires that the total positive electric charge density provided by the 
ionised donor states must equal the negative charge density of the conduction band electrons. 
If the donor states are singly-ionised and have energy and spin degeneracy g, one may 
therefore write
The left-hand side of Eq. (1.76) corresponds to the concentration of ionised donor states, and 
is constructed by first recognising that, in the absence of spin degeneracy, the electron- 
occupancy of the donor level is given by the Fermi-Dirac probability distribution. The factor
state to possess various possible spin configurations. In cases where the donor states may be 
occupied by two electrons, for example, each singly-ionised donor state has two possible spin 
configurations so g  has a value of two. As the semiconductor is assumed to be non­
degenerate (i.e. the magnitude o f Ec,\)-Ev is much greater than the thermal energy, T), the 
concentration of conduction band electrons may be determined using the Boltzmann 
approximation of the Fermi-Dirac equation, as before.
To formulate an expression for Ef from Eq. (1.76), it is helpful to define a new variable,/ 
as
(1.76)
g  arises due to multiple electron occupancy each donor state, allowing a singly-ionised donor
(1.77)
Subsequent rearrangement of Eq. (1.76) yields the quadratic equation
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E p ,b + E C,b
kgT ) = ° (1.78)
for which one obtains the physical solution
(1.79)
Taking the natural logarithm of Eq. (1.79) and eliminating/, it is possible to show that
In contrast to the case o f a non-degenerate conductor containing only shallow donors, Eq.
(1.80) suggests that an increase in T or No may either raise or lower the value of Ef, 
depending on the values of the system parameters. More specifically, if  the magnitudes of 
No and Ec,b-Eu,b are sufficiently high, the argument o f the logarithm is greater than one and 
Ey therefore approaches Ec,b as the temperature is increased. In this regime, the Fermi level 
is situated above the energy of the donor states. Conversely, if  the argument of the logarithm 
has a value less than one, E? is lower than ifr),b and correlates negatively with temperature. 
Fig. 1.4 shows how E? varies as a function of temperature for assorted values ofN^/Nc, 
adopting values of E/buik-E/buik and m* that are characteristic of a ZnO system. More 
specifically, the donor states are assumed to lie 700 meV below the conduction band 
minimum [14,15], while m* is approximated 0.24 times the free electron mass [16-19].
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Fig. 1.4. A plot depicting the variation of the Fermi energy, relative to the conduction 
band minimum, as a function of tem perature for assorted values of N q/Nq. Typical 
values of 700 meV and 2.2x10 31 kg (0.24 times the mass of a free electron) have been 
adopted for £c,b-^o,b and /»*, respectively.
It is instructive to note that Eq. (1.75) actually represents a special case o f Eq. (1.80), where 
Ef is much lower than E ^ .  To realise this scenario, the argument o f the logarithm must be 
much less than one, which in turn implies that
(1.81)
Imposing this condition and applying a first-order binomial approximation to the argument o f 
the logarithm, one may show that
s(-‘ + J* + PSt1)) - (“ ) (1.82)
where all dependence on the spin degeneracy factor, g, has been lost. By substituting this 
approximation into Eq. (1.80), one recovers the form o f Eq. (1.75).
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Having outlined the fundamental theory governing the operation of chemiresistive gas 
sensors, the next chapter will address the nature of the gas reactions at a metal oxide surface 
and provide an overview of existing phenomenological models in the literature. In addition, 
the effects of surface catalysts, specifically noble metal nanoparticles, will be discussed in 
detail, describing how these additives have been used to enhance both the sensitivity and 
selectivity of metal oxide-based gas sensors.
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2.1. An overview of ZnO-based gas sensors
As a result of the high demand for responsive but affordable gas sensors, much recent 
research into chemiresistive devices has centred on readily available metal oxide 
semiconductors. Of these, ZnO stands out as a particularly versatile option due to its 
propensity to form nanostructures, providing a high specific surface area for gas adsorption. 
Through application of experimental techniques such as chemical vapour deposition (CVD) 
and wet-chemical synthesis, it is possible to realise a variety of ZnO morphologies, ranging 
from nanowires [1-8] to nanosheets and nanobelts [8-13].
Since the turn of the century, a substantial body of work has been published regarding 
practical ZnO-based gas sensors. Several publications explore the properties of a single ZnO 
nanowire [14-22], sometimes making use of the field effect provided by a metallic back-gate 
to control the electrical conductivity of the material [20-24]. One such example is depicted 
in Fig. 2.1, which appears as Fig. 1 in the original study [18]. A significant advantage of 
single-nanowire devices is their associated reproducibility, as it is possible to tailor the 
dimensions of the selected nanowire as required. It should be noted, however, that despite 
the high controllability afforded by these sensors, their practical usefulness is limited by the 
difficulty of their fabrication. To achieve a more marketable product, it is essential for the 
manufacturing process to be both cost-effective and scalable.
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Fig. 2.1. An SEM image from Reference [18] showing a gas sensor consisting of a single 
ZnO nanowire bridging the gap between two metallic contacts.
Instead o f using a single nanowire, many studies make use o f a ZnO nanowire array in 
either a vertical [25-29] or lateral configuration [30-36] between two conductive contacts.
As shown in Fig. 2.2, the former arrangement requires nanowires to be grown from a suitable 
substrate, typically silicon, before a conductive “top-contact” is added to create an electrical 
pathway between the free ends o f the nanowires. Due to the vertical alignment o f the 
nanowires, it is possible to create an extremely high surface area by incorporating a large 
number o f nanowires into the device. Unfortunately, fabrication o f the conductive top- 
contact is not straightforward and typically involves several lithographic steps.
Graphene top-contact
Gold contact
Insulating support
ZnO nanowire array
ZnO “seedlayer"
Fig. 2.2. An illustration of a chemiresistive gas sensor, adapted from Fig. 1 in Reference 
[27]. The device consists of two conductive contacts separated by an array  of ZnO 
nanowires, with gold contacts added to allow electrical contact to the external circuitry.
The alternative nanowire configuration, where the nanowires provide conductive pathways 
between two lateral contacts, may be achieved through a more straightforward fabrication 
procedure. Some groups opt to bridge the contacts using nanowire arrays grown 
heterogeneously on the sensor surface [30-33], as depicted in Fig. 2.3 (adapted from Fig. 1(b) 
o f Reference [30]). By contrast, other researchers choose to transfer nanowires grown 
separately by first incorporating them into a paste [34,35,37,38]. The latter methodology 
affords great versatility to the sensor fabrication, as the growth o f the nanowires is not limited 
by the nature o f the substrate material. Indeed, in this procedure there is no necessity to 
obtain the nanowires through heterogeneous growth from a surface, a typically slow process 
which cannot easily be scaled. Instead, the nanowires may be grown homogeneously in 
suspension and subsequently filtered and cleaned prior to use. For instance, B. Shouli et al. 
[34] report several techniques for producing a suspension o f ZnO nanostructures, each 
requiring a solution o f various precursors to be heated for an extended period in an autoclave. 
In one such procedure, a solution containing sodium dodecyl sulphate (SDS), sodium 
hydroxide and zinc nitrate hexahydrate was heated at 85°C for five hours in a sealed, Teflon-
Conductive substrate
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lined stainless steel autoclave, yielding a suspension o f nanowires with lengths o f several 
microns; the deposited nanowires are shown in Fig. 2.4, which appears in the original 
publication as Fig. 5.
Fig. 2.3. An SEM image showing ZnO nanowires grown using CVD on two catalytic 
2 nm-thick Au films separated by a region containing no growth. The image is adapted 
from Fig. 1 (b) of Reference [30]. The two catalysed areas are connected electrically 
through contact of nanowires over the region of no-growth.
Fig. 2.4. SEM images depicting ZnO nanowires grown in suspension through reaction 
of sodium dodecyl sulphate (SDS), sodium hydroxide and zinc n itrate hexahydrate at 
85°C for five hours in a sealed, Teflon-lined stainless steel autoclave vessel. The images 
are reproduced from Reference [34], where they appear as images (a) and (b) of Fig. 5.
4 7
Although the synthesis of ZnO nanostructures is often accomplished by heating a solution 
for several hours in a water bath or an autoclave, some researchers have achieved more rapid 
fabrication by instead stimulating nanostructure formation through microwave heating [39- 
49]. One particularly common approach is to use a conventional microwave oven to obtain a 
suspension of a zinc compound with a layered hydrozincite structure [50-52], such as layered 
basic zinc acetate (LBZA, also referred to as zinc hydroxy acetate) [42,48,52-59] or basic 
zinc nitrate (BZN, sometimes called zinc hydroxy nitrate) [43,46,49,51], which thermally 
decomposes to ZnO when annealed at a sufficiently high temperature. Due to the layered 
structure of hydrozincite materials, they naturally adopt the form of quasi-two-dimensional 
nanosheets. For example, in a study by Z. Jing and J. Zhan [42], nanosheets with a 
hydrozincite structure were obtained by microwaving a solution containing zinc acetate and 
urea for thirty minutes, maintaining the temperature at 95°C and stirring throughout. After 
centrifuging, washing and drying the precipitate, it was annealed in air at 400°C for two hours 
to thermally decompose the material. As shown by the SEM images in Fig. 2.5, which 
appears as Fig. 1 of the publication, the transformation to ZnO retains the quasi-two- 
dimensional morphology of the nanostructures but increases their porosity.
Fig. 2.5. SEM images from Reference [42] showing nanosheets obtained via a solution- 
based reaction between zinc acetate and urea, both before (a) and after (b) annealing in 
air at 400°C for two hours. The as-formed compounds, which possess a hydrozincite 
structure, thermally decompose to ZnO during the annealing procedure, increasing the 
porosity of the nanosheets but retaining their quasi-two-dimensional morphology.
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2.2. Relating the gas response to the dynamics of surface reactions
In the previous chapter it was shown that the electrical resistance o f a semiconductor 
boundary is strongly influenced by the formation of ionic surface species, which may occur at 
sufficiently high temperature. In particular, it was recognised that the ionisation of adsorbed 
0 2 molecules requires electrons to be removed from the conduction band, leading to upward 
band bending and inhibiting current flow through the surface. Introduction o f a reducing gas 
such as CO or H2 leads to the removal o f the surface oxygen anions in the form o f neutral 
molecules such as C 0 2 or H20 , thereby returning electron density to the semiconductor and 
lowering the resistance. Using Poisson’s equation for electrostatics, a straightforward 
expression was derived to relate the resistance of the system, R, to the proportion of surface 
sites occupied by ionic species, 6 0 , in terms of two temperature-dependent parameters, a and 
Ro. However, to make further progress it is necessary to formulate a physical model of the 
surface reactions in order to determine how their properties influence the time-variation of 6 0  
and, most importantly, how the equilibrium concentration o f surface species is related to the 
reaction parameters of the system.
When considering the nature of the surface reactions, it is essential to make use of suitable 
physical assumptions in order to obtain a practically useful model. In the case of systems 
where no catalytic additives are present, many authors assume that the surface sites are 
occupied solely by ionic oxygen species, neglecting the adsorption of reducing gas molecules 
[60-67]. Without this simplification, there exists competition for unoccupied surface sites 
between different species, leading to an array o f coupled differential equations that are of 
little use experimentally. Ignoring the adsorption o f reducing gas molecules reduces the 
number of equations required to provide a complete description of the system, and also 
lowers the number o f reactions to be considered. This is often a reasonable assumption as the 
concentration of reducing gases is typically at least one thousand times less than that of 
atmospheric oxygen. O f particular note is the reaction between the reducing gas and surface 
oxygen ions; within the simplified model, where no surface sites are occupied by reducing 
gas molecules, one need only account for the direct interaction between ionic oxygen and 
incident reducing gas from the surroundings. This reaction regime, known as the Eley-Rideal 
mechanism, is illustrated in Fig. 2.6, which shows a typical reaction between CO molecules
4 9
and singly-ionised oxygen at the surface of an archetypal n-type semiconductor at elevated 
temperature.
Aw\\u\w\u\wr^
Fig. 2.6. An illustration of the oxidation of CO at an n-type semiconductor surface via 
an Eley-Rideal mechanism. The reaction releases electrons back to the conduction band 
of the semiconductor, reducing the width of the depleted surface region (represented by 
the green, hatched region).
Before constructing the requisite differential equations to describe the system, it is first 
necessary to identify the surface reactions that must be included in the model. Using a 
similar notation to that adopted by S. Nakata et al. [67], the formation and recombination of 
O' ions are commonly described by the chemical equations
tlS  + — 02 6 —* 0 5 +  (n — 1)5 (2-1)
and
Oj + ( n - 1)5 ^ n S  (2.2)
respectively, where n denotes the number of unoccupied surface sites, S, prior to O' 
formation, Os' corresponds to an O' ion located at a surface site, e' is a conduction band 
electron, and k\ and k.\ are the rate constants for O' formation and recombination, 
respectively. However, the ionosorption reaction described by Eq. (2.1) involves both 
dissociation and ionisation of adsorbed O2 molecules, so the equation does not necessarily
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represent an elementary reaction step. For this reason, some authors [63-65] prefer to 
consider the dissociation and ionisation o f the O2 molecule as two distinct stages of the 
overall ionosorption reaction, writing
nS +  l o 2 -* Os +  ( n -  1)5 (2.3)
and
Oc +  e -  i o ; (2.4)
where Os corresponds to an electrically-neutral oxygen atom that is adsorbed at a surface site, 
and k\ and k\ ”  are the rate constants for the dissociation and ionisation reactions, 
respectively. In the presence of a reducing gas, X, the O' ions react according to
k? x
X + O s - ^ X O s (2.5)
followed by
k-iY
XOs ~^XO  +  S +  e~ (2.6)
where kix and fax are the rate constants for the respective reactions, and X O s"  represents a 
reactive charged intermediate located at a surface site. It should be noted that this reaction is 
considered to be irreversible, so that any X O s ’ species must eventually decompose to produce 
a molecule of X O  and return an electron to the conduction band of the semiconductor.
After identifying the appropriate chemical equations, it is possible to determine how the 
concentrations o f different surface species vary as a function of time. If the dissociation and 
ionisation of O2 molecules are regarded as separate elementary steps, one must formulate 
differential equations to describe the time-varying concentrations of both the O" ions and 
neutral O  atoms, in addition to the reactive intermediates, X O s ' .  By alternatively assuming a
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single-step formation mechanism, it is common to express the rate of change of the O ' 
concentration, [O s ’] ,  as [66,67]
iJ7T  = k l ( ^ r  ( M  -  [OJD -  fe-1 [O ,-] -  fcz, G £ )  [0 ,-] (2.7)
where P 02 and Px are the partial pressures of O2 and X in the surroundings, respectively,
P t o t  is the total pressure and [S o ] is the total concentration of surface sites, either vacant or 
occupied. As one molecule of O 2 yields two O ' ions, the rate of O ' formation is proportional 
to the square root of P02 and scales linearly with the concentration of exposed sites. It is 
important to note that despite the presence of conduction electrons in Eq. (2.1), the electron 
concentration is accounted for in relatively few studies [63-65]. Although the omission of 
the electron concentration from Eq. (2.7) is typically not rationalised, it is possible that the 
authors regard the initial chemisorption and dissociation of the O2 molecule as the rate- 
determining step of the O ' formation reaction. The second term of Eq. (2.7), containing rate 
constant k. 1, corresponds to the recombination of O ' ions described by Eq. ( 2 .2 ) ,  while the 
third is attributed to the formation of X O s* intermediates due to the reaction between O ' ions 
and incident molecules of X . In a similar manner, the concentration of X 0 S' intermediates, 
[A O s'], is governed by the differential equation
=  klx  ( ^ )  ^  ”  k 3x[XOs] (2.8)
where the first term corresponds to the formation of X O s ’ intermediates due to the reaction of 
X  molecules with O ' ions, and the second accounts for the conversion of the intermediates to 
the X O  product. Throughout the derivation, it is assumed that the surface sites are not 
obstructed by molecules of O 2 or X , and that the resulting molecules of X O  instantly desorb 
from the surface.
In all of the theoretical treatments summarised above, the formation of monovalent O' ions 
is assumed without justification, and no other types of ionic oxygen are considered. Since the 
form of the resulting differential equations depends strongly on the nature of the surface ions, 
it is clearly important to experimentally determine which species are present. To this end, a
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variety of studies have investigated the surface reactions at metal oxide surfaces using a 
multitude of spectroscopic procedures, including Fourier-transformed infra-red (FTIR) 
spectroscopy [68-70], electron paramagnetic resonance (EPR) spectroscopy (often referred to 
as electron spin resonance spectroscopy, or ESR) [71-79] and X-ray photoelectron 
spectroscopy (XPS) [80,81]. By combining temperature-programmed desorption (TPD) 
experiments, in which the rate of oxygen desorption is measured as a function of temperature
[82], with EPR and conductivity measurements, an early investigation by N. Yamazoe et al.
[75] revealed that O2’ ions are formed at the surface of SnC>2 up to a temperature of 
approximately 150°C, while oxygen continues to ionosorb in the form of O' ions up to around 
560°C. The reported TPD measurements have been reproduced in more recent studies 
[83,84]. Similar results were obtained in a comparable TPD experiment on ZnO conducted 
by K. Tanaka and G. Blyholder [76], who measured maximum oxygen desorption at 
temperatures o f 180-190°C and 285-295°C. Through use o f EPR spectroscopy, the 
desorption peak appearing at lower temperature was attributed to O2" ions, while the oxygen 
desorbed at higher temperature was tentatively ascribed to O’ species. In a further study by 
M. Iwamoto et al. [78], the oxygen desorption from ZnO was once more found to be 
maximised at two separate temperatures, as shown by the TPD chromatogram displayed in 
Fig. 2.7. Although the authors again used EPR to relate the low-temperature desorption peak, 
centred at 190°C, to the presence of O2’ ions, they were more reluctant to assign the high- 
temperature desorption peak, at 320°C, to O' ions; as remarked elsewhere [85], despite 
widespread agreement that surface oxygen predominantly exists in the form of O" ions at high 
temperature, the EPR measurements responsible for this interpretation are often 
contradictory.
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TEMPERATURE (*C )
Fig. 2.7. A temperature-programmed desorption (TPD) chromatogram of oxygen from 
ZnO following pre-adsorption of oxygen at room temperature. The plot has been 
adapted from Fig. 3 of Reference [78].
To further elucidate which oxygen species take part in the reaction with a reducing gas, 
FTIR spectroscopy is often invaluable. In one investigation by D. Koziej et al. [68], this 
technique was used to distinguish between reactive intermediates formed during the oxidation 
of CO gas at an Sn02 surface, in turn allowing the corresponding oxygen reactant to be 
identified. The authors reason that while O' radicals react with molecules of CO to produce 
CO2' intermediates, this species is not generated during the reaction between CO and O2' 
ions; instead, the interaction yields either the monovalent CO3' ion or the more energetically 
stable CO32' ion. It should be recognised that the formation of C 0 32* ions is a possibility in 
both cases, as two O' ions may react with a single molecule of CO. Importantly, each 
intermediate is associated with a different signal in the FTIR spectrum due to the different 
vibrational frequencies of their respective bonds. At temperatures of 300°C or below, all 
three intermediates were detected following reaction of CO at the Sn02 surface. Increasing 
the temperature to 400°C led to the FTIR spectrum containing none of the characteristic 
intermediate signals, indicating that the reaction of CO proceeded through a single step with
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no metastable states. One such reaction, identified by the authors, is described by the 
equation
CO +  O - C 0 2 +  e~ (2.9)
in which the oxidation of a CO molecule by an O' ion generates a stable molecule of CO2 and 
returns an electron to the semiconductor conduction band.
The predominance of O' ions at high temperature has also been demonstrated theoretically. 
According to a Monte-Carlo simulation of a Sn02 surface by U. Pulkkinen et al. [86], O2 is 
mostly ionosorbed as O2’ ions at low temperatures, with no O' ions existing below 500 K. As 
shown by Fig. 2.8, dissociation of the O2" radicals at higher temperatures leads to the 
formation of O' ions, which becomes the dominant species at a temperature of approximately 
700 K. However, in contrast to the results of the TPD experiments outlined previously, the 
model predicts the co-existence of O’ and O2' ions up to around 900 K, above which the 
dissociation of O2" ions may be considered complete. Neutrally-charged “bridging” oxygen 
atoms, denoted O, are predicted at all temperatures, and are over forty times more abundant 
than the ionic species.
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Fig. 2.8. A plot showing the coverage of different surface oxygen species at a SnC>2 
surface as a function of temperature, as predicted by a Monte-Carlo simulation. The 
plot is reproduced from Reference [86], where it appears as Fig. 2.
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When modelling the surface reactions of a metal oxide-based gas sensor, it is often 
appropriate to assume an Eley-Rideal scheme to describe the interaction between reactive 
species. In the presence of surface catalysts, however, such a model does not necessarily 
provide an accurate representation of the physical system due to enhanced adsorption of the 
reducing gas molecules. An alternative approach, wherein the reaction between adsorbed 
species is considered, shall be discussed in the following section, in addition to a review of 
relevant experimental works in the literature.
2.3. The catalytic properties of noble metal nanoparticles
In order to enhance the sensitivity and selectivity of chemiresistive gas sensors, researchers 
commonly catalyse the gas reactions using nanoparticles of noble metals such as gold [87- 
91], platinum [92-96] or palladium [97-100]. In general, these catalysts operate by 
facilitating the adsorption and dissociation of reducing gas molecules and/or formation of 
oxygen ions, thus providing a low-energy pathway for the reaction between the two species. 
Due to the favourability of this reaction, the Eley-Rideal mechanism typically does not 
provide an appropriate description of a catalysed system. Instead, it is often necessary to 
consider Langmuir-Hinshelwood reaction steps in which interaction occurs between species 
adsorbed at adjacent surface sites [60-62,101-104], as illustrated in Fig. 2.9 [102]. In the 
depicted example, the reducing gas adsorbs on the noble metal catalyst whereas ionosorption 
of oxygen occurs predominantly at the metal oxide surface, so the reaction may only occur 
following migration of one or both of the species to the interface between the two materials. 
This movement of species from the surface catalyst to the metal oxide support is known as 
“spillover” [62,102,105-119].
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Fig. 2.9. An illustration of the oxidation of CO on Pt-catalysed Sn02, which appears in 
Reference [102] as Fig. 8 . Molecules of CO first adsorb at the Pt surface before 
diffusing to the S n 0 2 support during a process known as “spillover” . Reaction between 
the spilt-over CO molecules and ionosorbed oxygen leads to the production of C 0 2 gas.
Chemical reactions in the presence of noble metal catalysts have been investigated using a 
variety o f experimental procedures, including FTIR spectroscopy 
[71,107,108,111,113,115,120— 124], temporal analysis of products (TAP) measurements 
[1 15,125-129] and X-ray techniques [116,130], In the case o f FI?, molecular dissociation at 
the noble metal surface generates monatomic hydrogen radicals which may spillover onto the 
metal oxide support. The spilt-over species subsequently interact with ionosorbed oxygen to 
form hydroxyl radicals, thereby enhancing the vibrational O-H signal in the FTIR spectrum 
of the sample. Although the hydroxyl species may themselves react to produce molecules o f 
water, it has been demonstrated through FTIR and TPD experiments that the radicals are 
long-lived at temperatures below 200°C [107,131-133], The irreversible nature o f hydroxyl 
formation at low temperatures is o f practical significance, as it is associated with a low rate of 
sensor recovery [109,112,134].
To study the spillover effect during the catalysed oxidation o f CO, multiple groups have 
measured the “turn-over frequency” (TOF) at the surface o f Au-catalysed T i0 2 [125,127- 
129,135-137], defined as the number of moles o f reactant converted to product per mole of
57
reaction sites. By constructing an Arrhenius plot for the rate o f CO oxidation, it has been 
demonstrated that the activation energy o f the reaction increases sharply at around 320- 
350K, indicating that a mechanistic change occurs at this temperature [135,136,138]. To 
further explore this phenomenon, T. Fujitani and I. Nakamura [135] measured the rate o f CO? 
formation at 300 K and 400 K and normalised the results with respect to either the total 
number of exposed Au atoms (referred to as TOF-S) or the quantity o f TiO? “perimeter sites” 
located in the immediate vicinity o f the Au nanoparticles (denoted TOF-P). As shown by the 
plots displayed in Fig. 2.10, the relationship between the turnover frequency and Au 
nanoparticle size varied considerably between the two temperatures. In particular, it was 
shown that while TOF-P was not influenced by the morphology o f the catalyst at 300 K, 
increasing the temperature to 400 K led to constant TOF-S and direct proportionality between 
TOF-P and nanoparticle size. These observations suggest that the oxidation o f CO occurs 
predominantly at perimeter sites at 300 K, corroborating the suggestion that the reaction 
proceeds following spillover o f CO onto the Ti0 2  support. Conversely, the constant value o f 
TOF-S at 400 K indicates that at this temperature the interaction between chemisorbed CO 
and ionosorbed oxygen takes place on the surface o f the Au catalyst, and is therefore not 
dependent on the spillover process.
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Fig. 2.10. Plots from Reference [135] depicting the rate of CO oxidation at an Au- 
catalysed T i0 2 surface normalised with respect to either the num ber of Au nanoparticle 
perim eter sites (TOF-P, red curves) or the num ber of exposed Au atoms (TOF-S, blue 
curves) as a function of the nanoparticle size, at 300 K (A) and 400 K (B).
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The CO exposure o f Au-catalysed Ti0 2  surfaces provides a valuable insight into the nature 
o f the oxidation mechanisms. However, the physical interpretation of these results may not 
be directly applicable to systems based on other metal oxides due to the different reducibility 
of these materials [115,121,125,129,137,139,140]. This point is illustrated by D. W idmann et 
al. [125], who used a TAP reactor to explore CO oxidation on different metal oxides in the 
presence o f Au nanoparticles. To determine the reducibility of each material, the authors 
calculated the number o f O2 molecules retained by each system following many successive 
periods o f oxygen exposure at 120°C. This measure, known as the “oxygen storage capacity” 
(OSC), was subsequently correlated to the reactivity o f the catalysed support by measuring 
the TOF o f CO and the number o f CO molecules converted to CO2 during CO exposure at the 
same temperature. As shown by Fig. 2.11, the more reducible supports, which are commonly 
referred to as “active” materials [115,137,140], resulted in the highest rate o f CO oxidation. 
Moreover, it is suggested by M. Schubert et al. [137] that the TOF is more strongly 
dependent on the size o f Au nanoparticles in the case o f less active, or more “inert”, supports 
due to a dearth o f available oxygen ions. In turn, the authors surmise that the mechanism of 
CO oxidation is influenced by the reducibility o f the metal oxide.
co
- 1.0 o f
o  
E
CM
o
-0.5
TO
c  
o
o  
03 
CD
0.0 aL
0.0 0.5 1.0 1.5
OSC / 1018 O atoms gca('
Fig. 2.11. A plot from Reference [125] showing the num ber of CO molecules converted 
to CO2 (filled bars) by Au-catalysed metal oxides as a function of oxygen storage 
capacity (OSC) at 120°C. The reaction rate (TOF) for each metal oxide is represented 
by an empty bar.
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The experimental studies described hitherto help to guide the mathematical modelling of 
catalysed metal oxide-based gas sensors. In some cases, as discussed previously, it is 
appropriate to assume that the reducing gas first chemisorbs to the noble metal catalyst before 
a spillover process leads to reaction with ionosorbed oxygen at perimeter sites. Following the 
approach adopted by A. Setkus [101], this assumption allows the surface concentrations of O' 
ions and adsorbed reducing gas molecules, denoted [Os'] and [X^], respectively, to be 
described by the differential equations
=  k t  ( ^ ) 1/2 ([Sol -  [OJ]) -  k - i [ Os ]  -  k 2X[Xad][Os]  (2.10)
and
G ^ )  -  [*««]) -  k - l x [Xad] -  k 2x[Xad][Os ] (2.11)
where the rate constants of O' formation and chemisorption of reducing gas molecules are 
represented by k\ and k\x, respectively, k.\ and &_ixare the respective rate constants of O' 
recombination and reducing gas desorption, and &2x is the rate constant for the reaction of the 
two species. The concentration o f ionosorption sites on the metal oxide surface is denoted 
[5b], as before, while the concentration of chemisorption sites on the noble metal surface 
catalyst is labelled as [SC2Lt]. ft should be recognised that Eq. (2.10) and Eq. (2.11) are only 
applicable in the case of a bimolecular reaction between the two species, wherein a single 
molecule of reducing gas reacts with an O' ion to form a molecule of product, XO, and 
release an electron to the conduction band of the semiconductor. Although the chemisorbing 
reducing gas molecules do not compete with ionosorbing oxygen for metal oxide surface 
sites, the two differential equations are coupled due to the dependence o f the reaction term on 
the concentrations of both reactants, [Os'] and [A y . In contrast to the Eley-Rideal 
mech anism, therefore, the concentration of O' ions is intimately related to the concentration 
o f chemisorbed reducing gas molecules, and neither quantity may be determined without 
knowledge of the other. It is notable that alternative treatments assume that the two species 
compete for chemisorption sites at the catalyst surface [60-62,102,103], increasing the inter­
dependence of the differential equations and further complicating analysis of the system.
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Owing to these difficulties, the properties of catalysed systems, explored in Chapter 6, shall 
only be considered in a qualitative manner within the present work.
Within this chapter, existing phenomenological models of chemiresistive gas sensors have 
been reviewed and rationalised through consideration of spectroscopic and TPD studies of the 
surface reactions. The majority of the research presented in this thesis aims to build on the 
body of work presented here, applying similar theoretical treatments to model the reactions of 
different gases at a ZnO surface either with or without surface catalysts present. By making 
suitable physical approximations, it will be shown that several reaction parameters may be 
estimated from the electrical response of a ZnO-based sensor to carbon monoxide gas, while 
more rapidly oxidising gases such as hydrogen must be analysed using a more complicated 
model. The properties of a catalysed system are also investigated, specifically in the case of 
ZnO nanosheets decorated by gold nanoparticles.
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Chapter 3 -  Experimental methods
3.1. Introduction
As demonstrated in the previous chapter, there exist a variety of valuable experimental 
procedures which may be used to explore the surface properties of ZnO nanostructures. In 
particular, Brunauer-Emmett-Teller (BET) analysis may be combined with scanning electron 
microscopy (SEM) to study the nanostructure morphology, allowing measurements of the 
nanostructure dimensions to be correlated with the specific surface area of the material. To 
investigate the chemistry of the surface and the nature of inter-band defects, the following 
chapters also devote considerable attention to spectroscopic measurements. More 
specifically, X-ray photoelectron spectroscopy (XPS) is used to examine the chemical 
composition of the ZnO surface, while the properties of optical defects are qualitatively 
assessed through the application of photoluminescence (PL) spectroscopy.
To better characterise and adapt the ZnO nanomaterials, it is essential to understand the 
processes involved in their fabrication. In the upcoming investigations, ZnO nanostructures 
are obtained by thermally decomposing layered basic zinc acetate (LBZA) nanosheets, which 
are in turn synthesised via a rapid wet-chemical technique. By using a procedure called 
thermogravimetric analysis (TGA), it is possible to monitor the progress of the LBZA 
decomposition as a function of temperature, thereby providing the means to identify the 
associated chemical intermediates and the temperatures at which they are encountered.
Having acquired ZnO nanosheets with the desired inter-granular structure and defect 
chemistry, the reactivity of the surface shall be studied by exposing the material to different 
gases and measuring their effects on the electrical conductivity. The experiments described 
herein employ a continuous gas flow through a custom-built chamber, passing over locally 
heated ZnO nanosheets deposited on alumina-mounted inter-digitated platinum contacts. In
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addition to outlining the methodology o f ZnO nanosheet fabrication, this chapter also details 
the synthesis o f gold nanoparticles for use as surface catalysts in Chapter 6 .
3.2. Fabrication procedures
In order to manufacture ZnO-based gas sensors in a time-effective manner, it is typically 
inconvenient to use conventional hydrothermal techniques. The present study adopts a 
similar methodology to that developed by A. Tarat et al. [1], in which aqueously-suspended 
LBZA nanosheets were synthesised via a rapid chemical reaction stimulated by microwave 
radiation. Using a standard 800 W kitchen microwave, a 500 mL solution containing zinc 
acetate dihydrate (0.1 mol L’1) and hexamethylenetetramine, or HMTA, (0.04 mol L '1) was 
heated for six minutes at full power to yield a concentrated white suspension o f LBZA 
nanosheets. Prior to deposition and annealing, the nanosheets were centrifuged into de­
ionised water to remove residual precursor molecules and hence minimise contamination of 
the final ZnO material. Fig. 3.1 shows an SEM image of a typical ZnO nanosheet deposited 
on a conductive silicon substrate, which was obtained by annealing the LBZA starting- 
material in a tube furnace at 400°C for thirty minutes. Although the nanosheets generally 
have lateral dimensions o f several microns, atomic force microscopy (AFM) measurements 
from similar structures have shown that they possess thicknesses o f less than 1 0 0  nm [ 1 ,2 ].
Fig. 3.1. An SEM image depicting ZnO nanosheets obtained through therm al 
decomposition of LBZA nanosheets at 400°C.
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To prepare the gas sensors described in Chapters 5 and 6, a 100-200 pL volume of 
aqueously-suspended LBZA nanosheets was deposited onto each sensor substrate using a 
micro-pipette. Thermal decomposition of the LBZA material was carried out by annealing 
the devices in a tube furnace under continuous flow of dry air (80% N2 and 20% O2) at a rate 
of 900 mL m in'1. Guided by the TGA measurements discussed in Chapter 4, the sensors 
were annealed at 500°C for thirty minutes to ensure complete conversion to ZnO. For the 
characterisation experiments described in Chapter 4, LBZA nanosheets were instead 
deposited onto conductive n-type silicon and annealed at temperatures in the range 400- 
800°C. The ZnO nanosheet powder used in the BET and TGA experiments was acquired by 
first drying the centrifuged LBZA nanosheets in a glass petri dish at 60°C, before packing the 
resulting precipitate into a custom-built alumina crucible and annealing at the requisite 
temperature.
In Chapter 6, ZnO nanosheets are decorated with gold nanoparticles to investigate their 
effect on the sensor response to different gases. Synthesis of these nanoparticles was 
achieved using the Turkevich method described by S. Sivaraman et al. [3], in which 
concentrated chloroauric acid (an aqueous solution of gold (III) chloride trihydrate) is quickly 
added to a boiling aqueous solution of sodium citrate tribasic dihydrate with rapid stirring, as 
illustrated in Fig. 3.2. Over the course o f several minutes, the chloroauric acid is steadily 
reduced by the citrate ions to produce a crimson suspension of gold nanoparticles. By 
ensuring that an excess of sodium citrate is present in the reacting solution, the citrate ions 
additionally act to stabilise the gold nanoparticles, preventing the formation of large gold 
aggregates. Accordingly, increasing the concentration of citrate ions is reported to decrease 
the mean nanoparticle diameter. In an optimised reaction used in the Sivaraman study, the 
molar ratio of citrate ions to gold atoms was set to a value of around twenty by adding 0.25 
mL of chloroauric acid (25 mmol L '1) to 24.75 mL of aqueous sodium citrate tribasic 
dihydrate (5 mmol L '1), yielding gold nanoparticles with a mean diameter o f around 7 nm.
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Fig. 3.2. An illustration of the apparatus used to synthesise gold nanoparticles from an 
aqueous solution of sodium citrate tribasic dihydrate and chloroauric acid (HAUCI4) .
After carrying out the Turkevich reaction, LBZA nanosheets were centrifuged into de­
ionised water several times before being dispersed in the gold nanoparticle suspension. 
Subsequent centrifugation o f this mixture resulted in the precipitation o f LBZA nanosheets 
decorated with gold nanoparticles, and residual sodium citrate was diluted by replacing the 
supernatant with de-ionised water. As shown by Fig. 3.3, which depicts gold-decorated 
nanosheets on an alumina substrate following thermal decomposition o f the LBZA at 500°C 
(thirty minute anneal under flow o f dry air in a tube furnace), this procedure allowed the ZnO 
surface to be coated in a high concentration o f mono-dispersed gold nanoparticles with little 
apparent aggregation. In this example, 0.25 mL o f chloroauric acid (25 mmol L"1) was added 
to 24.75 mL o f aqueous sodium citrate tribasic dihydrate (2.5 mmol L '1), resulting in the final 
solution containing approximately ten citrate ions for every ion o f gold.
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Fig. 3.3. SEM images showing ZnO nanosheets, obtained through therm al 
decomposition of LBZA nanosheets at 500°C, decorated by Au nanoparticles 
synthesised using the Turkevieh technique.
3.3. Thermogravimctric analysis (TGA)
During the thermal decomposition of LBZA, the reaction progresses through several 
reactive intermediates [4-7]. The evolution o f gaseous products such as carbon dioxide and 
water decreases the mass o f the material, which allows the chemical composition to be 
deduced at each stage o f the reaction through comparison to the mass prior to decomposition. 
In Chapter 4, a Perkin Elmer STA (Simultaneous Thermal Analyser) 6000 instrument, 
pictured in Fig. 3.4, is used to investigate the thermal decomposition through the TGA 
technique, wherein a small volume o f powdered sample is packed into an alumina crucible 
situated on a mass balance and is gradually heated in an atmosphere o f nitrogen. A typical 
TGA experiment involves increasing the temperature o f the sample to several hundred 
degrees Celsius at a rate o f 5°C min"1 while the mass is measured continuously as a function 
o f temperature. In the case o f LBZA, several studies have shown that thermal decomposition 
occurs in three stages, with full conversion to ZnO achieved at a temperature o f 
approximately 390-400°C. As shown by the plot in Fig. 3.5, which is adapted from Fig. 3 of 
Reference [7], the mass reduces gradually as the temperature is increased to 100°C due to the 
evaporation o f intercalated water molecules. Further heating to around 140°C leads to 
dehydroxylation o f the material, in which hydroxyl groups are removed as molecules o f 
water. The final stage o f the reaction, corresponding to the large mass decrease between 
140°C and 290°C, is associated with decomposition o f the acetate ions.
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Fig. 3.4. A photograph of the Perkin-EIm er STA 6000 instrum ent used to investigate 
the therm al decomposition of LBZA nanosheets in the present work.
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Fig. 3.5. A therm ogravim etric plot, adapted from Fig. 3 of Reference [7], showing how 
the mass of LBZA (as a percentage of the starting mass) varies as the tem perature is 
increased at a rate of 5°C m in '1.
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3.4. Brunauer, Emmett and Teller (BET) analysis
As well as studying the decomposition of LBZA to ZnO, it is important to consider how the 
ZnO morphology is related to the annealing temperature. By exposing a sample powder to 
nitrogen gas at a temperature of around 77 K and measuring the volume of adsorbed nitrogen 
as a function of the gas pressure, BET analysis may be employed to calculate the specific 
surface area of the material. The photograph in Fig. 3.6 depicts the Nova 2000e surface area 
and pore size analyser used in the present investigation, which possesses a degassing chamber 
to remove adsorbed water from the sample powder (on the left-hand side of the photograph) 
and an analysis chamber in which the BET analysis is performed (on the right-hand side). 
Within the analysis chamber, two different cylindrical glass tubes are present in the 
photograph, one with a spherical glass bulb at the free end and one without. Each of these 
tubes is an example of an analysis “cell” in which the BET analysis of a sample powder is 
performed (sample cells with spherical bulbs were used in the following chapter).
Prior to the BET experiment, around 100 mg of sample powder is placed in a cell and 
weighed using a mass balance. After degassing and re-weighing the powder, the sample cell 
is inserted into the analysis chamber and cooled in a dewar of liquid nitrogen. The tube is 
subsequently evacuated in preparation for an adsorption test, wherein nitrogen gas is 
gradually admitted and the volume of adsorbed nitrogen is measured as a function of 
increasing system pressure. Upon reaching the atmospheric pressure, Po, the nitrogen is 
slowly evacuated from the cell to investigate the desorption behaviour of the gas, 
continuously measuring the volume of adsorbed nitrogen as the pressure is decreased.
Typical adsorption and desorption curves of mesoporous ZnO are depicted in Fig. 3.7 [8], 
which shows the commonly observed hysteresis between the two sets o f measurements. This 
hysteresis results from capillary condensation and is closely related to the form and size of 
the pores [9-12].
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NOVA 2000o
Fig. 3.6. A photograph of the Nova 2000e surface area and pore size analyser used to 
measure the specific surface areas of the LBZA and ZnO nanosheets.
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Fig. 3.7. Nitrogen adsorption and desorption isotherms of a mesoporous ZnO powder 
at a tem perature of 77 K, adapted from Fig. 6 of Reference [8].
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In the BET model o f gas adsorption [9,10,13], it is assumed that gas molecules behave 
ideally and adsorb in multiple liquid-like layers over equivalent surface sites. Each surface 
site is characterised by the number of physisorbed gas molecules it holds, and the fractioi of 
sites associated with n physisorbed molecules is denoted 6n. For a system containing a 
fraction 6q o f surface sites which possess no gas molecules, the rate of change of Oo is 
described by the equation
1 7  =  *0 3 -d
where k\ and k.\ are the rate constants for adsorption and desorption within the first layer of 
gas molecules, respectively, and P  is pressure exerted by the surrounding gas molecules aid 
Po is the atmospheric pressure outside the analysis cell. In equilibrium, the rate of adsorption 
must equal the rate o f desorption, hence
» ! = £ © * •  3-2)
Similarly, the fraction of sites containing just one physisorbed molecule, 0\, changes at a ate 
given by
^  = fci ( £ )  00 + k_2e2 -  k . t e t -  k2 (T)  e t 3.3)
where, following the previous convention, the rate constants for adsorption and desorptioi 
within the nth layer o f adsorbed molecules are represented by kn and k.n, respectively. Eq 
(3.3) follows physically as 0\ is increased when an exposed site acquires a gas molecule cr a 
molecule desorbs from a site containing two physisorbed species. Likewise, the value o f 9\ is 
decreased when an adsorbate within the first gas layer either desorbs or collects a second 
molecule from the surroundings. Again, 0\ must remain constant in equilibrium so one may 
write
( ^ )  Oo +  fc-202 — — &2 ( ^ )  Oi =  0 0.4)
Combining Eq. (3.4) with Eq. (3.2), one obtains
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fc-202 =  *2 ( j j )  9 1 (3.5)
Hence,
(3-6)
where Eq. (3.2) has been used to eliminate (9i from the equation. By applying the same 
methodology to each successive layer in an iterative manner, it may be shown that
e n = h & ”- '  = ^ B & 0 '> ( 3 ? )
in equilibrium.
In the next stage of the formulation, it is further assumed that all gas layers from the second 
layer onwards are physically identical. Consequently,
K  = fc„-i (n > 2) (3.8)
and
k - n =  k_(„_D (n > 2) (3.9)
Eq. (3.7) therefore simplifies to
• « = ( £ © )  t S B 0 ( n 2 1 )  a i 0 )
where
(311 )
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and
c = i L i f r )
k _ !  a: \ P 0 J
For a surface containing a total of S sites, the total number of adsorbed molecules, Na, 
given by
Na =  Zn=On 0 nS
The fractional surface coverage, 6, is defined as
and the total number of sites, S, may be written as
s  =  Z%=0e ns
It follows that
q    £n=0 n OnS   Zn=l n @n
T,n=0&nS @0 @n
which, after making use of Eq. (3.10), becomes
q  _  c O o ^ t i x "  _  c Z % = 1 n x n
Oo+c90 Z n = lxTl l + c l . n = l xn
To proceed, it is helpful to note that
V 00 -v-n _  x
n=i
and
(3.12)
is
(3.13)
(3.14)
(3.15)
(3.16)
(3.17)
(3.18)
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=  xT n ^ n x " -1 =  * £ X ”=1*“ = x ± ( ^ )  =  ^  (3.19)
Substituting Eq. (3.18) andEq. (3.19) yields
which is an oft-quoted form of the BET isotherm.
It was previously stated that BET theory necessitates the assumption that the adsorbed 
nitrogen layers behave as a liquid, which is only appropriate at very low temperatures. 
Equilibrium between the surface of the adsorbed multilayers and the vapour phase requires 
that the rates of adsorption and desorption are equal, which for liquid nitrogen occurs when 
the cell pressure is the same as the atmospheric pressure, P q. This equilibrium condition 
therefore requires that
k„ =  (3.21)
from which one obtains the relation
x = k  (3-22)
By applying Eq. (3.22) and using Eq. (3.14) to eliminate #, Eq. (3.20) rearranges to give
<“ 3>
Dividing each term of Eq. (3.23) by the mass of a nitrogen molecule yields the most 
practically useful form of the BET isotherm,
r i—r =  (— ) — +  —  (3.24)^■-l) \w mCJ p Q wmc v }* G M )
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where Wm is the mass of a single layer of adsorbed nitrogen molecules and W is the measured 
mass of adsorbates. As the left-hand side of Eq. (3.24) contains only measurable quantities, it 
may be plotted as a function of P/Po to obtain estimates o f the other parameters in the 
equation. It is important to recognise that since the right-hand side of the equation is linearly
dependent on P/Po, such a plot should have constant gradient equal to {c-\)/Wmc and intercept
the y-axis at the value \/Wmc. Moreover, it may be shown that
Wm =  (3.25)
m  yint+ 9  '
where yint and g  are the y-intercept and gradient o f the plot, respectively. Since Wm is equal 
to the mass of a single complete layer o f nitrogen molecules, knowledge of the mass and 
cross-sectional area of each molecule allows estimation of the total surface area.
Although the BET theory predicts direct proportionality to exist between the left-hand side 
of Eq. (3.24) and the ratio P/Po, this relationship is typically only observed between P/Po 
values of approximately 0.05 and 0.3, where the gas coverage is close to one monolayer 
[12,13]. When the pressure of the system is too low, there are so few adsorbate molecules at 
the sample surface that any inhomogeneities have a significant influence on the form of the 
isotherm. More specifically, as the adsorption dynamics may vary significantly between the 
most and least active adsorption sites, Eq. (3.24) is only valid when the adsorbate 
concentration is sufficiently high for the adsorption properties to be averaged over the whole 
surface [13]. The isotherm also deviates from the linear relationship at very high values of 
P/Po, in this case due to the non-uniformity o f the surface; the presence of cracks and pores in 
the surface imposes a physical limit on the maximum number of adsorbate layers, which in 
turn alters the form of the BET isotherm [13].
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3.5. Scanning Electron Microscopy (SEM)
Due to their sub-micrometre dimensions, the ZnO nanosheets used in the present 
investigation cannot be effectively examined using conventional optical microscopy. Instead, 
techniques such as SEM which use electrons have sufficiently high resolution to probe the 
topography of the material. By sweeping an electron beam in a raster scan across the surface, 
an SEM system is able to create a detailed topographical image of the inspected area by 
detecting the electrons scattered from each point. As detailed elsewhere [14-16], an electron 
propagating through the surface may either scatter elastically, retaining its kinetic energy, or 
impart momentum to electrons within the material through inelastic collisions. In the former 
scenario, the incident electrons are able to travel a significant distance into the material and, 
after colliding elastically, may exit the sample as “back-scattered electrons” (BSE). Electrons 
that are liberated through inelastic collisions of the incident electrons are referred to as 
“secondary electrons” (SE), and can only originate from close to the surface (up to a depth of 
2-8 nm for typical accelerating voltages in the case of ZnO [17-19]) due to their low kinetic 
energies (typically less than 50 eV). This point is to be considered in greater detail later in 
this chapter, where the inelastic mean free paths of electrons will be discussed in relation to 
the more surface-sensitive XPS technique.
The internal structure of an SEM instrument is illustrated in Fig. 3.8, which is reproduced 
from Fig. 1.7 of Reference [14]. After electrons are generated in an electron gun by field 
emission, they are accelerated by an electric anode towards a series of lenses. Here, the 
electrons are collimated into a parallel beam by a system of magnetic condenser lenses (CL) 
and subsequently focussed to a spot on the specimen surface by the objective lenses (OL).
The beam is swept across the sample by deflection coils, which use a magnetic field to 
deflect the electrons as required. The sample chamber is evacuated to a pressure of less than 
5 x 10‘5 Torr, allowing secondary electrons excited from the surface to travel towards the 
secondary electron detector. The Hitachi S4800 FE-SEM instrument used in the present 
investigation is pictured in Fig. 3.9.
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Fig. 3.8. An illustration of a typical scanning electron microscope, reproduced from 
Reference [14].
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Fig. 3.9. The Hitachi S4800 FE-SEM employed in the present investigation.
To relate the resolution limit, d , of  a scanning electron microscope, or indeed a 
conventional optical microscope, to the wavelength o f  the incident beam, X, one may employ 
the formula [14]
d = —  (3.26)
n s i n a
where n is the refractive index of the medium (in the case o f  an SEM, where the electrons 
travel through a vacuum, n has a value o f  one) and a is half the opening angle of the objective 
lens (measured in radians). This relation is commonly known as Abbe’s Equation, and may
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be applied to the case of an electron beam by using the de Broglie Equation to calculate the 
particle wavelength from the kinetic energy. In this way, Eq. (3.26) becomes
d  =  °f th (3 .27)
nsm a^J2m eVacc
where h is Planck’s constant, m is the electron mass, e is the electronic charge and Vacc is the 
accelerating voltage. Substituting typical values of 10'3-1 0 '2 radians [20] and 10 kV for a 
and Face, respectively, one obtains a theoretical resolution limit of several nanometres. It is 
clear from Eq. (3.26) that a lower value of d  may be achieved by decreasing the distance 
between aperture and specimen (which is known as the “working distance”), thereby 
increasing the angle a. Alternatively, the resolution may be enhanced by employing a higher 
acceleration voltage, Vacc. However, Eq. (3.26) typically underestimates the true resolution 
limit as the equation does not account for detrimental experimental phenomena such as 
spherical aberration [16].
3.6. X-ray photoelectron spectroscopy (XPS)
For analysing the physical and chemical properties of surfaces, one particularly useful 
technique is XPS. This procedure involves illuminating a material, placed in an ultra-high 
vacuum (UHV) pressure of approximately 10'9 Torr [21,22], with X-rays of well-defined 
energy and measuring the kinetic energies of the resulting photoelectrons. Due to the 
quantised nature of the core energy levels, each emitted electron has a precise energy which 
is characteristic o f the orbital from which it originated. As the energy o f the incident X-rays 
is known, the binding energy of each orbital may be calculated from the kinetic energies of 
the electrons. The measured spectrum of binding energies may therefore be used to identify 
the elemental composition of the material. Moreover, the energy of a particular orbital is 
dependent on the surrounding electronic environment, resulting in a “chemical shift” o f 
binding energy to a higher or lower value than anticipated [21,22]. In the XPS spectrum, 
therefore, two peaks of similar energy may correspond to the same atomic orbital of a 
particular element, but from atoms with different electronic environments (different bonding 
arrangements, for example). In practice, thermal peak broadening may result in two closely- 
spaced signals manifesting as components of a single, asymmetric peak.
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In the following chapter, XPS is used to investigate variations in the surface chemistry 
between differently annealed ZnO nanosheets. The specific instrument used to conduct these 
measurements is a Kratos AXIS Supra system, pictured in Fig. 3.10, which utilises X-rays 
emitted from an aluminium source. By passing these X-rays through a 500 mm Rowland 
circle monochromator, the sample is exposed only to radiation from the Ka line of the 
aluminium X-ray spectrum, which has a characteristic energy of 1486.6 eV. As 
photoelectrons are generated from the sample surface they are directed into a hemispherical 
electron analyser by a magnetic immersion lens (also called a “snorkel lens”) [23], where 
they are grouped according to their kinetic energy as shown in Fig. 3.11 [24]. The electrons 
propagate through an electric field applied between two metallic plates, traversing a curved 
trajectory that is dependent on the electron velocity. For a particular strength of electric field, 
only those electrons travelling along paths with the correct radius of curvature, ro, are able to 
reach the detector at the end of the analyser; electrons which are travelling too slowly are 
deviated too strongly by the electric field, while electrons with too high a kinetic energy 
possess a trajectory which is too shallow. If the electrons were admitted directly into the 
analyser, however, the finite size o f the hemisphere would limit the minimum achievable 
energy resolution of the device, particularly in the case of the most energetic electrons. In 
order to acquire the same energy resolution regardless of the kinetic energy, the electrons are 
retarded by a system of lenses to a pre-defined “pass energy” (typically of order 10 eV) prior 
to entering the analyser. This mode of operation, wherein the system selects which electrons 
are to be detected prior to their admission to the hemispherical analyser, is referred to as 
“fixed analyser transmission” [22,25], as the electric field between the plates of the analyser 
is held constant throughout an XPS scan.
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Fig. 3.10. A photograph depicting the Kratos AXIS Supra XPS analyser employed in 
the present investigation.
Eo+ A E
Fig. 3.11. A diagram  of a typical electron analyser in an XPS system, reproduced from 
Reference [24]. Electrons with kinetic energy equal to the pass energy, £ 0, pass through 
the exit-slit at the end of the analyser and are detected, w hile all other electrons are 
discarded.
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In the case of electrically insulating materials, the liberation o f  photoelectrons results in the 
development of a positive electric charge and an associated potential barrier at the surface. 
This potential both increases the binding energy o f the core electrons, thereby linearly 
shifting the XPS spectrum, and broadens each photoelectron peak due to the charge variations 
across the surface [26-29], As the relative peak areas are used to estimate the chemical 
composition of the material, it is essential that this charging effect is counteracted. To 
replace the removed electrons, many modem XPS instruments expose the sample to a diffuse 
stream of low-energy electrons, often from a secondary electron source called a “flood gun”
[23]. Systems such as the Kratos AXIS Supra spectrometer, however, instead use “repeller 
electrodes” to redirect any electrons from the specimen which are not collected by the 
magnetic snorkel lens, returning these electrons to the analysed area of the surface. As 
shown by the diagram in Fig. 3.12 [23], filaments located behind the repeller electrodes 
produce additional electrons that migrate through the snorkel lens and follow the magnetic 
field lines to the sample surface, further compensating for the liberated photoelectrons.
Trajectories of Photoelelctrons 
A A  entering the lens
Filament to generate 
additional electrons
Repeller
Electrode /  Magnetic 
/  Field Lines
Trajectory of a /  
low energy electron X-rays
Sample
Fig. 3.12. A diagram  of a typical charge compensation system in an XPS instrum ent 
which employs a magnetic snorkel lens, reproduced from Fig. 4 of Reference [23]. Any 
electrons which are not gathered by the magnetic field between lens and sample are 
reflected back to the surface by a “ repeller electrode” , while additional electrons are 
generated by filaments located behind these electrodes.
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Although the system illustrated in Fig. 3.12 is able to effectively compensate for any 
positive surface charge, the different ground potentials of the spectrometer and the sample 
surfaces may lead to a disparity between the measured electron binding energies and their 
“true” values [23]. To account for this error, the measured binding energies are 
conventionally shifted linearly so that the C Is peak attributed to adventitious hydrocarbons, 
which is present at the surface o f most samples, appears at its characteristic binding energy 
value of 285.0 eV [23].
As photoelectrons are ejected from the core energy levels of a material, electrons from 
higher levels may relax to replace them. In doing so, the residual energy may be transferred 
to other core electrons which are subsequently emitted from the sample. This phenomenon is 
known as the Auger process, and results in additional peaks in the XPS spectrum [25]. It is 
instructive to note that the energy imparted to Auger electrons is equal to the energy 
difference between two core energy levels, and consequently does not depend on the energy 
of the incident X-rays. It follows that the binding energy of an Auger electron varies 
according to the X-ray energy, a property which may therefore be used to distinguish these 
electrons from the core photoelectrons. Each Auger peak of the XPS spectrum is labelled by 
three letters, each corresponding to the core orbital involved during a particular stage of the 
Auger process. For example, in a “KLM” process the incident X-ray excites a photoelectron 
from the Is orbital (contained in the K shell), the resulting hole recombines with an electron 
from a 2p orbital (in the L shell), and an Auger electron is subsequently ejected from a 3p 
orbital (in the M shell) [30]. Possible Auger processes are summarised by the diagram in Fig. 
3.13 [30], which also depicts alternative processes in which the energy from de-exciting 
electrons is emitted in the form of an X-ray.
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Fig. 3.13. A diagram depicting the Auger processes that may occur following the 
emission of a photoelectron from a material. The diagram is reproduced from Fig. 1 of 
[30].
As was discussed earlier in relation to the SEM technique, the escape depth o f electrons 
from a sample is dependent on their kinetic energy. At kinetic energies above -100 eV, the 
escape depth increases due to the higher inelastic mean free path (IMFP) of the electrons [BI­
ST]. At lower energies, however, the opposite is true; inelastic electron scattering induces a 
higher proportion of plasmons as the kinetic energy of electrons is increased [25], thereby 
lowering the escape depth. Across a wide range of materials the escape depth is minimised at 
a kinetic energy value of 50-100 eV, where the IMFP typically diminishes to less than 1 nm 
[33-35]. The characteristic relationship between the IMFP and kinetic energy, depicted in 
Fig. 3.14 [25], is often referred to as the “universal curve” due to its general applicability to a 
plethora of materials.
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Fig. 3.14. A plot showing a typical relationship between the inelastic mean free path of 
electrons and their kinetic energy, reproduced from Fig. 2 of Reference [25].
In addition to using XPS to identify the core orbitals that are present in a sample, the 
technique may be employed to measure the maximum energy of the valence band (the 
“valence band maximum”, or VBM) relative to the Fermi level of the material. In general, 
XPS systems are calibrated so that the Fermi energy coincides with zero binding energy, 
allowing the energy difference between the Fermi level and the VBM to be identified as the 
binding energy at which the measured electron count goes to zero [38^12]. Some 
instruments incorporate an analogous procedure called ultraviolet photoelectron spectroscopy 
(UPS), in which electrons are excited from the specimen using ultraviolet radiation rather 
than X-rays. Due to the low energy of the incident radiation, this procedure affects only 
electrons contained within the valence band and cannot, therefore, be used to explore the core 
energy levels of the material. However, as demonstrated by the UPS valence-band scan 
depicted in Fig. 3.15 [43], the maximum binding energy at which electrons are ejected allows 
the work function of the sample to be estimated, a parameter which cannot be determined 
using XPS. More specifically, the work function is equal to the difference between energy of 
the incident radiation and the maximum binding energy of emitted electrons [43—47], which 
may be deduced by first recognising that photoelectrons at the high-binding energy cut-off
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point must have zero kinetic energy (otherwise it would be possible for more strongly-bound 
electrons to be ejected).
Fig. 3.15. Diagrams showing important energy levels and differences in a 
semiconductor (a) and a typical UPS spectrum obtained after illuminating a 
semiconducting material using ultraviolet radiation of energy 21.22 eV (b), reproduced 
from Fig. 1 of Reference [43]. The work function (WF) of the sample, defined as the 
energy difference between the Fermi energy (2TF) and the vacuum level ( £ Vac)? and the 
difference between the Fermi level and the valence band maximum (2*vbm) may be 
estimated from the cut-off energies of the UPS spectrum, as indicated.
3.7. Photoluminescence (PL) spectroscopy
Another particularly useful spectroscopic technique is PL spectroscopy, in which the 
emission wavelengths of electrons within a material are measured following their excitation 
by an ultraviolet laser [48,49]. In the present study, a 7.8 mW Melles-Griot He-Cd laser, 
pictured in Fig. 3.16 (a), was used to produce an intense ultraviolet beam of wavelength 325 
nm. The beam was directed into a band-pass filter via an optical fibre to remove any higher- 
order resonant peaks, before being passed through another optical fibre and a stainless steel 
ferrule to illuminate the sample. As shown by Fig. 3.16 (b), the ferrule was tilted at a 45°
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angle to the sample surface whereas the emitted light was collected by a second stainless steel 
ferrule at an angle o f  90°, parallel to the surface normal. This configuration was employed in 
order to minimise the collection of reflected laser-light, whilst maximising the number of 
sampled photons emitted from the illuminated material. The ferrule-sample distances were 
adjusted to maximise the intensity o f  the collected light. Due to losses in the optical fibre, the 
incident radiation had a measured power of 1.8 ± 0.1 mW, as measured using a handheld 
Thorlabs power meter. As the laser beam was focussed over an area of approximately 1 mm, 
the incident power density was estimated as ~2.3xl 06 mW m 2. Following collection, the 
emitted radiation was focussed into a low-pass filter via an optical fibre to discard any ultra­
violet light of wavelength 350 nm or lower, thereby removing any reflected laser-light which 
may be present. The filtered emission spectrum was measured using an Ocean Optics USB 
2000+ spectrometer, with the measurement time set to ensure maximum signal intensity 
without saturation. Each PL spectrum was averaged over three scans to suppress background 
noise.
Fig. 3.16. Photographs showing the 7.8 mW Melles-Griot He-Cd laser (emitting at light 
of wavelength 325nm) (a) and the configuration of em itter and collector ferrules (b) 
employed in the present investigation (the red arrows indicate the direction of the 
incident laser and the emitted light from the square sample).
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The excitation of electrons from the valence band of a semiconductor to the conduction 
band typically results in the formation of an entity known as an “exciton”, which consists of 
an electron that is electrostatically bound to a hole in the valence band [50]. The binding 
energy of free excitons in ZnO is usually quoted as 60 meV [50-55], which is significantly 
higher than the kinetic energy of the electrons at room temperature. The excitons in this 
material are therefore long-lived during a room temperature PL experiment, allowing the 
electron and hole to recombine radiatively by releasing energy in the form of a photon. In a 
direct band gap semiconductor such as ZnO, the energy of this radiation is equal to the band 
gap of the semiconductor minus the exciton binding energy, and is consequently only 
marginally lower than the energy of the band gap. For this reason, the PL signal attributed to 
electron-hole recombination is commonly referred to as the “near-band-edge”, or NBE, peak, 
and provides an estimate of the semiconductor band gap.
At sufficiently low temperatures (10K, for instance), it is possible to resolve the NBE signal 
o f the PL spectrum into several distinct peaks. Many materials, including ZnO, contain inter­
band donor and/or acceptor states which may interact with an exciton, altering the binding 
energy of the electron-hole pair [48,50-60]. It has been shown by various authors that the 
binding energy of bound excitons scales in direct proportion to the binding energy of the 
associated donor or acceptor species, a relationship known as Hayne’s rule [52,53,55,58,59]. 
An example of a low-temperature ZnO NBE signal is depicted in Fig. 3.17, which is 
reproduced from Fig. 3 of Reference [52], where the different component peaks have been 
attributed to excitons bound to either neutrally-charged donors (conventionally labelled D°) 
or neutrally-charged acceptors (denoted A0). The excitons themselves are, by convention, 
represented by the letter X and suffixed by the letter A, B or C, which identify the valence 
band in which the hole is created [52-54,59,61] (the valence band of ZnO is split into three 
separate bands by crystal field and spin-orbit interactions [53]). Other components of the 
NBE peak are attributed to “rotator states”, which are commonly identified as excited states 
of the donor-bound excitons [52,54,56,59,61].
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Fig. 3.17. An NBE PL spectrum of ZnO obtained at a temperature of 10 K, reproduced 
from Fig. 3 of Reference [52]. The NBE signal contains components from both donor- 
bound excitons (D°X) and acceptor-bound excitons (A°X).
Inter-band defect states also provide more direct contributions to the PL spectrum; 
following the promotion of valence electrons to the conduction band, photonic emission may 
result from recapture of the electrons by acceptors or the de-excitation of donor electrons to 
the valence band [49], It is important to note, however, that conduction band electrons may 
alternatively return to the conduction band through non-radiative processes, producing 
phonons as opposed to photons. As these phenomena do not generate photons, the 
corresponding optically-inactive defect states cannot be identified from the PL spectrum.
In the case of ZnO, a plethora of optically-active donor and acceptor inter-band states have 
been detected. In particular, authors have attributed PL emission in the visible range of 
wavelengths to species such as oxygen vacancies [62-74] (denoted Vo), zinc vacancies 
[62,65,70-72,74] (Vzn), interstitial oxygen [62-67,70,71] or zinc ions [62,65,71,72,74] (O; 
and Znj, respectively), and antisite oxygen [62,67-69,71] or zinc ions [62,67] (generally
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labelled Xy, where an ion of X is located where an ion of Y ought to exist). A diagram 
showing the energies of various inter-band states in ZnO is displayed in Fig. 3.18 [67], which 
also depicts the expected transitions between these states and either the conduction or valence 
band; it should be recognised, however, that the precise energies of these inter-band states 
remains a subject of heated debate [74].
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Fig. 3.18. A diagram showing the calculated energies of various inter-band defect states 
in ZnO, reproduced from Fig. 4 of Reference [67].
3.8. Gas sensing experiments
Following characterisation of the LBZA and ZnO nanosheets using the techniques detailed 
in the previous sections, the remainder of the investigation employs gas sensing experiments 
to explore the chemical and physical properties of the ZnO surface. Here, the experimental 
setup used during these studies shall be described in detail; the theoretical aspects of the tests 
have been extensively reviewed in Chapters 1 and 2, so shall not be considered further.
Despite the multitude of different gas sensing investigations undertaken in the following 
chapters, there are several experimental variables which remain constant throughout. For 
instance, all of the tests were conducted under continuous gas flow at a rate o f 400 mL m in'1, 
which was held constant by Aalborg mass flow controllers (MFCs) regardless o f the gas 
composition. In all cases, the flow was predominantly comprised of nitrogen and oxygen,
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mostly in a 4:1 ratio, respectively, and manual valves were used to replace a fraction of the 
nitrogen with a reducing gas, as required. Each reducing gas was introduced at a 
concentration of 1000 ppm in nitrogen, and was subsequently further diluted by the 
simultaneous flow of oxygen and nitrogen through the system. By using an MFC to adjust 
the flow rate of the 1000 ppm reducing gas into the sample chamber, it was possible to 
precisely control the final concentration of the reducing gas. Accounting for the flow rate 
limitations of the MFCs, reducing gas concentrations in the range 50-200 ppm could be 
reliably achieved.
The gas sensing chamber used throughout the experiments, which, in addition to the sample 
holder and the surrounding tubing and instrumentation, was assembled by the author, is 
photographed in Fig. 3.19, and the overall system is illustrated in Fig. 3.20. During an 
experiment, oxygen, nitrogen and a particular reducing gas entered the stainless steel sample 
chamber via polyurethane or stainless steel tubing, as controlled by the Aalborg MFCs 
shown. While two of the MFCs were dedicated to nitrogen or oxygen throughout a given 
test, the third was used to control the flow rate of either pure nitrogen or the 1000 ppm 
reducing gas, depending on the phase of the experiment; the valves were used to pass pure 
nitrogen through the MFC during the “o ff’ phase of the test, and then switched to replace the 
nitrogen with the reducing gas during the “on” phase. By utilising the same three MFCs 
throughout a gas test, it was possible to ensure a constant total rate of gas flow through the 
system. When switching between pure nitrogen and the 1000 ppm reducing gas, 
accumulation of gas at the inlet of the previously closed valve could result in a transient 
pressure spike and briefly destabilise gas flow through the corresponding MFC. To minimise 
the effect of this pressure spike on the sample, gases were allowed to exit the system prior to 
the sample chamber through an “exhaust valve” installed at the outlet of the MFC, which was 
kept open until the MFC was perceived to be maintaining a stable flow of gas.
Fig. 3.19. A photograph of the custom-built “S”-shaped gas sensing cham ber used in 
the present investigation. Gases entered through the black-handled valve at the left of 
the photograph (shown closed) and exited via a similar valve in the top-right of the 
picture. The sample, w hich was situated close to the second bend of the cham ber at the 
top of the image, was connected to the external circuitry via the four contacts of the 
electrical feedthrough w hich appears at the bottom of the picture.
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Fig. 3.20. A schematic of the overall gas sensing system, showing the positions of the gas 
bottles (N2, O2 and 1000 ppm of reducing gas X in N2) and the tubing and valves 
connecting to the gas sensing cham ber. The “ I” ports of the Keithley 2000 m ultim eter 
were used to m easure the current through the heating track of the sample, while the 
“ R/V” ports were employed to measure either the resistance of the sensor (as shown) or 
the potential difference across the heating track (by connecting the wires across the two 
low er prongs of the electrical feedthrough). The values associated with each mass flow 
controller (MFC) denote the attainable range of flow rates in units of mL min \
102
Within the sample chamber, a four-pronged stainless steel electrical feedthrough 
(manufactured by Lewvac) provided electrical connections to a custom-built slate sample 
holder, as pictured in Fig. 3.21 (a). A typical sample consisted of ZnO nanosheets deposited, 
as outlined previously, onto alumina-mounted inter-digitated contacts (purchased from the 
Electronics Design Centre at Case Western Reserve University in Cleveland, Ohio) with a 
spacing o f  300 pm, as shown in Fig. 3.21 (b). The underside of the alumina-based support, 
henceforth to be referred to as a “gas sensing substrate”, was patterned with a continuous 
platinum track which was used to electrically heat the sample, illustrated in Fig. 3.21 (c). 
Silver pads were present on both sides of the substrate to provide electrical contact between 
the platinum tracks and the substrate holder. To link the sample to the external circuitry via 
the electrical feedthrough, the sample holder connected each o f  the four prongs to a separate 
contact pad via stainless steel bolts and clips, all electrically insulated from one another by 
the slate mounting. The sample resistance was measured using a Keithley 2000 multimeter, 
and the heating current was provided by a standard adjustable 0-32 V, 0-3 A PID-controlled 
laboratory power supply.
Fig. 3.21. A photograph showing a gas sensing substrate connected to the electrical 
feedthrough of the gas sensing cham ber via a custom -built substrate holder (a), and 
diagram s depicting the topside (b) and underside (c) of the substrate.
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As no thermocouple was connected to the sample during a gas test, it was not possible to 
directly measure its temperature. Instead, it was necessary to estimate the sample 
temperature from the measured resistance o f the heating track, which required knowledge of 
the relationship between these two quantities. To this end, the temperature-dependence of the 
heating track resistance o f each gas sensing substrate was measured outside the sample 
chamber prior to deposition of the ZnO nanosheets, using a thermocouple to measure the 
substrate temperature for a given applied potential difference. By measuring the current 
through the heating track using the Keithley 2000 multimeter, Ohm’s Law could be used to 
plot the resistance as a function of temperature as demonstrated in Fig. 3.22. To minimise 
uncertainty in the measured quantities, both the applied potential difference and the current 
were measured continuously for approximately three minutes, and the temperature was 
recorded at regular intervals (typically every twenty seconds) during this period.
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Fig. 3.22. A plot showing the resistance of a heating track as a function of temperature, 
which may be used as a calibration plot to calculate the temperature of the sensor from 
the heating track resistance during a gas sensing experiment.
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In a typical gas sensing test, the sensor resistance was measured every two seconds over a 
period of thirty minutes, with the reducing gas introduced after one minute and turned off 
following a further fifteen minutes. Each data point was recorded over five cycles of the 
mains signal, thereby reducing the effect o f any electrical current spikes which might arise 
during measurement. Fig. 3.23 shows a typical scan obtained by exposing ZnO nanosheets to 
carbon monoxide at a concentration of 200 ppm in dry air, at a temperature of approximately 
400°C. The slight delay in the electrical response following the introduction of carbon 
monoxide may be attributed to the time required for the gas to flow from the valve to the 
sensor. The recovery of the sensor is similarly delayed due to the carbon monoxide taking a 
finite time to exit the sample chamber after this gas is turned-off.
CO on CO off
0 5 10 20 25 3015
Time / minutes
Fig. 3.23. A typical resistance scan obtained by exposing ZnO nanosheets to carbon 
monoxide at a concentration of 200 ppm in dry air, at a temperature of approximately 
400°C. The times at which the carbon monoxide was turned on and off are indicated on 
the plot by dashed lines.
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Chapter 4 -  Characterising the surface 
properties of LBZA and ZnO nanosheets
4.1. Introduction
In Chapter 2 it was remarked that the commercial suitability o f ZnO nanostructures is often 
limited by their low growth rate, which necessitates a growth time of several hours in many 
wet-chemical synthesis procedures. By contrast, microwave-based techniques are inherently 
rapid and are typically able to produce a high yield of nanostructures in just a few minutes, 
thereby enhancing the viability of the materials. It is for this reason that the present 
investigation employs a microwave-based procedure to procure an aqueous suspension of 
layered basic zinc acetate (LBZA) nanosheets which, following deposition, may be thermally 
decomposed to ZnO. In this chapter, the chemical properties of the decomposition process 
are explored via thermogravimetric analysis (TGA), and physical characterisation of the 
resulting ZnO nanosheets is achieved using Brunauer, Emmett and Teller analysis (BET), 
scanning electron microscopy (SEM) and X-ray photoelectron spectroscopy (XPS). To 
investigate the optical defects in the material, the photoluminescence (PL) properties of the 
nanosheets are examined at different stages of decomposition.
4.2. Experimental methods
4.2.1. Sample preparation
A suspension of LBZA nanosheets was obtained using the microwaving procedure detailed 
in the previous chapter, and was subsequently centrifuged into deionised water. Following 
the final centrifugation stage, the residue of LBZA nanosheets was dried on a hot-plate at 
60°C and ground into a powder. Samples of the powder were then packed into an alumina 
crucible and annealed in a tube furnace at different temperatures, passing a 900 mL min' 1
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flow of dry air through the furnace and annealing at the requisite temperature for thirty 
minutes. For the SEM analysis and spectroscopic studies, the cleaned LBZA nanosheet 
suspension was drop-cast onto silicon either annealed alongside the powder samples or 
heated on a hot-plate as required.
4.2.2. Thermogravimetric analysis (TGA)
To investigate the thermal decomposition of the LBZA nanosheets, a 38.8 mg sample o f the 
LBZA nanosheet powder was analysed using a Perkin Elmer STA (Simultaneous Thermal 
Analyser) 6000 instrument. In a nitrogen atmosphere, the powder was heated at a rate o f 5°C 
min' 1 up to 450°C, allowing the mass o f the sample to be measured as a function of 
temperature.
4.2.3. Scanning electron microscopy (SEM)
During the thermal decomposition process, the conversion of LBZA to ZnO results in the 
formation of distinct nanoparticles within each nanosheet. To measure the distribution of 
nanoparticle sizes, the ZnO nanosheet samples were examined using a Hitachi S4800 field 
emission scanning electron microscope at an accelerating voltage of 5 kV. Three locations 
were inspected on each sample, ensuring that a total of at least fifty independent nanoparticle 
measurements were obtained for every annealing temperature.
4.2.4. Brunauer, Emmett and Teller (BET) analysis
The specific surface area o f each powder sample was measured using a Quantachrome 
Nova 2000e gas sorption system, via BET analysis. The nitrogen adsorption and desorption 
characteristics were measured for powders annealed at 400°C, 600°C and 800°C, as well as 
the untreated LBZA powder. After measuring the volume of nitrogen adsorbed as a function 
o f the relative pressure, P/Po (as defined in Chapter 3), the BET model was applied to data 
obtained between relative pressures of 0.15 and 0.3.
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4.2.5. X-ray photoelectron spectroscopy (XPS)
The surface composition of the nanosheets was investigated using a Kratos AXIS Supra X- 
ray photoelectron spectroscopic analyser. By exposing the samples to monochromated X- 
rays of energy 1486.6 eV from an aluminium source, the O (ls), C(2p) and Zn(2p) core-level 
peaks were measured using a step-size o f 50 meV and a pass energy of 20 eV. The resulting 
XPS spectra were analysed using the CasaXPS program.
4.2.6. Photoluminescence (PL) spectroscopy
To further explore the variation of the LBZA nanosheet structure during thermal 
decomposition, a sample of LBZA nanosheets on silicon was heated stepwise on a hot-plate 
at temperatures up to approximately 270°C, maintaining each temperature for a period of ten 
minutes. The temperature was measured accurately using a K-type thermocouple. After each 
temperature step, three points on the sample were illuminated in turn by a 325 nm Melles- 
Griot He-Cd laser at an incident power density of ~2.3xl 06 mW m"2. The electromagnetic 
spectrum from each point was recorded using an Ocean Optics USB 2000+ spectrometer, 
measuring over a wavelength range of 350-850 nm. To ensure that any spectral variations 
between successive heating steps were the result o f the increased temperature rather than the 
additional heating time, four similar samples were each heated for ten minutes at a single 
temperature in the range 130-290°C. The PL spectra of the furnace-annealed samples, which 
were heated to temperatures between 400°C and 800°C, were measured in an identical 
manner, again measuring the spectrum at three different locations on each sample.
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4.3. Results and discussions
4.3.1. The variation of nanosheet mass as a function of temperature
As LBZA nanosheets are annealed, the material thermally decomposes to ZnO. To identify 
the intermediate transitions during this process, one may employ thermogravimetric analysis, 
wherein the mass o f a powdered sample is measured continuously as its temperature is 
gradually increased. Fig. 4.1 shows the mass variation of an LBZA powder as a function of 
temperature, which was increased at a rate of 5°C m in'1. If one assumes that the starting 
material is LBZA containing two intercalated water molecules for every five Zn ions [1-7], 
the initial decrease in mass at temperatures below 110°C may be attributed to the liberation of 
this water.
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Fig. 4.1. A plot showing how the mass of an LBZA nanosheet powder varies as a 
function of temperature. To assist analysis, the mass is normalised with respect to the 
starting value.
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Following the removal of the intercalated water, the mass of the powder diminished more 
rapidly as the temperature was ramped to 140°C, decreasing to approximately 84% of the 
starting value. This stage of the decomposition process corresponds to the reaction of 
hydroxide ions within the structure, which proceeds according to the equation [7-11]
Zns (CH3C 02) 2(0H )8 Z n 5(CH3C 02) 2(0 H )8_2;c0^ +  xH 20  (4.1)
where * is any positive number, integer or otherwise, between zero and four. If the hydroxide 
ions were to react to completion, the overall reaction could be written as
Zn5(CH3C 02h (O H )8 -+ Zn5(CH3C 02)20 4 +  4 H20  (4.2)
However, complete removal of the hydroxide ions would result in the mass dropping to 
approximately 82.5% of its original value, which is marginally lower than the measured mass 
at this temperature. It is therefore likely that while the majority of the hydroxide ions are 
removed as the temperature is raised to 140°C, a small proportion remain in the structure.
Following the removal of the hydroxide ions, the chemical formula more closely resembles 
ZnO, the expected final product. Increasing the temperature to 270°C resulted in the mass 
decreasing to 72% of the starting value, which may be ascribed to the decomposition of the 
acetate groups to form molecules of water and carbon dioxide. It is important to note, 
however, that complete conversion to ZnO would lead to the mass decreasing to 
approximately 66% of the starting value, indicating that a significant proportion of the acetate 
ions are yet to decompose at this temperature. Indeed, if the hydroxide ions are completely 
reacted as in Eq. (4.2), the stoichiometry of the resulting compound suggests that further 
decomposition to ZnO is only possible if products other than water and carbon dioxide are 
produced. The complex nature of this decomposition stage is implied by the plot; as the 
temperature is raised above 270°C, the variation of mass as a function of temperature is much 
more gradual than at lower temperatures. Moreover, the mass of the final product was 
measured as approximately 69% of the starting value, which is around 3% higher than 
anticipated; this measurement suggests that the material differs significantly from pure ZnO, 
possibly containing residual carbon within its structure.
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4.3.2. The relationship between surface area and annealing temperature
In addition to studying the thermal decomposition of the LBZA nanosheets, it is important 
to also consider how the resulting ZnO is affected when the annealing temperature is varied. 
To this end, SEM was employed to measure the distribution of nanoparticle sizes within the 
ZnO nanosheets following annealing at different temperatures. As indicated by the images in 
Fig. 4.2, the mean nanoparticle diameter increased significantly as the annealing temperature 
was increased, with the most marked change observed following an 800°C anneal. It is also 
evident that significant sintering occurred at temperatures of 700°C and above. A more 
quantitative analysis of the particle size is depicted in Fig. 4.3, which shows that the mean 
nanoparticle diameter increased from 18 nm at 400°C to 101 nm at 800°C. The uncertainty in 
the mean nanoparticle size at each temperature was determined from the standard deviation 
of at least fifty independent measurements taken from three different locations on the sample. 
An uncertainty of ±30°C has been assumed for each temperature, based on previous 
measurements of the temperature fluctuation within the tube furnace using a K-type 
thermocouple.
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Fig. 4.2. SEM images displaying a typical ZnO nanosheet (a) and the observed 
topography of the nanosheet surface following annealing treatments at 400°C (b), 500°C 
(c), 600°C (d), 700°C (e) and 800°C (f).
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Fig. 4.3. A plot of the mean nanoparticle size as a function of the annealing 
temperature.
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To supplement the SEM measurements, one may utilise BET analysis to determine the 
specific surface area o f ZnO nanosheets following different annealing treatments. Fig. 4.4 
depicts the measured volume o f adsorbed nitrogen, per gram of powder, as a function o f the 
normalised pressure, P/Pq (where P and Pq are the nitrogen pressure and atmospheric 
pressure, respectively), for differently annealed powders. Each curve was obtained by 
gradually increasing the pressure, and is therefore referred to as an “adsorption curve”. The 
adsorption curves have been subsequently used to construct the BET plots displayed in Fig.
4.5, from which the specific surface area o f each powder may be estimated as discussed in 
Chapter 3. For this calculation it is imperative that only the linear portion o f each BET plot is 
used, and from Fig. 4.5 it is apparent that the required linearity exists for P/P0 values between 
0.15 and 0.3. The relationship between the specific surface area and annealing temperature is 
shown in Fig. 4.6. Upon annealing the LBZA powder there is a clear increase in the surface 
area per unit mass of material, which is likely due to the mass o f each nanosheet decreasing 
by a factor of approximately one third during thermal decomposition to ZnO. The specific 
surface area of the material diminishes as the annealing temperature is elevated from 600°C 
to 800°C, plausibly due to the enlargement and sintering o f nanoparticles observed 
previously. It is instructive to note that the calculated surface area values are similar to those 
o f similar ZnO nanostructures reported elsewhere [6,12-16], which typically lie in the range 
13—46 m 2 g"1.
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Fig. 4.4. Adsorption plots showing the volume of nitrogen adsorbed per unit mass of 
nanosheets as a function of increasing pressure, following annealing treatm ents at 
different tem peratures. The system was maintained at a tem perature of 77 K.
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Fig. 4.5. BET plots obtained following annealing treatm ents at different tem peratures, 
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Fig. 4.6. A plot showing the relationship between the specific surface area and the 
annealing tem perature. The surface area values are calculated by fitting the BET 
equation to the plots in Fig. 4.5, as detailed in C hapter 3.
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4.3.3. Influence o f annealing temperature on the surface chemistry
It has been demonstrated that the physical form of the nanosheets changes significantly as 
the annealing temperature is varied, but the effects on the internal structure of the ZnO has 
yet to be considered. By examining the samples using XPS, it is possible to determine how 
the atomic ratios of different elements are affected by the annealing temperature, in addition 
to deducing the presence of surface groups. In Fig. 4.7, the C Is peaks of differently 
annealed samples are overlaid, in addition to spectra corresponding to untreated LBZA 
nanosheets. In each case, the measured count rate of electrons has been normalised with 
respect to the amplitude of the signal. It should be noted that the LBZA spectrum was 
acquired using the charge compensation facility of the XPS instrument to avoid electronic 
depletion of the sample; due to the electrically insulating nature of the material, the 
generation of photoelectrons leads to the sample acquiring a positive charge, which acts to 
increase the measured binding energy values and broaden the spectral peaks. By 
compensating for the charging effects, the XPS spectrum is shifted to lower values of binding 
energy and the peak broadening is suppressed.
To successfully correct the binding energies of the LBZA XPS spectrum, it is helpful to 
recognise that when a carbon atom is bonded to hydrogen or another atom of carbon, the 
corresponding C Is signal typically appears at a binding energy in the vicinity of 285 eV [17- 
19]. When the carbon atom forms a a-bond to an atom of oxygen, the binding energy of the 
C Is peak is generally increased to around 287 eV [19-21], while a C -0 double bond yields a 
C Is signal at a binding energy of approximately 289 eV [17,19-22]. These characteristic C 
Is binding energy values are witnessed across a wide range of dissimilar compounds, 
providing a general guide which may be used to adjust the measured binding energies o f a 
charged sample accordingly. In the present example, the annealed ZnO nanosheet samples 
may indeed be deconstructed into the three anticipated components; as shown by Fig. 4.8, the 
primary contribution to each peak is centred at a binding energy of 285.1-285.2 eV, with 
smaller components appearing at energies of 286.7-286.8 eV and 289.0-289.3 eV. Each 
component has been fitted using a Gaussian-Lorentzian function, in accordance with common 
practice. As shown by the dashed black line in Fig. 4.7, the C Is signal of the untreated 
LBZA nanosheets is centred at a much lower binding energy of 279.0 eV. To realise physical
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binding energy values for the three components, it is necessary to translate the whole 
spectrum in a positive direction along the x-axis of Fig. 4.7, increasing the binding energy by 
approximately 6.1 eV. In this way, the C Is signal may be deconstructed in a similar manner 
to before; following the adjustment, the peak contains three components centred at binding 
energies of 285.1 eV, 286.4 eV and 289.5 eV.
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Fig. 4.7. XPS spectra showing the C Is peaks of LBZA nanosheets annealed at different 
temperatures. Each spectrum is normalised with respect to the signal amplitude. The 
measured spectrum of the untreated sample, depicted by the dashed black line, was 
obtained using the charge compensation facility of the XPS instrument. The spectrum 
is corrected so that the prim ary maximum appears at the same binding energy as the 
main peaks of the other spectra, as shown by the solid black line.
122
C-C component 
C-O component 
C = 0  component
e
3
. f iu
v ,53
*w
I
E
- - - - - P-----
284 285 288283 286 289 290 291
Binding energy / eV
Fig. 4.8. The C Is XPS spectrum  of ZnO nanosheets annealed at 400°C. The measured 
data are displayed as open circles, while the fitted curve is shown by a solid black line. 
The three Gaussian-Lorentzian components contributing to the fit are represented by 
solid coloured lines.
As each component o f the C 1 s may be considered separately, it is possible to compare the 
relative abundances o f the carbon-containing surface groups. Unfortunately, materials are 
commonly contaminated by a layer o f adventitious carbon from the surroundings, impeding 
the analysis. For the comparison to be meaningful, it is therefore essential to subtract any 
contributions attributed to the adventitious carbon from the measured signal. In this instance, 
it is to be assumed that the bulk o f each annealed sample contains only zinc and oxygen, so 
that any carbon encountered at the surface may be regarded as contamination. Although it is 
possible that some o f the carbon in the annealed samples originates from the LBZA starting 
material, it should be noted that the areas enclosed by the C Is signals o f the annealed 
samples vary by just 4%. The similarity o f the C Is areas implies that the abundance o f each 
carbon species is not dependent on the annealing temperature, supporting the suggestion that 
the carbon is adventitious in nature. After averaging over the five annealed samples, each 
component o f the C Is signal may be subtracted from the corresponding component o f the 
untreated LBZA sample, as illustrated in Fig. 4.9. Fitting the resulting C Is spectrum as 
before, the area o f the component at lowest binding energy is approximately 4.4 times larger
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than that o f the central component. In turn, this component has an area which is 3.7 times 
smaller than the area o f the component appearing at highest binding energy.
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Fig. 4.9. The C Is XPS spectrum  of untreated LBZA nanosheets. The measured data 
are displayed as open circles, while the fitted curve is shown by a solid black line. The 
three LBZA G aussian-Lorentzian components are represented by solid coloured lines, 
and the contribution from adventitious carbon is show n by a dashed black line.
The presence o f the three components in the C 1 s spectrum of the LBZA nanosheets does 
not follow trivially from theory; as discussed in Chapter 1, LBZA is typically described by 
the chemical formula Zn5(OH)8C2H3 0 2 .2 H2 0  [1-5,7], where the carbon atoms are distributed 
equally between the two distinct chemical environments o f an acetate group. However, it is 
possible that a third environment is created due to reaction o f the acetate group with other 
species [23], To account for all o f the carbon atoms bonded to directly to oxygen atoms 
within the acetate ions, one must therefore sum the two highest energy components o f the C 
Is signal. The combined area o f these two components corresponds to approximately half o f 
the total area o f the peak, as expected from the chemical formula.
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Having considered the C Is spectra, one may compare the O Is peaks of the six samples.
In Fig. 4.10, the O Is peaks o f differently annealed samples are overlaid following 
normalisation o f the electron count rate with respect to the signal amplitude, as before. It was 
established from Fig. 4.7 that the measured spectrum of the untreated LBZA nanosheets 
should be energy shifted due to electrical charging o f the sample; more specifically, it was 
shown that the binding energy values must be increased by approximately 6.1 eV. The 
LBZA spectrum in Fig. 4.10 is plotted following this adjustment to the measured binding 
energy values. For each annealed sample, the signal consists o f a strong primary peak at a 
binding energy o f 530.4-530.5 eV and a “shoulder” peak at higher binding energy, centred at 
around 532 eV. It is apparent that the shoulder peak, which is commonly attributed to 
oxygen-containing surface species [24-28], varies little between 400°C and 700°C, but 
increases substantially at an annealing temperature of 800°C. By contrast, the O Is signal o f 
the untreated LBZA nanosneets appears as a broad, symmetric peak centred at a binding 
energy o f 532.0 eV.
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Fig. 4.10. XPS spectra showing the O Is peaks of LBZA nanosheets annealed at 
different tem peratures. Each spectrum  is normalised with respect to the signal 
amplitude. The m easured spectrum  of the untreated sample, depicted by the solid black 
line, was obtained using the charge compensation facility of the XPS instrum ent, and 
the binding energies of this spectrum  have been adjusted as in Fig. 4.7.
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A more detailed physical interpretation of the O Is spectra may be achieved by 
deconstructing the signals into their constituent Gaussian-Lorentzian components. As 
demonstrated in Fig. 4.11, the O Is spectra o f the annealed samples are well-represented by 
four independent components. The first o f these, located at a binding energy o f 530.4-530.5
2 peV, is typically identified as the component corresponding to 0 “' ions in the bulk o f the ZnO 
lattice [25-28]. A second component appears at a slightly higher binding energy o f 531.2- 
531.3 eV; while this contribution is also commonly attributed to oxygen ions in the ZnO 
lattice (either O or O "), these species are situated in oxygen-deficient regions such as an 
interstitial site or the vicinity o f an oxygen vacancy [25-28], As aforementioned, the 
shoulder o f the O Is peak is produced by species present at the ZnO surface, and may be 
fitted by two components. It has previously been reasoned that one o f these components, at a 
binding energy o f 532.1-532.2 eV, belongs to the oxygen atoms o f surface hydroxide groups 
[29-31], whereas the second, at 532.9-533.1 eV, arises from oxygen atoms bonded to carbon 
[19,22] or contained within loosely-bound compounds such as water [25-31],
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Fig. 4.11. The O Is XPS spectrum  of ZnO nanosheets annealed at 400°C. The 
m easured data are displayed as open circles, while the fitted curve is shown by a solid 
black line. The four Gaussian-Lorentzian components contributing to the fit are 
represented by solid coloured lines.
126
The Zn 2 p3/2 peak was also measured; in this instance, the Zn 2 p3/2 signals o f the five 
annealed samples, depicted in Fig. 4.12, are located at binding energies o f 1021.8-1021.9 eV. 
After shifting the binding energy values as before, the peak corresponding to the untreated 
LBZA nanosheets is centred at a higher binding energy o f approximately 1022.1 eV, but has 
a similar width. As the Zn 2 p3/2 signal is typically not significantly affected by the electronic 
environment o f the Zn atom [32], one would anticipate only small differences to exist 
between the Zn 2 p3/2 peak of the LBZA sample and those o f the annealed ZnO nanosheets.
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Fig. 4.12. XPS spectra showing the Zn 2p 3/2 peaks of LBZA nanosheets annealed at 
different tem peratures. Each spectrum  is normalised with respect to the signal 
amplitude. The m easured spectrum  of the untreated sample, depicted by the solid black 
line, was obtained using the charge compensation facility of the XPS instrum ent, and 
the binding energies of this spectrum  have been adjusted as in Fig. 4.7.
For the annealed samples, it was previously surmised that the two lowest energy 
components o f the O Is spectrum correspond to O 2' ions in the ZnO lattice. This suggestion 
may be verified by first considering the number o f oxygen atoms contributing to the two 
components, subsequently comparing to the measured quantity o f Zn2" ions in the system.
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To correctly compare components that belong to different elemental signals, it is necessary to 
divide the measured area of each component by the appropriate “atomic sensitivity factor”, or 
ASF. For O ls  and Zn 2p3/2 signals, ASF values of 0.66 and 4.8 are typically quoted, 
respectively [33]. After scaling the enclosed component areas in this way, the atomic ratio of 
lattic oxygen (from the two low-binding energy components of the O Is peak) to zinc (from 
the total enclosed area of the Zn 2p3/2 peak) is calculated from the five ZnO samples as 1.04 ± 
0.06, which is very close to the expected value of one. However, the ratio exhibits a clear 
dependence on the annealing temperature; as shown by Fig. 4.13, the relative concentration 
o f lattice oxygen increases in proportion to the annealing temperature, possibly indicating 
that the concentration of oxygen vacancies is reduced by annealing at higher temperatures.
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Fig. 4.13. A plot showing the ratio of O2' ions to Zn2+ ions in the ZnO lattice as a 
function of the annealing temperature.
The other two components of the O ls spectra of the annealed samples, located at a binding 
energies of 532.1-532.2 eV and 532.9-533.1 eV, were previously attributed to surface 
species such as hydroxyl groups and adsorbed water molecules. Unlike the O2" ions o f the 
ZnO lattice, Fig. 4.14 shows that the concentration of oxygen atoms contained within these
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surface species depends strongly on the annealing temperature; as the temperature is raised 
from 400°C to 800°C, the ratio of these oxygen atoms to the total number of zinc atoms is 
enhanced by a factor of 1.7. It is therefore apparent that increasing the annealing temperature 
promotes the formation o f the surface species.
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Fig. 4.14. A plot showing the ratio surface oxygen to Zn2+ ions in the ZnO lattice as a 
function of the annealing temperature.
The atomic ratios of the untreated LBZA sample should also be considered. In this case, 
one must compare the total enclosed area of the O Is and the Zn 2p3/2 signals, dividing each 
by the appropriate ASF as before. Performing the calculation, a value of approximately 3.44 
is obtained for the atomic ratio of oxygen to zinc, which is considerably higher than the 
theoretical figure of 2.8 calculated from the predicted stoichiometry of the material 
(according to the chemical formula of LBZA given previously, one expects fourteen atoms of 
oxygen for every five atoms of zinc). While the cause of this disparity is unclear, it is 
possible that the unexpectedly high proportion of oxygen may be attributed to oxygen- 
containing surface species such as adsorbed water molecules.
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It is similarly straightforward to estimate the atomic ratio of oxygen to carbon in the 
untreated LBZA sample. After removing the contributions o f adventitious carbon from the C 
Is signal, the enclosed area may be divided by the ASF of the peak, which is typically given 
as 0.25 [33]. Scaling the total area of the O Is peak by its characteristic ASF value o f 0.66, 
the atomic ratio of oxygen to carbon is calculated as 2.96, which is significanty lower than 
the stoichiometric estimate of 3.5. However, if  one neglects the contributions o f intercalated 
water, which may be have been partially removed due to the ultra-high vacuum in the XPS 
analysis chamber, the ratio instead has a predicted value of 3.0, which is in good agreement 
with the experimentally acquired value.
4.3.4. The effect of annealing temperature on surface optical defects
As well as requiring a high surface area for gas adsorption, chemiresistive gas sensors also 
require favourable electrical characteristics. In the case of n-type semiconductors such as 
ZnO, the electrical conductivity is closely related to the concentration o f inter-band electron 
donor states corresponding to species such as oxygen vacancies or interstitial oxygen ions. 
One way to investigate these defect states is through PL spectroscopy, wherein the material is 
excited by a high-frequency laser to measure its characteristic emission spectrum. As 
detailed in Chapter 3, each component of the visible spectrum may be attributed to the 
relaxation of electrons either from the conduction band to a deep acceptor state or from a 
deep donor state to the valence band [34,35]. Due to the multitude of different defects 
present in ZnO, the spectrum typically contains contributions across a wide range of visible 
wavelengths. The recombination of electrons in the conduction band with holes in the 
valence band leads to a sharp signal in the ultra-violet region o f the scan, called the NBE 
peak [35^10], which facilitates estimation of the band gap.
To explore the formation of ZnO from the LBZA starting material, a sample o f LBZA 
nanosheets on silicon was heated on a hot-plate in small temperature increments up to 270°C, 
measuring the PL spectrum of the material at room temperature following each successive 
heating step. Other identical LBZA nanosheet samples were each heated for ten minutes at a 
single temperature, for comparison. Fig. 4.15 depicts the NBE peak of PL spectra over the 
measured range of temperatures, and shows that the peak position shifts to higher wavelength
130
values with increasing annealing temperature. For reference, the plot also shows the NBE 
peak of LBZA nanosheets annealed in a tube furnace at 400°C under flow of dry air. The 
presence of an NBE peak indicates that ZnO exists within the sample, and should not 
therefore be observed for LBZA nanosheets prior to decomposition. One may recall, 
however, that the TGA measurements in Fig. 4.1 suggest that the Zn(OH)2 layers of the 
LBZA begin to decompose at around 110°C, thereby introducing ZnO to the structure. 
Moreover, it is possible that the 325 nm laser is sufficiently powerful to partially decompose 
the Zn(OH)2 units, again forming ZnO and a corresponding NBE signal in the PL spectrum.
By using each peak position to calculate the corresponding band gap of the material, one 
may use Fig. 4.15 to show that the band gap decreases from a value o f 3.45 eV at 100°C to 
3.36 eV at 400°C, which is comparable to the accepted ZnO band gap of 3.37 eV [41,42]. 
These estimates, which are obtained by assuming an exciton binding energy of 60 meV, are 
plotted as a function of temperature in Fig. 4.16. The temperature uncertainty for each data- 
point has been determined from the measured standard deviation in the temperature during 
heating, with the exception of the furnace-annealed sample for which an uncertainty of ±30°C 
is assumed as before. The uncertainty in the calculated band gap typically decreases as a 
function of increasing annealing temperature due to the decreasing width of the NBE peak. It 
is clear that the calculated band gaps corresponding to the stepwise-heated sample are 
consistent with those of the samples heated at a single temperature, suggesting that the 
measured trend in Fig. 4.16 does not depend on the duration of each heating step.
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Fig. 4.15. Photoluminescence spectra showing the near-band-edge (NBE) peak of LBZA 
nanosheets following stepwise heating on a hot-plate at different temperatures (a), a 
single heat-treatment on a hot-plate at one temperature (b), or annealing under flow of 
dry air in a tube furnace (c).
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Fig. 4.16. A plot showing the variation of the band gap, calculated from the NBE peak 
position in Fig. 4.15, as a function of the annealing temperature.
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Although the defect peak of the PL spectrum is thought to depend on the nature of defects 
in the material, the physical interpretation of this visible emission is subject to heated debate 
in the literature [43]. It is common for authors to divide the peak into two or more distinct 
regions based on the colour of the emitted light, with each region then considered in isolation. 
For instance, many studies attribute the “green luminescence” at wavelengths of 490-530 nm 
to surface oxygen vacancies [34,36,44-48] or oxygen ions located on zinc lattice sites (which 
is referred to as “antisite” oxygen) [36,45,49], while the “yellow luminescence” appearing 
between 560 nm and 600 nm has been attributed to surface hydroxyl groups [40,50] or 
interstitial oxygen species [44,46^49,51]. However, although the photoluminescence of ZnO 
has been studied extensively, variation of the photoluminescence properties during thermal 
decomposition of LBZA has yet to be investigated. Combined with the contradictory nature 
of existing research, it is therefore difficult to apply the conclusions of previous studies to the 
present work.
In an attempt to analyse each defect spectrum from a physical viewpoint, it is instructive to 
first recall the TGA measurements depicted in Fig. 4.1. According to these data, the thermal 
decomposition of LBZA proceeds in three distinct stages which occur in different 
temperature regimes. Based on the interpretation of Fig. 4.1 described earlier, increasing the 
temperature to 110°C results in the removal of all intercalated water from the LBZA 
structure. As the temperature is elevated further, the Zn(OH)2 units begin to convert to ZnO, 
releasing a molecule of water for every two reacting hydroxide ions. The final 
decomposition stage occurs between 140°C and 270°C, and involves the thermal 
decomposition of the acetate ions. In the description of the LBZA structure given in Chapter 
2, these ions are located in the gaps between the planar zinc hydroxide layers [9,52-55].
The PL spectra in Fig. 4.17, Fig. 4.18 and Fig. 4.19 show how the defect peak changed 
during thermal decomposition of the LBZA nanosheets, averaged over three different areas of 
each sample. For the purposes of comparison, each spectrum has been normalised with 
respect to the peak maximum. Guided by the TGA plot of Fig. 4.1, the spectra are separated 
into two separate groups corresponding to different stages of the thermal decomposition to 
ZnO. The traces shown in Fig. 4.17, measured after heating the LBZA nanosheets at 
temperatures of 140°C or lower, may be attributed to the removal of intercalated water and
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the conversion o f hydroxide ions to the divalent oxide anions o f ZnO. Increasing the 
temperature from 66°C to 113°C is associated with a large red-shift o f the defect peak; that is, 
the components at lower wavelengths are diminished while those at higher wavelengths are 
enhanced. It is notable that the defect peaks measured after heating at temperatures o f 113°C 
and 129°C are remarkably similar, as are the positions o f their NBE peaks. This range of 
temperatures covers a large proportion o f the first sharp transition in the TGA plot, 
suggesting that the reaction o f the hydroxide ions has little effect on the PL spectrum. Since 
the two spectra were measured following different heating procedures, their similarity also 
suggests that the form o f the visible emission is not dependent on the heating time (i.e. the 
same spectrum is obtained by either heating the sample at a single temperature or heating 
sequentially at multiple temperatures). The high intensity o f the low-wavelength components 
at 66°C may possibly be attributed to the presence o f water molecules in the gaps between 
Zn(OH )2 layers, as the TGA plot reveals that the removal o f intercalated water persists up to 
approximately 110UC. Following the 141 °C heat-treatment, the high-wavelength components 
account for a higher proportion o f the overall visible spectrum. At this stage o f the 
decomposition, the hydroxide ions are almost completely reacted and the removal o f the 
acetate ions has begun.
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Fig. 4.17. Photoluminescence spectra showing the visible emission peak of LBZA 
nanosheets following stepwise heating (a) or a single heat-treatm ent (b) on a hot-plate at 
tem peratures of ~140°C or lower.
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Upon increasing the annealing temperature further, Fig. 4.18 shows that the form of the 
peak changed only slightly between 141°C and 182°C and similar spectra were obtained 
following either stepwise heating or heating at a single temperature, labelled (a) and (b), 
respectively. In the case of samples subjected to a single heat-treatment, annealing at 
temperatures above 182°C led to a significant enhancement of the low-wavelength 
components; comparing the spectra of samples heated at 232°C and 286°C, the latter exhibits 
a much higher relative intensity at wavelengths below 600 nm. It is worth noting, however, 
that the visible spectrum measured following the 232°C heat-treatment is almost identical to 
the corresponding emission of LBZA nanosheets annealed in a tube furnace at 400°C. From 
this evidence alone, it is tempting to propose that the enhancement of the low-wavelength 
emission is related to the presence of reactive intermediates formed between 232°C and 
286°C which subsequently decompose at higher temperatures; following this reasoning, one 
might expect similar spectra following the 232°C and 400°C annealing treatments provided 
that any additional surface groups generated between these temperatures do not persist up to 
400°C.
To verify the trends observed in Fig. 4.18, it is important to additionally consider the 
spectra of the stepwise-heated sample at temperatures above 180°C. Despite stepwise heating 
yielding similar spectra to singularly-heated samples at temperatures of 180°C or lower, Fig. 
4.19 shows that this consistency does not exist at higher temperatures. In particular, the 
spectra in Fig. 4.19 vary little between annealing temperatures of 179°C and 273°C using the 
stepwise method of heating, despite the large changes between comparable temperatures 
depicted in Fig. 4.18. Furthermore, the spectrum obtained after sequential heating to 273°C 
does not coincide with the spectrum acquired after annealing at 400°C in a tube furnace, with 
the former possessing much lower normalised signal intensity at wavelengths below 600 nm 
than the latter. The cause of the discrepancy between stepwise and singular heat-treatments 
is unclear, but may possible be attributed to environmental factors such as humidity, which 
was not controlled during the experiments.
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Fig. 4.18. Photoluminescence spectra showing the visible emission peak of LBZA 
nanosheets following stepwise heating on a hot-plate (a), a single hot-plate heat- 
treatm ent (b) or annealing under flow of dry air in a tube furnace (c) at tem peratures of 
~140°C or higher.
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Fig. 4.19. Photoluminescence spectra showing the visible emission peak of LBZA 
nanosheets following stepwise heating on a hot-plate (a) or annealing under flow of dry 
a ir in a tube furnace (c) at tem peratures of ~140°C or higher.
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After converting the LBZA to ZnO, heating the nanosheets to higher temperatures may alter 
the defect spectrum through the formation of defects such as oxygen vacancies. During 
analysis o f the XPS measurements, above, it was demonstrated that the composition of the 
ZnO surface is gradually modified by an increase in the annealing temperature. In particular, 
the ratio of oxygen to zinc in the ZnO lattice was found to increase as the temperature was 
raised from 400°C to 800°C, and the concentration of oxygen-containing surface species was 
also enhanced. Fig. 4.20 shows the defect spectra of separate ZnO nanosheet samples 
annealed in a tube furnace at different temperatures, in addition to a sample of LBZA 
nanosheets which were not annealed. Each spectrum has been normalised with respect to the 
respective peak maximum to aid comparison. Between 400°C and 600°C, there was a gradual 
red-shift in the peak wavelengths, while increasing the temperature to 700°C led to the 
emergence of a dominant component centred at a wavelength of approximately 520 nm. The 
spectrum obtained after the 800°C annealing treatment is strikingly similar to the defect peak 
of the LBZA material, with the two spectra exhibiting the same peak wavelength. It is 
therefore likely that the dominant emission component following the 800°C anneal 
corresponds to hydroxyl groups at the ZnO surface, producing similar contributions to the 
intercalated water molecules o f the LBZA sample. This deduction is contradictory to 
previous research, wherein hydroxyl groups are identified as a source of yellow luminescence 
[40,50]. Due to the observation that the concentration of lattice oxygen increases in 
proportion to the annealing temperature, the enhancement o f high-wavelength components 
achieved by increasing the annealing temperature from 400°C to 600°C may be attributed to 
the introduction of interstitial oxygen species, while the reduced contributions at lower 
wavelengths suggests that this emission is related to surface oxygen vacancies.
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Fig. 4.20. Photoluminescence spectra showing the visible emission peak of LBZA 
nanosheets after annealing under flow of dry air in a tube furnace at different 
tem peratures.
4.4. Conclusions
Through a combination o f multiple complementary experimental techniques, the surface 
chemistries o f both LBZA and ZnO nanosheets have been investigated. Moreover, the 
procedures have been utilised to explore the conversion o f LBZA to ZnO, identifying various 
intermediate phases during the transition. In particular, a TGA experiment has shown that the 
decomposition o f LBZA occurs in three distinct stages, namely the removal o f intercalated 
water below 110°C, the reaction o f hydroxide ions to form doubly-charged oxide ions 
between 110°C and 140°C, and the decomposition of acetate ions up to approximately 270°C. 
Investigations into the photoluminescence o f the nanosheet material at different points during 
the decomposition showed that the band gap was reduced from approximately 3.45 eV at 
100°C to 3.36 eV at 400°C.
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Following the formation of ZnO, annealing to higher temperatures had a profound effect on 
the surface chemistry. In particular, XPS analysis revealed that the proportion of oxygen in 
the ZnO lattice increases in proportion to the annealing temperature, possibly due to the 
removal of oxygen vacancies and the generation of interstitial oxygen species. These 
changes are accompanied by an enhanced concentration of oxygen-containing surface species 
such as hydroxyl radicals. By relating the XPS spectra to photoluminescence measurements, 
it was further surmised that the oxygen-containing surface groups contribute a large 
component to the low-wavelength portion o f the visible emission spectrum. Increasing the 
annealing temperature from 400°C to 600°C led to a significant red-shifting of the visible 
emission, implying that the removal of oxygen vacancies is associated with a decrease in the 
intensity of low-wavelength emission components.
The physical and chemical characterisation of ZnO nanosheets yields several significant 
practical insights. For instance, in gas sensing applications it is clearly important for the 
nanosheets to possess high surface area in order to maximise the surface to volume ratio.
SEM and BET analysis showed that increasing the annealing temperature leads to growth of 
the ZnO nanoparticles, with sintering observed at temperatures of 700°C or higher. 
Furthermore, it is possible that adsorption sites at the ZnO surface are obstructed by the 
presence of native surface species such as hydroxyl groups, which increase in abundance as 
the annealing temperature is raised. It is therefore essential to limit the annealing temperature 
during decomposition of the LBZA nanosheets.
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Chapter 5 -  Investigating the kinetics of 
CO oxidation at the ZnO surface
5.1. Introduction
In order to develop responsive gas sensors, it is helpful to first develop an understanding of 
the chemical reactions occurring at the metal oxide surface. As outlined in Chapter 2, several 
groups have formulated theoretical models of metal oxide gas sensor response based on the 
underlying kinetics o f these reactions at elevated temperatures. For systems containing 
surface catalysts such as noble metals, authors commonly employ a Langmuir-Hinshelwood 
reaction scheme between ionised surface oxygen and a reducing gas [1-7], which assumes 
that both species are adsorbed prior to their interaction. By considering the changing surface 
concentration of each species at the surface of the metal oxide, it is possible to relate the rate 
of physical reactions to measured changes in the electrical resistance of the system. However, 
the differential equations corresponding to different surface species are typically coupled, 
making it difficult to fit the model to experimental data.
In the absence of surface catalysts, the complexity of the Langmuir-Hinshelwood model 
may be avoided by instead assuming an Eley-Rideal reaction scheme [5-12]; in this regime, 
the reducing species reacts with oxygen ions directly, without first adsorbing to the surface. 
By neglecting adsorption of the reducing gas, there are fewer surface reactions to consider 
when constructing a physical description of the system. The simplicity of the Eley-Rideal 
process therefore facilitates modelling of the sensor response, enabling greater insight into 
the properties of the surface reactions.
In the present study, zinc oxide nanosheets are used to investigate the surface reactions of 
carbon monoxide. To study the formation of oxygen ions at the zinc oxide surface, the 
relationship between the sensor response and oxygen partial pressure is investigated prior to
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measuring the effects of the reducing gas. By considering only Eley-Rideal interactions 
between carbon monoxide and surface oxygen ions, rate constants are estimated for the 
ionosorption of oxygen and the chemisorption of carbon monoxide molecules. Moreover, 
comparison of rate constant values obtained at different working temperatures makes it 
possible to estimate the activation energies of the surface reactions. The model is also used 
to estimate the position of the Fermi level relative to the conduction band minimum at the 
surface of the nanosheets. The majority o f the work which appears this chapter has been 
recently published [13].
5.2. Model formulation
A simple model based on the kinetics o f adsorption and desorption processes is derived as 
follows. As a starting point, it is assumed that each adsorbed oxygen molecule dissociates 
and removes electrons from the metal oxide surface, ionising to form two singly charged 
oxygen ions. In doing so, a positively charged depletion region is formed below the surface, 
increasing the electrical resistance of the metal oxide. In the absence of a reducing gas, the 
oxygen ions remain until they recombine to form diatomic oxygen, which lowers the 
electrical resistance as electrons are returned to the metal oxide.
When carbon monoxide is added to the system it may react with the surface oxygen ions, 
forming carbon dioxide and releasing electrons back to the metal oxide. It is proposed that 
the carbon monoxide chemisorbs to the surface oxygen prior to release of carbon dioxide, 
following an Eley-Rideal reaction mechanism. The overall system is described by the 
reactions
1 _ «i _
- 0 2 +  S lte  +  e S O (5.1)
(5.2)
0  +  CO —> CO2  —* CO2  +  s i t e  +  €s
fcri _ kr2
(5.3)
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where the constants k\ and k.\ are the rate constants for formation and desorption of surface 
O' ions, respectively, while kr\ and kX2 correspond to the rate constants for the two steps of the 
irreversible reaction between the O' ions and incident carbon monoxide via a reactive 
intermediate, CO2'. As shown in Eq. (5.1), O' ions are created when an oxygen molecule at 
two unoccupied surface sites, referred to above as site, and becomes ionised by accepting two 
surface electrons, which are labelled as es~. The electrons are returned to the metal oxide 
during the processes described by Eq. (5.2) and Eq. (5.3). For conciseness, O' and CO2’ 
species at the ZnO surface shall henceforth be referred to as “surface ions”; it should be 
recognised that additional ions may also be present even in the absence of O2 or CO in the 
surrounding atmosphere, but the concentrations of such species shall be considered constant 
throughout this investigation.
It is important to note that the overall O' formation process described by Eq. (5.1) does not 
necessarily occur in a single elementary step. In order to determine the form of the rate 
equation for the reaction, it is therefore necessary to consider the rate of each o f its 
constituent mechanistic steps in turn. In the first stage of the reaction, a molecule of O2 
approaches an unoccupied surface site and becomes adsorbed. If the incident molecule is 
correctly orientated and has an appropriate kinetic energy, it may interact with the conduction 
band of the ZnO. This reaction may be written as
\ o 2 + s i t e ^ i ± 0 2,int (5.4)
where C^jnt refers to an interacting molecule of O2. The probability o f interaction is 
dependent on the temperature of the system, which is accounted for by the rate constant of 
the reaction, k\t\. However, unless the system contains pure O2 gas, not all of the molecules 
colliding at the surface are O2; the proportion of surface collisions involving O2 molecules is 
equal to P 0 2 IP1 0 1 , where P 0 2  is the O2 partial pressure and P to t is the total gas pressure of 
the system. Assuming that the dissociative adsorption of an O2 molecule at a particular site is 
not affected by the adsorption at adjacent sites, the rate o f surface site interaction per unit 
area is linearly proportional to the concentration of unoccupied sites, «vacant- Conversely, as 
one molecule of O2 simultaneously interacts with two surface sites, the rate varies in direct
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proportion to the square root of Poi/Pioi- Combining these considerations, the surface sites 
react at a rate given by
r l,l = *1.1 n vacant (5 5)
If O' and CO2" ions are present on the surface at concentrations o f [O'] and [CO{] 
respectively, «Vacant is linked to the total concentration of surface sites, «Sites, via the relation
^vacant ~  ^sites  ~~ \Q  ] — [ C O 2 ] ( 5 - 6 )
Following the formation of 02,int» the double bond between the oxygen atoms begins to 
break as each forms a covalent bond to the ZnO surface. During this step of the reaction, 
each oxygen atom acquires a formal negative charge by accepting an electron from the 
surface site. The dissociation and ionisation o f 02,int is described by the formula
\ ° 2 , in t  + e ~ S - ^ 0 ~  (5.7)
and is characterised by the rate constant k\^- The rate of the reaction is given by
r l,2 = ^ 1,2 [^2 ,int]*n s  (5.8)
where [£\int] and «s are the concentrations of interacting O2 molecules and surface electrons, 
respectively.
To deduce the rate equation for the overall reaction expressed by Eq. (5.1), one must first 
recognise that the mean time required for a reaction to occur is equal to the reciprocal of the 
reaction rate. As the duration of the overall reaction is given by the sum of the component 
reaction times, the rate of the reaction, n , obeys the expression
-  =  —  +  —  = ----------- 1 -------- + ----------  1 (5.9)
rW fn„acmt M O M *?*
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In general, the rate of the overall reaction therefore depends on the concentrations of several 
reactants. However, if the rate of the second step is much higher than the first, it is possible 
to use the approximation
i
f i  *  fci,i ( ~ ) 2 (5.10)
and k\ becomes equivalent to k\t\. In this case, the formation of O' ions is not influenced by a 
variation in the concentration of surface electrons. Moreover, if the product &i,2«s is 
sufficiently large, the concentration of 02,int species may be reasonably ignored. If these 
criteria are satisfied, the concentration of 0 ‘ ions varies according to
= k i  f f i 5 (nsitM  -  [ 0 ' ] _  [ c ° 2' ]) -  fc- i t 0 ~] " f c r i ®  t< r ]  ( 5 U )
which accounts for the recombination of O' ions and their reaction with molecules of CO, as 
described by Eq. (5.2) and Eq. (5.3), respectively. The former reaction is expected to occur at 
a rate that is directly proportional to the concentration of O' ions. This assumption is 
reasonable when the concentration is sufficiently high, so that the average distance between 
O' ions may be assumed constant. Removal of O' ions by CO corresponds to the third term in 
Eq. (5.11), which varies linearly with the partial pressure of CO due to the 1:1 stoichiometry 
of the reaction. Again, the rate of this mechanism is expected to exhibit a direct 
proportionality to the concentration of O' ions, provided that the approach of a CO molecule 
is not additionally hindered by an increase in O' concentration. It is instructive to note that 
Eq. (5.11) is identical to Eq. (4) in the 2001 publication by Nakata et al. [12]
A similar equation may be constructed to describe the time variation of the CO2’ 
concentration. Considering the two-step reaction shown in Eq. (5.3), [COi] is anticipated to 
follow the expression [12]
^ = k n ( j ^ ) [ 0 - ] - k r 2 [CO-2 ](5.12)
149
where the first term accounts for the formation of CO2’ ions, as in the third term in Eq. (5.11), 
and the second corresponds to the oxidation of the CO2’ ions and their subsequent desorption 
as CO2 gas. Summing Eq. (5.11) and Eq. (5.12) yields
1
i  ([0 -] +  [ c o n )  =  *1 (nsues -  [0 -] -  [COj]) -  fe-tto -] -  fcr2[C02] (5.13)
which describes the how the overall concentration o f surface ions varies with time. Dividing 
this concentration by nsites, Eq. (5.13) becomes
^ r  =  k i  (1  -  0 o) -  k . t f o  -  (fcr2 -  * _ , ) ( 5 . 1 4 )
dt \ r T0T'  n sites
where Qq denotes the fraction o f the total surface sites occupied by O' or [CO2]’ ions, and is 
therefore given by
0o =  [fn+[£££I (545)
n sites
The total ensemble of surface ions contains a fraction of CO2' ions, 6 q o , defined by
eco = , 1<;°P 1 (5.16)
[ 0 - ]+[COz]
Substituting Eq. (5.16) into Eq. (5.14) yields
^  =  k i d  -  0 O) -  * -1 0 0  -  ( k r 2 -  k - i ) 0 o0 Co (5.17)
Similarly, division of Eq. (5.12) by the sum of [ 0 ]  and [CO2'] produces the equation
»  -  0 co) -  kr 2 0co  (5.18)
Unfortunately, this expression is of limited use as it stands due to the presence of multiple 
time-dependent functions. The first time derivative of Oco is given by
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From the definitions of 6 0  and 6 co, it is helpful to identify that
(  1 \  d[C02 ] _  Oco d[C02~] n  d —IA re  ~>r\\
i c o n  dt -  c o dt ( [  2 »  ( 5 2 0 >
and
 [C° il 2 t~ ([0~ ] +  [CO2]) =  = 0 COT (ln (® o )) (5.21)
([0 -] + [C02D df 00 dt dt
Through use of Eq. (5.18) and Eq. (5.21), Eq. (5.19) becomes
^  ®  ( * *  ©  + * * + £ O n (e „ ) ) )  (5.22)
wherein all dependence on 6 0  is confined to the final term. If do varies sufficiently slowly, 
Eq. (5.22) may be approximated by
* ? - * " ( £ ) - » « > ( * » ( £ ) ♦ * ■ « )  <“ >
Comparison of Eq. (5.20) and Eq. (5.21) indicates that Eq. (5.23) is valid when ln(#0) 
changes at a much lower rate than ln([C02 ]), which in turn requires that the magnitude of 
d(ln(#o))/dt is much smaller than the sum of kT\(Pco/^tot) and &r2. This condition is satisfied 
at both the start and the end of the response curve, as d#o/dt is zero in each of these cases. A 
similar justification is possible at the beginning of the sensor recovery, where 6 co is equal to 
the value at the end of the response curve, and the end, where dOol&t is zero due to the 
requirement of equilibrium. At intermediate times, however, the situation is less clear, and 
solution of Eq. (5.22) may be required.
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If it is appropriate to make use o f Eq. (5.23) in place of Eq. (5.22), one may obtain an 
analytic solution for #co- By imposing the condition that Oco is zero before CO is introduced 
into the system, substitution of this solution into Eq. (5.17) gives
i i
+  0 o K  +  k - i  +  ( * «  -  lc -i) %  (1 -  e x p ( - yco t) )  =  k t  ( S a .y  (5.24)
where
Yco -  k r 1 ( j ^ )  +  k r 2 (5.25)
and
£co ~  k r i  ( j ^ ) (5.26)
It should be noted that time, t, is taken to be zero at the moment the CO is introduced to the 
system. Unfortunately Eq. (5.24) cannot be solved generally, but it is possible to obtain the 
steady-state solution, where d<9o/d/ is zero when t tends to infinity, which is given by
where the ratio k\/k.\ has been relabelled as a new parameter, Ko, the equilibrium constant for 
O" formation.
The variation of Oo and Oco during sensor recovery may be studied in a similar manner. 
Setting Pco to zero in Eq. (5.23) and substituting the solution into Eq. (5.17) as before, Oo is 
described by the equation
(5.27)
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Here, t  is taken as zero at the moment that the CO is turned off. The steady-state solution of 
Eq. (5.28) is
0o(CO of f )  =
^ ° \ p t o t )
(5.29)
It is now necessary to relate Oo to the electrical resistance, R, of the sensor. As detailed in 
Chapter 1, this relationship has been derived previously by solving the Poisson Equation for 
electrostatics in one dimension at the interface between two metal oxide surfaces [14,15], 
yielding the formula
where a and Rq are temperature-dependent constants. Eq. (5.30) is strictly only valid for 
sufficiently large particles, where the bulk material is unaffected by the electrical potential at 
the surface [15,16]. Moreover, Rq may only be considered to be independent of Oo within the 
confines of the thermoelectronic emission model, as was discussed in Chapter 1 and will be 
reviewed later in this chapter. The response of the sensor is defined by
where R(CO on) and R(CO off) correspond to the equilibrium resistance of the sensor when 
the CO is on and off, respectively. Used together, Eq. (5.30) and Eq. (5.31) provide a useful 
relationship between the fractional coverage of surface ions and the response.
The formulae derived thus far may now be used to predict how the response varies with 
changing PqoIPjoi- It will be demonstrated later that it is particularly informative to consider 
the reciprocal of Eq. (5.27), which, after substituting 9q(CO off) into the expression using Eq.
(5.29), can be written as
R = R0exp (aOg) (5.30)
Response = R{CO o f f ) —R(CO on) 
R(CO o f f )
(5.31)
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0 0  (CO o n ) 0 O (CO o f f )
1 1 (5.32)
The advantage of Eq. (5.32) is that the Pco/T tot dependence is confined to just one term. 
Moreover, if  kX2 is much larger than the product of kT\ and P c o /P jo t ,  the final term becomes 
directly proportional to PqoIPioi as yco is approximately equal to kT2. In this case, a plot of 
\/Oq(CO on) as a function of P c q /P to t  is expected to be linear.
5.3. Experimental methods
Utilising the procedure described in Chapter 3, LBZA nanosheets were prepared in aqueous 
suspension and centrifuged into de-ionised water over five five-minute cycles. A 200 pL 
volume of the suspension was drop-cast onto an alumina gas-sensing substrate and dried at 
60°C, before annealing in a tube furnace at 500°C for 30 minutes under a 1 L min' 1 flow of 
dry air. The sensor was tested under a continuous 400 mL min"1 flow of dry air (80% N2, 
20% O2) over a temperature range of 390^190oC, using custom-built gas sensing apparatus as 
described in Chapter 3. To measure the response of the sensor to different concentrations of 
CO, a “test gas” consisting of 1000 ppm CO in N2 was introduced to the system at a flow rate 
between 20 mL min' 1 and 80 mL m in'1, adjusting the flow of dry air to maintain a total flow 
rate of 400 mL m in'1. In this way, the electrical response was measured over a CO 
concentration range of 50-200 ppm in steps of 25 ppm.
In addition to measuring the response to CO, the effect of varying the O2 partial pressure 
was investigated. Ensuring a total flow rate of 400 mL min' 1 as before, the flow rates of N2 
and O2 were adjusted to obtain different concentration ratios of the two gases. By adopting 
O2 flow rates between 20 mL min' 1 and 80 mL min"1, the sensor resistance was measured at 
PoiIPjoj values of 0.05-0.2, with a difference o f 0.025 between successive points.
The ZnO nanosheets were inspected prior to the gas sensing experiments using a Hitachi 
S4800 field emission scanning electron microscope at an accelerating voltage o f 5 kV. This
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instrument was used to measure nanoparticles within several nanosheets at different locations 
across the sensor. To further investigate the properties of the surface potential, both X-ray 
photoelectron spectroscopy (XPS) and photoluminescence (PL) spectroscopy were employed. 
The XPS measurements were obtained using a Kratos AXIS Supra monochromated XPS 
system, using X-rays o f energy 1486.6 eV and a pass energy of 20 eV. The PL spectra of the 
ZnO nanosheets were measured by illuminating the sample using a Melles-Griot He-Cd laser
f\ 9at a wavelength of 325 nm and an incident power density of 2.3x10 mW m' .
5.4. Results and discussions
5.4.1. Sensor characterisation
SEM images of the ZnO nanosheets on the surface of the gas sensing substrate are shown in 
Fig. 5.1. Fig. 5.1(a) shows that the nanosheets were typically several microns across, while in 
a previous investigation the thickness of similar nanosheets was measured as 20-100 nm
[17]. The high resolution image in Fig. 5.1(b) shows that the nanosheets consisted of 
multiple nanoparticles of varying shapes and sizes, with some apparent sintering observed. 
The average nanoparticle diameter was determined to be 38nm, from more than 100 
individual measurements, with a standard deviation of 18 nm. This value is consistent with 
the SEM measurements plotted in Fig. 4.3 of Chapter 4. In order for Eq. (5.30) to be 
justified, the radius of each nanoparticle must be much greater than the width of the depletion 
region at its surface [15,16]. However, without additional information regarding the 
concentration of donor states in the material, it is difficult to determine whether this condition 
is satisfied in the present system. It is therefore necessary to assess the applicability of Eq.
(5.30) from the measured variation of the electrical resistance as a function of the oxygen 
partial pressure, as will be discussed later.
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Fig. 5.1. SEM images of the zinc oxide nanosheets on the surface of the gas sensor. The 
platinum  electrode of the sensor is visible in the top right corner of (a) and the 
arrangem ent of nanoparticles within one nanosheet is depicted in (b).
5.4.2. Variation of resistance as a function of O2 or CO concentration
To fully explore the characteristics of the sensor, the electrical resistance was measured in 
the presence of different gas compositions at a variety of temperatures. As shown in Fig. 5.2, 
which depicts the response o f  the sensor to 200 ppm of CO in dry air at 484°C, the resistance 
was strongly affected by very low concentrations of CO at elevated temperatures. Indeed, by 
plotting the response as a function of CO concentration, depicted in Fig. 5.3, it is apparent 
that the sensor remained responsive to this gas at concentrations as low as 50 ppm over the 
measured temperature range.
CO on CO off
u5I
£
V.
I
1.0
0.9
0.8
0.7
0.6
0.5
3010 15 20 250 5
Time / m inu tes
Fig. 5.2. A plot depicting the sensor response to 200 ppm of CO in dry a ir at 484°C.
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Fig. 5.3. A plot showing the variation of the sensor response as a function of CO 
concentration (in dry air) at different temperatures.
In the absence o f CO, the resistance of the sensor was also measured at different partial 
pressures of O2. Retaining the same total flow rate but varying the molar fraction of O2 
between 0.05 and 0.20, Fig. 5.4 shows that the resistance increased with increasing O2 
concentration at each temperature, as expected. From this plot it is also clear that the 
resistance varied significantly with temperature, decreasing by a factor o f approximately four 
as the temperature was raised from 393°C to 484°C at a Pqi/Pjoi value of 0.2.
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Fig. 5.4. A plot showing the variation of sensor resistance as a function of PoJPioj at 
different temperatures, with no CO present.
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5.4.3. Estimation of a, R q  and K q
When formulating the model, it was mentioned that it is useful to express I /do( C O  on) as a 
function o f P c o / P t o t , as in Eq. (5.32), an assertion which is justified by the observation that 
the two parameters are expected to exhibit a linear relationship when kT2 is sufficiently high. 
To realise why a direct proportionality between 1 /d o ( C O  on) and P c o / P t o t  might be useful, it 
is instructive to first consider how both d o ( C O  on) and d o ( C O  off) may be determined from 
resistance measurements. According to Eq. (5.30), the resistance, R ,  is related to do  via two 
physical variables, namely Ro and a. If the values o f these parameters are known, it is 
therefore possible to deduce do at any given time. Taking the natural logarithm of Eq. (5.30), 
ln(i?) is expected to vary in direct proportion to do2. Moreover, the equation suggests that a 
plot o f In(R )  as a function of do  has gradient a and y-intercept ln(i?o), providing estimates for 
these two variables. Unfortunately, since do cannot be measured directly, construction of the 
plot is not trivial.
In order to continue, Eq. (5.29) should be considered. This equation relates d o  to P o i / P t o t  
in the absence of CO, through a third unknown parameter, K q . Without additional 
information, it is clear that d o ( C O  off) cannot be calculated from measurements of P o i / P t o t  
as K o  is yet to be determined. However, after measuring R at multiple values of P o i / P t o t  in 
the absence of CO, Eq. (5.29) and Eq. (5.30) may be used to construct multiple plots of ]n(R) 
versus d o ( C O  off) for different “guess” values of Ko. For each Ko value, the gradient of the 
plot yields an estimate for a while the y-intercept is equal to ln(^o). The requirement of a 
linear relationship potentially allows some of the Ko estimates to be discarded, as this 
behaviour does not necessarily exist for all of the guess values. Yet the value o f Ko may not 
be sufficiently constrained by this consideration alone.
At this stage, it is helpful to investigate the relationship between R  and P c o / P t o t  at a 
particular value o f P o i / P t o t • After measuring R ( C O  on), Eq. (5.30) allows d o ( C O  on) to be 
calculated for each guess value of K o  from the corresponding estimates of a and ln(i?o)- It is 
subsequently possible to plot \ / d o ( C O  on) against P c o / P t o t  for each Ko estimate. Provided 
that k T2 is much greater than k T\ ( P c o / P t o t ) ,  1/0q(CO on) is expected to vary in direct
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proportion to P co / P tot  with the y-intercept equal to MOoiCO off). These requirements |
impose additional constraints on the value of Ko.
j
As an example, one may consider a value of K 0  which results in a direct proportionality 
between ln(P) and PofPjoj- In addition, the corresponding plot of M6 o(CO on) versus 
P c o / P to t  at a particular P ofP io i value is linear over the measured range but the y-intercept 
does not equal the expected value of M6 o{CO off). This estimate of Ko is unsuitable, as it 
does not satisfy all of the requirements imposed by the theory. Although the relationship 
between l / 6 o(CO on) and P c o / P to t  plot is linear over the concentration range of the 
resistance measurements, the fact that the extrapolated y-intercept differs from the expected 
value of \ldo{CO off) indicates that this proportionality would not be observed at lower 
concentrations.
Fig. 5.5 illustrates an iterative procedure to determine K 0  at a particular temperature.
Starting with a guess value of K0, a plot of ln(P) vs 6 o{CO off) 1 is constructed and used to 
deduce the relationship between \ / 6 o(CO on) and P c o / P to t  at constant PofPioi- If the 
requirements of the two plots are not simultaneously satisfied by the Ko estimate, as 
described above, the guess value is modified and the procedure repeated. By iterating in this 
way, it is possible to obtain a well-constrained estimate of Ko, as well as the corresponding 
values of a and Rq.
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Guess Ko
Obtain a from the gradient and 
ln(J?c) from the y-intercept
Substitute guess into Eq. (5.29) to 
calculate 0o(CO off) at each value 
ofJWProT, and plot In(K(C0 off)) 
versus $o{CO off)1
Compare Ko estimate to initial 
guess value. If the two do not 
agree, replace the Ko guess by the 
new JTo estimate
At a particular value of Poz/Ptot, 
calculate 6o(CO on) for each 
measurement of R{CO on) by 
using the obtained values of a and 
ln(Jfti) in Eq. (5.30)
Plot V$o{CO on) versus Pco/Pror 
and obtain a new estimate for JTo 
by equating the y-intercept to 
l/0o(CO off) and substituting into 
Eq. (5.29)
Fig. 5.5. A flowchart illustrating an iterative procedure for precisely estimating 
a, R q and K q .
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5.4.4. Resistance measurements at different concentrations of O2
In order to obtain accurate estimates for a and Ro at each working temperature, the 
resistance of the sensor was measured at different partial pressures of oxygen. The remainder 
of the gas environment consisted of pure nitrogen, with no CO present. According to Eq.
(5.30), R is anticipated to exhibit an exponential relationship with 6 0  if the ZnO particles are 
sufficiently large. As shown by Fig. 5.6, this was observed experimentally at every 
temperature, with the gradients and y-intercepts from least-squares linear fits providing 
estimates for a and ln(Ro), respectively. However, the form of each plot is dependent on Ko, 
and this is not well constrained by this experiment alone. As discussed, it is necessary to 
investigate the effects of CO to obtain more precise estimates of Ko. It should be noted that 
Fig. 5.6 has been constructed using the final Ko estimates obtained from the iterative 
approach outlined in Fig. 5.5.
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Fig. 5.6. A plot of ln(!?(C0 off}) as a function of Oo {CO off)2 at different working 
temperatures. The value of /W ^ to t  is varied between 0.05 and 0.2 in each case, in 
steps of 0.025. A least-squares linear fit is applied to each data-set, and all fits have an 
R2 value of 0.98 or higher.
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5.4.5. Response measurements at different concentrations o f CO
To observe the relationship between \IQo(CO on) and Pco/Pioi, the response of the sensor 
was measured at different concentrations of CO with P0 2 IP1 0 1  maintained at a value of 0.2 
throughout. Plots of \/Oo(CO on) versus PqoIPjoj are shown in Fig. 5.7; at each 
temperature, the Ko value used is the same as for the corresponding plot in Fig. 5.6. There is 
a clear linearity in the results at every temperature, indicating that kT2 is much greater than 
kT](Pco/Pto t) and the second reaction step in Eq. (5.3) occurs much more rapidly than the 
first.
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Fig. 5.7. A plot of \ldo{CO on) as a function of Pco at different working temperature. 
The CO concentration is varied in the range 50-200 ppm in steps of 25 ppm. A least- 
squares linear fit is applied to each data-set, and all fits have an R2 value of 0.99 or 
higher.
From Fig. 5.6 and Fig. 5.7 it is possible to infer the values of Ko, a and Ro. Together, these 
provide the means to fit the model to response and recovery curves and estimate further 
reaction parameters. However, the precision of the estimates is reliant on the effectiveness of 
the iteration procedure outlined in Fig. 5.5. After using an initial value of Ko, Ko(in), to plot
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MQo{CO on) as a function of PcqIPjoi, the y-intercept provides a new Kq estimate, Ko(out). 
If the two Ko values differ, Ko(out) is used as the initial estimate in the next step of the 
iteration. As shown by Fig. 5.8, it is informative to consider the disparity between the two 
Ko values as a function of Ko(in), as this determines the precision of the final K0 estimate 
yielded by the iteration process. To aid comparison between temperatures, the magnitude of 
the difference between Ko(in) and Ko(out) is expressed as a percentage of Ko(in). At each 
temperature, it is apparent that the magnitude of the difference increases rapidly away from 
the point of agreement. The final value of K0 output by the iteration procedure is therefore 
well constrained, as even small deviations in the estimate lead to significant inconsistencies 
between Ko{in) and Ko(out).
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Fig. 5.8. A plot of the magnitude of the percentage difference between the initial value 
of K o  used in an iteration step, K o (ir i) , and the Ko estimate obtained from the y- 
intercept of Fig. 5.7, K0(out), as a function of K0(in).
It is apparent from Fig. 5.8 that there exists a temperature at which K0 is maximised, as the 
x-intercept of the plot is higher for a temperature of 456°C than for temperatures above or 
below this value. This is shown more explicitly in Fig. 5.9, which depicts Kq as a function of
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temperature. Also plotted is the response of the sensor, defined by Eq. (5.31), to 200 ppm 
CO. The peak response approximately coincides with the maximum Ko value, which 
suggests that the sensitivity of the sensor to CO is determined predominantly by the oxygen 
coverage. At the lower temperatures, there is little energy available for the formation o f O' 
ions and hence Kq is low. Similarly, the reaction between CO molecules and O' ions is slow, 
leading to a low sensor response. As the temperature is increased, O' ions form more rapidly 
and react with CO at an enhanced rate. However, the rate of O' formation cannot rise 
indefinitely, as it is limited by the concentration of unoccupied surface sites. Moreover, the 
reverse reaction, shown in Eq. (5.2), also increases with temperature, resulting in K q 
decreasing at sufficiently high temperature values. Although the probability of a CO 
molecule reacting with an O" ion is increased at these temperatures, the lowered concentration 
of O' ions leads to a suppressed reaction rate and a corresponding decrease in the sensor 
response.
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Fig. 5.9. A plot of Ko (left-hand axis) and response to 200 ppm CO (right-hand axis) as 
a function of temperature.
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5.4.6. Fitting the theoretical model to response and recovery curves
Once estimates for a and Kq have been obtained, it is possible to fit the model to response 
and recovery traces using Eq. (5.24) and Eq. (5.28) respectively. However, it is still 
necessary to manually input estimates for two of three further parameters, namely k.\, kT\ and 
kT2 . The third o f these variables can be calculated from the other two using the measured 
gradient from Fig. 5.7 in conjunction with Eq. (5.32). It is worth remembering that the linear 
trends observed in Fig. 5.7 are indicative of a kr2 value that is far greater in magnitude than 
kx\Pco/Pt o t - A further observation is that the best fits to the response and recovery curves 
are obtained by assuming that kr2 is much larger than k.\. These approximations vastly 
simplify the process of selecting appropriate parameter values as they remove all dependence 
on kX2 from the pre-exponential factors in both Eq. (5.24) and Eq. (5.28). In effect, the kT2  
dependence is confined to the exponent itself, and therefore only influences the response or 
recovery at low values of t. Consequently, fits to the response and recovery curves are only 
weakly affected by even large changes in kT2. It is therefore only necessary to estimate a 
single parameter accurately, simplifying the fitting procedure and ensuring that it delivers 
unique solutions. The resulting fits to the response and recovery traces at a CO concentration 
of 200 ppm are displayed in Fig. 5.10 and Fig. 5.11, respectively; data are normalised with 
respect to the starting resistance and successive curves are arbitrarily offset to aid 
comparison.
The plots clearly show that the response and recovery rates increase with temperature. It 
has been noted that Eq. (5.23), describing the time variation of 6 co, is an approximation 
which is only justified when 6 0  changes sufficiently slowly. It shall be demonstrated later 
that this is indeed the case for every response and recovery curve described in this 
investigation.
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Fig. 5.10. Response curves at different working temperatures and a CO concentration 
of 200 ppm, fitted using Eq. (5.24) and altering k.\ and kri manually. The curves are 
normalised with respect to the starting resistance, and the fit to each response curve is 
depicted by a thick black line. Successive curves are arbitrarily offset to aid 
comparison.
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Fig. 5.11. Recovery curves at different working temperatures and a CO concentration 
of 200 ppm, fitted using Eq. (5.28) and altering k.\ and kTi manually. The curves are 
normalised with respect to the starting resistance, and the fit to each response curve is 
depicted by a thick black line. Successive curves are arbitrarily offset to aid 
comparison.
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5.4.7. Estimating the activation energies of the surface reactions
Having fitted the theoretical model to the resistance measurements, it is possible to further 
investigate the physics of the surface reactions by comparing the reaction parameters 
obtained under different conditions. Fig. 5.12 and Fig. 5.13 show the k\ and kr\ values 
obtained from the fits in Fig. 5.10 and Fig. 5.11 plotted as a function of temperature; it is 
clear in both cases that the since the rate constant increases with temperature, so too does the 
corresponding reaction rate.
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Fig. 5.12. A plot showing the variation of ki values, estimated from the fits to the 
response and recovery curves in Fig. 5.10 and Fig. 5.11, respectively, as a function of 
temperature.
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Fig. 5.13. A plot showing the variation of kY\ values, estimated from the fits to the 
response and recovery curves in Fig. 5.10 and Fig. 5.11, respectively, as a function of 
temperature.
It is often found that the rate of a chemical reaction exhibits an exponential dependence on 
temperature, so useful kinetic parameters may be obtained from an Arrhenius plot, wherein 
the natural logarithm of the rate constant is plotted as a function of 1 IT. The rate constant, k, 
is related to the molar activation energy, E\, of the reaction through the equation
ln(fcj) = ln(lim r_a> k t) -  (5.33)
where Rm is the molar gas constant. For instance, the energy barrier for the formation of O' 
ions from molecular oxygen may be deduced by constructing an Arrhenius plot for rate 
constant k\, as shown in Fig. 5.14. Using values obtained from the measured response at a 
CO concentration of 200 ppm, a least-squares linear fit of the data yields an activation energy 
estimate of 72 ± 9 kJ mol'1. If the recovery curves are considered instead, an alternative 
estimate of 63 ± 10 kJ mol"1 is obtained. These values are of similar magnitude to the 
activation energies of similar processes reported elsewhere; separate investigations into the
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ionisation of oxygen at the surface of ZnO report activation energies o f 69 kJ mol'1 [18] and 
83 kJ mol'1 [19], while another study calculates the energy barrier for the formation of O' 
ions on Ti02 as 77 kJ mol' 1 [20].
1 J  i
•Response (200ppm)
O Recovery (200ppm)
f 0.0
135135 130 1.40 1.45
Fig. 5.14. A plot of ln(A:i) as a function of 1/T, constructed using response and recovery 
curves at a CO concentration of 200 ppm. A least-squares linear fit is applied to each 
data-set as shown, and R2 values of 0.97 and 0.95 are calculated for the fits to the 
response and recovery data, respectively.
Fig. 5.15 depicts an Arrhenius plot for the rate constant kT\, corresponding to the reaction of 
O' ions with CO. Considering the response and recovery curves separately, as before, it is 
apparent that the expected linearity exists for both sets of results. Using Eq. (5.33) to 
interpret Fig. 5.15 and again employing a least-squares linear fit, the response curves yield an 
activation energy estimate of 54 ± 9 kJ mol’1, whereas the recovery curves lead to a value of 
42 ± 7 kJ mol’1. These estimates are consistent with previous research, in which activation 
energies o f 39-42 kJ mol’1 have been deduced through measurement of the reaction kinetics 
and computational modelling [21-24].
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Fig. 5.15. A plot of ln(^ri) as a function of 1/T, constructed using response and recovery 
curves at a CO concentration of 200 ppm. A least-squares linear fit is applied to each 
data-set as shown, and R2 values of 0.94 and 0.95 are calculated for the fits to the 
response and recovery data, respectively.
5.4.8. Investigating the temperature-dependence of the surface potential
To explore the nature o f the potential barrier at the ZnO surface, one may consider how the 
resistance in the absence o f O' or CO2’ ions, Ro, varies as a function of temperature. When 
the applied electric potential is sufficiently low, thermoelectronic emission theory dictates 
that for a porous semiconductor containing a concentration «c,s of free surface electrons, the 
resistance, R, obeys the relation [15]
(5-34)
nc,s
as shown in Chapter 1. It is known that in a typical semiconductor, nc,s is given by [25]
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ncs = Nc ex P ( - & = * ) (5.35)
where E? and Eq are the Fermi Energy and the energy of the conduction band minimum at the 
surface, respectively, and kB is Boltzmann’s constant. The pre-exponential factor, Nc, scales 
in direct proportion to T 3/2. The value of Eq,s depends on the concentration of ions adsorbed 
at the surface, which is a temperature-dependent quantity. However, in the absence of O' or 
CO2’ ions, the magnitude of the surface potential barrier, and therefore Ec,s, is assumed to 
remain constant as the temperature is varied. In addition, if  the range of measured 
temperatures is sufficiently small, the variation of E¥ may also be neglected. Combining Eq. 
(5.34) with Eq. (5.35) and imposing the condition that no O' or CO2' ions are present, one 
obtains the expression
ln (R 0) +  ln ( D  =  +  A (5.36)
where A is a temperature-independent constant. If, as predicted, Ec,s-Ef remains constant 
over the measured range of temperatures, a plot of the sum of ln(i?o) and ln(7) as a function 
of l /T ought to be linear with gradient equal to (Ec,s~Ef)/kB. Fig. 5.16, which utilises the 
ln(i?o) estimates obtained from Fig. 5.6, demonstrates that this linearity exists within the 
experimental error, and the gradient of a least-squares linear fit yields an estimate of 
590 ± 90 meV for Ec,s-Ef. It should be emphasised that this value is only applicable in the 
absence of O" or CO2' ions, and is increased by an amount equal to a0 o k BT when such ions 
are present.
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Fig. 5.16. A plot ofln(/?0)+ln(7) as a function of 1/F, constructed using estimates 
obtained from Fig. 5.6. A least-squares linear fit is applied to the data as shown, and has 
a calculated R2 value of 0.96.
It is possible to verify the accuracy of the estimated Eq,s~Ey value through use of XPS. 
After annealing a sample of LBZA nanosheets on silicon at 500°C, the valence band was 
scanned at room temperature using monochromatic X-rays o f energy 1486.6 eV. Since the 
XPS measurements were performed under ultra-high vacuum, one may infer that the surface 
was free o f both O' and C02- surface species. As shown by Fig. 5.17, which depicts the XPS 
spectrum of the sample at low binding energies, the valence band maximum was measured at 
a binding energy of more than 3 eV, which is measured relative to the Fermi level. Applying 
a protocol reported elsewhere [26], the energy of the valence band maximum relative to the 
Fermi level, Ey-Ev,s, may be estimated from the intersection of two least-squares linear fits 
either side of the cut-off in the XPS valence-band scan, as shown in the plot. In this instance, 
a value of 3 . 11 ± 0.05 eV is obtained for if r - is v .s -
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Fig. 5.17. A plot displaying a valence band XPS spectrum of ZnO nanosheets annealed 
in dry air at 500°C. Also shown are the least-squares linear fits (dashed lines) used to 
estimate the energy of the valence band maximum relative to the Fermi level, ZiF-lsv,s* 
The measurements were obtained at room temperature, using monochromatic X-rays of 
energy 1486.6 eV.
To calculate the energy difference between the Fermi level and the conduction band 
minimum, it is necessary to first determine the value of the band-gap. To this end, the ZnO 
nanosheets were further examined using photoluminescence spectroscopy, illuminating the 
sample using a He-Cd laser source of wavelength 325 nm. The resulting spectrum, displayed 
in Fig. 5.18, exhibits a near-band-edge peak at a wavelength of 377 nm, from which the value 
of Ec,s-Ev,s may be estimated as 3.36 eV (assuming an exciton binding energy of 60 meV, as 
in Chapter 4). In turn, Eq,s~Ef has a calculated value of 240 ± 50 meV, which is significantly 
lower than the estimate obtained from Fig. 5.16. It is important to recognise, however, that 
the two estimates are not directly comparable due to the different experimental conditions 
present in each case; while the results in Fig. 5.16 were obtained using a 400 mL min' 1 gas 
flow at temperatures close to 400°C, the XPS spectrum in Fig. 5.17 was measured in ultra- 
high vacuum at room temperature (approximately 25°C). Indeed, it is possible that the 
concentrations of intrinsic surface species such as hydroxyl radicals vary as a function of 
temperature, resulting in the surface potential changing between 25°C and 400°C even when 
no O' or CO2’ ions are present. It was also demonstrated in Chapter 1 that the value of Ef is
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influenced by temperature, and it will be shown that Eq,s-Ef is therefore expected to change 
by a significant amount as the temperature is increased from 25°C to 400°C.
320 340 360 380 400 420 440
Wavelength / nm
Fig. 5.18. A plot showing the near-band-edge (NBE) peak in the photoluminescence 
spectrum of ZnO nanosheets annealed at 500°C.
Revisiting the theory outlined in Chapter 1, one may show that in the bulk of a degenerate 
semiconductor containing uncompensated donor states, Ef is related to the energies of the 
donor states, iiD.b, and conduction band minimum, Ec,b, via the equation [27]
EF = ED,b + k BTX n ( i ( —1 + J l  + 4 ^ e x p  ( ^ ) ) j  (5.37)
where Nd is the concentration of donor states, which have spin degeneracy g, and Nc is the 
effective density of states in the conduction band, given by
N c =  4V2 ( nm'h2 B T ) 2 (5.38)
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Here, m* is the effective mass of conduction electrons and h is Planck’s constant. Studies in 
the literature report characteristic values of 2.2x1 O'31 kg (0.24 times the mass of a free 
electron) [28-31] and 700 meV [32,33] for m* and Ec,b-Ev& respectively, while estimates of 
Ni> typically vary between 1017 cm'3 and 1019 cm'3 [34,35]. Assuming that the donor level 
consists predominantly of states which may each contain two electrons but cannot doubly- 
ionise, it is appropriate to employ a g  value of two. If one further assumes that N& adopts a 
value of 1018 cm'3, E¥-E^h is calculated as 330 meV at 25°C, decreasing to approximately 
260 meV at 400°C. By alternatively assuming that the donor states are able to contain just 
one electron, thereby decreasing g  to a value of one, one obtains an Ef-Eo^ estimate of 340 
meV at 25°C and 280 meV at 400°C. Subtracting the 25°C estimates of Ef-E^b from the 
assumed Ec,b-Eu,b value of 700 meV yields corresponding Ec,b-EF estimates of 360 meV and 
370 meV for g  values of one and two, respectively, each of which is greater than the 
measured value of Ec,s~Ef from Fig. 5.17. This scenario is clearly not possible unless 
downward band-bending exists at the surface, which in turn necessitates electron-donation by 
the surface species. If, as assumed hitherto, the ZnO is instead depleted of electrons close to 
the surface, alternative values must be sought for some or all of the physical parameters in 
Eq. (5.37).
Having calculated the value of Eq,s-Ef, it is possible to go further by estimating the 
magnitude of the surface potential energy, qfa. At temperatures close to 400°C, the value of 
Eq,s~Ef was calculated as approximately 590 meV in the absence of O' or CO2’ ions while an 
Ec,b-Ef estimate of 420-440 meV may be inferred from the values of Ef-Eu,b calculated 
above (again assuming an Ec,b-Eo,b value of 700 meV). Subtracting Ec,b~Ef from Ec,s-E? 
provides an estimate for the surface potential energy, qfa, which is in this case is 
approximately 150-170 meV. As detailed previously, this value is increased by an amount 
kftTaQo when O' or CO2' ions are present.
It is important to recall that estimation of E c,s-Ef from Fig. 5.16 may only be justified if the 
thermoelectronic emission model is valid, and it was shown in Chapter 1 that this is only true 
for systems in which the mean free path of electrons is larger than the width of the potential 
barrier. In cases where the surface potential is very large, it is more appropriate to make use 
of the drift-diffusion model of current flow, yielding the relationship
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where c(T) is a function that depends on a variety of temperature-dependent quantities, as
r\
outlined in Chapter 1. Since fa  is directly proportional to do , it follows that
In (R) =  In (if0) +  a O l -  ln (0 o) (5.40)
where a and Ro are temperature-dependent constants, as before, and do not depend on do- In 
contrast to Eq. (5.30), which is applicable in the case of the thermoelectronic emission model, 
Eq. (5.40) implies that ln(i?) may not be directly proportional to 6 0  due to the presence of a 
non-linear #o-dependent term. As all five plots in Fig. 5.6 demonstrate a clear proportionality 
between In(R) and do over the measured range of P0 2 IP1 0 1  values, any prediction of a non­
linear relationship between these quantities would be patently incompatible with experiment. 
It transpires, however, that the inclusion of the logarithmic #o-dependent term in Eq. (5.40) is 
indeed consistent with the observations of Fig. 5.6; as predicted by this equation, plotting the
'y
sum of ln(/?) and ln(#o) as a function of do at each temperature reveals a linear relationship 
over a wide range of Ko values. As a consequence of this behaviour, it is not possible to 
verify the applicability of either of the proposed conductivity models from Fig. 5.6 alone. 
Nonetheless, the estimated surface potential energy in the absence of O' or CO2' ions, 
calculated as 150-170 meV, is only up to three times larger than the thermal energy at 400°C, 
so is not sufficiently large for the drift-diffusion conduction model to be representative of the 
system.
As a final consideration, it is interesting to examine the behaviour of a as the temperature is 
varied. It was demonstrated in Chapter 1 that this parameter is influenced by several physical 
variables, including the permittivity and the concentration of surface sites, and has an explicit 
inverse proportionality to temperature. Fig. 5.19 shows a plot of the calculated a values as a 
function of 1/77, which indicates that while the relationship is linear within experimental error 
between the four highest temperatures, a is much higher than expected at a temperature of 
393°C. This divergence from the expected trend implies that some of the physical parameters 
in Eq. (1.11), which defines a, are themselves dependent on temperature; it has been
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demonstrated elsewhere, for instance, that the permittivity of ZnO and other semiconductors 
do not necessarily remain constant with changing temperature [36,37].
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Fig. 5.19. A plot showing the estimated values of a as a function of 1 IT. A least-squares 
line-of-best-fit has been fitted to the data points corresponding to the highest four 
temperatures, and has an R2 value of 0.86.
5.4.9. Experimental justification of Eq. (5.23)
Earlier in the chapter, formulae were constructed to describe the variation of #co during the 
response or recovery of the sensor. In particular, Eq. (5.22) provides an exact solution for 
#cOj but its use is limited by the dependence on 0 o in the third term, which couples the 
equation to Eq. (5.17). As a result, these two equations must be solved simultaneously, but 
each is too complicated for the solutions to be obtained analytically. In cases where ln(#o) 
varies much more slowly than ln([C02 ]), it is possible to overcome this difficulty by 
neglecting the final term of Eq. (5.22), thereby removing the explicit dependence on 0o. 
Although this approximation is not applicable to all systems, it is important to recall that the 
form of 0o(i) may be calculated prior to estimating the rate constants of the system. The 
values o f Kq, a and ln(i?o) may be determined by measuring the equilibrium sensor resistance
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as a function of the partial pressures of O2 and CO, and these parameters alone are required to 
deduce the value of 8 0  for any non-equilibrium resistance measurement. This is an important 
point, as the calculated relationship between R and 8 0  is therefore solely dependent on the 
conditions at the start and end of the response or recovery curve. As previously mentioned, 
these regimes are always well described by the approximate form of Eq. (5.22) given by Eq. 
(5.23), and hence 0o(i) is unaffected by the disparities between the two equations.
After calculating 6 o(t) from the various resistance measurements, the response and recovery 
curves may be fitted using Eq. (5.17) in order to estimate the rate constants of the system.
This procedure requires knowledge of #co(0> which is described exactly by Eq. (5.22). 
Solving Eq. (5.22) requires use of an integrating factor, fit), that allows the equation to be 
written in the form
£ ( / ( t ) 0 c o ( t ) )  =  f c n ( ^ ) / ( t )  (5.41)
Comparison with Eq. (5.22) shows that an appropriate expression for^O is
/ ( t )  =  0 o (t) ex p (ycot) (5.42)
where yco is given by
Yco =  fcri +  K i  (5.43)
For a response curve, integration of Eq. (5.41) yields the solution
0co(t) =  fcri So0 o ( f )  exp ( y c o if  -  0 )  d  t ’ (5.44)
where time, t, is zero at the point of CO turn-on. If kT\ and kr2 are known, it is therefore
possible to determine a function 8 qo(t) that satisfies Eq. (5.41). Unfortunately, if the rate 
constants are themselves estimated through fitting of the response curves using Eq. (5.17), 
8 C0 (t) can only be found through iteration. After formulating an initial “guess” for 6 co(t), it
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is possible to determine kx\ and kx2 by fitting the response curve using Eq. (5.17) as discussed 
in section 5.45. Substituting the kx\ and kx2 estimates into Eq. (5.22) allows #co(0 to be 
recalculated,which may then be used in Eq. (5.17) as before to obtain revised values o f kx\ 
and kX2. Contnuous iteration of this procedure eventually yields kx\ and kX2 estimates that are 
consistent with the calculated forms of both 6coif) and 6o(t).
Similar considerations may be applied to the sensor recovery. Here, the partial pressure of 
CO is zero and so Eq. (5.22) becomes
where 6 o{CO on) denotes the equilibrium value of 6 0  in the presence o f CO. As with the 
sensor response, 6 co can only be determined iteratively due to the presence of kT2 in Eq.
(5.45)
where t is zero at the point of CO turn-off. Eq. (5.45) integrates to give
0co(t) K A ~ e x p (-fc r2t) (5.46)
Imposing the condition that
(5.47)
6 Co(t) is given by
exp(-fcr2t) (5.48)
(5.48).
From the discussions above, it has been shown how 6 0  may be calculated at any point 
during the response or recovery of the sensor, provided that a, ln(7?o) and Ko are known.
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Moreover, it is possible to determine 6 co at any given time using an iterative procedure, in 
turn allowing estimation of the rate constants of the system. However, while this method is 
generally valid, it requires the response and recovery curves to be repeatedly fitted, altering 
the values of rate constants between successive fits. This is a time-consuming undertaking, 
especially if the initial estimates of the rate constants are far from their true values. Where 
possible, it is therefore convenient to make approximations in the theory in order to decouple 
the differential equations of 6 0  and #co, allowing the rate constants to be determined from a 
single curve fit.
To remove the dependence of #co on 9o, particular conditions must first be satisfied. As 
discussed previously, the general equation for 6 co, given by Eq. (5.22), is coupled to Eq. 
(5.17) unless
During the recovery of the sensor, PcolPioi is zero and so the condition is more stringent. 
Simplification of the analysis is therefore only possible for systems which respond and 
recover sufficiently slowly. To assess whether Eq. (5.49) is satisfied, it is necessary to 
estimate the rate of change of 6 0  as a function of time for each response and recovery curve.
Although the time derivatives of 6 0  may simply be estimated from the variation between 
successive resistance measurements, it is potentially helpful to instead construct an analytic 
function that accurately represents the data. In this way, random fluctuations in a plot of 6 0  
versus t may be ignored when calculating the gradient at each point. In the present 
experiment, the variation o f 6 0  during sensor response is found to be well-represented by a 
function o f the form
(5.49)
Q0(t) = Aexp(-ycoa£) + B( 1 -  exp(-ycobt)) + C (5.50)
where
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Y c0  -  k r l  G ^ ) + kr2 (5.51)
A, B ,C, a and b are constant fitting parameters, and t is taken to be zero at the point of CO 
turn-on. The boundary conditions o f Eq. (5.50) require that
B =  A +  0 o (CO on) -  0 o (CO o f f )  (5.52)
C = 0 o (CO o f f ) - A (5.53)
and
. aAb — —
B (5.54)
The remaining parameters, A and a , are unconstrained, and must be set as appropriate to 
produce an accurate fit to the data. From Eq. (5.50), the first time derivative of ln(#o) may be 
calculated using the equation
d n - r a  ^  b B e x p (-Y c o b t) -a A e x p ( -Y c o a t )
dt 0  ^ C0 A ex p (-Y co a t)+ B (l-ex p (~ Y co b t))+ C
After fitting to each response curve using Eq. (5.50), as depicted in Fig. 5.20, the magnitude 
of d(ln(<9o))/d/ is plotted as a fraction of kT2 in Fig. 5.21. It is clear that Eq. (5.49) is indeed 
satisfied for the duration of each response curve, as the magnitude of d(ln(#o))/d/ is less than 
6% of kX2  in all cases. There is therefore little difference between the 6 co solutions yielded by 
Eq. (5.22) and Eq. (5.23).
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Fig. 5.20. Response curves at different working temperatures and a CO concentration 
of 200 ppm, fitted using Eq. (5.50). The markers correspond to Oq values obtained from 
resistance measurements, while each fit is shown by a black line.
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Fig. 5.21. A plot of |d(ln(0o))/df|/£r2 as a function of time after CO turn-on at different 
working temperatures, with CO present at a concentration of 200 ppm.
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To further justify use of Eq. (5.23), it is instructive to compare the approximated form of 
6 co to the more accurate solution obtained from Eq. (5.22). Defining the “percentage error in 
Oco” as
P e r c e n ta g e  e r r o r  in  0 CO =  100 ^ co a^cc.^  ^ ^ Ppr°*'))  % (5.56)
where 0co(acc.) and Qco{opprox.) are the solutions o f Eq. (5.22) and Eq. (5.23) respectively, 
Fig. 5.22 displays Qco(approx.) as a function o f time after CO turn-on, while Fig. 5.23 shows 
how the percentage error in #co varies over the same period. The general form of Ocoiacc.) is 
given by Eq. (5.44), and a physical solution is found by requiring that Ocoiacc.) is zero at the 
point of CO turn-on. As expected, the percentage error in 6 co tends to zero at large t and 
reaches a maximum when the magnitude of d(ln(0o))/df is highest. However, the error 
remains small for the duration of each response curve, with all maxima less than 5% in value. 
This further vindicates the use of Eq. (5.23). It is interesting to note that since d(ln(0o))/df is 
negative for all t, 6co{acc.) is always greater than or equal to 6co{opprox.).
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Fig. 5.22. A plot showing the variation of Ocoippprox.) following CO turn-on at 
different working temperatures and a CO concentration of 200 ppm, constructed using 
Eq. (5.23).
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Fig. 5.23. A plot of the percentage error in 0co? as defined by Eq. (5.56), as a function of 
time after CO-turn on at different working temperatures, with CO present at a 
concentration of 200 ppm.
A similar approach may be used to analyse the sensor recovery. Again, 0o is well- 
represented by Eq. (5.50), with t now zero at the point of CO turn-off and
YCO = *r2 (5.57)
To satisfy the boundary conditions,
B = 0O (CO o f f ) -  0O (CO on) + A (5.58)
and
C = 0q(CO on) — A (5.59)
As before,
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(5.60)
and the remaining parameters, A and a, must be set to appropriate values. Fig. 5.24 shows the 
variation of 6 0  during each recovery curve, as well as the fits provided by Eq. (5.50). The 
ratio of |d(ln(#o))/d/| to kr2 during sensor recovery, calculated using Eq. (5.55), is plotted in 
Fig. 5.25. As was the case for the response of the system, the ratio remains small for the 
duration of the recovery, satisfying Eq. (5.49). This observation indicates that it is reasonable 
to neglect the #o-dependent term in Eq. (5.22), as before.
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Fig. 5.24. Recovery curves at different working temperatures and a CO concentration 
of 200 ppm, fitted using Eq. (5.50). The markers correspond to Oo values obtained from 
resistance measurements, while each fit is shown by a black line.
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Fig. 5.25. A plot of |d(ln(#o))/df|/Ar2 as a function of time after CO turn-off at different 
working temperatures. At t < 0, CO was present at a concentration of 200 ppm.
To determine the error in 0co as a function of time during sensor recovery, it is necessary to 
first calculate Qcoipcc.) using Eq. (5.44). The form of 6 co(acc.) is much simpler than before, 
and after solving Eq. (5.23) it is evident that
flco (a cc-) _  flo (C O o n ) .
O cofapprox.) 0o (t)
Consequently,
P e r c e n ta g e  e r r o r  in  0 CO =  100 ( l  -  Q % (5.62)
so the percentage error in 6 qo continually increases in magnitude after the point of CO turn­
off, and 6 co(acc.) is always less than 6 co(approx.). Eq. (5.62) suggests that for a highly 
responsive system, where 0o(CO off) is much greater than 6 o(CO on), the percentage error in 
6 co becomes large towards the end of the sensor recovery. Indeed, Fig. 5.26, which depicts 
the percentage error in 8 co as a function of time from the measured data, shows that 150 s
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after turn-off of the CO the percentage error in Oco reaches magnitudes of around 50%. It has 
already been shown by Fig. 5.25, however, that the magnitude of d(ln(#o))/d7 is small for the 
duration of every recovery curve, remaining less than 5% of kr2 in all cases. As with the 
sensor response, this indicates that it is reasonable to use Eq. (5.23) in place of Eq. (5.22). 
Moreover, it is clear from the steady-state solutions of these two equations that the values of 
0co(acc.) and Qco{approx.) must agree both prior to CO introduction and at long times 
following CO turn-off. To understand this apparent paradox, one must note that although the 
magnitude of the difference between #co(acc.) and 6 co(approx.) tends to zero during the 
sensor recovery, so too does the value of 0co• This behaviour is illustrated quantitatively by 
Fig. 5.27, which plots Oco{approx.) as a function o f time during the sensor recovery at each 
temperature. The percentage error in 6 qo is therefore directly proportional to the ratio of two 
negligible quantities at large values of t, and becomes undefined in the limit as t goes to 
infinity.
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Fig. 5.26. A plot of the percentage error in 0Co? as defined by Eq. (5.56), as a function of 
time after CO turn-off at different working temperatures. At t < 0, CO was present at a 
concentration o f  200 ppm.
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Fig. 5.27. A plot showing the variation of 0co(approx.) following CO turn-off at 
different working temperatures, constructed using Eq. (5.23). At t < 0, CO was present 
at a concentration of 200 ppm.
In summary, the resistance measurements suggest that while Eq. (5.23) does not produce an 
exact solution for #co, it does provide a close approximation. During both the response and 
recovery of the sensor, the rate o f change of 6o is sufficiently small that the 6o dependence in 
Eq. (5.22) may be justifiably ignored.
5.5. Conclusions
Through consideration of the kinetics of the surface reactions, a mathematical model has 
been developed to describe the measured response of a zinc oxide nanosheet-based sensor to 
carbon monoxide gas. Fitting of the response and recovery curves was facilitated by 
assuming the carbon monoxide reacts with surface oxygen ions via an Eley-Rideal 
mechanism, neglecting the reactions o f carbon monoxide adsorbed at bare surface sites.
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To complement the response measurements, additional tests were conducted to explore the 
physics of the system in the absence of carbon monoxide. From these experiments, it became 
possible to calculate the surface concentration of oxygen ions at a particular electrical 
resistance, providing the means to determine the rate of reactions occurring at the zinc oxide 
surface. Furthermore, comparison between the estimates acquired at different working 
temperatures allowed the activation energies for these processes to be evaluated. In 
particular, the activation energy for the reaction between O' ions and carbon monoxide was
| 1 i
j  estimated as 54 ± 9 kJ mol' or 42 ± 7 kJ mol" from the response and recovery curves 
respectively. The energy barrier for the formation of O' ions was found to be 72 ± 9 kJ mol' 1 
from the sensor response and 63 ± 10 kJ mol' 1 from the recovery. These values are 
comparable to estimates existing in the literature, corroborating the validity of both the model 
and the experimental procedure. In the absence of O' or CO2' ions, the energy difference 
between the Fermi level and the conduction band minimum at the surface is estimated as 590 
± 90 meV. The theory and methodology presented herein provides a useful and novel way to 
relate the electrical response of a chemiresistive sensor to the underlying physics of the 
reactions at its surface, and has potential to facilitate the development and optimisation of 
practical detectors for real-world applications. The following chapter aims to further this 
approach by considering sensors where rapid oxidation occurs, either due to the high 
reactivity of the reducing gas or the catalytic effects of surface additives.
References
[1] A. Setkus, Heterogeneous reaction rate based description of the response kinetics in 
metal oxide gas sensors, 87 (2002) 346-357.
[2] K. Grass, The Kinetics of Carbon Monoxide Oxidation on Tin(IV) Oxide Supported 
Platinum Catalysts, J. Catal. 172 (1997) 446^152. doi: 10.1006/jcat. 1997.1886.
[3] V.P. Zhdanov, Impact of surface science on the understanding of kinetics of 
heterogeneous catalytic reactions, Surf. Sci. 500 (2002) 966-985.
[4] S. Bai, T. Guo, D. Li, R. Luo, A. Chen, C.C. Liu, Intrinsic sensing properties of the 
flower-like ZnO nanostructures, Sensors Actuators, B Chem. 182 (2013) 747-754. 
doi: 10.1016/j.snb.2013.03.077 Flower-like ZnO nanostructures.
[5] S. Nakata, S. Akakabe, M. Nakasuji, K. Yoshikawa, Gas Sensing Based on a 
Nonlinear Response: Discrimination between Hydrocarbons and Quantification of
190
Individual Components in a Gas Mixture., Anal. Chem. 68 (1996) 2067-72. 
doi: 10.102 l/ac9510954.
[6] H. Busse, M. Voss, D. Jerdev, B. Koel, M. Paffett, Adsorption and reaction of gaseous 
H (D) atoms with D (H) adatoms on Pt (111) and Sn/Pt (111) surface alloys, Surf. Sci. 
490 (2001) 133-143. doi: 10.1016/S0039-6028(01 )01323-1.
[7] I. Kocemba, J. Rynkowski, The influence of catalytic activity on the response of 
Pt/Sn02 gas sensors to carbon monoxide and hydrogen, Sensors Actuators, B Chem. 
155 (2011)659-666. doi:10.1016/j.snb.2011.01.026.
[8] A. Varpula, S. Novikov, A. Haarahiltunen, P. Kuivalainen, Transient characterization 
techniques for resistive metal-oxide gas sensors, Sensors Actuators B Chem. 159 
(2011) 12-26. doi:10.1016/j.snb.2011.05.059.
[9] A. Fort, M. Mugnaini, S. Rocchi, M.B. Serrano-Santos, V. Vignoli, R. Spinicci, 
Simplified models for Sn02 sensors during chemical and thermal transients in 
mixtures of inert, oxidizing and reducing gases, Sensors Actuators B Chem. 124
(2007) 245-259. doi:10.1016/j.snb.2006.12.030.
[10] K. Darcovich, F.F. Garcia, C.A. Jeffrey, J.J. Tunney, M.L. Post, Coupled 
microstructural and transport effects in n-type sensor response modeling for thin 
layers, Sensors Actuators A Phys. 147 (2008) 378-386. doi:10.1016/j.sna.2008.06.007.
[11] R. Ionescu, E. Llobet, S. Al-Khalifa, J.W. Gardner, X. Vilanova, J. Brezmes, et al., 
Response model for thermally modulated tin oxide-based microhotplate gas sensors, 
Sensors Actuators B Chem. 95 (2003) 203-211. doi:10.1016/S0925-4005(03)00420-9.
[12] S. Nakata, K. Takemura, K. Neya, Non-linear dynamic responses of a semiconductor 
gas sensor: Evaluation of kinetic parameters and competition effect on the sensor 
response, Sensors Actuators B Chem. 76 (2001) 436-441. doi:10.1016/S0925- 
4005(01)00652-9.
[13] D.R. Jones, T.G.G. Maffei's, Analysis of the kinetics of surface reactions on a zinc 
oxide nanosheet-based carbon monoxide sensor using an Eley-Rideal model, Sensors 
Actuators B Chem. 218 (2015) 16-24. doi: 10.1016/j.snb.2015.04.072.
[14] F Greuter, G Blatter, Electrical properties of grain boundaries in polycrystalline 
compound semiconductors, Semicond. Sci. Technol. 5 (1990) 111-137.
[15] N. Barsan, U. Weimar, Conduction model of metal oxide gas sensors, J. 
Electroceramics. 7 (2001) 143-167. doi: 10.1023/A: 1014405811371.
[16] C. Malagu, V. Guidi, M. Stefancich, M.C. Carotta, G. Martinelli, Model for Schottky 
barrier and surface states in nanostructured n-type semiconductors, J. Appl. Phys. 91 
(2002) 808-814. doi: 10.1063/1.1425434.
[17] A. Tarat, R. Majithia, R.A. Brown, M.W. Penny, K.E. Meissner, Synthesis of 
nanocrystalline ZnO nanobelts via pyrolytic decomposition of zinc acetate nanobelts
191
and their gas sensing behavior, Surf. Sci. 606 (2012) 715-721. 
doi:10.1016/j.susc.2011.12.010.
[18] J. Lagowski, E.S. Sproles, H.C. Gatos, Quantitative study of the charge transfer in 
chemisorption; oxygen chemisorption on ZnO, J. Appl. Phys. 48 (1977) 3566-3575. 
doi: 10.1063/1.324156.
[19] P. V Bakharev, V. V Dobrokhotov, D.N. Mcilroy, A Method for Integrating ZnO 
Coated Nanosprings into a Low Cost Redox-Based Chemical Sensor and Catalytic 
Tool for Determining Gas Phase Reaction Kinetics, (2014) 56-68. 
doi:10.3390/chemosensors2010056.
[20] S. Wendt, P.T. Sprunger, E. Lira, G.K.H. Madsen, Z. Li, J .0 . Hansen, et al., The role 
o f interstitial sites in the Ti3d defect state in the band gap of titania., Science. 320
(2008) 1755-1759. doi:10.1126/science. 1159846.
[21] S. Li, Z. Lu, Z. Yang, X. Chu, The sensing mechanism of Pt-doped Sn02 surface 
toward CO: A first-principle study, Sensors Actuators, B Chem. 202 (2014) 83-92. 
doi:10.1016/j.snb.2014.05.071.
[22] B.S. Kang, S. Kim, F. Ren, K. Ip, Y.W. Heo, B.P. Gila, et al., Detection of CO using 
bulk ZnO Schottky rectifiers, Appl. Phys. A Mater. Sci. Process. 80 (2005) 259-261. 
doi:10.1007/s00339-004-2666-2.
[23] N. Li, Q.-Y. Chen, L.-F. Luo, W.-X. Huang, M.-F. Luo, G.-S. Hu, et al., Kinetic study 
and the effect of particle size on low temperature CO oxidation over Pt/Ti02 catalysts, 
Appl. Catal. B Environ. 142-143 (2013) 523-532. doi:10.1016/j.apcatb.2013.05.068.
[24] J.-M. Ducere, A. Hemeryck, A. Esteve, M.D. Rouhani, G. Landa, P. Menini, et al., A 
computational chemist approach to gas sensors: modeling the response of Sn02 to CO, 
02 , and H 20 gases., J. Comput. Chem. 33 (2012) 247-58. doi:10.1002/jcc.21959.
[25] R. Stratton, Surface Barriers at Semiconductor Contacts, Proc. Phys. Soc. Sect. B. 69 
(1956) 513-527. doi: 10.1088/0370-1301/69/5/303.
[26] M.W. Allen, C.H. Swartz, T.H. Myers, T.D. Veal, C.F. McConville, S.M. Durbin,
Bulk transport measurements in ZnO: The effect of surface electron layers, Phys. Rev. 
B - Condens. Matter Mater. Phys. 81 (2010) 1-6. doi: 10.1103/PhysRevB.81.075211.
[27] G.G. Roberts, N. Apsley, R.W. Munn, Temperature Dependent Electronic Conduction 
in Semiconductors, Phys. Rep. 60 (1980) 59-150.
[28] W.S. Baer, Faraday Rotation in ZnO: Determination of the Electron Effective Mass, 
Phys. Rev. 154 (1967) 785-789.
[29] L.E. Brus, Electron-electron and electron-hole interactions in small semiconductor 
crystallites: The size dependence of the lowest excited electronic state, J. Chem. Phys. 
80 (1984) 4403. doi:10.1063/1.447218.
192
[30] M. Oshikiri, Y. Imanaka, F. Aryasetiawan, G. Kido, Comparison of the electron 
effective mass o f the n-type ZnO in the wurtzite structure measured by cyclotron 
resonance and calculated from first principle theory, Phys. B Condens. Matter. 298 
(2001) 472^476. doi: 10.1016/S0921-4526(01)00365-9.
[31] B.K. Meyer, H. Alves, D.M. Hofmann, W. Kriegseis, D. Forster, F. Bertram, et al., 
Bound exciton and donor-acceptor pair recombinations in ZnO, Phys. Status Solidi. 
241 (2004) 231-260. doi: 10.1002/pssb.200301962.
[32] F.A. Selim, M.H. Weber, D. Solodovnikov, K.G. Lynn, Nature of native defects in 
ZnO, Phys. Rev. Lett. 99 (2007) 85502. doi: 10.1103/PhysRevLett.99.085502.
[33] M.W. Allen, S.M. Durbin, Influence of oxygen vacancies on Schottky contacts to 
ZnO, Appl. Phys. Lett. 92 (2008) 90-93. doi: 10.1063/1.2894568.
[34] D.C. Look, D.C. Reynolds, J.R. Sizelove, R.L. Jones, C.W. Litton, G. Cantwell, et al., 
Electrical properties of bulk ZnO, Solid State Commun. 105 (1998) 399—401.
doi: 10.1016/S0038-1098(97)10145-4.
[35] R. Tena-Zaera, J. Elias, C. Levy-Clement, I. Mora-Sero, Y. Luo, J. Bisquert, 
Electrodeposition and impedance spectroscopy characterization of ZnO nanowire 
arrays, Phys. Status Solidi a-Applications Mater. Sci. 205 (2008) 2345-2350. 
doi: 10.1002/pssa.200779426.
[36] M. Soosen Samuel, J. Koshy, A. Chandran, K.C. George, Dielectric behavior and 
transport properties of ZnO nanorods, Phys. B Condens. Matter. 406 (2011) 3023- 
3029. doi: 10.1016/j.physb.2011.04.070.
[37] J. Krupka, J. Breeze, A. Centeno, N. Alford, T. Claussen, L. Jensen, Measurements of 
permittivity, dielectric loss tangent, and resistivity of float-zone silicon at microwave 
frequencies, IEEE Trans. Microw. Theory Tech. 54 (2006) 3995-4000.
doi: 10.1109/TMTT.2006.883655.
193
Chapter 6 -  Exploring the properties of 
rapid gas reactions
6.1. Introduction
In the previous chapter, the CO response characteristics of a ZnO nanosheet-based sensor 
were studied in order to estimate various activation energies and rate constants of the system. 
The device demonstrated a high sensitivity to CO at temperatures around 400°C, and it was 
shown that this could be attributed to a high surface coverage of oxygen ions. However, the 
theoretical treatment used to describe the oxidation of CO is not necessarily appropriate in all 
cases; indeed, it is clear from the outset that the model is only suited to those gases which 
react in a one-to-one molar ratio with surface oxygen ions and do not significantly chemisorb 
to the ZnO surface. Moreover, it was shown that the theory may only be used when the 
response and recovery of the sensor are sufficiently slow, so is unlikely to be representative 
of gases which oxidise much more rapidly than CO. To analyse such systems, the model 
must therefore be adapted to provide a more apposite description of the surface reactions.
When developing a gas sensor, it is crucial to consider the requirements of the relevant 
application. The high temperatures employed in the previous chapter, for instance, may not 
be practical in certain real-world situations, so it is important to explore ways to reduce the 
temperatures required whilst maintaining a high sensor response. This is often achieved 
through use of surface catalysts, typically nanoparticles of noble metals such as platinum, 
palladium or gold, which lower the activation energy of oxidation [1-22]. At the surface o f a 
typical surface catalyst, the reaction is likely to proceed via a Langmuir-Hinshelwood process 
involving adsorbed gas molecules [23-29] rather than the Eley-Rideal mechanism assumed in 
Chapter 5; in general, therefore, a catalysed system must be described using an alternative 
formalism to that employed previously.
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To investigate systems containing surface catalysts or rapidly oxidising gases, this chapter 
explores the reactions of various reducing gases on ZnO nanosheets which either have no 
surface additives or are decorated by gold nanoparticles. By measuring the electrical 
responses of the different sensors to varying concentrations of H 2 , CO and C H 4 over a range 
of temperatures, it shall be demonstrated that important qualitative conclusions may be drawn 
in each case regarding the nature of the associated reaction mechanisms.
6.2. Experimental methods
Following the procedure described in Chapter 3, LBZA nanosheets were prepared in 
aqueous suspension and centrifuged into de-ionised water over five five-minute cycles. An 
aqueous suspension of gold nanoparticles was produced using the Turkevich technique [30], 
adding 1 mL of aqueous chloroauric acid (25 mmol L '1) to a 24 mL volume of aqueous 
sodium citrate tribasic dihydrate (2.5 mmol L '1) whilst boiling under reflux with rapid 
stirring. The concentration of chloroauric acid in the combined solution was four times 
higher than in the archetypal experiment described in Chapter 3, and was deliberately 
selected in order to obtain a concentrated suspension of poly-dispersed gold aggregates. In 
this way, a high coverage of gold could be realised on the final gold-catalysed ZnO 
nanosheet-based sensor. The gold nanoparticle suspension was added to LBZA nanosheet 
residue following the final five-minute centrifuge stage, while deionised water was added to a 
second batch of LBZA nanosheet residue. The two suspensions were subsequently 
centrifuged for a further 90 minutes at 4°C, discarding the final supernatant in each case and 
replacing it with deionised water. A 100 pL volume of each suspension was drop-cast onto 
an alumina gas-sensing substrate and dried at 60°C, and the two substrates were annealed 
together in a tube furnace at 500°C for 30 minutes under a 900 mL min'1 flow of dry air.
Gas sensing tests were performed using a custom-built gas sensing chamber, as outlined in 
Chapter 3. A continuous 400 mL min'1 total flow was used throughout, maintaining a 4:1 
ratio of N2 to O2 and adjusting the flow rate of each reducing gas to control its concentration 
in the system. Each sensor was exposed to concentrations of H2, CO and C H 4 between 50 
ppm and 200 ppm, at temperatures ranging from 100°C to 450°C. During each sensing test,
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the reducing gas was admitted to the system after one minute and turned off after a further 
fifteen minutes. In order to characterise the form of the ZnO nanosheets and gold 
nanoparticles, the sensors were inspected using a Hitachi S4800 field emission scanning 
electron microscope with the accelerating voltage set at 5 kV.
6.3. Results and discussions
6.3.1. Sensor characterisation
To observe the form of the sensing material on each sensor, they were examined using 
SEM following the sensing experiments. The images for the non-catalysed ZnO nanosheets, 
as depicted in Fig. 6.1 (a) and Fig. 6.1 (b), show that the constituent nanoparticles were of 
comparable size to those measured in Chapter 5. Conversely, the nanosheets of the gold- 
coated sensor, shown in Fig. 6.1 (c) and Fig. 6.1 (d), were observed to consist of sub-10 nm 
nanoparticles; indeed, measurement o f the nanoparticles was limited by the resolution of the 
SEM. Although the reason for this difference is unclear, it is worth noting that residual 
citrate ions were likely to exist on the surface o f the gold-decorated LBZA nanosheets 
following centrifugation. During the synthesis o f gold nanoparticles via the Turkevich 
reaction, these ions act as reducing agents for the gold precursor but also inhibit the formation 
of large gold aggregates [30-34]. It is possible that the ions perform a similar role during the 
thermal decomposition of LBZA to ZnO, suppressing Ostwald ripening of the ZnO 
nanoparticles [35-38] and thereby limiting the mean nanoparticle size. This simple argument 
is contradicted, however, by observations displayed in Chapter 3; although the gold 
nanoparticles depicted in Fig. 3.3 were synthesised using the same concentration of sodium 
citrate as in the present chapter, the underlying ZnO nanosheets consist of much larger grains 
than those shown in Fig. 6.1 (d) despite the same annealing procedure being used in each 
case. As fabrication of the gold nanoparticles in Fig. 3.3 was achieved using a much lower 
concentration o f chloroauric acid than those in Fig. 6.1 (d), it is plausible that Ostwald 
ripening of the ZnO is most strongly affected by the concentration of this precursor. A high 
coverage of gold nanoparticles is apparent in Fig. 6.1(c), and Fig. 6.1(d) indicates that 
significant aggregation o f the gold has occurred. Indeed, the gold aggregates are much larger
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than those shown in Fig. 3.3, w hich may again be attributed to the comparatively low 
concentration o f  chloroauric acid used in the latter case.
200 uui
Fig. 6.1. SEM images showing ZnO nanosheets without surface catalysts ((a) and (b)) 
and coated in gold nanoparticles ((c) and (d)).
6.3.2. The response to CO, H2 and CFCas a function of tem perature
The response characteristics o f  the two sensors are depicted in Fig. 6.2, which shows the 
variation o f the response to 200 ppm of different gases as a function o f temperature. It is 
immediately apparent that the gold nanoparticles had a catalytic effect on the oxidation o f CO 
and H2, as the response at a given temperature was increased by their presence. Most notable 
is the response to 2 0 0  ppm o f H2, which was not only enhanced by the catalyst but also 
remained almost independent o f temperature above 200°C. This trend was not repeated for 
CO or CH4, with both sensors exhibiting a negligible response to these gases below 300°C. 
Indeed, comparison of Fig. 6.2 (a) and Fig. 6.2 (b) shows that the sensitivity to 200 ppm of 
CFC was not improved significantly by the gold nanoparticles, and the gas was not detected 
by either sensor below 400°C. It is possible that the low CH4 responses may be partially 
attributed to the fact that, unlike H2 and CO, it is stoichiometrically not possible for CH4 to
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oxidise in a single reaction step, and it has been shown elsewhere that the reaction instead 
proceeds through several organic intermediates [39-42].
The plots displayed in Fig. 6.2 illustrate the catalytic effects of the gold nanoparticles, but it 
is important to note that the results are not consistent with those obtained in Chapter 5. In the 
absence of a catalyst, the response of the ZnO nanosheets to 200 ppm of CO was only around 
0.11 at 420°C, contrasting the sensor used in Chapter 5 which yielded a response of 0.46 at a 
similar temperature. Moreover, a peak in the response was previously observed at around 
440°C, whereas the response of the current control sensor was found to increase as the 
temperature was raised above 450°C. Although the two sensors were fabricated in a similar 
manner, it is important to recall that an extended centrifuge time was used when preparing the 
LBZA nanosheets for the present experiment. It is possible that the decreased sensitivity of 
the control sensor may be attributed to this difference in the LBZA preparation procedure.
For conciseness, the sensor from Chapter 5 shall henceforth be referred to as Sensor S (where 
the letter “S” alludes to the short centrifuge time used during preparation of the LBZA), 
whereas the non-catalysed and gold-catalysed sensors introduced in this chapter shall be 
named Sensor L (here, the letter “L” refers to the longer centrifuge time employed) and 
Sensor Au, respectively.
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Fig. 6.2. Plots depicting the responses of Sensor L (a) and Sensor Au (b) as a function of 
tem perature. Each response test was conducted at a Poi!P\o\ value of 0.2.
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6.3.3. The variation of resistance as a function of temperature
As the resistance of a chemiresistive sensor depends strongly on the concentration of ions 
present at its surface, significant insights into the surface dynamics may be gleaned by 
considering how the sensor resistance varies as a function of temperature. For a constant 
concentration of surface ions, the resistance is expected to decrease exponentially with 
increasing temperature due to a higher proportion of electrons having sufficient energy to
j
j migrate between semiconductor grains. Moreover, a higher temperature increases the 
probability o f electron promotion from inter-band donor states to the conduction band, 
thereby increasing the concentration of conduction electrons. If, however, the concentration 
of surface ions is itself temperature-dependent, one may observe an alternative relationship 
between resistance and temperature. By exploring this behaviour in the absence of any 
reducing gas, it is therefore possible to determine how the concentration of O' ions varies as a 
function o f temperature at the surface o f a particular device. In the case of Sensor S, which 
was characterised in Chapter 5, the equilibrium constant for oxygen ionosorption, Ko, was 
shown to reach a peak value of approximately 9.6 at around 460°C, decreasing to a value of 
3.0 at ~390°C. This variation suggests that the concentration of O' ions correlated positively 
with temperature between the two temperatures, acting to oppose any decrease in the 
resistance with increasing temperature.
To consider the relationship between resistance and temperature in a more quantitative 
manner, it is instructive to recall theory outlined in Chapter 1 and employed in the previous 
chapter. From Eq. (5.30) it follows that
where T is temperature, R is the resistance, 0o is the proportion of surface sites that are 
occupied by surface ions, Rq is the resistance in the absence of surface ions and a is a 
temperature-dependent constant, as defined previously. Using thermoelectronic emission 
theory, it was also established in Chapter 5 that
^ln(R) = jjj; ln(R0) + ^  (aOg) (6.1)
(6.2)
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where £ c,s is the energy of the conduction band minimum at the surface in the absence of 
surface ions, £> is the Fermi energy and is Boltzmann’s constant. Substituting this relation 
into Eq. (6.1), one obtains the expression
^ ln ( R )  =  ± (aO l) -  (Ecs - E f  + kBT) (6.3)
which shows explicitly the positive and negative contributions to the derivative of \n(R) with 
respect to T.
In Fig. 6.3, which plots the natural logarithm of the sensor resistance as a function of 
temperature for Sensors S and L, the inverse proportionality between In(R) and T in each case 
suggests that the relationship was dominated by the second term on the right-hand side of Eq. 
(6.3). In the case of Sensor S, In(R) decreased at a rate of approximately 1.4 x 10*2 K' 1 over 
the measured range of temperatures, while the estimated gradient for Sensor L has a lower 
value of -4.7 x 10'3 K '1. To verify the work of the previous chapter, it is possible to utilise the 
measured dln(i?)/dr value of Sensor S to calculate a new estimate of Ec,s~Ef for this device. 
To achieve this goal, it is helpful to first recognise that
5 («®S) =  * o (® 0 £ + 2 « £ )  (6.4)
which may be evaluated at a particular temperature by using estimates of a, Oo, da/dT and 
ddoldT obtained in Chapter 5. At 440°C, for example, Oo was estimated as 0.78 and a had a 
calculated value of 1.84, while Fig. 5.9 and Fig. 5.19 yield dOoldTand daldT estimates of 1.5 
x 10'3 K'1 and -4.4 x 10'3 K '1, respectively. Substituting these quantities into Eq. (6.4), one 
obtains a predicted d(aOo )/dT value of 1.6 x 10' K' which, in conjunction with Eq. (6.3) 
and the measured value of dln(R)/dT, leads to an E c,s~Ey estimate of approximately 640 meV. 
This value is consistent with the previous estimate of 590 meV within the experimental error 
of 90 meV, and therefore further substantiates the model and methodology employed in 
Chapter 5.
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Fig. 6.3. A plot showing the natural logarithm of the resistance as a function of 
temperature for Sensors S and L, where Po^Pjot is 0.2 and no reducing gas is present. 
Lines-of-best-fit have been fitted to each set of data using the least-squares method, 
shown solid for Sensor L and dashed for Sensor S, and have R2 values of 0.89 and 0.97 
for Sensor L and Sensor S, respectively.
In the case o f Sensor Au, a significantly different relationship between resistance and 
temperature was observed. As shown by Fig. 6.4, the resistance remained approximately 
constant below 300°C but increased sharply at higher temperatures. The natural logarithm of 
the resistance is plotted as a function of temperature above 300°C in Fig. 6.5, which shows 
direct proportionality between the two quantities with a gradient of approximately 1.6 x 10' 
K '1. Using Eq. (6.1), this behaviour indicates that d{a0o)ldT  was larger than dln(7?0) /d r  
above 300°C, and the sensor must therefore have exhibited a high value of d#o/dT if da/dT 
was negative as before. Critically, however, it was shown in Chapter 1 that the assumed 
relationship between R and T expressed in Eq. (5.30), from which Eq. (6.1) derives, is only 
valid when the width of the depletion region between semiconductor grains is much smaller 
than the grain size. It is clear from Fig. 6.1 (d) that this criterion may not have been satisfied 
in the case of Sensor Au due to the sub-10 nm diameter o f each ZnO nanoparticle; indeed, it 
is even possible that the entirety o f sensing material was influenced by the surface potential, 
thereby invalidating the boundary conditions o f Poisson’s equation which were employed in 
Chapter 1 [43]. The positive correlation between R and T depicted in Fig. 6.5 may be
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attributed in part, therefore, to the diminutive nature of the constituent ZnO nanoparticlejs 
altering the form of the surface potential in Eq. (5.30).
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Fig. 6.4. A plot showing the resistance of Sensor Au as a function of temperature, where 
iW^TOT is 0.2 and no reducing gas is present.
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Fig. 6.5. A plot showing the natural logarithm of resistance as a function of 
temperature for Sensor Au, where iW^TOT is 0.2 and no reducing gas is present. Also 
plotted is a least-squares line-of-best-fit to the data, which has a R2 value of 0.91.
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6.3.4. The kinetics o f H2 oxidation
It was demonstrated in the previous section that the decoration of ZnO nanosheets by gold 
. nanoparticles leads to a positive correlation between the sensor resistance and temperature. 
From this behaviour, it was proposed that the gold may have a considerable catalytic effect 
on the ionosorption of oxygen (although this is tentative suggestion due to the low size of the 
ZnO nanoparticles in Sensor Au, as discussed in the previous section). The catalytic 
properties of gold are also evident in the sensitivity of Sensor Au to CO, which exhibited a 
much larger response at a given temperature than the non-fimctionalised control device, 
Sensor L. The most significant difference between these two sensors, however, was in their 
responses to H2; it was shown in Fig. 6.2 that while Sensor L produced a response of around 
0.3 to 200 ppm of this gas at 300°C, the same concentration led to a Sensor Au response of 
over 0.8 at 200°C. In this section, the oxidation of H2 in the presence of gold nanoparticles is 
considered in greater detail, and the theory developed in Chapter 5 is adapted to explore the 
dynamics of this reaction.
In order to compare the responses of the three sensors under particular conditions, one may 
simplistically plot the resistance of each device measured during exposure to a reducing gas. 
Fig. 6.6 depicts such a plot for hydrogen gas at a concentration o f 200 ppm, with the sensors 
maintained at a temperature o f 440°C. The problem with this approach, however, is that the 
absolute resistance o f a sensor does not solely depend on the intrinsic electrical properties of 
the sensing material, but also its coverage and thickness. It is therefore possible for two 
devices with identical sensing properties to exhibit different resistances under a particular set 
of experimental conditions. For this reason it is difficult to reach any significant conclusions 
through comparison o f the absolute resistance values of different sensors. Moreover, when 
analysing Fig. 6.6 it is difficult to compare the responses of different sensors due to their 
differing starting resistances, thereby limiting the usefulness o f the plot.
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Fig. 6.6. A plot showing the resistances of the three sensors during exposure to 200 ppm 
of H2 at 440°C. Each response test was conducted at a Pm/Pto t  value of 0.2.
To better understand the differences between the Sensors S, L and Au, Fig. 6.7 compares 
the normalised response and recovery curves of the devices when exposed to 200 ppm o f H 2 
at approximately 440°C. More specifically, for each device the resistance has been 
normalised with respect to the mean resistance prior to the introduction of H2 . The plot shows
that the sensitivity o f Sensor L was almost identical to that o f Sensor S at this temperature,
with both producing a response o f 0.82-0.83. Sensor Au, by contrast, exhibited a 
corresponding response o f approximately 0.98. To facilitate comparison between the 
response and recovery rates o f the different sensors, Fig. 6.7 (b) plots the variation of the 
“response-normalised resistance”, Rresp, defined by the formula
R 1  r ( h 2 o f n - R  M
resP R(H2 o f f ) - R ( H 2 on) \  )
where R is the measured resistance and R(H 2  on) and /?(//? off) are the equilibrium resistances 
in the presence and absence o f FE, respectively. From Eq. (6.5), the first time-derivative o f 
t f r e s p  is given by
d R r e s p  _
dt Response  dt  \ R ( H 2 o f f )
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The gradient of Rrcsp is therefore equal to the gradient o f the normalised resistance, as plotted 
in Fig. 6.7 (a), divided by the sensor response. Fig. 6.7 (b) shows that the kinetics o f the 
response were different for the two non-functionalised devices, as Sensor S responded and 
recovered at a significantly higher rate than Sensor L. Sensor Au responded more rapidly 
than both of these devices, but also recovered at the lowest rate o f the three sensors.
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Fig. 6.7. Plots showing the responses of the three sensors to 200 ppm of H2 at 440°C,
normalised with respect to the starting resistance (a) or the response (b). Each response
test was conducted at a PqiIPjoj value of 0.2.
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Despite the similarity o f their FF responses at 440°C, Sensors S and L displayed markedly 
different sensitivities to H2 at 390°C; as shown by Fig. 6.8, the response o f Sensor S to 200 
ppm o f Ho did not vary significantly between the two temperatures, whereas Sensor L had a 
response o f just 0.66 at 390°C. As before, Sensor Au exhibited both the highest sensitivity 
and the highest rate o f response, but also recovered more slowly than the other two sensors.
(a)
 Short centrifuge, no Au
Long centrifuge, no Au
 Long centrifuge, Au NPs0.2
0.0
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Fig. 6.8. Plots showing the responses of the three sensors to 200 ppm of H2 at 390°C,
normalised with respect to the starting resistance (a) or the response (b). Each response
test was conducted at a PqiIPyoy value of 0.2.
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It was previously observed that while Sensor Au exhibited a response o f over 0.8 to 200 
ppm of Ht at temperatures as low as 200°C, the corresponding response o f Sensor L was 
negligible at this temperature. However, Fig. 6.9 shows that despite the rapid response of 
Sensor Au at low temperatures, the rate o f recovery was substantially diminished. Indeed, at 
temperatures o f 175°C and below there was no discernible recovery of the sensor resistance 
over the time-scale o f the measurement, and it was necessary to temporarily elevate the 
temperature to recover the initial resistance value.
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Fig. 6.9. Plots showing the responses of the Sensor Au to 200 ppm of H 2 at low
tem peratures normalised with respect to the starting resistance (a) or the response (b).
Each response test was conducted at a Pqi/Pjot value of 0.2.
It is important to verify whether the results o f Sensors S and L depicted in Fig. (6.7), Fig. 
(6.8) and Fig (6.9) are consistent with the model formulated in Chapter 5. Above all, the 
theory should be compatible with the observed similarity o f the H2 responses at 440°C, whilst 
predicting disparate sensitivities at 390°C. It is worth noting that the different response and 
recovery rates of the two sensors, combined with their contrasting relationships between 
resistance and temperature, indicate that they possessed dissimilar reaction dynamics. It is 
therefore surprising that the H2 responses o f these devices converged at 440°C, particularly 
since the CO responses at this temperature were significantly different. Fig. 6.10 illustrates 
this point more clearly, showing that while Sensor S exhibited a response o f 0.49 to 200 ppm 
of CO, Sensor L had a corresponding response o f just 0.21. Indeed, the response o f Sensor S 
was the highest o f the three sensors, exceeding the measured Sensor Au response o f 0.37.
 Short centrifuge, no Au
 Long centrifuge, no Au
 Long centrifuge, Au NPs
— ■ i------------------1----------------- 1------------------r~
0 5 10 15 20
Time / minutes
Fig. 6.10. A plot showing the responses of the three sensors to 200 ppm of CO at 440°C, 
normalised with respect to the starting resistance. Each response test was conducted at 
a PoilPvoi value of 0.2.
In the previous model, the rate o f O' formation in the presence o f a reducing gas, X, was 
described by the expression
i
^ r  = k 1 (ns«es -  10'} -  fox-])  -  fc-JO-] -  krl [O ] (6 .7)
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where P 0 2  and Px are the partial pressures of O 2 and X , respectively, T t o t  is the total system 
pressure, k\, k.\, and kT\ are temperature-dependent rate constants and [O ']  and [ O X ]  are the 
surface concentrations of O -  ions and O X ' intermediates, respectively. If Px  is zero, the 
equilibrium concentration of O ' ions is given by
1
[0-] (X o f f )  =  -' ^ 1  —  - (6.8)
kl{ ^ ) 2+k-1
so the value of [0']{X off) is expected to increase in direct proportion to «Sites, the total 
concentration o f surface sites. When exposed to molecules of X ,  the O" ions react to form 
O X ' intermediates which subsequently desorb as stable, electrically neutral molecules of O X .  
The rate of formation of the O X ' intermediates is dictated by the formula
d[0X~]d* = k n ( f f ) l O - ] - k r2[OX-]  (6.9)
where kX2 is another temperature-dependent rate constant. Summing Eq. (6.7) and Eq. (6.9) 
leads to
1
i ( [ 0 - ]  + [OX-]) =  k t ( f f ) 1 (nsites -  [0 - ]  -  [OX-]) -  fc_![0-] -  fcr2[OX-] (6.10)
Hence, the equilibrium concentration of surface ions may be written as
k l { l S r ¥ n s iu s( [0 -](X  o n ) +  [OX-](X o n ))  = ---------------- ^ ' iJkJT  (6 -n )
i, ( p 02 \ 2 , h. , fir j- ) ^ ’1 vpr o r /
It may be shown from Eq. (6.8), Eq. (6.11) and Eq. (5.31) that the total sensor response to 
reducing gas X is given by
R e s p o n s e  =  1 — exp a ^ - ^ - 0 o (X o f f ) 2>)  (6.12)
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where Oq{ X off) is equal to [0']{Xoff)lnsx^  and
(6.13)
Due to the plethora of reaction parameters in Eq. (6.12), it is difficult to reconcile this 
equation with the observations in Fig. 6.7; if, as reasoned above, the values of variables such 
as a, ki, k.i, kTi and kT2 were different for Sensors S and L, one would not expect their H2 
responses to be equal. It is possible that this disparity between experiment and theory results 
from the assumption that Pm remains constant during the gas response; the high sensor 
response to H2 implies that this gas oxidises much more rapidly than CO, and the reaction 
may therefore significantly diminish the concentration of gaseous H2 in the vicinity of the 
ZnO surface.
To account for the time-dependence of Pm, one must construct a differential equation to 
describe the variation of the H2 concentration at the sensor surface, [# 2] • It is to be assumed 
that H2 is continuously introduced to the surface region at a rate equal to &flOW[7/2]o, where 
&fiow is the gas flow rate and [H{\o denotes the concentration of H2 passed into the system. 
Similarly, H2 departs from the region at a rate fcfi0w[#2]- According to the existing model, the 
rate of H2 oxidation is governed by a temperature-dependence rate constant, kx\, and is 
directly proportional to the concentration of O' ions at the surface, [O'], and the ratio of Pm  to 
P tot- Combining these considerations,
If the total pressure exerted on the surface per unit mole of gas is p mo 1, and the total area of 
the surface is A , the partial pressure of H2 may be expressed as
d [h2]
k / t a r ( [ H 2 ] 0 -  lH i \ )  -  k n  ( j £ )  [ 0 - ] (6.14)d t
PH2 — Apmoi[H 2] (6.15)
Similarly, the total pressure at the surface is given by
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P tot = APmol(.[N2] + [ 0 2] + [ff2]) (6.16)
where [Ay and [O2 ] are the concentrations of nitrogen and oxygen, respectively. As [O2] is 
large and [H2 ] represents a very low proportion of the total concentration of gases in the 
system, P to t may be regarded as a constant. It follows from Eq. (6.14) that the equilibrium 
value of [H2 ] is given by
To continue, it is helpful to assume that the H2 oxidation occurs in a single-step, so that the 
formation o f H2O’ intermediates need not be considered. This assumption is equivalent to 
taking the rate constant of the second oxidation step, kr2, to infinity. Implementing this 
simplification and substituting Eq. (6.17) into Eq. (6.11), one obtains
The general solution of Eq. (6.18) is complicated, so it is prudent to consider the limiting 
scenarios. For instance, in the case where kT 1 is very small, Eq. (6.18) simplifies to
Due to the low rate of oxidation, Pm  remains approximately constant during the course of the 
response. As expected, one recovers Eq. (6.11) with kT2 taken to infinity and \H2 O~] set equal 
to zero.
Although the algebra is more involved, it is possible to explore alternative regimes of Eq.
(6.18). By rearranging the formula, one may show that
[H2]o (6.17)
k i ( j ^ f n sttes (6.18)
1
1
1(W2 on) =
n sltes
(6.19)1
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[0~ K H 2 o n ) = 1+K M l2 a
-dC T lsites
~ 1 ± 1 + 4:CiCTls l i es (6.20)
for a generalised system, where
a _  W d p ™ , )  (6 21)
k f l ow  V ‘ TOT '
b =  H   (6.22)
1
*i (£*•)c  =  — (6 23)
and ( / W / t o t ) o denotes the ratio of Pm  to /  t o t  in the absence of H2 oxidation. At 440°C, all 
three sensors exhibited a large response to H2 at a concentration of 200 ppm. It is therefore 
likely that the corresponding kT\ value of each sensor was high, so the product acnsjtes cannot 
be considered a small quantity as in the first example. If &CPh2//to t)o  is much less than one, 
the square root in Eq. (6.20) may be replaced by the binomial approximation
(6.24)
Although Eq. (6.20) has two formal solutions, use of Eq. (6.24) leads to just one physical 
solution given by
(  b{ jM-) \
lim PB2_o[0  ](H2 on) = cnsites I 1 -  1+a™ ^  ) (6 25)
or
213
/  d im .)  \  
limPh^ o [ 0 - ] { H 2 on) =  [0~]{H2 o f f )  ( l  -  l+af 0(f ofnj  (6.26)
When the relationship between [0'](H2 on) and Piu/Ptot  is described by Eq. (6.26), the 
behaviour of the response differs to that predicted previously. When kT\ is large but the H2 
concentration is low, as in the example above, it may be shown using Eq. (6.8), Eq. (6.26) 
and Eq. (5.31) that the response is given approximately by
( 2bci ^ i \lim Response = 1 -  exp ( —a —---------- - (6.27)P/j2~*Q I l+flcnsj(ej J
which may also be written as
(  2a *Gw) l°~KH2 ° f f t2\
lim R e s p o n s e  = 1 — exp — 5------------ r - 77----- 77;—  I (6.28)
P H2- 0 F  \  n 2sttes 1 + a [0 -] (H 2 o f f ) / V J
For systems in which kx\ is very large, it may be reasonable to additionally assume that the 
product a\0"\(H2 off) is much greater than one as a is directly proportional to kT\. In these 
cases one may use the definitions of a and b to show that
lim R e s p o n s e
Ph2~*®
= 1 — exp (6.29)
which, unlike Eq. (6.12), has no dependence on kr\. It is therefore apparent that if H2 is 
admitted to the system at a sufficiently low concentration and oxidises at a high enough rate, 
the measured response is not influenced by the precise kinetics o f the reaction. The physical 
reasoning for this result is that while increasing kT 1 enhances the probability of reaction 
between surface O' ions and an incident molecule of H2, the concentration of H2 close to the 
ZnO surface is lowered as the molecules oxidise faster than they can be replenished. The 
reaction is therefore self-limiting, allowing two sensors with different values of kx\ to exhibit 
similar responses to a particular concentration of H2. It is also worth noting that since a is
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directly proportional to «Sites2, the exponent of Eq. (6.29) has a much weaker dependence on 
«sites than that of Eq. (6.12). It follows that a response characterised by Eq. (6.29) is less 
strongly influenced by the morphology and composition of the ZnO surface, again resulting 
in a smaller difference between the responses of two disparate sensors.
Returning to Fig. 6.7, Sensor Au exhibited a higher response to H2 than the other two 
sensors at 440°C and, as shown by Fig. 6.8, reducing the temperature to 390°C did not have a 
significant effect on the sensitivity or the rates of response or recovery. Furthermore, when 
H2 was present at a concentration of 200 ppm, Fig. 6.2 shows that Sensor Au produced a 
response of more than 0.8 at temperatures greater than 200°C; by contrast, the corresponding 
response of Sensor L was only 0.16 at 270°C, and became negligible when the temperature 
was decreased below 250°C. Despite Sensor Au responding more rapidly to H2 than the non- 
functionalised sensors, the corresponding recovery rate was lower at every temperature 
within the measured range. This trend was not repeated between the non-functionalised 
devices, particularly at 440°C; at this temperature, Sensor S responded and recovered at a 
significantly higher rate than Sensor L. To explain the observations it is necessary to digress 
from the models formulated in this chapter and the last, instead considering possible catalytic 
mechanisms.
The catalysis of H2 oxidation by noble metal nanoparticles, which was reviewed in Chapter 
2, is often attributed to a “hydrogen spillover” phenomenon [44-50]. In this process, H2 
dissociates at the metal surface to form atomic H radicals which subsequently migrate to the 
ZnO surface. As the radicals encounter O' ions they react to form OH' intermediates, which 
may in turn interact to produce a stable molecule of H2O according to the equation
2 OH~ -* 0 "  +  Hz O +  e~ (6.30)
where es~ denotes a surface electron. Assuming that Sensor Au responded to H2 via the 
spillover mechanism, the low recovery rate of the sensor suggests that the formation of O' 
ions was inhibited following turn-off of the H2. As noted in Chapter 2, previous studies have 
demonstrated that the OH' species formed during H2 dissociation are long-lived [51-54], and 
may therefore impede the recovery of the sensor resistance. The negligible recovery
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observed at temperatures of 175°C and below indicates that while the catalyst facilitated the 
oxidation of H2 at these temperatures, the subsequent removal of OH' radicals did not occur 
at a significant rate.
6.4. Conclusions
Through application and adaptation of the theory developed in Chapter 5, the reactions of 
different gases at the surface o f gold-coated ZnO have been explored. In accordance with 
previous reports [55-62], the response of ZnO nanosheets to CO was shown to be 
significantly increased by the presence of gold nanoparticles. The sensitivity to H2 
demonstrated an even larger enhancement, with a gold-decorated sensor producing a response 
of over 0.8 to 200 ppm of H2 at temperatures above 200°C despite a non-functionalised 
control sensor exhibiting no discernible response below 250°C. It is thought that the 
improved sensitivity may be attributed to a “hydrogen spillover” mechanism, wherein H2 
molecules dissociate at the gold surface to produce rapidly oxidising OH' radicals.
To investigate how the preparation of the LBZA precursor affects the response 
characteristics of the finished ZnO nanosheet-based sensor, two non-functionalised sensors 
were produced using different fabrication protocols. In the preparation of the first sensor, 
LBZA nanosheets were centrifuged into deionised water over five five-minute cycles. The 
second device, by contrast, consisted of LBZA nanosheets which were centrifuged using four 
five-minute phases followed by a final centrifugation step of 90 minutes. Despite SEM 
images of the two sensors showing that they contained nanoparticles o f similar mean size, the 
responses of these devices differed significantly. In the case of CO, for instance, a longer 
centrifugation procedure substantially diminished both the response and the response rate of 
the sensor. Furthermore, in the absence of a reducing gas the resistance was found to 
decrease more gradually with increasing temperature following the more prolongued 
centrifugation. From these observations, it is evident that the composition of the ZnO 
depends strongly on the preparation of the LBZA precursor.
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Coating the nanosheets with gold nanoparticles also had an appreciable effect on their 
morphology. Most notably, SEM showed that the gold-decorated nanosheets were comprised 
of much smaller nanoparticles than those of the non-functionalised sensors, possibly due to 
residual citrate ions from the gold nanoparticle suspension suppressing Ostwald ripening of 
the ZnO during thermal decomposition of the LBZA. In addition to enhancing the rates of 
both CO and H2 oxidation, decoration by gold nanoparticles was shown to produce a positive 
correlation between sensor resistance and temperature above 300°C, with no reducing gas 
present. It was recognised that this trend may be partially attributed to the sub-10 nm mean 
diameter of the constituent ZnO nanoparticles, which is likely to be too small for the surface 
potential to adopt the form described in Chapter 1. For this reason, it is difficult to use the 
measured relationship between the resistance and temperature to assess whether the gold 
aggregates have a catalytic effect on the ionosorption of oxygen.
In the previous chapter, a phenomenological model was used to analyse the kinetics o f CO 
oxidation. When applied to the case of H2, however, it was not possible to reconcile the 
theory to the measured responses of the non-functionalised sensors. In particular, the model 
could not explain why the responses of the two devices contrasted below 400°C but were 
almost identical at 440°C. According to the theory from Chapter 5, if the surface site 
concentration and reaction rate constants are different for two sensors, the responses should 
also be different. To explain the convergence of the responses at high temperature, it was 
necessary to account for the decrease in the H2 partial pressure close to the ZnO surface; due 
to the high oxidation rate of H2, the concentration close to the surface is lower than in the 
bulk surroundings. By considering the time-dependence of gas concentrations in this way, it 
is possible to extend the methodology from Chapter 5 to gases that are oxidised more readily 
than CO.
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Concluding remarks
To better understand the physical properties of chemiresistive gas sensors, the formulation 
of representative phenomenological models is crucial. In recent years there has been a 
considerable effort by researchers to develop such theories, and many have managed to relate 
the measured electrical response of sensors to the dynamics o f the underlying surface 
reactions. It is notable, however, that these studies have hitherto stopped short of 
quantitatively estimating the rate constants and activation energies of these reactions, 
primarily due to the multitude of fitting parameters required to provide a precise description 
of the system.
The aim of this work was to analyse the reaction mechanisms of zinc oxide nanosheet- 
based chemiresistive gas sensors in a more comprehensive manner, and to extend the analysis 
to devices which are catalysed by surface additives. After using a range o f experimental 
procedures to explore the morphology and surface chemistry of the nanosheets in Chapter 4, 
the high-temperature oxidation of carbon monoxide at the zinc oxide surface was considered 
from physical first-principles in Chapter 5. The activation energies of particular surface 
reactions were evaluated by measuring the electrical resistance of the sensor in a range of gas 
environments at several different temperatures, and these results were corroborated by similar 
values reported elsewhere. The success of the study was due in large part to the novel 
experimental approach which has not, to the author’s knowledge, been employed previously. 
The same methodology may be used in conjunction with different phenomenological models, 
allowing a similar analysis to be applied to other chemiresistive systems.
While Chapter 5 demonstrated a useful technique for investigating the oxidation of carbon 
monoxide at a zinc oxide surface, it was recognised in Chapter 6 that the procedure is not 
directly applicable to all reducing gases. Moreover, many practical sensing systems are 
complicated due to the presence of surface catalysts which provide alternative reaction 
pathways for a particular gas, thereby invalidating the Eley-Rideal approach used in the 
model. With no surface additives present, the hydrogen responses of two zinc oxide
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nanosheet-based sensors were found to converge at 440°C despite differing significantly at 
lower temperatures, an observation which is incompatible with the theory developed in 
Chapter 5. It was surmised that the high oxidation rate of hydrogen resulted in a significant 
decrease in the hydrogen concentration close to the zinc oxide surface, thereby suppressing 
the sensor response. To account for this phenomenon, the previous model was modified by 
constructing a differential equation to describe the concentration of gaseous hydrogen at the 
surface, and it was subsequently shown that the sensor response at low concentrations 
becomes independent of the oxidation kinetics when the corresponding rate constant is 
sufficiently large.
An even larger response to hydrogen was observed in the presence of gold nanoparticles; in 
this case, the response to a 200 ppm concentration of hydrogen remained above 80% at 
temperatures as low as 200°C, despite non-functionalised sensors exhibiting no discernible 
response to the same proportion of hydrogen below 250°C. This behaviour indicates that the 
gold allowed the hydrogen to react via an alternative reaction pathway with lower associated 
activation energy. Although it was postulated that the gold expedites dissociation o f the 
hydrogen molecule to produce reactive radicals, this hypothesis was based on previous 
research rather than the work presented herein. It is clear that the reasoning offered in 
Chapter 6 ought to be verified experimentally, specifically by developing an appropriate 
phenomenological model o f the system as in Chapter 5. Assuming that the catalysed 
oxidation o f hydrogen proceeds following dissociation of the diatomic molecule, the model 
should follow a Langmuir-Hinshelwood formalism of similar form to the examples cited in 
Chapter 2.
Despite the reactions o f carbon monoxide and hydrogen being comprehensively scrutinised 
through Chapters 5 and 6, the response to methane was only fleetingly considered. Analysis 
of methane oxidation was inhibited by the poor sensitivity of the devices to this gas, with 
both non-functionalised and gold-catalysed sensors producing a negligible response to 200 
ppm of methane at temperatures below 420°C. It is possible, however, that a more sizeable 
response could be achieved by simply modifying the procedure used to prepare the zinc oxide 
nanosheets; it was discovered, for instance, that the sensitivity to carbon monoxide was 
substantially enhanced by centrifuging the LBZA precursor for a shorter amount of time prior
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to deposition. Indeed, even more significant changes might be expected from varying the 
temperature at which the zinc oxide nanosheets are annealed, particularly as Chapter 4 
showed that the annealing temperature influenced both the morphology and the surface 
chemistry o f the material. Moreover, decoration of the LBZA precursor by gold nanoparticles 
resulted in sub-10 nm zinc oxide nanoparticles following a 500°C anneal, possibly due to 
residual reactants from the gold nanoparticle suspension suppressing Ostwald ripening of the 
zinc oxide. It is therefore conceivable that the morphology of the nanosheets could be 
reproducibly controlled by adding an appropriate surfactant to the LBZA suspension 
following centrifugation. A proper analysis of the relationship between the zinc oxide 
preparation procedure and the subsequent gas sensing properties would be highly instructive, 
helping to relate the properties of the zinc oxide surface to the electrical responses of the 
sensor and thereby aiding the development of practical chemiresistive devices.
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Future work
Within this thesis it has been demonstrated that particular physical and chemical 
characteristics of metal oxide nanostructures may be investigated through measurement of 
their gas responses at high temperature. However, despite the success of the theory and 
methodology detailed herein, the studies identified several experimental results which are 
worthy o f further investigation.
In Chapter 4, zinc oxide nanosheets were prepared using a variety of annealing conditions 
in order to identify their effect on the morphology and surface chemistry of the material. 
Unfortunately, due to time limitations it was not possible to explore the influence o f every 
annealing parameter; only the annealing temperature was varied between samples. To 
improve upon existing knowledge of the zinc oxide formation process, it would be beneficial 
to explore other variables such as the gas flow rate through the tube furnace during annealing 
or the oxygen concentration within the gas.
As another potential area of further study, it would also be interesting to build upon the X- 
ray photoelectron spectroscopy (XPS) work carried out in Chapter 4. By analysing the 
relative intensities of the O Is and Zn 2p signals of differently-annealed zinc oxide samples, 
it was inferred that the concentration of oxygen-containing surface groups increases as a 
function o f annealing temperature. From such tests, however, it is not straightforward to 
elucidate the nature of the surface species, nor their origin. If one were to examine the 
samples using a technique such as Fourier transform infra-red (FTIR) spectroscopy, it would 
be possible to better understand the chemistry of the surface groups; each chemical bond 
resonates at a well-defined frequency, and therefore produces a peak at a characteristic 
frequency in the infra-red absorption spectrum of the material. To supplement these 
experiments, one may also use a temperature-programmed desorption (TPD) technique, 
similar to those discussed in Chapter 2, to investigate the variety o f species present at the 
surface o f each sample. By heating the samples in situ within the analysis chamber of the 
XPS instrument, for instance, the XPS spectra could be measured at a variety of temperatures
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in order to determine the characteristic desorption temperatures o f the oxygen-containing 
surface species.
The use of XPS was not limited to the chemical characterisation of the zinc oxide 
nanosheets; in Chapter 5, the technique was employed alongside photoluminescence (PL) 
spectroscopy to determine the Fermi level position relative to the conduction band edge at the 
surface of the nanostructures. As was noted in the chapter, however, this estimate could not 
be directly compared to the corresponding value obtained from prior response measurements 
due to the differing experimental conditions of the two studies. More specifically, while the 
XPS valence band scans were recorded under ultra-high vacuum (UHV) conditions at room 
temperature, the gas sensing experiments were conducted at temperatures close to 400°C and 
using a 400 mL m in'1 gas flow rate. Since the Fermi energy is a temperature-dependent 
quantity, as discussed in detail in Chapter 1, it was therefore not possible to relate the two 
experiments in a meaningful manner. Yet although the criterion of a UHV environment is 
indispensible in XPS, it is possible to perform the measurements at higher temperatures, 
potentially matching those of the gas sensing investigations. Repeating the XPS valence 
band scans at elevated temperatures would be invaluable in further verifying the suitability of 
the theory and methodology developed within Chapter 5.
The ability to heat a sample during XPS analysis is a feature which could facilitate even 
more ambitious experiments than those already considered. For instance, one could record 
XPS spectra of zinc oxide nanosheets over a range of temperature values, thereby allowing 
the Fermi energy (relative to the edge of the conduction or valence band) to be plotted as a 
function o f temperature. It is apparent from the theory outlined in Chapter 1 and reiterated in 
Chapter 5, specifically Eq. (1.80) (repeated as Eq. (5.37)), that such an experiment could 
potentially reveal important information regarding the nature and concentrations of defects 
within the material. As an additional consideration it has been noted that, despite the absence 
of gas-induced surface species such as O' and CO2’ ions, long-lived species such as OH- 
groups may persist at the zinc oxide surface in a UHV environment. These species extract 
electron density from the surface, leading to the formation of a region of depleted electrons 
and an associated surface potential. However, in many modem XPS instmments, such as the 
Kratos AXIS Supra system employed in the present experiments, it is possible to remove a
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plethora of surface contaminants via argon bombardment of the sample surface, thereby 
diminishing the surface potential. By using XPS valence band scans to measure the surface 
Fermi energy both before and after argon bombardment, it would therefore be possible to 
approximate the intrinsic surface potential as the difference of the two Fermi energy values.
As well as supplementing the results of the gas sensing investigations using other 
techniques, these studies could themselves be expanded. It may be recalled, for example, that
I
one of the differential equations utilised in Chapter 5, Eq. (5.23), was only valid in certain 
special cases. In particular, it was shown that approximation of the more precise differential 
equation, Eq. (5.22), was justified in cases where the fractional surface coverage by O' and 
CO2’ ions varied sufficiently slowly. Whilst use of Eq. (5.23) in place of Eq. (5.22) 
simplified the analysis of subsequent resistance and response measurements, it was suggested 
in Section 5.4.9 that an iterative protocol would allow the results to be interpreted more 
precisely using Eq. (5.22), without invoking the aforementioned approximation. It would be 
informative to carry out this more accurate analysis to obtain more precise estimates of each 
reaction parameter, and in doing so further verify the validity of the corresponding values 
acquired in Chapter 5.
Due to the time-consuming nature of each gas sensing test, the investigations conducted in 
Chapters 5 and 6 were limited to just three sensors. Had time permitted, it would have been 
interesting to explore how the reaction dynamics vary between differently-annealed zinc 
oxide nanosheets, or between nanosheets decorated by surface catalysts of differing 
proportions. The influence of other stages in the sensor fabrication could also be examined; 
in Chapter 6, for instance, it was discovered that the gas sensing properties depend strongly 
on factors such as the centrifugation time used during LBZA preparation. Moreover, the 
Ostwald ripening of nanoparticles within the nanosheets was seemingly suppressed by the 
presence of a gold nanoparticle suspension during centrifugation, although the effect was 
more pronounced for a higher concentration of chloroauric acid. It would therefore be 
beneficial to conduct a systematic investigation into the effects of different chemical species 
during the centrifugation step, both in relation to the morphology and internal structure of the 
resulting zinc oxide nanosheets and their electrical properties.
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