ABSTRACT Object orientation has gained a wide adoption in the software development community. To this end, different metrics that can be utilized in measuring and improving the quality of object-oriented (OO) software have been proposed, by providing insight into the maintainability and reliability of the system. Some of these software metrics are based on cognitive weight and are referred to as cognitive complexity metrics. It is our objective in this paper to present a suite of cognitive complexity metrics that can be used to evaluate OO software projects. The present suite of metrics includes method complexity, message complexity, attribute complexity, weighted class complexity, and code complexity. The metrics suite was evaluated theoretically using measurement theory and Weyuker's properties, practically using Kaner's framework and empirically using thirty projects.
I. INTRODUCTION
Object orientation is now a widely adopted approach in software engineering because software built using this technique is usually easier to maintain. Object-oriented (OO) software development offers powerful features such as: dynamic binding, encapsulation, inheritance, interaction, polymorphism, and reusability. Quite a number of metrics have been put forth for evaluating OO software including: ''Chidamber and Kemerer (CK) metrics suite [1] , MOOD metrics for OO Design [2] , design metrics for testing [3] , product metrics for object-oriented design [4] , Lorenz and Kidd metrics [5] , Henderson-Seller et al. metrics [6] , (slightly) modified CK metrics [7] , and size estimation of OO systems [8] ''. These metrics often target specific phases of software development such as design, implementation and testing. In addition, they cover some features of OO languages as well as some quality attributes, among which are: efficiency, correctness, integrity, flexibility, maintainability, interoperability, reliability, portability, reusability, usability and testability [9] . Across the aforementioned attributes, maintainability is considered as the most essential attribute of software products [10] . In order to predict critical information about the reliability and maintainability of software systems from automatic analysis of source code, complexity metrics can be used [11] .
Complexity metrics have a lot of potential uses which include: provision of feedback during a software project to help control the design activity, and provision of detailed information about software modules to help pinpoint areas of potential instability during testing and maintenance. Cyclomatic complexity is the most widely used complexity metric for computer software [12] . It is a software metric that provides a quantitative measure of the logical complexity of a program. The introduction of cognitive informatics to the software engineering domain through the work of Wang [13] has brought about the emergence of a new set of complexity metrics referred to as cognitive complexity metrics. These metrics introduce cognitive weights -which define the effort required, relative time or extent of difficulty in comprehending software. In cognitive informatics, the functional complexity of software in design and comprehension depends on three key elements namely: its input, internal processing and output [14] . Initially three basic control structures (BCS), branch, iteration and sequence were identified [15] . However, the work of Shao and Wang [14] modified these BCSs and introduced what obtains in Table 1 . These BCSs are the fundamental logic building blocks of software.
The aim of this research is to validate the metrics suite presented in a conference [16] . This includes theoretical and empirical validation as well as a robust comparative study. The rest of this paper is structured as follows: Section II presents existing cognitive complexity measures. In Section III, the proposed metrics suite was explained and demonstrated using an OO project. In Section IV, a comprehensive validation of the proposed metrics suite was conducted through theoretical and empirical validation. A comparative study was also conducted. Section V concludes the work while also pointing out areas of future research.
II. EXISTING COGNITIVE COMPLEXITY METRICS
This section reviews existing cognitive complexity metrics, which include:
A. COGNITIVE FUNCTIONAL SIZE (CFS) OF SOFTWARE
The first cognitive complexity metric proposed was by Shao and Wang [14] and is used to measure the cognitive functional size (CFS) of software. The functional size of software depends on its input, output and internal control flow and is denoted by the formula:
Where N i is the number of program inputs, N o is the number of program outputs and W c is the sum of the cognitive weight of all basic control structures (BCSs).
Implementation of CFS is easy and technology independent. It however excludes some essential details of cognitive complexity such as information that is contained in the identifiers and operators. It also does not consider some unique features of the object-oriented paradigm such as inheritance.
B. COGNITIVE INFORMATION COMPLEXITY MEASURE (CICM)
It was put forth in [17] and is defined as, ''the product of weighted information count of software (WICS) and the cognitive weight (Wc) of the BCS in the software i.e.
Where WICS is the sum of the weighted information count (WICL) of every line of code (LOCs) of a given software denoted as:
WICL of software is a function of the identifiers and operands per line of code as well as the number of lines of code in that software. It is denoted as:
Where LOCs is the number of lines in software and ICS k is the information contained in a software program for the kth line''.
Calculating this metric can be cumbersome especially where the software contains several lines of code. In addition, this metric does not take into consideration distinct features of OO paradigm such as inheritance.
C. MODIFIED COGNITIVE COMPLEXITY MEASURE (MCCM)
It was proposed in [18] and simplifies the complication associated with CICM by taking into consideration all operators and operands in a software program. The formula is given as:
Where N i1 is the total number of operators and N i2 is the aggregate number of operands W c is the aggregate of the cognitive weight of all basic control structures (BCSs)
The drawback of this metric is that the values obtained from its computation tend to be very large.
D. COGNITIVE PROGRAM COMPLEXITY MEASURE (CPCM)
This metric was put forth on the premise that the cognitive complexity of software is strongly affected by the total number of occurrences of input and output variables [19] . It is denoted as:
Where N i is the total occurrence of input variables and N o is the total occurrence of output variables W c is the sum of the cognitive weight of all basic control structures (BCSs) However, the process of counting the number of inputs and outputs has been criticized for being unclear and ambiguously interpreted [20] .
E. NEW COGNITIVE COMPLEXITY OF PROGRAM (NCCoP)
This measure was put forth in [20] to measure the cognitive complexity of a program. It is based on data objects (consisting of input and output), internal behaviour of the software, the operands, and the individual weight of BCSs of every line of code. This measure does not consider operators in its VOLUME 6, 2018 computation, which makes it unlike CICM and MCCM. The measure is formulated as:
Where, the first summation is the line of code from 1 to the last LOC N v is the number of variables in a particular line of code W c is the BCS weight The drawback of this measure is that the process of counting the number of variables per line of code is unclear and ambiguously interpreted in [20] .
F. INHERITANCE COMPLEXITY METRIC
This metric proposed in [21] can be used in evaluating the design of OO code. According to the study, ''it is based on inheritance, which happens to be an important feature of OO systems. The metrics is first interested in calculating the complexity of methods by considering the corresponding weights for each method of the class of the system denoted as:
Where W c is the cognitive weight of the concerned BCS. Thus, the method complexity of a software component is defined as the sum of cognitive weights of its q linear blocks composed of individual BCSs, since each block may consist of m layers of nested BCSs and each layer with n linear BCSs. Where methods in an OO code include recursive method calls, each recursive method call is considered as a new call and taken into account during the calculation of method complexity.
The second stage of the metric calculates the complexity of each class. MC gives the complexity of a single method and so if there are several methods in a class then complexity of an individual class is calculated by the summation of the weights of all methods and is denoted as:
Where s is the number of methods in a class. The third stage of this metric calculates the complexity of the entire code by identifying the existing relations between classes. For a system containing more than one class and the classes are in the same level then their weights are added. If however they are children of a class then their weights are multiplied due to the inheritance property. For a system where there are m levels of depth in the OO code and level j has n classes then the cognitive code complexity (CCC) of the system is given by:
CC jk (11) If there are more than one class hierarchies in a project, then the CCCs of each hierarchy are added to calculate the complexity of the whole system. The class complexity unit (CCU) of a class is defined as the cognitive weight of the simplest software component (single class, single method and linear structure) and is used as the basic unit for complexity''. Among the aforementioned existing metrics, this metric is the first to factor in inheritance in computing complexity of OO systems.
G. SOFTWARE METRIC FOR PYTHON (SMPy)
This metric was proposed in [22] and computes the complexity of python (or any other OO programming language) code. According to the study, ''it is computed by summing up factors that affect complexity in OO code which include complexity due to inheritance, complexity of distinct classes, global complexity and complexity due to coupling between classes. This is denoted as:
Where CIclass is the complexity due to inheritance CDclass is the complexity of distinct class Cglobal is the global complexity Ccoupling is the complexity due to coupling between classes Before calculating CIclass and CDclass however, the complexity of a class (Cclass) is first determined and is formulated as:
+ weight(objects) − weight(cohesion) (13) Where: weight (attributes) and weight (variables) is defined as:
weight(attributes) = 4 × AND + MND (14) weight(variables) = 4 × AND + MND (15) AND is the number of Arbitrarily Named Distinct Variables/Attributes MND is the number of Meaningfully Named Distinct Variables/Attributes weight (structures) is defined as:
weight of objects is defined as:
This is because creating an object is similar to calling a function [22] weight of cohesion is defined as:
MA is the number of methods where attributes are used AM is the number of attributes used inside methods Cglobal is defined as:
+ weight(structures) + weight(objects) (19) 8784 VOLUME 6, 2018 In computing CIclass, if the classes are in the same level in the class hierarchy then their weights are added. If they are children of a class then their weights are multiplied due to their inheritance property. If there are m levels of depth in the OO code and level j has n classes then the complexity of the system due to inheritance is given as:
Cclass jk (20) CDclass is defined as:
Ccoupling is defined as
Where c is the number of connections made from one method to other method(s) in another class''.
This metric majorly considers inheritance and gives as result, a single value, which represents the complexity of OO code. With this metric also, it is possible to determine which factor contributes the most to an OO code's complexity.
Aside these aforementioned metrics, Crasso et al. [23] presented a set of software metrics that measure software cognitive complexity in Java-based OO projects. In the study, an automatic tool for gathering the metrics was implemented as an Eclipse plug-in. The proposed metrics were validated both theoretically and empirically using ten OO projects and the results showed that the metric could be considered in real development scenarios. Also, Sheela and Aloysius [24] presented a Cognitive Weighted Coupling on Attribute Reference (CWCoAR) complexity metric that measures not only the software structural complexity of aspect-oriented programs but also the cognitive complexity on the basis of type. In other words, the metric measures aspect level complexity. It was validated through a statistical analysis, case study and comparative study. Aside these, there are some other recent studies [25] - [29] which might not necessarily be classified as cognitive complexity measures. These were found to focus more on the cohesion feature of OO projects.
H. MOTIVATION AND DISCUSSION
The popular CK metric suite has not considered the complexity of the internal architecture of methods, which represents the cognitive complexity. All the metrics in CK metric suite are very simple and do not care for the complexity inside the program or called method. Several metrics have been proposed and are still being proposed for different object oriented features but:
1) No suite has been proposed after the CK metrics suite, 2) No metric suite using cognitive complexity is in existence.
3) The existing cognitive complexity metrics shown in previous sections only consider some specific attributes of object-oriented programming.
By considering all these pitfalls the aim of this research is as follows 1) To propose a suite of metrics which considers allimportant features of OO. 2) To perform a complete validation on real projects which include a. Theoretical validation, which proves the scientific base of the proposed metrics b. Empirical validation, which proves the practical application of metric on real projects c. Comparative study, which proves the worth of the proposed metrics 
III. PROPOSED METRICS SUITE AND DEMONSTRATION
From the aforementioned motivation, in this present study, a metric suite for evaluating the cognitive complexity of OO projects is presented. The proposed metric suite is an integration of metrics that cover the crucial features of OO. The metrics are adapted in a manner that each covers a distinct OO feature gleaned from existing literature. More specifically, we analysed the existing metrics, selected those with distinct features, suggested modifications where necessary and then presented in a suite. The suite consists of five metrics namely: Attribute Complexity (AC), Method Complexity (MC), Class Complexity (CLC), Message complexity also referred to as Coupling Weight for a Class (CWC) and Code Complexity (CC). In this section, we explain and demonstrate the computation of these metrics through an object-oriented project whose class diagram is given in Fig. 1 . The full code is given in Appendix 1.
A. METHOD COMPLEXITY (MC)
The method complexity of a software component can be defined as, ''the sum of cognitive weights of its q linear blocks composed of individual BCSs, since each block may consist VOLUME 6, 2018 of m layers of nested BCSs, and each layer with n linear BCSs. This is calculated by considering corresponding cognitive weights of structures in a class' method(s)''. In other words, we associate a weight (number) with each method of a class and then sum the weights of all the methods. A formal representation of the complexity of a single method is given as follows:
W c is the cognitive weight of the concerned Basic Control Structure (BCS) as given in Table 1 . The unit of MC is taken as Code Complexity Unit (CCU). The method complexity for the sample project illustrated in Fig. 1 (full implementation is found in the Appendix), is calculated as follows:
So, the method complexity for class COMPUTER is:
The method check_supported_sw() of the class HARD-WARE shows a more detailed example:
Where 1 is for sequence and 2 is for call to method is Appropriate() in class SOFTWARE with an MC value of 7. The last 2 in the calculation is for the IF statement (see Appendix 1 for full source).
Here is the full computation of method complexity for all classes in Fig. 1 :
B. MESSAGE COMPLEXITY (COUPLING WEIGHT FOR A CLASS (CWC))
Two classes are coupled when there is a message call in one class for the other class [16] . According to the study, ''if there are message calls for other classes, the total number of such messages as well as the weight of the called methods is added. In other words, complexities due to message calls are the sum of weights of call (which is 2 from Table 1 ) and the weight of called methods represented formally as:
Where, 2 is the weight of the message to an external method and MC i is the weight of the called method. If there are n numbers of external calls, then the CWC is calculated as the sum of weights of all message calls.
In the class given in Fig. 1 , the class (HARDWARE) includes one external message call to the SOFTWARE class through the isAppropriate() method. We can therefore calculate the coupling weight of the class HARDWARE as the weight of the called methods''. This gives:
This reflects complexity due to data members (attributes). To compute it, ''the total number of attributes associated with a class is assigned as the complexity due to data members'' [16] . It can be represented formally as:
Where n is total number of attributes. Therefore, the values of the AC metric for COMPUTER, HARDWARE, SOFT-WARE, DESKTOP and NOTEBOOK are 2, 4, 2, 1, and 1 respectively.
D. CLASS COMPLEXITY (CLC)
The complexity of a class is a function of the data attributes and the methods. CLC is computed by summing the attribute complexity as well as the aggregate of all the method complexities of a class represented formally as:
Where, AC is the attribute complexity MC is the method complexity Method complexity has already been calculated in section III.A. Therefore, CLC values for the class in Fig. 1 is given thus:
In order to calculate the complexity of entire OO software, ''there is need to consider not only the complexity of all the classes, but also the relations among them. In this regard, emphasis is on the inheritance property because classes can either be parent or children classes of others. In the case of a child class, it inherits the features from the parent class. CLC jk (27) The unit of CC is taken as 1 Code Complexity Unit (CCU)''.
The code complexity value of the class in Fig. 1 is thus:
= 536 CCU Apart from the five metrics proposed in this section, we discuss and demonstrate five others that help to give additional information regarding the projects. The additional metrics are presented as follows:
As the name implies, this is used to calculate the average method complexity for any given class by summing the method complexities and dividing by the total number of methods in the class. It is represented formally as:
Where, MC is the method complexity n is the total number of methods in a class. Thus
G. AVERAGE METHOD COMPLEXITY PER CLASS (AMCC)
This gives us the overall idea of the method complexity of a project by summing the AMC values of all classes that make up a project and then dividing by the number of classes in the project. It is represented formally as:
Where m is total number of classes in a project AMC is the average method complexity of a project Thus AMCC for the example being considered is the summation of the average method complexity of class computer, hardware, software, desktop and notebook calculated as follows:
This gives an idea of the class complexity of a project by summing its CLC value and dividing by total number of classes represented formally as:
Where, ''CLC is the complexity of a class and m is the total number of classes. ACC = (4 + 20 + 14 + 3 + 3)/5 = 8.8 CCU i.e. the average class complexity of the sample project is 8.8 CCU''.
I. AVERAGE COUPLING FACTOR (ACF)
This computes the average coupling that takes place in an OO project and is represented formally as:
Where, CWC is the Coupling Weight for a Class and k is the number of messages to other classes.
The average coupling factor for the project depicted in Fig. 1 is 9 given that there is only one method call to an external class Software from class Hardware.
J. AVERAGE ATTRIBUTES PER CLASS (AAC)
This is represented formally as:
Where, AC is the attribute complexity and m is the total number of classes.
i.e. the average number of attributes per class is 2.
IV. VALIDATION OF THE PROPOSED METRICS SUITE
The objective of this section is to validate the proposed object oriented cognitive complexity metrics suite. Validation is a very crucial aspect of the metrics proposition process and as such should be structured in a manner that will be easy to follow by the reader. We have performed a rigorous validation process for our proposed metrics. To achieve this, we followed the guidelines for conducting and reporting case studies in software engineering conducted by Runeson and Höst [30] ; we evaluated our metrics theoretically, which includes the validation through measurement theory. The research questions (RQ) that this case study answered are:
RQ1: Do the metrics in the proposed suite qualify as effective measures?
RQ2: What do the metrics mean when applied on real projects?
RQ3: Can the proposed metric suite be used in place of the CK metric suite?
A. THEORETICAL VALIDATION
In the field of theoretical validation, a number of researchers have proposed different criteria [31] - [41] , to which proposed software measures should adhere. In this study, we evaluate our metrics against Weyuker's properties and measurement theory as suggested in the framework proposed by Misra et al. [42] . The goal of theoretical validation is to ensure that our proposed metrics fulfill some basic requirements to qualify as effective measures thereby answering RQ1. Table 5 shows the result of applying our proposed metrics suite as well as the CK metrics suite to thirty object-oriented projects taken from the Web. The CK metrics suite consists of six metrics namely: Response for a Class (RFC), Weighted Methods per Class (WMC), Number of Children (NOC), Depth of Inheritance Tree (DIT), Coupling Between Object classes (CBO) and Lack of Cohesion in Methods (LCOM). Table 5 is used extensively in this section for the purpose of validating our proposed metrics suite.
1) THROUGH WEYUKER's PROPERTIES
Property 1: (∃ P) (∃ Q) (|P| = |Q|), where P and Q are object-oriented projects. By observing Table 5 , it is clear that among the projects evaluated, there exist a large number of projects that give different values based on each of our metric computation. Hence, this property holds for all our measures.
Property 2: Let c be a non-negative number then there are only finitely many projects of complexity c. All projects have finite number of classes. Cohesion and coupling also takes place between finite numbers of classes. In addition, classes inherit from a finite number of other classes. Thus, given that a project contains a finite number of classes (attributes and methods) with cohesion, coupling and inheritance taking place between these finite number of classes then there are only finitely many projects that will be equal to the measure c. Our metrics thus holds for this property.
Property 3: There are distinct projects P and Q such that |P| = |Q|. As can be observed in Table 5 , Projects 18, 19 and 21 are distinct projects that have the same complexity value for MC, CWC, AC, CLC, and CC metrics and thus satisfy this property. Property 4: (∃ P) (∃ Q) (P ≡ Q&|P| = |Q|). Based on this property, it should be possible for two similar projects to have different complexity values based on MC, CWC, AC, CLC, and CC metrics. It can be observed from Table 5 that although project 6 and project 10 are similar, they possess different complexity values for each of the proposed metric. This can also be observed between project 2 and project 4 as well as between project 23 and project 24. Thus, this property holds for our metrics. Property 5: (∀P) (∀Q) (|P| ≤ |P; Q| and |Q| ≤ |P; Q|). This property states that, ''the complexity values of two classes P and Q should be less than or equal to the complexity of the composition of the two classes. Considering classes Hardware and Software in Appendix 1 representing P and Q respectively. Let P;Q be a combination of both classes. As can be observed from Table 2 , all the five metrics satisfy this property''.
Property 6: (∃ P) (∃ Q) (∃ R) (|P| = |Q|) & (|P; R| = |Q; R|). This property asserts that, we can find two classes of equal MC, CWC, AC, CLC, and CC values which when separately combined with a third class yields a class of different MC, CWC, AC, CLC, and CC values. In validating our measures against property 5 of Weyuker's properties, we found out that for any two classes P and Q to have the same complexity values; they must have similar structures (that is, they must be composed in a similar manner). Therefore, combining each of these (P, Q) with another class (R) will also produce similar complexity values for each of our measures. Therefore, our measures do not satisfy this property. Property 7: There are projects P and Q such that Q is formed by permuting the order of the statements of P, and (|P| = |Q|). Changing the order of the statements (methods in particular) in a class without changing the functionality of the class will not change its complexity value. Therefore, our measures do not satisfy this property.
Property 8: If P is renaming of Q, then |P| = |Q|. Renaming of a project does not change the value of our metrics. As a consequence, this property is satisfied by all of our metrics.
Property 9: (∃ P) (∃ Q) (|P| + |Q| < |P; Q|). From Table 2 , it can be easily observed that our measures do not satisfy the original Weyuker's property. However, the modified version of this property: (∃ P) (∃ Q) (|P| + |Q| ≤ |P; Q|) is more valuable in evaluating the complexity metrics [38] , [40] . Therefore if we refer to the same example used in Property 5 and the metrics values for the classes given in Table 2 , it can be observed that all the metrics satisfy this property. Table 3 gives a summary of the evaluation process through Weyuker's properties. The satisfied properties are marked.
2) THROUGH MEASUREMENT THEORY
The research community has proposed diverse criteria to which newly proposed measures should adhere. Most of the propositions agree that newly proposed measures should at least conform to some crucial requirements hinged on the measurement theory perspective [43] , [44] . Therefore, in this section, we validate our proposed measures against measurement theory using the Briand et al. [33] framework. This framework is reported to be more practical and often used by researchers [45] . We begin our assessment by first providing the basic definitions and desirable properties that make up the framework.
Definition (Representation of Systems and Modules):
''A system S is represented as a pair <E, R>, where E represents the set of elements of S, and R is a binary relation on E (R ⊆ E × E) representing the relationships between S's elements'' [33] .
For our proposed complexity metrics suite, we take the entities as classes -meaning E is a set of classes in S. The binary relation on classes is chosen to be greater than or equally complex.
Definition (Complexity): ''The complexity of a system S is a function Complexity (S) that is characterized by the following properties namely: non-negativity, null value, symmetry, module monotonicity and disjoint module additive'' [33] . We highlight these properties as follows in evaluating our proposed measures:
Property Complexity 1 (Non-Negative): ''The complexity of a system S = <E, R> is non-negative if complexity (S) ≥ 0'' [33] .
Proof: All the values obtained from each of our proposed metrics are positive, this property is thus satisfied by all our measures.
Property Complexity 2 (Null Value): ''The complexity of a system S = <E, R> is null if R is empty. This can be formulated as: R = ∅ ==> complexity (S) = 0'' [33] .
Proof for MC Metric:
If an OO code does not contain any method, then it will have no complexity in terms of its method hence this property is satisfied by MC metric.
Proof for CWC Metric: If coupling does not exist in any given class the value of CWC will be zero as seen in Table 5 (value of metrics for PDB class) hence this property is satisfied by CWC metric.
Proof for AC Metric: If a given class contains no attributes then naturally it will have no complexity value in terms of its attribute hence this property is satisfied by AC metric.
Proof for CLC Metric: If a given class does not contain any method then naturally the complexity value in terms of weight (CLC) is zero and therefore this property is satisfied by CLC metric.
Proof for CC Metric: If a given class contains no method and attributes or inherits from a base class containing no method nor attribute the resulting value for CC will be zero hence this property is satisfied by CC metric.
Property Complexity 3 (Symmetry): ''The complexity of a system S = <E, R> does not depend on the convention chosen to represent the relationships between its elements.
(Let S = <E, R> and S −1 = <E, R −1 >) ==> Complexity (S) = Complexity (S −1 )'' [33] .
Proof: There is no effect on the complexity values of our proposed metrics by changing the order or representation because weights assigned to the method or class cannot depend on the order or way of representation. Therefore, this property is satisfied by all our complexity measures.
Property Complexity 4 (Module Monotonicity): ''The complexity of a system S = <E, R> is no less than the sum of the complexities of any two of its modules with no relationships in common.
(Let S = <E, R> and for all m1 = <E m1 , R m1 > and m2
= <E m2 , R m2 > and m1 ∪ m2 ⊆ S and R m1 ∩ R m2 = ∅) ==> Complexity (S) ≥ Complexity (m 1 ) + Complexity (m 2 )'' [33] . Proof: For this property, if any class is partitioned into two classes, the sum of the complexity values of its partitioned classes will never be greater than the weights of the joined class. This can be observed in Table 2 for all the proposed measures. Therefore, this property holds for all our proposed metrics.
Property Complexity [33] . Proof: For the metric suite presented in this research, it can be said that the complexity value of the class obtained by concatenating m 1 and m 2 is equal to the sum of their calculated complexity values. If two independent classes are combined into a single class then the weights of the individual classes will be combined. Therefore, this property is also satisfied by our proposed measures.
By fulfilling these properties, one may say that the proposed complexity metric suite is on the ratio scale, which is the most desirable property of complexity measures from the point of view of measurement theory.
3) PRACTICAL VALIDATION WITH KANER's FRAMEWORK
In addition to the theoretical validation using Weyukers' properties and measurement theory, the framework given by Kaner [31] , Cherniavsky and Smith [43] can also be adopted for evaluation of our metrics. This approach to metric validation is more practical than the formal approach of Weyukers' properties and measurement theory. The framework is based on providing answers to the following points:
Purpose of the Measures: The purpose of the measures is to evaluate the complexity of object-oriented codes.
Scope of the Measure: Object-orientation is widely adopted in the development of software -ranging from open VOLUME 6, 2018 source to proprietary software. Our measures can be used within and across these projects.
Identified Attribute to Measure: The identified attributes that our measures address are understandability and maintainability. These attributes determine the complexity of an object-oriented code.
Natural Scale of the Attribute: The natural scales of the attributes cannot be defined, since it is subjective and requires the development of a common view about them.
Natural Variability of the Attribute: Natural variability of the attributes can also not be defined because of their subjective nature. It is possible that one can develop a sound approach to handle such attribute, but it may not be complete because other factors also exist that can affect the attribute's variability. In this respect, it is difficult to attain knowledge about variability of the attribute.
Definition of Metric: The metrics suite has been formally defined in Section III.
Measuring Instrument to Perform the Measurement:
We computed all the metrics manually -by hand. Further, we aim at developing a tool /software for measuring the proposed suite of metrics.
Natural Scale for the Metrics: The measures are on the ratio scale as mentioned in Section IV, sub-section A and number 2.
Relationship Between the Attribute and the Metric Value: All the proposed metrics contribute to determining the overall complexity of object-oriented code.
Natural Foreseeable Side Effects of Using the Instrument: There are no side effects to using the instrument because once we develop the complexity calculator, it would be very easy to measure all the complexity measures without any extra effort and additional workload of manpower. The only cost will be the result of automation.
4) COMPARATIVE ANALYSIS AND CONCLUSION OF THEORETICAL VALIDATION
It was needful to carry out the theoretical validation of our proposed measures using more than one approach so that the strengths of each could be brought to bear and also complement each other. Weyuker's properties for instance offered us nine properties and our measures satisfied seven out of the nine properties. These results were not convincing enough so we turned to the measurement theory, which has been argued to be suitable replacement for Weyuker's properties [46] . Measurement theory has five properties all of which were satisfied by our metrics suite. This shows that our proposed measures are additive and on the ratio scale. Kaner's framework is a more practical approach to the validation of the measures that involved asking practical questions to prove the usefulness of the proposed measures.
B. EMPIRICAL VALIDATION
In the previous sections, we demonstrated how our metrics suite could be applied to a simple OO project as illustrated in Fig. 1 . We have also conducted theoretical and practical validation. However, the true worth of a metrics suite is best proved when applied on real projects. The goal of this section therefore is to answer RQ2 that states thus: What do the metrics mean when applied on real projects?
1) CASE SELECTION
There are several real projects that are adopting object orientation. It is important however that selection be made from those whose source files can be easily accessed. Therefore, in this study, we chose thirty projects from the Web as depicted in Table 4 .
2) DATA COLLECTION AND ANALYSIS PROCEDURE
Thirty projects were taken from the Web as earlier mentioned and the specific references are given in Table 4 . Microsoft Excel was used to automate the analysis procedure and the results are as given in Table 5 .
3) EMPIRICAL VALIDATION RESULTS AND INTERPRETATIONS
The results of evaluating the 30 projects using our cognitive complexity measures are shown in Table 5 . From the columns labelled Classes and Methods in Table 5 we observe that it is possible to have projects with same number of classes and methods as seen in project 2, 4 , 6 and 10 as well as projects 18 -21. It can also be observed that the CLC metric value for a project is equivalent to the sum of the MC and AC metric values.
Lower MC values means lower complexity and increased understandability of code. The factor that affects this is the use of conditional (e.g. if-then statements) and iterative statements (such as for or while statements) in methods. For instance, projects 18, 19 and 21 (Table 5 ) have the lowest MC value due to the fact that conditional statements and iterative statements are absent in the methods that make up the project. On the other hand, project 30, that has the highest MC value, uses conditional and iterative statements repeatedly in its methods. In addition, it can be observed that projects with up to eight methods will usually have high values for MC metric.
Lower values for CWC means there are less message calls in one class to another within a project, which reduces complexity and improves code understandability. From Table 5 we observe that project 7 has a CWC value of 0 meaning no message calls between classes and thus is easier to understand compared to project 8 that has a CWC value of 116 or project 27 with a CWC value of 366.
AC metric is simply a count of the number of attributes that can be found in a project. It however plays a vital role in helping to determine the value of CLC (i.e. the summation of AC + MC). Since CLC is the result of summing AC with MC, then it means that the higher the MC value of a project, the higher its CLC value as well (see Table 5 ).
CC metric gives the overall complexity of OO project by considering the inheritance property alongside the CLC value (refer to section III, sub-section E). Projects with lower CC values are less complex, easier to understand and maintain compared to those with higher values. Projects 18, 19 and 21 (Table 5 ) all have the lowest CC value of 2. This is influenced by several factors namely: low method complexity, low attribute complexity which both impact on its CLC. The depth of the inheritance tree is also small. On the other hand, project 8 that has the highest CC value has a high method complexity and CLC value.
C. COMPARATIVE STUDY
The goal of this section is to answer RQ3 that states thus: Can the proposed metric suite be used in place of the CK metric suite?
1) CASE SELECTION
Validation is not complete without being able to compare our proposed metrics suite with an existing one that is well known and adopted by the research community. For this reason, we selected CK metrics suite, a widely adopted and used one.
2) DATA COLLECTION AND ANALYSIS PROCEDURE
In order to perform proper comparison between our proposed metric suite and the CK metric suite, we applied the CK metrics suite in evaluating the projects we selected in section IV, sub-section B and number 1 as shown in Table 5 .
3) COMPARATIVE STUDY RESULTS
The results of the comparison we carried out between our proposed metrics suite and the Chidamber & Kemerer (CK) metrics suite are discussed in this section. In Table 4 , it is observed that WMC value derives from the number of methods within a project. This is the case for RFC as well and the greater the values of WMC and RFC for a project, the greater the complexity and fault-proneness of that project. It is observed from Table 5 that the highest value for DIT is 2, which is observed in only four of the projects evaluated (i.e. projects 1, 7, 8, and 17) . Projects 25, 26, 29 and 30 have a value of 0 while the other projects have DIT values of 1. This means that overall the projects are well designed. The maximum NOC value in Table 5 is 3, which is observed in projects 1 and 8. Project 9 has a NOC value of 2 and Projects 7 and 17 have a value of 1. All the other projects have NOC values of 0 meaning that they are of the same complexity. This is not the case when compared to the results from our metric suite. The LCOM value for the projects in Table 5 gives 0 in all cases meaning all the projects are all of the same complexity, this is also not the case when compared with our proposed metrics. The highest CBO value in Table 5 is 3 and is found in projects 1 and 8. Only projects 7 and 17 have a value of 1 while the rest have a value of zero. The higher the CBO value of a project, the greater its faultproneness. Table 6 summarizes the differences between the CK metric suite and our proposed metric suite. Table 6 compares our proposed metric suite with the CK metric suite along seven criteria namely: ability to determine method complexity; ability to determine overall complexity of projects; inheritance; coupling; cohesion; metric interconnectedness with the suite and numeric size of metric values. Overall, our metrics are able to differentiate one project from another in terms of complexity compared to the CK metric suite. The proposed metric suite also gives valuable insight into the design quality of OO projects. High CC values indicate that understandability and maintainability of the code is weak. Ultimately, it helps the software developer for better design. For example, the developer, who can satisfy the user requirements through the usage of a lesser number of message calls to other classes, lesser number of inheritance classes, lesser number of branching and looping primitives, is assumed to be more skillful.
D. LIMITATIONS OF THE METRIC SUITE AND THREATS TO VALIDITY
In any proposal, a good metric suite should consider not only the outer structure of OO system (such as number of methods, classes, subclasses and relations between them), but also the internal structure of the method. Although we have compared our proposed metric suite with the CK metric suite, it is important to mention the drawbacks of the proposed metric suite as given below:
1) LIMITATIONS OF THE METRIC SUITE
(i) The proposed metric suite gives a general idea of the complexity of the OO projects thus making it impossible to identify the underlying source of complexity. For instance, in the CK metric suite it is easy to understand the inheritance levels using DIT but in the proposed metric suite it is considered in the calculation of the code complexity.
(ii) The proposed metric suite gives the complexity value in numerical terms, which are generally high for large programs in comparison to the CK metric suite and high complexity values are not desirable.
(iii) It is difficult to assign the upper and lower boundaries for the complexity values.
2) THREATS TO VALIDITY
The main threats to the validity of this study are discussed as follows:
Internal Validity: This aspect of validity is of concern when causal relations are examined and this is not the case in this study.
External Validity: This relates to our ability to generalize the results of this study to industry practice. Although the projects used in this study can be classified as small projects, we believe that the interpretation for these also holds for larger projects. 
Construct Validity:
The complexity values measuring different object-oriented features of our project are represented numerically. To the uninformed this may seem unclear but higher numerical values indicate higher degree of complexity.
Reliability: This is the extent to which the projects studied and the analysis procedure is dependent on the authors of this paper. During the analysis of the projects, we analysed only the focus of the metrics, that is, the methods and attributes we did not analyse the main program. As a result of the representation of class and method complexities of a project with numbers by our complexity measures, we discovered from this study that although the numeric values obtained by our complexity measures are always positive, it is difficult to set upper boundaries for each of our complexity measures. This is especially challenging as the size of the project increases.
V. CONCLUSION AND FUTURE WORKS
The proposed metrics suite can be employed in determining the complexity of OO projects. This is important since increase in complexity tends to bring about corresponding increase in effort required to maintain such projects. We have not only demonstrated each metric but have also gone ahead to validate them using theoretical and empirical means. For theoretical validation, we began by evaluating each metric based on Weyuker's properties. The results show that our metrics satisfy seven out of the nine properties. It has been argued that it is not compulsory for a measure to satisfy all of these properties to qualify as a good measure [47] . Moving on we compared each against measurement theory using the framework provided by Briand et al. [33] . From here, we discovered that each of our proposed metric satisfied the five properties of the framework placing all the metrics in the suite on the ratio scale -which is desired in every good measure. To provide a practical perspective to the metrics suite, we have adopted Kaner's framework in validating the practicality of each of the measures. Our metrics suite thus offers the following features: 1) Each of the metrics is language independent as observed in our study. We used a C++ project to demonstrate how each metric work and we used Python projects to empirically validate the metrics suite. 2) It can be used to evaluate design efficiency of an OO project. ''A low complexity value is an indication of better design that in turn impacts positively on maintainability efforts'' [48] . 3) CWC metric can be used as component level design metric. 4) CC metric calculates the cognitive complexity of OO programs. ''Low cognitive complexity is an indicator of good design'' [49] . 5) The metrics suite measures the important concepts of OO programs such as inheritance and coupling while also evaluating the complexity of the structure of methods. 6) All the metrics in the suite are on the ratio scale, a fundamental requirement for a good measure from the perspective of measurement theory.
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For future work, we aim to apply the metric suite for bigger projects from the industry and in different environments. Also, assignments of the upper and lower boundaries of the complexity values for our metrics will be done. Furthermore, the proposed metrics suite will be studied in the light of making improvements to the remaining features of objectoriented code. In addition, an automated tool will also be developed for computing the metrics in the suite. [2] =""; supportedOS [3] =""; supportedOS [4] =""; software * sw1 = new software ("Rational", "IBM" , "7.1", supportedOS); desktop * ds1 = new desktop("Vaio", "Sony", "Intel core duo", 1024, 120, "MS Vista","All-in-One"); notebook * nb1 = new notebook ("Pavillion", "HP", "Intel core duo", 1024, 120, "Linux",2.5); cout<<ds1->getCase()<< \n ; ds1->check_supported_sw(sw1); cout<<nb1->getHD()<< \n ; } ADEWOLE ADEWUMI received the B.S., M.S., and Ph.D. degrees in computer science from Covenant University, Ota, Nigeria, in 2008, 2013, and 2017 respectively. He has over seven years experience in teaching and research. His research interests include software metrics, open source software evaluation, and selection using multicriteria decision-making methods. 
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