The algebraic Bethe Ansatz is a prosperous and well-established method for solving onedimensional quantum models exactly. The solution of the complex eigenvalue problem is thereby reduced to the solution of a set of algebraic equations. Whereas the spectrum is usually obtained directly, the eigenstates are available only in terms of complex mathematical expressions. This makes it very hard in general to extract properties from the states, like, for example, correlation functions. In our work, we apply the tools of Tensor Network States to describe the eigenstates approximately as Matrix Product States. From the Matrix Product State expression, we then obtain observables like correlation functions directly.
The Coordinate Bethe Ansatz [1] , as originally invented by Bethe to give an exact solution to the onedimensional antiferromagnetic Heisenberg model, reduces the complex problem of diagonalizing the Hamiltonian to finding the solutions of a set of algebraic equations. Once solutions to these algebraic equations are found -numerical approaches to find them efficiently exist in many cases -the eigenvalues are known exactly. However, the eigenstates are available only as a complex mathematical expressions. This makes it insuperable to get interesting properties out of the states -like their entanglement characteristics or their correlations.
A complementary approach is the Algebraic Bethe Ansatz [2] (also known as "inverse scattering method"). In this approach, the scattering matrix (R-tensor) is in focus. Based on this matrix, the Hamiltonian is derived and eigenstates are constructed. The "inverse" problem consists in finding the scattering matrix that represents favored Hamiltonian. As in case of the Coordinate Bethe Ansatz, the eigenvalue problem is reduced to solving a set of algebraic equations. From the solutions, the eigenvalues are obtained directly. The eigenstates are available only in terms of a non-contractable tensor network. This makes exact calculations of expectation values in general unfeasable. However, because of their inherent structure, it has been proven to be possible to calculate the norm and the scalar product between Bethe states exactly [2, 3] .
In this paper, we take advantage of the fact that the Bethe-eigenstates have the form of a tensor-network [4, 5] . The calculation of correlation functions then requires the contraction of a tensor network such as the one depicted in Fig. 1 . We contract the tensor network approximately using a similar method as for time evolution in the Density Matrix Renormalization Group (DMRG) [6] [7] [8] [9] . Finally, we end up with a Matrix Product State (MPS) [8, [10] [11] [12] [13] [14] conditions that correlations can be obtained for 50 sites with good precision. The Bethe-eigenstates for the antiferromagnetic Heisenberg model and the XXZ model with periodic boundary conditions are obtained as products of operators B(µ j ) applied on a certain vacuum state | vac , i.e.
The parameters {µ j } are thereby solutions of Bethe equations and the B(µ j )'s play the role of creation operators of down-spins. The vacuum corresponds to the state with all spins up. B(µ) has the form of the Matrix Product Operator (MPO) [4] 
with b(µ) = 1/(1 + µ), c(µ) = µ/(1 + µ) for the Heisenberg model and b(µ) = sinh(2iη)/ sinh(µ + 2iη), c(µ) = sinh(µ)/(sinh(µ+ 2iη) for the XXZ-model (η is related to the inhomogenity ∆ in the XXZ model via ∆ = cos(2η)).
The calculation of expectation values with respect to such a Bethe-eigenstate is a considerably complex problem, because it requires the contraction of the tensor network depicted in Fig. 1 . This tensor network represents the correlation function
It is composed of the network for | Ψ(µ 1 , . . . , µ M ) shown in x squeezed in-between at sites i and j. A tensor-network with such a structure also appears in connection with the calculation of partition functions of two-dimensional classical systems and one-dimensional quantum systems [9] and the calculation of expectation values with respect to Projected Entangled Pair States (PEPS) [15] [16] [17] . The complexity to contract this network scales exponentially with the number of rows M or columns N (depending on the direction of contraction), which render practical calculations infeasible.
To circumvent this problem, we attempt to perform the contraction in an approximative numerical way: the main idea is to consider the network in Fig. 2 as the time-evolution of the state with all spins up by the evolution operators B(µ 1 ), . . . , B(µ M ) to the final state | Ψ(µ 1 , . . . , µ M ) . After each evolution step, the state remains a MPS, but the virtual dimension is increased by a factor of 2. Thus, we approximate the MPS after each evolution step by a simpler MPS with smaller virtual dimension. Of course, caution has to be used, because the operators B(µ j ) are not unitary and the intermediate states of the evolution can be non-physical (i.e. they might have to be represented by MPS with high virtual dimension). The Bethe-network, however, bears an additional structure which can be taken advantage of: all evolution operators B(µ j ) commute, such that the operators B(µ j ) can be arbitrarily ordered. This allows us to choose the optimal ordering for the evolution with intermediate states that are least entangled. We will discuss this in detail the following.
The algorithm consists of M steps m = 1, . . . , M : in the first step, the vacuum-state | vac is multiplied by the MPO B(µ 1 ) to form the initial MPS |Ψ 1 . In step m > 1, the product | Ψ m ≡ B(µ m )|Ψ m−1 is approximated by the MPS |Ψ m that has maximal bond-dimensionD and is closest to | Ψ m . In other words, we try to solve the minimization problem
by optimizing over all matrices of the MPS |Ψ m . This minimization problem also appears in the context of numerical calculation of expectation values with respect to PEPS [15] [16] [17] , the calculation of partition functions [9] and (imaginary) time-evolution of 1D quantum systems [8] . We discuss it in detail in the supplementary part. In this way, the MPS-approximation of the Bethestate is obtained for m = M . Thereby, {µ 1 , . . . , µ M } are the solutions of the Bethe-equations. The error of the approximation is well-controlled in the sense that the expectation-value of the energy can always be calculated with respect to the approximated MPS |Ψ M and compared to the exact energy available from the Betheansatz.
In order to make the algorithm more efficient, we take into account the "creation operator"-property of the MPO B(µ): Since each MPO B(µ) creates one downspin, the MPS | Ψ m at step m contains exactly m downspins. Explicitly, the MPS reads [4] ways an ordering such that the intermediate states contain as little entanglement as possible. This ordering we then use for calculating the approximation. That the ordering has a formidable effect can be gathered from Fig. 3 for the example of the ground state of the 12-site Heisenberg antiferromagnet with periodic boundary conditions. Here, the half-chain entropy of | Ψ m is plotted as a function of m for the best and the worst ordering. As it can be seen, the entropy is highest at the intermediate steps and decreases at m → M when the state becomes a physical ground state.
Up to now, we have considered the Bethe Ansatz for the XXZ model with periodic boundary conditions (and models in this class). In case of open boundary conditions, the Bethe Ansatz has the same form as in (1), merely the creation Operators are not single MPOs, but products of two MPOs [4, 18, 19] :
has the property to create 1 − s down-spins, whereasB s (µ) creates s down-spins (s ∈ {0, 1}), such that B(µ) is a creation operator for exactly one downspin, as before. The tensor-network representation for the Bethe-state with open boundary conditions is shown in Fig. 4 . It contains twice as many rows as the tensornetwork for periodic boundary conditions, which makes the contraction more challenging, in principle. However, as we see numerically, after a multiplication with a MPOpair B(µ), the Schmidt-rank of the state increases only by a factor of 2 -not 4, as expected. Thus, the numerical effort to contract the tensor-network is similar.
Using the previously described method, we have obtained results for the Heisenberg model with periodic boundary conditions and the XXZ-model with open boundary conditions.
In case of the Heisenberg model, we have investigated the two-spinon excited states with total spin S = 1 and total z-spin S z = 1. The energies of these states obtained by the Bethe-Ansatz as a function of the momentum for N = 50 spins are plotted in the right inset in Fig. 5 . With respect to these states, we have calculated the correlation accuracy of the approximated Bethe-MPS obtained with our method, we have compared the the expectation values of the Hamiltonian with respect to these MPS to the energies obtained from the Bethe-Ansatz. For the case N = 50, the so obtained relative error plotted as a function of D for the selected excited states can be gathered from the left inset in Fig. 5 . As can be seen, the error decreases with increasing D, but also with decreasing excitation energy. In Fig. 6 , the structure factor at the point q = π, i.e. the squared staggered magnetization, is plotted as a function of the excitation energy and the momentum. Evidently, the excited states of the lowest branch show the highest staggered magnetization. In case of the XXZ-model with open boundary conditions, we have studied the correlations of the ground state. To get an impression of the quality of the obtained result, we computed the overlap with MPS states obtained from DMRG calculations. For the case of 50 spins, the overlap as a function of D can be gathered from the inset of Fig. 7 for different values of ∆. The structure factor S(q) as a function of the wave-vector q for different values of ∆ evaluated with respect to the approximated Bethe-MPS with D = 1000 is plotted in the main part of Fig. 7 . The structure factor obtained for this D only deviates marginally from the structure factor obtained from the DMRG calculation.
Summing up, we have presented a method for approximative calculation of correlation functions with Betheeigenstates. For this, we make use of the fact that a Bethe eigenstate is a product of MPOs applied to a MPS. We systematically reduce the virtual dimension after each multiplication and obtain an MPS with small virtual dimension that can be used for the calculation of any expectation value. We have shown the effective operation of this method by applying it to the Heisenberg antiferromagnet with periodic boundary conditions and the XXZ model with open boundary conditions. We have obtained results for the structure factor of ground-and excited states and compared our ground state-results to DMRG calculations.
V. M. and F. V. acknowledge support from the SFB projects FoQuS and ViCoM, the European projects Quevadis, and the ERC grant Querg. V. K achnowledges support from the NSF grant Grant DMS-0905744.
Supplementary Material
In this supplementary material, we describe the numerical method used in our article in detail.
Numerical State Approximation
The main building block of the algorithm is the approximation of MPS | Ψ m with a fixed number of m down-spins and virtual dimension D by a MPS |Ψ m that also has m down-spins and virtual dimensionD < D in a way that the distance (2) between the two states is minimal. The state | Ψ m reads
αs βs ′ and s ′ = s + k. The MPS |Ψ m has the same structure, but may be inhomogeneous, i.e. the matrices may be site-dependent:
We obtain the starting point for the optimization by setting |Ψ m equal to | Ψ m and performing Schmidtdecompositions successively for bonds (1, 2) to (N − 1, N ), where we keep at each bond only theD largest Schmidtcoefficients. Due to the conservation of the number of down-spins, the Schmidt-decomposition with respect to one bond (j, j + 1) can be written as 
. . , N . The local constraints guarantee the orthonormality of the states in the left and right block. Σ is a diagonal matrix containing the Schmidt-coefficients. The transformation into this form is always possible due to the gauge invariance of MPS [8] .
For i ≤ j, the way to meet the local constraints is by QR-decompositions of the matricesÂ 
α β δ ss ′ ). As before, the update must be omitted at the last step i = j + 1. The Schmidt-decomposition is now obtained by performing a singular value decomposition of the product of the "left-over" update-matrices R A sensible way to reduce the dimension of bond (j, j + 1) is keeping only the largestD Schmidt-coefficients and setting all others to zero. Thus, by defining a projector P , such that P ΣP † is theD ×D-matrix containing theD largest Schmidt-coefficients and updatingÃ
, we obtain the favoured MPS with reduced bond-dimension.
Performing the Schmidt-decompositions with successive projections for all bonds (1, 2) to (N − 1, N ) gives a MPS that is a fairly good starting point for the optimization problem (2). A further improvement is possible by optimizing the quantity K locally, i.e. by optimizing K with respect to the matrices {Ã k j |k = 0, 1} at one site j, and keeping all other matrices constant. This has already been discussed extensively in [9, 8] . The main idea is that K is a quadratic function ofÃ k j , such that it can be written as
The minimum with respect toÃ 
