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Résumé 
Objectif 
L’objectif est l’étude de plusieurs méthodes de prise en compte des facteurs de confusion, 
mesurés ou non mesurés, ce en situation observationnelle de population de patients psychotiques 
ou schizophrènes. 
 
Méthodes 
Deux méthodes ont été utilisées : le score de propension (adaptés aux données mesurées) 
et les analyses de sensibilité (pour les informations non mesurées). Le champ d’application est 
celui de l’épidémiologie clinique en psychiatrie, et plus spécifiquement celui de la schizophrénie. 
Le développement s’appuie sur trois parties successives.  
La première partie met en exergue la question de la discussion du biais résiduel. Pour 
cela, on s’appuie sur les résultats d’une étude transversale d’exposition à un facteur contextuel (la 
prison), ce dans le cadre de la présence de troubles psychotiques (au sens axe DSM IV), à partir 
d’une méthodologie d’ajustement conventionnelle classique. 
La deuxième partie est une comparaison d’une technique d’ajustement classique à un 
ajustement par score de propension. Pour cela, on utilise les résultats issus d’une étude de cohorte 
avec la survenue d’un évènement selon l’exposition à un traitement en population schizophrène, à 
partir de l’utilisation du score de propension comme outil d’ajustement.  
La troisième partie est une synthèse sur la modélisation de l’incertitude et des biais de 
confusion non mesurés multiples. Les théories et méthodes sont décrites, puis appliquées aux 
résultats des deux études précédentes. 
 
Résultats 
L’étude transversale, dont les résultats non montrés jusqu’à présent, permet de poser la 
problématique de la qualité de l’ajustement dans le cadre d’une exposition à un facteur en 
situation observationnelle.  
L’étude de cohorte permet de comparer une technique d’ajustement classique à un 
ajustement par score de propension (SP). Nous avons étudié plusieurs méthodes d’ajustement 
(multivarié standard, avec ajustement sur SP, avec appariement sur SP). Et nous mettons en 
évidence que, selon la méthode d’ajustement utilisée, les résultats obtenus sont différents. La 
méthode de stratification sur SP semble être la meilleure. 
Les méthodes de prise en compte des facteurs de confusion non mesurés sont ensuite 
étudiés. Une première étape fait état de l’apport des théories probabilistes et des techniques 
apparentées, ensuite une combinaison de ces théories est proposée avec une application pratique 
aux deux études présentées précédemment. 
 
Conclusion 
Dans le cas des études observationnelles, l’objectif de ce travail a été d’étudier, de décrire 
et d’appliquer des techniques de modélisation pour mieux prendre en compte les différences 
initiales, potentiellement source de confusion. C’est un travail à la frontière entre la 
méthodologie, les biostatistiques et l’épidémiologie. Nous nous appuyons sur des difficultés 
rencontrées, en pratique en épidémiologie psychiatrique (pathologies mentales à étiologies 
multifactorielles et interdépendantes) pour proposer une approche pragmatique de la prise en 
compte optimale des facteurs de confusion potentiels, mesurés ou non mesurés. 
 
Mots-clés : schizophrénie ; étude observationnelle ; ajustement ; biais ; score de 
propension ; analyse de sensibilité. 
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1 Introduction 
Dans son rapport annuel de 2001 (OMS 2001), l'Organisation Mondiale de la 
Santé (OMS) a mis l'accent sur le fait que la santé mentale, trop longtemps négligée, 
est essentielle pour le bien-être des individus, des sociétés et des pays. Selon une 
étude conjointement menée par l’Ecole de Santé Publique d’Harvard, la Banque 
Mondiale et l'OMS, les troubles mentaux et les troubles du comportement 
représenteraient 12% de la charge mondiale de morbidité. Au sein des dix 
pathologies jugées les plus préoccupantes quant à la charge de morbidité qui leur est 
imputées, cinq pathologies psychiatriques sont retrouvées, à savoir la dépression, les 
troubles bipolaires, les troubles liés à la consommation d’alcool, la schizophrénie et 
les lésions auto-infligées (Murray, Abraham et al. 2013; Murray, Richards et al. 2013; 
Murray, Vos et al. 2013). 
Or, l’OMS dresse le constat que la plupart des pays continuent à consacrer à 
la santé mentale une faible part de leurs ressources, à savoir en moyenne moins d’1% 
du total de leurs dépenses de santé. Il n’y a donc aucune commune mesure entre la 
charge de morbidité due à ces maladies et les sommes qui sont allouées à leur prise 
en charge.  
 
Fruit d’une longue gestation et d’une émergence récente, l’évolution des 
connaissances sur les pathologies mentales permettent d’éclairer cet état de fait.  
Tout d’abord, l’objet même d’étude est singulier. En effet, dans le domaine de 
la recherche et de l’épidémiologie, les pathologies mentales occupent une place 
originale. Dans « La maladie mentale en mutation : psychiatrie et société »  (Ehrenberg Alain 
2001 ), l’approche sociologique d’Alain Ehrenberg et d’Anne Lovell met simplement 
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en lumière la complexité du phénomène à étudier : « comment objectiver le subjectif ? ». En 
effet comment quantifier, comment mesurer la subjectivité ?  
Dans son ouvrage « Mesurer la subjectivité en Santé : Perspective méthodologique et 
statistique », le Pr Bruno Falissard nous invite, tout d’abord, à retourner à la définition 
du dictionnaire Le Robert (Falissard 2008). Le terme « subjectif » y est défini comme : 
« ce qui concerne le sujet en tant qu’être conscient ». Ensuite, en termes de « mesure », il décrit 
plusieurs approches. Nous retiendrons l’une d’entre elle, l’approche 
représentationnelle, pour laquelle : « la mesure est la représentation numérique de faits 
empiriques ». De façon simplifiée, une mesure est un outil qui permet de rendre 
quantifiable le phénomène que l’on étudie. Ainsi, afin de mieux connaitre les 
pathologies mentales, il est nécessaire de disposer d’outils de mesure adaptés pour 
quantifier des événements subjectifs. 
Or l’objet d’étude singulier, à savoir les pathologies mentales, est, si l’on peut 
dire, un phénomène pluriel, combinant plusieurs aspects dont la connaissance a 
évolué grandement récemment. En effet, l’émergence de la spécialité psychiatrique en 
tant que telle est récente. Et cela est probablement lié au fait que cette discipline se 
situe aux croisements de la psychologie, de la biologie et de l’environnemental.  
Initialement dénommée « la médecine spéciale », la psychiatrie ne s’individualise 
qu’au XVIIIe siècle. Associée il y a pas moins de quarante ans à des termes tels que 
« folie » ou « asile », cette spécialité embrasse en fait un champ nosologique des plus 
vastes : de la schizophrénie au burn-out, en passant par la maladie maniaco-dépressive, 
les troubles des conduites alimentaires ou l’autisme.  
Cette « médecine spéciale » se situe donc au croisement du médical, du social et 
du moral. Son cheminement historique a pour principale conséquence débats, 
controverses et polémiques concernant l’efficacité des thérapeutiques, les stratégies 
de recherche, l’étiologie et la caractérisation des pathologies. Mais ces interrogations 
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se font parfois plus philosophiques, notamment sur la conception même du sujet 
humain, interrogations qui ne s’appliquent pas à d’autres spécialités médicales 
(Hochmann 2011).  
Le trouble mental est aujourd’hui au cœur des questions de nos sociétés 
modernes, notamment sur ses aspects politiques, économiques, sanitaires et sociaux. 
Questions intimement liées au fait, qu’au cours des quarante dernières années, de 
grands bouleversements ont profondément remodelés le visage de la psychiatrie 
moderne : la mise en lumière des niveaux de prévalence des pathologies mentales 
jusque là méconnus, la mise sur le marché de thérapeutiques (psychotropes, 
antidépresseurs et neuroleptiques) et l’évolution de leurs prescriptions, la multiplicité 
des modes de prises en charge et le foisonnement des acteurs du champ et, enfin, la 
place grandissante des neurosciences au sein de la psychiatrie actuelle. 
Comme le décrit Jacques Hochmann dans son livre « Histoire de la psychiatrie », 
la mutation de la pensée psychiatrique s’est faite tout au long du XXe siècle. De 
l’après-guerre aux années soixante, la psychiatrie était proche de la neurologie, de la 
phénoménologie et de la psychanalyse. A partir des années soixante-dix, une 
mutation s’opère. L’approche diagnostique change aux Etats-Unis et au sein de 
l’Organisation Mondiale de la Santé (OMS). Enfin, son rapprochement des 
neurosciences biologiques et cognitives, ainsi que de l’épidémiologie médicalise un 
peu plus la psychiatrie. 
En 1980, l’approche diagnostique des troubles mentaux est clairement 
modifiée avec la publication de la version III du Manuel diagnostique et statistique 
des troubles mentaux (DSM-III 1980). Du fait d’un manque de consensus dans le 
diagnostic des pathologies mentales, il a alors été proposé de s’affranchir des critères 
étiologiques, et de ne conserver qu’une approche syndromique. Les syndromes sont 
décrits et évalués à partir d’outils de mesure standardisés, ce qui permet d’obtenir une 
 12
standardisation et une comparabilité des diagnostics (Mayes and Horwitz 2005). En 
pratique clinique, le processus par lequel un psychiatre pose un diagnostic est plus 
complexe. Toutefois, cette évolution descriptive, et controversée, a contribué au 
développement de la recherche épidémiologique en psychiatrie (Kawa and Giordano; 
Sanders 2011; Fischer 2012; Kawa and Giordano 2012).  
Ce changement est toutefois radical dans la conception des pathologies 
mentales. L’inconscient, la dimension temporelle, l’histoire et la personnalité de 
l’individu se retrouvent alors à une place secondaire, alors qu’historiquement, ils 
étaient l’essence même du diagnostic clinique psychiatrique. Comme le souligne le 
psychiatre et psychanalyste américain Mitchell Willson « insister sur la description soignée 
nourrit la confusion entre le facilement observable et le cliniquement pertinent » (Wilson 1993). 
Prenant appui sur les neurosciences, les pratiques évoluent vers une approche 
physiopathologique des pathologies mentales, l’observation clinique passant alors au 
second plan.  
 
Et pourtant, dans une note récente (Gonon 2011), François Gonon, 
chercheur neurobiologiste au CNRS, fait le constat que les recherches en 
neurosciences n’ont abouti ni à la mise au point d’indicateurs biologiques pour le 
diagnostic des maladies psychiatriques, ni à de nouvelles classes de médicaments 
psychotropes.  
François Gonon précise aussi que l’épigénétique consiste à étudier les 
mécanismes moléculaires expliquant qu’un facteur environnemental, par exemple une 
maltraitance sévère dans l’enfance, puisse entraîner des modifications de l’activité 
génique profondes, durables et parfois transmissibles à la génération suivante. Les 
effets de l’environnement précoce s’exerceraient en positif comme en négatif. Des 
soins maternels de meilleure qualité, ou bien des stress modérés, dans les premiers 
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jours de vie favoriseraient chez l’animal adulte la sociabilité et la résilience au stress. 
Les psychiatres américains soulignent que les études épigénétiques commencent à 
révéler les bases biologiques de ce qui était connu depuis bien longtemps par les 
cliniciens : les expériences précoces conditionnent la santé mentale des adultes 
(Murgatroyd and Spengler 2011).  
Donc, les deux approches, biologique et psychopathologique, loin d’être 
antinomiques, seraient finalement complémentaires et indissociables. Leur 
complémentarité dessinerait d’ailleurs la psychiatrie de demain, abordant l’étiologie 
des pathologies psychiatriques en termes de facteurs de protection ou de 
vulnérabilité, tant héréditaire ou génétique qu’environnementaux ou familiaux. 
Après trois décennies de recherche des causes génétiques des troubles 
psychiatriques, ce nouvel axe de recherche de la psychiatrie biologique a 
paradoxalement le mérite de remettre sur le devant de la scène les facteurs de risque 
environnementaux des périodes pré et post-natales. De ce fait, les études 
épidémiologiques, qui ont mis en évidence les facteurs de risques sociaux et 
économiques, retrouvent du crédit, ainsi que les actions préventives en direction des 
jeunes enfants et de leurs parents. 
 
1.1 La schizophrénie 
La schizophrénie résume à elle seule toute la complexité des propos 
liminaires. Qualifiée cliniquement de psychose à début précoce, elle toucherait 
environ 1% de la population générale, soit une prévalence de près 600 000 personnes 
en France avec une incidence de 10 000 nouveaux cas par an.  
En effet, dans les revues les plus récentes, le taux de prévalence varie de 2,7 à 
8,3 pour 1 000 habitants, quand le taux annuel d’incidence varie de 0,1 à 0,7 pour 
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1 000 habitants par an, les estimations de ce dernier étant très variable selon le pays 
(Messias, Chen et al. 2007; Stilo and Murray 2010).  
L’âge au début de la maladie diffère selon le sexe, les premières 
manifestations sont observées plus précocement chez l’homme que chez la femme. 
Le pic d’incidence se situe entre 15 et 24 ans. Il est plus marqué chez les jeunes 
hommes, et on décrit un second pic plus tardif chez les femmes entre 55 et 64 ans. 
Les études suggèrent que les hommes ont plus de risque de développer une 
schizophrénie sur leur vie entière, deux méta-analyses chiffrant ce risque de 30 à 40% 
(Aleman, Kahn et al. 2003). Une revue reprenant les données de 31 études estime un 
sexe ratio homme/femme de 1,4 /1 (McGrath 2005).  
Enfin, quatre-vingt-dix pour cent (90%) des patients traités ont entre 15 et 55 
ans (Goldner, Hsu et al. 2002; Hautecouverture, Limosin et al. 2006).  
A l’instar de la psychiatrie, cette pathologie soulève de nombreuses questions 
cliniques, étiologiques, thérapeutiques, économiques et donc épidémiologiques ; 
questions pour certaines encore demeurées sans réponses… 
1.1.1 Genèse clinique de la schizophrénie 
Depuis toujours, il existe des divergences dans la perception et donc la 
description de la schizophrénie en tant que pathologie.  
En s’appuyant sur le livre de l'historien et psychiatre, Jean Garrabé (Garrabé 
1992), un rappel historique permet d’illustrer les différentes manières d’appréhender 
cette maladie. Nous devons les premières descriptions cliniques des manifestations 
comportementales apparentées à la schizophrénie à un physicien français nommé 
Philippe Pinel (1745-1829). En 1809, il caractérise des sujets qui sont des cas typiques 
de schizophrénie. Durant les décennies suivantes, il publie plusieurs monographies 
pertinentes de la maladie mais attribue à chacune d'entre elles des noms différents. Il 
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faudra attendre plusieurs décennies pour trouver dans l'histoire une description 
clinique valable de cette pathologie et voir apparaître le terme de « démence précoce ». La 
paternité de la description de la « démence précoce » est souvent disputée par les 
historiens qui, tantôt l'accordent au français Bénédicte Augustin Morel (1809-1873), 
tantôt à l'allemand Emile Kraepelin (1856-1914). D'un point de vue chronologique, 
l’utilisation du terme « démence précoce » revient à Morel qui a été le premier à l'utiliser. 
Mais, c'est dans la cinquième édition de son traité intitulé Dementia Praecox and 
Paraphrenia, qui parut en 1896, que le psychiatre allemand Emile Kraepelin applique le 
terme de « démence précoce » à un groupe de maladies qui débutent à l'adolescence et 
progressent vers la démence. Il retient pour la première fois, comme critère 
fondamental, le critère évolutif de la maladie. Selon lui, les signes extérieurs de la 
maladie doivent être relégués au second plan devant les conditions d'apparition, 
d'évolution et de terminaison de celle-ci. Il met également en avant l’aspect déficitaire 
de la maladie. Des pathologies pouvant être décrites isolement par certains comme la 
catatonie, l'hébéphrénie ou l’héboïdophrénie vont ainsi être diagnostiquées sous une 
unique dénomination. 
Un peu plus d'une décennie plus tard, en 1911, un psychiatre suisse du nom 
d'Eugène Bleuler applique la psycho-analyse naissante à la démence précoce et utilise 
pour la première fois le terme de « schizophrénie » pour désigner celle-ci. Il publie, cette 
année-là, une monographie des démences précoces, résultat de plusieurs années de 
recherche, qui est considérée comme l'acte de naissance de la schizophrénie 
moderne. Comme c'est souvent la tradition dans le monde médical, Bleuler utilise des 
racines grecques pour former le terme schizophrénie qui illustre mieux, selon lui, la 
séparation de certaines fonctions psychiques. D'un point de vue étymologique, 
« schizo » vient du grec skhizein qui signifie fendre, séparer et « phrénie » de phrên qui 
veut dire esprit. Le terme « schizophrénie » doit être compris au sens de fractionnement 
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de l'esprit avec le réel et non pas comme une dissociation de l'esprit en plusieurs 
entités. Ainsi, la schizophrénie ne doit pas être confondue avec le phénomène de 
personnalités multiples, qui concernent les troubles dissociatifs de l'identité. 
L’introduction du terme « schizophrénie » rend compte de la symptomatologie 
dissociative. Il diminue ainsi l'importance de l’aspect déficitaire pour mettre en avant 
littéralement la « scission de l’esprit ». Cette dissociation sera, par exemple, celle qui 
peut être observée entre une émotion et la pensée (une pensée triste qui n'entraîne 
pas une tristesse). L'aspect déficitaire devient alors secondaire à la dissociation.  
L’aspect important du travail de d’Eugène Bleuler est notamment la 
classification qu'il propose des différents symptômes de la schizophrénie : le groupe 
des symptômes fondamentaux et celui des symptômes accessoires (Arieti 1974). Il 
regroupe sous le vocable « fondamentaux » les symptômes qui sont présents dans 
tous les cas de schizophrénie, qu'ils soient latents ou manifestes. Bleuler y inclut le 
désordre du processus d'association qu'il considère comme la caractéristique la plus 
importante de la schizophrénie et aussi un désordre de l'affectivité et un type 
particulier de pensée et de comportement qu'il nomme autisme. Quant aux 
symptômes « accessoires », ce sont ceux qui peuvent ou non se produire et qui, d'une 
certaine façon, caractérisent les manifestations schizophréniques qui sont propres à 
un individu sans être une composante essentielle pour poser un diagnostic. Parmi ce 
groupe de symptômes, il inclut les manifestations plus aiguës de la psychose comme 
les délires, les hallucinations, les postures catatoniques et plusieurs autres. Il précise, 
finalement, que les symptômes accessoires peuvent être présents dans le portrait 
clinique d'autres désordres que la schizophrénie (Bleuler 1950). 
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1.1.2 Diversités et évolution des formes cliniques 
La schizophrénie est une pathologie mentale caractérisée par une dissociation 
de la personnalité, affectant le rapport du malade avec la réalité. Elle se manifeste 
principalement par des hallucinations auditives, des délires paranoïaques, un discours 
déconstruit et des schémas de pensée désorganisés. Elle engendre des 
dysfonctionnements cognitifs, sociaux et comportementaux, allant parfois jusqu'au 
repli autistique. 
Cliniquement, se pose la question de l’unité de la maladie. Est-ce une maladie 
unique avec des formes diverses ou des maladies différentes, regroupées par 
méconnaissance sous l'appellation unique de schizophrénie ? Se pose aussi le 
problème plus pratique des frontières diagnostiques. Il existe des formes frustres 
avec peu de symptômes (schizophrénie simple), ou des formes pseudo-névrotiques 
sans signe net en faveur d’un trouble psychotique. 
 
La classification du manuel diagnostique et statistique des troubles mentaux 
(DSM-IV 1994) regroupe les psychoses sous le titre « schizophrénies et autres 
troubles psychotiques », ainsi que dans les « troubles de l'humeur ». Cette section 
inclut « schizophrénie » et « troubles schizophréniformes », « trouble bipolaire »,        
« troubles délirants » (anciennement délires chroniques paranoïaques), « troubles 
psychotiques brefs » (anciennement considérés comme des bouffées délirantes aiguës 
sans évolution vers une maladie chronique), « troubles psychotiques secondaires » 
(toxiques, affection médicale générale) et « troubles psychotiques non spécifiés », au 
sein desquels, peuvent notamment être perçues, certaines formes de psychose 
puerpérale. 
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Selon le DSM IV, la psychose se caractérise par des troubles, transitoires ou 
permanents, de la personnalité liés à une altération du « sens de la réalité et de soi », 
et associe des symptômes dit positifs (délires, hallucinations), négatifs (apathie, 
aboulie, émoussements des affects...) et dysexécutifs (attention, mémoire de travail...). 
Ainsi définis, les psychoses comprendraient deux grands groupes : les schizophrénies 
et les psychoses délirantes. Le terme de psychose est souvent utilisé avec un adjectif 
qui indique la nature, l'étiologie ou un caractère dominant de la pathologie. Selon les 
courants psychiatriques et le système psychopathologique auquel il se réfère, le mot 
peut prendre plusieurs sens : on parlera de structure psychotique, de pôle, 
d'organisation ou de personnalité psychotique… 
Selon le Dictionnaire de la Psychiatrie (Juillet 2000), en France, il est habituel 
de décrire les formes cliniques suivantes : 
 La forme paranoïde, la plus fréquente, où domine le délire paranoïde ;  La forme hébéphrénique, de type dissocié ;   La forme catatonique, avec prévalence de la catatonie ;  La forme hébéphréno-catatonique, associant les deux formes précédentes ;   La forme dysthymique, avec coexistence de signes maniaques ou 
mélancoliques périodiques ou intermittents ;   La forme pseudonévrotique souvent masquée par là-même ;  La forme héboïdophrénique, de type surtout pseudopsychopathique ;  La forme simple, souvent résiduelle, peu différente de la personnalité ou 
trouble schizotypique. 
L'évolution dans le temps des tableaux cliniques est variable. En simplifiant, 
on peut décrire : 
 Des formes avec une évolution déficitaire progressive avec une perte 
régulière de l'autonomie. Elles sont une éventualité fréquente.  Des formes avec des périodes d'éclosion délirante pouvant nécessiter une 
hospitalisation. La plupart du temps, une adaptation sociale suffisante 
permet des soins ambulatoires. 
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 Au contraire, des formes très délirantes avec des hallucinations envahissantes, 
résistantes aux traitements neuroleptiques (schizophrénie résistante).  Des formes avec une bonne autonomie, peu de délire et peu de déficit (par 
exemple quelques voix facilement critiquées, un isolement affectif relatif). 
Elles peuvent ne jamais nécessiter d'hospitalisation et des soins ambulatoires 
suffisent au maintien d'une bonne insertion sociale. 
1.1.3 Etiopathogénie de la schizophrénie  
Le processus schizophrénique serait la résultante de plusieurs facteurs : 
biologiques, psychosociaux et psychologiques. Les théories étiologiques sont 
diverses, encore discutées et non élucidées. En effet, à l’heure actuelle, l'origine de la 
schizophrénie reste inconnue, et il réside beaucoup d'incertitudes. Les hypothèses des 
uns et des autres influencent les descriptions cliniques et les approches 
thérapeutiques. Rappelons que l'unité de la maladie n'est pas établie et pour certains 
cela pourrait expliquer qu'il n'existe pas encore aujourd'hui un modèle étiologique 
décisif. 
Les facteurs connus pour être liés à la schizophrénie sont multiples. Des 
études indiquent que des facteurs génétiques, environnementaux, psychologiques, 
neurobiologiques et sociaux jouent un rôle dans l'apparition de la maladie (Sawa and 
Snyder 2002; Iritani 2013). Certaines drogues ou médicaments pourraient également 
causer l'apparition ou l'aggravation de certains symptômes (Ferretjans, Moreira et al. 
2012). Les nombreuses combinaisons de symptômes observés chez les patients 
schizophrènes ont ouvert un débat pour savoir si ce diagnostic représentait une seule 
et même maladie ou plusieurs syndromes distincts.  
Un immense chantier de recherche a été ouvert depuis une dizaine d’années 
pour démembrer ce syndrome plurifactoriel extrêmement complexe qui, à l’instar du 
diabète, de l’asthme ou de l’hypertension artérielle, est vraisemblablement 
irréversible. Toutefois, citant François Gonon, dans un éditorial paru le 12 octobre 
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1990 dans la revue Science, on pouvait lire : « La schizophrénie et les autres maladies 
psychiatriques ont probablement une origine polygénétique. Le séquençage du génome humain sera un 
outil essentiel pour comprendre ces maladies ». Et pourtant, si ce séquençage a été achevé 
plus vite que prévu, l’analyse du génome entier de près de sept cent cinquante 
schizophrènes n’a pas suffi pour mettre en évidence des anomalies génétiques 
(Abbott 2008). Elle n’a même pas retrouvé le gène défectueux pourtant identifié dans 
une famille écossaise.  
 
L’origine neuro-développementale 
L’hypothèse neuro-développementale de l'étiologie de la schizophrénie 
s’appuie sur la mise en évidence fréquente d'anomalies neuro-anatomiques, 
fonctionnelles ou cognitives chez les patients. En effet, certaines anomalies 
structurelles cérébrales ont été observées dans le cortex, plus particulièrement dans le 
cortex frontal, dont le rôle est essentiellement associatif (Fitzsimmons, Kubicki et al. 
2013; Iritani 2013).  
Selon des études épidémiologiques rétrospectives, ces anomalies seraient des 
séquelles de perturbations précoces du développement cérébral intervenues lors de la 
vie fœtale ou périnatale et seraient à l’origine d’une désorganisation importante des 
connexions synaptiques. Cette hypothèse est notamment suggérée par la mise en 
évidence de plusieurs facteurs bio-environnementaux potentiellement impliqués dans 
la pathogénie du neuro-développement : un facteur viral (grippe lors du second 
trimestre de la grossesse) ; un facteur nutritionnel (carences vitaminiques précoces) ; 
un facteur d’origine inconnue lié aux complications obstétricales (Benros, Mortensen 
et al. 2012; Benros, Nielsen et al. 2012; Scherr, Hamann et al. 2012; Hida, Mouri et al. 
2013). Ces anomalies se traduiraient, à l’adolescence ou au début de l’âge adulte, par 
l’émergence d’un trouble schizophrénique. Cette approche fait aujourd’hui l’objet de 
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recherches sur des modèles animaux visant à identifier la protéine impliquée dans ces 
désorganisations structurelles synaptiques. 
D’autre part, l’utilisation de l’imagerie cérébrale est fondamentale dans la 
compréhension des mécanismes impliqués dans la schizophrénie. Elle éclaire sur la 
façon dont certaines régions sont liées à des symptômes précis, et aussi sur un 
modèle de compréhension de la maladie qui serait une anomalie du développement 
d'un ensemble de régions du cerveau. L’imagerie fonctionnelle permet d’abord de 
mieux étudier et comprendre les trois groupes de symptômes de la schizophrénie que 
sont les troubles du langage, les troubles des fonctions cognitives et les troubles de 
l’affectivité. En outre, l'imagerie de la morphologie du cerveau a révélé l'existence 
d’anomalies anatomiques discrètes chez les schizophrènes (Fitzsimmons, Kubicki et 
al. 2013). Cependant, même si ces examens peuvent facilement être réalisés, ils n'ont 
aujourd’hui aucun rôle en pratique clinique. Les corrélations statistiques retrouvées 
dans les études scientifiques ne sont pas suffisantes pour aider au diagnostic clinique. 
Un modèle de la schizophrénie peut toutefois être évoqué : les anomalies 
anatomiques apparaîtraient pendant la petite enfance, alors que les anomalies 
fonctionnelles des régions corticales, dont la maturation est tardive, apparaîtraient à 
l’adolescence. L'association de ces deux groupes d'anomalies semble spécifique de la 
schizophrénie. 
 
L’origine génétique 
Certaines études scientifiques plaident en faveur de facteurs génétiques 
(Martin, Robinson et al. 2013; O'Tuathaigh, Moran et al. 2013). Les études familiales 
montrent l’existence d’une concentration familiale de la schizophrénie dans laquelle 
la génétique intervient entre 50% et 80%, le risque global d’occurrence de cette 
maladie dans la fratrie étant de 10% (contre 1% dans la population générale). La 
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survenue d'une schizophrénie chez les deux jumeaux homozygotes (« vrais jumeaux 
») est nettement plus fréquente que s'il s'agit de jumeaux hétérozygotes. Toutefois les 
facteurs génétiques ne sont pas suffisants pour expliquer la schizophrénie, et le mode 
de transmission demeure inconnu. Ainsi, chez des jumeaux homozygotes (même 
patrimoine génétique), l'absence de la maladie chez l'un alors que l'autre est atteint est 
observée dans 50% des cas (Gejman, Sanders et al. 2010; Gejman, Sanders et al. 
2011). En pratique les résultats des études scientifiques ne permettent pas de 
proposer un conseil génétique et les antécédents familiaux ne sont pas un argument 
très fiable pour accréditer un diagnostic. 
Il est donc peu probable qu’un gène majeur explique la majorité des cas de 
schizophrénie. L’hypothèse que la maladie soit la conséquence de l’effet interactif de 
gènes mineurs et de facteurs environnementaux est à présent exploitée. Les modèles 
de vulnérabilité tentent de faire la synthèse en proposant que des facteurs génétiques 
et organiques créent des conditions de vulnérabilité aux stress psychologiques et 
environnementaux avec le développement de symptômes schizophréniques. 
L’identification de ces facteurs, en améliorant la compréhension des anomalies du 
fonctionnement cérébral qui sous-tendent la schizophrénie et en identifiant la 
manière dont les facteurs environnementaux interagissent avec les facteurs 
génétiques est une nouvelle voie de recherche. Aujourd’hui, le temps du « tout 
génétique » ou du « tout environnemental » est révolu, celui de la complexité 
psychiatrique s’ouvre maintenant (Roth, Lubin et al. 2009; Dempster, Viana et al. 
2013). 
 
Les théories non organiques 
Les théories familiales et les théories de la communication avancent le rôle 
des interactions de la famille sur l'enfant dans la genèse de la schizophrénie. Les 
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fonctionnements familiaux qui peuvent être observés en pratique sont peut-être une 
cause ou une conséquence de la pathologie ou peuvent ne rien avoir à voir avec elle. 
Les apports théoriques de la psychanalyse sont riches, complexes et contradictoires 
selon les courants de pensée. Les modèles les plus simples et les plus classiques 
avancent un trouble du développement psychique précoce. Les théories cognitivo-
comportementales proposent des modèles cliniques et descriptifs de la maladie 
compatibles avec un substrat organique du trouble.  
 
En résumé, aujourd’hui, il n'y a aucun modèle explicatif capable de s'affirmer, 
soit avec des preuves scientifiques, soit avec des conséquences thérapeutiques 
décisives. Il existe plusieurs théories, modèles et explications, dont aucune n’a encore 
pris le pas sur les autres.  
1.1.4 A pathologie polyfactorielle, arsenal thérapeutique et prises en charge 
multiples 
 
La schizophrénie est couramment traitée par la prise d'antipsychotiques, qui 
réduit ou supprime l'activité des récepteurs à la dopamine et parfois à la sérotonine. 
La psychothérapie et la réinsertion sociale ou professionnelle prennent également 
une part importante dans la prise en charge des patients. Dans les cas les plus 
sévères, lorsque l'individu présente un risque pour lui-même ou pour les autres, une 
hospitalisation forcée peut être nécessaire (Stahl, Morrissette et al. 2013). 
 
Les traitements médicamenteux 
Les traitements médicamenteux symptomatiques de la schizophrénie 
s’appuient sur un arsenal pharmacologique constitué en premier lieu par les 
neuroleptiques, mais également par d’autres psychotropes comme les 
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antidépresseurs, les thymorégulateurs et les tranquillisants. En atténuant ou 
supprimant les symptômes les plus pénalisants pour les patients sur le plan 
relationnel, ces traitements permettent de mettre en place, de façon individualisée, un 
ensemble de mesures associant psychothérapies individuelles ou de groupe et 
réhabilitation institutionnelle ou socio-professionnelle. 
Les neuroleptiques restent encore aujourd’hui les médicaments de référence 
pour le traitement symptomatologique de la schizophrénie. Leurs effets sur les 
systèmes neurotransmetteurs de la dopamine ont été découverts en 1952 avec la mise 
à jour, par hasard, des propriétés antipsychotiques de la chlorpromazine, sans que 
l’on puisse expliquer les mécanismes d’action de ce produit. Ils ont une action sur les 
symptômes de la schizophrénie. Ils agissent sur le délire et les hallucinations mais 
aussi sur les signes déficitaires. Ils ne permettent pas une guérison de la maladie. 
Depuis, de nombreux neuroleptiques ont été mis sur le marché, dont les propriétés 
vont des plus sédatifs, destinés à diminuer l’agitation et l’angoisse, aux plus 
antiproductifs destinés à amender les hallucinations et les délires. Bien que devenus la 
pierre angulaire en matière de traitement pharmacologique de la schizophrénie, leur 
efficacité est partielle. Ils aideraient d'une manière très satisfaisante dans seulement 
un quart des cas (Lieberman, Stroup et al. 2005). Souvent leur efficacité reste 
incomplète avec la persistance de nombreux signes et parfois ils n'ont aucune 
efficacité. Ce sont des traitements qui doivent être pris au long cours, avec des 
posologies importantes pendant les décompensations de la maladie et une posologie 
d'entretien plus faible dans les cas favorables où une rémission de la phase aiguë 
permet une atténuation significative des troubles. Pour éviter les nombreux effets 
secondaires, la plus petite dose efficace est prescrite (Correll, Malhotra et al. 2003; 
Leucht, Busch et al. 2007; Morrissette and Stahl 2012; Thomas 2013). 
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Cette classe de médicaments a des effets secondaires importants qui vont 
d’un effet hypotenseur (comme l’hypotension orthostatique) sur le système 
cardiovasculaire pour les sédatifs, à des effets neurologiques sévères (comme un 
syndrome de type parkinsonien) pour les antiproductifs. Le syndrome malin des 
neuroleptiques (pâleur, sueurs, raideur, hyperthermie, troubles de la conscience), ainsi 
que les dyskinésies tardives (troubles dans l’accomplissement des mouvements), 
souvent définitif, sont les deux risques majeurs des traitements neuroleptiques 
(Newcomer 2005; Rummel-Kluge, Komossa et al. 2010; Almandil, Liu et al. 2013; 
Shulman, Jennifer Njoku et al. 2013). Enfin, le syndrome métabolique a une 
prévalence plus élevée chez les patients schizophrènes qu’en population générale 
(35,8% chez les patients schizophrènes pour 9 à 27% en population générale ; 
(McEvoy, Meyer et al. 2005; Meyer, Koro et al. 2005; Meyer, Pandina et al. 2005)). 
Aux facteurs de risque liés à une alimentation mal équilibrée et axée sur les matières 
grasses, à l’absence de pratique sportive, au tabagisme accru et à une certaine 
sédentarité s’ajoutent les effets métaboliques de certains traitements antipsychotiques. 
Le syndrome métabolique est un facteur de risque cardio-vasculaire qui prédispose au 
développement d’un diabète non insulinodépendant et/ou d’une coronaropathie. 
Les antidépresseurs sont également souvent indiqués dans une pathologie où 
la dépression peut être une complication grave, en particulier du fait du risque 
suicidaire qui y est souvent associé. Ils sont utilisés dans le cours évolutif de la 
maladie, ainsi que lors des épisodes dépressifs qui ponctuent les troubles schizo-
affectifs. 
D’autres médicaments peuvent être associés à ces traitements de référence. 
Ainsi, les tranquillisants amendent-ils les formes très anxieuses en cas d’insomnies 
persistantes (Gaillard, Ouanas et al. 2006; Bayle, Blanc et al. 2011), les 
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thymorégulateurs permettent de réguler le tonus de l’humeur et les désinhibiteurs 
sont actifs pour pallier les déficits causés par la schizophrénie. 
Malgré tout, 10 à 20% des schizophrènes restent totalement résistants aux 
médicaments disponibles (Englisch and Zink 2012) et très peu deviennent totalement 
asymptomatiques.  
 
 
Psychothérapies 
Les traitements médicamenteux doivent toujours être associés à des 
psychothérapies de soutien, pratiquées par des thérapeutes spécialement formés, 
visant à aider les patients à s’adapter à la réalité et à trouver des modes relationnels 
satisfaisants (Stahl, Morrissette et al. 2013). Ainsi il existe plusieurs formes de 
psychothérapies : 
 Les thérapies comportementales visent à maintenir l'adaptation sociale du 
malade. Elles ont une approche pédagogique et elles visent l'apprentissage 
d'habilités sociales (parler, communiquer, éviter les comportements 
inadaptés, gérer le traitement…) ;  Les thérapies familiales d'orientation systémique, et de plus en plus souvent, 
des thérapies familiales d'orientation cognitivo-comportementales visant à 
aider l'entourage, à identifier et à mieux réagir aux situations difficiles, sont 
également réalisables ;  Les soins en groupe (thérapie de groupe) sont assez fréquents dans les 
structures hospitalières (hospitalisation temps plein, hôpitaux de jour). Les 
objectifs sont simples et pragmatiques : favoriser la communication, 
l'intégration, la cohésion, tenir compte de la réalité, réduire l'isolement ;  Les psychothérapies individuelles classiques d'orientation analytique 
(psychanalyse) sont parfois réalisables. Elles ne sont cependant pas classiques 
dans cette indication. Elles sont réservées à des psychothérapeutes 
expérimentés, habitués aux patients schizophrènes. 
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Les prises en charge psychosociales 
Les risques de désinsertion sociale, professionnelle et affective associés à la 
schizophrénie rendent la prise en charge socio-thérapeutique également indispensable 
pour ces patients très vulnérables, particulièrement exposés aux aléas du contexte 
économique. C’est pourquoi la construction d’un projet socio-professionnel ou 
occupationnel au travers d’un suivi en hôpitaux de jour ou de nuit, en foyers 
thérapeutiques, en centres d’accueil thérapeutique à temps partiel, en centres d’aide 
par le travail, en ateliers protégés ou sur la base d’emplois protégés est de la plus 
grande importance. Dans cette perspective, l’accompagnement personnalisé de 
chaque patient est essentiel, afin de lui offrir des perspectives d’évolution 
parfaitement adaptées à ses capacités et à ses besoins, évitant à la fois le renoncement 
et les ambitions démesurées. Dans cet accompagnement coordonné au long cours, le 
médecin généraliste est un interlocuteur privilégié du malade et de ses proches, 
notamment pour fournir soutien, informations et conseil, ainsi qu’un médiateur 
institutionnel. Des associations de parents comme l’Union nationale des amis et 
familles de malades mentaux (UNAFAM) peuvent également représenter une aide 
utile aux familles. 
Le parcours du patient évoluera en fonction de son état clinique et de sa 
situation sociale : hospitalisation temps plein, Centre Médico-Psychologique, hôpital 
de jour, appartement thérapeutique, accueil familial thérapeutique. Des dispositifs 
non médicaux participent à l'aide possible. Citons, les mesures de protection 
juridique pour incapable majeur (tutelle, curatelle), l'Allocation Adulte Handicapée 
(AAH) souvent unique source de revenus du patient schizophrène, les milieux de 
travail protégés en particulier les Centres d'Aide par le Travail (CAT). 
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1.1.5 Pronostic 
 
En termes de pronostic, il existe des cas de rémissions complètes (environ 
20% des patients (Moller 1995) ou au contraire de résistance et de persistance des 
symptômes (20-30%) (Englisch and Zink 2012; Emsley, Chiliza et al. 2013), mais la 
schizophrénie évolue plus souvent de manière tantôt continue, tantôt épisodique (par 
accès psychotiques).  
À l’origine, l’évolution défavorable était considérée comme un des 
symptômes permettant le diagnostic : le schizophrène semblait inexorablement 
sombrer dans un état d’hébétude. Les progrès de la pharmacologie et de la prise en 
charge clinique et sociale ont néanmoins permis une amélioration du pronostic dans 
certains cas. Il existe toutefois une très grande diversité dans l’évolution des cas. Il est 
à noter que le risque de mortalité par suicide est élevé chez les schizophrènes, 
notamment celui de mortalité prématurée (selon les estimations de 5 à 13% des 
patients décéderaient par suicide, pour 20 à 40% de tentatives de suicide ; (Meltzer 
1998; Casadebaig and Philippe 1999; Melle and Barrett 2012). Les facteurs identifiés 
comme étant de bon pronostic sont le sexe féminin, une situation sociale, 
professionnelle et familiale installée lorsque se déclenche le premier accès 
psychotique, une conscience du trouble et la volonté de coopérer avec les médecins. 
Les facteurs induisant en revanche un pronostic plus réservé sont le sexe masculin, 
l’isolement social et le célibat, les antécédents familiaux, l’absence de symptômes 
positifs et la rapide progression des symptômes négatifs (retrait), un QI faible, une 
longue période de négligence avant les premiers soins (Balhara and Verma 2012). 
La mortalité des malades mentaux est beaucoup plus élevée que celle de la 
population générale, alors même que leurs pathologies sont rarement létales. La 
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schizophrénie est une maladie mentale coûteuse pour la société car handicapante 
pour les personnes qui en sont atteintes. 
Une étude de cohorte de 3 500 patients schizophrènes français suivis en 
secteurs psychiatriques, examinés chaque année, a visé à évaluer l’état de santé et 
l’accès aux soins de ces patients, ainsi que les causes de leur mortalité, en se 
comparant aux données nationales de mortalité de l’INSEE et de l’Inserm et aux 
résultats des enquêtes en population générale de l’IRDES (Inserm Unité 513 ; 
(Casadebaig, Philippe et al. 1997; Casadebaig and Philippe 1999). Concernant l’état de 
santé, plusieurs pathologies sont surreprésentées chez les schizophrènes : le diabète 
de type II et l’obésité (mauvaise hygiène alimentaire), les maladies respiratoires 
(consommation de tabac), les maladies circulatoires (surconsommation de 
médicaments), le Sida (rapports sexuels non protégés), l’épilepsie (non expliquée). 
Concernant la mortalité, les résultats confirment les hypothèses : la mortalité de ces 
patients, tous âges, sexes et causes confondus, est de 4,5 fois supérieure à celle de la 
population générale, ce qui constitue un risque relatif très important. Par ailleurs, le 
taux de mortalité par suicide diminue avec le vieillissement des patients ; 50% des 
décès étaient des suicides en 1993, versus 20% (ce qui est très élevé) en 1998 pour 
cette cohorte, ce qui suggère un risque très important en début de maladie 
(Casadebaig and Philippe 1999).  
1.1.6 Epidémiologie et coût médico-économique de la schizophrénie 
Comme nous l’avons vu, la schizophrénie est une psychose chronique, qui 
survient à l'adolescence ou au début de l'âge adulte, avec une prévalence globale 
d'environ 1% de la population adulte (Goldner, Hsu et al. 2002). (Messias, Chen et al. 
2007; Stilo and Murray 2010) 
La prévalence de la schizophrénie est stable, et ce quelle que soit l’origine 
ethnique et la classe sociale. Chez les familles dans lesquelles on met en évidence des 
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antécédents de syndromes schizophréniformes, l’agrégation familiale est de l’ordre de 
30%. Chez les jumeaux monozygotes, le risque d’avoir les deux jumeaux atteints 
d’une schizophrénie est de l’ordre de 50% (mis en évidence par des études de 
jumeaux et d’adoption). Les patients schizophrènes présentent davantage de risques 
d'être atteints de comorbidités, tels que la dépression ou des troubles de l'anxiété 
(Lancon, Auquier et al. 2001; Braga, Reynolds et al. 2013; Hendrie, Tu et al. 2013; 
Tsai and Rosenheck 2013). Ils sont également fortement susceptibles de développer 
des addictions et de souffrir de problèmes sociaux comme le chômage de longue 
durée, la pauvreté et le fait d’être sans abri (Browne and Courtney 2007). L'espérance 
de vie des personnes touchées est estimée inférieure de 10 à 12 ans à l'espérance de 
vie moyenne (Newman and Bland 1991), à cause du risque plus élevé de problèmes 
de santé et d'un plus fort taux de suicide (de 5 à 13% selon les études ; (Meltzer 1998; 
Auquier, Lancon et al. 2007; Melle and Barrett 2012). 
Les schizophrènes ne sont pas plus dangereux que les autres en matière 
d'homicide ou de grands délits. Le taux de schizophrènes en prison est supérieur à 
celui observé dans la population générale, mais il s'agit plutôt de petite délinquance à 
mettre en rapport avec la précarité sociale, les abus de substances illicites ((Assadi, 
Noroozian et al. 2006; Fazel, Gulati et al. 2009; Fazel, Langstrom et al. 2009). 
 
La schizophrénie touche donc près de 600 000 personnes en France. La 
prévalence de la schizophrénie est nettement inférieure à celles observées dans les 
pathologies névrotiques ou anxieuses. Toutefois, cette prévalence est loin d’être 
négligeable en termes de Santé Publique pour une maladie chronique fréquemment 
invalidante. Comme nous venons de le voir, ce véritable problème de Santé Publique, 
particulièrement dévastateur pour les jeunes entre 16 et 30 ans, est encore très discuté 
sur le plan fondamental, psychopathologique et clinique. Ses mécanismes complexes 
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restent non élucidés, ses formes multiples peuvent varier d’un individu à l’autre, et 
d’un stade à un autre pour un même individu, ses traitements partiels n’améliorent 
que certains symptômes. Le pronostic est réservé ; on enregistre, par exemple, un 
taux de suicide plus élevé qu’en population générale.  
En parallèle, les coûts sociaux et économiques de cette pathologie sont 
colossaux. En effet, la schizophrénie constitue la cause principale des séjours de 
longue durée dans les établissements de soins psychiatriques. Ce qui en fait le poste 
de coût direct le plus élevé. Elle affecte, à elle seule, le deux tiers des personnes 
hospitalisées  (Duguay et al. 1984). 90% des patients en traitement sont âgés entre 15 
et 55 ans (Kaplan et Sadock. 1998).  
Même si le taux de prévalence vie entière n’est pas parmi les plus élevés des 
pathologies psychiatriques, la schizophrénie reste parmi les pathologies les plus 
lourdes et coûteuses. Dans une étude transversale, en 1992, Rouillon et al. (Rouillon, 
Toumi et al. 1997) ont estimé le coût annuel direct et indirect de la prise en charge 
médicale de la schizophrénie en France : respectivement 12 400 millions de francs 
(soit 2 340 US$) et 5 200 millions de francs (970 US$). 
Plus récemment, cette estimation a été actualisée (Sarlon, Heider et al. 2012). 
Au sein d’un échantillon de 288 patients âgés de 18 à 64 ans, le coût moyen total 
annuel est estimé à 3 534 €, constitué principalement par le coût de l’hospitalisation 
(1 390 €),  celui de l’accueil de jour (1 331 €) et celui des thérapeutiques (587 €). En 
France, le coût direct annuel est estimé à 1 581 millions d’euros, incluant 621 millions 
d’euros pour l’hospitalisation et 595 millions d’euros pour l’accueil de jour (soit 77% 
du coût direct total). Le coût des thérapeutiques représente 16% du coût annuel 
direct, soit 255 millions d’euros. Les 7% restants incluent la consommation de soins 
externes dont les consultations (psychiatre, médecin généraliste, psychologue). Le 
chômage est identifié comme un coût indirect majeur de la schizophrénie.  
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La présence de symptômes schizophréniques, positifs ou dépressifs, au début 
de l’étude, et la survenue d’une rechute au cours du suivi, sont significativement 
associées avec un coût du traitement plus élevé. Un état de santé perçue satisfaisant 
ou la présence de symptômes schizophréniques négatifs au début du suivi sont 
significativement associés à des coûts moins élevés. 
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1.2 Méthodologie de la recherche en population observationnelle 
schizophrénique  
Les différents aspects développés précédemment impactent 
considérablement les études menées et la recherche qui peuvent être produites dans 
ce champ. Quelle que soit la pathologie, la méthodologie est un support de ces 
(r)évolutions. Dans le cadre de la schizophrénie, la méthodologie s’adapte 
progressivement aux évolutions conceptuelles, à l’évolution des connaissances 
cliniques et/ou biologiques et également aux besoins en termes de recherche 
clinique, de pharmaco-épidémiologie et d’évaluation des médicaments.  
Le développement de l’épidémiologie psychiatrique a largement été facilité 
par la standardisation des diagnostics du DSM III, puis IV, rendant des diagnostics 
portés par différents intervenants, comparables et fiables (au sens de l’accord inter-
juge). Rappelons que le diagnostic de la schizophrénie se base principalement sur 
l'observation du comportement et des expériences rapportées par le patient.  
Il est également nécessaire de développer de nouveaux concepts 
méthodologiques et des outils de calculs puissants pour rendre compte et étudier la 
complexité et le caractère multifactoriel des maladies mentales, dont la schizophrénie 
est un exemple type.  
Toutefois, les connaissances méthodologiques dans ce domaine sont à 
approfondir. En effet, les fondements mêmes de la pathologie schizophrénique sont 
encore non élucidés, les formes cliniques et leur évolution au cours de la vie sont 
variables et multiples, l’évaluation des thérapeutiques est encore en cours notamment 
en population observationnelle, et, enfin, les conséquences économiques pour la 
société en font un enjeu de santé publique élevé.  
Bref, compte tenu de la complexité étiologique, évolutive et thérapeutique de 
cette pathologie, il apparait que l’utilisation d’outils statistiques adaptés aidant 
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notamment à la prise en compte des facteurs dits de confusion est pertinente. C’est 
l’objet principal de notre travail de recherche. En effet, les études utilisées dans ce 
domaine sont principalement des études observationnelles (réalisées en vie réelle), 
notamment des études de cohorte observationnelle. Car, le plus souvent, les 
expositions (étiologiques, thérapeutiques) sont impossibles à affecter 
expérimentalement par tirage au sort ; la connaissance dans ce domaine passe donc 
principalement par des observations bien conduites.  
En 1965, Cochran (Cochran 1965) définit une étude observationnelle comme 
une étude empirique au cours de laquelle « l’objectif est de comparer des groupes de patients 
traités et d’élucider les relations entre causes et effets, en sachant qu’il n’est pas possible d’utiliser un 
groupe témoin expérimental, car nous ne sommes pas capable d’attribuer le traitement au hasard ». 
Ainsi, une étude observationnelle a comme objectif d’évaluer un effet causal, comme 
un essai contrôlé randomisé. Toutefois, l’allocation de l’intervention n’est pas due au 
hasard.  
Les études observationnelles sont donc exposées à des biais de confusion. Le 
biais de confusion est une distorsion de l’effet estimé de l’intervention par un facteur 
mesuré pendant l’étude, ou un facteur non mesuré pendant l’étude mais lié à 
l’exposition (Bouyer 1997). Le biais de confusion est donc un facteur important à 
prendre en compte, notamment dans l’interprétation des résultats de ces études.  
Les études observationnelles correctement construites et dont, les résultats 
s’appuient sur des analyses statistiques robustes, permettent d’améliorer les 
connaissances de la pathologie et de son évolution selon le contexte. Cela influe 
ensuite directement sur la prise en charge des patients et, donc sur le coût de la 
pathologie pour la société. 
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En études observationnelles, les instruments diagnostiques les plus 
fréquemment utilisés sont : 
 le Diagnostic and Statistical Manual of Mental Disorders (élaboré par 
des psychiatres américains et paru au milieu des années 1970, il en est 
à sa 4ème édition : DSM IV),   la Classification internationale des maladies (élaborée par 
l’organisation mondiale de la santé – OMS -, qui en est à sa 10e 
édition : CIM 10). 
Ces approches diagnostiques « objectives » et reproductibles ont notamment 
permis de distinguer la psychose maniacodépressive de la schizophrénie. 
Parallèlement, des échelles d’appréciation des symptômes ont été créées pour 
homogénéiser le recueil d’informations cliniques. 
 
Parmi les études épidémiologiques observationnelles réalisées chez des 
patients schizophrènes, une des difficultés méthodologiques principale est la prise en 
compte des multiples facteurs de confusion. En effet, les analyses statistiques 
conventionnelles ne reflètent pas toutes les sources d’incertitudes. Même si elles sont 
rigoureusement conduites, l’étude de la validité des résultats se fonde le plus 
fréquemment sur une discussion qualitative de l’impact de potentiels biais de 
confusion.  
Comme le décrit Sander Greenland (Greenland 2000), les analyses statistiques 
conventionnelles des données observationnelles peuvent être décrites selon une 
procédure à deux étapes : 
 Première étape : on réalise des analyses statistiques de type 
fréquentiste, fondées sur les hypothèses suivantes : 
o L’exposition dans l’étude est répartie de façon aléatoire entre 
les différents niveaux des covariables d’ajustement (équivalent 
à « il n’existe pas de biais de confusion non mesuré ») 
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o La sélection, la participation et les données manquantes sont 
réparties de façon aléatoire entre les différents niveaux des 
covariables d’ajustement.  Seconde étape : on vérifie la validité des hypothèses précédentes, ce à 
partir de discussions sur la possibilité de chacune d’avoir biaisé, ou 
pas, les résultats obtenus. Schématiquement, Sander Greenland 
résume, à sa façon, cette discussion en : « Si les chercheurs apprécient les 
résultats statistiques de la première étape, ils vont argumenter que les biais sont 
inconsistants, sans réelle preuve quantifiée de cet effet. Cependant, s’ils n’apprécient 
pas les résultats, les chercheurs vont se focaliser sur de possibles biais et parfois 
même centrer leurs articles dessus, toujours sans réelle preuve quantifiée de cet 
effet. » 
Même si cette description est quelque peu réductrice pour le travail des 
épidémiologistes, il est bien réel que des discussions existent entre méthodologistes, 
statisticiens, économétriciens, sociologues et épidémiologistes sur ces questions de 
prise en compte de l’incertitude globale (mesurée et non mesurée), ce en situation 
observationnelle. 
Certains défendent fermement les analyses statistiques dites conventionnelles 
ou fréquentistes comme étant la méthode pour obtenir le « gold result » ou le meilleur 
cas de minimisation de l’incertitude, d’autres argumentent que c’est la meilleure façon 
de quantifier l’erreur aléatoire, ou encore que ce sont des analyses dites « objectives ». 
Ces éléments ont progressivement aboutit à une tendance actuelle, pour certains, à 
l’obsession de la « significativité statistique » ou du « petit p » en pratique 
épidémiologique.  
 
Or, s’il existe bien un domaine en évolution, c’est bien celui de la 
méthodologie d’analyses statistiques en situation observationnelle, et notamment 
l’amélioration de la prise en compte des biais de confusion inhérents à la 
construction de ces études. 
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D’une part, la prise en compte des biais mesurés dans l’étude peut, dans 
certaines situations, être améliorée à l’aide d’outils statistiques tels que le score de 
propension, définissant la probabilité d’un sujet de recevoir une intervention sachant 
les caractéristiques initiale du sujet. Dans certaines situations, ce score de probabilité 
permet initialement d’apparier ou de stratifier, voire simplement d’ajuster son 
échantillon, et donc gagner en précision de l’estimation. 
Pour les biais non mesurés, l’abord princeps de type fréquentiste a 
notamment partiellement occulté l’intérêt d’autres approches, telles que les analyses 
de sensibilité ou les inférences statistiques bayésiennes, qui sont des outils 
complémentaires, utiles et pertinents pour, respectivement, jauger la sensibilité des 
résultats à un biais ou quantifier l’impact du biais sur les résultats.  
 
 
1.3 Objet de la recherche 
 
L’objectif de ce travail de recherche est donc l’étude de plusieurs méthodes 
de prise en compte des biais de confusion, mesurés ou non mesurés, ce en situation 
observationnelle de population de patients psychotiques et/ou schizophrènes. 
Nous appuierons notre développement sur 3 parties successives : 
 Une étude transversale d’exposition à un facteur contextuel (la prison), ce 
dans le cadre de la présence de troubles psychotiques (au sens axe DSM IV), 
à partir d’une méthodologie d’ajustement conventionnelle et classique. 
L’objectif sera de mettre en exergue la question de la discussion du biais 
résiduel. 
  Une étude de cohorte avec la survenue d’un évènement selon l’exposition à 
un traitement en population schizophrène, à partir de l’utilisation du score de 
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propension comme outil d’ajustement. L’objectif sera de comparer une 
technique d’ajustement classique à un ajustement par score de propension. 
  Une analyse générale sur la modélisation de l’incertitude et des biais de 
confusion non mesurés multiples, avec un focus sur la faisabilité en 
psychiatrie notamment en population schizophrène. L’objectif sera de 
présenter les théories, décrire les méthodes et les appliquer aux résultats des 
études précédentes. 
 
Enfin, ce travail se prolongera par une synthèse, l’ouverture de perspectives de 
développement ultérieurs, ce avant de conclure. 
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2 Partie 1 : Méthodologie d’ajustement classique pour 
étudier la présence de troubles psychotiques (dont la 
schizophrénie) selon l’exposition à un facteur 
contextuel, la prison  
 
 
A partir d’une étude transversale d’exposition à un facteur, nous nous 
intéressons à la présence de troubles psychotiques en utilisant une méthodologie 
d’ajustement classique. Cette étude transversale analyse la survenue (ou la régression) 
de pathologies mentales avant et après exposition à un facteur contextuel, 
l’emprisonnement. On s’intéresse plus précisément à la présence, ou pas, de troubles 
psychotiques au sens DSM IV du terme (« schizophrénie », « trouble psychotique 
bref », « trouble schizoaffectif » et « trouble délirant ») (DSM-IV 1994). 
Le choix de cette population n’est pas anodin. En effet, dans les pays 
occidentaux, les taux de prévalence des troubles mentaux en prison sont 
significativement plus élevés que ceux estimés en population générale. En 2002, une 
revue systématique de 62 études épidémiologiques a été réalisée par Fazel et al. (de 
1987 à 1999 ; dans 12 pays du nord). Cette revue a montré que les détenus avaient 2 à 
4 fois plus de risque de présenter des troubles psychotiques ou une dépression 
majeure par rapport à la population générale américaine ou britannique du même âge 
(Fazel and Danesh 2002). 
Depuis cette revue, quelques études ont donné des estimations 
représentatives de la fréquence des troubles mentaux en prison. Par exemple, la 
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prévalence des troubles psychotiques dans les prisons britanniques a été estimée à 
5% (4,2-5,7) (Brugha, Singleton et al. 2005). 
En 2004, le premier volet de l’étude française sur la santé mentale en prison a 
permis d’estimer la prévalence des troubles mentaux (Falissard, Loze et al. 2006). 
Une procédure diagnostique innovante a été utilisée. Elle consistait en une 
association d’entretiens structurés et libres réalisés par deux cliniciens. Cette étude a 
permis de montrer que 6,2% (4,5-7,9) des hommes détenus en France souffraient de 
schizophrénie, 24% (21-27) d’épisode dépressif majeur et 14,1% (11,6-16,6) de 
dépendance à l’alcool et aux substances (Falissard, Loze et al. 2006). 
Mais comment peut-on interpréter ces taux de prévalence élevés ? 
D’une part, certaines pathologies mentales, dont les troubles psychotiques, 
pourraient favoriser les comportements délictueux voire même criminels, et donc 
être un facteur de risque d’emprisonnement.  
Les relations entre troubles mentaux, violence et crime doivent cependant 
être envisagées avec précaution ((de) Beaurepaire 1997; Arboleda-Florez, Holley et al. 
1998). Quelques études ont montré une possible association entre troubles mentaux 
et violence. Ce lien semble être limité aux personnes qui ne reçoivent pas de 
traitement alors qu’ils ont des troubles mentaux avérés, qui ont un passé de violences 
et qui abusent de l’alcool et des substances illicites (Swartz, Swanson et al. 1998).  
Le sujet est particulièrement sensible du fait de la forte médiatisation des 
homicides commis par des sujets souffrant de schizophrénie. Il existe néanmoins des 
études sérieuses faites sur le sujet, particulièrement sur la population suédoise grâce à 
l’existence de registres bien documentés en matière de santé et de criminalité. 
La Suède possède plusieurs bases de données sur sa population permettant le 
croisement de données diagnostiques et criminologiques sur plus de trois décennies 
entre 1973 et 2006 ce qui permet de s’intéresser à la part respective de la 
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schizophrénie et de l’abus de substances toxiques dans la sur-représentation des 
sujets souffrants de schizophrénie parmi les auteurs de crimes violents.  
L'interprétation des données montre que cette maladie est corrélée avec la 
violence criminelle mais que cette corrélation est fortement atténuée si les différentes 
addictions associées sont prises en compte (Fazel, Langstrom et al. 2009). 
D'après le même registre et sur 13 ans (Fazel and Grann 2006; Fazel, Grann 
et al. 2009), 45 crimes ont été commis pour 1 000 habitants dont 2,4 sont attribuables 
aux sujets souffrants de schizophrénie ou autres psychoses, soit 5 %. Ces conclusions 
sont retrouvées dans d'autres études (Fazel, Gulati et al. 2009; Richard-Devantoy, 
Olie et al. 2009) : le risque de violence chez les personnes atteintes de toxicomanie 
(mais sans psychose) est similaire à ceux des individus souffrant de psychose avec 
toxicomanie.  
Le risque est plus important pour les sujets souffrant de toxicomanie que 
pour les sujets souffrant de psychoses, indépendamment de la comorbidité. Les 
personnes souffrant de schizophrénie développent ainsi fréquemment une 
dépendance à une substance psychotrope (autour de 30 %), ce qui peut les pousser 
plus facilement vers la criminalité (Schnell, Neisius et al. 2010). 
Le risque de passage à l'acte criminel est donc réel mais semble 
essentiellement en rapport avec une toxicomanie associée et équivalent à celui du 
toxicomane non atteint de schizophrénie. 
L’association de troubles psychotiques et de comportements violents est aussi 
source de nombreux débats. Les pathologies de l’addiction à l’alcool ou aux drogues 
représentent un facteur de comorbidité important chez les détenus souffrant de 
troubles psychiatriques sévères. Cette comorbidité est bien supérieure à celle 
retrouvée dans la population générale. 
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D’autre part, il a souvent été considéré que l’enfermement, la privation de 
liberté et toutes leurs conséquences sur l’individu, pouvaient être à l’origine de 
pathologies mentales. Quelques études ont montré que l’emprisonnement à long 
terme conduisait à des déficiences cognitives (Lapornik, Lehofer et al. 1996) ou à la 
modification de certains traits de personnalité (Guy 1976; Lapornik, Lehofer et al. 
1996; Sheehan, Lecrubier et al. 1998; Loze, Falissard et al. 2002).  
La relation entre incarcération et troubles mentaux, bien que complexe, 
fournit des pistes d’interprétation. Comme les personnes ayant des troubles mentaux 
avérés sont plus fréquemment arrêtées et sont surreprésentées en prison, les troubles 
mentaux ont donc été « criminalisés ».  
De plus, les détenus qui sont sans abri et qui ont une pathologie mentale 
associé à un trouble des conduites sont significativement incarcérés plus longtemps 
en prison que ceux qui sont arrêtés pour des crimes identiques (McNiel, Binder et al. 
2005). Bien que plusieurs études occidentales aient rapportées des taux de prévalence 
de pathologies psychiatriques plus élevés en comparaison de la population générale, 
on ne retrouve pas d’élément validant le fait que les troubles mentaux soit un facteur 
de risque d’emprisonnement, une conséquence ou une combinaison des deux.  
Malgré ces travaux, les lieux d’incarcération continuent à manquer des 
ressources psychiatriques nécessaires pour la prise en charge des personnes 
incarcérées. Mises à part les travaux sur le choc carcéral (Lhuilier and Lemiszewska 
2001; Manzanera and Senon 2004), aucune étude n’a évalué « rigoureusement » 
l’impact de l’emprisonnement sur la psychopathologie des détenus. Par 
« rigoureusement », on entend le choix et l’utilisation d’une méthodologie appropriée, 
basée sur des estimations robustes et validées.  
La présente étude est donc construite pour apporter des éléments de réponse 
à ces interrogations. Son objectif est de déterminer quels sont les troubles mentaux 
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qui tendent à se développer, ou à régresser, à l’entrée en prison et selon la durée 
d’incarcération. L’hypothèse initiale était que la prison pouvait induire des troubles 
mentaux. La méthodologie consiste à comparer la fréquence des troubles mentaux, 
notamment des troubles psychotiques, dans un échantillon de nouveaux arrivants en 
prison (dits « primo-incarcérés ») à celle observée dans un échantillon aléatoire de 
détenus. 
2.1 Matériel et méthodes 
Etude 
L’enquête nationale française sur la santé mentale en prison a comporté 3 
volets : une étude représentative destinée à estimer la prévalence des troubles 
mentaux dans les prisons françaises (étude de prévalence) (Falissard, Loze et al. 2006), un 
échantillon de nouveaux arrivants en prison (inclusion de primo-incarcérés dont la 
durée d’incarcération était inférieure à 14 jours ; échantillon de primo-incarcérés) et une 
étude qualitative portant sur des détenus condamnés à de longues peines, à savoir 
supérieure à 5 ans (étude qualitative). 
Les stratégies de sélection des échantillons ont été différentes selon le volet 
de l’étude.  
Pour l’étude de prévalence, un échantillon représentatif de la population carcérale 
française a été constitué à partir d’un plan de sondage à deux degrés. Vingt prisons 
pour hommes situées en France métropolitaine ont été tirées au sort avec une 
stratification sur le type d’établissement. Puis, les détenus ont été choisis au hasard 
jusqu’à ce qu’un échantillon de 800 personnes soit constitué. 1 402 prisonniers ont 
été contactés entre septembre 2003 et juillet 2004. Un total de 799 entretiens a été 
réalisé dont 450 dans les maisons d’arrêt (voir Tableau I). 
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Pour l’échantillon de primo-incarcérés, quatre maisons d’arrêt ont été 
sélectionnées : Fleury-Mérogis, Loos, Lyon et Marseille. Certains critères de choix 
ont été retenus afin de disposer d’une cohorte hétérogène : la taille de la maison 
d’arrêt (capacité de plus de 1 000 détenus), le fait qu’elle soit située prés d’une zone 
urbaine, le respect d’un équilibre entre la région parisienne et les autres départements 
français. La taille de l’échantillon a été fixée afin de disposer d’une puissance 
statistique adéquate. Donc, entre décembre 2003 et août 2005, les primo-incarcérés 
ont été progressivement inclus. Un total de 267 entretiens a été collecté.  
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Tableau I : Répartition des effectifs de l’échantillon représentatif  
de la population carcérale française (sondage à deux degrés) 
 
Catégorie d’établissements Centre 
Effectif 
inclus 
Effectif inclus 
rapporté à l’effectif 
réel par catégorie 
d’établissement 
Maison centrale 2 100 5,1% 
 Arles 50  
 Poissy 50  
Centre de détention  
national 
2 100 2,2% 
 Melun 50  
 Muret 50  
Centre de détention  
régional 
3 149 2,2% 
 Uzerches 49  
 Saint Mihiel 50  
 Draguignan 50  
Maison d’arrêt  
ayant une capacité  
de plus de 1000 détenus 
2 100 1,5% 
 Fresnes 50  
 Paris La Santé 50  
Maison d’arrêt  
ayant une capacité  
de 400 à 1000 détenus 
3 150 1,4% 
 Amiens 50  
 Aix Luynes 50  
 Osny Pontoise 50  
Maison d’arrêt  
ayant une  capacité  
de 100 à 400 détenus 
4 150 1,4% 
 Saintes 37  
 Evreux 37  
 Grenoble 37  
 Montauban 39  
Maison d’arrêt  
ayant une  capacité  
de moins de 100 détenus 
4 50 1,7% 
 Riom 13  
 Gap 11  
 Laval 13  
 Foix 13  
Total 20 799  
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Diagnostic et évaluation des troubles mentaux 
Pour les deux échantillons (étude de prévalence et échantillon de primo-
incarcérés), les mêmes données ont été collectées (voir Figure 1).  
Chaque détenu a été interviewé pendant plus de deux heures par deux 
cliniciens. Chaque équipe de cliniciens était composée d’un psychologue, qualifié de 
« junior », et d’un psychiatre, plus expérimenté qui a été qualifié de « sénior ». Les 
deux investigateurs étaient présents pendant la totalité de l’entretien. De plus, il était 
essentiel que les cliniciens n’appartiennent pas à l’équipe médicale de la prison.  
Après présentation de l’étude, le détenu donnait son consentement écrit s’il 
avait choisi de participer.  
Les diagnostics ont été posés à l’aide d’une procédure validée dans une 
précédente étude (Loze, Falissard et al. 2002). Le clinicien junior réalisait une 
première évaluation en utilisant un questionnaire clinique standardisé (MINI plus 
5.0)(Sheehan, Lecrubier et al. 1998). Des diagnostics cliniques de la classification 
DSM IV ont été générés à l’aide d’algorithmes. Ces diagnostics n’étaient pas connus 
par le clinicien junior pendant l’entretien. La procédure a ensuite été complétée par 
un entretien clinique classique avec le clinicien sénior (20 minutes). Puis, l’entretien 
se poursuivait par le recueil de différentes données : les facteurs 
sociodémographiques ainsi que les antécédents personnels, familiaux et judiciaires. A 
la fin de l’entretien, chaque clinicien a donné séparément sa liste de diagnostics et a 
rempli un score global d’impression clinique de sévérité (CGIs)(Guy 1976; Kadouri, 
Corruble et al. 2007). Enfin, les deux investigateurs regroupaient leurs avis afin de 
fournir une liste de diagnostics consensuels et un score de gravité consensuel. 
Dans notre étude, nous avons choisi de définir un « trouble mental » lorsque 
les patients avaient un diagnostic consensuel positif et un score de gravité 
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consensuel CGIs au moins égal à 5 (c'est-à-dire correspondant à « manifestement 
malade », « gravement malade » ou « parmi les plus malades »). 
 
Figure 1 : Schéma de l’étude santé mentale en prison 
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Analyse statistique 
En France, les nouveaux arrivants sont uniquement incarcérés dans les 
maisons d’arrêt. Les 267 individus de l’échantillon de primo-incarcérés ont donc été 
comparés aux 450 détenus des maisons d’arrêts interrogés dans l’étude de prévalence 
(voir Figure 2). 
 
Figure 2 : Echantillons de prisonniers comparés 
 
 
 
 
 
 
 
 
 
Les caractéristiques des deux échantillons ont été comparées à l’aide de tests 
du chi² pour les variables catégorielles (ou test de Fisher) et à l’aide de tests t pour les 
variables continues.  
Les diagnostics de pathologie mentale (DSM IV) posés de façon consensuelle 
et ayant un score consensuel CGI≥5 ont été étudiés selon le statut des prisonniers 
(primo-incarcérés vs détenus). Afin de prendre en compte les facteurs de confusion 
potentiels, nous avons utilisé des analyses multivariées de type logistique. Les critères 
d’ajustement ont donc été : les facteurs sociodémographiques (âge, statut marital et 
niveau d’éducation), les antécédents personnels (maltraitance pendant l’enfance), les 
antécédents familiaux (parents décédés pendant l’enfance, séparation d’un de ses 
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deux parents durant plus de 6 mois au cours de l’enfance) et les antécédents 
judiciaires (mesure de placement pendant l’enfance, suivi par un juge pour enfants). 
Pour les troubles de la dépendance, le fait d’avoir été pris en charge par un dispositif 
de lutte contre l’alcoolisme ou la toxicomanie avant l’incarcération a été pris en 
compte. Pour les autres troubles, l’ajustement a aussi été réalisé sur le fait d’avoir été 
hospitalisé pour des raisons psychologiques avant l’incarcération. Enfin, la variable 
« prison » a été introduite dans chaque modèle comme un effet aléatoire (par 
« prison », on entend la localité). 
Aucun problème de colinéarité n’a été mis en évidence pour les variables 
indépendantes. L’adéquation des modèles était correcte et les critères de convergence 
ont été atteints. Les analyses statistiques ont été réalisées à l’aide du logiciel SAS 9.1. 
Le seuil de significativité statistique a été fixé à p<0,05. Etant donné que les résultats 
issus de plusieurs tests statistiques n’ont pas été synthétisés en une conclusion et 
décision finale, il n’a pas été nécessaire de réaliser un ajustement pour des 
comparaisons multiples(Bender and Lange 2001). 
 
Critères éthiques 
Le protocole a été officiellement approuvé par la Commission Nationale 
Informatique et Liberté (CNIL) et le Comité consultatif de protection des personnes 
dans la recherche biomédicale. De plus, chaque entretien débutait par le recueil du 
consentement écrit du détenu.  
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2.2 Résultats 
 
Taux de réponse 
Pour l’étude de prévalence, 1 402 détenus de sexe masculin ont été contactés 
entre septembre 2003 et juillet 2004. Le taux de réponse était de 57%. Un total de 
799 entretiens a donc été réalisé, 450 l’ont été dans les maisons d’arrêt. Pour 
l’échantillon de primo-incarcérés, entre décembre 2003 et août 2005, les nouveaux 
arrivants de sexe masculin ont été progressivement inclus et ont produit un total de 
267 entretiens. Le taux de réponse était de 40%. 
 
Caractéristiques des prisonniers 
Le tableau II montre une série de caractéristiques qui sont présentées selon le 
statut des prisonniers. Respectivement, pour les nouveaux arrivants et les détenus, 
l’âge médian était de 26 et 33 ans (intervalle interquartile : 21-37 et 25-43). Les 
nouveaux arrivants étaient donc significativement plus jeunes que les détenus.  
Le fait d’être hospitalisé pour des raisons psychologiques avant l’incarcération 
ou le fait d’avoir été placé pendant l’enfance sont des caractéristiques qui différaient 
significativement entre les deux échantillons. Les nouveaux arrivants ont moins 
fréquemment été hospitalisés ou ont moins souvent été mis en placement que les 
détenus. Aucune différence significative n’a été mise en évidence pour le niveau 
d’étude ou le statut marital. 
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Tableau II :  Description de la population de l’étude santé mentale en prison selon 
le statut des prisonniers 
 
 
  
Primo-incarcérés 
(n=267) 
Détenus
(n=450) 
Age m (ET) 29,9 (10,5) 35,3* (11,9)
 Min-Max 18-64 19-78
  
Niveau d’étude (%) N’a pas le 
baccalauréat 
74,2 81,5 
 Niveau baccalauréat 
ou plus 
25,8 18,5 
  
Statut marital (%) Seul (célibataire, 
séparé ou veuf) 
60,8 62,1 
 Marié 39,2 37,9
  
Travaille en prison (%) Oui 6,1 39,4*
  
A été hospitalisé pour des raisons 
psychologiques avant l’incarcération (%) 
Oui 9,4 18,4* 
  
A été suivi par un dispositif de lutte contre 
l’alcoolisme ou la toxicomanie avant son 
incarcération (%) 
Oui 8,7 13,2 
  
A subi des maltraitances durant l’enfance 
(%) 
Oui 28,4 32,2 
  
A eu un des membres de sa famille proche 
décédé durant l’enfance (%) 
Oui 29,7 35,8 
  
A été séparé d’un de ses deux parents au 
moins 6 mois pendant l’enfance (%) 
Oui 34,9 41,3 
  
A été suivi par un juge pour enfant (%) Oui 25,0 30,2
  
A suivi une mesure de placement dans 
l’enfance (%) 
Oui 13,7 22,2* 
(*): p<0,05; Chi² (DL=1) ou test exact de Fisher ou test t.
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Accord inter-juge 
Comme expliqué précédemment, chaque prisonnier a reçu un diagnostic 
propre posé par deux cliniciens. Il a donc été possible d’estimer l’erreur de mesure de 
l’accord inter-juge pour l’ensemble de l’échantillon des entretiens sélectionnés. Nous 
nous sommes appuyés sur le coefficient Kappa de Cohen. Toutes les valeurs 
retrouvées correspondent à un « modéré »,  un « bon » ou un « très bon » accord 
inter-juge(Cicchetti and Sparrow 1981; Brennan and Silman 1992). En effet, le 
coefficient Kappa était de 0,84 pour les troubles de l’humeur, de 0,64 pour les 
troubles dépressifs majeurs, de 0,81 pour les troubles anxieux, de 0,76 pour les 
troubles paniques, de 0,76 pour l’agoraphobie, de 0,75 pour la phobie sociale, de 0,63 
pour les troubles obsessionnels compulsifs, de 0,76 pour les états de stress post-
traumatique, de 0,79 pour l’anxiété généralisée, de 0,92 pour la dépendance à l’alcool, 
de 0,95 pour la dépendance aux drogues, de 0,78 pour les troubles psychotiques, de 
0,71 pour la schizophrénie, de 0,51 pour les bouffées délirantes aigues et de 0,55 
pour les troubles délirants. 
 
Prévalence des troubles mentaux 
Dans le tableau III, on constate que, même pour l’échantillon de nouveaux 
arrivants, les taux de prévalence de la plupart des troubles mentaux sont plus élevés 
qu’en population générale. Notamment, prés de 25% des primo-incarcérés 
présentent les critères cliniques d’un trouble dépressif majeur, 18% ceux d’un trouble 
de la dépendance et prés de 4% ceux d’une schizophrénie. Rappelons que toutes ces 
prévalences concernent des prisonniers dont les scores de gravité clinique 
consensuels CGI sont au mois égaux à 5 (c'est-à-dire correspondant à 
« manifestement malade », « gravement malade » ou « parmi les plus malades »). 
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Comparaison primo-incarcérés versus détenus 
Nous avons comparé la fréquence des troubles mentaux entre les nouveaux 
arrivants et les détenus des maisons d’arrêt de l’étude de prévalence. Après 
ajustement sur une liste de facteurs de confusion potentiels (ce qui est considéré ici 
comme l’analyse principale), la dépendance à l’alcool était significativement plus 
fréquente dans l’échantillon de nouveaux arrivants (OR : 1,84 IC : 1,01-3,51) et les 
troubles délirants étaient significativement moins fréquents dans l’échantillon de 
nouveaux arrivants (OR : 0,29 IC : 0,08-0,98).  
Dans les analyses bivariées, les troubles paniques étaient significativement 
plus fréquents à l’entrée en prison alors que les troubles psychotiques étaient moins 
fréquents. On peut remarquer qu’aucune différence significative (analyse bivariée et 
après ajustement) n’a été mise en évidence entre les échantillons pour les troubles de 
la dépendance, les états de stress post-traumatique ou les troubles de l’humeur. 
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Tableau III :  Comparaison des taux de troubles mentaux selon le statut des 
prisonniers dans les prisons françaises (% et IC à 95%) 
 
 
 
Primo-incarcérés
(n=267) 
Détenus
(n=450) 
Troubles de l’humeur 25,8 30,2 
20,4-37,8 25,9-34,5 
Trouble dépressif majeur 24,7 27,1 
19,4-30,0 22,9-31,3 
Dysthymie 3,0 4,9 
0,9-5,1 2,9-6,9 
Trouble bipolaire (vie entière) 1,5 3,1 
0,0-3,0 1,5-4,7 
Troubles anxieux 27,7 31,8 
22,2-33,2 27,4-36,2 
Trouble panique 9,4 5,3 * 
5,8-13,0 3,2-7,4 
Agoraphobie 15,4 10,9 
11,0-19,8 8,0-13,8 
Phobie sociale 9,7 11,8 
6,1-13,3 8,8-14,8 
Trouble obsessionnel compulsif 3,0 5,6 
0,9-5,1 3,4-7,8 
Etat de stress post traumatique 10,1 15,1 
6,4-13,8 11,7-18,5 
Anxiété généralisée 18,7 18,4 
13,9-23,5 14,7-22,1 
Troubles de la dépendance 24,7 22,4 
19,4-30,0 18,5-26,3 
Dépendance à l’alcool 16,1 13,8 ° 
11,6-20,6 10,5-17,1 
Dépendance aux substances 17,6 16,9 
12,9-22,3 13,4-20,4 
Troubles psychotiques 12,7 18,7 * 
8,7-16,7 15,0-22,4 
Schizophrénie 4,1 6,9 
1,7-6,5 4,5-9,3 
Trouble psychotique bref 0,0 0,2 
- 0,0-0,6 
Trouble schizoaffectif 3,0 2,9 
0,9-5,1 1,3-4,5 
Trouble délirant 1,5 6,0 * ° 
0,0-3,0 3,8-8,2 
Les patients ont un score de gravité au moins égal à 5 (c'est-à-dire correspondant à « manifestement 
malade », « gravement malade » ou « parmi les plus malades ») 
(*): p<0,05 ; Chi² (DL=1) ou test exact de Fisher 
(°): p<0,05 ; Analyse multi-niveau de type régression logistique avec ajustement sur les facteurs 
sociodémographiques et les antécédents personnels, familiaux et judiciaires ; la variable « prison » est 
l’effet aléatoire. 
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2.3 Discussion 
 
Résumé des résultats 
L’objectif de cette étude était d’estimer l’effet de l’emprisonnement sur la 
psychopathologie. Dans les maisons d’arrêt françaises, les nouveaux arrivants 
présentent plus fréquemment une dépendance à l’alcool et moins fréquemment des 
troubles délirants. En outre, nous remarquons que les taux de prévalence de la 
plupart des troubles mentaux sont considérablement plus bas en population générale 
que dans cet échantillon de prisonniers, même si ces derniers en sont au tout début 
de leur période d’incarcération. 
 
Troubles délirants 
Le résultat le plus intéressant est celui concernant le taux élevé de troubles 
délirants des détenus de ces prisons locales par rapport à celui des nouveaux 
arrivants. La différence est importante (6% versus 1,5%) et perdure avec et sans 
ajustement sur les covariables. Le trouble délirant est caractérisé par la présence 
d’une ou plusieurs idées délirantes non bizarres (i.e. plausible, compréhensible) qui 
persistent pendant au moins un mois, chez une personne dont les idées sont par 
ailleurs bien organisées et cohérentes(1994). En effet, des idées délirantes de type 
persécution peuvent se développer en prison. Cependant, dans l’étude présentée, ce 
sont bien des troubles délirants constitués qui sont diagnostiqués et non pas de 
simples idées délirantes. De plus, ces observations sont réalisées par une paire de 
cliniciens s’appuyant sur un questionnaire structuré suivi d’un entretien libre ainsi que 
sur la sélection de sujets « manifestement malade », « gravement malade » ou « parmi 
les plus malades », c'est-à-dire avec un score consensuel CGI supérieur à 5. Il peut 
être argumenté que l’accord inter-juge pour les troubles délirants est parmi les plus 
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bas de cette étude. Cependant, cette valeur correspond à un accord dit « modéré » 
(Brennan and Silman 1992) et le résultat utilisé ici est le consensus entre les cliniciens. 
Sa précision est plus élevée que celle des diagnostics des cliniciens pris séparément. 
Il est évident que cette étude transversale ne nous permet pas de conclure sur 
la relation causale entre prison et psychose. Il est en effet difficile de démêler si c’est 
la prison qui induit des troubles délirants ou si ce sont ces derniers qui induisent une 
plus longue durée d’incarcération. Cependant, il existe un lien uniquement pour les 
troubles délirants et il est difficile d’imaginer que ce type de psychose spécifique 
puisse conduire à des allongements de la durée d’incarcération.   
A notre connaissance, c’est la première fois qu’une étude utilisant une 
méthodologie rigoureuse montre que la prison induit probablement une forme 
précise de troubles psychotiques. La question est alors de savoir quel pourrait-être le 
mécanisme favorisant l’émergence d’un phénomène pathologique de ce type ?  
Le sevrage de l’alcool peut donner une première explication. En effet, aux 
prémices de la psychiatrie clinique, une association entre les troubles délirants, l’usage 
d’alcool et la dépendance a été constatée. Au tout début du XIXème siècle, Magnan a 
décrit un « délire subaigu » au cours duquel l’arrêt de la consommation d’alcool était 
suivi de délires avec idées de persécution (Lacan and Heuyer 1993). 
Une seconde explication de cette augmentation de la prévalence des troubles 
délirants dans un échantillon aléatoire de détenus peut être donnée en se référant à 
l’ancien concept de « psychose des prisons », bien connu des psychiatres travaillant 
en prison. Depuis la fin du XIXème siècle, on a constaté qu’un crime et ses 
conséquences immédiates pouvaient engendrer des perturbations mentales : « […] 
des idées fixes et des notions d’aliénation commencent à se développer dans les 
premières années de l’incarcération et traduisent l’intériorisation du crime commis. 
Les prisonniers ont tendance à nier totalement le crime, ou à l’atténuer, voire même à 
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se convaincre d’un retour rapide à la liberté ou de l’injustice de leur 
emprisonnement » (Nitsche and Wilmanns 1912). Ce type de troubles a été considéré 
comme une pathologie caractéristique et spécifique chez les personnes incarcérées, et 
est parfois connu sous le nom de « paranoïa criminelle »(Nitsche and Wilmanns 
1912). Les symptômes étaient essentiellement centrés sur « des hallucinations 
auditives de type moquerie, dérision et provocation [… avec l’] inaltérable conviction 
d’authenticité de l’expérience hallucinatoire et délirante, appréhension et agitation, 
irritabilité ou excitation et insomnie »(Nitsche and Wilmanns 1912). Il est important 
de souligner qu’au tout début, la validité du concept de « psychose des prisons » a été 
critiquée, sur le fait que ces symptômes pouvaient être relié à l’abus de substance ou à 
des manifestation sévères de dissociation hystérique(al Chaabani and Bataille 2002). 
 
Limites 
Une des limites de cette étude provient du taux de réponse. Pour l’étude de 
prévalence, 57% des prisonniers sélectionnés ont réellement participés aux entretiens 
et 40% des nouveaux arrivants. Nous avons donc étudié les caractéristiques des 
détenus qui n’ont pas participé. La plupart n’ont pas participé par désaccord (80%) 
ou par indisponibilité (11%). L’impact de ce taux de refus élevé est cependant limité 
pour l’interprétation de nos résultats. En effet, les non répondants ont probablement 
des caractéristiques identiques dans les deux échantillons que nous comparons.  
Une autre limite vient de la nature transversale des échantillons. Les résultats 
issus d’une étude de cohorte auraient été plus robustes. En réalité, l’échantillon de 
nouveaux arrivants a été constitué pour une étude de cohorte. Mais comme 
seulement 72% des nouveaux arrivants étaient disponibles pour le deuxième 
entretien à 1 mois et seulement 16% à 9 mois, seules les données initiales ont été 
analysées ici. 
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Nous avons volontairement choisi de définir un « trouble mental » pour un 
score de gravité consensuel CGIs≥5. En épidémiologie contemporaine, utiliser un 
critère de gravité clinique devient usuel(Narrow, Rae et al. 2002). Nous avons choisi 
un seuil élevé car nous souhaitions sélectionner les prisonniers ayant les troubles les 
plus sévères. 
Nous discutons également la possibilité d’être confronté à des simulateurs. 
Dans cette étude, la procédure diagnostique (deux cliniciens et une approche par 
consensus) nous protègent de ce type de problème. 
 
Points forts 
Parmi les points forts, l’étude se focalise sur une zone plutôt négligée par la 
recherche épidémiologique. L’étude a d’abord été construite pour estimer la 
prévalence des troubles mentaux dans les prisons françaises. Puis, comme objectif 
secondaire, l’étude de l’impact de l’emprisonnement sur la santé mentale s’est basée 
sur des échantillons transversaux de prisonniers. 
Nous pouvons aussi retenir la procédure diagnostique, plus onéreuse mais 
avec un niveau de pertinence clinique élevé. Ce qui est particulièrement important 
dans les diagnostics des troubles psychotiques, domaine dans lequel les outils de 
diagnostic traditionnels manquent de précision(Regier 2000). 
Il y a quelques études qui se sont intéressées au lien existant entre durée 
d’incarcération et psychopathologie. Aucunes d’entre elles est comparable à la 
présente étude. Par exemple, une étude a montré que les détenus sans domicile fixe 
et présentant une association de troubles mentaux sévères et de troubles dus aux 
substances restent en prison plus longtemps que d’autres prisonniers qui ont été 
condamnés pour des délits et crimes similaires(McNiel, Binder et al. 2005). De même 
les études sur le suicide et ses caractéristiques en prison montrent que certaines 
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périodes sont à risque pour les détenus. Notamment, pour les prisonniers ayant des 
longues peines, le risque suicidaire est corrélé à la durée d’incarcération(Frottier, 
Fruhwald et al. 2002). 
 
Conclusion 
Cette étude montre le contraste des effets de l’emprisonnement sur la 
psychopathologie. Tout d’abord, la dépendance due à l’alcool décroit au cours du 
temps. D’une part, c’est un résultat auquel on s’attend, d’autre part cela implique que 
ces prisonniers doivent recevoir de l’aide des cliniciens pour passer outre ce sevrage 
forcé.  
Ensuite, la fréquence des troubles délirants augmente. Il y a ici une preuve en 
faveur de la validité d’un vieux concept, celui de « psychose de prisons ». Des études 
complémentaires seraient nécessaires sur ce point, notamment pour établir un lien de 
causalité. 
 
Dans le cadre de notre travail de recherche méthodologique, nous nous 
posons alors deux types de questions : 
1. Dans le domaine clinique : en termes nosologique, les troubles délirants et 
la schizophrénie sont des entités cliniques proches. 
Le DSM IV définit la schizophrénie principalement comme tel : « elle dure au 
moins 6 mois et inclut au moins 1 mois de symptômes de la phase active, c'est-à-dire 
deux (ou plus) des manifestations suivantes: idées délirantes, hallucinations, discours 
désorganisé (i.e. coq-à-l'âne fréquents ou incohérence), comportement grossièrement 
désorganisé ou catatonique et symptômes négatifs (ex. émoussement affectif, 
appauvrissement du discours, perte de volonté). »  
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En parallèle, le trouble délirant est caractérisé par la présence pendant au 
moins 1 mois d'idées délirantes non bizarres (c'est-à-dire plus cohérentes et plausibles 
que dans la schizophrénie) sans autres symptômes de la phase active de la 
schizophrénie. 
2. Dans le domaine méthodologique : en termes de méthodologie statistique, 
la question de la robustesse d’un tel résultat clinique s’est posée. Notamment 
l’incertitude pouvant être liée à la présence : 
 de biais de confusion mesuré et non pris en compte par la 
méthodologie d’ajustement classique utilisée (biais résiduel) ;  d’un facteur de confusion non observé pendant l’étude et la sensibilité 
du résultat obtenu à ce biais. 
 
La stratégie statistique peut donc aider à répondre à ces questions initiales : 
 Pour améliorer la prise en compte d’un facteur de confusion mesuré 
en situation observationnelle, il existe un outil méthodologique qui 
peut être utile : le score de propension, dont nous développerons 
l’utilisation dans la partie suivante.  Pour améliorer la prise en compte d’un facteur de confusion non 
mesuré en situation observationnelle, il existe différentes théories et 
méthodes dont nous appliquerons une version simplifiée à nos 
résultats, dans la partie 3. 
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3 Partie 2 : Techniques de prise en compte de biais de 
confusion mesuré. Evaluation de l’ajustement par score 
de propension dans l’étude des rechutes selon le 
traitement antipsychotique dans une population de 
patients schizophrènes  
 
Les essais cliniques randomisés sont considérés comme la référence en 
matière de comparaison pour les interventions ou traitements. En conséquence, les 
recommandations internationales ou nationales en matière de traitement se fondent 
sur les résultats de ces essais. Cependant, les résultats obtenus par des études 
observationnelles non randomisées sont également pertinents. D’autant plus que les 
essais cliniques randomisés présentant des limites bien connues en termes de coûts, 
de durée, d’événements rares, de sélection des populations et d’études dans la 
« vie réelle ». Limites mises en lumière par les retraits du marché de médicaments 
largement prescrits et utilisés. L’attribution aléatoire du traitement n’est parfois pas 
possible (chirurgie vs gélule). Pour toutes ces raisons, les études observationnelles 
sont parfois la seule source de résultats disponibles en matière de preuve. 
Bien que les études observationnelles deviennent incontournables, il est 
nécessaire de faire avec les potentiels biais de confusion, inconvénient principal de 
ces études. Dans les analyses des résultats issus de ces études, une simple 
comparaison des bras de traitement peut conduire à des estimations biaisées de l’effet 
du traitement liées à des facteurs de confusion. En effet, dans les enquêtes 
épidémiologiques d’observation, le biais d’indication désigne le fait qu’une 
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intervention ait été prescrite plus souvent chez les sujets à risque élevé de maladie 
que chez les sujets à faible risque. Il s’agit d’un cas particulier de biais de confusion. 
Dans les essais contrôlés randomisés, le traitement est « randomisé », délivré 
selon le hasard. Dans les études observationnelles, l’intervention ou le traitement 
sont délivrés selon le choix du praticien et/ou du patient. Statistiquement, la 
randomisation permet de disposer de groupes comparables sur tous les facteurs 
pronostiques, mesurés ou non mesurés, qui peuvent exister au début de l’étude.  
Dans les études observationnelles non randomisées, ce n’est pas le cas. Le 
choix de l’intervention est lié à l’évènement car la population est sélectionnée pour 
recevoir une intervention choisie. Les deux groupes (témoin et cas) présentent 
initialement des différences, mesurées ou non, qui peuvent être des facteurs de 
confusion dans l’évaluation de l’intervention. La question du « bon » ajustement à 
partir des informations recueillies devient alors importante. Il est nécessaire de faire 
avec cet inévitable biais. 
Pour analyser leurs résultats, les chercheurs ont besoin de méthodes qui 
prennent en compte les facteurs de confusion et aboutissent à des estimations non 
biaisées de l’effet du traitement. Le développement de la méthodologie et de la 
modélisation sont donc des clés de réponse. Des méthodes statistiques variées ont 
été proposées pour analyser les données des études observationnelles non 
randomisées, permettant ainsi d’approcher l’interprétation d’un effet du traitement de 
type causal. 
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3.1 Définition et application du score de propension 
 
Tout d’abord, nous décrivons la théorie et l’utilisation en pratique 
épidémiologique des scores de propension (sélection des variables, impact sur les 
résultats, indice de confiance…).  
Dans les études observationnelles, les investigateurs ne maîtrisent pas 
l’allocation du traitement. Les groupes de patients avec ou sans traitement (i.e. les 
témoins) peuvent présenter de différences importantes dans les variables observées et 
mesurées, cela pouvant conduire à des estimations biaisées de l’effet du traitement. 
Le score de propension est défini comme la probabilité conditionnelle d’être 
traité selon les covariables mesurées dans l’étude. Ces variables peuvent être utilisées 
pour définir des groupes, et réduire ainsi le biais d’indication. C’est un modèle qui va 
définir la distribution de la variable « traitement » selon les covariables mesurées. Une 
fois estimé, le score de propension peut être utilisé pour réduire le biais d’indication, 
ce par appariement, stratification, ajustement ou une combinaison des trois 
techniques précédentes (D'Agostino 1998). 
Formellement, le score de propension d’un individu est la probabilité selon 
laquelle il pourrait recevoir un traitement conditionnellement à la valeur de ses 
propres covariables. Intuitivement, le score de propension est une mesure de la 
vraisemblance qu’à une personne d’avoir reçu un traitement selon le score de ses 
propres covariables. Rosenbaum et Rubin (Rosembaum and Rubin 1983) ont montré 
que le score de propension est un score qui peut être utilisé dans les études 
observationnelles pour réduire le biais d’indication, aussi efficacement que les 
méthodes traditionnelles, notamment dans le cas de nombreuses covariables à 
prendre en compte.  
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Rosenbaum et Rubin ont défini le score de propension pour les sujets i (i=1, 
…, n) comme étant la probabilité conditionnelle d’assigner un traitement particulier 
(Zi=1) par rapport au témoin (Zi=0), étant donné un vecteur de covariables 
observées et mesurées xi : 
b(xi)= pr(Zi = 1 |Xi=xi) 
où il est assumé qu’étant donné les X’s, les Zi sont indépendants. 
Le score de propension b(x), appelé aussi score pondéré, est défini comme 
une fonction des variables observées X telle que la distribution conditionnelle de X 
selon b(X) est la même pour une unité de patients traités (Z=1) et de témoins (Z=0). 
Pour une valeur spécifique du score de propension, la différence entre les 
moyennes des patients traités et celle des témoins est une estimation non biaisée de la 
moyenne de l’effet du traitement à cette valeur de score de propension. Donc, 
appariement, stratification ou ajustement fondé sur le score de propension tendent à 
produire des estimations non biaisées de l’effet du traitement. Ce, dans le cas, où 
l’allocation du traitement peut être ignorée, à savoir quand le traitement Z et la 
réponse Y sont conditionnellement indépendant des covariables X. 
Actuellement, dans les études observationnelles, le score de propension est 
utilisé pour réduire le biais d’indication et accroître la précision. Les trois méthodes 
les plus fréquentes sont l’appariement, la stratification et l’ajustement sur le score de 
propension. Plus récemment, on décrit aussi une méthode de pondération par le 
score de propension. Chacune de ces techniques permet de prendre en compte les 
covariables avant ou pendant le calcul de l’estimation de l’effet du traitement. Une 
fois calculé, on l’utilise de façon différente. 
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Appariement 
Souvent, les chercheurs sont confrontés à des études observationnelles pour 
lesquelles ils disposent de peu de patients traités et d’un grand nombre de patients 
témoins. Il est souvent infaisable financièrement de collecter des données pour tous 
les sujets. Alors, un échantillon doit être réalisé pour cibler le recueil de données. 
L’appariement est alors une méthode commune pour sélectionner des sujets 
témoins, qui sont appariés avec les sujets traités selon certaines covariables. Il est 
souvent difficile de trouver des témoins proches, même si l’on se limite à quelques 
covariables. L’appariement par score de propension résout ce problème en 
permettant aux chercheurs d’intégrer de nombreuses covariables simultanément.  
Rosenbaum et Rubin ont décrit trois techniques pour construire un 
échantillon apparié en utilisant le score de propension : (i) appariement sur le score 
de propension estimé par la valeur disponible la plus proche ; (ii) appariement par la 
méthode de Mahalanobis en incluant le score de propension ; et (iii) appariement sur 
la valeur la plus proche par la méthode de Mahalanobis.  
Les trois méthodes sont utiles pour réduire le biais. Cependant, la première 
technique est la plus simple à utiliser sur un logiciel (Hill and Reiter 2006). 
 
Stratification 
La stratification est aussi une méthode communément utilisée dans les études 
observationnelles pour contrôler les différences systématiques entre un groupe de 
patients traités et un groupe témoin. 
Cette technique consiste à regrouper les sujets par strates déterminées par les 
caractéristiques initiales. Lorsque les strates sont définies, les sujets se trouvant dans 
la même strate, traités ou pas, sont directement comparés. Les difficultés sont le 
mêmes que précédemment, à savoir lorsque le nombre de covariables à prendre en 
 66
compte est élevé. Le nombre de strates augmentant même de façon exponentielle 
plus le nombre de covariables augmente (Cochran 1965). Par exemple, si toutes les 
covariables étaient catégorielles et dichotomiques, alors il y aurait 2(k) sous classes 
pour k covariables. Plus k est élevé, plus le risque d’avoir une strate avec uniquement 
des patients traités est élevé. Ce qui rendrait impossible l’estimation de l’effet du 
traitement dans chaque strate. 
Le score de propension permet de se libérer de cet effet exponentiel du 
nombre de strates selon le nombre de covariables. 
Rosenbaum et Rubin (Rosembaum and Rubin 1983) ont présenté des 
résultats théoriques montrant que la stratification basée sur le score de propension 
produisait des strates dans lesquelles la moyenne de l’effet du traitement de chaque 
strate est une estimation non biaisée de l’effet réel du traitement. 
Le score de propension est d’abord estimé par une régression logistique. 
Ensuite, les chercheurs décident du découpage des strates (par exemple les quintiles).  
On retrouve beaucoup d’exemples d’utilisation de cette technique dans la littérature 
récente (Cook and Goldman 1988; Lavori, Keller et al. 1988; Lieberman, Lang et al. 
1996; Lunceford and Davidian 2004)  
 
Ajustement sur le score de propension 
Le score de propension peut également être utilisé en tant que tel, comme 
une covariable, dans un modèle de régression classique. Il permet d’intégrer un grand 
nombre de covariables initiales. On retrouve également des exemples d’utilisation de 
cette technique dans la littérature récente (Muller, Turi et al. 1986). 
Une question souvent posée est : « quel est le gain de l’ajustement par score de 
propension par rapport à un ajustement classique avec toutes les covariables incluses dans le modèle 
? » 
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Rosenbaum et Rubin ont montré que les résultats des deux estimations 
devaient mener le plus souvent au même résultat. Toutefois, on peut citer quelques 
avantages méthodologiques et techniques : grand nombre de covariables, 
interactions, … Un modèle final se fondant sur quelques covariables et un score de 
propension permet aux chercheurs de cibler les résultats.  
Le score de propension est décrit comme un outil méthodologique utile en 
complément des méthodes d’analyse traditionnelles, ce pour estimer l’effet des 
traitements dans leurs études. 
Pour mettre en pratique l’utilisation de cet outil méthodologique, dans cette 
étude, nous considérerons deux approches différentes de modélisation. L’approche 
classique du modèle de régression multivariée incluant l’exposition au traitement et 
les covariables mesurées. Cela nous permet de considérer que la relation entre les 
facteurs pronostiques et le résultat sont des critères pertinents pour l’ajustement. 
La seconde approche est fondée sur l’ajustement par score de propension, 
focalisant la relation entre les facteurs pronostiques et l’attribution du traitement 
(Rosembaum and Rubin 1983). Ce score calcule la probabilité prédite qu’une 
personne a d’être utilisateur d’une thérapeutique. 
Ces deux approches méthodologiques sont appliquées à une cohorte de 183 
patients schizophrènes français qui ont été suivis pendant 2 ans, de 1998 à 2000. 
Le traitement antipsychotique est décrit comme étant la pierre angulaire du 
traitement de la schizophrénie car il offre des potentialités importantes pour 
contrôler les symptômes schizophréniques et prévenir les rechutes. La monothérapie 
antipsychotique neuroleptique est reconnue pour être le traitement de référence pour 
les patients schizophrènes (NICE 2002; Lehman, Kreyenbuhl et al. 2004; Lehman, 
Lieberman et al. 2004; Moore, Buchanan et al. 2007). Les traitements associant 
plusieurs antipsychotiques (aussi appelé polythérapie) sont présentés dans certains 
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guides de bonnes pratiques comme étant de dernier ressort après avoir tenté toutes 
les possibilités de la monothérapie (Moore, Buchanan et al. 2007). Dans les études 
observationnelles, l’interprétation des résultats tels que les rechutes, peut être biaisée 
par l’indication du traitement antipsychotique. Dans ce cas, Schneeweiss et Al. ont 
montré que les modèles statistiques élaborés comme la méthode du score de 
propension pouvaient être appliquées (Schneeweiss and Avorn 2009). 
 
L’objectif de ce travail est donc l’étude de l’impact de plusieurs méthodes de 
prise en compte des variables de confusion mesurées, ce en situation 
observationnelle, dans une cohorte de patients schizophrènes français. On étudie la 
survenue de rechutes selon l’exposition au traitement au début du suivi 
(monothérapie vs. polythérapie). 
 
3.2 Méthode 
 
Cohorte 
Les données sont issues de la cohorte European Schizophrenia Cohort 
(EuroSC), menée au Royaume-Uni, en France et en Allemagne, et dont les résultats 
ont fait l’objet d’une autre publication (Bebbington, Angermeyer et al. 2005). 
En résumé, il s'agit d'une cohorte de personnes souffrant de schizophrénie. 
La période de suivi s’étend sur 2 ans. La cohorte a été initiée afin d'identifier et 
décrire les types de traitement et la prise en charge des personnes atteintes de 
schizophrénie et de les corréler avec les résultats cliniques, les états de santé et la 
qualité de la vie. 
Dans notre étude, nous n'avons inclus que l’échantillon français afin de 
limiter les variations liées au pays dans la prise en charge de la schizophrénie. Un 
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total de 183 patients en contact avec les services de soins a donc été retenu. Les 
patients ont été interrogés à intervalles réguliers de six mois sur un total de deux ans 
(5 visites). L'étude s'est déroulée dans 3 centres situés en France : dans le nord de la 
France (Lille), dans le centre de la France (Lyon et Clermont-Ferrand), et dans le sud 
de la France (Marseille et Toulon). Chacune de ces aires géographiques couvre une 
densité d'environ un million d'habitants vivant dans des villes de taille moyenne à 
grande. Dans chaque aire, les patients traités dans le « secteur psychiatrique » ont été 
identifiés selon les critères suivants : avoir posé un diagnostic de schizophrénie selon 
les critères du DSM-IV, être un patient âgé de 18 à 64 ans, et avoir le français comme 
langue maternelle. Un échantillonnage aléatoire à partir de ces patients a été utilisé 
pour générer un échantillon représentatif. 
Les covariables présentées dans le tableau I ont été considérées comme des 
facteurs de confusion potentiels. Les données comprenaient les antécédents 
psychiatriques, des informations sociodémographiques et cliniques. L'information 
clinique diagnostic, l’état  psychiatrique et social actuel, les besoins en termes de soins 
et de traitement, la qualité de vie, la consommation de médicaments, les effets 
secondaires, l'observance du traitement et l'utilisation des ressources. 
Plusieurs échelles cliniques classiques ont été incluses telles que la PANSS 
(Positive and Negative Syndrome Scale, PANSS (Kay, Fiszbein et al. 1987; Kay, 
Opler et al. 1989), la GAF (Global Assessment Function), la GARF (Global 
Assessment of Relational Functioning (Dausch, Miklowitz et al. 1996)), la SOFAS 
(Social and Occupational Functioning Assessment Scale (Goldman, Skodol et al. 
1992)), la SAS (Simpson and Angus Scale), la BAS (Barnes Akathisia Scale (Barnes 
1989)), l’AIMS (Abnormal Involuntary Movement Scale). Puis, le statut dépressif a 
été évalué par la CDSS (Calgary Depression Scale for Schizophrenia (Addington, 
Addington et al. 1990; Addington, Addington et al. 1992; Addington, Addington et 
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al. 1993; Addington, Addington et al. 1994; Addington, Addington et al. 1996)) et 
l’attitude envers le traitement par l’échelle ROMI (Rating of Medication Influences 
(Weiden, Rapkin et al. 1994)). La qualité de vie a été évaluée par le questionnaire 
SF36 (Ruta, Garratt et al. 1993). 
 
Ce projet a été mené conformément à la Déclaration d'Helsinki et aux 
référentiels français de bonnes pratiques cliniques (CNIL 2004; WMA 2008). Le 
protocole de cette étude a été approuvé par la Commission de révision ou de 
l'établissement du Comité d'éthique chargé de l'hôpital participant ou de l'institution. 
Le consentement éclairé écrit a été obtenu auprès de chaque participant après que les 
détails de l'étude aient été expliqués. 
 
Définition des variables d’intérêt et d’exposition 
La « rechute », variable d’intérêt, se fonde sur une définition usuelle, 
cliniquement validée, et reproductible (Lader 1995; Leucht, Heres et al. 2008). Nous 
avons attribué le statut de « rechute » aux  patients schizophrènes pour lesquels 
survient un des trois évènements majeurs suivants durant les 6 mois précédents 
l’entretien. Les trois évènements majeurs sont (1) une hospitalisation causée par une 
aggravation des symptômes psychotiques, ou (2) une aggravation cliniquement 
évidente des symptômes psychotiques de telle importance qu’une hospitalisation est 
imminente ou (3) une réémergence d’une symptomatologie psychotique productive 
telles que délires, hallucinations, comportement bizarre ou troubles de la pensée 
durant 7 jours ou plus. La rechute est ainsi définie pour chaque patient à chaque 
visite. 
La variable d’exposition est le traitement antipsychotique (monothérapie ou 
polythérapie), ce au début de l’étude. Nous avons comparé la survenue d’une rechute 
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entre deux groupes de patients : les patients qui ont reçus un seul antipsychotique au 
début (définissant la monothérapie ou groupe de référence) à ceux qui ont reçus plus 
d’un antipsychotique au début (définissant la polythérapie). 
 
Stratégies d’analyses et d’ajustements pour les facteurs de confusion 
Analyse multivariée standard (modèle de Cox)  
Un modèle multivarié classique de prise en compte des facteurs de confusion 
a été utilisé. Nous avons pris en compte les covariables potentiellement liées au 
traitement (modèle 1). Le « hazard ratio » (HR) de la comparaison entre les deux 
groupes de traitement et son intervalle de confiance à 95% ont été calculés, et 
l’hypothèse d’absence d’effet du traitement a été testée par un test de Wald bilatéral. 
Analyses avec score de propension 
Une analyse par score de propension a été réalisée. Le score de propension 
est défini comme la probabilité prédite d’une personne d’être ou pas, utilisateur d’une 
modalité de traitement antipsychotique, conditionnellement aux variables observées 
au début de l’étude (Rosembaum and Rubin 1983).  
Cette probabilité peut être estimée à l’aide de différentes fonctions 
multivariées, toutefois elle est habituellement générée en utilisant un modèle 
multivarié de régression logistique (D'Agostino 1998; Klungel, Martens et al. 2004; 
Austin 2009). Ce score résume donc un jeu de paramètres initiaux. Il peut être utilisé 
comme covariable dans un modèle multivarié qui vise à évaluer, avec un risque 
diminué de confusion, l’impact d’une exposition à un traitement sur le résultat. 
En se fondant sur un modèle multivarié de régression logistique, le score de 
propension a été calculé à partir des données démographiques (sexe, âge, conditions 
de vie), des caractéristiques cliniques (âge au début de la maladie, 3 sous score de la 
PANS, les scores de la GARF, la GAF et la SOFA, le CDSS, le nombre 
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d’hospitalisation précédentes), des informations sur le traitement et l’attitude du 
patient envers son traitement (nombre de traitements pour effets secondaires, 
nombre de somnifères, nombre d’antidépresseurs, scores AIMS, BAS et SAS, les 
sous-score de la ROMI : compliance et non compliance) et la qualité de vie (sous 
score SF36). 
Ensuite, des modèles multivariés (régression de Cox; modèles 2) ont été 
construits selon 5 méthodes d’utilisation du score de propension (Martens, de Boer 
et al. 2008).  
La première méthode est fondée sur une régression logistique multivariée 
pas à pas, qui génère le premier score de propension. Puis, ce score est utilisé comme 
covariable d’ajustement continue dans le modèle de régression multivariée de Cox 
(modèle 2a). La deuxième méthode est fondée sur un modèle de régression 
logistique multivarié, sans méthode pas à pas, qui génère le deuxième score de 
propension. Puis ce score est utilisé comme covariable d’ajustement continue dans le 
modèle de régression multivariée de Cox (modèle 2b). La troisième méthode est 
fondée sur un modèle de régression logistique, sans pas à pas. Le score est ensuite 
scindé en quintiles et utilisé comme covariable d’ajustement catégorielle dans un 
modèle de régression multivariée de Cox (modèle 2c). La quatrième méthode est 
fondée sur un modèle multivarié de régression logistique, sans pas à pas, qui génère le 
quatrième score. Puis, ce score est scindé en quintiles et utilisé pour stratifier 
l’échantillon dans un modèle de régression multivariée de Cox (modèle 2d). La 
cinquième méthode est fondée sur un modèle de régression logistique qui génère le 
cinquième score. Ce score est utilisé pour réaliser un appariement dans un modèle de 
régression multivariée de Cox (modèle 2e).   
Les critères de qualité du score de propension ont été étudiés par des 
méthodes graphiques (distribution des scores de propension selon les groupes 
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d’exposition). De plus, pour les variables continues, la probabilité de recevoir plus 
d’un antipsychotique a été modélisée selon chaque covariable avec un ajustement sur 
le score de propension (régression logistique brute).  
Nous avons également utilisé des mesures de concordance, la statistique “c”, 
pour évaluer la capacité du modèle à discriminer les patients. La discrimination est 
définie comme la capacité à distinguer des sujets à haut risque de ceux à bas risque. 
Pour le critère de résultat binaire, la statistique « c » est identique à l’aire sous la 
courbe (ou courbe receiver operating characteristic ROC) (Hanley and McNeil 1982). La 
statistique « c » varie entre 0,5 et 1,0 pour des modèles dits sensibles, le score le plus 
élevé est le meilleur. La vraisemblance, le critère d’Akaïké (AIC) et le critère bayésien 
de Schwartz (SBC) ont été utilisés pour comparer les différents modèles. Plus basse 
est la valeur du critère, meilleure est la modélisation. 
Les analyses statistiques ont été réalisées en utilisant SAS 9.1. Le niveau de 
significativité a été établi à p<0,05. Comme les résultats des tests statistiques ne sont 
pas combinés en une conclusion et décision finale, il n’a pas été nécessaire d’ajuster 
pour les comparaisons multiples (Bender and Lange 2001). 
 74
Tableau IV : Caractéristiques initiales de la population de patients schizophrènes selon le 
fait de rechuter ou pas  
 
N’a jamais 
rechuté 
A rechuté p
 n=133 n=50 
Caractéristiques socio-démographiques   
Sexe                                    Homme 72% 68% 
0
0,60
Age (années) 39,9 (10,6) 36.3 (9,7) 
0
0,04
Statut marital                      Célibataire 40% 24% 
0
0,04
Caractéristiques cliniques   
Age au début de la maladie 25,4 (8,4) 21,5 (5,6) 
0,01
Score global à l’échelle PANSS (Total Positive and 
Negative Symptoms Scale score) 
67,4 (20,2) 66,4 (18,7) 
0,76
            Sous score « Positive PANSS » 13,6 (5,5) 14,6 (5,4) 
0,26
            Sous score « Negative PANSS » 19,0 (7,8) 17,7 (6,5) 
0,31
            Sous score « General Psychopathology » 34,8 (10,5) 34,0 (10,9) 
0,66
Global Assessment Function score (GAF) 53,3 (15,2) 51,9 (14,2) 
0,58
Global Assessment of Relational Function score 
(GARF) 
55,5 (17,5) 54,2 (15,9) 
0,64
Social and Occupational Functioning Assessment 
score (SOFAS) 
52,9 (14,4) 52,0 (14,4) 
0,72
Score Calgary Depression (CDSS) 2,8 (3,3) 3,9 (4,5) 
0,11
Effets secondaires et attitudes face au traitement  
Nombre de médicaments pour effets secondaires  47% 38% 
0
,26
Sédatifs 48% 62% 
0
,09
Antidépresseurs 19% 26% 
0
,28
Abnormal Involuntary Movement score (AIMS) 2,9 (4,4) 2,7 (4,3) 
0,82
Barnes Akathisia score (BAS) 1,0 (2,0) 1,1 (2,0) 
0,74
Simpson-Angus score (SAS) 3,3 (3,8) 3,2 (3,1) 
0,81
Rating of Medication Influences Scale (ROMI)  
         Compliance score 12,4 (2,8) 12,9 (2,6) 
0,20
         Non compliance score 14,0 (3,7) 14,5 (3,8) 
0,40
Nombre d’hospitalisations précédentes 5,7 (5,5) 7,7 (7,2) 
0
0,10
Echelle de qualité de vie  (SF 36)  
Activité physique 78,8 (22,3) 83,3 (18,8) 
0
0,23
Limitations liées à la santé physique 72,7 (34,6) 66,5 (39,1) 
0
0,32
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N’a jamais 
rechuté 
A rechuté p
 n=133 n=50 
Douleur physique 73,4 (26,4) 69,4 (27,6) 
0
,39
Santé générale 59,1 (20,8) 55,8 (22,5) 
0
,38
Vitalité 49,3 (29,4) 51,5 (16,6) 
0
,50
Santé mentale 62,1 (19,4) 61,9 (19,5) 
0
,96
Limitations liées à la santé mentale 71,5 (38,0) 63,2 (39,1) 
0
,22
Bien être social 68,2 (29,0) 68,6 (27,7) 
0
0,93
Polythérapie 34,6% 46,0% 
0,15
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3.3 Résultats 
Initialement, le taux de prévalence de la polythérapie est de 37,7% dans 
l’échantillon, 114 patients schizophrènes sont sous monothérapie et 69 sont sous 
polythérapie. Pendant les deux années de suivi, 27,3% des 183 patients ont subi au 
moins une rechute. 
Comme le montre le tableau IV, selon le statut de rechute ou pas, aucune 
différence significative n’a été retrouvée ; 34,6% des patients sans rechute ont reçu 
plus d’un antipsychotique quand 46% des patients avec au moins une rechute durant 
le suivi ont reçu plus d’un antipsychotique. 
 
Dans le tableau V, nous avons comparé la survenue d’une rechute entre les 
patients sous monothérapie au début aux patients sous polythérapie en utilisant 
différentes approches méthodologiques. 
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Tableau V : Statistiques liées aux différents modèles de Cox étudiant la relation entre polythérapie et rechutes 
 
 Modèle 1 Modèle 2a Modèle 2b Modèle 2c Modèle 2d Modèle 2e
Hazard Ratio 2,31 1,88 1,92 1,86 1,68 3,00 
 
Intervalle de 
confiance 95% 
[1,01;5,29] [0,96;3,70] [0,91;4,08] [0,85;4,05] [0,81;2,50] [0,97;9,03] 
       
c-stat - 0,761 0,839 0,839 0,839 - 
Vraisemblance 
(-2 log L) 
360,89 395,41 396,75 397,45 262,00 17,99 
 
Critère d’Akaiké 
(AIC) 
418,89 399,41 400,75 401,45 264,00 19,99 
Schwarz's Bayesian 
criterion 
(SBC) 
469,28 402,89 404,22 404,93 265,73 21,04 
Groupe de référence = monothérapie 
Modèle 1 (modèle de Cox conventionnel) 
Modèle 2a (modèle de Cox ajusté sur le score de propension en tant que variable continue, générée par une régression logistique multivariée 
pas à pas) 
Modèle 2b (modèle de Cox ajusté sur le score de propension en tant que variable continue, générée par une régression logistique multivariée 
classique) 
Modèle 2c (modèle de Cox ajusté sur le score de propension en tant que variable catégorielle (quintiles), généré par un modèle de régression 
logistique multivariée classique) 
Modèle 2d (modèle de Cox avec stratification sur le score de propension (quintiles), généré par un modèle de régression logistique multivariée 
classique) 
Modèle 2e (modèle de Cox avec appariement sur le score de propension, 47% d’appariement) 
Pour les modèles 2c and 2d, le score de propension est basé sur celui utilisé dans le modèle 2a. 
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Analyses multivariées (Modèles de Cox) 
Le modèle 1, une régression traditionnelle de Cox incluant les variables liées au 
traitement, a montré une augmentation significative de rechute pour les patients recevant une 
polythérapie y (HR=2,31; [1,01; 5,29]).  
 
Analyses basées sur le score de propension  
Les modèles multivariés de régression de Cox (modèles 2) ont été construits en suivant 5 
méthodes habituelles pour établir un score de propension. 
Systématiquement, les cinq modèles basés sur un ajustement avec score de propension ne 
retrouvent pas de différences significatives entre les deux groupes. 
 Comme présenté dans le tableau II, les critères de qualité de la modélisation (goodness-
of-fit) ont été utilisés pour comparer les différents modèles. Le modèle qui optimise tous les 
critères (-2logL, AIC, SBC et c-statistic) est le modèle qui utilise la stratification par score de 
propension (modèle 2d). 
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3.4 Discussion 
 
Dans cette étude, notre intention était de présenter et comparer différentes 
méthodes pour prendre en compte la confusion dans une étude observationnelle non 
randomisée. 
Nous avons conduit des analyses séparées pour évaluer la survenue des 
rechutes selon l’exposition initiale au traitement antipsychotique (monothérapie ou 
polythérapie). Cette étude a été menée dans une cohorte observationnelle de patients 
schizophrènes français. 
La modélisation conventionnelle par modèle de Cox retrouve une 
augmentation significative des rechutes chez les patients recevant une polythérapie. 
Systématiquement, les cinq modèles basés sur les méthodes de score par propension 
ne retrouvent pas cette différence entre les deux groupes. Le modèle qui optimise 
tous les critères de qualité de la modélisation est le modèle qui utilise la stratification 
par score de propension. Nous sommes alors tentés de conclure que la polythérapie 
antipsychotique chez les patients schizophrènes n’est pas statistiquement associée à 
une augmentation des rechutes dans cette étude observationnelle, ce lorsque l’on 
utilise un ajustement par score de propension. 
Dans la schizophrénie, les données randomisées disponibles sont limitées 
(Correll, Rummel-Kluge et al. 2009) ce ayant pour cause les difficultés à conduire des 
essais contrôlés randomisés. Des études observationnelles ont principalement été  
conduites et fournissent des informations utiles. Toutefois, se servir de données 
issues d’études observationnelles pour comparer des résultats associés à un 
traitement antipsychotique peut conduire à des estimations biaisées (de Leon 2008). 
Cela est expliqué par le fait que le type de traitement (monothérapie ou polythérapie) 
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n’est pas attribué au hasard, les patients ayant des caractéristiques cliniques 
spécifiques, comme une pathologie sévère, peuvent avoir été plus facilement mis 
sous polythérapie. Comme ces caractéristiques peuvent être associées au résultat 
étudié (la rechute), une comparaison directe entre les patients sous monothérapie et 
polythérapie peut être biaisée. De plus, la plupart des études sur des antipsychotiques 
ont le plus souvent été de courte durée, et donc, il manque de preuves sur leur 
efficacité dans la prévention des rechutes à long terme (Correll, Rummel-Kluge et al. 
2009). Ces éléments peuvent expliquer l’hétérogénéité que la littérature rapporte sur 
les associations entre les mauvais résultats et le lien controversé sur un risque de 
mortalité augmenté (Waddington, Youssef et al. 1998; Montout, Casadebaig et al. 
2002; Morgan, Scully et al. 2003; Sebastian, Glazer et al. 2004; Joukamaa, Heliovaara 
et al. 2006; Correll, Frederickson et al. 2007; Gilmer, Dolder et al. 2007; Kreyenbuhl, 
Marcus et al. 2007; Weinmann, Read et al. 2009).  
 
Les résultats des études observationnelles reflètent les habitudes de prises en 
charge, et sont souvent plus pertinents que les essais cliniques pour évaluer 
l’efficacité en vie réelle d’un traitement, notamment sur des événements de long 
terme comme les rechutes. 
Toutefois, comme expliqué précédemment, l’évaluation de l’impact des 
antipsychotiques sur les résultats de santé de long terme fait émerger des questions 
méthodologiques de prise en compte des facteurs de confusion. 
Comparer des utilisateurs d’un médicament donné avec des non-utilisateurs 
est toujours problématique dans les études observationnelle, étant donné que le choix 
du traitement est souvent affecté par de petites différences mesurées en terme de 
sévérité ou pronostic. Ces différences peuvent introduire des biais de confusion et de 
sélection. Comme les questions méthodologiques sur l’évaluation de l’efficacité réelle 
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des antipsychotiques existent, utiliser des modèles statistiques adaptés, comme un 
ajustement sur le score de propension (Rosembaum and Rubin 1983), peut être un 
outil méthodologique utile pour contrôler des facteurs de risque connus. 
La méthodologie du score de propension est bien connue dans les études 
observationnelles non randomisées. Les avantages et limites de cette méthode 
doivent bien être gardés en mémoire lorsque l’on utilise cet outil. Le score de 
propension apparaît très utile pour effectuer des appariements ou une stratification 
pour comparer différents résultats, comme la survie, la morbidité, les effets 
secondaires ou la qualité de vie parmi des groupes de patients (D'Agostino 1998; 
Klungel, Martens et al. 2004; Riou Franca, Launois et al. 2006; Kwiatkowski, Slim et 
al. 2007; Martens, de Boer et al. 2008; Austin 2009).  
En suivant ces considérations méthodologiques, nous avons réalisé plusieurs 
analyses avec un ajustement sur score de propension pour prendre en compte le biais 
de sélection dans les caractéristiques initiales entre les patients sous monothérapie et 
polythérapie. 
En pratique, pour conduire une analyse par score de propension robuste, 
Austin et al. (Austin, Grootendorst et al. 2007) ont montré qu’il est nécessaire de 
générer un score à partir de toutes les covariables, pas seulement en prenant en 
compte les facteurs de confusion connus. Ce score est particulièrement adapté dans 
notre cas car un grand nombre de facteurs de confusion potentiels doivent être pris 
en compte (plus de 20 covariables).  
Un réel avantage méthodologique a été montré, notamment dans le cas de la 
modélisation de Cox, quand l’hypothèse des risques proportionnels est une condition 
importante pour les covariables inclues dans le modèle  (Adamina, Guller et al. 2006). 
Les modèles de régression de Cox qui incluent un score de propension comme 
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covariable produisent des estimations appropriées même quand les facteurs de 
confusion sont très liés au traitement (à l’exposition) (Cook and Goldman 1989).  
Dans notre étude, nous avons réalisé des analyses séparées pour évaluer la 
survenue des rechutes selon l’exposition initiale au traitement antipsychotique 
(monothérapie et polythérapie). Les analyses se sont fondées sur des modèles de 
régression de Cox en estimant les risques (HR) de rechutes associés à la polythérapie 
en ajustant sur un score de propension. 
Dans la même idée, les scores de propension sont une meilleure option que 
les modèles traditionnels quand les événements d’intérêt sont rares et que les facteurs 
de confusion sont nombreux à coexister (moins de 8 évènements par covariables) 
(Cepeda, Boston et al. 2003). Le score de propension apparaît comme aussi utile 
qu’une régression classique dans les études observationnelles conduites sur un large 
échantillon, notamment car dans ces cas, les modèles multivariés peuvent inclure 
assez de variables pour produire, de façon sûre, des conclusions robustes. Comme 
chaque estimation, la validité du score de propension décroît avec la taille de 
l’échantillon (Rubin 1997).  
Selon notre échantillon d’étude, nous dénombrons 50 rechutes (premier 
évènement) sur un suivi de deux années.  
Comme pour chaque outil méthodologique, la performance de l’ajustement 
doit être évaluée. La qualité des ajustements par score de propension a été évaluées 
selon plusieurs méthodes (méthodes graphiques, analyses butes et statistique « c »). 
Les différents modèles peuvent également être évalués à l’aide des critères de qualité 
de l’ajustement. Le modèle qui optimise tous les critères est celui utilisant la 
stratification sur le score de propension, indiquant une forte stabilité à discriminer 
entre la monothérapie et la polythérapie, ce qui est consistant avec les résultats de la 
littérature. 
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De plus, pour valider notre ajustement par stratification par score de 
propension, nous avons recherché un chevauchement adéquat dans les scores de 
propension des deux groupes de patients (mono, polythérapie) pour chaque strate. 
De plus, nous avons confirmé l’absence de biais résiduel dans les caractéristiques des 
patients après ajustement par strate de score de propension. 
Bien évidemment, même si cette méthode est bien conduite, la limite majeure 
est qu’elle ne peut pas prétendre atteindre le niveau de preuve des essais randomisés. 
Statistiquement, la randomisation permet de disposer de groupes comparables pour 
les facteurs pronostiques, mesurés et non mesurés, qui peuvent exister initialement. 
Le score de propension permet seulement de prendre en compte les facteurs 
de confusion qui ont été mesurés initialement. Basés sur des données d’essais 
cliniques, des estimations biaisées ont été retrouvées quand des covariables liées aux 
effets du traitement ont été oubliées, même si la randomisation assure un distribution 
statistique équilibrée (Gail, Wieand et al. 1984; Weitzen, Lapane et al. 2005). De plus, 
la question des facteurs de confusion non mesurés reste totalement irrésolue dans les 
études observationnelles. 
Un autre point méthodologique à discuter peut être la question du 
l’ajustement non nécessaire, compris comme un ajustement sur des covariables qui 
n’affectent pas le biais de la relation causale entre l’exposition et le résultat mais qui 
peut affecter sa précision (Schisterman, Cole et al. 2009; VanderWeele 2009). Tout 
d’abord, les résultats du modèle de Cox classique peuvent révéler une fausse 
association entre les rechutes et l’exposition aux antipsychotiques. Même si notre 
sélection de covariables n’a pas été déterminée par un modèle statistique mais basée 
sur la connaissance de la physiopathologie et l’expérience clinique, il est important de 
discriminer entre vrai facteur de confusion, fausses associations ou variables qui sont 
des intermédiaires dans un phénomène causal (Groenwold, Klungel et al.). Cette 
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association significative peut refléter un ajustement non nécessaire à partir de 
variables qui ne satisfont pas les critères de facteurs de confusion potentiel. Inclure 
beaucoup de facteurs de confusion potentiels, sans une argumentation claire peut 
donner des résultats trompeurs. Faire entrer des variables dans un modèle de 
régression sans une justification claire peut amener plus loin que ramener à la vérité 
d’une association.  
En parallèle, prendre en compte beaucoup de covariables dans un score de 
propension peut nous protéger d’un ajustement non nécessaire (Shah, Laupacis et al. 
2005; Austin 2007; Austin, Grootendorst et al. 2007; Austin 2009), ce qui est 
consistant avec les résultats des critères de qualité de l’ajustement et la statistique 
« c ». Le modèle qui optimise tous les critères est celui fondé sur la stratification par 
score de propension, indiquant une bonne capacité à discriminer entre mono et 
polythérapie. 
 
Dans notre étude, la polythérapie n’est pas associée à une augmentation 
significative des rechutes, lorsque la littérature rapporte des résultats hétérogènes 
dans l’association entre mauvais résultat et un lien controversé avec un risqué de 
mortalité plus élevé (Waddington, Youssef et al. 1998; Montout, Casadebaig et al. 
2002; Morgan, Scully et al. 2003; Sebastian, Glazer et al. 2004; Joukamaa, Heliovaara 
et al. 2006; Correll, Frederickson et al. 2007; Gilmer, Dolder et al. 2007; Kreyenbuhl, 
Marcus et al. 2007; Weinmann, Read et al. 2009).  
 
Donc, des études épidémiologiques prospectives bien menées et des modèles 
statistiques adaptés sont requis pour prendre en compte les facteurs de risque 
connus. Dans les études précédentes, les modèles statistiques élaborés comme les 
analyses par score de propension, en calculant la probabilité prédite d’une personne 
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d’être un utilisateur d’un traitement antipsychotique (Schneeweiss and Avorn 2009), 
peuvent être appliqué. Ajustement, stratification ou appariement selon le score de 
propension (D'Agostino 1998; Klungel, Martens et al. 2004; Baser 2006; Riou Franca, 
Launois et al. 2006; Austin, Grootendorst et al. 2007; Kwiatkowski, Slim et al. 2007; 
Martens, de Boer et al. 2008; Austin 2009) aident les auteurs à manipuler des données 
de cohorte largement déséquilibrés en termes de caractéristiques des patients.  
 
Nous concluons que dans ce cas, l’approche par score de propension a un 
avantage sur les méthodes conventionnelles, comme cela a pût être démontré dans 
d’autres applications et revues (Shah, Laupacis et al. 2005; Sturmer, Schneeweiss et al. 
2005; Sturmer, Joshi et al. 2006; Stukel, Fisher et al. 2007). Même si les méthodes 
classiques et les analyses par score de propension ne peuvent prendre en compte que 
les facteurs de confusion mesurés, cette étude illustre que le score de propension, une 
probabilité prédite, dispose de propriétés intrinsèques qui améliorent et renforcent 
les résultats de certaines études observationnelles. 
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4 Partie 3 : Prise en compte des facteurs de confusion 
non mesurés : principes, méthodes et application en 
psychiatrie, et dans le cas de la schizophrénie 
Quel que soit le facteur de confusion, mesuré ou non mesuré, lorsqu’il est 
présent, ce dans une étude traitant de causalité, il devrait être pris en compte dans les 
analyses, ce à l’aide d’outils méthodologiques adaptés. 
En effet, non pris en compte, cela donne des estimations biaisées de l’effet de 
l’exposition ou du traitement. Cette estimation biaisée peut être négative (sous-
estimation de l’effet d’exposition ou de traitement) ou positive, voir même parfois 
renverser la direction apparente d’un effet. 
En 1965, Cochran décrivait bien la difficulté princeps de l’analyse en étude 
observationnelle dans le sens où : « dans une étude observationnelle, l’objectif est de comparer 
des groupes de patients traités et d’élucider les relations entre causes et effets, en sachant qu’il n’est 
pas possible d’utiliser un groupe témoin expérimental, car nous ne sommes pas capable d’attribuer le 
traitement au hasard » (Cochran 1965). 
Ce problème ne peut être réglé totalement par la construction de l’étude ou 
par l’analyse statistique mesurant l’effet de l’exposition. Les facteurs de confusion 
peuvent être réduits par une bonne méthodologie d’étude. Toutefois, dans les études 
observationnelles non randomisées, cela ne résout pas totalement le problème. 
Comme nous l’avons vu précédemment, il existe toutefois des méthodes statistiques 
qui permettent de réduire les biais causés par les facteurs de confusion mesurés. 
Après ajustement, la confusion potentiellement restante est communément 
appelée « confusion résiduelle ». Cette dernière comprend la confusion non mesurée 
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par l’étude et la confusion mesurée restant après ajustement. Seule la randomisation 
pourrait traiter cette confusion résiduelle. 
La question reste donc entière pour traiter le biais de confusion non mesuré, 
c'est-à-dire les éléments non recensés dans l’étude mais qui différent initialement 
entre les groupes de patients, traités/exposés et le groupe témoin. Ces éléments non 
mesurés peuvent potentiellement affecter le résultat.  
Qui plus est la validité des bases de données du système de santé (assurance 
maladie, PMSI…) est souvent contestée car il manque des informations sur de 
potentiels facteurs de confusion importants, tels que le statut socio-économique ou 
l’état de santé. 
Enfin, la décision de prescrire un traitement spécifique dans sa pratique 
quotidienne est aussi souvent déterminée par les caractéristiques du patient, 
caractéristiques non disponible en routine, telles que le statut fonctionnel, la 
consommation d’alcool, de tabac… Et cela peut intervenir comme du biais de 
confusion résiduel et non mesuré. 
La recherche scientifique foisonne en techniques statistiques pour estimer 
l’impact d’un facteur de confusion non mesuré. L’objectif est dans chaque situation 
d’obtenir une estimation consistante de l’effet du traitement dans un groupe de 
patients. Des méthodes variées ont été proposées pour appréhender la sensibilité des 
associations observées au potentiel effet de facteurs de confusion non mesurés 
(Cornfield, Haenszel et al. 1959; Rosenbaum 1991; Lin, Psaty et al. 1998; Little and 
Rubin 2000; Rosenbaum 2007). 
Bien que foisonnante, la littérature statistique sur la modélisation du biais est 
fragmentée, la plupart traitant d’une seule source de biais. La modélisation du biais 
passe le plus fréquemment par une analyse de sensibilité (qui répartit le biais comme 
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une fonction des paramètres du modèle), bien que parfois cela devienne en partie une 
analyse bayésienne.  
En parallèle, la littérature sur l’évaluation du risque et l’analyse de décision se 
focalise sur comment appréhender et traiter les principales sources d’incertitude et de 
biais (Morgan and Herion 1990; Vose 2000; Greenland and Brumback 2002). De 
plus, dans les sciences de la santé, on retrouve les méthodes de profil de confiance 
(Eddy, Hasselblad et al. 1992) qui incorporent la modélisation du biais dans une 
fonction de vraisemblance, les analyses basées sur les modèles de non réponse, non 
ignorabilité avec des paramètres de biais inconnus (Little and Rubin 2002) et les 
analyses de sensibilité de Monte Carlo (MCSA) qui échantillonnent les paramètres du 
biais et ensuite inversent le modèle de biais pour produire une distribution 
d’estimation « corrigées du biais » (Lash and Silliman 2000; Powell, Ebel et al. 2001; 
Lash and Fink 2003). 
 
Par essence, le biais de confusion ne peut être approché par l’analyse des 
données recueillies. Seront décrites ici les principales théories, et les méthodes en 
découlant, dans le cadre de la prise en compte du biais de confusion non mesuré. 
L’objectif ici n’est pas d’être exhaustif, ni de faire des développements 
mathématiques complexes, mais bien d’avoir une approche pragmatique, et surtout 
pratique, des différentes méthodes utilisées. Nous serons aidés en cela par les travaux 
mathématiques récents de plusieurs chercheurs. 
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4.1 Apport des théories probabilistes et techniques apparentées 
 
4.1.1 L’inférence bayésienne 
 
Une grande partie des méthodes de prise en compte des facteurs de 
confusion non mesurés se fondent sur le principe de l’inférence bayésienne.  
Le théorème de Bayes est utilisé dans l’inférence statistique pour mettre à jour 
ou actualiser les estimations d’une probabilité ou d’un paramètre quelconque, à partir 
des observations et des lois de probabilité de ces observations. Il y a une version 
discrète et une version continue du théorème. 
Le théorème de Bayes est issu des travaux du révérend Thomas Bayes et 
retrouvé ensuite indépendamment par Laplace. Dans son unique article, Bayes 
cherchait à déterminer ce que l’on appellerait actuellement la distribution a posteriori 
de la probabilité d’une loi binomiale. Ses travaux ont été édités et présentés à titre 
posthume (1763) par son ami Richard Price dans « Un essai pour résoudre un 
problème dans la théorie des risques » (An Essay towards solving a Problem in the 
Doctrine of Chances). Les résultats de Bayes ont été redécouverts et étendus par le 
mathématicien français Laplace dans un essai de 1774, lequel n’était apparemment 
pas au fait du travail de Bayes. 
L’école bayésienne utilise les probabilités comme moyen de traduire 
numériquement un degré de connaissance. La théorie mathématique des probabilités 
n’oblige en effet nullement à associer celles-ci à des fréquences, qui n’en représentent 
qu’une application particulière résultant de la loi des grands nombres. Dans cette 
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optique, le théorème de Bayes peut s’appliquer à toute proposition, quelle que soit la 
nature des variables et indépendamment de toute considération ontologique. 
On nomme « inférence bayésienne » la démarche logique permettant de 
calculer ou réviser la probabilité d'un événement. Cette démarche est régie en 
particulier par le théorème de Bayes. Dans la perspective bayésienne, une probabilité 
n'est pas interprétée comme le passage à la limite d'une fréquence, mais comme la 
simple traduction numérique d'un état de connaissance. 
On note une différence entre l'inférence bayésienne et les statistiques dites 
classiques, ou fréquentistes :  
 les méthodes bayésiennes utilisent des méthodes impersonnelles pour 
mettre à jour des probabilités personnelles, dites aussi subjectives 
(une probabilité est en fait toujours subjective, lorsqu'on analyse ses 
fondements) ;  les méthodes statistiques utilisent des méthodes personnelles pour 
traiter des fréquences impersonnelles. 
L’approche bayésienne modélise donc les attentes en début de processus 
(quitte à réviser ce premier jugement en donnant des poids de plus en plus faibles aux 
a priori au fur et à mesure des observations), tandis qu’en statistique dite classique est 
fixée a priori une méthode et une hypothèse arbitraires et les données ne sont traitées 
qu'ensuite. 
Les deux approches se complètent, la statistique dite classique étant en 
général préférable lorsque les informations sont abondantes et d'un faible coût de 
collecte, la bayésienne dans le cas où elles sont rares et/ou onéreuses à rassembler.  
En cas de profusion de données, les résultats sont asymptotiquement les 
mêmes dans chaque méthode, la bayésienne étant simplement plus coûteuse en 
calcul. En revanche, la bayésienne permet de traiter des cas où la statistique ne 
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disposerait pas suffisamment de données pour qu'on puisse en appliquer les 
théorèmes limites. 
 
De plus, on décrit des méthodes d’échantillonnage qui sont notamment 
appliquées dans le cadre de l'inférence bayésienne. Les méthodes MCMC (pour 
Markov Chain Monte Carlo) sont une classe de méthodes d'échantillonnage à partir 
de distributions de probabilité. Ces méthodes se basent sur le parcours de chaînes de 
Markov qui ont pour lois stationnaires les distributions à échantillonner. Certaines 
méthodes utilisent des marches aléatoires sur les chaînes de Markov, alors que 
d'autres algorithmes, plus complexes, introduisent des contraintes sur les parcours 
pour essayer d'accélérer la convergence. Le nom de ces méthodes, qui fait allusion 
aux jeux de hasard pratiqués à Monte-Carlo, a été inventé en 1947 par Nicholas 
Metropolis, et publié pour la première fois en 1949 dans un article co-écrit avec 
Stanislas Ulam. 
 
Pour la modélisation du biais, une des approches théoriques peut être de se 
fonder sur une distribution a priori du biais non mesuré. Cette approche s’appuie sur 
l’hypothèse que la distribution du facteur de confusion non mesuré selon le groupe 
d’exposition est identique à celle du facteur de confusion sur le résultat. Alors, le 
« vrai » effet, ajusté sur le biais non mesuré, peut être déterminé en échantillonnant 
au hasard les distributions postulées. Si cela est fait de façon répétitive, la procédure 
d’échantillonnage est connue pour être celle des simulations de Monte Carlo et 
fournit une distribution des effets estimés (Steenland and Greenland 2004). La 
moyenne et l’étendue de ces effets estimés doivent toutefois être interprétées par les 
chercheurs. Les résultats de ces analyses ne sont valables que d’après la distribution 
postulée.  
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4.1.2 Les variables instrumentales 
 
Les méthodes de contrôle du biais de confusion non mesuré sont centrales en 
recherche non expérimentale. Une partie de ces méthodes est relativement peu 
développée en épidémiologie. Il s’agit des méthodes basées sur l’utilisation des 
variables instrumentales. Les prémisses de ces méthodes datent des années 1920, elles 
font partie intégrante de l’économétrie, et ont été utilisées en sciences sociales. 
Comme le décrit Greenland dans sa publication introductive (Greenland 2000), une 
des raisons de cette faible utilisation est probablement le fait que les variables 
instrumentales sont souvent présentées en lien avec les modèles de régression linéaire 
jusqu’au années quatre-vingt. 
Une variable instrumentale est une variable qui est indépendante des facteurs 
de confusion non mesurés mais qui est liée à l’attribution du traitement (exposition), 
sans avoir d’effet sur le résultat. 
Intuitivement, pour X, le traitement/exposition et Y, le résultat/variable 
d’intérêt, nous pouvons observer leur relation avec une troisième variable Z, 
nommée une variable instrumentale ou instrument, qui est associé à X mais pas à Y, 
mise à part son association à X. Alors, selon certaines conditions, on peut écrire la 
relation Z-Y comme le produit des relations entre Z-X et X-Y, et résoudre cette 
équation pour la relation de X-Y. 
 
Association ZY = Association ZX . Association XY 
 
Cette équation est d’utilisation particulière quand : 
 la relation observée entre X et Y est sous influence de confusion non 
mesurée, mais que ZX et ZY ne sont pas confondues ; 
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 la relation X-Y ne peut être observée directement car on ne peut pas 
observer X directement, mais Z est un proxy de X dont la relation 
avec X est connue ou estimable. 
 
Sander Greenland développe l’intérêt d’utiliser cette méthode dans le cas de 
la recherche expérimentale. Cependant, dans le cas de l’observationnel pur, les 
hypothèses posées pour l’utilisation de cette méthode sont parfois non vérifiées (Z 
indépendant de U facteur de confusion non mesuré ; Z indépendant de Y sachant X 
et U). Il devient alors hasardeux d’utiliser ces méthodes lorsque Z est lié avec des 
facteurs de confusion non mesurés U.  
Un exemple classique est l’étude portant sur le cathétérisme cardiaque et la 
mortalité (McClellan, McNeil et al. 1994), dans laquelle la distance entre l’hôpital et le 
lieu où se trouve le patient joue sur le fait que les patients bénéficient d’un 
cathétérisme cardiaque ou pas. Dans ce cas, le lieu de vie est non directement lié à la 
mortalité (hypothèse), ni à un autre potentiel facteur de confusion. Alors la distance 
entre l’hôpital et le lieu où se trouve le patient peut être définie comme une variable 
instrumentale. L’attribution de l’intervention dépend du lieu où vit le patient, et non 
plus de ces propres caractéristiques. Un effet sans confusion du cathétérisme sur la 
mortalité peut alors être estimé. L’hypothèse principale de ces analyses (i.e. que la 
variable instrumentale n’est pas liée aux résultats par d’autres variables) est la limite 
principale de la méthode.  
Comme dans les études observationnelles, l’allocation du traitement est 
typiquement basée sur les caractéristiques des patients, elles-mêmes liées au résultat, 
trouver une variable instrumentale adéquate est donc difficile.  
Toutefois, quand les hypothèses sont discutables, les corrections par variable 
instrumentale peuvent être utilisées comme technique d’analyse de sensibilité ou 
d’ajustement externe.  
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4.1.3 Les analyses de sensibilité 
 
Une analyse de sensibilité est un processus par lequel on évalue la robustesse 
d’un modèle statistique en examinant comment les résultats de l’analyse varient 
lorsque la valeur des variables clés varie dans un intervalle déterminé.  L’objectif est 
de quantifier, selon un modèle donné, l'influence de variables d'entrée sur la variable 
de sortie. Elle consiste à ne changer qu’une seule valeur d'une variable d'entrée en 
laissant l’ensemble des autres paramètres d'entrée à leur valeur nominale. 
 
L’analyse de sensibilité globale permet d’analyser un modèle mathématique en 
étudiant l’impact de la variabilité des facteurs d’entrée du modèle sur la variable de 
sortie. Déterminant les entrées responsables de cette variabilité à l’aide d’indices de 
sensibilité, l’analyse de sensibilité permet de prendre les mesures nécessaires pour 
diminuer la variance de la sortie si celle-ci est synonyme d’imprécision, ou encore 
d’alléger le modèle en fixant les entrées dont la variabilité n’influe pas la variable de 
sortie. 
 
Une analyse de sensibilité peut être conduite de plusieurs manières. La 
méthode la plus simple est l’analyse de sensibilité univariée, où l’on fait varier une par 
une les valeurs de chaque variable en gardant la valeur des autres fixes. Cette 
méthode permet l’identification des variables auxquelles les conclusions sont 
sensibles. L’analyse de sensibilité de type seuil consiste à faire varier la valeur d’une 
variable jusqu’à atteindre le point où l’alternative choisie n’apparaît plus comme 
préférable aux autres alternatives évaluées. Elle est particulièrement utile si l’on 
cherche à définir des groupes cibles d’un traitement à partir des valeurs d’une 
certaine variable. Les analyses de sensibilité multivariées consistent à faire varier 
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simultanément les valeurs de plusieurs variables. Les valeurs attendues sont alors 
calculées pour chaque combinaison de valeurs des variables sujettes à l’analyse. 
Toutefois, les analyses de sensibilité classiques souffrent de certaines limites :  
 Le nombre de variables que l’on peut explorer simultanément est 
assez faible. L’interprétation d’une analyse de sensibilité où l’on fait 
varier trois paramètres simultanément est déjà assez mal aisée 
d’interprétation. Pour les modèles incluant un grand nombre de 
paramètres, une analyse de sensibilité complète est ardue.   Les variables non sujettes à variation sont considérées comme 
constantes. Par conséquent, les conclusions d’une analyse de 
sensibilité pour un groupe de variables données ne sont valables que 
pour une combinaison donnée de valeur des variables restantes.   L’analyse de sensibilité classique ne tient en outre pas compte du fait 
que certaines valeurs d’une variable sont plus probables que d’autres.   Il est parfois difficile lors d’une analyse de sensibilité de tenir compte 
des corrélations entre les variables. 
 
L’analyse de sensibilité probabiliste permet alors de répondre aux problèmes 
rencontrés lors des analyses de sensibilité classiques. Les fondements de l’analyse de 
sensibilité probabilisée sont très proches du paradigme Bayésien. Le principe de 
l’analyse de sensibilité probabiliste est en effet de caractériser chaque paramètre du 
modèle par une distribution de probabilité. On peut entre autres utiliser des 
techniques de Monte Carlo pour construire plusieurs échantillons aléatoires et 
déterminer expérimentalement la distribution recherchée. Il existe en outre plusieurs 
types de simulation de Monte Carlo (premier ordre, deuxième ordre et troisième 
ordre). 
 
Au cours de l’élaboration, de la construction ou de l’utilisation d’un modèle 
mathématique, l’analyse de sensibilité peut s’avérer être un outil précieux. En effet, en 
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étudiant comment la réponse du modèle réagit aux variations de ses variables 
d’entrée, l’analyse de sensibilité permet de déterminer : 
(i) Si le modèle est bien fidèle au processus qu’il modélise. En effet, si 
l’analyse exhibe une importance forte d’une variable d’entrée qui en réalité est connue 
comme non influente, le modèle ne reflétera pas correctement le processus. Il sera 
alors nécessaire de modifier le modèle. 
(ii) Quelles sont les variables qui contribuent le plus à la variabilité de la 
réponse du modèle ? Il sera alors possible, si besoin est, d’améliorer la qualité de la 
réponse du modèle. Connaissant les variables d’entrée les plus influentes, les erreurs 
sur la sortie du modèle pourront être diminuées, soit, lorsque cela est possible, en 
diminuant les erreurs sur les entrées les plus influentes, soit en adaptant la structure 
du modèle pour réduire l’effet des erreurs sur ces entrées. 
(iii) Quelles sont au contraire les variables les moins influentes. Il sera 
possible de les considérer comme des paramètres déterministes, en les fixant par 
exemple à leur espérance, et ainsi d’obtenir un modèle plus léger avec moins de 
variables d’entrée. Dans le cas d’un code informatique, il sera possible de supprimer 
des parties de codes qui n’ont aucune influence sur la valeur et la variabilité de la 
réponse. 
(iv) Quelles variables, ou quels groupes de variables, interagissent avec quelles 
(ou quels) autres : l’analyse de sensibilité peut permettre de mieux appréhender et 
comprendre le phénomène modélisé, en éclairant les relations entre les variables 
d’entrée et la variable de sortie. 
 
L’objectif de l’analyse de sensibilité globale est donc de déterminer quelle part 
d’incertitude sur la réponse est due à l’incertitude sur chaque variable d’entrée (ou 
groupe de variables d’entrée). L’analyse de sensibilité permet d’analyser un modèle 
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mathématique en étudiant l’impact de la variabilité des facteurs d’entrée du modèle 
sur la variable de sortie. Saltelli présente l’ensemble des méthodes existantes dans 
(Saltelli, Chan et al. 2000), en les regroupant de la sorte : les méthodes fiabilistes de 
type FORM et SORM traitant d’analyse de sensibilité pour l’analyse de risques, les 
méthodes bayésienne, les méthodes graphiques et enfin les méthodes basées sur 
l’étude de la variance, qui consiste à déterminer quelle part de variance de la réponse 
est due à la variance de chaque variable d’entrée (ou groupe de variables d’entrée). 
L’indicateur de sensibilité pour modèles à entrées indépendantes est appelé : 
indice de sensibilité de premier ordre par Sobol, « correlation ratio » parMcKay, ou 
encore « importance measure ». Il quantifie la sensibilité de la sortie Y à la variable 
d’entrée Xi, ou encore la part de variance de Y due à la variable Xi. 
L’interprétation de cet indice est facile : plus l’indice sera grand (proche de 1), 
plus la variable aura d’importance. 
Le nombre d’indices de sensibilité ainsi construit, de l’ordre 1 à l’ordre p, est 
égal à 2p−1. Lorsque le nombre de variables d’entrée p est trop important, le nombre 
d’indices de sensibilité explose. L’estimation et l’interprétation de tous ces indices 
deviennent vite impossibles. Homma et Saltelli (Saltelli 2002) ont alors introduit des 
indices de sensibilité totaux, qui expriment la sensibilité totale de la variance Y à une 
variable, c’est-à-dire la sensibilité à cette variable sous toutes ses formes (sensibilité à 
la variable seule et sensibilité aux interactions de cette variable avec d’autres 
variables). 
Les indices de sensibilité s’estiment par simulation de Monte Carlo. En 
utilisant une taille d’échantillon de Monte Carlo de N, le nombre réel de simulations 
des variables d’entrée nécessaires à l’estimation des indices de sensibilité est 2N, 
puisque cette estimation nécessite deux jeux de simulations. Le nombre d’appels à la 
fonction du modèle est alors N × (k + 1), où k est le nombre d’indices estimés. Pour 
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un modèle à p variables d’entrée, l’estimation de tous les indices de sensibilité 
nécessite N × (2p) appels à la fonction. En revanche, n’estimer que les indices de 
premier ordre et les indices totaux ne demande que N × (2p + 1) appels. Il 
conviendra donc d’estimer dans un premier temps les indices de premier ordre et les 
indices totaux. S’il existe des écarts importants entre ces deux indices, c’est que la 
part des interactions est non négligeable et il peut être utile d’estimer les indices 
d’ordres intermédiaires. Dans le cas contraire, l’effet des variables d’entrée sera 
principalement de premier ordre et il ne sera pas utile de s’intéresser aux indices 
d’ordres intermédiaires. 
 
L’hypothèse de l’indépendance des facteurs d’entrée faite précédemment est 
nécessaire pour garantir l’interprétabilité des indices (un indice d’ordre un n’exprime 
plus la sensibilité à une unique variable si cette dernière est corrélée avec d’autres) et 
la validité de leur méthode d’estimation par Monte-Carlo (les intégrales 
multidimensionnelles sont évaluées comme des produits d’intégrales 
unidimensionnelles). Or il existe des stratégies possibles pour réaliser une analyse de 
sensibilité sur un modèle à variables d’entrée non indépendantes. 
Lorsque toutes les variables d’entrée ne sont pas dépendantes, mais qu’elles 
peuvent être regroupées en clusters de variables dépendantes (les variables au sein 
d’un cluster sont dépendantes mais les variables de différents clusters sont 
indépendantes), il est possible de considérer des indices de sensibilité 
mutlidimensionnels (Jacques, Lavergne et al. 2006) qui expriment la sensibilité de la 
variance de Y à un cluster de facteurs. 
L’estimation de ces indices peut être faite par Monte Carlo avec une approche 
similaire à celle utilisée pour estimer les indices de sensibilité de Sobol classiques. 
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Lorsque l’analyse de sensibilité est menée dans le but de savoir quelle variable 
ou quel groupe de variables qui, une fois fixé, conduit à la plus grande réduction de la 
variance de Y , Saltelli et Tarantola (Saltelli and Tarantola 2002) expliquent que les 
indices de sensibilité d’ordre un sont toujours les indicateurs à utiliser en présence de 
corrélation. 
 
Comme attendu, la plus grande réduction de variance est obtenue en fixant la 
variable ayant l’indice de sensibilité total le plus important. Mais il faut avoir à l’esprit 
que modifier la distribution d’une variable d’entrée (pour réduire sa variance) n’agit 
pas uniquement sur la variance de Y. En effet, sauf dans le cas d’un modèle linéaire, 
une modification de la distribution des entrées influe également la position centrale 
de la distribution. Il conviendra donc de s’assurer avant de modifier la distribution 
d’une variable d’entrée dans le but d’améliorer le pouvoir prédictif du modèle, que 
celle-ci est bien justifiée et réaliste. 
 
L’analyse de sensibilité globale a pour objectif de déterminer l’impact des 
variables d’entrée sur la variabilité de la sortie d’un modèle mathématique. Dans le 
cas de modèles à entrées indépendantes (cas le plus fréquemment abordé dans la 
littérature mais pas le plus répandu en pratique), les indices de sensibilité expriment la 
part de variance de la sortie due à chaque variable d’entrée. De nombreux travaux ont 
permis de développer des méthodes d’estimation efficaces et simples à mettre en 
oeuvre. Toutefois, l’interprétation et l’utilisation des résultats de sensibilité doivent 
être prudente. Car modifier la variance de la variable d’entrée la plus influente pour 
diminuer l’incertitude de prédiction du modèle n’influe pas uniquement sur la 
variance de la sortie. L’hypothèse d’indépendance des entrées faite précédemment est 
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primordiale et l’on ne doit surtout pas s’aventurer à des analyses de sensibilité 
classiques lorsque le modèle ne respecte pas cette hypothèse.  
Dans une telle situation, des indices de sensibilité multidimensionnels existent 
lorsque les entrées ne sont pas toutes dépendantes entre elles, soit des indices de 
sensibilité d’ordre un classiques mais estimés par des méthodes spécifiques au cas 
d’entrées dépendantes : méthode de McKay, facile d’implémentation, ou de Da 
Veiga, plus complexe mais beaucoup moins gourmande en évaluations du modèle. 
 
Dans ce cas, l’effet d’un facteur de confusion avec certaines caractéristiques 
sur la relation observée dans l’étude est estimé. Par exemple, dans une base de 
données existante, un facteur de confusion est simulé à partir d’une prévalence 
prédéterminée de ce facteur, de l’association entre le facteur et l’intervention, et entre 
le facteur et le résultat. Chaque combinaison de ces trois caractéristiques donne une 
distribution spécifique du facteur de confusion simulé. Ensuite, la relation observée 
dans l’étude peut être ajustée à partir du facteur de confusion simulé et l’impact de ce 
dernier peut être estimé (Schneeweiss 2006). En changeant les caractéristiques 
précédentes, une distribution pertinente du facteur de confusion non mesuré peut 
être déterminée. L’interprétation de ces caractéristiques sur la vraisemblance est la 
dernière étape dans la quantification du biais résiduel. 
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4.2 Combinaison de ces théories et applications en pratique 
 
Ces différents principes et techniques statistiques peuvent alors être combinés 
afin de s’adapter aux situations rencontrées dans le cas des études observationnelles 
(type d’étude, nombre de sujets, pathologie étudiée, effet étudié, données 
disponibles…). 
 
Dans un de ses écrits, Sander Greenland (Greenland 2005) décrit d’ailleurs 
bien la complexité du phénomène à étudier. En effet, la modélisation de biais 
multiples fournit une alternative qui permet d’intégrer les principales sources 
d’incertitude. Et donc implique d’améliorer la qualité des résultats et de leur 
utilisation (allocation de moyens, politiques sanitaires publiques…). Typiquement, les 
paramètres du biais du modèle ne sont pas identifiés dans l’analyse des données 
observationnelles et les résultats sont donc totalement dépendants de ces paramètres. 
Une analyse bayésienne complémentaire devient alors intuitivement naturelle, de 
même que certaines alternatives existent au sein de la littérature de l’évaluation du 
risque ou en épidémiologie. 
 
La combinaison de différentes méthodes, ce dans différentes situations, a 
abouti à un foisonnement de résultats. Etant donné que les approches et les 
développements sont parfois complexes, le challenge est de rendre accessible en 
pratique épidémiologique courante, des outils ou indices simples et robustes. 
Parmi les publications de ce type, un premier travail réalisé par l’équipe de Lin 
(Lin, Psaty et al. 1998) qui a permis de définir une formule simple pour calculer l’effet 
d’un facteur de confusion non mesuré à partir de certaines caractéristiques. 
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La publication présente une approche générale qui permet en étude 
observationnelle d’évaluer la sensibilité, à de potentielles covariables non mesurées, 
de l’estimation de l’effet de l’exposition après ajustement sur les variables mesurées. 
La méthode se fonde sur le fait que l’effet réel de l’exposition puisse être 
modélisé par une régression qui inclut la variable d’exposition ainsi que les 
covariables mesurées et non mesurées. 
L’hypothèse principale pour la validité de cette formule est une prévalence 
faible de la pathologie. Cette méthode relativement plus aisée à appliquer va être 
présentée.  
Nous nous plaçons dans le cas le plus fréquent en épidémiologie, celui d’une 
variable Y à expliquer de type catégorielle, binaire et d’un facteur X 
d’exposition/traitement catégoriel binaire. 
Soit :   Y une variable à expliquer binaire 
  X une variable d’exposition binaire 
  Z un vecteur de covariables mesurées 
  U un facteur de confusion non mesuré, binaire 
 
P( Y, U|X, Z) = P(Y|X, U, Z).P(U|X, Z) 
 
 
 
 
En modélisant l’effet du facteur de confusion par des modèles de régressions 
logistiques, on obtient : 
P(Y=1|X, Z, U)=exp(Ƣ0+Ƣ1X+λU+η’Z) 
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Logit[P(Y=1|X, Z, U)]= Ƣ0+Ƣ1X+λU+η’Z 
Logit[P(U=1|X, Z)]= ƣ0+ ƣ1U+ξ’Z 
 
Lin et al en déduisent un modèle réduit excluant U, les covariables non 
mesurées. Ce modèle peut être utilisé pour obtenir une inférence sur l’effet réel de 
l’exposition. Ce modèle réduit est alors alimenté par les données disponibles 
observées. Et une estimation du véritable effet de X dans le modèle complet est 
effectuée à partir du modèle réduit.  
Les hypothèses portent sur la distribution de la covariable non mesurée pour 
le groupe exposé et non exposé à X, ainsi que la relation entre la covariable non 
mesurée et l’événement d’intérêt, la pathologie Y.  
Sous certaines conditions, Lin en déduit une relation algébrique simple entre 
l’effet d’exposition réel dans le modèle complet et l’effet d’exposition observé dans le 
modèle réduit correspondant. Cette formule décrit la relation entre la prévalence du 
facteur de confusion non mesuré U (exposés/non exposés à U ainsi que son risque 
relatif), et les risques relatifs vrais et observés de la pathologie Y reliée à 
l’exposition/traitement X. 
R = R* /A et 
A= [ 1.P1 + (1 – P1) ] / [ 0.P0 + (1 – P0) ] 
 
Où R=exp(Ƣ) et R=exp(Ƣ*) , les risques relatifs vrais et observés de la 
pathologie Y associée à X 
Où 1=exp(1) ; 0=exp(0), les risques relatifs de la pathologie de Y et U, 
parmi les exposés et les non exposés au facteur de confusion U 
P1 et P0 sont les prévalences du facteur de confusion parmi les exposés et non 
exposés au facteur de confusion U 
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On peut donc estimer l’effet réel de l’exposition par un ajustement de 
l’estimation de l’effet observé préalablement par les méthodes de calcul classiques ou 
par les données de la littérature.  
 
La méthode proposée s’applique aussi bien aux données binaires qu’aux 
données censurées, elle est adaptée à tous les types d’étude et peut prendre en 
compte des variables non mesurées discrètes ou distribuées selon une loi normale. 
Une des limites de ce développement est une des hypothèses : le facteur de 
confusion non mesuré U est indépendant de Z sachant X, ce qui n’est pas toujours le 
cas en pratique. 
 
Se fondant sur le développement de Lin, Mc Candless et al. (McCandless, 
Gustafson et al. 2007) ont développé le principe des analyses de sensibilité de type 
bayésienne pour la prise en compte des facteurs de confusion non mesurés. 
Initialement, Mc Candless et al. Se sont basés sur le développement de Lin 
auquel ils ont postulé une famille de distribution pour modéliser l’effet du facteur de 
confusion non mesuré U, ce par analyse de sensibilité de type bayésienne. 
Pour le paramètre du biais λ, est fixé la valeur suivante, ce pour modéliser la 
relation entre U et Y : 
 
f(λ) ơ exp (-λ²/2.c1²) 
 
Cette densité est fixée centrée sur zéro et symétrique, ce pour refléter le fait U 
est inconnu, à effet positif ou négatif. Toutefois, λ peut avoir une magnitude d’effet 
importante, mais c1 est fixé >0 pour limiter l’association entre U et Y. 
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Une distribution bivariée et normale est fixée pour ƣ0 et ƣ1, avec deux 
paramètres c2 et c3 bornant les relations de U et X. 
Enfin, une valeur est également fixée pour ξ, et un dernier paramètre c4 limite 
la relation entre Z et U. 
Chacun des 4 paramètres s’il prend la valeur de : log(6)/1,96 modélise le fait 
que l’OR de l’association étudiée est entre +/-log(6) avec une probabilité de 95%. 
Si x, y, et u sont des vecteurs de n réponses, expositions et facteurs de 
confusion non mesuré observés, ce pour n patients, et z la matrice de covariables 
mesurées. L’objectif est d’étudier f(Ƣ0, Ƣ1, λ, η, ƣ0, ƣ1, ξ | y, x, z), la distribution des 
paramètres selon x, y et z, et les hypothèses sur le facteur de confusion non mesuré. 
Pour cela, des simulations de la distribution sont alors réalisées en utilisant les 
chaînes de Monte Carlo (MCMC).  
Les résultats des analyses de sensibilité sont ensuite présentés dans des 
tableaux qui fournissent plusieurs scénarii dépendant des valeurs des paramètres c1 à 
c4.  
Ensuite, le chercheur doit interpréter les résultats de ce tableau. Par exemple, 
l’effet protecteur de l’exposition sur le résultat est robuste à une variété d’hypothèses 
sur un facteur de confusion non mesuré. 
Quand les paramètres c1=c2=c3=c4=0, alors l’analyse de sensibilité 
bayésienne est équivalente à une régression logistique de Y sur X et Z en ignorant U. 
 
Enfin, par leurs récents travaux, VanderWeele et al. (Vanderweele and Arah 
2011) ont généralisé les formules des analyses de sensibilité au cadre de 
l’épidémiologie classique. Des formules générales d’analyse de sensibilité au biais non 
mesuré ont été développées et appliquées aux variables de résultat, de traitement ou 
d’exposition, et aux facteurs de confusion mesurés et non mesurés ; ces variables 
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pouvant être catégorielles ou continues. Ces formules généralisent des résultats 
obtenus dans des travaux préliminaires et rendent accessibles et, surtout pratique, 
l’utilisation des analyses de sensibilité dans l’estimation de l’impact potentiel d’un 
biais non mesuré. 
Ces travaux ont le mérite de simplifier considérablement la modélisation des 
biais non mesurés dans une étude. Les formules sont simples et aisées d’utilisation en 
épidémiologie courante. En gardant à l’esprit, qu’elles se fondent sur l’hypothèse d’un 
facteur de confusion non mesuré U de type binaire avec un effet constant sur la 
variable d’intérêt Y, sachant le traitement/exposition X et les covariables observées 
Z. La différence de prévalence du facteur de confusion non mesuré doit aussi être 
postulée comme constante selon les covariables lorsque l’on compare deux niveaux 
de traitements. 
Il est notamment présenté une technique d’analyse de sensibilité « easy-to-
use », conditionnellement à certaines hypothèses simplificatrices. 
Soit :   Y une variable à expliquer binaire, ordinale ou continue, 
A une variable d’exposition binaire, ordinale ou continue, (ici 
binaire a0 comme référence) 
X un vecteur de covariables mesurées (catégorielles ou 
continues) 
  U un facteur de confusion non mesuré (catégoriel ou continu) 
L’estimation de l’effet réel du traitement/exposition A sur Y est donné en 
ajustant sur X et U. Le biais dû au facteur de confusion non mesuré est donné par la 
différence entre les différences moyennes observées du résultat Y ajustées sur X, et le 
réel effet du traitement/exposition sur Y. 
Soit da+, da1 et da2, les biais correspondant à la population totale, aux 
exposés à a1 et aux exposés à a2 : 
 107
 
 
Ces formules définissant les biais non mesurés peuvent ensuite être utilisées 
pour des analyses de sensibilité. On aboutit à des formules de biais da+, da1 et da2 
en termes de relation entre le biais non mesuré U et le résultat Y aussi bien qu’en 
termes de relation entre le biais non mesuré U et le traitement A. 
Il est nécessaire de spécifier initialement : 
(i) la relation entre U et Y, parmi les groupes d’exposition ou de traitement 
(a0 et a1), pour chaque strate de X 
(ii) comment est la distribution de U parmi les niveaux de traitement ou 
d’exposition comparé à la distribution de U dans chaque strate de X 
Alors, on peut :  
 Utiliser les données observées pour estimer l’effet du traitement A sur 
Y, ajusté sur X ;  Utiliser les analyses de sensibilité en spécifiant (i) et (ii) pour estimer le 
biais global da+ ;  Produire une estimation de l’effet du traitement A sur Y, ajusté sur X 
et soustrayant le biais global da+. 
Ces résultats sont applicables pour les différences moyennes aux variables de 
résultat, de traitement ou d’exposition, et aux facteurs de confusion mesurés et non 
mesurés ; ces variables pouvant être catégorielles ou continues. 
 108
Cette approche ne permet pas d’assumer que le biais non mesuré U est 
indépendant des facteurs de confusion mesurés, comme la plupart des techniques 
apparentées d’ailleurs. 
Il est à noter qu’un grand nombre d’informations/paramètres doit être 
spécifié pour utiliser ces formules.  
 
Toutefois, une approche simplifiée fondée sur des hypothèses simplificatrices 
est proposée par VanderWeele. Si une première hypothèse est faite sur la relation 
entre U et Y, à savoir que le biais non mesuré U ne varie pas selon les niveaux du 
traitement/exposition A (constante prévalence Ƥ), et si une seconde hypothèse est 
faite sur la relation entre U et le traitement/exposition A, à savoir que U ne varie pas 
selon les strates de X (constante ƣ), alors la formule de da+, le biais global se 
simplifie, et on obtient le produit : 
 
da+ = Ƥ.ƣ 
 
 Les auteurs traitent également la question des écarts type et des intervalles de 
confiance pour les estimations de l’effet de A sur Y, ajustées sur le biais non mesuré. 
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4.3  Application aux études présentées 
 
C’est donc cette formule simplifiée que nous avons appliqué aux résultats de 
nos deux études précédemment présentées, ce afin d’en discuter l’impact d’un 
potentiel biais de confusion non mesuré. 
 
Dans l’étude sur les troubles psychotiques en prison, nous comparons 
donc les primo-incarcérés (A=0) aux détenus (A=1). La variable d’intérêt, binaire, est 
la survenue de troubles délirants (Y=1). Nous disposons de covariables d’ajustement 
(X). Il a été mis en évidence que les troubles délirants étaient significativement moins 
fréquents dans l’échantillon de nouveaux arrivants (OR : 0,29 IC 95%: [0,08;0,98]).  
Nous appliquons donc la formule simplifiée de l’analyse de sensibilité au biais 
de confusion non mesuré de VanderWeele.  
Si l’on teste la sensibilité des résultats à un facteur de confusion non mesuré 
U, binaire, de prévalence 8 fois plus élevé parmi ceux qui sont prisonniers par 
rapport aux nouveaux arrivants. Si la différence de résultat entre U=0 et U=1 est de 
0,36 pour les deux catégories de prisonniers, alors on obtiendrait une valeur de biais 
non mesuré da+ de 0,8 x 0,36 = 0,29. Ce qui réduirait l’effet estimé de l’exposition 
sur les troubles délirants à 0.  
Si la prévalence du même facteur de confusion non mesuré U est 2 fois plus 
élevé parmi ceux qui sont prisonniers par rapport aux nouveaux arrivants, alors on 
obtiendrait une valeur de biais non mesuré da+ de 0,2 x 0,36 = 0,072. Ce qui 
réduirait l’effet estimé de l’exposition sur les troubles délirants à : 0,29-0,072=0,218 
(IC 95% : [0,008;0,908]).  
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On peut conclure qu’il parait très improbable qu’un facteur de confusion non 
mesuré d’une taille d’effet aussi importante puisse invalider les résultats obtenus. 
 
Dans l’étude sur les rechutes de patients schizophrènes, nous comparons 
donc les patients sous monothérapie (A=0) aux patients sous polythérapie (A=1). La 
variable d’intérêt, binaire, est la survenue d’une rechute (Y=1). Nous disposons de 
covariables d’ajustement (X), et nous utilisions un ajustement par score de 
propension. Il a été mis en évidence que le modèle 1, une régression traditionnelle de 
Cox incluant les variables liées au traitement, a montré une augmentation significative 
de rechute pour les patients recevant une polythérapie (HR=2,31; [1,01;5,29]).  
Nous y appliquons également la formule simplifiée de l’analyse de sensibilité 
au biais de confusion non mesuré de VanderWeele.  
Si l’on teste la sensibilité des résultats à un facteur de confusion non mesuré 
U,  binaire, de prévalence 8 fois plus élevé parmi ceux qui sont sous polythérapie par 
rapport à ceux qui sont sous monothérapie. Si la différence de résultat entre U=0 et 
U=1 est de 2,89 pour les deux catégories de patients, alors on obtiendrait une valeur 
de biais non mesuré da+ de 0,8 x 2,89 = 2,31. Ce qui réduirait l’effet estimé de 
l’exposition sur les rechutes à 0.  
Si la prévalence du même facteur de confusion non mesuré U est 2 fois plus 
élevé parmi ceux qui sont sous polythérapie par rapport à ceux qui sont sous 
monothérapie, alors on obtiendrait une valeur de biais non mesuré da+ de 0,2 x 2,89 
= 0,58. Ce qui réduirait l’effet estimé de l’exposition sur les troubles délirants à : 2,31-
0,58= 1,73 (IC 95% : [0,43;4,71]).  
Dans ce cas, on peut conclure qu’il parait probable qu’un facteur de 
confusion non mesuré d’une taille d’effet aussi importante puisse invalider les 
résultats obtenus par une analyse classique. 
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5 Synthèse, perspectives et conclusion 
 
L’objectif de ce travail de recherche est l’étude de plusieurs méthodes de prise 
en compte des biais de confusion, mesurés ou non mesurés, ce en situation 
observationnelle de population de patients psychotiques et/ou schizophrènes. 
Notre développement s’est appuyé sur trois parties distinctes : 
 Une étude transversale d’exposition à un facteur contextuel (prison), ce dans 
le cadre de la présence de troubles psychotiques (au sens axe DSM IV), à 
partir d’une méthodologie d’ajustement conventionnelle et classique. Cette 
partie nous a permis de mettre en exergue la question du biais résiduel en 
étude observationnelle.  Une étude de cohorte avec la survenue d’un évènement selon l’exposition à 
un traitement en population schizophrène, à partir de l’utilisation du score de 
propension comme outil d’ajustement. Cette partie nous a permis de 
comparer une technique d’ajustement classique à un ajustement par score de 
propension.  Une analyse générale sur la modélisation de l’incertitude et du biais de 
confusion non mesuré, avec un focus sur la faisabilité en psychiatrie 
notamment en population schizophrène. Cette partie nous a permis de 
décrire les différentes théories, les principales méthodes en découlant et 
d’appliquer une analyse de sensibilité simplifiée aux résultats des études 
précédentes. 
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5.1 Principe de méthodes d’ajustements combinées dans les études 
observationnelles 
Ce développement permet donc de résumer les résultats méthodologiques 
obtenus par ce travail, nous pouvons décrire en grandes étapes :  
Contexte : situation observationnelle 
- Principe : 
o Y variable d’intérêt, Z (ou A) exposition ou traitement, X vecteur de 
covariables mesurées et U biais de confusion non mesuré : 
 
P( Y, U|X, Z) = P(Y|X, U, Z).P(U|X, Z) 
o Prise en compte de potentiels facteurs de confusion mesurés : 
ajustement par score de propension 
Plus robuste que les analyses classiques dans les conditions 
suivantes : pour 8 évènement par covariable  
Stratification ou appariement 
o Prise en compte de potentiels facteurs de confusion non mesurés : 
analyse de sensibilité simplifiée de VanderWeele 
Selon les hypothèses suivantes sur le biais non mesuré: 
1. U ne varie pas selon les niveaux du traitement/exposition Z 
(constante prévalence Ƥ),  
2. U ne varie pas selon les strates de X (constante ƣ),  
Alors la formule de da+, le biais global se simplifie, par le produit : 
 
da+ = Ƥ.ƣ 
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Comme le préconise la plupart des auteurs ayant approfondi la question de 
l’ajustement, la combinaison de plusieurs outils, ce, en s’adaptant à la situation 
étudiée, est la meilleure façon d’obtenir des estimations de résultats les plus proches 
de la réalité. 
En pratique courante, l’enjeu méthodologique principal des études 
observationnelles est l’étude de la sensibilité des résultats aux biais de confusion non 
mesurés. Les analyses de sensibilité sont parfois complexes à réaliser en routine, 
surtout lorsque l’on ne dispose pas de connaissances mathématiques et logicielles 
avancées. C’est pour cela que les statisticiens ont développé les formules adaptées à 
cette problématique et qu’un important travail a été réalisé par VanderWeele et son 
équipe, pour généraliser le principe et, surtout, le rendre accessible à un chercheur en 
épidémiologie classique, ce grâce à des hypothèses simplificatrices. En effet, cette 
méthode permet de compléter l’interprétation des résultats obtenus dans une étude 
observationnelle et donc d’alimenter la discussion. 
En situation observationnelle, cette méthode peut aussi bien être utilisée par 
les auteurs que par les éditeurs ou relecteurs de journaux scientifiques. Mais 
également lors d’analyse et de discussion de résultats pour les agences, ou par les 
laboratoires privés. 
Cette approche simplifiée permet également de rendre accessible la théorie en 
pratique notamment en termes pédagogiques pour compléter les enseignements 
classiques. Sander Greenland défend notamment le principe que la modélisation du 
biais devrait devenir une partie des enseignements classique pour les chercheurs ayant 
à traiter des données observationnelles. De plus, l’auteur poursuit en précisant que 
cela devrait même être une procédure standard, à savoir que l’erreur aléatoire n’est 
pas la seule source d’incertitude dans une étude. 
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5.2 Perspectives de recherche 
 
Ce travail pourrait se prolonger par des développements ultérieurs. 
 
Le travail de généralisation et de simplification des analyses de sensibilité à la 
pratique épidémiologique a été réalisé. Toutefois, la mise en application reste à 
développer. 
 Sander Greenland précise également que des éléments d’analyse quantitatifs 
plus avancés pourraient être développés pour l’analyse du biais de confusion non 
mesuré. 
Certaines équipes ont notamment travaillé à mixer et combiner les outils de 
l’ajustement. Par exemple,  Mc Candless et al. ont combiné les notions de score de 
propension et d’analyse de sensibilité de type bayésienne (McCandless, Gustafson et 
al. 2009). En effet, leur travaux ont abouti à la modélisation du score de propension 
comme une variable latente, ce par inférence bayésienne. 
 
Un arbre de décision intégrant plusieurs paramètres de l’étude, le type de 
variables (intérêt, exposition, covariables), le type de pathologie, le nombre de sujets, 
d’évènements, le fait qu’il y ait ou pas un potentiel biais non mesuré… pourrait être 
élaboré. L’idée serait de guider le chercheur dans le choix de la méthodologie la plus 
appropriée à son sujet d’étude. 
 
Ces méthodes s’appliquent également au domaine de la recherche clinique, en 
population randomisée, notamment lorsque l’on fait des analyses par sous-groupes. 
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Les analyses de sensibilité simplifiées peuvent être très utiles notamment 
lorsque l’on travaille sur les données des bases médico-administratives telles que le 
PMSI, les données de remboursement… 
 
Ces méthodes sont applicables dans le domaine de la santé mentale et de la 
psychiatrie, plus spécifiquement sur une pathologie complexe telle que la 
schizophrénie. 
La schizophrénie est une pathologie complexe à appréhender dans les études 
épidémiologiques observationnelles. C’est une pathologie psychiatrique chronique, 
polyfactorielle et évolutive. Les apports méthodologiques sont alors utiles 
notamment les outils qui permettent de contrôler les potentiels biais de confusion 
notamment le biais d’indication. L’amélioration des connaissances de la pathologie et 
de son évolution selon le contexte influe ensuite sur la prise en charge des patients et, 
donc sur le coût de la pathologie pour la société. 
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5.3 Conclusion 
 
Dans le cas des études observationnelles, l’objectif de ce travail a été 
d’étudier, de décrire et d’appliquer des techniques de modélisation pour mieux 
prendre en compte les différences initiales, potentiellement source de confusion.  
Pour cela, nous nous sommes limités à l’utilisation de deux techniques : le 
score de propension (adaptés aux données mesurées) et les analyses de sensibilité 
(pour les informations non mesurées). Le champ application a été celui de 
l’épidémiologie clinique en psychiatrie (INSERM U669). C’est un travail à la frontière 
entre la méthodologie, les biostatistiques et l’épidémiologie. Car nous nous appuyons 
sur des difficultés rencontrées, en pratique, en épidémiologie psychiatrique 
(pathologies mentales à étiologies multifactorielles et interdépendantes) pour 
proposer une approche pragmatique de la prise en compte optimale des facteurs de 
confusion potentiels, mesurés ou non mesurés. 
 
Toute maladie, même la plus somatique, affecte le patient de manière unique. 
A fortiori la souffrance psychique ne peut trouver son sens et son dépassement que 
dans l’histoire singulière de la personne. Pour conclure, et quelque peu relativiser les 
choses, comme le disait le neurobiologiste Marc Jeannerod, « le paradoxe est que 
l’identité personnelle, bien qu’elle se trouve clairement dans le domaine de la physique et de la 
biologie, appartient à une catégorie de faits qui échappent à la description objective et qui 
apparaissent alors exclus d’une approche scientifique. Il n’est pas vrai qu’il est impossible de 
comprendre comment le sens est enraciné dans le biologique. Mais le fait de savoir qu’il y trouve ses 
racines ne garantit pas qu’on puisse y accéder ».  
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Résumé (4ème couverture) 
 
Objectif 
L’objectif est l’étude de plusieurs méthodes de prise en compte des facteurs de confusion, 
mesurés ou non mesurés, ce en situation observationnelle de population de patients psychotiques 
ou schizophrènes. 
 
Méthodes 
Deux méthodes ont été utilisées : le score de propension (adaptés aux données mesurées) 
et les analyses de sensibilité (pour les informations non mesurées). Le champ d’application est 
celui de l’épidémiologie clinique en psychiatrie, et plus spécifiquement celui de la schizophrénie. 
Le développement s’appuie sur trois parties successives.  
La première partie met en exergue la question de la discussion du biais résiduel. Pour 
cela, on s’appuie sur les résultats d’une étude transversale d’exposition à un facteur contextuel (la 
prison), ce dans le cadre de la présence de troubles psychotiques (au sens axe DSM IV), à partir 
d’une méthodologie d’ajustement conventionnelle classique. 
La deuxième partie est une comparaison d’une technique d’ajustement classique à un 
ajustement par score de propension. Pour cela, on utilise les résultats issus d’une étude de cohorte 
avec la survenue d’un évènement selon l’exposition à un traitement en population schizophrène, à 
partir de l’utilisation du score de propension comme outil d’ajustement.  
La troisième partie est une synthèse sur la modélisation de l’incertitude et des biais de 
confusion non mesurés multiples. Les théories et méthodes sont décrites, puis appliquées aux 
résultats des deux études précédentes. 
 
Résultats 
L’étude transversale, dont les résultats non montrés jusqu’à présent, permet de poser la 
problématique de la qualité de l’ajustement dans le cadre d’une exposition à un facteur en 
situation observationnelle.  
L’étude de cohorte permet de comparer une technique d’ajustement classique à un 
ajustement par score de propension (SP). Nous avons étudié plusieurs méthodes d’ajustement 
(multivarié standard, avec ajustement sur SP, avec appariement sur SP). Et nous mettons en 
évidence que, selon la méthode d’ajustement utilisée, les résultats obtenus sont différents. La 
méthode de stratification sur SP semble être la meilleure. 
Les méthodes de prise en compte des facteurs de confusion non mesurés sont ensuite 
étudiés. Une première étape fait état de l’apport des théories probabilistes et des techniques 
apparentées, ensuite une combinaison de ces théories est proposée avec une application pratique 
aux deux études présentées précédemment. 
 
Conclusion 
Dans le cas des études observationnelles, l’objectif de ce travail a été d’étudier, de décrire 
et d’appliquer des techniques de modélisation pour mieux prendre en compte les différences 
initiales, potentiellement source de confusion. C’est un travail à la frontière entre la 
méthodologie, les biostatistiques et l’épidémiologie. Nous nous appuyons sur des difficultés 
rencontrées, en pratique en épidémiologie psychiatrique (pathologies mentales à étiologies 
multifactorielles et interdépendantes) pour proposer une approche pragmatique de la prise en 
compte optimale des facteurs de confusion potentiels, mesurés ou non mesurés. 
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