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1CHAPTER 1. GENERAL INTRODUCTION
Motor vehicle crashes are one of the leading causes of injury deaths in the United States. In
spite of the enormous progress that has been achieved in terms of design of forgiving roadways
and safer automobiles, the National Highway Safety Administration estimates that in 2008, the
cost to society attributable to loss of productive life-years was $150 billion dollars.
One of the main tasks of traffic engineers is the identification of hotspots, i.e. sites with
high crash risk. These coincide in many cases with the sites with the greatest potential for im-
provement through engineering solutions. Hauer (1996) calls them Sites with Promise (SWiP).
Identifying sites with promise is commonly referred to as “network screening”.
Many network screening methods have proven useful (see e.g. Zegeer (1986), Ogden (1996),
Pawlovich (2003)). Many methods that are recommended for the construction of lists of SWiP’s
rely on the estimation of long-run crash frequencies at each site.
In order to explore the association between crash frequency and factors such as driver,
site characteristics, environmental conditions and others, traffic engineers have resorted to
statistical models (e.g., Higle and Witkowski (1988), Schlueter et al. (1997), Nicholson (1999)).
Since the outcome of interest, crash frequency, is a count variable, the obvious choice for a
probability model is the Poisson distribution. Crashes tend to be over-dispersed, and therefore
researchers often opt for the negative binomial model or formulate the Poisson model in a
hierarchical manner. Generalized linear models enable traffic engineers to account for the
effect of factors such as site geometry which vary at the site level as well as others including
traffic volume, that can vary both across and within sites.
As knowledge about the interaction between factors that affect safety and crash frequency
and intensity has increased, so has the complexity of the models that are useful to traffic
engineers. Hierarchical models that permit layering the various sources of variability on the
2outcome variable are popular choices today (e.g., Miaou and Song (2005), Li et al. (2008)), but
introduce challenges for parameter estimation. While the number of sites for which we have
crash information tends to be large (as an example, there are about 160,000 intersections in
the State of Iowa crash database), the amount of information available for any one site is only
moderate. Yet engineers are interested in site-level estimates of expected crash frequencies and
crash rates, to carry out data-informed network screening and other activities. Most often,
traffic engineers are interested in expected crash frequencies for crashes of all types combined,
or for crashes disaggregated by severity. In other cases, however, the variable of interest is a
function of model parameters (e.g., the estimated “site-level cost” of a group of sites). In either
case, models that permit “borrowing strength” across similar sites are particularly useful to
improve inference and prediction at the level of a single site.
Bayesian methods have become popular in the traffic safety community, perhaps because
hierarchical models lend themselves naturally to the Bayesian formulation and permit system-
atic account of the various sources of uncertainty in crash data. In recent years, availability
of powerful computers and efficient (and free) software packages have permitted carrying out
analyses that would have been unthinkable just a few years back. Simpler versions of Bayesian
estimation such as empirical Bayes estimation are still prevalent in the literature (e.g., Hauer
(1996), Persaud et al. (2001), Miaou and Lord (2003), Persaud and Lyon (2007)) and the dis-
cussion of the relative merits of empirical Bayes and “full” Bayes analyses is ongoing (Miaou
and Lord (2003), Miranda-Moreno and Fu (2007)). However, in the more recent literature,
hierarchical models that may assume exchangeability at different levels (referred to, not help-
fully, as “full Bayesian analysis” in the safety literature) have gained ground (Miaou and Song
(2005), Pawlovich et al. (2006), Huang et al. (2008), Li et al. (2008), Lan et al. (2009), Persaud
et al. (2010)).
Hierarchical modeling of crash frequencies allows for the inclusion of available information
as a means of parsing the uncertainty attached to crash frequencies. This information can
have different characteristics - while it is fairly straightforward to include covariates into a
hierarchical model, temporal and spatial information might also be helpful when modeling
crashes. Song et al. (2006) outline some ideas in this area, but in general, there have been few
3contributions addressing the spatial dependence of crashes in the literature.
All of the work presented here results from an on-going collaboration between the Iowa
Department of Transportation (IA-DOT) and the Department of Statistics at Iowa State Uni-
versity. The data used in our analyses were collected by the IA-DOT and include crash in-
formation as well as site-level covariate information for approximately 162,000 intersections
located in rural and urban areas throughout the State of Iowa.
This dissertation is composed of three manuscripts to be submitted for publication. Chap-
ters 2, 3, and 4 correspond to each of the three manuscripts. A short Conclusions chapter is
the last chapter in the dissertation. Each of the three manuscripts addresses a different traffic
safety question that was posed to us by the IA-DOT. We hope that the methods proposed in
this thesis will be useful to safety engineers in Iowa and beyond. Software written in C and in R
will be made available to the IA-DOT, and producing well-documented, efficient and bug-free
code was one of the objectives of our work.
In Chapter 2 we address the network screening question and propose an approach to identify
sites with promise in the State of Iowa. The goal is to find the under-performing sites, those
that exhibit higher crash frequency (or higher crash rate) than would be expected from a group
of similar sites. We analyze crash data collected between 2001 and 2007 by the IA-DOT on
over 163,000 intersections throughout the State of Iowa. In this chapter, we combine crashes
of all severities for analyses. To allow for comparisons of sites within groups, we define 162
small domains. Domains are defined to be reasonably homogeneous by type of road, region and
other site-level characteristics. A more limited application of small area estimation methods in
epidemiology can be found in Nandram (2000). Annual crash frequency at each site is modeled
using a hierarchical Poisson/Gamma model, where a function of the Poisson mean is written
as a linear combination of covariates (not used to define domains) and two random effects.
The random effect at the site level accommodates the intra-class correlation among repeated
observations at the same site. The random effect at the level of the small domains allows
dependence among sites within a domain. We propose different approaches to produce lists
of promising sites and show that the ordering of sites within the lists depends on the ranking
approach that is applied.
4Chapter 3 extends the methods proposed in Chapter 2 to the multivariate case. Crashes are
classified by severity and those that result in fatalities or major injuries are obviously the least
desirable. There are different ways to define the severity of a crash. Here, we group crashes into
three levels of severity: crashes that result in fatalities or major injuries, crashes that result in
minor injuries, and crashes that result in property damage only (PDO crashes). The IA-DOT
(and all other traffic agencies) assign different costs to crashes of different severity. In order to
estimate the cost associated with each site, the na¨ıve approach consists of calculating a cost
index as a weighted average of observed crash frequencies by severity. One limitation of this
approach is that the number of crashes that result in fatalities or major injuries is typically
much lower than the number of crashes at a site resulting in minor or no injuries. Indeed, in
the State of Iowa, only 3.75% of the sites had at least one fatal or major injury crash during
the study period. It is reasonable to think that the frequencies of crashes of different severities
that occur at the same site will be correlated. This is because specific attributes at each site
might induce a dependence across all crashes. Imagine, for example, an intersection at which
a bush decreases visibility of incoming vehicles from one direction. We argue that by taking
advantage of the potential correlation among crashes of different severities at a site, it may be
possible to improve estimation of expected fatal and major injury crash frequencies and their
standard errors. In this light, the multivariate model enables “information borrowing” within
site.
There have been few contributions to the safety literature on multivariate analysis of crash
frequencies for the purposes of network screening. Some notable examples include Karlis and
Meligkotsidou (2005), Ma and Kockelman (2006), and Song et al. (2006). We propose an
extension of the hierarchical Poisson/Gamma model introduced in Chapter 2 to the case where
the observation is a three-dimensional vector of crash counts. To do so, we formulate a trivariate
hierarchical Poisson/Gamma model (using the trivariate Poisson distribution as defined in
Johnson et al. (1997)) and show that the resulting three-dimensional covariance matrix of
crash frequencies is positive definite. We fit the model to the same dataset used in Chapter
2. The computational effort is staggering, since we need to calculate approximate posterior
distributions for almost one million parameters. Using a single realization of a simulated
5dataset, we compare the full trivariate model to two and one-dimensional versions of the same
model and argue that the fully parameterized model appears to have advantages for estimating
the covariance structure of crashes. In terms of estimating the cost at the level of the site, the
full model appears to do better than alternatives, but no strong conclusions can be drawn in
the absence of a full simulation study.
Finally, in Chapter 4 we address the issue of spatial dependence of crash frequencies. Em-
pirical evidence suggests that crash frequencies at intersections along a roadway tend to be
more similar than crash frequencies at randomly chosen locations in a network. Figure 1.1
shows the intersections in the city of Ames, which are marked by a gray dot.
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Figure 1.1 Intersections in Ames, IA, and crash frequencies for 2001-2009; size of black circle
corresponds to number of crashes
The size of each black circle reflects the crash frequency during the period 2001-2009 at the
site. Note that there are clear north-south and east-west corridors along which crash frequencies
6are higher than at other locations. Much of this spatial dependence is due to dependence in
traffic volume. In Ames, for example, the higher volumes on main roadways such as Duff
Avenue and Lincoln Way explain a large portion of the variability of crash frequencies along
those corridors. However, it is still possible that even after accounting for the effect of factors
such as volume, other unobserved covariates may be inducing residual spatial correlation within
a corridor. For example, motorists driving west in the afternoon would be subject to the same
blinding effect of the sun, which is independent of the attributes of intersections on an east-west
corridor.
There has been little research on the inclusion of a spatial structure in crash models. Miaou
and Song (2005) and Song et al. (2006) are some of the few examples. Miaou and Song (2005)
discuss the spatial distribution of crashes in the State of Texas. They use an areal model
to analyze crash counts per county, and produce a smoothed map of crash frequencies for the
State. In Song et al. (2006), the spatial structure is introduced at the level of the Poisson mean.
The authors introduce latent spatial effects via Conditional Autoregressive (CAR) models and
derive sufficient conditions under which the joint posterior distribution of model parameters is
proper even when using non-informative prior distributions. Here, we take a different approach
and model spatial dependence directly via a Poisson Markov random field approach. We follow
Kaiser and Cressie (1997) and Kaiser (2002) to formulate the model. As discussed in Kaiser
(2002), computations involving the likelihood function are intractable due to the presence of
two high-dimensional integrals that cannot be computed explicitly or approximated numerically
with any degree of accuracy. In recent years, some authors have proposed algorithms to carry
out computations even in the presence of intractable likelihoods (see, e.g., Møller et al. (2006)).
Here we use Approximate Bayesian Computation (ABC) methods (see, e.g., Marjoram et al.
(2003) and Marin and Robert (2007)) to estimate model parameters in Poisson Markov random
fields (PMRF). We describe several variations of ABC algorithms and show how to implement
them in the context of PMRF. Since we have not found any application of sequential ABC
methods in the traffic safety literature, we follow Sisson et al. (2007) to argue that the sequential
ABC algorithm will produce an approximation to the joint posterior distribution of interest.
We illustrate the implementation of the algorithms on a single realization of a simulated dataset
7and also apply it in the spatial analysis of crash data from the city of Tipton, Iowa.
In Chapter 5, we summarize our findings and give some ideas for future work.
8CHAPTER 2. A SMALL DOMAIN APPROACH TO CONSTRUCT
CANDIDATE LISTS OF HAZARDOUS SITES FOR POSSIBLE
IMPROVEMENTS
A paper to be submitted to the Annals of Applied Statistics
Kristian Schmidt, Alicia Carriquiry, Michael Pawlovich
2.1 Abstract
Improving traffic safety is a priority of Departments of Transportation nationwide. Because
every agency faces budgetary constraints, methods to identify those sites with the highest risk
potential and that may respond to interventions are of special importance. The initial objective
of this work is to develop an accurate approach that can be used to construct candidate lists of
intersections for improvement. To do so, the methodology must take into account not only the
estimated expected crash frequency (or crash rate) but also the uncertainties associated with
that estimate. Special difficulties are introduced by the dimension of the data set.
2.2 Introduction
The federally mandated Highway Safety Improvement Program (HSIP) launched in the
1970s required each state to develop and implement highway safety improvement programs to
reduce the number and severity of crashes on all highways (FHWA (1979)). Because every
State agency typically faces budgetary constraints, methods to identify sites with the highest
risk potential and which may respond to interventions are of special importance (Zegeer (1986),
Traffic Institute (1999), TRB (2000)). This is commonly referred to as “network screening”
(e.g., MRI (2003)).
9Many of the state-of-the-practice network screening methods that are used by public agen-
cies on both the state and local levels have existed for the past two or three decades and have
not been updated to reflect recent advances in computing and statistics. For an extensive
discussion of these methods, see (Zegeer (1986); Ogden (1996); H.R. Green (2001); Pawlovich
(2003)). Though all of these methods have proven useful, all can be improved at least with
respect to the identification of high crash locations and each has limitations, as discussed in
the documents which we cite above. Beyond these methods, other techniques have been ex-
plored over the years; some involve adjustments to these state-of-the-practice techniques (e.g.,
Nicholson (1985), Hallmark et al. (2002)) or extensions that explore the use of Geographic
Information Systems (GIS) (Mitra (2009)) or spatial methods (Nicholson (1999); Strauss and
Elder (2003)).
With few exceptions (e.g., Miaou and Song (2005)) most methods that have been recom-
mended for construction of lists of candidate sites rely on estimation of the long-run crash
frequency (or rate) at each site. In fact, in many cases sites are ordered according to the
observed mean crash frequency (or rate) over a few years. While this approach is easy to un-
derstand and implement, it can lead to rankings that are highly dependent on traffic volume or
that do not account for the uncertainty inherent in the estimation of the site’s expected safety.
A Bayesian framework provides a more flexible approach and the opportunity to account for
both the long-term mean safety and the uncertainty around that estimate when constructing
candidate lists.
In the more recent traffic safety literature, there has been discussion of hierarchical modeling
of crashes (e.g., Miaou and Song (2005), Li et al. (2008)) and of the use of Bayesian methods for
estimating model parameters. However, little has been published on Bayesian hierarchical mod-
eling for ranking purposes. Several authors have mentioned using Empirical Bayes (EB) meth-
ods for network screening. Some examples (among many others) include Higle and Witkowski
(1988), Hauer (1996), Persaud et al. (1999), Hauer et al. (2002), and Miranda-Moreno et al.
(2007). In 1996, Hauer introduced the concept of sites with promise (SWiPs) which are sites
that are performing worse than would be expected given site characteristics. To estimate the ex-
pected performance at each site, Hauer advocates the use of EB methods. The Interactive High-
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way Safety Design Model (IHSDM) software, the SafetyAnalyst software, and the ongoing devel-
opment of the Highway Safety Manual (HSM) enable practitioners to identify sites with promise
using EB. Several non-network screening applications of hierarchical Bayesian methods (HBM)
have been explored as well, and most are related to crash analysis or safety concerns (e.g.,
Davis and Yang (2001); Ma and Kockelman (2006); Pawlovich et al. (2006); Xie et al. (2007);
Li et al. (2008) and Ma et al. (2008)).
Miaou and Song (2005) propose a hierarchical modeling approach to rank sites that relies
on estimating the expected safety at each site. The posterior probability of being the worst
site (in terms of safety) among all sites under consideration is a ranking criterion proposed in
the manuscript.
We develop an approach for constructing lists of candidate intersections in the State of Iowa.
The methods we propose are similar to the methods in Miaou and Song (2005) but with some
important differences, in particular where it refers to constructing lists of SWiPs. We use small-
area methods to permit ranking of sites at different levels (type of site, county, administrative
area) that may be of interest to safety experts in State agencies. For example, the analyst
may wish to identify the under-performing sites among the group of sites with specific set of
controls and of a certain class, or she may wish to know whether the worst performing low
volume site is still safer than the worst performing high volume site. Further, the approach
we propose enables the analyst to select the threshold over which a site is declared hazardous
and deserving of a more in-depth engineering evaluation. We evaluate the performance of the
methods we propose using receiver operating characteristic curves (ROC curves). Hanley and
McNeil (1983) introduce a method to test for significant differences between the areas under
two such curves, which permits testing whether one procedure outperforms the other.
One important feature of the model we fit here is the use of explanatory variables to
borrow predictive strength from similar locations within a small area context (see Ghosh and
Rao (1994)). In our study, no information about geographic location (except for administrative
district) is used in the statistical model; instead, a small area (which we will refer to as domain)
includes sites, which - even if geographically distant - share other relevant characteristics such
as surface types, administrative district, number of lanes, and others.
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The work we present here results from an on-going collaboration between the Iowa Depart-
ment of Transportation (IA-DOT) and the Department of Statistics at Iowa State University.
The dataset we use in this analysis was collected by the IA-DOT and includes nine years of
crash information for approximately 160,000 intersections located in rural and urban areas
throughout the State of Iowa. We use the first seven years of data to fit our models and the
last two years to test the predictive ability of the procedures. In addition to daily entering ve-
hicles and crashes we also have information on intersection attributes including location (rural
or urban), average number of lanes in all entering segments, whether a left-turn lane is present,
whether a right-turn lane is present, surface type at the intersection and intersection class (a
full explanation of all covariates in the model can be found in the following chapter).
The overall goal of this work is to develop the methodology to reliably and accurately
construct lists of SWiPs for future improvement. Clearly, the methodology must also provide
an estimate of the uncertainty associated with the probability of inclusion of a site in the
list of SWiPs. Because the IA-DOT carries out periodic evaluations of all facilities, we also
aim for methods that allow for regular updating of information on each site. The dataset we
used includes the same number of years of data for each of about 160,000 intersections. The
approach, however, is easily extensible to the case where different numbers of years of crash
data are available for each site in the IA-DOT records. This would be important if, for example,
some of the sites in the State undergo engineering modifications that are significant enough to
affect the long-term safety of the sites or to clearly alter the attributes of the sites. In that
case, it might be reasonable to begin accumulating crash data for those sites for years following
the intervention and to ignore the site’s performance before the intervention.
We organize this paper as follows. In Section 2.3, we briefly describe the data that have
been collected by the IA-DOT. Section 2.4 establishes notation and describes the statistical
model we fit to these data. Section 2.5 includes results obtained for model parameters and
other quantities as well as model diagnostics. We discuss ranking approaches in Section 2.6,
present results and conclusions as well as an evaluation of the methods in Section 2.7 and
propose some future work in Section 2.8.
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2.3 Data
The dataset provided by the Iowa Department of Transportation consists of records from
163,180 intersections located throughout all 99 Iowa counties. There information about many
covariates in the data set, but a lot of it is very incomplete information. Thus, in cooperation
with the IA-DOT we selected a subset of nine covariates to be included in this analysis (see
Table 2.1). Some of the covariates used in the model are combined from different covariates of
the original data set.
Variable Name Description
DEV Number of daily entering vehicles at an intersection
Intersection Class Categorical variable with the categories institutions, interstate, munici-
pal, State route, US route
Rural Categorical variable with the categories rural, urban
Surface Type Categorical variable with the categories concrete, asphalt, other
Lanes Average number of lanes per approach
Left Logical variable indicating whether left turn lanes are present
Paved Logical variable indicating whether the intersection is paved
Barrier Logical variable indicating whether a barrier is present
District Numerical variable indicating which of the 6 legislative districts in Iowa
the intersection belongs to
Table 2.1 Candidate predictors (covariates) for inclusion in the model
Table 2.2 gives an overview of some summary statistics for the covariates.
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Numerical Variables
Variable Name Min Max Mean Median St.Dev.
DEV 2 206,100 1,891 485 5587
Lanes 1 7 2.066 2 0.41
Logical and Categorical Variables
Variable Name Breakdown
Intersection Class 89% Municipal, 4.9% State, 4.1% US, 1.2% Interstate,
0.3% Institutions
Rural 42% Rural, 58% Urban
Surface Type 42% Asphalt, 25% Concrete, 33% Other
Left 2.3% With left-turn lanes, 97.7% Without
Paved 73% Paved, 27% Unpaved
Barrier 97.1% No barrier, 2.9% Barrier
District 18% District 1, 17% District 2, 16% District 3,
14% District 4, 17% District 5, 18% District 6
Table 2.2 Summary statistics for the explanatory variables
The response variable is the number of annual crashes at an intersection. Here we focus on
all types of crashes combined, but a variable that indicates the severity of each crash (fatal,
injury and property damage only (PDO)). We will use crash data for the years 2001-2007.
Table 2.3 provides a summary of crashes broken down by severity.
Type of Crash Number of Crashes
Fatal 914
Injury 57,997
PDO 118,577
All 177,488
Table 2.3 Reported crashes per category, 2001-2007
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We now need to decide which covariates should be included in the mean model for λijk and
whether λijk denotes the expected number of crashes or the expected crash rate at the site
(in which case the Poisson distribution would most certainly not be an acceptable choice). To
decide whether to model crash frequency or crash rate, it is helpful to compare the rankings
of intersections that result from using observed crash numbers (Table 2.4) and from using the
observed ratios of crashes divided by the number of daily entering vehicles (Table 2.5). The
Intersection No is an internally generated number to identify intersections and does not repre-
sent the ID variable assigned by the DOT.
Rank Intersec- No of Crash Rate Daily Entering
tion No Crashes times 1 Mio Vehicles
1 150225 165 2.30 28,096
2 70485 142 2.10 26,470
3 150223 141 2.72 20,322
149793 141 1.44 38,359
5 150205 140 0.96 57,360
6 150259 133 1.21 43,135
7 155110 132 5.12 10,085
8 149766 123 1.18 40,950
9 150217 120 1.39 33,837
10 150260 117 0.68 67,318
Table 2.4 Ranking using observed crash numbers
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Rank Intersec- Crash Rate No of Daily Entering
tion No times 1000 Crashes Vehicles
1 63539 154.2 1 2.5
158752 154.2 1 2.5
3 68014 154.0 2 5.1
4 9887 77.0 1 5.1
33349 77.0 1 5.1
37512 77.0 1 5.1
7 4798 51.4 2 15.2
8 38773 42.0 3 27.9
9 826 38.5 1 10.2
13042 38.5 1 10.2
Table 2.5 Ranking using observed crash rates
There is large variability among intersections in Iowa in terms of number of crashes and
traffic volume. In some sites where traffic volume is very low, a difference in one or two crashes
can have a large impact on crash rate. Thus, intersections with few crashes (as compared to
other intersections across the State) and ultra-low volumes tend to be ranked among the least
safe. An example is intersection 63539 in Table 2.5 which has only seen one crash in the seven
years of the study, but due to an extremely low number of daily entering vehicles it gets ranked
on top anyway. While relatively speaking, the intersection may be very unsafe given its low
exposure, in terms of number of lives saved it may well be more important to allocate resources
where more crashes (and perhaps more fatalities) occur. We decided to model crash frequency
instead of crash rate given these considerations and also given that all the intersections in Ta-
ble 2.4 exhibited large numbers of crashes and are appear to be those that should be included
in almost any reasonable list of intersections deserving an intervention. The ranking itself,
however, will be based on the posterior κ values, i.e. on an indicator about how much the num-
ber of crashes at an intersections differs from the average number of crashes at similar locations.
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The covariates will enter the model in one of two ways: The categorical variables (as well
as a discretized version of some the numerical ones) determine the domain to which a site
belongs, while traffic volume (DEV ) will be included as a covariate in the model for mean
crash frequency - however, for computational reasons we will divide the actual number of daily
entering vehicles by 10000. Alternatively, we could still fit the model for crash rates (i.e., the
number of crashes divided by the number of daily entering vehicles) but carry out the ranking
using estimated mean crash frequencies.
2.4 Notation and the statistical model
Crash data are counts and include many zeros. We therefore choose a Poisson model for the
observed crash counts. To accommodate the extra-Poisson variability often observed in crash
data, we model the mean of the Poisson distribution as a Gamma random variable. Christiansen
and Morris (1997) suggest the use of such an approach and discuss parameterizations that
permit incorporation of covariate information.
As stated earlier, the main objective of this work is to produce lists of candidate intersections
according to long-run estimated safety. From a practical standpoint, mixing very different
types of sites into a single ranking, or even ranking intersections State-wide into a single list
is not reasonable. The State of Iowa is divided into six geographic districts with their own
administrative and financial structures. Within each district, it is possible to identify various
clusters of intersections defined by intersection attributes. Therefore, we develop a modeling
approach that enables DOT engineers to compare intersections within clusters and districts,
within districts and across clusters and finally across districts and clusters.
To achieve our goal, we adopt a small area/domain estimation approach (see Ghosh and
Rao (1994) for a discussion on small area methods) and define domains using a combination of
geographical location (districts) and intersection attributes (rural/urban, surface type, presence
of a left-turn lane, presence of a right-turn lane, and intersection class). After accounting for all
of these characteristics, we define 162 domains in the State of Iowa (some covariate combinations
were not present in the data, other domains were so small that we combined them with similar
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domains). Intersections within each domain are “similar” at least in terms of some of the
variables that define the areas and thus “borrowing information” across sites within an area is
anticipated to improve estimation for the individual sites.
In this light, the number of crashes y at intersection j in domain i in year k is modeled as
yijk|λijk ∼ Poisson(λijk). (2.1)
The expected crash frequencies, λijk have to be positive and can be modeled using a Gamma
distribution where its mean is assumed to depend on site-specific covariates. This two-level
modeling can accommodate the overdispersion that is often seen in crash data. It is straight-
forward to show that if
y|λ ∼ Poisson(λ), and λ ∼ Gamma(α, β),
then the marginal distribution of crash frequency
f(y) =
∫
λ
f(y, λ)dλ
has the form of a negative binomial distribution.
To incorporate covariate information into the Gamma mean, we follow the approach pro-
posed by Nandram (2000), extending it to include domain-specific and site-specific effects:
λijk|τ, β, xijk, αi, κij ∼ Gamma
(
eτ , eτ−x
T
ijkβ−αi−κij
)
. (2.2)
Here, xijk represents the vector of covariates for intersection j in domain i that is potentially
different for each year j. The vector β is the p-dimensional vector of unknown regression
coefficients associated with the covariates. αi is the domain-level parameter (see an idea by Li
et al. (2008)) and κij is the intersection-level random effect. The parameter τ in (2.2) affects
only the within-site variability in crash frequency over the years, because the expected value
of λijk equals e
xTijkβ+αi+κij and does not depend on τ . Higher values for this parameter are
associated with lower within-site variability of the λijk and thus also lower variance in the
response.
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Christiansen and Morris (1997) discuss the advantages of this model over other plausible
models, even though the incorporation of covariates into the mean of the Gamma distribution
can be challenging. An alternative is the use of a lognormal distribution for the λijk, which has
been used in small-area estimation studies using Bayesian methods by Ghosh et al. (1998) and
also allows for straightforward incorporation of covariate information. While offering more flex-
ibility, this method also has its limitations (Lord and Mannering (2010)) and model estimation
becomes even more complex.
Regardless of the probability model that we choose for the λijk, ’flat’ priors can be used for
the β. For the parameter τ we will use a fairly noninformative logistic prior. This leads to the
following joint prior distribution (Christiansen and Morris (1997), see Nandram and Erhardt
(2004) for justification of y0 = 1):
h(β, τ) ∝ e
τ
(eτ + 1)2
, (2.3)
The use of a more informative hyperprior distribution has also been discussed (Schlueter et
al. (1997)), but for the purpose of this analysis it will be assumed that no prior information is
available about the parameters in the model.
For the domain specific effects, we choose a normal prior with variance w:
p (αi) = N (0, w) . (2.4)
We assume that the intersection-level random effects are exchangeable and generated by a
normal population distribution with unknown variance σ2κ, so that:
p
(
κij |σ2κ
)
= N
(
0, σ2κ
)
. (2.5)
For the variance component σ2κ we select a diffuse Inverse Gamma distribution (u=v small):
p
(
σ2κ
)
= InvGamma (u, v) . (2.6)
It should be noted that due to the large amount of data points, the choice of prior distribu-
tions hardly affects the results - we tried different prior distributions (especially for α’s and σ2κ)
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and found essentially no difference in the results. For the analysis in the following chapters, we
chose u = v = 0.1 and w = 5.
Our interest lies in the posterior distribution of the parameters. Letting G denote the total
number of domains, ni the number of observations in the ith domain, R the number of years in
which observations have been recorded, and letting N denote the total number of observations,
the joint posterior distribution of all model parameters can be written as
p ( λijk, τ, β, αi, κij , σκ|yijk, xijk) ∝
 G∏
i=1
ni∏
j=1
R∏
k=1
p (yijk|λijk)

∗
 G∏
i=1
ni∏
j=1
R∏
k=1
p (λijk|τ, β, xijk, αi, κij)
h(β, τ)( G∏
i=1
p (αi)
) G∏
i=1
ni∏
j=1
p
(
κij |σ2κ
) p (σ2κ)
=
 G∏
i=1
ni∏
j=1
R∏
k=1
λ
yijk
ijk e
−λijk
yijk!

 G∏
i=1
ni∏
j=1
R∏
k=1
λe
τ−1
ijk e
(τ−xTijkβ−αi−κij)eτ e−e
(τ−xTijkβ−αi−κij)λijk
Γ (eτ )

∗ e
τ
(1 + eτ )2
(
1
10
)G
2
exp
(
−
∑G
i=1 α
2
i
20
)(
1
σ2κ
)∑Gi=1 ni
2
exp
(
−
∑G
i=1
∑ni
j=1 κ
2
ij
2σ2κ
)
∗ (σ2κ)−(u+1) exp(− vσ2κ
)
. (2.7)
It is not possible to analytically derive the marginal posterior distributions for each of the
parameters in the model. Instead, we approximate these marginal posteriors using Markov
chain Monte Carlo (MCMC) methods. The Markov chains that have stationary distributions
equal to the posterior distributions of interest are generated by sequentially drawing parameter
values from their posterior conditional distributions. If these are expressible in closed form,
then the Gibbs sampler can be implemented; otherwise, a more flexible algorithm such as the
Metropolis-Hastings (cf. Chib and Greenberg (1995)) algorithm can be employed. Putting all
this information together yields the following conditional distributions:
λijk|yijk, xTijk, β, τ, αi, κij ∝ λyijkijk e−λijkλe
τ−1
ijk e
−λijkeτ−x
T
ijkβ−αi−κijk
= λ
yijk+e
τ−1
ijk exp
[
−λijk
(
1 + eτ−x
T
ijkβ−αi−κij
)]
∼ Gamma
(
yijk + e
τ , 1 + eτ−x
T
ijkβ−αi−κij
)
, (2.8)
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i = 1, ..., G, j = 1, ..., ni, k = 1, ..., R;
τ |xTijk, β, λijk, αi, κij ∝
G∏
i=1
ni∏
j=1
R∏
k=1
exp
([
τ − xTijkβ − αi − κij
]
eτ − λijkeτ−x
T
ijkβ−αi−κij
)
Γ(eτ )
λe
τ
ijk
∗ e
τ
(1 + eτ )2
= exp

Nτ − G∑
i=1
ni∑
j=1
R∑
k=1
xTijkβ −
G∑
i=1
niαi −R
G∑
i=1
ni∑
j=1
κij
 eτ
−
G∑
i=1
ni∑
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i = 1, ..., G;
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To further simplify simulation from these distributions, a slightly different form of (2.9) will
be used, so that exponentiation has to be done as few times as possible, preventing computa-
tional underflow and overflow issues:
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2.5 Computation and diagnostics
Fitting the model described in Section 2.4 to the large number of sites in our dataset can
take very long if a package such as WinBUGS is used. In addition to the large number of
intersections and their corresponding random effects, we include a domain effect with over 160
levels as well as seven years of data. To carry out the calculations required to fit the model in an
efficient manner we decided instead to write our own code using the C programming language.
The program was run on the Linux servers of the Iowa State Department of Statistics. To
perform mathematical and statistical operations, we made use of the free numerical GNU
Scientific Library (Galassi et al. (2010)).
To apply Markov Chain Monte Carlo methods (see Gelman et al. (2004) or
Marin and Robert (2007) for details about MCMC), we need to draw values of all model
parameters (including random effects) from the full conditional distributions. To implement
the Gibbs sampler, the simplest of the MCMC family of methods, the conditional distributions
of all parameters are needed in closed standard form. In our model only the λijk (see (2.8))
and σ2κ (2.13) have conditional distributions in standard form. Thus, for the other parameters -
αi, κij , β, and τ - an algorithm for which the constant of proportionality can remain unknown
has to be used. The Metropolis (-Hastings) algorithm permits drawing a candidate value from
a proposal density (given in standard form) that can either be accepted or rejected with some
probability. Under some conditions, the probability of acceptance has the form of a likelihood
ratio which depends on the previous and proposed values for the parameter in question. The
proposal distributions in this study are chosen to be normal with mean at the previous itera-
22
tion’s outcome and the variance adjusted to ensure sufficient movement of the chain and at the
same time preventing high autocorrelation. The program then runs through Gibbs steps and
Metropolis-within-Gibbs steps for all parameters before starting its next iteration.
Here, every posterior distribution is approximated via three independent chains with 100,000
iterations of which the first 25,000 are discarded as a ’burn-in’. Of the remaining 75,000
only every 750th is used in estimating the λ and κ posteriors in order to (a) prevent the
autocorrelation between subsequent observations from becoming too large and (b) to prevent
the output to include several Gigabytes of data. We run several chains with different starting
values to ensure good convergence and mixing properties.
We implement the standard convergence tests. We attempt to reduce autocorrelation be-
tween draws from the same distribution as much as possible. To ensure that no serious problems
have occurred during simulation, we obtain the Gelman-Rubin-Brooks plots (see Brooks and
Gelman (2007)) for the key parameters to check the corresponding shrink factors and poten-
tially detect violations thereof.
Additionally, we evaluate the performance of this model in terms of its predictive power.
At each iteration, we simulate two additional years of data as
ynew,r ∼ Poisson (λnew,r) , r = 1, 2. (2.15)
These predictions are then evaluated with respect to the observed crash rates for the two years
not used preciously and then compared to na¨ıve predictions obtained by using the crash rates
from the seven years of observations.
Besides this, the model also can be evaluated with respect to how well it describes the
actual data. We are using Receiver Operating Characteristic curves (ROC curves) to compare
the performance of our ranking methods to na¨ıvely ranking the sites by crash numbers in terms
of identifying certain amounts of ‘hazardous’ intersections. These curves are evaluated for a
simulated data set, as it is required to know the ‘real’, underlying crash rates. ROC curves plot
the specificity and sensitivity of a diagnostic test at different threshold values and thus visualize
the tradeoff between having too many false positives and not having enough true positives and
are most commonly used in medicinal studies.
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Hanley and McNeil (1983) give a test statistic for comparing the areas under two ROC
curves as
z =
A1 −A2√
SE21 + SE
2
2 − 2rSE1SE2
, (2.16)
where Ai and SEi (i = 1, 2) are the area under the ROC curve and its standard error, respec-
tively, and r stands for the correlation between A1 and A2. In this paper, we are setting r = 0
to get the most conservative estimate for a p value. The test statistic then can be compared
to a standard normal distribution to get a p value. Hanley and McNeil (1982) and Bradley
(1997) give an approximation for the standard deviation SEi as
ŜEi =
√
Ai (1−Ai) + (nA − 1)
(
Ai/ (2−Ai)−A2i
)
+ (nn − 1)
(
2A2i / (1 +Ai)−A2i
)
nAnN
, (2.17)
where nA is the number of positives in the population (i.e., here the number of hazardous
intersections) and nN the number of negatives (non-hazardous sites).
2.6 Methods for ranking sites
We compare three different approaches for ranking sites using estimated crash frequency
(see Miaou and Song (2005) for some basic ideas). Table 2.6 shows the intersections with the
highest number of observed crashes. Note that the number of crashes falls quite abruptly; the
site ranked 10 exhibited only 69% of the crash frequency that was observed at the highest
ranked intersection.
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Rank Intersec- No of
tion No Crashes
1 150225 165
2 70485 142
3 150223 141
149793 141
5 150205 140
6 150259 133
7 155110 132
8 149766 123
9 150217 120
10 150260 117
Table 2.6 Ranking according to observed crash frequency
It can be seen from this table that intersection #150225 has the highest number of ob-
served crashes during the study period and any sensible ranking method should also place this
intersection at or at least very close to the top. Whether or not these intersections with high
crash numbers are ranked highly according to a particular method might thus act as somewhat
of a measure of how appropriate the ranking method is. However, since inclusion of relevant
site-level covariates into the model is expected to improve the accuracy with which we can
order sites, deviations from the na¨ıve ranking are anticipated.
A first and rather simple approach is to rank the intersections according to the mean
posterior λ produced by the Monte Carlo algorithm (Method I ). By ranking sites by their
estimated long-run average crash frequency, however, we ignore the fact that for some sites,
this expected value is estimated more reliably than for others.
A second and closely related approach is to construct the list of candidate sites using their
expected rank (Method II ). To do so we proceed as follows:
1. In each iteration of the Markov chain algorithm, we rank sites according to the current
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draw of mean crash frequency.
2. We then compute the Monte Carlo mean rank for each site, by averaging the iteration-
level ranks.
Although the two approaches we describe will not result in lists that exhibit much of a difference,
Shen and Louis (1998) recommend the use of the latter idea, as it has been shown to be optimal
under squared error loss, if the rank order is of primary interest - which is the case for this
analysis as indicated earlier. Furthermore, the mean rank is sensitive to the presence of the
large rankings that may occur periodically when the λ for the site has a posterior distribution
with large variance. Therefore, if two sites have the same expected crash frequency, the site
for which the mean frequency is estimated more precisely will tend to be ranked higher than
the site for which the mean frequency is estimated with more uncertainty.
A third method to produce a list of candidate sites considers the actual distributions of
the posterior ranks (Method III ). An approach of this kind was first proposed by Schlueter et
al. (1997) within the empirical Bayes framework and was later elaborated by Miaou and Song
(2005) in the more general Bayes context. Suppose that we wish to identify the worst X sites
(for X equal 20 or 50 or 100 or any other integer value). To do so, we propose computing
the (posterior) probability that each intersection is ranked in the top X, where X can take on
any integer value. This is an extension of the method discussed by Miaou and Song (2005) as
their ‘probability that the site is the worst among all sites considered’ (page 707) idea. In their
formulation, X = 1. This approach for constructing lists of candidate intersections of a given
size not only considers the estimated long-run average crash frequency at each site but also
accounts for the spread of the tails of the posterior distribution of expected crash frequency
(which reflects our posterior uncertainty about the true value of the site’s expected frequency).
Brijs et al. (2007) use a related idea for a sensitivity analysis of their cost function ranking
approach. Geurts et al. (2006) use essentially the same ranking approach as we do to create
their Bayesian Ranking Plots. These are a way to visualize the probabilities of all intersections
to belong to the X most dangerous ones. Our contribution here is the development of a
new method to visualize the most hazardous intersections in a way that allows us to compare
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posterior probabilities for different choices of X simultaneously.
All of the methods described above cannot only be used to produce a list for the λ values, but
we also apply them to the κ’s, which indicate the deviation of a site’s crash rate from what we
would expect at a site with similar characteristics and covariate information. It will ultimately
be that kind of ranking that is of most interest to the Department of Transportation, since
site-specific covariates might not be subject to potential safety improvements, but deviations
might hint at some safety concerns the DOT could actually address.
We give examples of both ranking approaches and it should be noted that especially the
κ rankings can be easily adapted to include not the whole State of Iowa, but only certain
legislative districts (by only including the domains corresponding to that/those district(s) in
the analysis).
In the next section we discuss the results we obtained when producing candidate lists
starting from observed crashes over seven years at almost 165,000 Iowa intersections. We
compare the rankings that result from implementing the three methods and argue that the
extension we propose to the Miaou and Song (2005) approach results in more informative lists
in many cases. We finally discuss ideas about how to choose a suitable X.
2.7 Results
This section is divided into three parts. First, we summarize our findings about the posterior
distributions for the different model parameters. Next, we explore diagnostics to evaluate the
convergence of the used algorithms. Then we focus on the different ranking approaches and
their potential usefulness to produce lists of intersections that are candidates for improvement
- first, we produce a ranking based on the posterior crash rates (λ) only and then we will
rank the sites according to how their crash rates exceed what would be expected based on its
covariates and domain (κ). Finally, we will evaluate the performance of our model using four
additional years of data set aside for this purpose.
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2.7.1 Estimated model parameters
We fitted the model described in Section 2.4 to the total number of crashes at each of the
163,180 intersection over seven years. The posterior distributions of the lowest level model
parameters are displayed in Table 2.7 (we combined the results from several chains running
simultaneously).
Parameter Mean SD 2.5 Quant. 97.5 Quant.
β 0.71 0.01 0.69 0.72
σ2κ 1.83 0.02 1.79 1.86
τ 1.92 0.03 1.86 1.98
Table 2.7 Estimated posterior means, standard deviations, and credible interval bounds for
model parameters
A tight credible interval around the positive mean for β indicates that the number of
daily entering vehicles (DEV) is indeed a covariate with a positive association with crash
frequency, as might have been anticipated. σ2κ, the variance of the κ, is not a parameter of
practical importance in that it does not directly reflect a site-level attribute that is modifiable
via intervention. The hyperparameter τ on the other hand, while not directly interpretable,
indicates the variation introduced by the Gamma distribution (2.2): Bigger values of τ reflect
less year-to-year variation within a site given the values of the covariates.
Table 2.8 gives an overview of the highest α values. Note that domains 128 and 130 share
the same covariates and only differ in the administrative district they belong to. Also, domains
seem to have a better chance of higher α values if not too many intersections belong to them
(provided those intersections were the sites of at least some crashes). Another feature that can
be seen in this table is that the credible intervals are tighter for larger domains than they are
for smaller ones. This was to be expected and shows once more that one should be careful not
to choose domains that are to small, but rather to combine small ones into larger groups.
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Domain # of Obs Mean SD 2.5 Quant. 97.5 Quant.
128 112 -0.53 0.33 -1.23 0.10
130 259 -0.73 0.24 -1.17 -0.26
134 287 -0.84 0.22 -1.30 -0.42
Table 2.8 Estimated posterior means, standard deviations, and credible interval bounds for
domain effects
The mean of all α values weighted by the size of their domains is -3.70; domains with a
higher value can be considered in some sense as more crash prone than the average, while those
with smaller values contribute less crashes to the total number.
The last important hyperparameters to be estimated are the κ values (i.e., random effects).
While we are not giving an overview of these at this point, a detailed analysis follows in
Section 6.4 when we construct the candidate lists. It can be said, however, that the range of
the posterior means for the κij extends from -8.77 to 5.59. Figure 2.1 shows the distribution
of those values and it should be noted that only the highest ranked sites are of interest for the
DOT researchers.
Figure 2.1 Distribution of the mean posterior κ values (Left: All sites, Right: 1000 sites with
the highest values)
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2.7.2 Diagnostics
We carried out the standard tests to monitor the behavior of our Markov chains and to
select the draws from the posterior distributions that would be used to obtain the Monte Carlo
estimates of posterior statistics. Figures 2.2 and 2.3 show the Gelman-Rubin-Brooks plots (see
Brooks and Gelman (2007)) for β, τ , σ2κ and a random selection of α values and can be used
to investigate convergence. Behavior of the chains consistent with convergence is indicated by
values of the statistic approaching 1. Values larger than one suggest that the between-chain
variance is still large relative to the within-chain variance and thus, that the chains have not
yet achieved their common stationary distribution. Both figures suggest that there is little to
be gained (at least in terms of the variability of parameter estimates) by letting the chains run
longer. In the case of the domain effects we can observe that chains appear to converge faster
and mix better for domains areas with many intersections than for those with few sites.
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Figure 2.2 Gelman-Rubin-Brooks plots for σ2κ, τ , and β
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Figure 2.3 Gelman-Rubin-Brooks plots for some of the Random Effects (α’s)
Figure 2.4 shows the chains for some of the parameters and again illustrates the convergence
of the algorithm. One should note that there is still a lot of autocorrelation inherent in some
of the chains, but a lot of it has to be attributed to the high dimensionality of the problem.
However, the chains of the parameters that are of the most interest to the traffic engineers (λ’s
and κ’s) are thinned severely before being analyzed.
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Figure 2.4 σ2κ, τ , and β chains
2.7.3 Constructing candidate lists of sites using the λ values
We now review results obtained when implementing the different ranking methods that we
described in Section 2.6. In this subsection we combine the seven years into one value for each
intersection. Table 2.9 shows the ten sites identified by the posterior mean ranking as having
the highest estimated mean crash frequencies. While the mean λ values in general seem to be
similar to the observed crash frequencies at the corresponding sites, some intersections (here,
most prominently #150205) have estimated values that are lower than what was observed.
33
This shrinkage toward the mean is more apparent in some domains than in others, but occurs
at least in some degree at most of the sites. As Figure 2.5 and Table 2.9 reveal, the estimated
expected crash frequencies at many intersections are shrunk somewhat toward the overall mean,
but is not very pronounced.
Rank Intersection Mean λ Real Crash Na¨ıve
Number Number Rank
1 150225 162.2 165 1
2 70485 142.2 142 2
3 150223 141.0 141 3
4 150205 140.8 140 5
5 149793 139.5 141 3
6 150259 133.1 133 6
7 155110 128.3 132 7
8 149766 123.0 123 8
9 150217 119.4 120 9
10 150260 116.2 117 10
Table 2.9 List of top 10 intersections identified by method I
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Figure 2.5 Comparison of observed crash frequency and mean posterior crash frequency
The next idea is to use posterior expected ranks, i.e. to calculate a ranking for each site in
each iteration and use the Monte Carlo mean of those ranks to construct the list of candidate
intersections. Table 2.10 again shows the ten highest ranked sites using this method. An
interesting feature is that for highly ranked intersections the two methods produce similar
results. While the complete lists are not identical, they only differ marginally. However,
if the ranks are the main interest, Shen and Louis (1998) argue that ranking by posterior
expected rank is optimal under squared error loss, and thus in those cases this method should
be preferred despite being slightly more computer intensive. Figure 2.6 contrasts this approach
with the na¨ıve ranking. Only the first 2000 ranks are shown here in order to allow a closer
look at some of the interesting features of this method. Many ties in the na¨ıve rankings
(using observed frequencies) result in the grid-like pattern that can be noticed along the axis
of abscissae. A potential disadvantage of this approach is that after the ranking of all sites in
each iteration is carried out, much of the information is discarded. The ranks themselves do
not carry information about how far apart the λ’s might be. For example, is site ranked 6 very
different from site ranked 7 or are they both really similar? Therefore, if the actual (expected)
crash numbers are of concern, one might want to consider a different approach (such as the
previous one).
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Figure 2.6 Comparison of na¨ıve crash number ranking with mean posterior ranks, 2000 highest
ranks
Rank Intersection Mean Real Crash Na¨ıve
Number Rank Number Rank
1 150225 1.61 165 1
2 70485 4.28 142 2
3 150223 4.59 141 3
4 150205 4.75 140 5
5 149793 5.22 141 3
6 150259 6.63 133 6
7 155110 8.47 132 7
8 149766 11.24 123 8
9 150217 12.33 120 9
10 150260 14.94 117 10
Table 2.10 List of top 10 intersections identified by method II
We implemented the approach suggested by Miaou and Song (2005) which consists in rank-
ing sites by their probability that the site is worst among all sites considered. Results are shown
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in Table 2.11. An advantage of this approach is that it does not only consider posterior means,
but also the uncertainty about a site’s estimated crash frequency that is reflected in the poste-
rior variance. This approach therefore utilizes more information to produce the candidate lists
than the previous two methods. In the case of Iowa, where hundreds of thousands of sites were
available, the Miaou and Song (2005) method resulted in non-negligible first-place posterior
probabilities for only seven out of 163,180 intersections. The estimated posterior probability
of being least safe for all other sites were so similar as to prevent discrimination among sites.
In order to propose a list of candidate sites that includes more than just the very worst six
sites, we propose that analysts consider ranking sites by the (estimated posterior) probability
that a site is among the X worst intersections, where X can be any integer value. The results
for X = 10 and X = 20 are shown in Tables 2.12 and 2.13. The larger the value of X, the
larger the number of sites with a non-negligible probability of being in the list of the “worst
X” sites. Clearly, as X → N , for N the number of sites in the study, the number of sites on
the candidate list also goes to N . The choice of X, therefore, can depend on externalities such
as the funding available for engineering improvements.
Rank Intersection Posterior Real Crash Na¨ıve
Number Probability Number Rank
1 150225 0.66 165 1
2 70485 0.12 142 2
3 150223 0.07 141 3
149793 0.07 141 3
5 150205 0.05 140 5
6 150259 0.02 133 6
7 155110 0.01 132 7
Table 2.11 List of top 7 intersections identified by method III (X=1)
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Rank Intersection Posterior Real Crash Na¨ıve
Number Probability Number Rank
1 150225 1.00 165 1
2 150223 0.97 141 3
3 70485 0.96 142 2
150205 0.96 140 5
5 149793 0.94 141 3
6 150259 0.84 133 6
7 155110 0.71 132 7
8 149766 0.53 123 8
9 150217 0.44 120 9
10 150260 0.33 117 10
Table 2.12 List of top 10 intersections identified by method III (X=10)
Rank Intersection Posterior Real Crash Na¨ıve
Number Probability Number Rank
1 70485 1.00 142 2
150205 1.00 140 5
150223 1.00 141 3
150225 1.00 165 1
5 149793 0.99 141 3
6 150259 0.98 133 6
7 155110 0.97 132 7
8 150217 0.92 120 9
9 149766 0.89 123 8
10 150260 0.80 117 10
Table 2.13 List of top 10 intersections identified by method III (X=20)
In an attempt to investigate how the choice of different values for X impact the resulting
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rankings and to help determine a “good” choice, we draw Figure 2.7. In the figure, each
curve corresponds to a site. Along the y−axis we plot the estimated posterior probabilities
of being among the worst X sites, for a sequence of values of X given in the x−axis. The
figure shows clearly how the site-level estimated posterior probabilities depend on the different
choices for X. If, as in Miaou and Song (2005) we wish to focus only on the small number of
very dangerous sites, we choose a low value of X and note that, for example for X = 1, one site
really appears to stand out and there are a few more that have probabilities above 5%. As we
increase the value of X, the number of sites that are to be included in the list increases as well.
For example, for X = 20, we find that ten sites already exhibit a probability of inclusion above
80%. Further, the plot also permits seeing, at a glance, that there appear to be groups of sites
that should be included (or excluded) from a candidate list as a group. For example, the top
six sites should definitely be included in any list that pretends to showcase at least the 10 most
deserving sites. Horizontal crosssections might be interesting for some applications providing
a whole new ranking method based on ’the X for which the posterior probability exceeds a
pre-specified value’.
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Figure 2.7 Comparison of different X values for method III - Top X ranking
Some interesting observations can be made when the posterior probabilities are not based
on the mean of the λ values for the seven years but we create rankings for each year. Thus,
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we obtain seven times as many estimations on which we can base our rankings. Figure 2.8
illustrates this idea. There are two main differences to what has been done before: The lines
are a lot smoother which has to be attributed to a larger number of rankings available and one
intersection in particular (#70485) which seems to asymptote to a little over 43% posterior
probability rather than 100%. The reason for this lies in the variability of the crash numbers
over the years (for this intersection, we have 36/13/27/46/5/5/10 crashes, respectively). While
three of those values (thus, 37 ≈ 43%) will be ranked at the top consistently, the other four
years will lead to the rest of the rankings not including this intersection. Plots like this could
also be very valuable as they show fluctuations in the data over the years and might be used
as an indicator of how volatile a high position in the ranking can be.
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Figure 2.8 Comparison of different X values for method III - Top X ranking, years separately
2.7.4 Constructing candidate lists of sites using the κ values
A completely different approach to determining hazardous sites is to put more emphasis on
part (b) of Elvik (2008)’s definition (see Chapter 1) that talks about comparing an intersection’s
crash rate only to similar locations. Given our model, it comes natural to produce a ranking
based on the κ random effect variables, as they are a good indicator of how different a site
performs from other sites in the same domain. Using the posterior distributions of the random
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effect variables, Table 2.14 displays the intersections with the highest mean κ values. One
should always be aware, however, that some of the κ values come with higher uncertainty
than others (especially when different domains are involved and if the domains have very few
intersections), thus a plot such as 2.9 can be very useful as well.
Rank Intersection Mean κ Real Crash
Number Number
1 151177 5.59 83
2 150321 5.41 27
3 150463 5.37 46
4 150371 5.35 50
5 147303 5.34 50
6 78108 5.27 30
7 150411 5.24 39
8 150430 5.23 28
9 150406 5.22 23
10 155110 5.20 132
Table 2.14 List of top 10 intersections identified by method I using κ values
With the exception of one case (#155110), these intersections did not appear in the Top 10
of the λ rankings (Table 2.9), which is no surprise as the latter usually fall in domains that have
high mean crash rates and the random effects account for that. When it comes to applicability,
this allows for a better allocation of funds by the DOT, since the domain an intersection falls
into is usually not a subject to change. Also, since the division into the 162 domains includes
the legislative district a site is located in, separate rankings for each one of those can easily be
derived.
Again, instead of using posterior means to rank sites, we can perform the ranking in every
iteration and then use the mean of those ranks to create a list of the most hazardous intersections
(Method II ). Table 2.15 displays the ten highest ranked sites according to this method. As was
the case in the λ rankings, the intersections on this list are the same as in Table 2.14, although
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the differences in their ordering are slightly more pronounced.
Rank Intersection Mean Rank Real Crash
Number Number
1 151177 3.13 81
2 150321 6.44 27
3 150463 6.66 46
4 150371 7.23 50
5 147303 7.73 50
6 78108 9.05 30
7 150411 9.48 39
8 155110 10.38 132
9 150430 10.44 28
10 150406 11.10 23
Table 2.15 List of top 10 intersections identified by method II using κ values
Method III can also be applied to the random effects in an attempt to utilize more informa-
tion about the uncertainty about the sites’ estimated crash frequencies. Figure 2.9 shows that
the choice of the one most hazardous location is a lot more ambiguous before, since there are
several intersections with non-negligible posterior probabilities of being the Top 1 intersection.
Thus, Table 2.16 already offers a much more detailed list than the corresponding ranking (Table
2.11) did in the λ case.
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Figure 2.9 Comparison of different X values for method III - Top X ranking, using κ values
Rank Intersection Posterior Real Crash
Number Probability Number
1 151177 0.42 81
2 150321 0.19 22
3 150371 0.06 50
150463 0.06 46
5 78108 0.05 30
150406 0.05 23
7 147303 0.04 50
150430 0.04 28
9 150316 0.02 31
150411 0.02 39
Table 2.16 List of top 10 intersections identified by method III using κ values (X=1)
One comment should be made about the κ rankings in general, as one might ask the question
why an intersection such as number 150225, the site with the most crashes (in absolute numbers,
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165), does not appear in the ranking. This is due to the fact that said intersection falls in domain
120 which has a mean crash number of 25.6. Keeping this in mind, even 165 crashes do not
seem so crucial any more.
2.7.5 Model evaluation
A desirable feature of a model besides giving a good explanation of the data is to produce
accurate predictions for the future. For this subsection, the program has been run with seven
years of data and the results are used to predict the following two years. If we compare the
mean posterior predictive crash frequencies from our model to the na¨ıve predictions, the sum of
the squared prediction errors is 115, 762 for our model and 119, 329 for the other one, showing
an improvement of about 3%.
One reason why our gains are not more pronounced is the fact that the available data
does not make full use of the model’s potential. None of the intersections changed its features
enough over the course of the nine years to fall into different domains during the different years
(or at least those changes are not shown in the data set). Thus, the predictions do not seem
to be improved by including the random effects in this case. However, as predictions are a
completely different subject than merely representing the data, this does not devaluate our
model but merely points at the fact that some more work needs to be done when we want to
predict new observations instead of “just” analyzing the data at hand. Also, some of the major
deviations from the model that have huge influence on the sum of squared prediction errors,
are simply caused by other factors not explainable from the data.
The main conclusion that can be drawn from this is that predictions in this data set are often
far from the real crash numbers - this is more pronounced in these high ranked intersections,
but can be observed throughout the complete data set. The reason for this is a high variation
in the crashes over the years without obvious causes in the covariates. Still, we are gaining
some predictive power and more sophisticated prediction methods could be used to improve on
those numbers (e.g., one could introduce a time series approach to model variations in crash
numbers over the seven years and use those results for predictive purposes).
To assess the performance of the methods in terms of distinguishing between hazardous
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and non-hazardous locations and to show why to not just rank intersections according to their
observed crash numbers, we carry out a simulation study. In order to closely resemble the data,
we randomly pick ten domains and use their traffic volume to simulate crash numbers for seven
additional years using the Poisson/Gamma model described above with the other parameters
set approximately at the values obtained in our previous analysis (the distribution of crash
numbers is illustrated in Figure 2.10).
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Figure 2.10 Simulated crash rates for 4437 intersections, cumulated over 7 years
The intersections with the highest underlying crash frequencies (i.e., λ¯ij.) (20%, 15%, and
10%) are then labeled as hazardous. Using na¨ıve ranking and our first ranking method, we
obtain ROC curves that are evaluated via the area under each curve and compared using (2.16).
Figure 2.11 shows this graphically, Table 2.17 presents the p values of the corresponding tests
comparing the areas.
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Figure 2.11 ROC curves for na¨ıve ranking (black) and method I (red), with proportions of
hazardous cases at 20%, 15%, and 10%, respectively
Proportion of p value
Hazardous Sites
10% 0.2118
15% 0.0060
20% 0.0002
Table 2.17 p values for testing against equal areas under the ROC curves
While there is not a significant difference (at an α = 0.05 level) between the areas in the
case of a 10% rate, highly significant differences can be detected for the higher proportions.
This is due to the fact that even the na¨ıve approach performs quite well for sites that have
high crash numbers and thus there is not much room to significantly improve, while the model-
based ranking has a lot more power distinguishing between lower-ranked intersections (where
the na¨ıve approach produces a lot of “ties”, e.g. cannot distinguish between all the intersections
with exactly 1 crash).
Another way to look at this is to compare the (Spearman) rank correlation coefficients
created from both methods with the “real” underlying λ¯ij.. Overall, the Spearman correlation
between the posterior mean and the underlying λ’s is 0.8889 as opposed to 0.6749 in the na¨ıve
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case. We can illustrate the amount of extra information introduced by our model by looking at
the Spearman coefficient between posterior means and the underlying λ’s for fixed na¨ıve crash
numbers. For example, if we only look at intersections without any crashes, that correlation is
still at 0.8172 - for higher crash numbers, this relationship of course gets weaker, but we would
still argue that there are major gains to be made by using a model-based approach like ours
for ranking the sites.
2.8 Conclusions and future work
Crash data present many challenges for analysis. There has been increased support recently
for analyzing these data within a Bayesian framework. But, while ready-to-use software such
as WinBUGS can enable practitioners to fit rather complex models to crash data, the com-
putational time can be prohibitive in problems where the sample size or the dimensionality
of the model parameter vector is large. In our application, we had almost 165,000 sites to
consider and for each we had several years of observation. To account for the correlation be-
tween observations taken at the same site over different years, the model has to include 165,000
site-level random effects (or rather, one random effects vector with 165,000 elements). The
time required to fit a model of dimensionality 165,000 thus is much larger than in the simpler
case when random effects only have been fitted for the small domains and seven years of data
have been combined into one value per site. One of the objectives of this work was to provide
software to the Iowa DOT so that they can periodically update the list of promising sites as
more information becomes available. We therefore spent a fair amount of effort in trying to
reduce the computational burden.
We propose that rankings be carried out using the posterior probability for each site of
being among the X worst performing sites, where the choice of the threshold X is dictated
by other considerations. Here, we combined crashes of different severities, but analysts will
eventually wish to develop a multivariate model for different severities when constructing the list
of promising sites. One shortcoming of just fitting the above model three times for the different
types instead of developing a multivariate model is that we would be assuming implicitly that
crash frequencies by severity are independent even if observed at the same site. Examples for
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multivariate crash frequency models include Ma and Kockelman (2006), Ma et al. (2008), Brijs
et al. (2004) and Song et al. (2006). We are also currently working on an implementation of a
multivariate Poisson/Gamma model extending the approach described in this paper to include
different crash severities and model them simultaneously.
Here, we have considered the special case where every site has the same number of years of
observation. It is likely that in some situations, some sites will have been observed longer than
others. It should be a rather straightforward matter to extend the model described in Section
2.4 so that unequal numbers of observations for each site are used for analysis.
Also, as mentioned earlier, one could certainly use different priors on the parameters than
the ones we specified in Section 2.4 - however, as we found almost no differences in the resulting
chains due to the high number of observations, the prior choice is of less interest in our case
than it might be in applications with much lower case numbers.
One feature of our model is that it permits constructing candidate site lists at different
levels of aggregation. For example, we can produce one list that includes all sites in the State
of Iowa. But decisions to implement counter-measures are often made at the regional level
(for example, at the level of administrative districts) or even at the level of a county. If so,
then it is also useful to be able to rank sites within the region of interest. In our approach we
went one step further and constructed small domains that are defined not only by geographic
location (district) but also by site characteristics. The motivation for this is the belief that
exposure and therefore crash frequency is associated to site attributes beyond traffic volume,
such as geometry, pavement type, class of facility and other features. We defined 162 domains
by grouping all sites that shared similar attributes and by so doing enable practitioners to
produce rankings within these groups (or combinations of them). By exploring whether groups
defined by specific attributes have a higher proportion of under-performing sites, practitioners
can focus on devising counter-measures that can diminish the effect of those attributes on
safety.
In this work, we have not included a spatial structure in the model to account for the
potential correlation in safety among sites that are located nearby. Some work along this line
has been published (e.g., Miaou and Song (2005)), but we believe that the type of spatial
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model most appropriate for our application would be an anisotropic model, where correlation
is dependent on both distance between sites and direction. We are beginning to investigate
whether it is possible to define a spatial correlation structure that corresponds to corridors along
which intersections are located. In Iowa, where roadways are mostly organized on a regular
grid, factors such as the position of the sun which can interfere with drivers’ sight when going
east or west, can be considered when constructing an anisotropic spatial covariance model.
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CHAPTER 3. A MULTIVARIATE POISSON/GAMMA APPROACH
WITH TWO- AND THREE-WAY COVARIANCE STRUCTURE TO
CONSTRUCT CANDIDATE LISTS FOR DIFFERENT SEVERITIES
A paper to be submitted
Kristian Schmidt, Alicia Carriquiry, Michael Pawlovich
3.1 Abstract
Methods to identify those sites with the highest risk potential and that may respond to
interventions are of special importance, because every agency faces budgetary constraints.
After focusing prior research on the inclusion of covariates and specific ranking methods, we
add a multivariate component to a Poisson/Gamma model we previously developed to account
for different crash severities (i.e., fatal, injury, property damage only). Simultaneously modeling
different severities preserves the correlation structure in the data and also allows for “borrowing
strength” between different severity types (i.e., we are able to model rarely occurring fatal
crashes with less uncertainty and bias than in the univariate case). In contrast to many other
authors, we introduce a model that allows for two- and three-way covariance structures.
3.2 Introduction
Crash data can be used to identify sites that are “promising” (Hauer (1996)). A site with
promise is one that can potentially be improved through interventions. Here we consider a
multivariate approach to create lists of “hazardous sites”.
Elvik (2008) defines a hazardous road location as “any location that has a higher expected
number of accidents than other similar locations as a result of local risk factors”. The first
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step in identifying these locations is commonly referred to as “network screening” and is then
followed by diagnosis and countermeasure selection as well as an eventual countermeasure
evaluation. In Chapter 2, the authors focus on the network screening and ranking aspects of
this process, as does this paper, extending the original model to include a multivariate approach.
An extensive discussion of network screening methods can be found in the literature, see e.g.
Zegeer (1986), Ogden (1996), H.R. Green (2001), Pawlovich (2003).
The use of Bayesian modeling in traffic safety is becoming increasingly popular, with exam-
ples for Empirical Bayes (EB) methods including (among many others) Higle and Witkowski
(1988), Persaud et al. (1999), Hauer (1996) and Hauer et al. (2002). Hierarchical modeling
(HB) in traffic safety is found, for example, in the works of Miaou and Song (2005), Li et al.
(2008) and the previously mentioned Chapter 2, with some non-network screening applications
of HB methodology including Davis and Yang (2001), Ma and Kockelman (2006), Ma et al.
(2008), Pawlovich et al. (2006) and Xie et al. (2007).
Much of the research has focused on modeling crashes as a univariate response, by combining
crashes of different severities, even though fatal crashes or those leading to major injuries are
more costly than crashes with only property damage. Thus, it may be important to model
crash numbers in a multivariate fashion, to include other sources of information, such as the
correlation between crashes of different severities.
The methods used for this type of analyses can usually be classified into one of two cate-
gories: (a) Those that introduce correlation between different types of crashes as latent effects
(or through multivariate CAR priors) and (b) those that use multivariate extensions of the
Poisson distribution to model the correlation structure at the data level. Both views have their
advantages and restrictions.
Tunaru (2002), Ma et al. (2008), Song et al. (2006) (who also introduce a spatial compo-
nent), El-Basyouny and Sayed (2009), and Park and Lord (2007) (applying an idea by Chib
and Winkelmann (2001)) are all examples of the former approach and model the crash rates
as Poisson variables and then introduce severity-specific latent effects which, in turn, are as-
sumed to follow a multivariate Lognormal distribution (or, in the case of Song et al. (2006),
they use a more sophisticated multivariate conditional autoregressive (CAR) prior). Utilizing a
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related approach is the paper by Ye et al. (2009) who use unobserved heterogeneities to model
the correlation between crash rates of six different severities by fitting a system of six interre-
lated simultaneous equations. Zhao and Kockelman (2002), Boucher et al. (2009), Winkelmann
(2003) and others give examples of a multivariate negative binomial (MVNB) model which also
introduces correlation through a (common) random effect.
On the other hand, other authors make use of the Multivariate Poisson distributions that are
discussed by Mahamunulu (1967) and Johnson et al. (1997) and more recently by Karunanayake
(2007). To our knowledge, however, none of the applications so far have utilized the fully
structured covariance model described in those papers; even though Karunanayake (2007)
describes the model in some depth, she then decides to use simpler covariance structures in her
analyses. Additionally, her model does not include any covariates. Loukas and Papageorgiou
(1991), Tsionas (1999) and Ma and Kockelman (2006) (in a crash data setting) have restricted
covariances to a common term for all severities which is very restrictive and does not allow for
any correlation to be modeled between a subset of the responses. This is one of the problems
with the multivariate Poisson model pointed out by Park and Lord (2007), but others have
proposed a more general structure allowing for specific correlations for any two way combination
of responses and addressing this concern. Karlis and Meligkotsidou (2005) and Brijs et al.
(2004) discuss this approach and Brijs et al. (2007) apply a two-way correlation idea in a crash
frequency modeling setting. The latter use a slightly different structure and do not incorporate
covariates into their model. Also, Bermu´dez and Karlis (2011) recently applied the multivariate
Poisson model to insurance rate making. Even though they are quite flexible, most of these
approaches still do not make full use of the structure described in Johnson et al. (1997). Li
et al. (1999) also mention the fully structured model but for simplicity decide to use only one
common term for all severities as well. We propose a model that allows for two- and three-way
covariance terms.
Karlis and Meligkotsidou (2007) (and parts of Karunanayake (2007)) propose the use of
finite mixtures of multivariate Poisson distributions to allow for negative correlations between
responses. Here we do not discuss possible extensions of the two- and three-way covariance
multivariate Poisson distribution to mixture models, but a modification to implement the
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methods discussed in these papers should be rather straightforward. Also, the inclusion of
covariates through a Gamma structure already gives a lot of flexibility to our model.
We organize this paper as follows. In Section 3.3, we describe the univariate as well as
two versions of our multivariate model and establish their hierarchical structure. We also
introduce notation. In Section 3.4, we briefly discuss computational considerations and caveats.
Section 3.5 presents results and is divided into two subsections: We first fit the model using
simulated data to establish its validity and then use data collected by the Iowa Department of
Transportation (Iowa DOT) of crashes of different severities for Polk County, Iowa. In Section
3.6, we present conclusions and ideas and proposals for future work.
3.3 The model
3.3.1 The univariate Poisson/Gamma model
In Chapter 2, we introduce a univariate Poisson/Gamma structure to model crash rates.
We combine intersections that share certain attributes (rural/urban, surface type, presence of
left-turn lanes, etc., as well as some geographical information) to form small domains. This
allows for ”borrowing of information” across sites within a domain to improve estimation for
crash rates among similar sites.
We then model the number of crashes y at intersection j in domain i for year k as
yijk|λijk ∼ Poisson(λijk), (3.1)
and to incorporate the covariate information as well as site-specific random effects, we extend
the approach proposed by Nandram (2000):
λijk|τ, β, xijk, αi, κij ∼ Gamma
(
eτ , eτ−x
T
ijkβ−αi−κij
)
, (3.2)
where xijk represents the vector of covariates for intersection j in domain i that is potentially
different for each year k. The vector β is the vector of unknown regression coefficients associated
with the covariates (in our application, it is one-dimensional, but the extension to higher
dimensions is straightforward). Parameter αi is the domain-level parameter and κij is the
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intersection-level random effect. The parameter τ in (3.2) affects only the within-site variability
in crash frequency over the years, because the expected value of λijk equals e
xTijkβ+αi+κij and
does not depend on τ .
We then use the following hierarchical structure and prior distributions to complete the
model:
h(β, τ) ∝ e
τ
(eτ + 1)2
, (3.3)
p (αi) = N (0, w) , (3.4)
p
(
κij |σ2κ
)
= N
(
0, σ2κ
)
, (3.5)
p
(
σ2κ
)
= InvGamma (u, v) , (3.6)
where u and v are small and w is fairly large to introduce little information via the priors.
The joint posterior distribution as well as the conditional distributions that are used to
implement Markov Chain Monte Carlo algorithms can be found in Chapter 2, but for most
cases do not differ much from their counterparts in the multivariate model described in the
following sections.
3.3.2 The trivariate Poisson distribution
The bivariate Poisson distribution is defined rather consistently throughout literature (John-
son et al. (1997)). For y1, y2 a pair of Poisson random variables,
Pr (Y1 = y1, Y2 = y2) = e
−(θ1+θ2+θ12)
min(y1,y2)∑
i=0
θy1−i1 θ
y2−i
2 θ
i
12
(y1 − i)!(y2 − 1)!i! . (3.7)
In three (or more) dimensions, we can consider different variations of trivariate Poisson
distributions. Loosely following the notation of Karunanayake (2007), a trivariate Poisson dis-
tribution can be constructed from seven independent univariate Poisson distributions as follows:
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Y1 = ZA + ZAB + ZAC + ZABC
Y2 = ZB + ZAB + ZBC + ZABC
Y3 = ZC + ZAC + ZBC + ZABC , (3.8)
where the Zh follow independent univariate Poisson distributions with parameters θh for h ∈
{A,B,C,AB,BC,AC,ABC}. ZA, ZB, and ZC can then be viewed as the the components
that are specific to one of the dimensions of the response, while the other Zh stand for common
elements of two or all three of the dimensions. We refer to this model as the two/three-way
model.
The covariance of the vector Y = [Y1, Y2, Y3]
T conditional on the θh can then be written as
Σ =

θA + θAB + θAC + θABC θAB + θABC θAC + θABC
θAB + θABC θB + θAB + θBC + θABC θBC + θABC
θAC + θABC θBC + θABC θC + θAC + θBC + θABC
 . (3.9)
This matrix can be shown to be positive definite, and thus, a valid covariance matrix - note
that all θh are positive by definition since they are being generated by a Gamma distribution
(cf. (3.2)), so then:
xTΣx =x21 (θA + θAB + θAC + θABC) + 2x1x2 (θAB + θABC) + 2x2x3 (θBC + θABC)
+ x22 (θB + θAB + θBC + θABC) + x
2
3 (θC + θAC + θBC + θABC) + 2x1x3 (θAC + θABC)
=θAx
2
1 + θBx
2
2 + θCx
2
3 + θAB
(
x21 + 2x1x2 + x
2
2
)
+ θAC
(
x21 + 2x1x3 + x
2
3
)
+ θBC
(
x22 + 2x2x3 + x
2
3
)
+ θABC
(
x21 + x
2
2 + x
2
3 + 2x1x2 + 2x1x3 + 2x2x3
)
=θA (x1)
2 + θB (x2)
2 + θC (x3)
2 + θAB (x1 + x2)
2 + θAC (x1 + x3)
2 + θBC (x2 + x3)
2
+ θABC (x1 + x2 + x3)
2
>0 ∀ x ∈ R3 \ (0, 0, 0)T . (3.10)
The model with a single common covariance term can be viewed as a special case of (3.8),
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where ZAB = ZAC = ZBC = 0, i.e.
Y1 = ZA + ZABC
Y2 = ZB + ZABC
Y3 = ZC + ZABC . (3.11)
We denote this as a three-way model. The two-way covariance model is obtained in the case
where ZABC = 0:
Y1 = ZA + ZAB + ZAC
Y2 = ZB + ZAB + ZBC
Y3 = ZC + ZAC + ZBC . (3.12)
Johnson et al. (1997) derive the trivariate Poisson distribution for (3.8) as the limiting
distribution of a trivariate binomial experiment. We present the probability mass function
with the reparameterization suggested in their work:
Pr (Y1 = y1, Y2 = y2, Y3 = y3|θA, θB, θC , θAB, θBC , θAC , θABC)
= exp [− (θA + θB + θC)− (θAB + θBC + θAC)− θABC ]
×
∑
(a,b,c,m)∈M
[{m! (a−m)! (y1 − a− c+m)! (b−m)! (y2 − a− b+m)! (c−m)!
× (y3 − b− c+m)!}−1 × θmABCθa−mAB θy1−a−c+mA θy2−a−b+mB θb−mBC θc−mAC θy3−b−c+mC
]
, (3.13)
where the set M is defined as
M˜ =
{
(a, b, c,m) ∈ N40 : (a ≤ min (y1, y2)) ∧ (b ≤ min (y2, y3)) ∧ (c ≤ min (y1, y3))
∧ (m ≤ min (a, b, c))} . (3.14)
While using a slightly different parameterization, Karunanayake (2007) points out that
certain restrictions need to be applied to the summands in order to prevent negative terms
within the factorials. For our formulation, this means that we need to restrict the set M to:
M = M˜ ∩ {(a, b, c,m) ∈ N40 : (a+ c ≤ y1 +m) ∧ (a+ b ≤ y2 +m) ∧ (b+ c ≤ y3 +m)} .
(3.15)
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3.3.3 The trivariate Poisson/Gamma model
Karunanayake (2007) introduces simplifications of the model described in the previous
section (essentially, she decides to model only certain parts of the covariance structure). Here,
we will use the full probability mass function at the highest level of our hierarchical model and
keep most of the other structure in the hierarchy the same as it was in the univariate case. That
is, for each of the seven θh vectors, we use independent Gamma distributions with parameters
as before, with the only difference being that the other parameters in the model also need to
be indexed by h. The prior and hyperprior distributions are also the same as in the univariate
case:
θijkh|τh, βh, xijk, κijh ∼ Gamma
(
eτh , eτh−x
T
ijkβh−κijh
)
, (3.16)
h(βh, τh) ∝ e
τh
(eτh + 1)2
, (3.17)
p
(
κijh|σ2κ,h
)
= N
(
0, σ2κ,h
)
, (3.18)
p
(
σ2κ,h
)
= InvGamma (u, v) . (3.19)
Later in this paper, we put an additional restriction on the site-level effects (κ’s), but in order
to develop joint and conditional distributions, we use this (flexible) structure.
Letting G denote the total number of domains, ni the number of observations in the ith
domain, R the number of years of observations, and N the total number of observations, the
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joint posterior distribution can be written up to a normalizing constant as
p
(
θ, τ, β, κ, σ2κ|y1, y2, y3, X
)
∝
 G∏
i=1
ni∏
j=1
R∏
k=1
Pr (Yijk1 = yijk1, Yijk2 = yijk2, Yijk3 = yijk3|θijk)

×
 G∏
i=1
ni∏
j=1
R∏
k=1
7∏
h=1
p (θijkh|τh, βh, xijk, κijh)
( 7∏
h=1
pi (τh, βh)
)
×
 G∏
i=1
ni∏
j=1
7∏
h=1
p
(
κijh|σ2κ,h
)( 7∏
h=1
p
(
σ2κ,h
))
∝
 G∏
i=1
ni∏
j=1
R∏
k=1
{
exp
[
−θ(1)ijk − θ(2)ijk − θijkABC
]
×
∑
(a,b,c,m)∈M
[{m! (a−m)! (yijk1 − a− c+m)! (b−m)! (yijk2 − a− b+m)! (c−m)!
× (yijk3 − b− c+m)!}−1
× θmijkABCθyijk1−a−c+mijkA θ
yij2−a−b+m
ijkB θ
a−m
ijkABθ
c−m
ijkACθ
b−m
ijkBCθ
yijk3−b−c+m
ijkC
]})
×
 G∏
i=1
ni∏
j=1
R∏
k=1
7∏
h=1
θe
τh−1
ijkh e
(τh−xTijkβh−κijh)eτhe−e
(τh−xTijkβh−κijh)θijkh
Γ (eτh)
( 7∏
h=1
eτh
(1 + eτh)2
)
×
7∏
h=1
( 1
σ2κ,h
)∑Gi=1 ni
2
exp
(
−
∑G
i=1
∑ni
j=1 κ
2
ijh
2σ2κ,h
)(
σ2κ,h
)−(u+1)
exp
(
− v
σ2κ,h
) ,
(3.20)
where θijk = {θijkA, θijkB, ..., θijkABC}, θ(1)ijk = θijkA+θijkB+θijkC , and θ(1)ijk = θijkAB+θijkAC+
θijkBC .
Direct simulation from this distribution is impossible and it is also not feasible to derive the
marginal posterior distributions for each of the parameters in the model. We want to approxi-
mate the marginal posteriors using Markov Chain Monte Carlo (MCMC) methods. Equation
(3.20) can be used to obtain the conditional distributions, some of which are expressible in
closed form while others are not. Most of the distributions are, by construction, very similar to
those in Chapter 2, but the θijkh deserve special attention. It should also be noted that in the
previous paper we introduced the additional domain-level parameter α (cf. Section 2.4), while
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in this paper, all covariates enter through the matrix X ∈ RN×l. The conditional distributions
then are of the following forms:
θijkh|yijk1, yijk2, yijk3, xTijk, βh, τh, κijh
∝ exp [−θijkh]
∑
(a,b,c,m)∈M
[{(a−m)! (yijk1 − a− c+m)! (b−m)! (yijk2 − a− b+m)!
× m! (yijk3 − b− c+m)! (c−m)!}−1 θmijkABCθyijk1−a−c+mijkA θ
yij2−a−b+m
ijkB
× θb−mijkABθc−mijkACθb−mijkBCθ
yijk3−b−c+m
ijkC
]
θe
τh−1
ijkh e
−e(τh−x
T
ijkβh−κijh)θijkh , (3.21)
i = 1, ..., G, j = 1, ..., ni, k = 1, ..., R, h = 1, ..., 7;
τh|X,βh, θijkh, κijh
∝ e
τh
(1 + eτh)2
G∏
i=1
ni∏
j=1
R∏
k=1
exp
([
τ − xTijkβh − κijh
]
eτh − θijkheτh−x
T
ijkβh−κijh
)
Γ(eτh)
θe
τh
ijkh
= exp

Nτh − G∑
i=1
ni∑
j=1
R∑
k=1
xTijkβh −R
G∑
i=1
ni∑
j=1
κijh
 eτh − G∑
i=1
ni∑
j=1
R∑
k=1
θijkhe
τh−xTijkβh−κijh

× e
τh
∏G
i=1
∏ni
j=1
∏R
k=1 θ
eτh
ijkh
(1 + eτh)2 [Γ(eτh)]N
, (3.22)
h = 1, ..., 7;
βh|X, τh, θijkh, κijh
∝
G∏
i=1
ni∏
j=1
R∏
k=1
exp
[
−xTijkβheτh − θijkheτh−x
T
ijkβh−κijh
]
= exp
−eτh
G∑
i=1
ni∑
j=1
R∑
k=1
xTijkβh −
G∑
i=1
ni∑
j=1
R∑
k=1
θijkhe
τh−xTijkβh−κijh
 , (3.23)
h = 1, ..., 7;
κijh|X, τh, θijkh, βh, σ2κ,h
∝
R∏
k=1
exp
[
−κijheτh − θijkheτh−x
T
ijkβh−κijh
]
exp
[
− κ
2
ijh
2σ2κ,h
]
= exp
{
−eτhRκijh −
R∑
k=1
θijkhe
τh−xTijkβh−κijh − κ
2
ijh
2σ2κ,h
}
, (3.24)
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i = 1, ..., G, j = 1, ..., ni, h = 1, ..., 7;
σ2κ,h|κijh ∝
( 1
σ2κ,h
)∑Gi=1 ni
2
exp
(
−
∑G
i=1
∑ni
j=1 κ
2
ijh
2σ2κ,h
)(σ2κ,h)−(u+1) exp
(
− v
σ2κ,h
)
∼ InvGamma
∑Gi=1 ni
2
+ u, v +
1
2
G∑
i=1
ni∑
j=1
κ2ijh
 , (3.25)
h = 1, ..., 7.
3.3.4 The trivariate Poisson/Gamma model with common random effects across
severities
One of the strengths of modeling the crashes of different severities simultaneously is the
possibility of creating a multivariate structure that allows for “borrowing information” across
crashes of different severities. For example, if crashes exhibit correlation across severities,
we could use the information on number of PDO crashes (which are frequent) to get better
estimates for the rates of fatal crashes (which are rare). Fatal crashes are viewed as more
important by traffic engineers. While there are different ways to accomplish our goal, we
decided to do so by setting all κijh = κij , i.e. letting the random effects be the same across all
severity combinations. We are thus assuming that the site-specific effect influences all seven θ’s
in the same way. We argue that if the assumption holds, then this simplification can improve
our predictions considerably relative to a univariate approach. Conversely, if there is reason to
believe that the site effect is different across severities, we should not make use of this approach.
Combining the random effects over the severity categories affects only the conditional dis-
tribution of the κ’s (besides removing the h index from κ in the other conditionals):
κij |X, τh, θijkh, βh, σ2κ,h ∝
R∏
k=1
7∏
h=1
exp
[
−κijeτh − θijkheτh−x
T
ijkβh−κij
]
exp
[
− κ
2
ij
2σ2κ
]
= exp
{
−
7∑
h=1
eτhRκij −
R∑
k=1
7∑
h=1
θijkhe
τh−xTijkβh−κij − κ
2
ij
2σ2κ
}
. (3.26)
i = 1, ..., G, j = 1, ..., ni;
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3.4 Computation
While a Bayesian MCMC package such as JAGS or OpenBugs could be used to fit the
model described above, the extensive calculations (especially when it comes to the summations
introduced by the trivariate Poisson distribution) justify writing C code. More specifically,
we used the free numerical GNU Scientific Library (Galassi et al. (2010)). We need to draw
values of all model parameters from the full conditional distributions. For those conditional
distributions that are given in standard form - only (3.25) in this case - we use a simple Gibbs
sampler. In the cases of (3.22), (3.23) and (3.24), we can use the same Metropolis-Hastings
algorithm described in Chapter 2 with a symmetric proposal distribution. For a more in-depth
review of this algorithm, see Chib and Greenberg (1995) or any current standard textbook on
Bayesian methodology. However, if we want to use a Metropolis-Hastings type algorithm for the
θijkh, a symmetric proposal distribution cannot be used since these parameters are restricted
to be positive.
To draw proposal values θijkh,new, we use a Gamma distribution that is centered approx-
imately at the draw from the last iteration and that has approximately the same variance
regardless of the value:
θijkh,new ∼ Gamma
(
θ2ijkh,old + 0.1, θijkh,old
)
. (3.27)
Occasionally, the proposal distribution leads to extremely high draws, but those are rejected by
the algorithm in the next step. Since the distribution is not exactly centered around θijkh,old
(or, in fact, because it is not symmetric around that value), we need to adjust the acceptance
ratio by including the distribution from (3.27):
r = min
(
1,
p (θijkh,new)
p (θijkh,old)
q (θijkh,old|θijkh,new)
q (θijkh,new|θijkh,old)
)
, (3.28)
where p is the conditional distribution from which we are trying to simulate (i.e., (3.21)) and q is
the density of the proposal distribution (3.27). We note that (3.27) can lead to low acceptance
rates when θijkh is close to zero, but the chain still moves and this seems to be only a minor
issue.
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3.5 Results
We divide the Results section into two parts. First, we compare the performance of our
modeling approach to simpler alternatives using simulated data. While we did not assess
the expected performance under repeated sampling (as we would in a standard simulation
experiment) results do suggest that at least for the simulated dataset described here, there is a
predictive advantage associated with the full trivariate model. The two alternative formulations
were the standard univariate modeling approach that analyzes crashes of different severities
independently and the simplified multivariate Poisson model that allows fitting only the two-
way correlations. In the second sub-section, we analyze crash data from Polk County that were
obtained from the Iowa Department of Transportation.
3.5.1 Simulated data
Using the structure described in Sections 3.3.2 and 3.3.3, we simulate crash data for seven
years and 1000 intersections (the parameter values used can be found in Table 3.2 or obtained
from the authors). We use six independent covariates (plus an intercept). The resulting severity
frequencies are shown in Table 3.1.
Severity Number of Crashes
Severity 1 7,046
Severity 2 4,304
Severity 3 1,807
All 13,157
Table 3.1 Simulated crashes
The correlation matrix for all crashes by severity is of the form:
Corr ((y1 y2 y3)) =

1.00 0.74 0.48
0.74 1.00 0.50
0.48 0.50 1.00
 . (3.29)
62
The conservation of the correlation structure in (3.29) when creating posterior predictive
distributions is one of the major topics in Section 3.5.1.3.
3.5.1.1 Estimated posterior distributions
Table 3.2 shows a summary of the posterior distributions for the lowest level model pa-
rameters. Almost all the credible intervals cover the true parameter values. Some additional
observations follow.
Markov chains in the regression coefficients β appear to converge to stationary distributions
that approximate the marginal posteriors. Only in one case (β3,AC), the credible interval
does not cover the true value and even then the latter lies very close to the interval bound.
Frequencies of severity categories with smaller crash numbers (such as C and BC ) about which
the data contain little information are harder to predict, and thus, the corresponding credible
intervals are wider than for the categories with bigger numbers (such as A and AB). The κ
values also appear to be estimated reasonably well since Eˆ
(
σˆ2k|y
)
is close to its true value of
0.25.
Parameters τ that reflect the within-site variability in crash frequencies cannot be estimated
correctly due to a partial lack of identifiability in the data. In particular, for crash severities
that are not well represented in the data, the draws of τ from the conditional distributions do
not appear to converge to the posterior distribution. When the true values of θ were inserted
into the calculations, the draws of τ immediately converged to the posterior distributions,
suggesting that crash frequencies provide information about θ or τ , but not both. On the
bright side, however, it appears that as long as the estimated posterior mean of τ is not very
small (causing high variation in the responses), the estimate has little effect on the predictive
ability of the model.
3.5.1.2 Comparison with univariate Poisson/Gamma model
We now compare the posterior distributions for the crash frequencies from our multivariate
model with those obtained by separately fitting the univariate model described in Section 3.3.1
63
Parameter Mean SD 2.5 Quant. 97.5 Quant. True value Covered?
β0,A -2.98 0.08 -3.12 -2.80 -3.00 Yes
β0,B -3.98 0.13 -4.21 -3.74 -4.00 Yes
β0,C -4.14 0.26 -4.74 -3.79 -4.00 Yes
β0,AB -3.04 0.08 -3.18 -2.90 -3.00 Yes
β0,BC -4.01 0.29 -4.60 -3.48 -4.00 Yes
β0,AC -3.87 0.13 -4.17 -3.69 -4.00 Yes
β0,ABC -2.85 0.13 -3.06 -2.57 -3.00 Yes
β1,A 3.04 0.12 2.78 3.25 3.00 Yes
β1,B 2.64 0.21 2.22 3.04 2.50 Yes
β1,C 0.10 0.46 -0.72 1.13 0.50 Yes
β1,AB 2.56 0.10 2.37 2.76 2.50 Yes
β1,BC 0.40 0.45 -0.45 1.15 0.50 Yes
β1,AC 1.51 0.18 1.16 1.83 1.50 Yes
β1,ABC 0.90 0.19 0.54 1.22 1.00 Yes
β2,A 0.49 0.06 0.37 0.61 0.50 Yes
β2,B 0.46 0.14 0.15 0.68 0.50 Yes
β2,C 0.74 0.22 0.38 1.21 0.50 Yes
β2,AB 0.37 0.10 0.20 0.57 0.50 Yes
β2,BC 0.40 0.25 -0.09 0.93 0.50 Yes
β2,AC 0.62 0.15 0.33 0.87 0.50 Yes
β2,ABC 0.29 0.12 0.07 0.53 0.50 Yes
β3,A -0.46 0.07 -0.60 -0.32 -0.50 Yes
β3,B -0.59 0.13 -0.84 -0.35 -0.50 Yes
β3,C -0.44 0.28 -0.96 0.15 -0.50 Yes
β3,AB -0.57 0.08 -0.74 -0.42 -0.50 Yes
β3,BC -0.40 0.26 -0.83 0.15 -0.50 Yes
β3,AC -0.90 0.16 -1.16 -0.51 -0.50 No
β3,ABC -0.59 0.13 -0.86 -0.31 -0.50 Yes
β4,A 0.45 0.06 0.33 0.56 0.50 Yes
β4,B 0.52 0.11 0.29 0.72 0.50 Yes
β4,C 0.80 0.28 0.30 1.31 0.50 Yes
β4,AB 0.37 0.07 0.23 0.51 0.50 Yes
β4,BC 0.50 0.23 -0.05 0.96 0.50 Yes
β4,AC 0.29 0.16 -0.02 0.58 0.50 Yes
β4,ABC 0.53 0.11 0.31 0.73 0.50 Yes
β5,A -0.46 0.07 -0.61 -0.33 -0.50 Yes
β5,B -0.50 0.13 -0.74 -0.24 -0.50 Yes
β5,C -0.54 0.31 -1.22 -0.04 -0.50 Yes
β5,AB -0.46 0.08 -0.62 -0.31 -0.50 Yes
β5,BC -0.56 0.26 -1.16 -0.12 -0.50 Yes
β5,AC -0.46 0.15 -0.70 -0.17 -0.50 Yes
β5,ABC -0.29 0.12 -0.53 -0.08 -0.50 Yes
β6,A 0.42 0.06 0.29 0.53 0.50 Yes
β6,B 0.47 0.11 0.27 0.69 0.50 Yes
β6,C 0.18 0.27 -0.33 0.74 0.50 Yes
β6,AB 0.48 0.06 0.36 0.61 0.50 Yes
β6,BC 0.49 0.22 -0.03 0.85 0.50 Yes
β6,AC 0.51 0.14 0.24 0.77 0.50 Yes
β6,ABC 0.43 0.09 0.27 0.60 0.50 Yes
τA 2.33 0.29 1.88 3.01 2.00 Yes
τB 1.81 0.60 0.69 2.80 2.00 Yes
τC 0.60 0.32 -0.05 1.13 2.00 No
τAB 2.35 0.38 1.56 2.97 2.00 Yes
τBC 0.49 0.49 -0.54 1.42 2.00 No
τAC 2.26 0.46 1.06 2.98 2.00 Yes
τABC 1.27 0.70 0.33 2.79 2.00 Yes
σ2κ 0.22 0.02 0.18 0.26 0.25 Yes
Table 3.2 Estimated posterior means, standard deviations, and credible interval bounds for
model parameters and comparison to true values
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to each severity. To make comparisons fairer, we do not make use of the small domain approach
discussed in Chapter 2. As the data have been simulated from the model described in Section
3.3.4, we expect to utilize the full strength of the multivariate approach with common random
effects. We compare the mean posterior crash frequencies from the univariate model (e.g., for
crashes of severity 3, λ˜ijk3) with the corresponding combinations from the trivariate model
(e.g., θ˜ijkC + θ˜ijkBC + θ˜ijkAC + θ˜ijkABC).
In Table 3.3, we present the correlation of each of the three vectors (across all sites) with
the “true” (underlying) crash rate combinations as well as the mean squared errors obtained
when performing the same comparisons.
Severity Cor(UV, True) MSE(UV, True) Cor(MV, True) MSE(MV, True) Improv.
Severity 1 0.9231 0.1847 0.9256 0.1787 3%
Severity 2 0.8858 0.0835 0.9066 0.0691 17%
Severity 3 0.7822 0.0164 0.8660 0.0105 36%
Table 3.3 Correlations and mean squared errors of univariate and multivariate models for
the three crash severities and improvement in MSE of multivariate over univariate
model
We note that for crashes of severity 1 (PDO) which are plentiful in the data, it makes
little difference whether we fit the trivariate Poisson model or whether we ignore within-site,
between-severity correlations and just fit three univariate models. The 3% decrease in MSE
is negligibly small and so is the improvement in the correlation between predicted and true
values. However, when we consider crashes resulting in fatalities or major injury, which are
rarer, there is a noticeable improvement in the estimates of site-level crash frequencies and also
in MSE. This makes sense if we note that through the multivariate structure of the observation
vectors, we obtain information about fatal and major injury crashes from the other two crash
severities.
A common practice is to calculate a severity index for each site by combining estimated mean
crashes of different severities. Typically, the index is a weighted average of crash frequencies of
different severities. The weights are meant to reflect the cost of each crash of a given severity.
Sensible weights can be found in the literature (see e.g. Hauer et al. (2004), Forkenbrock and
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Foster (1997), or Hallmark et al. (2002)). For illustration we use the values given in Forkenbrock
and Foster (1997). They report $650,000 for a fatal crash (which is on the low side when
compared to other sources), $32,500 for injury crashes and $2,300 for property damage only
accidents. Here we have combined fatal and major injury crashes into a single category.
Table 3.4 presents the estimated cost indices (combined over the seven years) for the five
sites with the highest “true” (i.e., based on the underlying λijkh) values. Index values were
estimated using various methods - our multivariate approach, the combined univariate models,
and just using observed crashes at the site. It can be seen from Table 3.4 that the multivariate
model, at least for these high-frequency sites, results in estimates that are closer to the true
values than any of the other methods.
True Index MV Index UV Index Sev 1 Cr Sev 2 Cr Sev 3 Cr Obs Index
9371 8761 8007 67 47 13 10132
8727 9542 7842 77 40 11 8627
7029 7213 7365 59 31 14 10243
6503 5250 4794 35 14 9 6386
6329 6758 4724 62 29 4 3685
Table 3.4 Comparison of cost indices (in $, divided by 1,000) based on true values, multivariate
model, combined univariate model and observations
Table 3.5 compares the mean squared errors for the different cost indices and shows that the
multivariate approach does better than the competing models, at least in terms of smaller site-
level MSE. As was to be expected from Table 3.3 and the fact that fatal crashes are weighted
so heavily, the multivariate approach outperforms the others.
Method Mean Squared Error Increase in MSE
(divided by 109) (compared to MV)
Multivariate 174
Combined UV 302 74%
Observed 823 373%
Table 3.5 Comparison of mean squared errors for different methods of obtaining cost indices
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3.5.1.3 Comparison with two-way multivariate Poisson/Gamma model
Next, we compare our results to those that would be obtained from fitting the two-way
covariance model described in (3.12). The probability mass function that corresponds to the
model in (3.12) can be derived from the expression (3.13) and is given in the Appendix in
Karlis and Meligkotsidou (2005). It suffices to set θijkABC = 0 for all i, j, and k (and for
computational purposes set 00 = 1 wherever it occurs) in (3.13). We fitted this model for
simulated data where ZijkABC = 0 for all i, j, and k (i.e., no three-way correlation), and the
results looked similar to those obtained from fitting the full model to the same data.
To explore the performance of models (3.8) and (3.12) when the correlation matrix of
different severity crashes is as (3.29), we produce posterior predictive distributions for the
three crash severities, over seven years, for all the intersections. We use the joint posterior βlh,
τh, and κij values as well as the covariate values from the originally simulated data set to draw
values from
θnew,ijkh|τpost,h, βpost,h, xijk, κpost,ij ∼ Gamma
(
eτpost,h , eτpost,h−x
T
ijkβpost,h−κpost,ij
)
, (3.30)
then draw new values from
Znew,ijkh|θnew,ijkh ∼ Poisson(θnew,ijkh), (3.31)
and finally combine them to form the matrix
Ynew = [ZA + ZAB + ZAC + ZABC , ZB + ZAB + ZBC + ZABC , ZC + ZAC + ZBC + ZABC ]
∈ RN×3. (3.32)
We do this for each of 2000 iterations (thinning the original draws by a factor of 50) and then
discard the first 500 of those (due to burn-in). Figures 3.1 and 3.2 compare means and standard
deviations of the posterior predictive Ynew values at each iteration with the corresponding
summary statistics obtained directly from the data. There are no apparent differences in the
posterior predictive distributions with regards to means and variances across the two models..
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Figure 3.1 Comparison of means for vectors of posterior predictive distributions for 2/3 way
(top) and 2 way only (bottom) models; vertical lines indicate “true” values
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Figure 3.2 Comparison of standard deviations for vectors of posterior predictive distributions
for 2/3 way (top) and 2 way only (bottom) models; vertical lines indicate “true”
values
However, if we focus on the correlations between crashes of different severities estimated
from the simulated data, we obtain the results shown in Figure 3.3. The two- and three-way
model reproduces the correlations in the original data much more closely than the two-way
only model.
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Figure 3.3 Comparison of correlations for vectors of posterior predictive distributions for 2/3
way (top) and 2 way only (bottom) models; vertical lines indicate “true” values
There are several reasons why the two-way model does not capture the correlations in the
posterior predictive distributions as closely as the two/three-way model does: First, since the
data were simulated from the full model, the two-way approach cannot model well the influence
of the covariates on the three-way term - while some of that influence certainly can be modeled
through the two-way terms, the rest helps to explain some of the missing correlation. The
other reason, and probably the more interesting one, is the fact that the two-way model simply
cannot account for all the “three-way” correlation in the data.
Consider the following situation: Imagine an intersection with 0 crashes of each severity
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for six years and then one crash of each severity in the seventh year. While the full model can
(fairly) easily accommodate for this by producing one θ7,ABC ≈ 1 and all the other θi,h ≈ 0,
the two-way model will need at least two terms to be approximately 1 for the same year while
keeping the values for all the other years at around 0. Thus, in order to produce the same
correlation structure as the two-/three-way model, the two-way model would distribute the
correlation terms over more sites.
The differences in the posterior predictive distributions obtained from fitting the three-way
and the two-way models are displayed in Figure 3.4. The estimated frequencies obtained from
the three-way model (left column) are more similar to the true frequencies (center) than those
computed from the two-way model (right column).
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Figure 3.4 Comparison of posterior predictive distributions with 0,1,2,3 fatal crashes, respec-
tively (left: 2/3 way, center: data, right: 2 way only), X-axis represents PDO
crashes and Y-axis stands for minor injury crashes
3.5.2 Application: crash data from Polk County, Iowa
We fitted the multivariate model to the crash data from Polk County, Iowa, the state’s
county with the highest number of intersections (10,598 sites). We consider annual crash
numbers (fatal/major injuries vs minor injuries vs property damage only) for seven years
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(2001-2007). As covariates, we use the logarithm of the number of daily entering vehicles
(DEV ), a variable indicating whether the intersection is in a rural area (rural), and a variable
to show whether the site is paved or not (paved). Chapter 2 provide a more detailed description
of those variables.
Table 3.6 shows summaries of the posterior distributions for the mean (across sites) of the
θijkh, h ∈ A,B,C,AB,AC,BC,ABC.
Parameters Mean Median 2.5% Quantile 97.5% Quantile
θA 0.3186 0.3185 0.3130 0.3236
θB 0.1293 0.1291 0.1243 0.1340
θC 0.0120 0.0120 0.0112 0.0127
θAB 0.0166 0.0166 0.0131 0.0200
θAC 0.0011 0.0010 0.0009 0.0016
θBC 0.0013 0.0013 0.0011 0.0015
θABC 0.0009 0.0009 0.0007 0.0012
Table 3.6 Summary of the Posterior Distributions for the Mean of the θijkh
It can be seen that the distributions for the two-way correlation terms θAC and θBC as
well as the three-way term θABC are concentrated very close to zero. This indicates that in
this particular case the inclusion of seven terms (as in (3.8)) might not be necessary, and
that a simpler model with only four parameters might perform almost as well. Another point
to consider is illustrated in Figure 3.5, which shows how crashes of different severities are
distributed over sites in Polk county. The fact that there does not seem to be a concentration
at the (three-dimensional) “diagonal” explains why in this specific case the results obtained
from fitting our model are similar to what the two-way correlation model produces.
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Figure 3.5 Observed distribution of crashes for 0,1,2,3 fatal crashes, respectively (left to right,
then top to bottom, X-axis represents PDO crashes and Y-axis stands for minor
injury crashes)
Table 3.7 displays a list of the ten worst sites according to their posterior mean cost indices
(as introduced earlier, combined over the seven years of available data):
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Intersection Number MPCI MPPC OC
2506 4042 92.52 - 42.22 - 3.78 93 - 44 - 3
778 3656 85.32 - 36.44 - 3.50 76 - 38 - 4
1907 3412 88.04 - 37.94 - 3.04 81 - 47 - 3
1621 3268 70.12 - 31.58 - 3.20 69 - 32 - 4
2661 3133 74.66 - 33.12 - 2.90 69 - 42 - 4
3329 2979 71.62 - 29.78 - 2.84 68 - 30 - 6
2010 2940 74.76 - 29.58 - 2.78 71 - 34 - 2
2660 2921 69.96 - 30.52 - 2.72 74 - 28 - 3
1626 2782 72.76 - 30.84 - 2.48 77 - 31 - 2
2719 2781 67.18 - 28.82 - 2.60 58 - 35 - 3
Table 3.7 Ten most hazardous intersections according to mean posterior cost index (MPCI),
mean posterior predictive crashes (MPPC, three severities), observed crashes (OC)
3.6 Conclusions and future work
Crash data analysis involves many challenges - some are related to the size of the datasets,
others to the multivariate nature of the observations. In this work, we develop a multi-variable
generalized linear model that permits estimation of the covariance matrix of multivariate crash
frequency vectors. Several authors have addressed this problem before (Song et al. (2006), Ma
and Kockelman (2006), Karlis and Meligkotsidou (2005) and several others). Here, we propose
a model that accounts for two-way as well as three-way correlations between crashes of different
severities and that allows not only for the inclusion of covariates, but also lets those covariates
have direct effects on any or all of the crash severities or severity combinations.
In Chapter 2, we have considered a univariate model and focused on issues such as ranking
intersections according to their safety, including covariates in different ways (small domain
models) and computational questions (in essence, how to best deal with all the intersections in
Iowa at the same time). These questions also arise in the multivariate context, and thus, this
can be seen as an extension of our previous work.
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Fitting a trivariate Poisson model is challenging, but if the data do have a complex covari-
ance structure, there are some advantages to the more complex model. Aside from allowing
covariates directly on the covariance terms (which allows for a very flexible model structure),
extending the univariate Poisson-Gamma model to the multivariate case is more attractive
than introducing correlation through extra terms such as random effects (Song et al. (2006),
Ma et al. (2008)). When compared to the two-way model (see e.g., Karlis and Meligkotsidou
(2005)) we argue that the two-/three-way model can account for structural issues that their
model must ignore. Thus, we can capture a more complete picture of how crash frequencies of
different severities are correlated at different locations.
Extension of the model to higher dimensions is difficult, but a four-dimensional model that
allows for interaction terms up to three dimensions might still perform better than one that
only allows for two-way terms. A limitation of the model is that we cannot accommodate
negative correlation across severities. While this does not pose a problem in many cases (such
as this one), it does limit the applicability of this model.
We should note that the two-way model performs well in the specific case of Polk County.
However, the potential to account for three-way correlations may be critical in other problems.
Thus, we must think about the trade-off between accuracy and computational simplicity in
each specific case.
For the evaluation of the multivariate Poisson density (3.13), Tsiamyrtzis and Karlis (2004)
showed how with the help of their “Flat” and “Full” algorithms one can use existing recurrence
relationships (see e.g. Kano and Kawamura (1991)) to make calculations more efficient. Since
these mainly target the inefficiency of the long summations, we did not make use of them, as
our counts in all examples are relatively small, and thus, there is probably not much to be
gained.
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CHAPTER 4. AN APPROXIMATE BAYESIAN APPROACH TO
MODELING CRASH DATA VIA A POISSON MARKOV RANDOM
FIELD
A paper to be submitted
Kristian Schmidt, Alicia Carriquiry, Jarad Niemi, Michael Pawlovich
4.1 Abstract
Crash frequencies are often modeled using hierarchical Poisson models where the Poisson
mean is allowed to depend on covariates. There are different ways to introduce spatial depen-
dence into crash frequency models. Many authors propose the use of (latent) spatial random
effects that permit introducing spatial correlation at the level of the Poisson mean. We adopt
a different approach and use a Poisson Markov random field (PMRF) approach to introduce
spatial dependence. While this allows for directly modeling dependence on the data level,
it introduces computational challenges, for estimating model parameters within the Bayesian
framework. This is due to the presence of potentially intractable normalizing constants in the
joint posterior distribution. We use approximate Bayesian computation (ABC) and develop
algorithms to perform parameter estimation via ABC in a PMRF model. The neighborhood
structure in our approach is anisotropic to allow for the spatial dependence parameters to differ
in different directions.
4.2 Introduction
Crash data modeling is a field of extensive research. While our previous work has focused
on ways to incorporate covariate information into crash frequency models and proposed a
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multivariate model to improve crash rate predictions for fatal and major injury crashes, this
paper’s main subject is the introduction of spatial correlation.
Motor vehicle fatalities account for approximately 30% of all injury deaths in the United
States each year. As a consequence, the cost to society due to years of life lost are enormous,
estimated to be approximately $150 billion per year by the National Highway Traffic Safety
Administration (NHTSA). Only cancer and heart disease are comparable in that they are
responsible for loses of similar magnitude. Therefore, preventing crashes or at least minimizing
the loss of life and major injuries due to crashes is critically important.
There has been a lot of research in the past few decades aimed at understanding the causes
of vehicle crashes. The major factors associated with the occurrence of a crash include the
interactions of vehicle, driver, road, traffic and environmental conditions. While most crashes
can be attributed to driver error, those errors are fewest when all other factors are favorable
(e.g., vehicle is in good driving condition, the pavement is dry, etc.). Traffic engineers focus
on the design and construction of roadways that are safe for drivers even as traffic volume and
travel distances have increased.
To understand the relationship between crashes, roadway characteristics, driver charac-
teristics and other factors, researchers have typically made use of statistical models such as
over-dispersed Poisson models. In recent years, hierarchical models that permit accounting for
the complexity of crash events have been proposed (e.g., Pawlovich et al. (2006), Song et al.
(2006), Li et al. (2008)) and the use of Bayesian methods to estimate model parameters has
increased. One area in which the analysis of crash data still lags is in the incorporation of the
spatial information that is typically available with each crash.
Geo-referenced crash data arise naturally because each crash recorded includes information
about the location of the crash. Crashes almost always occur on roadways, at intersections or
along road segments and crash databases often permit linking the location of the crash with
the characteristics of the site at which the crash occurred. Information such as characteristics
of the drivers and the vehicles involved in the crash as well as other crash-specific variables
are often also available. If crash frequencies tend to be similar in specific geographic areas,
then accounting for the spatial correlation in crash models can help identify sites with worst
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performance – not through some latent effects, but by directly entering the crash frequencies
at those neighboring sites into the model.
There are several methods to model spatial dependence in a crash frequency analysis. One
approach is the one applied by Mitra (2009), who uses a hierarchical model with spatial random
effects. Song et al. (2006) also use random effects and introduce spatial dependence through
conditionally autoregressive (CAR) priors. These models fall into the class that Besag (1974)
calls “auto-Normal schemes”. By using this class of priors, their model allows for a much
broader class of dependence structures than a model that would just include a global dependence
structure (e.g., using the North/South or East/West coordinates as simple covariates).
Since crash data are almost always assumed to follow a Poisson distribution (or variation
thereof), we propose a variation of Besag (1974)’s “auto-Poisson scheme”. This is outlined
in Kaiser (2002) and Kaiser and Cressie (2000), who propose a Poisson Markov random field
approach to model spatially correlated data. Kaiser and Cressie (2000) focus on theoretical
properties of the proposed approach and Kaiser (2002) provides insight into different types of
MRFs and introduces Poisson MRFs for count data. While there are certainly issues connected
to the Poisson distribution when modeling crash data (i.e., overdispersion, see Chapter 3 for
this), the Poisson distribution (and derivations from it) is a logical choice for a problem like
the one we address.
One issue with Poisson Markov random fields is that a regular Poisson auto-model (see
Besag (1974)) does not allow modeling of positive spatial dependence. There are at least
two ways of solving this dilemma: Griffith (2002) proposes the adoption of spatial filtering
which transforms a variable containing spatial dependence into one free of it by partitioning
the original variable into two synthetic variates – a spatial one and one that is free of spatial
dependence. The other method is the Winsorization of the Poisson variable as proposed by
Kaiser and Cressie (1997). We follow this method because it is fairly simple to implement and
easy to interpret.
The joint probability function in many cases (as is the case for the Poisson MRF) is only
known up to a normalizing constant that depends on the parameters to be estimated. Kaiser
and Cressie (1997) mention this problem and one of the solutions they propose is a pseudo-
79
likelihood approach that resembles the proposal in Besag (1974). Here, we follow a Bayesian
approach. One idea in this area was given by Møller et al. (2006) who use an auxiliary variable
method to estimate parameters in distributions with intractable normalizing constants.
A research area that has gained popularity in recent years is what is known as Approximate
Bayesian Computation (ABC ). ABC allows for the evaluation of posterior distributions when
likelihoods are analytically or computationally intractable. Through approximation of the
posterior distribution p (θ|Y ) through functions such as p (θ|Y ∗, Y ), where Y ∗ is a simulated
dataset, it is possible to overcome many computational challenges.
The first mention of these methods reaches back to Rubin (1984), but it was not until the
end of last century that faster computers and other developments marked the beginning of the
rise of ABC.
Marjoram et al. (2003) give an overview of different ABC algorithms in the context of
population genetics, where many of the ABC methods gained recognition before becoming
more popular in other statistical fields. Marjoram and Tavare´ (2006) give more details on
the use of these approaches in genetic modeling. The central algorithm in their work is what
Butler et al. (2007) call (and we adopt their naming system) ABC-MCMC, an MCMC approach
that uses a Metropolis-Hastings like step to approximate the posterior distribution. The latter
argue that ABC’s central role in evolutionary biology stems from a relatively small number of
parameters and the presence of strong prior information in this field. Csille´ry et al. (2010) give
a similar reason for ABC methods having become ubiquitous in the related field of statistical
phyleogeography. Aside from ABC-MCMC, they present a rejection-type algorithm they call
Standard ABC and a sequential approach proposed by Sisson et al. (2007). This consists of
embedding an ABC step within an importance sampler, as mixing can be slow in the Marjoram
approach. Del Moral et al. (2012) give an update on this method and propose an algorithm
that automatically determines the sequence of tolerance levels.
Another survey of ABC methods has been recently conducted by Marin and Robert (2007).
In addition to Marjoram et al. (2003), they present Wilkinson (2008)’s idea of a convolution
of the regular target with a Kernel approximation and Jasra et al. (2011)’s proposal of ABC
filtering. They also discuss the difficulties (and often impossibility) of finding sufficient sum-
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mary statistics and mention issues related to the choice of tolerance levels, which lead to the
introduction of Sisson et al. (2007)’s sequential approach. Beaumont et al. (2009) mention that
one of the methods described in the latter (ABC-PRC ) introduces bias in the approximation
of the posterior and thus introduce an importance sampling step to remedy this problem.
Grelaud et al. (2009) have combined Gibbs random fields with ABC methods, but while
their work focuses on model choice problems, we concentrate on parameter estimation and the
specific case of Poisson random fields.
We organize this paper as follows: In Section 4.3, we describe the Poisson Markov Random
Field model and introduce the Winsorization proposed by Galambos (1988) and Kaiser and
Cressie (1997). In Section 4.4, we present several ABC algorithms and then in Section 4.5
evaluate their performance using a dataset simulated from the model described in Section
4.3. Section 4.6 shows how the algorithms can be used on crash data collected by the Iowa
Department of Transportation. In the final section, we present our conclusions and propose
future work.
4.3 The (Winsorized) Poisson Markov random field model
Markov random fields are the basis for several statistical models that include spatial (or
spatiotemporal) dependence. We follow the notation of Kaiser (2002), but adjust the formu-
lation of the model to fit our specific problem. While we refer to that paper as well as Kaiser
and Cressie (2000) for the technical construction of Markov random field models, we note that
the usual way to write the density function of a exponential family is
f (x|θ) = exp
[
s∑
k=1
θkTk (x)−B (θ) + C (x)
]
, (4.1)
where θ ≡ (θ1, ..., θs)T is called the natural parameter and Tk (x) are minimally sufficient
statistics. In an MRF context, we rewrite this as
fi (y(si)|y(Ni)) = exp
{
s∑
k=1
Ai,k[y(Ni)]Tk (y(si))−Bi[y(Ni)] + Ci[y(si)]
}
. (4.2)
Here, y(Ni) ≡ {y(sj) : j ∈ Ni}, i.e. the set of neighbors of location si. The idea here is to write
the natural parameter as a function of the values in the neighborhood of a location and thus
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introduce (spatial) dependence. For single parameter exponential families, Besag (1974) proves
that the form of the natural parameter is
Ai [y (Ni)] = αi +
∑
y(Ni)
ηi,jy(sj), (4.3)
where the dependence is captured in the ηi,j parameters. These dependence parameters have
to be “symmetric” in that ηi,j = ηj,i. Certain conditional models have further restrictions, but
we will focus on the Poisson random field case.
We can write a Poisson probability mass function in the form in (4.2) by setting T [y(si)] =
y(si), Bi [y(Ni)] = exp {Ai [y(Ni)]}, Ci [y(si)] = −log [y(si)!], and Ai as specified in (4.3).
The structure on both the αi and the ηi,j is very flexible, but for the purpose of reducing
the number of free parameters, we define αi = βXi, where Xi can either be constant across
locations or include some covariate information, and β can be one-dimensional or higher. For
the dependence structure in our particular application, we choose an anisotropic approach
with potentially different correlation parameters in the North/South and East/West directions,
denoted ηNS and ηEW , respectively. This leads to the following form for the natural parameter
(compare Kaiser (2002)):
Ai [y (Ni)] = βXi +
∑
y(Ni,NS)
ηNSy(sj) +
∑
y(Ni,EW )
ηEW y(sj). (4.4)
One serious limitation of these models is that, due to the Hammersley-Clifford theorem
(see Kaiser and Cressie (2000) for an in-depth discussion), the η’s all have to be negative. This
means that the model does not allow for positive spatial dependence. While there are several
ways around this limitation (see Griffith (2002)), we follow Kaiser and Cressie (1997) and use
a Winsorization approach to allow for the possibility of positive spatial dependence, which we
expect to be present in crash datasets as well as in many other applications.
Starting with a random variable X with Poisson distribution
f(x|λ) = λ
x
x!
exp(−λ), (4.5)
for λ > 0 and x ∈ {0, 1, ...}, Kaiser and Cressie (1997) define a Winsorized version Z by
combining all the mass beyond a Winsorization point R into a point mass at that particular
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point:
Z ≡ X · IX≤R +R · IX>R, R <∞. (4.6)
Then the probability mass function of the Winsorized variable Z can be written as the sum
of the regular Poisson variable X limited to X < R and the point mass in the Winsorization
point R:
p(z|λ,R) =
[
λz
z!
exp(−λ)
]
· Iz≤R +
[
1−
R−1∑
t=0
λt
t!
exp(−λ)
]
· Iz=R, z ∈ {0, 1, ..., R} . (4.7)
Two important results are that first, the expected value E (Z|λ,R) is strictly increasing in λ,
and (more importantly) for large R, E(Z) ≈ E(X) (in general, R is considered large with
regard to λ for R ≥ 3λ).
Putting all of this into the context of this paper, and again using the notation introduced
earlier, we write a spatial formulation as
p (z(si)|z(Ni)) = exp {Ai(z(Ni))z(si)−Di (z(Ni))− log(z(si)!)} , (4.8)
where
D (z(Ni)) ≡
 exp(Ai(z(Ni))), if z(si) ≤ R− 1exp(Ai(z(Ni)))− ψi, if z(si) = R , (4.9)
for some 0 < ψi < exp(Ai(z(Ni))).
We base the following algorithms on the model by Kaiser and Cressie (1997), that is for
marginal {αi} and dependence parameters {ηNS , ηEW },
Ai (z(Ni)) = αi +
∑
sj∈Ni,NS
ηNS [z(sj)− exp (αj)] +
∑
sj∈Ni,EW
ηEW [z(sj)− exp (αj)]
= βXi +
∑
sj∈Ni,NS
ηNS [z(sj)− exp (βXj)] +
∑
sj∈Ni,EW
ηEW [z(sj)− exp (βXj)] .
(4.10)
Besag (1974) then suggests performing estimation by maximizing the product of the con-
ditional distributions
p (λ) =
n∏
i=1
gi (y(si)|y(Ni)) . (4.11)
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This is referred to as the pseudo-likelihood function. Kaiser (2002) lists several approaches
to maximize (4.11) with respect to the model parameters, many of which are based on the
negpotential function
Q(y) ≡ log
[
g(y)
g(y∗)
]
, (4.12)
for y∗ any arbitrary (fixed) value and y, y∗ ∈ Ω. The significance of this function lies in the
fact that it allows for the derivation of the joint density
g(y) =
exp [Q(y)]∫
Ω exp [Q(t)] dt
. (4.13)
However, while this allows us to write the joint posterior distribution of the model param-
eters as:
p (λ|y) = exp [Q(y)]pi(λ)/k(λ)∫
Λ [exp [Q(t)]pi(λ)/k(λ)] dλ
, (4.14)
where pi(λ), λ ∈ Λ is the prior distribution of λ and k(λ) ≡ ∫Ω exp [Q(t|λ)] dt, a Bayesian
analysis is complicated by the fact that there are two potentially intractable integrals in the
distribution shown in (4.14). The main problem is the integral in k(λ), which in most cases is
impossible to calculate. Møller et al. (2006) and others give ideas to simulate from such types
of distributions, but we focus on a different approach as laid out in the following sections.
4.4 Approximate Bayesian Computation (ABC)
4.4.1 Introduction
Recently, approximate Bayesian computation (ABC) has been presented as a simple and
convenient computational method when evaluating posterior distributions is unfeasible due to
intractable integrals or other reasons. Marin and Robert (2007) give an overview of the history
of ABC methods and survey several related methods - they trace back the origin of ABC
methods to Rubin (1984)’s visionary paper. Generally speaking, these methods address the
problem of simulating from intractable joint posterior (or posterior conditionals) distributions
p (θ|Y ) by instead simulating from the distribution p (θ|ρ(S(Y ∗), S(Y )) < ), where ρ is the
distance between summary statistics S(.) based on the original data Y and newly simulated
data Y ∗. While the definition of the simulation-observation mismatch  and the setting of other
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non-trivial thresholds (such as burn-in, ...) related to Markov chain Monte Carlo (MCMC)
techniques can be a challenge, ABC methods are a relatively simple and intuitive way of
approximating the posterior(s). We now discuss different variations of ABC in more detail.
4.4.2 Likelihood-free rejection sampling
A very straightforward – but computationally unfeasible in all but the simplest cases – al-
gorithm, Marin and Robert (2007) list the following rejection sampler as a method to simulate
from the posterior distribution f(θ|Y ):
Rejection Sampling Algorithm:
1. Set i = 1.
2. Generate θ ∼ pi(θ), where pi(θ) is the prior distribution of θ.
3. Generate Y ∗(θ) ∼ f(y|θ).
4. If Y ∗ = Y , set θi = θ, else return to step 2.
5. If i < N , set i = i+ 1 and return to step 2.
The set (θ1, ..., θN ) can easily be shown to be an iid sample from the posterior distribution,
as (cf. Marin and Robert (2007))
f(θi) ∝
∑
Y ∗∈D
pi(θi)f(z|θi)IY (Y ∗) = pi(θi)f(y|θi) ∝ pi(θi|y), (4.15)
where D is the finite or countable set of possible datasets simulated from the data model.
4.4.3 The Standard ABC
The simplest ABC algorithm consists of generating candidate values of the parameters from
their prior distribution(s) pi(θ), generating a new dataset Y ∗(θ) from the data model f(y|θ),
and accepting the parameter (or parameter set) if and only if the distance between the original
(Y ) and the simulated data is less than a (usually pre-specified) threshold . In formal terms,
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using the steps as described in Butler et al. (2007) and the model described by (4.4):
Algorithm A1:
1. Set i = 1.
2. Generate θ ∼ pi(θ).
3. Generate Y ∗(θ) ∼ f(y|θ).
4. If ρ (Y ∗(θ), Y ) < , set θi = θ, else return to step 2.
5. If i < N , set i = i+ 1 and return to step 2.
The distribution of the sample {θi}(i=1,...,N) is an approximation of the posterior density
p (θ|y). Marin and Robert (2007) argue that Algorithm (A1) samples from the marginal in z
of the joint distribution
p(θ, z|Y ) =
pi(θ)f(z|θ)IA,Y (z)∫
A,Y (z)
pi(θ)f(z|θ)dzdθ , (4.16)
where A,Y (z) = {z ∈ D|ρ(Y ∗, Y ) < }. The function ρ (Y ∗(θ), Y ) measures the distance be-
tween the simulated dataset Y ∗(θ) and the real data Y . The idea here is that p(θ|y) ≈ p(θ|y)
for small .
Instead of using ρ (Y ∗(θ), Y ), we (in accordance with Marjoram et al. (2003) and others)
base the distance between the two datasets on summary statistics. Thus, in step 4 we instead
check whether ρ (S(Y ∗(θ)), S(Y )) <  for some statistic S that should contain the “important”
information from the data. Ideally, we would like to use sufficient summary statistics, but
Marjoram et al. (2003) note that this is unobtainable in many cases and, thus, one often needs
to use a more heuristic approach in choosing appropriate summary statistics.
4.4.4 ABC-MCMC
The problem with the previous rejection-type algorithm (A1) is that it can be extremely
inefficient if the shape of the prior is very different from the posterior shape or in general if
pi(θ) is fairly diffuse. Marjoram et al. (2003) thus propose combining an ABC step with a
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Metropolis-Hastings type algorithm. While no likelihoods are used, this algorithm involves
moving step by step through the parameter space instead of simulating from the prior pi(θ) in
every iteration. The steps then are:
Algorithm A2:
1. Start at some arbitrary value θ0 ∼ pi(θ) and set i = 1.
2. Move from θi−1 to a proposal value θ∗ according to a transition kernel/distribution q(θ∗|θ).
3. Generate Y ∗(θ) ∼ f(y|θ).
4. If ρ (S(Y ∗(θ)), S(Y )) < , set θi = θ∗, else set θi = θi−1.
5. If i < N , set i = i+ 1 and return to step 2.
In Marjoram et al. (2003)’s original paper, step 4 includes the calculation of the acceptance
probability
h = h (θ, θ∗) = min
(
1,
pi (θ∗) q (θ|θ∗)
pi (θ) q (θ∗|θ)
)
, (4.17)
but here we assume pi(θ) = pi(θ∗) (i.e., a uniform prior) as well as q (θ|θ∗) = q (θ∗|θ) (i.e.,
a symmetric proposal distribution). Then, h = 1 and thus the algorithm has the form we
presented above.
Marjoram et al. (2003) show for the general case that the stationary distribution of the
chain simulated from in the ABC-MCMC is indeed the approximate posterior distribution
p (θ|ρ (S(Y (θ)), S(Y )) < T ) . (4.18)
They show that the stationary distribution satisfies the detailed balance equations in the case
where the move is only accepted when original and simulated data are completely the same
and then extend this to the approximate case as in algorithm (A2).
4.4.5 Sequential ABC
Sisson et al. (2007) show that the ABC-MCMC can become highly inefficient, as, in certain
situations, it can move into lower density regions of the posterior distribution and require
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much computing time to get back into the higher density region. Also, the choice of  is quite
arbitrary and if chosen to be too large, the approximation of the posterior will be crude. Thus,
they propose a Sequential MCMC without likelihoods. We refer to the formulation presented in
Butler et al. (2007) and adopt the algorithm to work in our set-up.
Assume a symmetric proposal distribution q (θ∗|θ) and a pre-specified sequence of decreas-
ing thresholds 0 > 1 > ... > T−1 > T .
Algorithm A3:
1. Set i = 1.
2. Generate θ∗ ∼ pi(θ).
3. Generate Y ∗(θ) ∼ f(y|θ∗).
4. If ρ (S(Y ∗(θ)), S(Y )) < 0, set θ
(i)
0 = θ
∗, else return to step 2.
5. If i < N then set i = i+ 1 and return to step 2.
6. Set t = 1 and i = 1.
7. Randomly sample θ∗ from
{
θ
(1)
t−1, ..., θ
(N)
t−1
}
.
8. Generate θ∗∗ ∼ q (θ|θ∗).
9. Generate Y (θ∗∗) ∼ f(y|θ∗∗).
10. If ρ (S(Y ∗∗(θ)), S(Y )) < t, set θ
(i)
t = θ
∗∗, else return to step 7.
11. If i < N , set i = i+ 1 and return to step 7.
12. If t < T , set t = t+ 1 and return to step 7.
We can then use the sample {θT,i}(i=1,...,N) to approximate the posterior density p (θ|y).
More precisely, the sample is a realization of the approximating posterior distribution (APD)
p (θ|ρ (S(Y (θ)), S(Y )) < T ). Butler et al. (2007) refer to Sisson et al. (2007) to show the valid-
ity of this algorithm. The latter propose an ABC-PRC (Approximate Bayesian Computation -
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Partial Rejection Control) algorithm, which is a generalization of the SEQ-ABC. It allows for
non-uniform priors and non-symmetric proposal distributions. This requires the calculation of
sampling weights, which in the simplified case we present can be assumed to be equal across
particles in a sample (see Sisson et al. (2007) and Marjoram et al. (2003) for a justification).
Sisson et al. (2007) justify the validity through the validity of both of the algorithms it com-
bines – a generic sequential Monte Carlo approach (SMC) and the rejection sampling which we
justified in Sections 4.4.2 and 4.4.3. They show that the final weights in their SMC formulation
are the product of standard importance sampling weights and a product of ratios of moving
probabilities.
In step 7 of the algorithm, instead of simulating from
{
θ
(1)
t−1, ..., θ
(N)
t−1
}
with equal weights,
they set the weights to be:
W
(i)
t ∝W (i)t−1
ft(θ
(i)
t )Lt−1(θ
(i)
t−1|θ(i)t )
ft−1(θ
(i)
t )Kt(θ
(i)
t |θ(i)t−1)
, (4.19)
whereW
(i)
t−1 is the weight of the particle at the previous iteration, ft is the distribution/population
at time t, Kt(.|.) is the transition kernel (in our notation, this is q (θ|θ∗)), and Lt−1(.|.) is an
essentially arbitrary backwards kernel. Their argument is that at time T , the final weight of
the particle θ
(i)
T is (without accounting for weight normalization):
W
(i)
T = f0(θ
(i)
0 )
T∏
t=1
ft(θ
(i)
t )Lt−1(θ
(i)
t−1|θ(i)t )
ft−1(θ
(i)
t )Kt(θ
(i)
t |θ(i)t−1)
= fT (θ
(i)
T )
T∏
t=1
Lt−1(θ
(i)
t−1|θ(i)t )
Kt(θ
(i)
t |θ(i)t−1)
, (4.20)
where fT (θ
(i)
T ) is the standard importance sampling weight. They suggest setting Lt−1(θt−1|θt) =
Kt−1(θt−1|θt) (as the choice is arbitrary) and for that case the product on the right side equals
one.
Aside from side-stepping the question of which error tolerance level is adequate, an advan-
tage of this algorithm is that the steps can easily be parallelized (which is not the case in the
ABC-MCMC algorithm).
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4.5 Application on a simulated dataset
4.5.1 Setup
We now simulate a dataset based on the model described in Section 4.3 to assess the perfor-
mance of our approach and its ability to estimate crucial model parameters. To avoid extensive
discussions on edge effects and other potential problems often present in MRF modeling, we
simulate crash frequencies on a 30 by 30 grid with 900 intersections. For each intersection, we
identify neighbors as the closest intersection in each of the four cardinal directions (if present)
and simulate its traffic volume as a covariate. In this example, we simulate the traffic volumes
as independent of each other, but in reality spatially dependent traffic volumes are one potential
source of spatial dependence in the crash frequencies.
We note that the choice of a regular grid to simulate the data is only for convenience. The
methods we propose can be implemented when observations are obtained on irregular grids,
but the definition of the neighborhood structure (see below) is more complex in that case.
Based on (4.10), we simulate crash frequencies for each intersection via a Markov chain
Monte Carlo approach. Since E (yi|ηNS = ηEW = 0) = exp(βXi), we reformulate the model
slightly to allow for a linear relationship between the covariate and the response:
Ai (z(Ni)) = log (βXi) +
∑
sj∈Ni,NS
ηNS [z(sj)− βXj ] +
∑
sj∈Ni,EW
ηEW [z(sj)− βXj ] . (4.21)
Fixing the parameters at the values ηNS = 0.1, ηEW = 0.03, and log(β) = 0.2, Figure 4.1
shows the simulated dataset used in this section.
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Figure 4.1 Simulated crash frequencies on a 30 by 30 grid
We implement the ABC-MCMC as well as the Sequential ABC algorithms and compare the
results. The function ρ (S(Y ∗(θ)), S(Y )) is set to be a three-dimensional function representing
spatial correlation in the North-South direction, spatial correlation in the East-West direction,
and the overall mean:
ρ (S(Y ∗(θ)), S(Y )) =

INS(Y
∗(θ))− INS(Y )
IEW (Y
∗(θ))− IEW (Y )
Y¯ ∗(θ)− Y¯
 , (4.22)
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where
INS(Y ) =
# of locations
total # of NS neighbors
∑N
i=1
∑
jNS(i)
(
Yi − Y¯
) (
Yj − Y¯
)∑N
i=1
(
Yi − Y¯
)2 ,
IEW (Y ) =
# of locations
total # of EW neighbors
∑N
i=1
∑
jEW (i)
(
Yi − Y¯
) (
Yj − Y¯
)∑N
i=1
(
Yi − Y¯
)2 . (4.23)
The indices for the neighbors of location i are referred to as jNS(i) and jEW (i) for North/South-
and East/West-neighbors, respectively. The I functions represent Moran’s measure of autocor-
relation (see Banerjee et al. (2003), for example) with weights set to 1 for neighbors and to 0
otherwise.
For Algorithm A3, we define two series of decreasing thresholds: η is set sequentially to
0.05, 0.04, 0.03, 0.02, 0.01, 0.005, 0.004 and used for the first two elements of ρ(.). β takes the
following values: 0.3, 0.2, 0.1, 0.075, 0.05, 0.04, 0.03 and is used for the third element.
4.5.2 Results
We present the results obtained from the simulated dataset in this section in two parts -
first, we give an overview of the estimates obtained from the ABC-MCMC algorithm (A2).
Then, we compare this to the sequential ABC algorithm (A3) described in Section 4.4.5 and
discuss advantages and disadvantages of both methods.
For the ABC-MCMC algorithm, we pick η = 0.025 and β = 0.2 and run it for 5,000
iterations. Figure 4.2 shows the trace plots for ηNS , ηEW , and log(β). The posterior distribution
of the north/south dependence parameter is approximately symmetric centered close to the
“real value” of ηNS = 0.1. The same is true for the marginal mean parameter. ηEW is
estimated to be slightly lower than 0.03, but by calculating IEW (Y ) for the simulated data set,
we can see that this is due to the specific realization we used as the basis for our simulation
study.
Ideally, we should generate replicate datasets to compare the performance of the algorithms
in terms of bias and MSE over repeated sampling. This more complete simulation study will
be undertaken before the manuscript is submitted for publication.
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Figure 4.2 Trace plots for the model parameters obtained by the ABC-MCMC
A criticism of the ABC-MCMC approach concerns the arbitrary choice of the tolerance
thresholds (). To address this issue, we used the SEQ-ABC algorithm A3 and present the
results in Figure 4.3, sequentially for the  values defined earlier. For comparison, the figure
also displays the boxplot for algorithm A2.
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Figure 4.3 Boxplots for the approximate posterior distributions of ηNS , ηEW , and log(β) for
algorithms A3 (left of black bar, with decreasing error thresholds) and A2 (right
of vertical line)
Each boxplot depicts the distribution of parameter values obtained when using specific
thresholds η and beta. The larger the values of η and beta, the cruder the approximation
of f(θ|Y ∗(θ)) to f(θ|Y ). The posterior distributions are approximately centered at the values
used to simulate the data. As the threshold decreases, the variances of the estimates also
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decrease. However, eventually this decrease is minimal and the trade-off between accuracy and
computability causes us to stop the algorithm once acceptance rates drop under any reasonable
threshold (and computing time increases accordingly).
It can also be seen from Figure 4.3 that the choices of the ’s for algorithm A2 lead to
apparently reasonable approximations to the posterior distributions. However, because these
choices are arbitrary, it is difficult to justify one over the other. The choice of the arbitrary
threshold can be avoided by implementation of algorithm A3.
4.6 Crash data example
We apply the sequential ABC algorithm (A3) to crash data obtained by the Iowa Depart-
ment of Transportation for the years 2001-2009. We focus on the city of Tipton, the county
seat of Eastern Iowa’s Cedar County for illustration. The streets in Tipton follow (with few
exceptions) a grid-like pattern, so the definition of neighbors as the closest site in each of the
four cardinal directions is straightforward. The locations of the 162 intersections recorded in
the data are shown in Figure 4.4. The larger the dot at an intersection, the higher the number
of crashes at that intersection.
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Figure 4.4 Intersections in Tipton, IA, and crash frequencies for 2001-2009; size of black circle
corresponds to number of crashes
One difference between this dataset and the simulated dataset used in the previous section is
the fact that in Tipton (and probably in most other cities as well) the spatial dependence cannot
only be detected in the response variable (here, crash frequency), but also in the explanatory
traffic volume. As traffic volume already enters the model through Xβ, we are more interested
in estimating the dependence that is attributable to other factors not included in the mean
model. Thus, instead of calculating Moran’s index for the crash frequencies when determining
the distance between two data sets, we base the index on the crash frequency divided by the
traffic volume (crash rate).
Figure 4.5 shows the sequence of approximations to the posterior distributions of the three
parameters and Table 4.1 gives summary statistics for the posterior approximation when η =
0.004 and β = 0.03
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Figure 4.5 Boxplots for the approximate posterior distributions of ηNS , ηEW , and log(β) for
the city of Tipton, based on algorithm A3
Parameter Posterior Mean Posterior St. Dev. 95% Cred. Interval
ηNS 0.1479 0.0744 [ 0.0124, 0.2895 ]
ηEW 0.0907 0.0743 [ -0.0430, 0.2209 ]
log(β) -0.0856 0.2132 [ -0.4939, 0.2900 ]
Table 4.1 Summary for the approximate posterior distributions of ηNS , ηEW , and log(β) for
the city of Tipton, based on algorithm A3 with η = 0.004 and β = 0.03
While the credible interval for ηEW does not indicate significant spatial dependence (after
conditioning on traffic volume) in the East/West direction, ηNS is significantly positive at
the 5% level. This means that including spatial dependence parameters – at least in the
North/South direction – helps understanding crash frequencies. It is possible that some of that
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correlation is due to other covariates that are also spatially correlated, but in many cases not
all such covariates might be known.
4.7 Conclusions and future work
The traffic safety literature shows many examples of models of crash frequency as a function
of covariates representing site characteristics. Typically, researchers adopt models that permit
accounting for the over-dispersion in crash counts that are typically observed in this type of
data. Even though crashes are almost always geo-referenced, the use of spatial information
when modeling crashes has not been widely used. An exception includes Song et al. (2006),
who propose fitting a spatial structure at the level of the Poisson mean.
We argue that information about the location of intersections can be valuable in modeling
some of the otherwise unexplained variation in crash numbers, as it seems likely that the crash
number for one site is not independent of those of its neighbors, even after conditioning on
other covariates.
We use a Markov random field model that puts the dependence structure directly on the
crash numbers, which is a crucial difference from Song et al. (2006), who introduce spatial
correlation via latent random effects. While placing the spatial dependence structure at the
level of the observations is more intuitive and allows for better interpretability of the spatial
dependence modeled, it also introduces serious challenges for estimation. As Kaiser (2002) has
demonstrated, the likelihood function in this case includes intractable integrals for obtaining
normalizing constants. Wolpert and Ickstadt (1998) propose using a data augmentation ap-
proach to get around the issues discussed in Kaiser (2002). However, Markov random field
models are a very promising option, especially with the rapid increase in computational power.
In this paper, we make use of approximate Bayesian computation as a solution for the
problem MRFs pose through the intractable nature of the joint posterior distribution we need
to sample from when using MCMC techniques. A comparison of two algorithms, the ABC-
MCMC and the sequential ABC, shows that there are different methods available and one
needs to think carefully about objectives and available computing resources before choosing
which one to use. Algorithm A2 is rather straightforward and easy to implement, but the
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correlation inherent in consecutive draws and the need to arbitrary choose a threshold for the
error tolerance, are some features that are undesirable in many applications. Algorithm A3
solves both of these problems at the cost of being more computationally intensive. However,
the aforementioned potential for parallelization of the algorithm is one possible way to solve
this dilemma. With an increasing number of parameters to estimate, on the other hand, the
sequential approach (or any approach based on simple rejection sampling) becomes harder to
use.
We also note that while we chose Moran’s I to measure spatial autocorrelation, since it is
the most widely used such measure, other possibilities and indices exist (e.g., Geary’s C as
introduced in Geary (1954)) and can potentially be used in measuring the distance between
simulated and real data.
Further research is warranted with respect to defining the neighborhoods used in the MRF
model – while an anisotropic model as the one we propose allows for potentially different
effects of North/South neighbors than of East/West neighbors, one can think about introducing
distance-based weights or defining more sophisticated neighborhood structures. An issue related
to that is the prevalence of edge effects – while certainly a potential caveat in the Tipton
example, this can be very severe in some other cities where streets show less of a lattice pattern.
Finally, we can think about different methods to incorporate additional covariates into the
model to further reduce variability of estimates and predictions. Combining the models intro-
duced in Chapters 2 and 3 with the one proposed in this chapter would allow for the inclusion
of different covariates as well as severity-based inference and spatial dependence structures.
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CHAPTER 5. CONCLUSIONS
The work we present in this dissertation is (partially) the result of a long-term collabora-
tion between the Department of Statistics and the Iowa Department of Transportation. The
dissertation is organized around three major chapters, which address the common theme of
network screening. More specifically, we try to provide some insight to three questions posed
by the IA-DOT:
1. What is a good approach to identify under-performing intersections in the State of Iowa?
2. Can we develop a multivariate model that by recognizing that sites induce correlation
among frequencies of crashes of different severity improves our estimates of expected
frequencies of fatal and major injury crashes?
3. Crash data in the State of Iowa are almost all georeferenced. Can we incorporate that
information for network screening?
While we may not have provided definitive answers to the questions above, the work discussed
in the dissertation is a step in that direction and some of the methods we propose are useful in
these and other areas. The hope is that the IA-DOT will be able to use some of the findings
to improve their decision-making processes, by directing scarce improvement funds where they
can be used most effectively.
In Chapter 2, we focus on the issue of constructing lists of sites with promise from the
extensive crash database constructed by the IA-DOT over many years. We consider only
intersections, of which about 165,000 have usable information. While the number of sites
included in the database is very large, the number of years of observation for each site is small,
about eight or nine years. In the past, the IA-DOT (and most other DOTs) have constructed
lists of sites that are candidates for improvement simply by ranking sites by the observed mean
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crash frequency. While this approach is likely to identify the worst offenders, results can be
clouded by, for example, differences in traffic volumes across sites. An intersection that exhibits
a large number of crashes each year may be less amenable to improvements than a site with
a smaller overall crash frequency but where geometry or control modifications are possible.
Here we propose a strategy to constructing lists of under-performing sites using not only the
expected crash frequency at a site but also some measure of the year-to-year variability in crash
frequency within the site.
We use small area methods to assess whether a site is under-performing relative to other
comparable sites. To do so, we constructed 162 small domains that are approximately homo-
geneous with respect to attributes such as roadway type, number of lanes, width of lanes, and
such. Other covariates (e.g., traffic volume) were introduced directly into the model. While the
computational effort is large, we are able to implement standard MCMC methods to estimate
the posterior distribution of crash frequency and other variables at the site level. We compare
the ranking strategy we propose with the naive strategy currently in use and with another
ranking approach proposed in the literature. In a single realization of a similated dataset, we
find that the area under the ROC obtained from fitting our model is significantly larger than
for the na¨ıve approach. While our method does significantly better at identifying sites with
promise, the practical significance may not be as high.
In Chapter 3 we model crash frequencies in a multivariate way, by recognizing that the
frequencies of crashes of different severities that occur at the same site may be correlated. If
so, then it might be possible to improve inference and prediction for rare crashes such as those
involving fatalities and major injuries by using information about the correlated frequencies of
crashes of other severities. In the State of Iowa and over a nine-year period, only about 3% of
all intersections had one or more fatal or major injury crash.
We propose a trivariate Poisson/Gamma model to describe the association between the
vector of crash frequencies at a site and the value of the covariates at that site. The response
vector is three-dimensional and includes the frequency of fatal or major injury crashes, the
frequency of minor injury crashes and the frequency of crashes resulting in property damage
only. The multivariate model is similar to the one proposed in Johnson et al. (1997) and permits
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estimation of the full three-dimensional covariance structure of crash frequencies. In this light,
our model is more flexible than the simplified versions that have been proposed by, e.g., Karlis
and Meligkotsidou (2005) and by Ma and Kockelman (2006).
Modeling crashes of different severity simultaneously permits “borrowing information” across
severities and thus increases predictive accuracy, in particular for the rarer severities. From
an operational viewpoint, improving inference for fatal and major injury crashes can have a
huge effect on the construction of candidates lists of sites. This is because the IA-DOT of-
ten quantifies safety (or lack thereoff) at a site by constructing a cost index. The index is a
weighted average of estimated crash frequencies by severity, where the weights are given by the
assessed cost to society of each type of crash. A crash that involves one or more fatalities is
much more costly than one that only involves damage of property. Using a single realization of
a simulated dataset, we suggest that inferences derived from the trivariate model are closer to
the “truth” than those based on a univariate approach. We compared the list of promising sites
constructed on the basis of the cost index from the trivariate model, to the list that is obtained
using a simplification of the trivariate model that only allows for the estimation of pairwise
correlations. Before we can decide whether the additional computational costs are compensated
by increased accuracy of prediction we need to conduct a more extensive simulation study. We
also fitted the trivariate model to crash data from Polk County, Iowa.
Finally, in Chapter 4 we explore the possibility of incorporating spatial information into the
crash frequency model. We consider a Poisson Markov random field (PMRF) model similar to
the one described in Kaiser (2002) and revisit a critical limitation of these models in terms of
the type of spatial dependence that can be considered. Kaiser and Cressie (1997) and Kaiser
(2002) propose a Winsorization approach to address the computational challenges due to the
presence of intractable integrals in the likelihood function. We adopt a different strategy and
propose an Approximate Bayesian Computation approach (ABC) for estimation in PMRFs.
We implement the algorithm in simulated as well as real data and argue that ABC provides a
useful tool to estimate model parameters in PMRFs.
There is much that still remains to be done. Computations required in the three projects
were intense, even with the availability of powerful computers. Still, the computation burden
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at this time prevented us from carrying out simulation studies with multiple replicates that
would have been needed to better understand the performance of our methods. A next step is
to parallelize the code (where possible) to speed up computation and permit more defensible
model evaluation strategies. In particular, it is difficult to establish to some degree of certainty
whether the effort (in modeling, computing, and communicating) will lead to practically better
decisions at the level of the DOT.
103
BIBLIOGRAPHY
Banerjee, S., Carlin, B. P., Gelfand, A. E. (2003). Hierarchical modeling and analysis for spatial
data. Chapman & Hall/CRC Monographs on Statistics & Applied Probability.
Beaumont, M. A., Cornuet, J.-M., Marin, J.-M., Robert, C. P. (2009). Adaptive approximate
Bayesian computation. Biometrika, 96 (4), 983–990.
Bermu´dez, L., Karlis, D. (2011). Bayesian multivariate Poisson models for insurance ratemak-
ing. Insurance: Mathematics and Economics, 48, 226–236.
Besag, J. (1974). Spatial interaction and the statistical analysis of lattice systems. Journal of
the Royal Statistical Society B, 36, 192–225.
Boucher, J. P., Denuit, M., Guillen, M. (2009). Number of accidents or number of claims? An
approach with zero-inflated Poisson models for panel data. Journal of Risk and Insurance,
76 (4), 821–846.
Bradley, A. P. (1997). The use of the area under the ROC curve in the evaluation of machine
learning algorithms. Pattern Recognition, 30 (7), 1145–1159.
Brijs, T., Karlis, D., Swinnen, G., Vanhoof, K., Wets, G., Manchanda, P. (2004). A multivariate
Poisson mixture model for marketing applications. Statistica Neerlandica, 58 (3), 322–348.
Brijs, T., Karlis, D., van den Bossche F., Wets G. (2007). A Bayesian model for ranking
hazardous road sites. Journal of the Royal Statistical Society Series A-Statistics in Society,
170, 1001–1017.
Brooks, S. P., Gelman, A. (2007). General Methods for Monitoring Convergence of Iterative
Simulations. Journal of Computational and Graphical Statistics, 7 : 434–455.
104
Butler A. B., Glasbey, C., Wanless, S. (2007). Approximate Bayesian inference in a latent
Gaussian model. Bioinformatics & Statistics Scotland, Technical Report.
Chib, S., Greenberg, E. (1995). Understanding the Metropolis-Hastings algorithm. The Amer-
ican Statistician, 49 (4), 327–335.
Chib, S., Winkelmann, R. (2001). Markov chain Monte Carlo analysis of correlated count data.
Journal of Business and Economic Statistics, 19, 428–435.
Christiansen, C., Morris, C. (1997). Hierarchical Poisson regression models. Journal of the
American Statistical Association, 92, 618–632.
Csille´ry, K., Blum, M. G. B., Gaggiotti, O. E., Franc¸ois, O. (2010). Approximate Bayesian
Computation (ABC) in practice. Trends in Ecology & Evolution, 25 (7), 410–418.
Davis, G., Yang, S. (2001). Bayesian identification of high-risk intersections for older drivers
via Gibbs sampling. Transportation Research Record, 1746, 84–89.
Del Moral, P., Doucet, A., Jasra, A. (2012). An adaptive sequential Monte Carlo method for
approximate Bayesian computation. Statistics & Computing, 22, 1009–1020.
El-Basyouny, K., Sayed, T. (2009). Collision Prediction Models using Multivariate Poisson-
Lognormal Regression. Accident Analysis & Prevention, 41, 820–828.
Elvik, R. (2008). Comparative Analysis of Techniques for Identifying Locations of Hazardous
Roads. Transportation Research Record: Journal of the Transportation Research Board, 2083,
72–75.
Federal Highway Administration (FHWA) (1979). Federal-Aid Highway Program Manual, Vol.
8, Ch. 2, Sect. 3. U.S. Dept. of Trans., Washington, D. C.
Forkenbrock, D. J., Foster, N. S. J. (1997). Accident cost saving and highway attributes. Trans-
portation, 24 (1), 79–100.
105
Galambos, J. (1988). Truncation methods in probability theory. Encyclopedia of Statistical
Sciences, S. Kotz, N.L. Johnson (Eds.), 355–357. Wiley, New York.
Galassi, M. et al. (2010). GNU Scientific Library Reference Manual (3rd Ed.), ISBN
0954612078. http://www.gnu.org/software/gsl/
Geary, R. C. (1954). The Contiguity Ratio and Statistical Mapping. The Incorporated Statisti-
cian, 5 (3), 115-145.
Gelman, A., Carlin, J. B., Stern, H. S., Rubin, D. B. (2004). Bayesian Data Analysis. Chapman
and Hall/CRC. 2nd edition.
Geurts, K., Wets, G., Brijs, T., Vanhoof K., Karlis, D. (2006). Ranking and selecting dangerous
crash locations: Correcting for the number of passengers and Bayesian ranking plots. Journal
of Safety Research, 37, 83–91.
Ghosh, M., Natarajan, K., Stroud, T. W. F., Carlin, B. P. (1998). Generalized linear models
for small-area estimation. Journal of the American Statistical Association, 93, 273–282.
Ghosh, M., Rao, J. N. K. (1994). Small area estimation: An appraisal. Statistical Science, 9 (1),
55–93.
Grelaud, A., Robert, C. P., Marin, J.-M., Rodolphe, F., Taly, J.-F. (2010). ABC likelihood-free
methods for model choice in Gibbs random fields. Bayesian Analysis, 4 (2), 317–336.
Griffith, D. A. (2002). A spatial filtering specification for the auto-Poisson model. Statistics &
Probability Letters, 58, 245–251.
Hallmark, S., Basavaraju, R., Pawlovich, M. (2002). Evaluation of the Iowa DOT’s Safety
improvement candidate list process. Iowa State Univ. Center for Trans. Res. and Educ./Iowa
Dept. of Trans. Office of Traffic and Safety, Ames, Iowa.
Hanley, J. A., McNeil, B. J. (1982). The meaning and use of the area under a receiver operating
characteristic (ROC) curve. Diagnostic Radiology, 143 (1), 29-36.
106
Hanley, J. A., McNeil, B. J. (1983). A method of comparing the areas under receiver operating
characteristics curves derived from the same cases. Radiology, 148 (3), 839–843.
Hauer, E. (1996). Identification of sites with promise. Transportation Research Record, 1542,
54–60.
Hauer, E., Allery, B. K., Kononov, J., Griffith, M.S. (2004). How best to rank sites with
promise. Transportation Research Record: Journal of the Transportation Research Board,
1897, 48–54.
Hauer, E., Kononov, J., Allery, B., Griffith, M. S. (2002). Screening the road network for sites
with promise. Transportation Research Record, 1784, 27–32. Transportation Research Board
(TRB)/National Research Council (NRC). Washington, D.C.
Higle, J., Witkowski, J. (1988). Bayesian identification of hazardous locations. Transportation
Research Record, 1185, 24–36.
H.R. Green, Co. (2001). Traffic Safety Fundamentals Handbook. Minnesota Dept. of Trans.
Office of Traffic Engr., Minneapolis, Minnesota.
Huang, H., Chin, H. C., Haque, M. M. (2008). Severity of driver injury and vehicle damage
in traffic crashes at intersections: A Bayesian hierarchical analysis. Accident Analysis &
Prevention, 40 (1), 45–54.
Jasra, A., Singh, S. S., Martin, J. S., McCoy, E. (2011). Filtering via approximate Bayesian
computation. Statistics & Computing, to appear.
Johnson, N. L., Kotz, S., Balakrishnan, N. (1997). Discrete Multivariate Distributions. John
Wiley and Sons. New York.
Kaiser, M. S. (2002). Markov random field models. Encyclopedia of Environmetrics, 1213–1225.
John Wiley & Sons.
Kaiser, M. S., Cressie, N. (1997). Modeling Poisson variables with positive spatial dependence.
Statistics & Probability Letters, 35, 423–432.
107
Kaiser, M. S., Cressie, N. (2000). The construction of multivariate distributions from Markov
random fields. Journal of Multivariate Analysis, 73, 199–220.
Karunanayake, C. (2007). Multivariate Poisson hidden Markov models for analysis of spa-
tial counts. Ph.D. Thesis, Department of Mathematics and Statistics, University of
Saskatchewan, Saskatoon.
Kano, K., Kawamura, K. (1991). On recurrence relations for the probability function of multi-
variate generalized Poisson distribution. Communications in Statistics–Theory and Methods,
20, 165–178.
Karlis, D., Meligkotsidou, L. (2005). Multivariate Poisson regression with covariance structure.
Statistics and Computing, 15, 255–265.
Karlis, D., Meligkotsidou, L. (2007). Finite mixtures of multivariate Poisson distributions with
application. Journal of Statistical Planning and Inference, 137 : 1942–1960.
Lan, B., Persaud, B., Lyon, C., Bhim, R. (2009). Validation of a full Bayes methodology for
observational beforeafter road safety studies and application to evaluation of rural signal
conversions. Accident Analysis & Prevention, 41 (3), 574–580.
Li, C. S., Lu, J. C., Park, J., Kim, K., Brinkley, P. A., Peterson, J. P. (1999). Multivariate
zero-inflated Poisson models and their applications. Technometrics, 41 (1), 29–38.
Li, W., Carriquiry, A., Pawlovich, M., Welch, T. (2008). The choice of statistical models in
road safety countermeasure effectiveness studies in Iowa. Accident Analysis and Prevention,
40, 1531–1542.
Lord, D., Mannering, F. (2010). The statistical analysis of crash-frequency data: A review
and assessment of methodological alternatives. Transportation Research Part A: Policy and
Practice, 44, 291–305.
Loukas, S., Papageorgiou, E. H. (1991). On a trivariate Poisson distribution. Applications of
Mathematics, 36 (6), 432–439.
108
Ma, J., Kockelman, K. (2006). Bayesian multivariate Poisson regression for models of injury
count, by severity. Transportation Research Record, 1950, 24–34.
Ma, J., Kockelman, K., Damien, P. (2008). A multivariate Poisson-lognormal regression model
for prediction of crash counts by severity, using Bayesian methods. Accident Analysis and
Prevention, 40, 964–975.
Mahamunulu, D. M. (1967). A note on regression in the multivariate Poisson distribution.
Journal of the American Statistical Association, 62, 251–258.
Marin, J., Robert, C. P. (2007). Bayesian Core: A Practical Approach to Computational
Bayesian Statistics. Springer. 2nd edition.
Marjoram, P., Molitor, J., Plagnol, V., Tavare´, S. (2003). Markov Chain Monte Carlo without
likelihoods. Proc. Natl. Acad. Sci., 100 (26), 15324–15328.
Marjoram, P., Tavare´, S. (2006). Modern computational approaches for analysing molecular
genetic variation data. Nature Reviews Genetics, 7, 759–770.
Miaou, S. P., Lord, D. (2003). Modeling traffic crash-flow relationships for intersections: Disper-
sion parameter, functional form, and Bayes versus empirical Bayes methods. Transportation
Research Record: Journal of the Transportation Research Board, 1840, 31–40.
Miaou, S. P., Song, J. J. (2005). Bayesian ranking of sites for engineering safety improvements:
Decision parameter, treatability concept, statistical criterion, and spatial dependence. Acci-
dent Analysis & Prevention, 37 (4), 699-720.
Miranda-Moreno, L., Fu, L. (2007). Traffic safety study: Empirical Bayes or full Bayes? Trans-
portation Research Board 86th Annual Meeting Compendium of Papers.
Miranda-Moreno, L., Labbe, A., Fu, L. (2007). Bayesian multiple testing procedures for hotspot
identification. Accident Analysis & Prevention, 39, 1192–1201.
109
Mitra, S. (2009). Spatial autocorrelation and Bayesian statistical method for analyzing intersec-
tions prone to injury crashes. Transportation Research Record: Journal of the Transportation
Research Board, 2136, 92–100.
Møller, J., Pettitt, A. N., Reeves, R., Berthelsen, K. K. (2006). An efficient Markov Chain
Monte Carlo method for distributions with intractable normalising constants. Biometrika,
93 (2), 451–458.
Midwest Research Institute (MRI) (2003). SafetyAnalyst: Software Tools for Safety Manage-
ment of Specific Highway Sites, Task L, Draft Functional Specification for Module 1 - Network
Screening. GSA Contract No. GS-23F-0379K, Task No. DTFH61-01-F-00096. U.S. Dept. of
Trans./FHWA, Kansas City, MO.
Nandram, B. (2000). Bayesian generalized linear models for inference about small areas. In Gen-
eralized Linear Models: A Bayesian Perspective, D.K. Dey, S.K. Ghosh, and B.K. Mallick,
eds., Marcel Dekker, New York, 91–114.
Nandram, B., Erhardt, E.B. (2004). Fitting Bayesian two-stage generalized linear models using
random samples via the SIR algorithm. Sankhya: The Indian Journal of Statistics, 66 (4),
733–755.
Nicholson, A. (1985). The variability of accident counts. Accident Analysis & Prevention, 17 :
47–56.
Nicholson, A. (1999). Analysis of spatial distributions of accidents. Safety Science, 31 : 71–91.
Ogden, K. (1996). Safer roads: A guide to road safety engineering. Avebury Technical, Alder-
shot, England.
Park E.S., Lord, D. (2007). Multivariate Poisson-Lognormal models for jointly modeling crash
frequency by severity. Transportation Research Record, 2019, 1–6.
110
Pawlovich, M. (2003). Evaluating traffic safety network screening: An initial framework utilizing
the hierarchical Bayesian philosophy. Unpublished dissertation, Iowa State Univ., Ames,
Iowa.
Pawlovich, M., Li, W., Carriquiry, A., Welch, T. (2006). Iowa’s experience with “road diet”
measures: impacts on crash frequencies and crash rates assessed following a Bayesian ap-
proach. Transportation Research Record, 1953, 163–171.
Persaud, B., Lan, B., Lyon, C., Bhim, R. (2010). Comparison of empirical Bayes and full Bayes
approaches for beforeafter road safety evaluations. Accident Analysis & Prevention, 42 (1),
38–43.
Persaud, B., Lyon, C. (2007). Empirical Bayes beforeafter safety studies: Lessons learned from
two decades of experience and future directions. Accident Analysis & Prevention, 39 (3),
546–555.
Persaud, B., Lyon, C., Nguyen, T. (1999). Empirical Bayes procedure for ranking sites for
safety investigation by potential for safety improvement. Transportation Research Record,
1665, 7–12.
Persaud, B., Retting, R. A., Garder, P. E., Lord, D. (2001). Safety effect of roundabout conver-
sions in the United States: Empirical Bayes observational before-after study. Transportation
Research Record: Journal of the Transportation Research Board, 1751, 1–8.
Rubin, D. (1984). Bayesianly justifiable and relevant frequency calculations for the applied
statistician. Ann. Stat., 12 (4), 1151–1172.
Schlueter, P. J., Deely, J. J., Nicholson, A. J. (1997). Ranking and selecting motor vehicle
accident sites by using a hierarchical Bayesian model. Journal of the Royal Statistics Society
D, 46 (3), 293-316.
Shen, W., Louis, T. A. (1998). Triple-goal estimates in two-stage hierarchical models. Journal
of the Royal Statistical Society Series B, 60, 455-471.
111
Sisson, S. A., Fan, Y., Tanaka, M. M. (2007). Sequential Monte Carlo without likelihoods. Proc.
Natl. Acad. Sci., 104 (6), 1760–1765.
Song, J. J., Ghosh, M., Miaou, S., Mallick, B. (2006). Bayesian multivariate spatial models for
roadway traffic crash mapping. Journal of Multivariate Analysis, 97, 246–273.
Strauss, T., Elder, J. (2003). Crash patterns of older drivers in Iowa: A systematic spatial
analysis. Final Report. Univ. of Northern Iowa/Iowa Safety Mgmt. System, Cedar Falls,
Iowa.
Traffic Institute (1999). Program of instruction for the workshop on identification and treatment
of high hazard locations. Northwestern University, Evanston, IL.
Transportation Research Board (TRB) (2000). Accident mitigation guide for congested rural
two-lane highways. NCHRP Report 440. National Research Council (NRC), Washington,
D.C.
Tsionas, E.G. (1999). Bayesian analysis of the multivariate Poisson distribution. Communica-
tions in Statistics – Theory and Methods, 28, 243–255.
Tsiamyrtzis, P., Karlis, D. (2004). Strategies for efficient computation of multivariate Poisson
probabilities. Communications in Statistics – Simulation and Computation, 33 (2), 271–292.
Tunaru, R. (2002). Hierarchical Bayesian models for multiple count data. Austrian Journal of
Statistics, 31, 221–229.
Wilkinson, R.D. (2008). Approximate Bayesian computation (ABC) gives exact results under
the assumption of model error. Technical Report. arXiv: 0811.3355.
Winkelmann, R. (2003). Econometric analysis of count data. Springer. Fourth Edition.
Wolpert, R. L., Ickstadt, K. (1998). Poisson/Gamma random field models for spatial statistics.
Biometrika, 85 (2), 251–267.
112
Xie, Y., Lord, D., Zhang, Y. (2007). Predicting motor vehicle collisions using Bayesian neural
network models: An empirical analysis. Accident Analysis and Prevention, 39, 922–933.
Ye, X., Pendyala, R. M., Washington, S. P., Knoduri, K., Oh, J. (2009). A simultaneous
equations model of crash frequency by collision type for rural intersections. Safety Science,
47, 443–452.
Zegeer, C. (1986). Methods for Identifying Hazardous Highway Elements. NCHRP Report 128.
National Research Council (NRC), Washington, D.C.
Zhao, Y., Kockelman, K. M. (2002). Household Vehicle Ownership by Vehicle Type: Applica-
tion of a Multivariate Negative Binomial Model. Proceedings of the Transportation Research
Board’s 81st Annual Meeting, Washington, DC.
