The e ect of structure and geometry on grain boundary self-di usion is investigated. Using static structures found by relaxation techniques (conjugate gradients) as starting points for a molecular dynamic simulation of a bicrystal model, di usion coe cients and activation energies are calculated for (100) fcc Al and bcc -Fe tilt boundaries. These quantities are derived by monitoring the mean-squared displacement of atoms in the grain boundary region as the simulation progresses and as the temperature of the simulated solid is changed. The angular, directional, and structural dependence of the simulated di usion are discussed and compared to experimental measures and theoretical predictions. The implementation of the molecular dynamics algorithm on a parallel supercomputer is also brie y discussed to illustrate the performance bene ts these computers make possible.
INTRODUCTION
The e ect of grain boundary structure on materials properties has long been a topic of research interest since grain boundaries mediate many interesting microscopic and macroscopic e ects in metals. As noted by Paidar 1 , grain boundary embrittlement, sliding, cavitation, as well as more general phenomena such as di usion, corrosion, and migration are functions of the boundary misorientation (tilt angle for tilt boundaries) and thus of the microscopic structure of the boundary itself. An example of modeling that relies on knowledge of grain boundary properties is that of interconnect failure (e.g. due to electromigration or stress voiding) where statistical models can be sensitive to the dependence of the activation energy Q on tilt boundary angle 2 . In this paper we present a molecular dynamics (MD) study of the e ect of tilt boundary misorientation on grain boundary self-di usion. Since di usion coe cients and activation energies are fundamental measures of an atom's freedom to move in a solid, the results should be relevant to the macroscopic phenomena mentioned above.
The original classic experiment of di usion dependence on tilt angle was that of Turnbull and Ho man 3 . They observed di usion D increasing monotonically with (for 4 data points at 9 o ; 13 o ; 16 o ; 28 o ) and no change in activation energy Q. They formulated a dislocation pipe model to explain these results where lowangle tilt boundaries are pictured as linear arrays of edge dislocations, which become more closely spaced at higher tilt angles. Thus D is proportional to sin( =2) up to a 45 o maximum where the tilt boundary (in cubic crystals) wraps symmetrically back on itself. The model also predicts an anisotropy in D k (parallel to the tilt axis) vs. D ? (in the plane of the boundary, perpendicular to the axis) which was observed later by Ho man 4 . Atkinson has a review 5 of the relatively few other experiments performed on misorientation dependence of boundary properties.
More recently, the more general structural unit model of boundary structure 6 has predicted similar e ects to Turnbull and Ho man's pipe dislocation model. Extensive simulations of boundary structures using molecular statics techniques have shown general boundaries are typically constructed of small groups of atoms in characteristic structures present in low boundaries. Furthermore, the model predicts the properties of the entire boundary should be the sum of the properties of the small patches of known structure, i.e. D = P i A i D i , where A i is the area of a small segment of the boundary 7 . As to the detailed nature of the dependence of D on , it is thought there may well be many cusps and kinks in the D vs. curve since there are special low orientations that could have di erent properties than boundaries with slightly di erent values. This correlates to the well-known variation of grain boundary energy with tilt angle 8 and raises the question of whether dynamic grain boundary properties like di usion can be predicted from simpler boundary energy calculations.
To simulate these e ects there are (at least) two options. One is to calculate D from the static structure of the boundary by considering all the potential barriers individual atoms might hop over within the 3d structure 9;10 . Our approach has been to model the boundary dynamically and calculate a global grain boundary di usion coe cient that should encompass all the structure e ects. To our knowledge it is the rst time the dependence of grain boundary properties on misorientation has been studied with MD techniques.
Thus the goal of this research was to see if MD simulations of simple grain boundary models would be sensitive to grain boundary structure and could produce the results mentioned above, namely the dependence on of (1) D itself, (2) D k vs. D ? , and (3) Q. A secondary goal was to see if today's parallel supercomputers could prove as fast as standard vector supercomputers like the CRAY for performing MD simulations since the work described here required many CPU hours of simulation time.
In the next section the technique for calculating the grain boundary structures is described. Then the MD bicrystal model is outlined and results given for calculating D and Q for a variety of boundaries. Finally, algorithms for implementing MD on parallel supercomputers are brie y discussed and a comparison made to MD codes running on a CRAY-XMP.
STRUCTURE CALCULATIONS
There are several well-established techniques for determining static grain boundary structures: Monte Carlo methods, relaxation algorithms like conjugate gradients, and simulated annealing. None of these can guarantee nding the global minimum energy structure for an arbitrary boundary because of the many local minima created when trying to t two tilted crystals together. We chose to use a conjugate gradient algorithm coupled with a heuristic technique for determining structures of a symmetric bicrystal (tilt boundary in the center). The interaction between atoms for both the structure calculations and the di usion calculations described in the next section were modeled by pair potentials -a Morse potential for fcc Al and a Johnson potential 11 for bcc -Fe. While pair potentials are a coarser approximation than a many-body potential such as the embedded atom method (EAM), previous work 12 found the salient dynamic features of grain boundary di usion could be seen with even the simplest of pair potentials. Hence, this work is a rst e ort at analyzing boundary behavior using the simpler pair potential model.
The structure calculations proceeded as follows. First, two halves of a perfect (100) crystal were rotated to the desired tilt angle. Only discrete angles were allowed to insure a periodic simulation box of reasonable size could be used. The two crystal halves were then translated in 3d with respect to each other to nd the ten lowest energy positions; many thousands of positions were tried. These ten were relaxed with a conjugate gradient technique to nd the lowest energy result. This structure was then further relaxed by alternating the conjugate gradient step with expansion/contraction in the z direction (perpendicular to the boundary) until a minimum energy was reached. This was done because we found the di usion results to be sensitive to extra space introduced in the boundary region by expansion of the bicrystal in the z direction. Figure 1 shows the results of the structure calculations for two bcc boundaries. Two yz planes of the 3d crystal are shown; each has some open space in the center boundary region. However, the superposition of the two planes on the rightside of the gure shows the boundary region is densely lled; a reasonable model of the boundary structure is thus evident. Similar results were obtained for the fcc structure calculations. Nine bicrystal structures for fcc Al and nine for bcc -Fe were calculated with tilt angles ranging from 8:8 o to 42:1 o for Al and 11:4 o to 53:1 o for Fe.
Grain boundary energies for the structures were calculated with the technique of Chen et.al. 13 from the equation
where the rst sum is over all N atoms in the bicrystal model, the second is over all neighbors of atom i, A is the area (xy plane) of the boundary, is the pair potential between atoms i and j separated by a distance r ij , and B is the energy of an atom in the perfect bulk lattice. The calculation converges as atoms farther from the boundary are included since they are in an essentially bulk region of the crystal.
DYNAMIC MODEL AND RESULTS
Using the structures calculated in the previous section as initial positions, a MD calculation was performed at constant N, V (volume), and E (energy) -the microcanonical ensemble. Details of similar bicrystal models are given elsewhere 12;14 ; we simply highlight the features pertinent to this work. Atoms were added to the z dimensions and held xed during the dynamic simulation. They served to contain the model which is periodic in the other two (xy) dimensions. Thus the 3d simulation box models an in nite grain boundary plane, sandwiched between two walls of xed atoms. The models typically contained 1000 dynamic atoms and were at least 20 A in each dimension.
The grain boundary for each geometry was de ned as a region 6:5 A wide (in the z direction, Fig. 1 ) in the center of the model. At the lower simulated temperatures, one atom from this region was removed to \seed" the di usion. As the simulation progressed, vacancy di usion occurred in the boundary as atoms hopped from site to site in a random walk. At the higher temperatures the di usion was more liquid-like and was the same with or without the initial vacancy. The positions of atoms in the boundary region were monitored and their di usion coe cient D calculated by the equation
where the summation is over all N b atoms initially in the boundary region, (x i ; y i ) is the current position of atom i, (x i0 ; y i0 ) is its initial t = 0 position, and t is the time elapsed in the simulation. We drop the z component of the di usion (perpendicular to the plane of the boundary) since it was typically 2 to 3 times less than di usion in the xy plane of the boundary. Similarly, the activation energy Q for grain boundary di usion was calculated by tting the equation
to the simulated di usion data for runs at several temperatures. We note that for vacancy di usion, Q = Q m + Q f where Q m is the energy required for a vacancy to migrate and Q f is the vacancy formation energy. In references 12,14 a method is described for extracting the Q m portion of Q (giving Q m < Q as expected for the one boundary examined). However, it is unclear from the simulation data, particularly as the temperature T approaches the melting temperature T m , that vacancy di usion is the only mechanism present, so that analysis is not performed here.
The results for simulation runs of the fcc Al model are shown in Fig. 2 . The bcc results are similar. Each data point is an average of 3 runs of 25,000 timesteps each (about 100 picoseconds of \real" time). Data for only 5 of the 9 angles is given; the other 4 curves lie between the 5 shown. The dotted curve is data for di usion in a bulk model (0 o tilt angle) shown for comparison purposes. We expect that if we were to simulate lower angle tilt boundaries (requiring larger models to maintain periodicity) the results would converge to the bulk result as ! 0 o . The values of the di usion coe cient at T m for both the grain boundaries and bulk agree reasonably well with experiment.
Activation energies extracted from the data in Fig. 2 and other model parameters for the fcc Al bicrystals are listed in Table I . The Q values are in the 0:5 eV range expected for grain boundary di usion. There is a slight increase of Q with which cannot hold as ! 0 o since bulk activation energies are in the 1.0-1.5 eV range. Further simulations are needed to see if this variation in Q is statistical error or a real trend that would reverse itself for lower angle boundaries. We note that the bulk Q from Fig. 2 is only 0:71 eV (low for bulk di usion), but as explained in reference 12, the simulation overestimates di usion values for the lower temperatures in the bulk model (lowering the activation energy). Table I also lists the anisotropy ratio for the observed grain boundary di usion D k =D ? . As expected it is higher for the lower angle boundaries although not nearly as high as observed experimentally by Ho man 4 . In Fig. 3a di usion 
data is not su cient to tell whether the variation in the curves is due to cusping at preferred orientations or just statistical error. In Fig. 3b the grain boundary energy calculations for the bcc boundaries is shown to illustrate it has the same general form as the bcc di usion data in Fig. 3a . Further work is needed to see if the calculations could be used to predict D consistently.
PARALLEL MD
Molecular dynamics calculations are typically very computationally intensive, even on today's supercomputers. The computational task is to integrate Newton's equations (a set of 3N coupled ODE's) for tens or hundreds of thousands of timesteps. Since most solids (and liquids) are modeled with short-range forces (i.e. pair potentials or the EAM), the neighbors each atom interacts with must be known at each step to avoid checking all other atoms in the model. This can be particularly challenging if atoms are diffusing, since each atom's neighbors change as the simulation progresses. However, if done e ciently, MD with short-range forces requires only O(N) computation at each timestep. Moreover, the calculation for one timestep is inherently parallel in nature, since two (or more) processors can each calculate forces and update velocities and positions for a subset of atoms, independent of the other processors.
To take advantage of this parallelism we implemented two algorithms for MD on a NCUBE 2 supercomputer and compared their performance to a serial algorithm optimized for the CRAY-XMP. The NCUBE 2 at Sandia has 512 independent processors (soon to be 1024) con gured in a hypercube topology; it is an example of a so-called multiple instruction-multiple data (MIMD) parallel computer since each of its processors operates independently of the others and has its own local memory. Each processor in the NCUBE 2 has a (roughly) 1 M op CPU with 1 Mbyte of memory. Hence, if the processors can be e ectively used in aggregate, it is a CRAY-class supercomputer.
The rst parallel algorithm P1 gives each of the processors a subset of the N atoms to follow throughout the simulation; the second algorithm P2 breaks the simulation regime into small 3d boxes and assigns one to each processor so that it tracks all atoms that move in or out of the box. The trick in both algorithms is to pass information between processors e ciently after each timestep, so that on the next timestep each processor has updated information on the positions of the atoms it needs to correctly calculate new forces. Details are given elsewhere 15 ; here we simply highlight the parallel algorithms' speed vs. a serial version we vectorized for a CRAY-XMP. The timing results are shown in Fig. 4 for runs of the MD model described in this paper. The CRAY data indicates the O(N) computation the serial algorithm requires; the CRAY does over 10,000 timesteps/hour even for a large 10,000 atom simulation. The parallel times are extrapolations (from the current 512 processor system) for timings on 1024 processors. The data indicates P1 is the best algorithm for smaller problems where it is competitive with the CRAY. Algorithm P2 is better for larger problems where it is up to twice as fast as the CRAY version. Fig. 4 is evidence that today's parallel supercomputers are roughly equivalent to the CRAY for MD calculations. This should be encouraging to the materials community since parallel computers 50 to 100 times more powerful than current generation supercomputers (parallel or serial) are likely to be available in the next few years.
CONCLUSIONS
In summary, we have shown MD models can be used to elucidate the dependence of dynamic grain boundary properties on structure and misorientation. The dependence of D and its anisotropy on was calculated and agrees in general form with theory and experiment. The dependence of Q on was inconclusive. However, the wide range of D and Q values seen experimentally in bulk and grain boundary samples are not seen in the simulation model, nor was the suspected sensitive dependence of D on low energy structures. It is an open question whether these limitations can be overcome by more sophisticated grain boundary models or using energy functionals known to be more accurate than pair potentials for modeling metals (such as the EAM). These are areas in which we are pursuing further research. We have also shown parallel computers are now becoming a viable competitor to traditional vector supercomputers for performing MD simulations. 
