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1. INTRODUCTION 
The purpose of this paper is to prove a general existence and uniqueness 
theorem (Theorem 1) for nth order linear stochastic differential equations 
in which derivatives are defined in the “mean-square” sense (see below 
for details). The results here subsume the earlier work of Edwards and 
Moyal [I], and the present proofs are simpler. Further, it is hoped that the 
present treatment exhibits the structure (and limitations) of linear stochastic 
differential equations in the mean-square or strong sense. This is discussed 
and contrasted with the “pointwise” or It6 equations in the last section. 
Actually, it will be seen from the present paper that the theory of linear 
stochastic differential equations in the strong sense merges with the theory of 
ordinary linear differential equations in Banach spaces, the latter spaces 
reducing to the scalars only when the underlying probability space contains 
just one point. 
Precise definitions of the initial value problem and of the relevant concepts 
will be given in the next section. The two-point boundary value problem is 
treated in Section 3, and a result on the sample function behavior of solutions 
is obtained in Section 4. 
2. THE EXISTENCE THEOREM FOR THE INITIAL VALUE PROBLEM 
Let (a, 2, P) be a fixed probability space on which all random variables 
considered below are defined. Throughout this paper, J = [a, b] will denote 
a compact interval, X a Banach space, and B(X) the space of all bounded 
linear operators from X to X. Let {x(t), t E J> be a stochastic process with 
values in an arbitrary space W. The stochastic process (x(t), t E J} may also 
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be viewed as a mapping x(*, *) from J x D into W. The random variable 
x(t) = x(t, *) will be identified, as usual, with an element of a Banach space X 
which is “generated” by W. That is, X can typically be thought of as a space 
of W-valued random variables; for example, let W be a Banach space and 
X = LP( W), the space of equivalence classes of strongly measurable W-valued 
functionsfon (52, Z, P) for which so Ijf(w)lj”P(&) < co, where 1 <p < co. 
The terminology of Hille and Phillips [2] will be followed here and throughout 
this paper. The process (x(t), t E J} is said to be strongly differentiable at to 
with strong derivative ff(t,,) if 
liz I/ hW[x(t, + h) - x(&J] - 3i(tcJl = 0. 
If X = LP( W), p > 1, and W is the scalars, then this can be rewritten as 
‘hia E{l h-l[x(t, + h) - x(&-J] - qt,)l*} = 0, 
+ 
where E is the usual expectation operator. When p = 2, 3f.(t,,) is the ordinary 
“mean-square” derivative of x(t) at t, . 
The initial value problem for the nth order equation is treated in Theorem 1. 
It is sufficient to consider the case n = 2. The definition of what is meant by 
a solution of the differential equation (1) below is stated in the Theorem, 
and it is the same as defined by Edwards and Moyal [I]. The paper [I] is 
referred to for further discussion about the motivation and suitability of this 
concept in most applications. An example is included at the end of Section 2, 
for the sake of completeness and illustration. 
THEOREM 1. Let z(a) : J-X and p(e), q(a) : J-B(X). Let x1, x2 E X, 
t, E J. Suppose that z(a) is strongly measurable on J, strongly continuous at t, , 
and 11 z(a)11 is essentially bounded on J. Suppose further that p(e) and q(n) are 
Bochner integrable on J. Then the initial value problem 
dk(t) + p(t)$(t)dt + q(t)x(t)dt = dz(t) (1) 
x(43) = Xl , *(to) = x2 (2) 
has one and only one solution in the following sense. There exists a unique function 
x( -) : / + X satisfying: 
(i) A.(*) exists as the strong derivative of x(a) on J and is strongly continuous 
at each point of J at which z(*) is strongly continuous. 
1 b(t) - 441 + p(t)*(t) + q(t)x(t) = 0 (3) 
for almost all t E J, 
(iii) (2) is satisjed. 
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To prove Theorem 1, the following well-known result is used. 
LEMMA 1. Let YbeaBunuchspace.Letg(-) : J- YandA(*): J-B(Y) 
be Bochnw integrable on J. Then, if t, E J and wO E Y, the equation 
c(t) + -q+(t) = g(t), Wo) = wo (4) 
has one and only one solution w(n) : J- Y in the sense that there exists a 
Bochner integrable function zi)(*) : J-+ Y such that 
w(t) = w, + jt G(s) ds 
to 
fin all t E J, and 
for almost all t E J. 
c(t) + &)w(t) = g(t) 
A proof of this result can be found, for example, in [3]. It is based on the 
contraction mapping principle. 
Proof of Theorem 1. Let the hypotheses of the Theorem hold, and let 
Y = X x X. Y is a Banach space under the norm 
X Il[ Ill Y =llxII+ll~II for 1 EY. [I 
Define f(-) : I-+X by 
f(t) = -AtMt) - 44 jt 4s) ds. a 
Then f (m) is strongly measurable and Bochner integrable on J([2], Theorem 
3.5.3, Theorem 3.5.4(2), pp. 72-74, Theorem 3.7.4, p. 80). Defineg(*) : J- Y 
by g(t) = [,t,]. Next, let A(.) : J -+ B(y) be defined by 
so that if [2] E Y, 
4) El = gt) &I El = [q(t)u;wp(t)vl- 
Then 
II 4M d SUPU u II + II PWII II 24 II + IIPWII II 0 II : II 24 II + II v II G 11 
G 1 + II dt)ll + IIP(t>ll. 
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It follows that A(-) is uniformly measurable (cf. [2], p. 74) and Bochner 
integrable on J. 
Let w,, E Y be fixed but arbitrary. Then by Lemma 1 there exists a unique 
function w(e) : J + Y which is a solution of (4) for the A(*) and g(e) defined 
above. The function w(s) can be expressed as w(e) = [:[I,‘], where u(w), 
v(e) : J---P X, and thus Eq. (4) becomes 
for almost all t E j. But this equivalent to the system of equations 
ti(t) - v(t) = 0 
w + dt)u(t) +Pw(t) = -P(t)4t) - P(t) j” 44 ds a 
for almost all t E J. This system, in turn, is equivalent to 
W) + p(t)[@) + $)I + 4(t) [u(t) + 1: 4s) ds] = 0 
for almost all t E J. Upon defining x(a) : / --f X by 
(5) 
x(t) = u(t) + f z(s) ds, 
a 03 
(5) becomes Eq. (3). Furthermore, 
x(t,) = u(t,) + f%(s) ds 
~(43) = +J) + $0, = v(4)) + &) 
(7) 
(8) 
since z(e) and v(*) are strongly continuous at t, . Consequently, if w, E Y is 
chosen to be 
then Eq. (2) is satisfied. Conditions (ii) and (iii) of the Theorem are thus 
satisfied, and condition (i) is satisfied because of Eq. (6). This completes the 
proof of Theorem 1. 
Note that the solution x(e) of the initial value problem in Theorem 1 has 
its range contained in the closed subspace of X determined by x1 , x2 and the 
range of z(e). This is an immediate consequence of Eqs. (7) and (8). 
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It is now clear how the nth order equation is treated. It is reduced to a 
first order equation on Y = X x X x **a x X (rr factors) and Lemma 1 
is applied just as in the above proof. 
Theorem 1 can be restated in probabilistic terminology as follows: 
COROLLARY 1. Let {z(t), t E J} b e a stochastic process with z(t) E X, 
a Banach space, for each t E J. Let p(e), q(e) be Bochner integrable B(X)-valued 
functions on J. If {z(t), t E J} . ES continuous in the mean (i e., strongly continuous) 
on J,andifx,, 2 x E X, t, E J, then the initial value problem 
d&(t) + p(t)$(t)dt + q(t)x(t)dt = dz(t) 
x(&J) = x1 9 Lqt(J = x2 
has a unique solution in the following sense. There exists a stochastic process 
{x(t), t E J} with x(t) E X fw each t E J, satisfying 
(i) a(*) exists as the strong derivative of x(a) on J, and {k(t), t E J} is 
continuous in the mean (i.e., strongly continuous) on J. 
(ii) -$ [k(t) - z(t)] + p(t)?(t) dt + q(t)x(t) dt = k(t) 
for almost all t E J. 
(iii) x(t,) = x1 , 2(&J = x2 . 
If {x’(t), t E J> is any other stochastic process satisfying (i), (ii), (iii) and the 
condition x’(t) E X for t E J, then 
for each t E J. 
l+J : x(t, co) = x’(t, w)} = 1 
COROLLARY 2. Let Z(*), t, , x1 , x2 be as in Theorem 1. Let p(e), q(e) be 
scalar-valued Lebesque integrable functions on J. Then the initial value problem 
dk(t) + p(t)k(t)dt + q(t)x(t)dt = dz(t) 
x(t,) = Xl , 3i(to) = x2 
has a unique solution in the sense of Theorem 1. 
This corollary follows immediately from Theorem 1 upon identifying p( *), 
q(e) with the functions p’(e), q’(a) : J- B(X) defined by p’(t) = p(t)l, 
q’(t) = q(t)1 where I is the identity operator in B(X). 
It is often useful to regard {z(t), t E J} as a transformation of a Brownian 
motion process. The following result deals with such a situation. 
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COROLLARY 3. Let p(a), q( -), to , x1 , x2 be as in Theorem 1. Let 2 be a 
Banach space and B(Z, X) the space of all bounded linear operators from 
2 to X. If y(e) : J- 2 is strongly continuous on J; and H(e) : J-+ B(Z, X) is 
uniformly measurable on J, 11 H(e)/1 is essentially bounded on J, and 
‘,‘y II H(t) - H(to)ll = 0, 
-0 
then the initial value problem 
d*(t) + p(t)*(t)dt + q(t)x(t)dt = d[ff(t)y(t)l 
x(to) = Xl, k(tJ = x, 
has a unique solution in the sense of Theorem I, where z(t) = H(t)y(t). 
Proof. If z(t) = H(t)y(t), then z(s) : J-X. To prove the corollary, 
it suffices to show that a( .) satisfies the hypotheses of Theorem 1. By definition 
of strong and uniform measurability, there exist countably valued functions 
H,(.) : J -+ B(Z, X) and m(e) : J + 2 such that 
lim II f&(t) - H(t)ll = i-2 II m(t) - rWll = 0 n+m 
for almost all t E J. Let x,(t) = Hn(t)yn(t). Then a,(-) : J- X is a countably 
valued function. Let L = max{(ly(t)ll : t E J). L < co since y(a) is strongly 
continuous on J. We may assume that 
M = s;p[ess sup{ll H,(t)11 : t E J>] < 00, 
since ess sup Ij H(t)11 < co. Then for almost all t E J, 
II &> - 4911 G II fW>bnW - rWlll + IlFW - Wt>lrP>ll 
< ~4 IIr,dt) -rWll +L II fW - fW)ll -+ 0 as n -+ a. 
Thus a(*) is strongly measurable on J. 
For almost all t E J, 
II 4t)ll G II fV)ll IIYWI G L(ess sup II W>ll> < ~0, 
so that II z(-)lI is essentially bounded on J. 
Finally, z(.) is strongly continuous at t, , since 
II 44, + h) - 4tcJll 
G II[Wo + h) - fWl~(to + h>ll + II WO)[Y(~, + h) - rMll 
<L II Wto + h) - W&Al + II Wtd IIr(h + h) - r(4Jll-t 0 as h + 0. 
This completes the proof of the corollary. 
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3. THE TWO-POINT BOUNDARY-VALUE PROBLEM 
Let p(m), q(m) be scalar-valued Lebesque integrable functions on J. If 
t, , t, E J and q ,..., 01s are scalars such that the set of equations 
D(e) s l(t) +p(t)&t) + q(t)f(t) = 0 for almost all t E J 
G(S) = %%t1) + %&l) + %&2) + ~*&z) = 0 
I 
(9) 
U?,(f) = ‘Y,dtd + %&l) + %5(h) + “s&d = 0 
has no continuous scalar-valued solution e(e) on J other than t(t) = 0, then 
the Eqs. (9) are said to be incompatible. It is well known (for example, see [JJ) 
that if {vi , wa} is any pair of continuous linearly independent scalar-valued 
solutions of D(t) = 0 almost everywhere on J, then Eqs. (9) are incompatible 
if and only if 
THEOREM 2. Let p(a), q(e), x(.) be us in CoroZlury 2, and suppose that 
equations (9) are incompatible. Let y1 , yz E X. Then there exists a unique solution 
of the two-point boundary value problem 
d*(t) + p(t)n(t)dt + q(t)x(t)dt = dz(t) 
wx> =A, G(x) = Yz * 
This result is an easy consequence of the above characterization of incom- 
patibility and Corollary 2. Consequently the proof is omitted. Theorem 2 
also extends to the case of an nth order n-point boundary value problem, 
and it can be stated in alternate form as in Corollary 1. 
Corollary 2 and Theorem 2 subsume the main results of Edwards and 
Moyal [I], who obtained these results under the additional hypotheses that X 
is a weakly complete Banach space, z(e) is strongly continuous and of Dunford 
bounded variation on J (see [I], p. 664) and p(e), q(a) are continuous scalar- 
valued functions on J. Moreover, the present proofs are shorter and more 
direct. 
The following example of a two-point boundary value problem, considered 
in [I], is given here for the sake of illustration and completeness. Consider 
the equation of the Brownian oscillator. 
dk(t) + 2&(t)dt + jFx(t)dt = dz(t), (10) 
where 01, p are constant satisfying 0 < 01 < 8. Let J = [-b, b], t, E J. If 
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x1 , xa E X, and if ~(0) maps J into a Banach space X and is strongly con- 
tinuous on J, then 
x(t) = t j”, e-“ft+) sin ~(t - to) sin r(ta + S) 
sin 274, d44 
e-aft-s) sin ~(t - s) dz(s) (11) 
0 
+ 
e-“t 
7 [x,Pto sin ~(t + to) - xze-% sin(t - t,)], 
sm 2yt, 
where y = ($ - a2)lj2, is the unique solution of (10) satisfying x(t,) = x1 ~ 
x(-to) = x2 . 
If X is the usual Hilbert space of equivalence classes of square integrable 
scalar-valued random variables on (SL, 2, P) and {z(t), -co < t < co> is a 
Brownian motion process with variance parameter (T, then b can be chosen 
arbitrarily large, so that the solution (11) is valid for all real t. If further, 
xi and x2 are constant random variables, then 
v-2 E{*(t)} = 0, 
and, if s > 0 is fixed but arbitrary, 
l&(ff(t + S), k(t)) = 2 e-m8 (cos ys - F sin ys), 
where (e, *) denotes the inner product in X. This shows that as t--t co, 
{S(t), --a < t < co> t en s d t oward a wide sense stationary process with 
mean zero and covariance function 
R(S, t) = f e-“lt-SI[cos y(t - s) -F sin y 1 t - s II* 
4. CONTINUITY OF SAMPLE FUNCTIONS 
One of the principal concerns of the theory of stochastic processes is the 
behavior of the sample functions x(., w), w E Q. The following theorem says 
that if X = LP( IV), 1 < p < co, and W is the real line, and if x(e) is strongly 
continuous on J, then for any (separable) solution process {x(t), t E 1) of an 
nth order linear stochastic equation as defined in Section 2, almost all sample 
functions x(*, w) are continuous on 1. 
THEOREM 3. Let {x(t), t E J) b e a separable stochastic process with 
x(t) ED’(R), where R is the real line, 1 < p < co, for all t E J. If x(e) has a 
strongly continuous trong derivative on J (that is, a strongly continuous derivative 
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in the mean of order p), then almost all sample functions x(., w) are continuous 
on J. 
If a(*) : J--p(R), th en i(t) is really an equivalence class of random 
variables for each t E J. Consequently a random variable (call it x(t)) from 
the equivalence class i(t) is determined only up to changes on P-null sets. 
According to [.5j, Theorem 2.4, p. 57, the random variables x(t) from each 
equivalence class can be chosen in such a way that the process {x(t), t E J} is 
separable. Hence any solution of a linear stochastic diflerential equation 
can be assumed to be a separable process without loss of generality. 
The proof of Theorem 3 makes use of the following result due to 
Kolmogorov. 
LEMMA 2. Let (x(t), t E J> b e a separable stochastic process. If there exist 
positive constants 01, j?, C such that 
E{I x(t) - x(t’)p) < c 1 t - t’ p+fi (12) 
for all t, t’ E J, then almost all sample functions x(*, w) are continuous on J. 
For a proof of this Lemma, see [6], p. 194. 
Let the hypotheses of Theorem 3 hold. Note that 
I a + b Ip G (2 n-41 a I, I b I)}p < Zp(l a P + I b IpI 
for all scalars a, b, and note that M = max{ll 3;(s)]] : s E J} < CO since 3i(*) is 
strongly continuous on J. Hence if t, t’ E J, 
q x(t) - XWIP) 
< 2PE{] x(t) - x(t’) - (t - t’)*(t’)lp} + 2YE{j(t - t’)*(t’)/p} (13) 
< 2PE{E( x(t) - x(t’) - (t - t’)cqt’)lp} + 2”ikl” I t - t’ p. 
Given E = 1 there exists S(t’) > 0 such that 
E{l(t - t’)-‘[x(t) - x(t’)] - k(t’)lp} < 1 if I t - t’ 1 < S(t’), 
hence 
I${/ x(t) - x(t’) - (t - t’)ti(t’)lp) < I t - t’ 19 if I t - t’ 1 < S(t’). 
Therefore (13) becomes 
E{I x(t) - x(t’)lP} < 2p(Mp + 1) ) t - t’ IP if I t - t’ ] < S(t’). 
The family {{t : t E J, I t - t’ I < S(t’)} : t’ E J} forms an open cover of J 
and hence admits a finite subcover {{t : t E J, 1 t - ti / < S(Q) : i = I,...&}. 
Then (12) holds with 01= p, /? = p - 1, and C = 2r%(M” + 1). Hence by 
Lemma 2 almost all sample functions x(., w) are continuous on J. This 
completes the proof of Theorem 3. 
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5. CONCLUDING REMARKS 
It8 [?‘I and later Doob [5], [8] h ave treated the first order nonlinear 
stochastic equation 
h(t) = m[t, x(t)] dt + o[t, x(t)] dz(t) 
by transforming it to the associated integral equation and using the It6 
stochastic integral. Under suitable hypotheses, the solution process of (14) is a 
Markov process. This fact makes it possible to analyze the sample paths of 
solutions of (14); this was done in [S]. A rather complete treatment of higher 
order nonlinear It6 equations is given in Chapter 11 of Dynkin’s book [9]. 
Borchers [ZO] also considered higher order nonlinear It6 equations from the 
point of view of the stochastic derivative. In the above studies the stochastic 
integral approach seemed more appropriate. The strong derivative approach 
of this paper seems to be applicable only to linear equations. For nonlinear 
equations and for a detailed sample function analysis, margingale theory 
appears to be a necessary tool. The impact of Theorems 1 and 2 is that the 
linear stochastic differential equations in the strong sense coincide with the 
ordinary linear differential equations in (infinite dimensional) Banach spaces, 
such as considered in [3]. It is interesting to note that the associated Banach 
spaces are finite dimensional only when (Q, Z, P) is a trivial probability space. 
The author gratefully acknowledges the criticism and helpful suggestions 
of Professor M. M. Rao. 
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