Abstract-Virtual Machine (VM) migration is one of the most common techniques used to alleviate thermal anomalies (i.e., hotspots) in cloud datacenter's servers of by reducing the load and, therefore, decreasing the server utilization. However, there are other techniques such as voltage scaling that also can be applied to reduce the temperature of the servers in datacenters. Because no single technique is the most efficient to meet temperature/performance optimization goals in all situations, we work towards an autonomic approach that performs energy-efficient thermal management while ensuring the Quality of Service (QoS) delivered to the users.
I. INTRODUCTION
The growing scale of consolidated virtualized datacenters has made issues related to power consumption, air conditioning, and cooling infrastructures critical concern in terms of the growing operating costs. Furthermore, power and cooling rates are increasing eight-fold every year [1] and are becoming a dominant part of IT budgets. Addressing this problem is an important and immediate task for enterprise datacenters. Current work in the field of thermal management explores efficient methods of extracting heat from the datacenter [2] . Researchers also proposed software-based approaches [3] , [4] in order to manage temperature by efficiently scheduling workload in low-temperature regions. Virtual Machine (VM) migration is one of the most common techniques used to alleviate thermal anomalies (i.e., hotspots) in cloud datacenter's servers by reducing the load and, therefore, by decreasing the server utilization. Switching off idle servers is also a typical policy along with VM migration for power management. In some situations, however, the VM migration process may lead to unacceptable operational temperatures.
Along with VM migration there are other mechanisms that can be used to reduce the temperature of the servers in datacenters. However, not always the same mechanism is the most efficient to meet the desired optimization goals. The long-term goal of our approach is to autonomically manage datacenters using the information from sensors and taking decisions at different levels (through controllers) based on the optimization goals (e.g., performance, energy efficiency, cost). To do this, we consider an architecture composed by layers belonging to different abstract components with different responsibilities but with the same common objectives. Specifically, the architecture is composed by four layers: environment layer (which detects, localizes, characterizes, and tracks thermal hotspots using scalar sensors such as temperature and humidity), physical resource layer (which manages the hardware and software components of servers), virtualization layer (which instantiates, configures, and manages VMs), and application layer (which is aware of the workload's and application's characteristics and behavior). For reactive thermal management we specifically focus on the possible interactions between the environment layer and the virtualization and physical resource layers based on temperature and power consumption.
In this paper, we explore ways to take actions at the server side before performing costly migrations of VMs, including techniques that can be used as temporary actions that may facilitate migrations without incurring in additional penalty in terms of server thermal behavior (e.g., using pinning before performing VM migrations). We aim at optimizing the energy efficiency of datacenters while ensuring the Quality of Service (QoS) delivered to the users. Specifically, we focus on exploiting VM Monitor (VMM) configurations, such as pinning techniques (i.e., CPU affinity) in Xen platforms. Note that this approach is complementary to other techniques at the physical server layer such as using low power modes. The techniques that we consider in this work try to ensure an acceptable thermal behavior of the datacenter's hardware components (i.e., the temperature is under a certain threshold).
Although our experiments focus on the impact of thermal management techniques on a single server, we believe that the obtained results are sufficiently representative to be extrapolated to consolidated virtualized datacenters where components at different layers need to coordinate to achieve the common objective of improving datacenter management efficiency. To support the arguments of our approach, we present the results obtained from an experimental evaluation on real hardware using High Performance Computing (HPC) workloads in different scenarios. The results state that pinning is an effective mechanism to react to thermal anomalies and show tradeoffs between VM migration and pinning depending on the system characteristics and optimization goals. From the knowledge distilled from this study we conclude that an autonomic system could leverage different thermal management techniques to optimize the datacenter's energy efficiency while ensuring the QoS delivered to the users. The main contributions of this papers are: (1) study different reactive thermal management techniques for virtualized and instrumented datacenters from the energy perspective towards the design of an autonomic approach, (2) study the tradeoffs between performance, energy efficiency, and thermal efficiency of the techniques for HPC workloads, and (3) propose pinning as a technique for energyefficient thermal management.
The rest of the paper is organized as follows. Section II surveys related work. Section III discusses temporal-spatial characteristics of hotspots and describes some reactive thermal management approaches. Section IV presents and discusses the experimental results. Finally, Section V concludes the paper and outlines future research directions.
II. RELATED WORK
Several approaches have been proposed for addressing cooling and thermal issues. Moore et al. [5] propose a method to infer a model of thermal behavior to automatically reconfigure the thermal load management systems, thereby improving cooling efficiency and power consumption. They also propose in [3] thermal management solutions focusing on scheduling workloads while considering temperature-aware workload placement. Bash et al. [6] propose a policy to place the workload in areas of a datacenter that are easier to cool, which results in cooling power savings. Tang et al. [4] formulate and solve a mathematical problem that maximizes the cooling efficiency of a datacenter. Bianchini et al. [7] propose emulation tools for investigating the thermal implications of power management. In [8] , they present COracle, a software prediction infrastructure that makes online predictions for datacenter thermal management based on load redistribution and Dynamic Votage and Frequency Scaling (DVFS). Raghavendra et al. [9] propose a framework that coordinates and unifies five individual power management solutions (consisting of HW/SW mechanisms).
A large body of work in datacenter energy management addresses the problem of the request distribution at the VM management level in such a way that the performance goals are met and the energy consumption is minimized. Zhao et al. [10] present an experimental study of virtual machine migration focused on the VM-based resource reservation problem looking at performance. Song et al. [11] propose an adaptive and dynamic scheme for adjusting resources (specifically, CPU and memory) between virtual machines on a single server to share the physical resources efficiently. Kumar et al. [12] present vManage, a practical coordination approach that loosely couples platform and virtualization management aiming at improving energy savings and QoS and at reducing VM migrations. Soror et al. [13] address the problem of optimizing the performance of database management systems by controlling the configurations of the virtual machines in which they run. Laszewski et al. [14] present a scheduling algorithm for VMs in a cluster to reduce power consumption using DVFS.
Several research efforts propose methods to jointly manage power and performance at the physical resource layer. One of the most used techniques in the last decades to save energy is DVFS. Researchers have developed different DVFS scheduling algorithms and mechanisms to save energy while provisioning resources under deadline restrictions. Chen et al. [15] address resource provisioning and propose power management strategies with SLA constraints based on steadystate queuing analysis and feedback control theory. They use server turn on/off and DVFS for enhancing power savings. Ranganathan et al. [16] highlight the current issue of under utilization and over-provisioning of the servers. They present a solution of peak power budget management across a server ensemble to avoid excessive over-provisioning considering DVFS and memory/disk scaling. Nathuji et al. [17] investigate the integration of power management and virtualization technologies. In particular they propose VirtualPower to support the isolated and independent operation of virtual machine and control the coordination among virtual machines to reduce the power consumption. Rusu et al. [18] propose a cluster-wide on/off policy based on dynamic reconfiguration and DVFS. They focus on power, execution time, and server capacity characterization to provide energy management. Kephart et al. [19] [20] address the coordination of multiple autonomic managers for power/performance tradeoffs by using a utility function approach in a non-virtualized environment.
VMM configurations (e.g., within the Xen hypervisor) has been used in different approaches such as is [21] . However, to the best of our knowledge, none of the existing approaches has exploited VMM configurations (i.e., pinning techniques) to mitigate the effects of thermal anomalies with energy efficiency and performance as optimization goals.
III. REACTIVE THERMAL MANAGEMENT IN DATACENTERS
In this section, we briefly discuss the characteristics of thermal hotspots that majorly cause thermal inefficiency in datacenters. Then, we introduce three different techniques to mitigate the effects of hotspots that are evaluated in the following section.
A. Characteristics of Thermal Hotspots
Hotspots can be detected using internal and external temperature sensors when measurements cross specific temperature values defined as hotspot threshold. Hotspots are difficult to localize accurately in space and are hard to predict in time: this is because the heat transfer along the airflows (convection) and through the server blades and racks (conduction) are phenomena difficult to model. In addition, hotspots change their positions in time and space depending on several factors such as distribution and intensity of running workloads, server characteristics, airflow circulation, etc. Thus, it is crucial to understand the characteristics of hotspots before taking actions towards energy-efficient thermal management. Fig. 2 shows the temporal correlation of the measured temperature data collected from 13 TelosB sensor nodes (deployed in front of the outlet fans of each server in a dual rack system), each placed on 13 vertically arranged servers as showed in Fig.  1 . These TelosB sensor nodes are wirelessly connected and built with IEEE 802.15.4 compliant CC2420 radio (2.4 GHz) with a few sensors of temperature, humidity, and light. The temperature sensors on the TelosB nodes and internal sensors nearby the CPU are used to measure temperature in order to observe heat propagation in space and time. Figs. 2a and 2b correspond to the set of experiments of using TelosB nodes in which only servers 7-13 and 7-10 are running, respectively. These results show that some idle servers that are in spatial proximity to operational servers experience an increase in temperature much higher than that of other idle servers. These results show that an hotspots affecting a server may in fact be caused by another server running on the same rack or on a different one. Fig. 3 shows the thermal behavior of a single server in the presence of an hotspot and the corresponding power consumption. It also shows the impact of VM migration on server's temperature and power consumption. The increase of the external temperature, which is controlled with a heat source (from second 600 to 1400) results on the increase of the server's internal temperature. The figures illustrate the impact of migrating one VM on the server's temperature and power consumption (at second 900 -reacting to the hotspot). In comparing the internal server temperature (Fig. 3a) and power consumption (Fig. 3b) we observe that there is a correlation between the two metrics.
B. Reactive Thermal Management Approaches
A typical mechanism used to to reduce the server's temperature (e.g., to react to a hotspot) consists in decreasing the heat generated by the server, which, based on our measurements is highly correlated with the server's power consumption. As the CPU 1 is the most power consuming component of a server, we consider CPU power (as a simplification) to describe the different techniques analyzed in this paper. Eq. (1) shows a simplified dynamic power dissipation model for CPU, where C is the capacitance of the processor (that we consider fixed), α is an activity factor (also known as switching activity), and V and f are the operational voltage and frequency, respectively.
Therefore, the power consumption of a server can be decreased by either reducing the activity of CPUs or reducing the frequency/voltage of CPUs (via DVFS). In the following, we discuss different techniques that use this model to aim at reducing the server's power consumption (and thus the heat generated). We do not take into account cooling or placement issues; rather, we focus on the energy efficiency of thermal management approaches on the servers considering HPC workloads and virtualized environments under the assumption that cooling and placement do not change.
1) VM Migration:
This technique consists in moving a running VM, its guest OS, and all of its applications to a different server. Migrating VMs reduces the CPU activity α in (1) and, if a CPU is freed and the OS implements dynamic CPU power management, it can also reduce the frequency/voltage. We assume that the OS power management is enabled by default. When we need to migrate a VM or multiple VMs to react to a hotspot, one of the following four scenarios is possible:
• Another server is available to host the VM(s) that are being migrated: migration can be performed at the penalty of some overhead (energy, latency, bandwidth).
• A server has been powered down: we can perform the migration after powering the server up at the additional penalty of booting.
• All servers already have some load but some of them have higher thermal efficiency: we can perform the migration but with possible penalty due to the the resource sharing between migrated workload and the existing workload in the destination server.
• Any other server is available to host new VM(s): in this case, we can only suspend the VM(s) until a server becomes available.
2) Processor DVFS:
This is an effective technique to reduce processor power dissipation supported in most of current processors. DVFS reduces the processor frequency/voltage but not the activity factor. However, CPU-intensive workloads running at low frequencies may experience a significant penalty on their execution time. Within a single server we can use DVFS in two ways: • By reducing the frequency/voltage of a subset of CPUs: if different VMs are independent they may complete their workload at different times. If VMs are coupled (e.g., MPI applications) the workload running in slower CPUs may penalize the workload running in faster CPUs. However, some architectures have restrictions (e.g., by paired CPUs).
3) VMM Configuration (Pinning):
We propose to use this technique to react to hotspots as alternative to VM migration and DVFS. VMMs may allow virtual CPUs (vCPUs) of VMs to be assigned to physical CPUs (pCPUs) in two different approaches: without and with affinity (pinning). In the former, the VMM determines how vCPUs are assigned to pCPUs; in the latter, the VMM allows hard assignments of the vCPUs to one or more pCPUs. Pinning techniques are typically used where the characteristics of the workload would benefit from executing on specific CPUs (e.g., cache locality).
We propose to reduce the activity of one or more CPUs by pinning the VMs to the other CPUs. As we assume that the OS performs by default dynamic CPU power management, when a CPU is freed from VMs activity, its frequency/voltage can also be reduced. However, the activity of the running CPUs may be increased, resulting in a penalty in the workload's execution performance caused by higher resource sharing.
IV. EXPERIMENTAL EVALUATION

A. Experimental Environment
The experiments were conducted using two Dell servers, each with a Intel quad-core Xeon X3220 processors which operate at four frequencies ranging from 1.6GHz to 2.4GHz, 4GB of memory, two hard disks, and two 1Gb Ethernet interfaces. This is intended to represent a general-purpose rack server configuration, widely used in virtualized datacenters. The servers run CentOS Linux operating system with a patched 2.6.18 kernel with Xen version 3.1. To empirically measure the "instantaneous" power consumption of the servers we used a "Watts Up? .NET" power meter. This power meter has an accuracy of ±1.5% of the measured power with sampling rate of 1Hz. The meter was mounted between the wall power and the server. We estimate the consumed energy by integrating the actual power measures over time. We used TelosB motes to measure both internal and external temperatures of the server as described in Section III-A. Because the servers used for our experiments are not production machines, we used a Sunbeam SFH111 heater (directed to the servers) in order to emulate a thermal hotspot.
B. Results
We have evaluated the three VM management techniques discussed in Section III-B . Figs. 4 , 5, and 6 show the thermal behavior and power consumption of a server when running a HPC workload with the different VM management techniques considered in this paper. Specifically, we used the HPL linpack benchmark, which uses intensively different resources such as CPU and memory. All the techniques and configurations have been evaluated under the same conditions. The experiment consists of running HPL in 4 VM instances with the same configuration and applying a given technique 800 seconds after starting the experiment (which is long enough to reach the steady state). The figures focus on the initial part of the experiment to show better the trends and only plot the Bezier curves for readability. We obtained the external temperature of the server with a sensor placed in the back side of the server, and the internal temperature (in • C) of the server with a sensor placed inside the server. The internal sensor provides the average temperature of the server's components (not only CPU temperature, which can be obtained from its internal sensors).
We can appreciate in the figures that internal and external temperatures are strongly correlated and follow similar patterns. However, the internal temperature is almost 8
• C higher than the external temperature. Temperature and power are also correlated but variations in temperature are slower than in power. Overall, the higher reduction of temperature and power are obtained using VM migration. The higher the number of VMs migrated, the more significant the decrease of temperature and power. The reduction of temperature and power is more moderate using DVFS than using VM migration. The highest reduction in temperature and power is obtained operating all 4 CPUs at 1.60GHz. This is consistent with (1), where the higher operational frequency the higher temperature and power consumption. However, running 2 CPUs at 1.60GHz and 2 CPUs at 2.40GHz obtains slightly worse results than running all CPUs at 2.13GHz.
The reduction of temperature and power using pinning is lower than using VM migration but higher than using DVFS. The reduction of temperature and power is higher when the VMs are pinned to fewer CPUs. Although using different techniques we obtain different reductions of temperature and power, the plots obtained with the three different mechanisms follow similar patterns. Hence, we can conclude that all of them can reduce the temperature and power consumption effectively. Due to space limitations, we do not provide further study of the thermal behavior of the considered techniques and we focus on the tradeoffs between performance, energy efficiency, and thermal efficiency (i.e., temperature reduction).
In order to measure the energy consumed by the servers in the experiments that perform VM migrations, we have considered the energy consumed by the original server during the whole execution of the experiment plus the energy consumed by the destination machine from when the VMs start being migrated to the destination machine (i.e., shadowed area in Figs. 7a and 7b ).
In the case that the destination machine already hosts other VMs, we take into account the energy consumed from the increase of power in relation to the power consumed by the server before the migration. Although we can find other intermediate scenarios, in our experiments we only consider these two scenarios as they provide simplified but meaningful performance bounds.
Although VM migration seems better in terms of thermal efficiency, we look at the tradeoffs between thermal efficiency and other dimensions such as performance and energy efficiency. Figure 8 illustrates the tradeoff between thermal efficiency (reduction of temperature) and performance (workload's response time) when pinning vCPUs of VMs to different number of physical pCPUs. Table I summarizes the obtained results. It shows i) the obtained makespan (the time needed to complete the workload, which may include the migration overhead), ii) the energy consumed, iii) the Energy Delay Product (EDP), which is a good metric for energy efficiency because it captures the effect of energy management on performance [22] , and iv) the reduction of temperature ("Temp. ↓" in Table I Experimental results using different VM management techniques. "Destination Empty" means that the destination server is running but idle, "Destination Full" means that the destination server has 4 VMs running on the 4 CPUs, and "Destination Off" means that de destination server is switched off. we present absolute values and for the different techniques we present the results relative the reference execution (in the form of % increased), except for temperature reduction. The best results of each technique are shown in bold.
As we commented previously, VM migration is the technique that achieves higher reduction of temperature. The price of migration overhead, we also obtained the shorter makespan migrating two VMs. However, it does not achieve the highest energy efficiency. The configuration where the destination server is empty is better than when the destination server is full in term of makespan but is worse in terms of energy efficiency. The configuration where the destination is full is the best case in term of energy efficiency (except for migration of 2 VMs) but the worse in terms of makespan. However, when the destination server is switched off, the penalty of starting up the server on both makespan and energy efficiency is significant. When the destination server is full, the number of migrated VMs does not influence significantly either the makespan or the energy efficiency. However, the higher the number of migrated VMs, the higher the reduction of temperature. Hence, the potential increase of temperature and penalty in existing VMs on the destination server should be analyzed in order to identify the tradeoffs between increasing the number of migrated VMs and the negative effects on the destination machine.
In most of the cases, DVFS obtains worse results than the other techniques. To obtain a similar reduction of temperature with DVFS, the penalty on both makespan and energy efficiency is higher. As we commented previously, running all CPUs at 2.13GHz works better than running 2 CPUs at 1.60GHz. In fact, if the workloads of the different VMs were dependent, the execution time of the workload when using 2 CPUs at 1.60GHz and using 4 CPUs at 1.60GHz would be similar. Pinning the VMs to 3 CPUs penalizes makespan only 18.57% (which is similar to the penalty when performing VM migration) but with the highest energy efficiency. However, the reduction of temperature is lower than with VM migration. The higher reduction of temperature is achieved when pinning the VMs to 2 CPUs; however, in such scenario the makespan increases significantly and becomes comparable to running all CPUs at 2.13GHz (which is the best case for DVFS). Pinning the VMs to only one CPU achieves a high decrease of temperature but the penalty on both makespan and energy efficiency (due to resource sharing and the associated problems such as context switches) is not acceptable. Thus, the threshold for applying the pinning technique is 2 CPUs for the HPL workload, which results on a temperature decrease of 6
• C. This temperature decrease may be sufficient to react to many moderate hotposts.
Overall, the obtained results show that, depending on the temperature reduction required to mitigate the effects of a hotspot and the optimization goals (i.e., performance or energy efficiency), VM migration and pinning are the most effective techniques. The results also show that when there are available servers to migrate VMs and the main objective is optimizing performance (i.e., minimizing the makespan), it may be better migrating VMs rather than other techniques. However, when the focus is energy efficiency, pinning techniques may be a preferable technique in favor of VM migration. Furthermore, when VM migration is not feasible, pinning is the most effective mechanism to reduce the server's temperature while balancing between performance and energy efficiency.
V. CONCLUSIONS AND FUTURE WORK
In this paper, we have studied different reactive thermal management techniques for virtualized and instrumented datacenters from the energy perspective. We have also studied the tradeoffs between performance, energy efficiency, and thermal efficiency of the techniques for HPC workloads. Specifically, we considered VM migration, DVFS at the server side, and pinning techniques as mechanisms to alleviate the cloud datacenter's servers from thermal anomalies (i.e., hotspots). The results of our evaluation conducted on real hardware using HPC applications showed that pinning is an effective mechanism to react to thermal anomalies under certain conditions. We have also showed that there are tradeoffs between the different analyzed mechanisms depending on the system characteristics and optimization goals.
Current and future research efforts include considering different workloads types with different demand for resources and resource utilization patterns (e.g., memory-or I/O-intensive workloads) and different lengths in order to define models for VM allocation at the datacenter level. We also plan to coordinate our reactive thermal management techniques with other layers (e.g., application layer) using a cross-layer design approach. Finally, we plan to implement an autonomic management system to take decisions and to act at the different layers.
