An experimental annotation method is described, showing promise for a subjective labeling taskdiscourse coherence quality of essays. Annotators developed personal protocols, reducing front-end resources: protocol development and annotator training. Substantial inter-annotator agreement was achieved for a 4-point scale. Correlational analyses revealed how unique linguistic phenomena were considered in annotation. Systems trained with the annotator data demonstrated utility of the data.
Introduction 1
Systems designed to evaluate discourse coherence quality often use supervised methods, relying on human annotation that requires significant front-end resources (time and cost) for protocol development and annotator training . Crowd-sourcing (e.g., Amazon Mechanical Turk) has been used to collect annotation judgments more efficiently than traditional means for tasks requiring little domain expertise (Beigman Klebanov et al., 2013; Louis & Nenkova, 2013) . However, proprietary data (test-taker essays) may preclude crowd-sourcing use. In the U.S., the need for automated writing evaluation systems to score proprietary test-taker data is likely to increase when Common Core 2 assessments are administered to school-age students beginning in 2015 (Shermis, in press), increasing the need for data annotation. This paper describes an experimental method for capturing discourse coherence quality judgments for test-taker essays. Annotators developed personal protocols reflecting their intuitions about essay coherence, thus reducing standard front-end resources. The paper presents related work (Section 2), the experimental annotation (Section 3), system evaluations (Section 4), and conclusions (Section 5).
Related Work
Even after extensive training, subjective tasks may yield low inter-annotator agreement (Burstein & Wolska, 2003; Reidsma & op den Akker, 2008; . Front-end annotation activities may require significant resources (protocol development and annotator training) (Miltsakaki and Kukich, 2000; Higgins, et al., 2004; Wang et al., 2012; . reviewed coherence features as discussed in cognitive psychology (Graesser et al., 2004) , reading research ( Van den Broek, 2012) , and computational linguistics, and concluded that evaluating text coherence is highly personal , relying on a variety of features, including adherence to standard writing conventions (e.g., grammar), and patterns of rhetorical structure and vocabulary usage. They describe an annotation protocol that uses a 3-point coherence quality scale (3 (high), 2 (somewhat,) and 1 (low)) applied by 2 annotators to label 1,500 test-taker essays from 6 task types (Table 1) . Protocol development took several weeks, and offered extensive descriptions of the 3-point scale, including illustrative test-taker responses; rigorous annotator training was also conducted. collapsing the 3-point scale to a 2-point scale (i.e., high (3), low (1,2)). Results for a binary discourse coherence quality system (high and low coherence) for essays achieved only borderline modest (Graesser et al, 2004; Van den Broek, 2012) , motivating our experimental method. In contrast to training annotators to follow an annotation scheme predetermined by others, annotators devised their own scoring protocols, capturing their independent impressions -finding their "inner-annotator." The practical outcomes of success of the method would be reduced front-end resources in terms of time required to (a) develop the annotation protocol and (b) train annotators. As a practical end-goal, another success criterion would be to achieve inter-annotator agreement such that classifiers could be trained, yielding substantial annotator-system agreement.
Experimental Annotation Study
Annotation scoring protocols from 2 annotators for coherence quality are evaluated and described.
Human Annotators
Two high school English teachers (employed by a company specializing in annotation) performed the annotation. Annotators never met each other, did not know about each other's activities, and only communicated about the annotation with a facilitator from the company.
Data
A random sample of 250 essays for 6 different item types (n=1500) and test-taker populations (Table 1) was selected. The sample was selected across 20 different prompts (test questions) for each item type in order to ensure topic generalizability in the resulting systems. Forty essays were randomly selected for a small pilot study; the remaining data (1460 essays) were used for the full annotation study. For the full study, 20% of the essays (n=292) had been randomly selected for double annotation to measure interannotator agreement; the remaining 1168 essays were evenly divided, and each annotator labeled half (n=584 per annotator). Each annotator labeled a total of 876 essays across the 6 task types.
Experimental Method Description
A one-week pilot study was conducted. To provide some initial grounding, annotators received a 1-page task description that offered a high-level explanation of "coherence" describing the end-points of a potential protocol. (This description was written in about an hour.) It indicated that high coherence is associated with an essay that can be easily understood, and low coherence is associated with an incomprehensible essay. Each annotator developed her own protocol: for each score point she wrote descriptive text illustrating a set of defining characteristics for each score point of coherence quality (e.g., "The writer's point is difficult to understand."). Annotator 1 (A1) developed a 4-point scale; Table 2 . Pearson r between annotator discourse coherence scores and features. All correlations are significant at p < .0001, except for A2's long-distance sentence-pair similarity at p < .05.
Annotator 2 (A2) developed a 5-point scale. Because the two scales were different, κ could not be used to measure agreement, so a Spearman rank-order correlation (r S ) was used, yielding a promising value (r S =0.82). Annotator protocols were completed at the end of the pilot study.
A full experiment was conducted. Each annotator used her protocol to assign a coherence quality score to each essay. Annotators assigned a score and wrote brief comments as explanation (drawing from the protocol). Comments provided a score supplement that could be used to support analyses beyond quantitative measures (Reidsma & Carletta, 2008) . The data were annotated in 12 batches (by task) composed of 75 essays (50 unique; 25 for double annotation). A Spearman rank-order correlation was computed on the double-scored essays for completed batches. If the correlation fell below 0.70 (which was infrequent), one of the authors reviewed the annotator scores and comments to look for inconsistencies. Agreement was re-computed when annotator revisions were completed to ensure interrater agreement of 0.70. Annotations were completed over approximately 4 weeks to accommodate annotator schedules. While a time log was not strictly maintained, we estimate the total time for communication to resolve inconsistency issues was about 4-6 hours. One author communicated scorecomment inconsistencies (e.g., high score with critical comments) to the company's facilitator (through a brief e-mail); the facilitator then relayed the inconsistency information to the annotator(s). The author's data review and communication e-mail took no longer than 45 minutes for the few rounds where agreement fell below 0.70. Communication between the facilitator and the annotator(s) involved a brief discussion, essentially reviewing the points made in the e-mail.
Results: Inter-annotator agreement
Using the Spearman rank-order correlation, inter-rater agreement on the double-annotated data was r S =0.71. In order to calculate Kappa statistic, A2's 5-point scale assignments were then mapped to a 4-point scale by collapsing the two lowest categories (1,2) into one (1), since there were very few cases of 1's; this is consistent with low frequencies of very low-scoring essays. Using quadratic weighted kappa (QWK), post-mapping indicated substantial agreement between the two annotators (κ=0.61).
Correlational Analysis: Which Linguistic Features Did Annotators Consider?
A1 and A2 wrote brief comments explaining their coherence scores. Comments were shorthand notation drawn from their protocols (e.g., There are significant grammatical errors...thoughts do not connect.). Both annotators included descriptions such as "word patterns," "logical sequencing," and "clarity of ideas"; however, A2 appeared to have more comments related to grammar and spelling. describe the following features in their binary classification system: (1) grammar, word usage, and mechanics errors (GUM), (2) rhetorical parse tree features (Marcu, 2000) (RST), (3) entity-grid transition probabilities to capture local "topic distribution" (Barzilay & Lapata, 2008) (EGT), and (4) a long-distance sentence pair similarity measure using latent semantic analysis (Foltz, 1998) to capture "long distance, topical distribution. (LDSP). Annotated data from this study were processed with the system to extract the features above in (1) -(4). To quantify the observed differences in the annotators' comments and potential effects for system score assignment (Section 4), we computed Pearson (r) correlations between the system features (on our annotated data set), and the discourse coherence scores of A1 and A2 (using the 4-point scale mapping for A2). There are 112 entitytransition probability features and 100 Rhetorical Structure Theory (RST) features. In Table 2 , the correlations of the three best predictors from the EGT and RST sets, and the GUM features and the LDSP feature are shown. Correlations in Table 2 are significantly correlated between the feature sets and annotator coherence scores. However, we observed that the EGT, RST, and LDSP feature correlation values for A2 are notably smaller than A1's. This suggests that A2 may have had a strong reliance on GUM features, or that the system feature set did not capture all linguistic phenomena that A2 considered.
System Evaluation 5
To evaluate the utility of the annotated data, two evaluations were conducted: one built classifiers with all system features (Sys_All), and a second with the GUM features (Sys_GUM). Using 10-fold crossvalidation with a gradient boosting regression learner, four classifiers were trained to predict coherence quality ratings on a 4-point scale, using the respective annotator data sets: A1 and A2 Sys_All, and A1 and A2 Sys_GUM systems.
Results
Sys-All trained with A1 data consistently outperformed Sys-All trained with A2 data. Results are reported for averages across the 10-folds, and showed substantial system-human agreement for A1 (κ = 0.68) and modest system-human agreement for A2 (κ = 0.55). When Sys_GUM was trained with A1 data, system-human agreement dropped to a modest range (κ = 0.60); when Sys_GUM was trained with A2 data, however, human agreement was essentially unchanged, staying in the modest agreement range (κ = 0.50). Consistent with the correlational analysis, this finding suggests that A2 has strong reliance on GUM features, or the system may have been less successful in capturing A2 features beyond GUM.
Discussion and Conclusions
Our experimental annotation method significantly reduced front-end resources for protocol development and annotator training. Analyses reflect one genre: essays from standardized assessments. Minimal time was required from the authors or the facilitator (about two hours) for protocol development; the annotators developed personal protocols over a week during the pilot; in , this process was report to take about one month. Approximately 4-6 hours of additional discussion from one author and the facilitator was required during the task; required two researchers and two annotators participated in several 4-hour training sessions, totaling about 64-80 hours of person-time across the 4 participants (personal communication). In addition to its efficiency, the experimental method was successful per criteria in Section 2. The method captures annotators' subjective judgments about coherence quality, yielding substantial inter-annotator agreement (κ=0.61) across a 4-point scale. Second, classifiers trained with annotator data showed that the systems showed substantial and modest agreement (A1 and A2, respectively) -demonstrating annotation utility, especially for A1. Correlational analyses were used to analyze effects of features that annotators may have considered in making their decisions. Comment patterns and results from the correlation analysis suggested that A2's decisions were either based on narrower considerations (GUM errors), or not captured by our feature set.
The experimental task facilitated the successful collection of subjective coherence judgments with substantial inter-annotator agreement on test-taker essays. Consistent with conclusions from Reidsma & Carletta (2008) , outcomes show that quantitative measures of inter-annotator agreement should not be used exclusively. Descriptive comments were useful for monitoring during annotation, interpreting annotator considerations and system evaluations during and after annotation, and informing system development. In the future, we would explore strategies to evaluate intra-annotator reliability (BeigmanKlebanov, Beigman, & Diermeier, 2008) which may have contributed to lower system performance with A2 data.
