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Abstract This paper is concerned with the study of the consistency of a variational
method for probability measure quantization, deterministically realized by means of a
minimizing principle, balancing power repulsion and attraction potentials. The proof
of consistency is based on the construction of a target energy functional whose unique
minimizer is actually the given probability measure ω to be quantized. Then we show
that the discrete functionals, defining the discrete quantizers as their minimizers, actu-
ally -converge to the target energy with respect to the narrow topology on the space
of probability measures. A key ingredient is the reformulation of the target functional
by means of a Fourier representation, which extends the characterization of condi-
tionally positive semi-definite functions from points in generic position to probability
measures. As a byproduct of the Fourier representation, we also obtain compactness
of sublevels of the target energy in terms of uniform moment bounds, which already
found applications in the asymptotic analysis of corresponding gradient flows. To
model situations where the given probability is affected by noise, we further consider
a modified energy, with the addition of a regularizing total variation term and we
investigate again its point mass approximations in terms of -convergence. We show
that such a discrete measure representation of the total variation can be interpreted
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as an additional nonlinear potential, repulsive at a short range, attractive at a medium
range, and at a long range not having effect, promoting a uniform distribution of the
point masses.
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1 Introduction
1.1 Variational Measure Quantization and Main Results of the Paper
Quantization of d-dimensional probability measures deals with constructive meth-
ods to define atomic probability measures supported on a finite number of discrete
points, which best approximate a given (diffuse) probability measure [24,26]. Here
the space of all probability measures is endowed with the Wasserstein or Kantorovich
metric, which is usually the measure of the distortion of the approximation. The main
motivations come from two classical relevant applications. The first we mention is
information theory. In fact the problem of the quantization of a d-dimensional mea-
sure ω can be re-interpreted as the best approximation of a random d-dimensional
vector X with distribution ω by means of a random vector Y which has at most N
possible values in its image. This is a classical way of considering the digitalization of
an analog signal, for the purpose of optimal data storage or parsimonious transmission
of impulses via a channel. As we shall recall in more detail below, image dithering
[33,35] is a modern example of such an application in signal processing. The second
classical application is numerical integration [30], where integrals with respect to cer-
tain probability measures need to be well-approximated by corresponding quadrature
rules defined on the possibly optimal quantization points with respect to classes of
continuous integrand functions. Numerical integration belongs to the standard prob-
lems of numerical analysis with numerous applications. It is often needed as a relevant
subtask for solving more involved problems, for instance, the numerical approxima-
tion of solutions of partial differential equations. Additionally a number of problems in
physics, e.g., in quantum physics, as well as any expectation in a variety of stochastic
models require the computation of high-dimensional integrals as main (observable)
quantities of interest. However, let us stress that the range of applications of measure
quantization has nowadays becomemore far reaching, includingmathematical models
in economics (optimal location of service centers) or biology (optimal foraging and
population distributions).
In absence of special structures of the underlying probability measure, for instance
being well-approximated by finite sums of tensor products of lower dimensional mea-
sures, the problem of optimal quantization of measures, especially when defined on
high-dimensional domains, can be hardly solved explicitly by deterministic methods.
In fact, one may need to define optimal tiling of the space into Voronoi cells, based
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Fig. 1 Un-dithered and dithered image from [35] with the kind permission of the authors. a Original image.
b Dithered image
again on testing the space by suitable high-dimensional integrations, see Sect. 5.2.1
below for an explicit deterministic construction of high-dimensional tilings for approx-
imating probability measures by discrete measures. When the probability distribution
can be empirically “tested”, by being able to draw at random samples from it, mea-
sure quantization can be realized by means of the empirical distribution. As a direct
consequence of theGlivenko–Cantelli theorem, thisway of generating empirical quan-
tization points leads to the consistency of the approximation, in the sense of almost sure
convergence of the empirical distribution to the original probability measure, as the
number of draws goes to infinity, see Lemma 3.3 below recalling an explicit statement
of this well-known result. Other results address also the approximation rate of such a
randomized quantization, measuring the expected valued of the Wasserstein distance
between the empirical distributions and original probability measure, see for instance
[13] and references therein. Unfortunately, in those situations where the probability
distribution is given but it is too expensive or even impossible to be sampled, also the
use of simple empirical distributions might not be viable. A concrete example of this
situation is image dithering,1 see Fig. 1. In this case the image represents the given
probability distribution, which we actually can access, but it is evidently impossible to
sample random draws from it, unless one designs actually a quantization of the image
by means of deterministic methods, which again may leads us to tilings, and eventu-
ally making use of pseudorandom number generators.2 To overcome this difficulty, a
variational approach has been proposed in a series of papers [33,35].
While there are many ways to determine the proximity of two probability measures
(for a brief summary over some relevant alternatives, see [8]), the interesting idea orig-
1 http://en.wikipedia.org/wiki/Dither.
2 http://en.wikipedia.org/wiki/Pseudorandom_number_generator One practical way to sample randomly
an image would be first to generate (pseudo-)randomly a finite number of points according to the uniform
distribution from which one eliminates points which do not realize locally an integral over a prescribed
threshold.
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inally proposed in [33] consists in employing variational principles for that purpose.
Namely, we consider the points x = (xi )i=1,...,N to be attracted by the high-intensity
locations of the black-and-white image, which represents our probability distribution
ω, by introducing an attraction potential
VN (x) := 1
N
N∑
i=1
∫
Rd
|xi − y| dω(y)
which is to be minimized (d = 2 in case of image processing). If left as it is, the
minimization of this term will most certainly not suffice to force the points into an
intuitively good position, as the minimizer would consist of points accumulating on
low-dimensional sets, for instance, in one dimension (d = 1), being all placed at the
median of ω. Therefore, we shall enforce the spread of the points by adding a pairwise
repulsion term
WN (x) := − 1
2N 2
N∑
i, j=1
∣∣xi − x j
∣∣ ,
leading to the minimization of the functional
EN (x) := VN (x) +WN (x), (1.1)
which produces visually appealing results as in Fig. 1, see also [18] for alternative
approaches towards image halftoning based on kernel estimations. By considering
more general kernels Ka(xi , y) and Kr (xi , x j ) in the attraction and repulsion terms
EKa ,KrN (x) =
1
N
N∑
i=1
∫
R2
Ka(xi , y)dω(y) − 1
2N 2
N∑
i, j=1
Kr (xi , x j ), (1.2)
as already mentioned above, an attraction-repulsion functional of this type can easily
be prone to other interesting interpretations. For instance, one could also consider the
particles as a population subjected to attraction to a nourishment source ω, modeled
by the attraction term, while at the same time being repulsed by internal competition.
As one can see in the numerical experiments reported in [20, Sect. 4], the interplay
of different powers of attraction and repulsion forces can lead some individuals of the
population to fall out of the domain of the resource (food), which can be interpreted
as an interesting mathematical model of social exclusion. The relationship between
functionals of the type (1.2) and optimal numerical integration in reproducing kernel
Hilbert spaces has been highlighted in [23], also showing once again the relevance of
(deterministic) measure quantization towards designing efficient quadrature rules for
numerical integration.
However, the generation of optimal quantization points by the minimization of
functionals of the type (1.2) might also be subjected to criticism. First of all the func-
tionals are in general nonconvex, rendering their global optimization, especially in
high-dimension, a problem of high computational complexity, although, being the
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functional the difference of two convex terms, numerical methods based on the alter-
nation of gradient descent and gradient ascent iterations proved to be rather efficient
in practice, see [35] for details. Especially one has to notice that for kernels generated
by radial symmetric functions applied on the Euclidean distance of their arguments,
the evaluation of the functional and of its subgradients results in the computation of
convolutions which can be rapidly executed by non-equispaced fast Fourier transforms
[19,31]. Hence, this technical advantage makes it definitively a promising alternative
(for moderate dimensions d) with respect to deterministic methods towards optimal
space tiling, based on local integrations and greedy placing, as it is for instance done
in the strategy proposed in Sect. 5.2.1 below. Nevertheless, while for both empirical
distributions and deterministic constructions consistency results are available, see for
instance Lemmas 3.3 and 5.7 below, and the broad literature on these techniques [24],
so far no similar results have been provided for discretemeasures supported on optimal
points generated as minimizers of functionals of the type (1.2), which leads us to the
scope of this paper.
We shall prove that, for a certain type of kernels Ka(x, y) = ψa(x − y) and
Kr (x, y) = ψr (x − y), where ψa : Rd → R+ and ψr : Rd → R+ are radially sym-
metric functions, the empirical measure μN = 1N
∑N
i=1 δxi constructed over points
x = (xi )i=1,...,N minimizing (1.2) converges narrowly to the given probability mea-
sureω, showing the consistency of this quantization method. The strategy we intend to
apply to achieve this result makes use of the so-called -convergence [12], which is a
type of variational convergence of sequences of functionals over separable metrizable
spaces, which allows for simultaneous convergence of their respective minimizers.
The idea is to construct a “target functional” E whose unique minimizer is actually
the given probability measure ω. Then one needs to show that the functionals EKa ,KrN
actually-converge to E for N → ∞with respect to the narrow topology on the space
of probability measures, leading eventually to the convergence of the corresponding
minimizers to ω. We immediately reveal that the candidate target functional for this
purpose is, in the first instance, given by
E[μ] :=
∫
×
ψa(x − y)dω(x)dμ(y) − 1
2
∫
×
ψr (x − y)dμ(x)dμ(y), (1.3)
where we consider from now on a more general domain  ⊂ Rd as well as measures
μ,ω ∈ P(), where P() is the space of probability measures. The reason for this
natural choice comes immediately by observing that
E[μN ] = EKa ,KrN (x), where μN =
1
N
N∑
i=1
δxi , and x = (x1, . . . , xN ).
For later use we denote
V[μ] :=
∫
×
ψa(x − y)dω(x)dμ(y) andW[μ] := −1
2
∫
×
ψr (x − y)dμ(x)dμ(y).
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However, this natural choice for a target limit functional poses several mathematical
issues. First of all, as the functional is composed by the difference of two positive
terms which might be simultaneously not finite over the set of probability measures,
its well-posedness has to be justified. This will be done by restricting the class of radial
symmetric functionsψa andψr to those with at most quadratic polynomial growth and
the domain of the functional to probability measures with bounded second moment.
This solution, however, conflicts with the natural topology of the problem, which is
the one induced by the narrow convergence. In fact, the resulting functional will not
be necessarily lower semi-continuous with respect to the narrow convergence and this
property is well-known to be necessary for a target functional to be a -limit [12].
Thus, we need to extend the functional E from the probability measures with bounded
second moment P2() to the entire P(), by means of a functional Ê which is also
lower semi-continuous with respect to the narrow topology. The first relevant result of
this paper is to prove that such a lower semi-continuous relaxation Ê can be explicitly
expressed, up to an additive constant term, for ψ(·) = ψa(·) = ψr (·) = | · |q , and
1 ≤ q < 2, by means of the Fourier formula
Ê[μ] = −2−1(2π)−d
∫
Rd
|μ̂(ξ) − ω̂(ξ)|2 ψ̂(ξ) dξ, (1.4)
where for any μ ∈ P(Rd), μ̂ denotes its Fourier–Stieltjes transform, and ψ̂ is the
generalized Fourier-transform of ψ , i.e., a Fourier transform with respect to a certain
duality, which allows to cancel the singularities of the Fourier transform of kernel ψ
at 0. We have gathered most of the important facts about it in Appendix, recalling
concisely the theory of conditionally positive semi-definite functions from [36]. The
connection between functionals composed of repulsive and attractive power terms and
Fourier type formulas (1.4) is novel and required to us to extend the theory of condi-
tionally positive semi-definite functions from discrete points to probability measures.
This crucial result is fundamental for proving as a consequence the well-posedness of
the minimization of E in P() and the uniqueness of the minimizer ω, as it is now
evident by the form (1.4), and eventually the -convergence of the particle approxi-
mations. Another relevant result of this paper, which follows again from the Fourier
representation, is the uniform r th-moment bound for r < q2 of the sublevels of Ê lead-
ing to their compactness in certain Wasserstein distances. This result plays a major
role, for instance, in the analysis of the convergence to steady states of corresponding
gradient flows (in dimension d = 1), which are studied in our follow up paper [15].
Another useful consequence of the Fourier representation is to allow us to add
regularizations to the optimization problem. While for other quantization methods
mentioned above, such as deterministic tiling and random draw of empirical distrib-
utions, it may be hard to filter the possible noise on the probability distribution, the
variational approach based on the minimization of particle functionals of the type
(1.1) is amenable to easy mechanisms of regularization. Differently from the path
followed in the reasoning above, where we developed a limit from discrete to continu-
ous functionals, here we proceed in the opposite direction, defining first the expected
continuous regularized functional and then designing candidate discrete functional
approximations, proving then the consistency again by -convergence. One effective
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way of filtering noise and still preserving the structure of the underlying measure ω is
the addition to the discrepancy functional Ê of a term of total variation. This technique
was introduced byRudin, Osher, and Fatemi in the seminal paper [32] for the denoising
of digital images, leading to a broad literature on variational methods over functions
of bounded variations. We refer to [9, Chapter 4] for an introduction to the subject
and to the references therein for a broad overview. Inspired by this well-established
theory, we shall consider a regularization of E by a total variation term,
Eλ[μ] := Ê[μ] + λ |Dμ| (), (1.5)
where λ > 0 is a regularization parameter and μ is assumed to be in L1(), having
distributional derivative Dμwhich is a finite Radon measure with total variation |Dμ|
[1]. Beside providing existence of minimizers of Eλ in P() ∩ BV () (here BV ()
denotes the space of bounded variation functions on ), and its -convergence to Ê
for λ → 0, we also formulate particle approximations to Eλ. While the approximation
to the first term Ê is already given by its restriction to atomic measures, the consistent
discretization in terms of point masses of the total variation term |Dμ| () is our last
result of the present paper. By means of kernel estimators [37], we show in arbitrary
dimensions that the total variation can be interpreted at the level of point masses as an
additional attraction-repulsion potential, actually repulsive at a short range, attractive
at a medium range, and at a long range not having effect, eventually tending to place
the point masses into uniformly distributed configurations.We concludewith the proof
of consistency of such a discretization by means of -convergence. To our knowledge
this interpretation of the total variation in terms of point masses has never been pointed
out before in the literature.
1.2 Further Relevance to Other Work
Besides the aforementioned relationship to measure quantization in information the-
ory, numerical integration, and the theory of conditionally positive semi-definite
functions, energy functionals such as (1.3), being composed of a quadratic and a
linear integral term, arise as well in a variety of mathematical models in biology
and physics, describing the limit of corresponding particle descriptions. In particular
the quadratic term, in our case denoted by W , corresponding to the self-interaction
between particles, has emerged in modeling biological aggregation. We refer to the
survey paper [7] and the references therein for a summary on the mathematical results
related to the mean-field limit of large ensembles of interacting particles with appli-
cations in swarming models, with particular emphasis on existence and uniqueness
of aggregation gradient flow equations. We also mention that in direct connection to
(1.3), in the follow up paper [15] we review the global well-posedness of gradient flow
equations associated to the energy E in one dimension, providing a simplified proof
of existence and uniqueness, and we address the difficult problem of describing the
asymptotic behavior of their solutions. In this respect we stress once more that the
moment bounds derived in Sect. 4 of the present paper play a fundamental role for
that analysis.
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Although here derived as a model of regularization of the approximation process
to a probability measure, also functionals like (1.5) with other kernels than poly-
nomial growing ones appear in the literature in various contexts. The existence and
characterization of their minimizers are in fact of great independent interest. When
restricted to characteristic functions of finite perimeter sets, a functional of the type
(1.5)withCoulombic-like repulsive interactionmodels the so-called non-local isoperi-
metric problem studied in [10,28,29]. Non-local Ginzburg-Landau energies modeling
diblock polymer systems with kernels given by the Neumann Green’s function of the
Laplacian are studied in [21,22]. The power potential model studied in the present
paper is contributing to this interesting constellation.
1.3 Structure of the Paper
In Sect. 2, we start by recalling a few theoretical preliminaries, followed by examples
and counterexamples of the existence of minimizers of E in the case of power poten-
tials, depending on the powers and on the domain , where elementary estimates of
the behavior of the power functions are used in conjunction with appropriate notions
of compactness for probability measures, i.e., uniform integrability of moments and
moment bounds.
Starting from Sect. 3, we study the limiting case of coinciding powers of attraction
and repulsion, where there is no longer an obvious confinement property given by the
attraction term. To regain compactness and lower semi-continuity, we consider the
lower semi-continuous envelope of the functional E , which can be proven to coincide,
up to an additive constant, with the Fourier representation (1.4), see Theorem 3.10 in
Sect. 3.2, which is at first derived on P2(Rd) in Sect. 3.1. The main ingredient to find
this representation is the generalized Fourier transform in the context of the theory
of conditionally positive semi-definite functions, which we briefly recapitulated in
Appendix.
Having thus established a problemwhich iswell-posed for our purposes,weproceed
to prove one of our main results, namely the convergence of the minimizers of the
discrete functionals to ω, Theorem 3.13 in Sect. 3.3. This convergence will follow in a
standard way from the -convergence of the corresponding functionals. Furthermore,
again applying the techniques of Appendix used to prove the Fourier representation
allows us to derive compactness of the sublevels of E in terms of a uniform moment
bound in Sect. 4.
Afterwards, in Sect. 5, we shall introduce the total variation regularization of E .
Firstly, we prove consistency in terms of -convergence for vanishing regularization
parameter in Sect. 5.1. Then, in Sect. 5.2, we propose twoways of computing a version
of it on particle approximations and again prove consistency for N → ∞. One version
consists of employing kernel density estimators, while, in the other one, each point
mass is replaced by an indicator function extending up to the next point mass with
the purpose of computing explicitly the total variation. In Sect. 6, we exemplify the
-limits of the first approach by numerical experiments.
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1.4 More Insights for a More Efficient Reading
The present paper is a conciser version of the preprint appearing with the same title
in arXiv at http://arxiv.org/abs/1310.1120, extracted from the first part of the Master
thesis of Jan-Christian Hütter [27]. The second part of the thesis has been already
published in the paper [15]. For the sake of self-containedness, in the preprint one can
find included also the proofs ofmost of the auxiliary lemmas recalled fromother papers
or books, which are instead left here just as references in the present paper. Hence, the
reader has the possibility either to read the references or just to access our preprint for
additional insights. We kept within the present paper almost exclusively our original
findings. Nevertheless, as we used several and diverse techniques from topological
spaces of probability measures, harmonic analysis, and variational calculus, we made
an effort to provide enough information for the paper to be read also by nonspecialists.
2 Preliminary Observations
2.1 Narrow Convergence and Wasserstein-Convergence
We begin with a brief summary of well-known measure theoretical results which
will be needed in the following. Let  ⊂ Rd be fixed and Pp() denote the set of
probability measures μ with finite pth-moment
∫

|x |pdμ(x) < ∞.
For an introduction to the narrow topology in spaces of probability measuresP(),
see [2, Chapter 5.1]. Let us only briefly recall a few relevant facts, which will turn out
to be useful later on. First of all let us recall the definition of narrow convergence. A
sequence of probability measures (μn)n∈N narrowly converges to μ ∈ P() if
lim
n→∞
∣∣∣∣
∫

g(x)dμn(x) −
∫

g(x)dμ(x)
∣∣∣∣ = 0, for all g ∈ Cb(),
where Cb() is the space of bounded continuous functions on . It is immediate
to show that L1 convergence of absolutely continuous probability measures in P()
implies narrow convergence. Moreover, as recalled in [2, Remark 5.1.1], there is a
sequence of continuous functions ( fk)k∈N on  and supx∈ | fk(x)| ≤ 1 such that the
narrow convergence in P() can be metrized by
δ(μ, ν) :=
∞∑
k=1
2−k
∣∣∣∣
∫

fk(x)dμ(x) −
∫

fk(x)dν(x)
∣∣∣∣ . (2.1)
The metrizability of P() endowed with the narrow topology is an important
technical ingredient, whichwewill need at several places along the paper, in particular,
in the use of -convergence.
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It will turn out to be useful also to observe that narrow convergences extends to
tensor products. From [5, Theorem2.8] it follows that if (μn)n , (νn)n are two sequences
in P() and μ, ν ∈ P(), then
μn ⊗ νn → μ ⊗ ν narrowly if and only if μn → μ and νn → ν narrowly. (2.2)
Finally, we include some results about the continuity of integral functionals with
respect to Wasserstein-convergence.
Definition 2.1 (Wasserstein distance) Let  ⊂ Rd , p ∈ [1,∞) as well as μ1, μ2 ∈
Pp() be two probability measures with finite pth moment. Denoting by (μ1, μ2)
the probability measures on  ×  with marginals μ1 and μ2, then we define
W pp (μ1, μ2) := min
{∫
2
|x1 − x2|p dµ(x1, x2) : µ ∈ (μ1, μ2)
}
, (2.3)
the Wasserstein-p distance between μ1 and μ2.
Definition 2.2 (Uniform integrability) A measurable function f :  → [0,∞] is
uniformly integrable with respect to a family of finite measures {μi : i ∈ I }, if
lim
M→∞ supi∈I
∫
{ f (x)≥M}
f (x)dμi (x) = 0.
In particular, we say that a set K ⊂ Pp() has uniformly integrable pth-moments
if
lim
M→∞ supμ∈K
∫
|x |≥M
|x |pdμ(x) = ∞.
Lemma 2.3 (Topology of Wasserstein spaces) [2, Proposition 7.1.5] For p ≥ 1 and
a subset  ⊂ Rd , Pp() endowed with the Wasserstein-p distance is a separable
metric space which is complete if  is closed. A setK ⊂ Pp() is relatively compact
if and only if it has uniformly integrable pth-moments (and hence tight by Lemma 2.5
just below). In particular, for a sequence (μn)n∈N ⊂ Pp(), the following properties
are equivalent:
(i) limn→∞ Wp(μn, μ) = 0;
(ii) μn → μ narrowly and (μn)n has uniformly integrable pth-moments.
Lemma 2.4 (Continuity of integral functionals) [2, Lemma 5.1.7] Let (μn)n∈N be
a sequence in P() converging narrowly to μ ∈ P(), g :  → R lower semi-
continuous and f :  → R continuous. If | f | , g− := −min {g, 0} are uniformly
integrable with respect to {μn : n ∈ N}, then
lim inf
n→∞
∫

g(x)dμn(x) ≥
∫

g(x)dμ(x)
lim
n→∞
∫

f (x)dμn(x) =
∫

f (x)dμ(x)
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Lemma 2.5 (Uniform integrability of moments) [6, Corollary to Theorem 25.12]
Given r > 0 and a family {μi : i ∈ I } of probability measures in P() with
sup
i∈I
∫

|x |r dμi (x) < ∞,
then the family {μi : i ∈ I } is tight, i.e.,
lim
M→∞ supi∈I
μi ({|x | ≥ M}) = 0.
and x 
→ |x |q is uniformly integrable with respect to {μi : i ∈ I } for all 0 < q < r .
2.2 Examples and Counterexamples to Existence of Minimizers for Discordant
Powers qa = qr
We recall the definition of E :
E[μ] :=
∫
×
ψa(x − y)dω(x)dμ(y) − 1
2
∫
×
ψr (x − y)dμ(x)dμ(y),
for ω, μ ∈ P2() (at least for now) and
ψa(x) := |x |qa , ψr (x) := |x |qr , x ∈ Rd ,
where qa , qr ∈ [1, 2]. Furthermore, denote for a vector-valued measure ν its total
variation by |ν| and by BV () the space of functions f ∈ L1loc() whose distrib-
utional derivatives Df are finite Radon measures. With some abuse of terminology,
we call |Df | () the total variation of f as well. Now, we define the total variation
regularization of E by
Eλ[μ] := E[μ] + λ |Dμ| (),
where μ ∈ P2() ∩ BV ().
We shall briefly state some results which are in particular related to the asymmetric
case of qa and qr not necessarily being equal.
2.2.1 Situation on a Compact Set
Proposition 2.6 Let qa ≥ 1, qr ≥ 1 and be a compact subset ofRd . The functionals
E and Eλ are well-defined on P() and P() ∩ BV (), respectively. Moreover E
has minimizers, and, if additionally  is an extension domain (see [1] for a precise
definition of extension domain for bounded variation functions; e.g., a domain with
Lipschitz boundary suffices), then Eλ also admits a minimizer.
Proof Note that since the mapping
(x, y) 
→ |y − x |q , x, y ∈ Rd , (2.4)
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is jointly continuous in x and y, it attains its maximum on the compact set  × .
Hence, the kernel (2.4) is a bounded continuous function, which, on the one hand,
implies that the functional E is bounded (and in particular well-defined) on L1() and
on the other hand that it is continuous with respect to the narrow topology. Together
with the compactness of P(), this implies existence of a minimizer for E .
The situation for Eλ is similar. Due to the boundedness of  and the regularity of
its boundary, sub-levels of |D · | () are relatively compact in L1() ∩P() by [17,
Chapter 5.2, Theorem4].As the total variation is lower semi-continuouswith respect to
L1-convergence by [17, Chapter 5.2,Theorem 1] and L1-convergence implies narrow
convergence, we get lower semi-continuity of Eλ and therefore again existence of a
minimizer. unionsq
2.2.2 Existence of Minimizers for Stronger Attraction on Arbitrary Domains
Note that from here on, the constants C and c are generic and may change in each
line of a calculation. In the following we shall make use of the following elementary
inequalities: for q ≥ 1 and x, y ∈ Rd , there exist C, c > 0 such that
|x + y|q ≤ C (|x |q + |y|q) , (2.5)
and
|x − y|q ≥ (|x |q − c |y|q) . (2.6)
Theorem 2.7 Let qa, qr ∈ [1, 2],  ⊂ Rd closed and qa > qr . If ω ∈ Pqa (), then
the sub-levels of E have uniformly bounded qath moments and E admits a minimizer
in Pqr ().
Proof Moment bound: Let μ ∈ Pqr (). By estimate (2.6), we have
V[μ] =
∫
×
|x − y|qa dμ(x)dω(y) ≥
∫
×
(|x |qa − c |y|qa ) dμ(x)dω(x)
=
∫

|x |qa dμ(x) − c
∫

|y|qa dω(y).
(2.7)
On the other hand, by estimate (2.5) we obtain
W[μ] = − 1
2
∫
×
|x − y|qr dμ(x)dμ(y) ≥ −C
∫

|x |qr dμ(x). (2.8)
Combining (2.7) and (2.8), we obtain
E[μ] + c
∫

|x |qa dω(x) ≥
∫

(
1 − C |x |qr−qa ) |x |qa dμ(x).
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Since qa > qr , there is an M > 0 such that 1−C |x |qr−qa ≥ 12 , |x | ≥ M ,and hence
∫

|x |qa dμ(x) =
[∫
BM (0)
|x |qa dμ(x) +
∫
\BM (0)
|x |qa dμ(x)
]
≤ Mqa + 2
[
E[μ] + c
∫

|x |qa dω(x)
]
. (2.9)
These estimates show that the sub-levels of E have a uniformly bounded qa th
moment, so that they are also Wasserstein-q compact for any q < qa by Lemmas
2.3 and 2.5. Given a minimizing sequence, we can extract a narrowly converging
subsequence (μn)n with uniformly integrable qr th moments. With respect to that con-
vergence, which also implies the narrow convergence of (μn ⊗ μn)n and (μn ⊗ ω)n
by (2.2), the functionalW is continuous and the functionalV is lower semi-continuous
by Lemma 2.4, so we shall be able to apply the direct method of calculus of variations
to show existence of a minimizer in Pqr (). unionsq
2.2.3 Counterexample to the Existence of Minimizers for Stronger Repulsion
Now, let qa, qr ∈ [1, 2] with qr > qa . On  = Rd , the minimization of E and Eλ
need not have a solution.
Example 2.8 (Nonexistence of minimizers for stronger repulsion) Let  = R,
qr > qa , ω = L1[−1, 0] be the one dimensional Lebesgue measure restricted to
[−1, 0] and consider the sequence μn := n−1L1[0, n]. Computing the values of the
functionals used to define E and Eλ yields
V[μn] = 1
n
∫ 0
−1
∫ n
0
|y − x |qa dxdy ≤ 1
n
∫ n
0
(y + 1)qady ≤ (n + 1)
qa
qa + 1 .
Again by direct integration we have
W[μn] = − 1
2n2
∫ n
0
∫ n
0
|y − x |qr dxdy = n
qr
(qr + 1)(qr + 2) ,
and
‖Dμn‖ = − 2
n
.
By considering the limit of the corresponding sums, we obtain
E[μn] → −∞, Eλ[μn] → −∞ for n → ∞,
meaning that there are no minimizers in this case.
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3 Properties of the Functional on Rd
Now, let us consider  = Rd and
q := qa = qr , ψ(x) := ψa(x) = ψr (x) = |x |q , x ∈ Rd , (3.1)
for 1 ≤ q < 2.
Here, neither the well-definedness of E[μ] for all μ ∈ P(Rd) nor the narrow
compactness of the sub-levels as in the case of a compact  in Sect. 2.2.1 are clear,
necessitating additional conditions on μ and ω. For example, if we assume the finite-
ness of the second moments, i.e., μ,ω ∈ P2(Rd), we can a priori see that both V[μ]
andW[μ] are finite.
Under this restriction, we shall show a formula for E involving the Fourier–Stieltjes
transform of the measures μ and ω. Namely, there is a constant C = C(q, ω) ∈ R
such that
E[μ] + C = −2−1(2π)−d
∫
Rd
|μ̂(ξ) − ω̂(ξ)|2 ψ̂(ξ) dξ =: Ê[μ], (3.2)
where for any μ ∈ P(Rd), μ̂ denotes its Fourier–Stieltjes transform,
μ̂(ξ) =
∫
Rd
exp(−ixT ξ) dμ(x), (3.3)
and ψ̂ is the generalized Fourier-transform of ψ , i.e., a Fourier transformwith respect
to a certain duality, which allows to cancel the singularities of the Fourier transform of
the kernel ψ at 0. We have gathered most of the important facts about it in Appendix.
In the case of ψ as in (3.1), such Fourier transform can be explicitly computed to be
ψ̂(ξ) := −2 · (2π)d Dq |ξ |−d−q , (3.4)
where
Dq := −(2π)−d/2 2
q+d/2 ((d + q)/2)
2(−q/2) > 0, (3.5)
so that
Ê[μ] = Dq
∫
Rd
|μ̂(ξ) − ω̂(ξ)|2 |ξ |−d−q dξ, (3.6)
which will be proved in Sect. 3.1.
Notice that, while E might not be well-defined on P(Rd), formula (3.6) makes
sense on the whole space P(Rd). The sub-levels of Ê can be proved to be narrowly
compact as well as lower semi-continuous with respect to the narrow topology (see
Proposition 3.8), motivating the proof in Sect. 3.2 that up to a constant, this formula is
exactly the lower semi-continuous envelope of E on P(Rd) endowed with the narrow
topology.
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3.1 Fourier Formula in P2(Rd)
Assume that μ,ω ∈ P2(Rd) and observe that by using the symmetry of ψ , E[μ] can
be written as
E[μ] = −1
2
∫
Rd×Rd
ψ(y − x) d[μ − ω](x) d[μ − ω](y) + C, (3.7)
where
C = 1
2
∫
Rd×Rd
ψ(y − x) dω(x) dω(y). (3.8)
In the following, we shall mostly work with this symmetrized variant, resulting by
neglecting the additive constant, and denoted it by
E˜[μ] := −1
2
∫
Rd×Rd
ψ(y − x) d[μ − ω](x) d[μ − ω](y). (3.9)
3.1.1 Representation for Point-Measures
Our starting point is a Fourier-type representation of E˜ , whenever μ and ω are atomic
measures. Such formula follows from Theorem 7.4 together with the explicit compu-
tation of the generalized Fourier transform of ψ in Theorem 7.6, as concisely recalled
from [36] in the Appendix.
Lemma 3.1 Let μ ∈ P(Rd) and ω ∈ P(Rd) be linear combinations of Dirac mea-
sures so that
μ − ω =
N∑
j=1
α jδx j ,
for a suitable N ∈ N, α j ∈ R, and pairwise distinct x j ∈ Rd for all j = 1, . . . , N.
Then
E˜[μ] = −2−1(2π)−d
∫
Rd
∣∣∣∣∣∣
N∑
j=1
α j exp(ix
T
j ξ)
∣∣∣∣∣∣
2
ψ̂(ξ) dξ, (3.10)
where
ψ̂(ξ) := −2 · (2π)d Dq |ξ |−d−q , with a Dq > 0.
Remark 3.2 By exp(ix) = exp(−ix), for x ∈ R, we can also write the above formula
(3.10) as
E˜[μ] = Dq
∫
Rd
|μ̂(ξ) − ω̂(ξ)|2 |ξ |−d−q dξ, ξ ∈ Rd .
3.1.2 Point Approximation of Probability Measures by the Empirical Distribution
Lemma 3.3 (Consistency of empirical distribution) Let μ ∈ P(Rd) and (Xi )i∈N be
a sequence of i.i.d. random variables with Xi ∼ μ for all i ∈ N. Then the empirical
distribution
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μN := 1
N
N∑
i=1
δXi ,
where δX is the Dirac delta supported on the point X ∈ Rd , converges with probability
1 narrowly to μ, i.e.,
P({μN → μ narrowly}) = 1.
Additionally, if for a p ∈ [1,∞), ∫
Rd
|x |p dμ < ∞, then x 
→ |x |p is almost
surely uniformly integrable with respect to {μN : N ∈ N}, which by Lemma 2.3 implies
almost sure convergence of μN → μ in the p-Wasserstein topology.
Proof The almost sure narrow convergence of the empirical distribution is a conse-
quence of the well-known Glivenko–Cantelli theorem [34]. As the second claim is
less known, we recall a short proof of it. We apply the strong law of large numbers to
the functions fM (x) := |x |p ·1{|x |p≥M} for M > 0 to get the desired uniform integra-
bility: for a given ε > 0, choose M > 0 large enough such that
∫
Rd
fM (x)dμ(x) < ε2 ,
and then N0 ∈ N large enough such that
∣∣∣∣
∫
Rd
fM (x)dμN (x) −
∫
Rd
fM (x)dμ(x)
∣∣∣∣ <
ε
2
, N ≥ N0, almost surely.
Now we choose M ′ ≥ M sufficiently large so to ensure that |Xi |p < M ′ almost
surely for all i < N0. By the monotonicity of
∫
Rd
fM (x)dμ(x) in M , this ensures
sup
N∈N
∫
Rd
fM ′(x)dμN = sup
N≥N0
∫
Rd
fM ′(x)dμN ≤ sup
N≥N0
∫
Rd
fM (x)dμN (x)
<
ε
2
+ ε
2
= ε
unionsq
3.1.3 The Fourier Representation of E˜ on P2(Rd)
Now we establish continuity in both sides of (3.10) with respect to the 2-Wasserstein-
convergence to obtain (3.2) in P2(Rd).
Lemma 3.4 (Continuity of E˜) Let
μk → μ, ωk → ω for k → ∞ in P2(Rd),
with respect to the 2-Wasserstein-convergence. Then,
∫
Rd×Rd
ψ(y − x) d[μk − ωk](x) d[μk − ωk](y)
→
∫
Rd×Rd
ψ(y − x) d[μ − ω](x) d[μ − ω](y), for k → ∞. (3.11)
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Proof By the particular choice of ψ , we have the estimate
|ψ(y − x)| ≤ C(1 + |y − x |2) ≤ 2C(1 + |x |2 + |y|2).
After expanding the expression to the left of (3.11) so that we only have to deal with
integrals with respect to probability measures, we can use this estimate to get the
uniform integrability of the second moments of μ and ω by Lemma 2.3 and are then
able to apply Lemma 2.4 to obtain convergence. unionsq
Lemma 3.5 (Continuity of Ê) Let
μk → μ, ωk → ω for k → ∞ in P2(Rd),
with respect to the 2-Wasserstein-convergence, such that
μk − ωk =
Nk∑
j=1
αkj δxkj
for suitable αkj ∈ R and pairwise distinct xkj ∈ Rd . Then,
∫
Rd
∣∣∣∣∣∣
Nk∑
j=1
αkj exp(iξ · xkj )
∣∣∣∣∣∣
2
ψ̂(ξ) dξ
→
∫
Rd
∣∣∣∣
∫
Rd
exp(iξ · x) d[μ − ω](x)
∣∣∣∣
2
ψ̂(ξ) dξ for k → ∞.
Proof By the narrow convergence of μk and ωk , we get pointwise convergence of the
Fourier transforms, i.e.,
Nk∑
j=1
αkj exp(iξ · xkj ) →
∫
Rd
exp(iξ · x) d[μ − ω](x) for all ξ ∈ Rd and k → ∞.
For the convergence of the integralswewant to use now the dominated convergence:
The Fourier transform of μ − ω is bounded in ξ , so that the case ξ → ∞ poses no
problem due to the integrability of ψ̂(ξ) = C |ξ |−d−q away from 0. In order to justify
the necessary decay at 0, we use the control of the first moments (since we even
control the second moments by the P2 assumption): Inserting the Taylor expansion of
the exponential function of order 0,
exp(iξ · x) = 1 + iξ · x
∫ 1
0
exp(iξ · t x) dt,
into the integrand and using the fact that μk and ωk are probability measures results
in
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∣∣∣∣
∫
Rd
exp(iξ · x) d[μk − ωk](x)
∣∣∣∣
=
∣∣∣∣
∫
Rd
(
1 + iξ · x
∫ 1
0
exp(iξ · t x) dt
)
d[μk − ωk](x)
∣∣∣∣
=
∣∣∣∣
∫
Rd
(
iξ · x
∫ 1
0
exp(iξ · t x) dt
)
d[μk − ωk](x)
∣∣∣∣
≤ |ξ |
(∫
Rd
|x | dμk(x) +
∫
Rd
|x | dωk(x)
)
︸ ︷︷ ︸
:=C
.
Therefore, we have uniform bound C with respect to k, so that
∣∣∣∣∣∣
Nk∑
j=1
αkj exp(iξ · xkj )
∣∣∣∣∣∣
2
≤ C |ξ |2,
compensating the singularity of ψ̂ at the origin. Hence together with the dominated
convergence theorem proving the claim. unionsq
The combination of the two Lemmata above with the approximation provided by
the empirical distribution of Lemma 3.3 directly yields the extension of (3.10) to
P2(Rd).
Theorem 3.6 (Fourier-representation for E˜ on P2(Rd))
E˜[μ] = Ê[μ], μ ∈ P2(Rd).
3.2 Extension to P(Rd)
While the well-definedness of E[μ] is not clear for allμ ∈ P(Rd), since the difference
of two integrals with values +∞ may occur instead, for each such μ we can certainly
assign a value in R∪ {∞} to Ê[μ]. In the following, we want to justify in which sense
it is possible to consider Ê as an extension of E , namely that Ê is, up to an additive
constant, the lower semi-continuous envelope of E .
Firstly, we prove that Ê has compact sub-levels in P(Rd) endowed with the narrow
topology, using the following lemma as a main ingredient.
Lemma 3.7 Given a probability measure μ ∈ P(Rd) with Fourier transform
μ̂ : Rd → C, there are C1 = C1(d) > 0 and C2 = C2(d) > 0 such that for all
u > 0,
μ
({
x : |x | ≥ u−1
})
≤ C1
ud
∫
|ξ |≤C2u
(1 − Reμ̂(ξ)) dξ. (3.12)
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Proof The proof for the case d = 1 can be found in [16, Theorem 3.3.6] and we
generalize it below to any d ≥ 1. Let u > 0. Firstly, note that
1 − Reμ̂(ξ) =
∫
Rd
(1 − cos(ξ · x)) dμ(x) ≥ 0 for all ξ ∈ Rd .
By starting with the integral on the right-hand side of (3.12) (up to a constant in
the integration domain) and using Fubini-Tonelli as well as integration in spherical
coordinates, we get
∫
|ξ |≤u
(1 − Reμ̂(ξ)) dξ
=
∫
Rd
∫
|ξ |≤u
(1 − cos(ξ · x)) dξ dμ(x)
=
∫
Rd
∫
|˜ξ|=1
∫ u
0
(1 − cos(r ξ˜ · x))rd−1 dr dσ (˜ξ) dμ(x) (3.13)
=
∫
Rd
∫
|˜ξ|=1
[
ud
d
−
∫ u
0
cos(r ξ˜ · x)rd−1 dr
]
dσ (˜ξ) dμ(x) (3.14)
If d ≥ 2, integrating the integral over cos(r ξ˜ · x)rd−1 in (3.14) by parts yields
∫ u
0
cos(r ξ˜ · x)rd−1 dr = sin(uξ˜ · x)u
d−1
ξ˜ · x − (d − 1)
∫ u
0
sin(r ξ˜ · x)
ξ˜ · x r
d−2 dr,
which can also be considered true for d = 1 if the second part is assumed to be zero
because of the factor (d − 1).
We now prove (3.12) by estimating the integrand in (3.14) suitably from below.
Using |sin(x)| ≤ 1 for all x ∈ R and dividing by ud , we get
d−1 − u−d
∫ u
0
cos(r ξ˜ · x)rd−1 dr
= d−1 − sin(uξ˜ · x)
uξ˜ · x +
(d − 1)
ud
∫ u
0
sin(r ξ˜ · x)
ξ˜ · x r
d−2 dr
≥ d−1 − 1
u
∣∣˜ξ · x∣∣ −
(d − 1)
ud
∫ u
0
1∣∣˜ξ · x∣∣r
d−2 dr
= d−1 − 2
u
∣∣˜ξ · x∣∣ .
Aswewant to achieve an estimate frombelow, by the non-negativity of the integrand
1 − cos(ξ · x), we can restrict the integration domain in (3.13) to
S˜(x) :=
{
ξ˜ ∈ Sd−1 : ∣∣˜ξ · x∣∣ ≥ 1
2
|x |
}
and D(u) :=
{
x : |x | ≥ 8d
u
}
,
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yielding
1
d
− 1
ud
∫ u
0
cos(r ξ˜ · x)rd−1 dr ≥ 1
2d
, x ∈ D(u), ξ˜ ∈ S˜(x). (3.15)
Combining (3.15) with (3.14) gives us
1
ud
∫
|ξ |≤u
(1 − Reμ̂(ξ)) dξ ≥ 1
C3
μ
({
|x | ≥ 8D′s−1
})
with
C3 := 1
2d
vol(S˜(x)),
where vol(S˜(x)) is independent of x . Finally, we substitute u˜ := (8d)−1u to get
μ
({
x : |x | ≥ u˜−1
})
≤ C1
u˜d
∫
|ξ |≤C2u˜
(1 − Reμ̂(ξ)) dξ
with
C1 := C3
(8d)d
and C2 := 8d.
unionsq
Proposition 3.8 The functional Ê : P(Rd) → R≥0 ∪ {∞} is lower semi-continuous
with respect to the narrow convergence and its sub-levels are narrowly compact.
Proof Lower semi-continuity and thence closedness of the sub-levels follows from
Fatou’s lemma, because narrow convergence corresponds to pointwise convergence
of the Fourier transform and the integrand in the definition of Ê is non-negative.
Now, assume we have fixed a constant K > 0 and
μ ∈ NK (Ê) := {μ ∈ P(Rd) : Ê[μ] ≤ K }.
We show the tightness of the family of probability measures NK (Ê) using Lemma 3.7.
Let 0 < u ≤ 1. Then,
1
ud
∫
|ξ |≤C2u
(1 − Reμ̂(ξ)) dξ
≤ Cd2
∫
|ξ |≤C2u
|ξ |−d (1 − Reμ̂(ξ)) dξ (3.16)
≤ Cd2
∫
|ξ |≤C2u
|ξ |−d (|1 − Reω̂(ξ)| + |Reω̂(ξ) − Reμ̂(ξ)|) dξ
≤ Cd2
∫
|ξ |≤C2u
|ξ |−d (|1 − ω̂(ξ)| + |ω̂(ξ) − μ̂(ξ)|) dξ
= Cd2
∫
|ξ |≤C2u
|ξ |(−d−q)/2 · |ξ |(−d+q)/2 (|1 − ω̂(ξ)| + |ω̂(ξ) − μ̂(ξ)|) dξ
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≤ Cd2
(∫
|ξ |≤C2u
|ξ |−d+q dξ
)
︸ ︷︷ ︸
=:f(u)
1/2
·
[(∫
|ξ |≤C2u
|ξ |−d−q |1 − ω̂(ξ)|2 dξ
)
︸ ︷︷ ︸
=C·Ê[δ0]<∞
1/2
(3.17)
+
(∫
|ξ |≤C2u
|ξ |−d−q |ω̂(ξ) − μ̂(ξ)|2 dξ
)
︸ ︷︷ ︸
≤D−1q K
1/2]
(Holder’s inequality) (3.18)
≤ Cd2 ( f (u))1/2
(
C1/2 +
(
D−1q K
)1/2)
,
where in equations (3.17) and (3.18) we used the boundedness of the first summand in
(3.17) by a constantC > 0, which is justified because ω has bounded second moment.
But
f (u) =
∫
|ξ |≤C2u
|ξ |−d+q dξ = O(uq) for u → 0,
giving a uniform control of the convergence to zero of the left-hand side of (3.16).
Together with Lemma 3.7, this yields tightness of NK (Ê), hence relative compactness
with respect to narrow convergence. Compactness then follows from the aforemen-
tioned lower semi-continuity of Ê . unionsq
From this proof, we cannot deduce a stronger compactness, so that the limit of a
minimizing sequence for the original functional E˜ (which coincides with Ê onP2(Rd)
by Theorem 3.6) need not lie in the set P2(Rd) (actually, in Sect. 4, we shall see that
we can prove a slightly stronger compactness). To apply compactness arguments, we
hence need an extension of E˜ to the whole P(Rd). For the direct method and later
-convergence to be applied, this extension should also be lower semi-continuous;
therefore the natural candidate is the lower semi-continuous envelope E˜− of E˜ , now
defined on the whole P(Rd) by
E˜[μ] :=
{
Ê[μ], μ ∈ P2(Rd),
∞, μ ∈ P(Rd)\P2(Rd),
which in our case can be defined as
E˜−[μ] := inf
μn→μ narrowly
μn∈P2(Rd )
lim inf
n→∞ E˜[μn],
or equivalently as the largest lower semi-continuous functional smaller than E˜ .
In order to show that actually E˜− ≡ Ê on P(Rd), which is the content of Theorem
3.10 below, we need for any μ ∈ P(Rd) a narrowly approximating sequence (μn)n∈N
in P2(Rd), along which there is continuity of the values of E˜ . We construct explicitly
such approximating sequences by damping an arbitrary μ by dilated Gaussians.
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Proposition 3.9 Forω ∈ P2(Rd) andμ ∈ P(Rd), there exists a sequence (μn)n∈N ⊂
P2(Rd) such that
μn → μ narrowly for n → ∞,
Ê[μn] → Ê[μ] for n → ∞.
Proof 1. Definition of μn . Denote the Gaussian and its dilation respectively by
η(x) := (2π)−d/2 exp
(
−1
2
|x |2
)
, ηε(x) := ε−dη(ε−1x), x ∈ Rd .
Then (2π)−d η̂ε = ηε is a non-negative approximate identity with respect to the
convolution and η̂ε = exp(−ε2 |x |2 /2). To approximate μ, we use a smooth
damping of the form
μn := η̂n−1 · μ +
(
1 − (̂ηn−1 · μ)(Rd)
)
δ0,
such that the resulting μn are in P2, with Fourier transforms
μ̂n(ξ) = (μ̂ ∗ ηn−1)(ξ) − (μ̂ ∗ ηn−1)(0) + 1, ξ ∈ Rd .
Note that because μ̂ is continuous, μ̂n(ξ) → μ̂(ξ) for all ξ ∈ Rd . We want to use
the dominated convergence theorem to deduce that
Ê[μn] = Dq
∫
Rd
|ξ |−d−q |μ̂n(ξ) − ω̂(ξ)|2 dξ → Ê[μ] for n → ∞.
2. Trivial case and dominating function. Firstly, note that if Ê[μ] = ∞, then Fatou’s
lemma ensures that Ê[μn] → ∞ as well.
Secondly, by the assumptions on ω, it is sufficient to find a dominating function
for
ξ 
→ |ξ |−d−q |μ̂n(ξ) − 1|2 ,
which will only be problematic for ξ close to 0. We can estimate the behavior of
μ̂n by that of μ̂ as
|μ̂n(ξ) − 1| ≤
∫
Rd
∫
Rd
ηn−1(ζ ) |exp(i(ζ − ξ) · x) − exp(iζ · x)| dμ(x) dζ
=
∫
Rd
∫
Rd
ηn−1(ζ ) dζ
︸ ︷︷ ︸
=1
|exp(−iξ · x) − 1| dμ(x)
≤ C
[
(1 − Reμ̂(ξ)) +
∫
Rd
|sin(ξ · x)| dμ(x)
︸ ︷︷ ︸
f (ξ):=
]
, (3.19)
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where the right-hand side (3.19) is to serve as the dominating function. Taking the
square of (3.19) yields
|μ̂n(ξ) − 1|2 ≤ C
[
(1 − Reμ̂(ξ))2 +
(∫
Rd
|sin(ξ · x)| dμ(x)
)2]
. (3.20)
Now, by the boundedness of the second moment of ω, we know that
∫
Rd
|ξ |−d−q (1 − Reμ̂(ξ))2 dξ
≤
∫
Rd
|ξ |−d−q |μ̂(ξ) − 1|2 dξ
≤ 2
∫
Rd
|ξ |−d−q |μ̂(ξ) − ω̂(ξ)|2 dξ + 2
∫
Rd
|ξ |−d−q |ω̂(ξ) − 1|2 dξ < ∞
(3.21)
This yields the integrability condition for the first term in equation (3.20). What
remains is to show the integrability for the term f in (3.19), which will occupy
the rest of the proof.
3. Splitting f . We apply the estimate
|sin(y)| ≤ min{|y| , 1} for y ∈ R,
resulting in
f (ξ) =
∫
Rd
|sin(ξ · x)| dμ(x) ≤ |ξ |
∫
|x |≤|ξ |−1
|x | dμ(x)
︸ ︷︷ ︸
:= f1(ξ)
+
∫
|x |≥|ξ |−1
dμ(x)
︸ ︷︷ ︸
:= f2(ξ)
.
4. Integrability of f2: By Lemma 3.7 and Hölder’s inequality, we can estimate f2 as
follows:
f2(ξ) ≤ C1|ξ |d
∫
|y|≤C2|ξ |
(1 − Reμ̂(y)) dy ≤ C1|ξ |d
(∫
|y|≤C2|ξ |
1 dy
)1/2
︸ ︷︷ ︸
=C|ξ |d/2
×
(∫
|y|≤C2|ξ |
(1 − Reμ̂(y))2 dy
)1/2
(3.22)
Hence, inserting (3.22) into the integral which we want to show to be finite and
applying Fubini-Tonelli yields
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∫
Rd
|ξ |−d−q f2(ξ)2 dξ ≤ C
∫
Rd
|ξ |−2d−q
∫
|y|≤C2|ξ |
(1 − Reμ̂(y))2 dy dξ
≤ C
∫
Rd
(1 − Reμ̂(y))2
∫
C2|ξ |≥|y|
|ξ |−2d−q dξ
︸ ︷︷ ︸
=C|y|−d−q
dy
≤ C
∫
Rd
|y|−d−q (1 − Reμ̂(y))2 dy < ∞
by (3.21).
5. Integrability of f1:We use Fubini-Tonelli to get a well-known estimate for the first
moment, namely
f1(ξ) = |ξ |
∫
|x |≤|ξ |−1
|x | dμ(x) = |ξ |
∫ ∞
0
∫
Rd
1{z≤|x |≤|ξ |−1} dμ(x) dz
≤ |ξ |
∫ |ξ |−1
0
μ({z ≤ |x |}) dz.
Next, we use Lemma 3.7 and Hölder’s inequality (twice) to obtain (remember that
1 ≤ q < 2 which ensures integrability)
f1(ξ) ≤ C1 |ξ |
∫ |ξ |−1
0
zd
∫
|ζ |≤C2z−1
(1 − Reμ̂(ζ )) dζ dz
≤ C1 |ξ |
∫ |ξ |−1
0
zd
(∫
|ζ |≤C2z−1
1 dζ
)1/2
︸ ︷︷ ︸
=C z−d/2=C zq/4+(−d/2−q/4)
(∫
|ζ |≤C2z−1
(1 − Reμ̂(ζ ))2 dζ
)1/2
dz
≤ C |ξ |
(∫ |ξ |−1
0
z−q/2 dz
)1/2
︸ ︷︷ ︸
=C|ξ |q/4−1/2
(∫ |ξ |−1
0
∫
|ζ |≤C2z−1
zd+q/2(1 − Reμ̂(ζ ))2 dζ dz
)1/2
.
By squaring the expression and using Fubini-Tonelli on the second term, we obtain
f1(ξ)
2 ≤ C |ξ |1+q/2
∫
Rd
(1 − Reμ̂(ζ ))2
∫ |ξ |−1
0
1{z≤C2|ζ |−1}z
d+q/2 dz dζ
≤ C |ξ |1+q/2
∫
Rd
(1 − Reμ̂(ζ ))2 min
{
|ξ |−d−q/2−1 , |ζ |−d−q/2−1
}
dζ
= C |ξ |−d
∫
|ζ |≤|ξ |
(1 − Reμ̂(ζ ))2 dζ (3.23)
+ C |ξ |1+q/2
∫
|ζ |≥|ξ |
|ζ |−d−q/2−1 (1 − Reμ̂(ζ ))2 dζ
︸ ︷︷ ︸
:= f3(ξ)
(3.24)
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The integrability against ξ 
→ |ξ |−d−q of the term (3.23) can now be shown analo-
gously to (3.22) in Step 2. Inserting the term (3.24) into the integral and again applying
Fubini-Tonelli yields
∫
Rd
|ξ |−d−q f3(ξ)2 dξ
≤ C
∫
Rd
|ξ |−d−q/2+1
∫
|ζ |≥|ξ |
|ζ |−d−q/2−1 (1 − Reμ̂(ζ ))2 dζ dξ
= C
∫
Rd
|ζ |−d−q/2−1 (1 − Reμ̂(ζ ))2
∫
|ξ |≤|ζ |
|ξ |−d−q/2+1 dξ
︸ ︷︷ ︸
=C|ζ |−q/2+1
dζ
= C
∫
Rd
|ζ |−d−q (1 − Reμ̂(ζ ))2 dζ < ∞,
because of (3.21), which ends the proof. unionsq
Theorem 3.10 We have that
E˜−[μ] = Ê[μ], μ ∈ P(Rd)
and that ω is the unique minimizer of E˜−.
Proof For μ ∈ P(Rd) and any sequence (μn)n∈N in P2(Rd) with μn → μ narrowly,
we have
lim inf
n→∞ E˜[μn] = lim infn→∞ Ê[μn] ≥ Ê[μ],
by the lower semi-continuity of Ê . By taking the infimum over all the sequences
converging narrowly to μ, we conclude
E˜−[μ] ≥ Ê[μ] for all μ ∈ P(Rd). (3.25)
Conversely, forμ ∈ P(Rd), employing the sequence (μn)n∈N inP2(Rd) of Propo-
sition 3.9 allows us to see that
Ê[μ] = lim
n→∞ Ê[μn] = limn→∞ E˜[μn] ≥ E˜
−[μ]. (3.26)
Combining (3.26) with (3.25) yields the first claim, while the characterization of the
minimizer follows from the form of Ê in (3.6). unionsq
Having verified that Ê is the lower semi-continuous envelope and a natural extension
of E to P(Rd), in the following we shall work with the functional Ê instead of E or E˜ .
Remark 3.11 Notice that the lower semi-continuous envelope and therefore Ê is also
the -limit, see Definition 3.12 below, of a regularization of E˜ using the second
moment, i.e., by considering
Iε[μ] := E˜[μ] + ε
∫
Rd
|x |2 dμ,
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we have
Iε −→ E˜− for ε → 0.
3.3 Consistency of the Particle Approximations
Let N ∈ N and define
PN (Rd) :=
{
μ ∈ P(Rd) : μ = 1
N
N∑
i=1
δxi for some {xi : i = 1, . . . N } ⊂ Rd
}
and consider the restricted minimization problem
ÊN [μ] :=
{
Ê[μ], μ ∈ PN (Rd),
∞, otherwise → minμ∈P(Rd ) . (3.27)
We want to prove consistency of the restriction in terms of -convergence of ÊN to
Ê for N → ∞. This implies that the discrete measures minimizing ÊN will converge
to the unique minimizer ω of Ê for N → ∞, in other words the measure quantization
of ω via the minimization of ÊN is consistent.
Definition 3.12 (−convergence) [12, Definition 4.1, Proposition 8.1] Let X be a
separable metrizable space and FN : X → (−∞,∞], N ∈ N define a sequence of
functionals. Then we say that (FN )N∈N -converges to F , written as FN
−→ F , for
an F : X → (−∞,∞], if
1. lim inf-condition: For every x ∈ X and every sequence xN → x ,
F(x) ≤ lim inf
N→∞ FN (xN );
2. lim sup-condition: For every x ∈ X , there exists a sequence xN → x , called
recovery sequence, such that
F(x) ≥ lim sup
N→∞
FN (xN ).
Furthermore, we call the sequence (FN )N∈N equi-coercive if for every c ∈ R there
is a compact set K ⊂ X such that {x : FN (x) ≤ c} ⊂ K for all N ∈ N. As a direct
consequence, assuming xN ∈ argminFN = ∅ for all N ∈ N, there is a subsequence
(xNk )k∈N and x∗ ∈ X such that
xNk → x∗ ∈ argminF, k → ∞. (3.28)
As we wish to consider -convergence of FN = ÊN on X = P(Rd) to Ê , it is
relevant to recall here again that P(Rd) is metrizable when endowed with the narrow
topology.
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Theorem 3.13 (Consistency of particle approximations) The functionals (ÊN )N∈N
are equi-coercive and
ÊN −→ Ê for N → ∞,
with respect to the narrow topology. In particular,
∅ = argminμ∈P(Rd )ÊN [μ]  μ˜N → μ˜ = argminμ∈P(Rd )Ê[μ] = ω,
for any choice of minimizers μ˜N .
Proof 1. Equi-coercivity: This follows from the fact that Ê has compact sub-levels
by Proposition 3.8, together with ÊN ≥ Ê .
2. lim inf-condition: Let μN ∈ P(Rd) such that μN → μ narrowly for N → ∞.
Then
lim inf
N→∞ ÊN [μN ] ≥ lim infN→∞ Ê[μN ] ≥ Ê[μ],
by the lower semi-continuity of Ê .
3. lim sup-condition: Let μ ∈ P(Rd). By Proposition 3.9, we can find a sequence
(μk)k∈N ⊂ P2(Rd), for which Ê[μk] → Ê[μ]. Furthermore, by Lemma 3.3, we
can approximate each μk by (μkN )N∈N ⊂ P2(Rd) ∩ PN (Rd), a realization of the
empirical distribution of μk . This has a further subsequence which converges in
the 2-Wasserstein distance by Lemma 2.3, for which we have continuity of Ê by
Lemma 3.5. A diagonal argument then yields a sequenceμN ∈ PN (Rd) for which
ÊN [μN ] = Ê[μN ] → Ê[μ] for N → ∞.
4. Convergence of minimizers: First of all notice that, for all N ∈ N, PN (Rd) is
closed in the narrow topology. As (ÊN )N is equi-coercive and each ÊN is lower
semi-continuous by Fatou’s lemma, by the direct method of calculus of variations
we conclude that ÊN has empirical measure minimizers for all N ∈ N. The con-
vergence of the minimizers μ˜N to μ˜ = ω then follows by (3.28) and by being ω
the unique minimizer of Ê . unionsq
4 An Enhanced Moment Bound
Let q = qa = qr ∈ (1, 2) be strictly larger than 1 now. We want to prove that in this
case, we have a stronger compactness than the one showed in Proposition 3.8, namely
that the sub-levels of Ê have a uniformly bounded r th moment for r < q/2.
In the proof, we shall be using the theory recalled in Appendix in a more elaborated
form than before, in particular we need to extend the generalized Fourier transform
(Definition 7.3) and its explicit computation for power functions as shown in Theorem
7.6.
Theorem 4.1 Let ω ∈ P2(Rd). For r < q/2 and a given M > 0, there exists an
M ′ > 0 such that
∫
Rd
|x |r dμ(x) ≤ M ′, for all μ such that Ê[μ] ≤ M.
J Fourier Anal Appl (2016) 22:694–749 721
Proof Let μ ∈ P(Rd). If Ê[μ] ≤ M , then we also have
M ≥ Ê[μ] = Dq
∫
Rd
|μ̂(ξ) − ω̂(ξ)|2 |ξ |−d−q dξ
≥
(∫
Rd
|μ̂(ξ) − 1|2 |ξ |−d−q dξ − c
∫
Rd
|ω̂(ξ) − 1|2 |ξ |−d−q dξ
)
,
so that there is an M ′′ > 0 such that
∫
Rd
|μ̂ − 1|2 |ξ |−d−q dξ ≤ M ′′.
Now approximate μ by the sequence of Proposition 3.9, again denoted by μn , and
then μn by convolution with ηk−1n to obtain the sequence μ
′
n := μn ∗ ηk−1n , so that
we have convergence Ê[μ′n] → Ê[μ]. We set ν̂n := (μ′n − ηk−1n ). By the damping
of Proposition 3.9, the underlying measures μn and μ′n have finite moment of any
order, yielding decay of ν̂n(x) of arbitrary polynomial order for |x | → ∞, and the
mollification implies ν̂n ∈ C∞(Rd). We conclude that ν̂n ∈ S(Rd), where S(Rd)
is the space of Schwartz functions. Furthermore, set νn = ν̂∨n the inverse Fourier
transform, and recall that the inverse Fourier transform is also expressed as an integral
with an exponential function factor. By expanding this exponential function in its
Taylor series, as it is done, for instance in Lemma 3.5, we see that for each n,
νn(ξ) = O(|ξ |) for ξ → 0.
Therefore, νn ∈ S1(Rd), see Definition 7.2, and we can apply Theorem 7.6.2, to get
∫
Rd
|x |r ν̂n(x)dx
= C
∫
Rd
|ξ |−d−r νn(ξ)dξ
≤ C
[ ∫
|ξ |≤1
|ξ |−d−r︸ ︷︷ ︸
=|ξ |− d−q+2r2 |ξ |− d+q2
|νn(ξ)| dξ +
∫
|ξ |>1
|ξ |−d−r |νn(ξ)| dξ
︸ ︷︷ ︸
≤C<∞
]
≤ C
[(∫
|ξ |≤1
|ξ |−d+(q−2r) dξ
)1/2
︸ ︷︷ ︸
<∞
(∫
Rd
|ξ |−d−q |νn|2 dξ
)1/2
+ 1
]
≤ C
[(∫
Rd
|ξ |−d−q |νn|2 dξ
)1/2
+ 1
]
.
Now, we recall again the continuity of Ê for ω = δ0 along μn by Proposition 3.9,
and its continuity with respect to the Gaussian mollification. The latter can be seen
either by the 2-Wasserstein-convergence of the mollification for n fixed or by using
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the dominated convergence theorem together with the power series expansion of exp,
similarly to Lemma 5.1 below. To summarize, we see that
lim
n→∞
∫
Rd
|ξ |−d−q |νn|2 dξ = (2π)−d
∫
Rd
|ξ |−d−q |μ̂ − 1|2 dξ ≤ (2π)−dM ′′,
while on the other hand we have
lim inf
n→∞
∫
Rd
|x |r ν̂n(x)dx = lim inf
n→∞
∫
Rd
|x |r dμn(x) − lim
n→∞
∫
Rd
|x |r ηk−1n (x)dx
︸ ︷︷ ︸
=0
≥
∫
Rd
|x |r dμ(x)
by Lemma 2.4, concluding the proof. unionsq
5 Regularization by Using the Total Variation
We shall regularize the functional Ê by an additional total variation term, for example
to reduce the possible effect of noise on the given datumω. In particular, we expect the
minimizer of the corresponding functional to be piecewise smooth or even piecewise
constant while any sharp discontinuity in ω should be preserved, as it is the case for
the regularization of a L2-norm data fitting term, as it is often used in image denoising,
see for example [9, Chapter 4].
In the following,webegin by introducing this regularization andprove that for a van-
ishing regularization parameter, the minimizers of the regularizations converge to the
minimizer of the original functional. The regularization allows us to consider approx-
imating minimizers in P(Rd) ∩ BV (Rd), where BV (Rd) is the space of bounded
variation functions. Once the regularization is introduced, we consider its empirical
measure approximations. In the classical literature, one finds several approaches to
discrete approximations to functionals involving total variation regularization terms as
well as to their BV -minimizers, e.g., by means of finite element type approximations,
see for example [4]. Here however, we propose an approximation which depends on
the position of (freely moving) particles in Rd , which can be combined with the par-
ticle approximation of Sect. 3.3. To this end, in Sect. 5.2, we shall present two ways
of embedding into L1 the Dirac masses which are associated to particles.
5.1 Consistency of the Regularization for the Continuous Functional
For μ ∈ P(Rd) and λ > 0, define
Êλ[μ] :=
{
Ê[μ] + λ |Dμ| (Rd), μ ∈ P(Rd) ∩ BV (Rd),
∞, otherwise, (5.1)
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where Dμ denotes the distributional derivative of μ, being a finite Radon-measure,
and |Dμ| its total variation measure [1]. We present first a useful technical result
before proceeding to prove the -convergence Êλ −→ Ê for λ → 0.
Lemma 5.1 (Continuity of Ê with respect to Gaussianmollification) Letω ∈ P2(Rd),
μ ∈ P(Rd) and set again
η(x) := (2π)−d/2 exp
(
−1
2
|x |2
)
, ηε(x) := ε−dη(ε−1x), x ∈ Rd .
Then,
Ê[ηε ∗ μ] → Ê[μ], for ε → 0.
Proof If Ê[μ] = ∞, then the claim is true by the lower semi-continuity of Ê together
with the fact that ηε ∗ μ → μ narrowly.
If Ê[μ] < ∞, we can estimate the difference ∣∣Ê[ηε ∗ μ] − Ê[μ]
∣∣ (which is well-
defined, but for now may be ∞) by using
∣∣∣a2 − b2
∣∣∣ ≤ |a − b| · ( |a| + |b| ), a, b ∈ C,
and
η̂ε ∗ μ(ξ) = exp
(
−ε
2
2
|ξ |2
)
μ̂(ξ),
as
∣∣Ê[ηε ∗ μ] − Ê[μ]
∣∣
≤ Dq
∫
Rd
∣∣∣|̂ηε(ξ)μ̂(ξ) − ω̂(ξ)|2 − |μ̂(ξ) − ω̂(ξ)|2
∣∣∣ |ξ |−d−q dξ
≤ Dq
∫
Rd
(|̂ηε(ξ)μ̂(ξ)−ω̂(ξ)|+|μ̂(ξ)−ω̂(ξ)|)︸ ︷︷ ︸
≤4
|̂ηε(ξ)μ̂(ξ) − μ̂(ξ)|︸ ︷︷ ︸
=(1−exp(−(ε2/2)|ξ |2))μ̂(ξ)
|ξ |−d−q dξ
≤ C
∫
Rd
(
1 − exp
(
−ε
2
2
|ξ |2
))
|ξ |−d−q dξ, (5.2)
which converges to 0 by the dominated convergence theorem: indeed, on the one hand
we can estimate
exp
(
−ε
2
2
|ξ |2
)
≥ 0, ξ ∈ Rd ,
yielding a dominating function for the integrand in (5.2) for ξ bounded away from 0
because of the integrability of ξ 
→ |ξ |−d−q there. On the other hand
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1 − exp
(
−ε
2
2
|ξ |2
)
= −
∞∑
n=1
1
n!
(
−ε
2
2
|ξ |2
)n
= ε
2
2
|ξ |2
∞∑
n=0
1
(n + 1)!
(
−ε
2
2
|ξ |2
)n
,
where the sum on the right is uniformly bounded for ε → 0 as a convergent power-
series, which, combined with q < 2, renders the integrand in (5.2) dominated for ξ
near 0 as well. unionsq
Proposition 5.2 (Consistency)Let (λN )N∈N bea vanishing sequenceof positive para-
meters. The functionals (ÊλN )N∈N are equi-coercive and
ÊλN −→ Ê for N → 0,
with respect to the narrow topology. In particular, the limit point of minimizers of ÊλN
coincides with the unique minimizer ω of Ê .
Proof Firstly, observe that equi-coercivity follows from the narrow compactness of
the sub-levels of Ê shown in Proposition 3.8, and that the lim inf-condition for the
-convergence is a consequence of the lower semi-continuity of Ê as in the proof of
Theorem 3.13.
Existence of minimizers: We again want to apply the direct method of the calculus
of variations.
Let (μk)k be a minimizing sequence for Êλ, so that the μk are all contained in
a common sub-level of the functional. Now, for a given λ, the sub-levels of Êλ are
relatively compact in L1(Rd), which can be seen by combining the compactness of
the sub-levels of the total variation in L1loc(R
d) with the tightness gained by Ê : if
Êλ[μk] ≤ M < ∞, we can consider (θlμk)k for a smooth cut-off function θl having
its support in [−l, l]d . By standard arguments we have the product formula
D (θlμk) = Dθlμk + θl Dμk
and therefore
|D (θlμk)| (Rd) ≤
∫
Rd
μk(x) |Dθl(x)| dx +
∫
Rd
θl(x)d |Dμk | (x)
≤ Cl + |Dμk | (Rd),
so that for each l, by the compactness of the sub-levels of the total variation in L1loc,
see [17, Chapter 5.2,Theorem 4], we can select an L1-convergent subsequence, which
we denote again by(θlμk)k . Then, by extracting further subsequences for m ≥ l and
applying a diagonal argument we can construct a subsequence, again denoted μk such
that
‖μk − μh‖L1 ≤ ‖(1 − θl)(μk − μh)‖L1 + ‖θlμk − θlμh‖L1 ,
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and
‖(1 − θl)(μk − μh)‖L1 ≤
ε
2
,
for l ≥ l0(ε) large enough, because of the tightness of (μk)k , and
‖θlμk − θlμh‖L1 ≤
ε
2
,
by the local convergence in L1loc for h, k ≥ k0(l) large enough. From this we conclude
that (μk)k is a Cauchy subsequence in L1, hence, convergent.
The lower semi-continuity of Êλ follows from the lower semi-continuity of the
total variation with respect to L1-convergence and the lower semi-continuity of Ê
with respect to narrow convergence. Summarizing, we have compactness and lower
semi-continuity, giving us that (μk)k has a limit point which is a minimizer.
lim sup-condition: Let μ ∈ P(Rd) and write με := η̂ε ∗ μ for the mollification of
Lemma 5.1. Now, by Fubini’s theorem,
|D(̂ηε ∗ μ)| (Rd) =
∫
Rd
|(∇η̂ε ∗ μ) (x)| dx
≤ ‖∇η̂ε‖L1(Rd ) μ(Rd)
= ε−d ‖∇η̂‖L1(Rd ) ,
so if we choose ε(λ) such that λ = o(εd), for example ε(λ) := λ1/(d+1), then
λ
∣∣Dμε(λ)
∣∣ (Rd) → 0, for λ → 0.
On the other hand, Ê[με(λ)] → Ê[μ] byLemma 5.1, yielding the required convergence
Êλ[με(λ)] → Ê[μ].
The convergence of the minimizers then follows. unionsq
5.2 Discrete Versions of the Total Variation Regularization
As one motivation for the study of the functional E was to show consistency of its
particle minimizers, we shall also here consider a discretized version of the total
variation regularization, for example to be able to compute the minimizers of the
regularized functional directly on the level of the point approximations. We propose
two techniques for this discretization.
The first technique is well-known in the non-parametric estimation of L1 densities
and consists of replacing each point with a small “bump” instead of interpreting it
as a point measure. In order to get the desired convergence properties, we have to be
careful when choosing the corresponding scaling of the bump. For an introduction to
this topic, see [14, Chapter 3.1].
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Fig. 2 Example for the discrete total variation functional. In particular, b shows the value of
|DQ0.75[μ2]| (R), for μ2 = 12 (δx1 + δx2 ) and for the linear kernel K1 of (a), as a function of the
point x2 ∈ R having x1 = 0 fixed. a Linear K1(x) and corresponding K ′1(x). b Discrete total variation for
x1 = 0 fixed (red), x2 free, h = 0.75
The second technique replaces the Dirac deltas by indicator functions which extend
from the position of one point to the next one. Unfortunately, this poses certain diffi-
culties in generalizing it to higher dimensions, as the set on which we extend would
have to be replaced by something like a Voronoi cell, well-known in the theory of
optimal quantization of measures, see for example [24].
In the context of attraction-repulsion functionals, it is of importance to note that
the effect of the additional particle total variation term can again be interpreted as
an attractive-repulsive-term. See Fig. 2 for an example in the case of kernel density
estimation with a piecewise linear estimation kernel, where it can be seen that each
point is repulsive at a short range, attractive at amedium range, and at a long range does
not contribute into the total variation any more. This interpretation of the action of the
total variation as a potential acting on particles to promote their uniform distribution
is, to our knowledge, new.
5.2.1 Discretization by Kernel Estimators and Quantization on Deterministic Tilings
Definition 5.3 (Discrete total variation via kernel estimate)For aμN = 1N
∑N
i=1 δxi ∈
PN (Rd), a scale parameter h = h(N ) and a density estimation kernel K ∈ W 1,1(Rd)
such that ∇K ∈ BV (Rd ,Rd), as well as
K ≥ 0,
∫
Rd
K (x)dx = 1,
we set
Kh(x) := 1
hd
K
( x
h
)
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Fig. 3 Illustration of the tiling. a Notation of Definition 5.4 for N = 5. b Tiling as in Example 5.5 for a
uniform measure on two squares in [0, 1]2
and define the corresponding L1-density estimator by
Qh[μN ](x) := Kh ∗ μN (x) = 1
Nhd
N∑
i=1
K
(
x − xi
h
)
,
where the definition has to be understood for almost every x . Then, we can introduce
a discrete version of the regularization in (5.1) as
ÊλN [μN ] := Ê[μN ] + λ
∣∣DQh(N )[μN ]
∣∣ (Rd), μN ∈ PN (Rd). (5.3)
We want to prove consistency of this approximation in terms of -convergence
of the functionals ÊλN to Êλ for N → ∞. For a survey on the consistency of kernel
estimators in the probabilistic case under various sets of assumptions, see [37]. Here
however, we want to give a proof using deterministic and explicitly constructed point
approximations.
In order tofind a recovery sequence for the family of functionals (5.3) (seeDefinition
3.12), we have to determine point approximations to a given measure with sufficiently
good spatial approximation properties. For this, we suggest using a generalization of
the quantile construction to higher dimensions. Let us state the properties we expect
from such an approximation:
Definition 5.4 (Tiling associated to a measure) Let μ ∈ Pc(Rd) ∩ L1(Rd), where
Pc(Rd) denotes the space of compactly supported probability measures, so that
supp(μ) ⊂ [−Rμ, Rμ]d for some Rμ > 0, and let N ∈ N. Set n˜ := N 1/d. A
good tiling (for our purposes) will be composed of an index set I and an associated
tiling (Ti )i∈I such that (see Fig. 3 for an example of the notation):
1. I has N elements, #I = N , and in each direction, we have at least n˜ different
indices, i.e.,
{1, . . . , n˜}d ⊂ I ⊂ {1, . . . , n˜ + 1}d . (5.4)
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Additionally, for all k ∈ 1, . . . , d and (i1, . . . , ik−1, ik, . . . , id) ∈ I ,
nk,i1,...,ik−1 := # { jk : j ∈ I, ( j1, . . . , jk−1) = (i1, . . . , ik−1)} ∈ {˜n, n˜ + 1} .
2. There is a family of ordered real numbers only depending on the first k coordinates,
yk,i1,...,ik ∈ [−Rμ, Rμ], yk,i1,...,ik−1 < yk,i1,...,ik ,
for all k ∈ {1, . . . , d} and (i1, . . . , ik, ik+1, . . . , id) ∈ I,
with fixed end points,
yk,i1,...,ik−1,0 = −Rμ, yk,i1,...,ik−1,nk,i1,...,ik−1 = Rμ,
associated tiles
Ti := ×dk=1
[
yk,i1,...,(ik−1), yk,i1,...,ik
]
,
and such that the mass of μ is equal in each of them,
μ (Ti ) = 1
N
, for all i ∈ I.
Such a construction can always be obtained by generalizing the quantile construc-
tion. Let us show the construction explicitly for d = 2 as an example.
Example 5.5 (Construction in 2D) Given N ∈ N, let n˜ := √N. We can write N as
N = n˜2−m (˜n + 1)m + l, (5.5)
with uniquem ∈ {0, 1} and l ∈ {0, . . . , n˜1−m (˜n + 1)m − 1} . Then we get the desired
tiling by setting
n1,∅ :=
{
n˜ + 1 if m = 1,
n˜ if m = 0,
n2,i1 :=
{
n˜ + 1 if i1 ≤ l,
n˜ if i1 ≥ l + 1, i1 = 1, . . . , n1,∅, (5.6)
w2,i1,i2 :=
1
n2,i1
, i1 = 1, . . . , n1,∅, i2 = 1, . . . , n2,i1 ,
w1,i1 :=
n2,i1∑
j1 n2, j1
, i1 = 1, . . . , n1,∅,
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and choosing the end points of the tiles such that
i1∑
j1=1
w1, j1 =
∫ y1,i1
−Rμ
∫ Rμ
−Rμ
dμ(x1, x2), (5.7)
i1∑
j1=1
i2∑
j2=1
w1, j1w2, j1, j2 =
∫ y1,i1
−Rμ
∫ y2,i1,i2
−Rμ
dμ(x1, x2).
Now, check that indeed
∑
j1 n2, j1 = N by (5.5) and (5.6) and that we have
μ(Ti1,i2) = w1,i1w2,i1,i2 =
1
N
for all i1, i2,
by the choice of the weights w1, j1 , w2, j1, j2 as desired.
The general construction now consists of choosing a subdivision in n˜ + 1 slices
uniformly in as many dimensions as possible, while keeping in mind that in each
dimension we have to subdivide in at least n˜ slices. There will again be a rest l, which
is filled up in the last dimension.
Proposition 5.6 (Construction for arbitrary d) A tiling as defined in Definition 5.4
exists for all d ∈ N.
Proof Analogously to Example 5.5, let n˜ := N 1/d and set
N = n˜d−m (˜n + 1)m + l,
with unique m ∈ {0, . . . , d − 1} and l ∈ {0, . . . , n˜d−1−m (˜n + 1)m − 1}. Then, we
get the desired ranges by
nk,i1,...,ik−1 := n˜ + 1, for k ∈ {1, . . . ,m} and all relevant indices; (5.8)
nk,i1,...,ik−1 := n˜, for k ∈ {m + 1, . . . , d − 1} and all relevant indices;
(5.9)
nd,i1,...,id−1 ∈ {˜n, n˜ + 1} , such that exactly l multi-indices are n˜ + 1. (5.10)
The weights can then be selected such that we get equal mass after multiplying by
them, and the tiling is found by iteratively using a quantile construction similar to
(5.7) in Example 5.5. unionsq
Lemma 5.7 (Consistency of the approximation) For μ ∈ Pc(Rd) ∩ BV (Rd), let
(Ti )i∈I be a tiling as in Definition 5.4, and xi ∈ Ti for all i ∈ I an arbitrary point in
each tile. Then,μN = 1N
∑N
i=1 δxi converges narrowly toμ for N → ∞. Furthermore,
if
h = h(N ) → 0 and h2d N → ∞ for N → ∞, (5.11)
then Qh(N )[μN ] → μ strictly in BV (Rd) (strict convergence is meant here as in [1,
Definition 3.14]).
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Proof Suppose again that for some Rμ > 0
suppμ ⊂ [−Rμ, Rμ]d .
Narrow convergence:By [16, Theorem 3.9.1], it is sufficient to test convergence for
bounded, Lipschitz-continuous functions. So let ϕ ∈ Cb(Rd) be a Lipschitz function
with Lipschitz constant L . Then,
∣∣∣∣
∫
Rd
ϕ(x)dμN (x) −
∫
Rd
ϕ(x)dμ(x)
∣∣∣∣ =
∣∣∣∣∣
1
N
N∑
i=1
ϕ(xi ) −
∫
Rd
ϕ(x)dμ(x)
∣∣∣∣∣
≤ L
∑
i∈I
∫
Ti
|x − xi | dμ(x).
Denote by
π̂k(i1, . . . , id) := (i1, . . . , ik−1, ik+1, id)
the projection onto all coordinates except the kth one. Now, we exploit the uniformity
of the tiling in all dimensions, (5.4): By using the triangle inequality and grouping the
summands,
∑
i∈I
∫
Ti
|x − xi | dμ(x)
≤
∑
i∈I
d∑
k=1
∫
Ti
∣∣∣xk − xki
∣∣∣ dμ(x) (5.12)
=
d∑
k=1
∑
i∈π̂k (I )
nk,i1,...,ik−1∑
j=1
∫
Ti
∣∣∣xk − xki1,...,ik−1, j,ik ,...,id−1
∣∣∣ dμ(x)
≤
d∑
k=1
∑
i∈π̂k (I )
nk,i1,...,ik−1∑
j=1
(
yk,i1,...,ik−1,( j−1) − yk,i1,...,ik−1, j
)
︸ ︷︷ ︸
=2Rμ
∫
Ti
dμ(x)
︸ ︷︷ ︸
=1/N
≤ 2Rμ d (˜n + 1)
d−1
N
≤ 2Rμ d (˜n + 1)
d−1
n˜d
≤ C
n˜
→ 0 for N → ∞. (5.13)
L1-convergence: As K ∈ W 1,1(Rd) ⊂ BV (Rd), we can approximate it by C1
functions which converge BV -strictly, so let us additionally assume K ∈ C1 for now.
Then,
∫
Rd
|Kh ∗ μN (x) − μ(x)| dx
≤
∫
Rd
|Kh ∗ μN (x) − Kh ∗ μ(x)| dx +
∫
Rd
|Kh ∗ μ(x) − μ(x)| dx . (5.14)
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By h → 0, the second term goes to 0 (see [17, Chapter 5.2,Theorem 2]), so it is
sufficient to consider
∫
Rd
|Kh ∗ μN (x) − Kh ∗ μ(x)| dx (5.15)
≤
∑
i∈I
∫
Ti
∫
Rd
|Kh(x − xi ) − Kh(x − y)| dxdμ(y)
=
∑
i∈I
∫
Ti
∫
Rd
∣∣∣∣
∫ 1
0
∇Kh(x − y + t (y − xi )) · (y − xi )dt
∣∣∣∣ dxdμ(y)
≤
∑
i∈I
∫
Ti
∫ 1
0
|y − xi |
∫
Rd
|∇Kh(x − y + t (y − xi ))| dxdtdμ(y)
= 1
h
‖∇K‖L1
∑
i∈I
∫
Ti
|y − xi | dμ(y). (5.16)
Since the left-hand side (5.15) and the right-hand side (5.16) of the above estimate are
continuous with respect to strict BV convergence (by Fubini-Tonelli and convergence
of the total variation, respectively), this estimate extends to a general K ∈ BV (Rd)
and
1
h
∑
i∈I
∫
Ti
|y − xi | dμ(y) ≤ C
n˜h
→ 0, for N → ∞,
by the calculation in (5.12) and condition (5.11).
Convergence of the total variation: Similarly to the estimate in (5.14), by h → 0
it is sufficient to consider the L1 distance between ∇Kh ∗ μN and ∇Kh ∗ μ, and we
approximate a general K by a smoother K ∈ C2(Rd). By a calculation similar to
(5.15)–(5.16) as well as (5.13) and using ∇Kh(x) = h−d−1∇K (x/h), we get
∫
Rd
|∇Kh ∗ μN (x) − ∇Kh ∗ μ(x)| dx
≤ C 1
h
∑
i∈I
∫
Ti
∫
Rd
|∇Kh(x − xi ) − ∇Kh(x − y)| dxdμ(y)
≤ C
∥∥∥D2K
∥∥∥
L1
1
n˜h2
→ 0 for N → ∞,
by the condition (5.11) we imposed on h. unionsq
Since we associate to each μN ∈ PN an L1-density Qh(N )[μN ] and want to ana-
lyze both the behavior of E[μN ] and
∣∣DQh(N )[μN ]
∣∣ (Rd), we need to incorporate
the two different topologies involved, namely the narrow convergence of μ and L1-
convergence of Qh(N )[μ], into the concept of -convergence. This can be done by
using a slight generalization of the variational convergence as introduced in [3], namely
the (q, τ−)-convergence.
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Definition 5.8 ( (q, τ−) -convergence) [3, Definition 2.1] For N ∈ N, let XN be
a set and FN : XN → R a function. Furthermore, let Y be a topological space with
topology τ and q = (qN )N∈N a sequence of embedding maps qN : XN → Y . Then,
FN is said to (q, τ−)-converge to a function F : Y → R at y ∈ Y , if
1. lim inf-condition: For each sequence made of xN ∈ XN such that qN (xN ) τ−→ y
for N → ∞,
F(y) ≤ lim inf
N→∞ FN (xN ).
2. lim sup-condition: There is a sequence made of xN ∈ XN such that qN (xN ) τ−→ y
for N → ∞ and
F(y) ≥ lim sup
N→∞
FN (xN ).
Furthermore, we say that the FN (q, τ−)-converge on a set D ⊂ Y if the above
is true for all y ∈ D and we call the sequence (FN )N∈N equi-coercive, if for every
c ∈ R, there is a compact set K ⊂ Y such that qN ({x : FN (x) ≤ c}) ⊂ K uniformly
with respect to N ∈ N.
Remark 5.9 The main consequence of -convergence, which is of interest to us, is
the convergence of minimizers. This remains true also for the (q, τ−)-convergence,
see [3, Proposition 2.4].
Here, we are going to consider
Y := P(Rd) × BV (Rd) (5.17)
with the corresponding product topology of narrow convergence and BV weak-∗-
convergence (actually L1-convergence suffices),
XN := PN (Rd), qN (μ) := (μ, Qh(N )[μ]).
and consider the limit Êλ to be defined on the diagonal
D :=
{
(μ,μ) : μ ∈ P(Rd) ∩ BV (Rd)
}
.
Since we will be extracting convergent subsequences of pairs (μN , Qh(N )[μ]) in
order to obtain existence of minimizers, we need the following lemma to ensure that
the limit is in the diagonal set D.
Lemma 5.10 (Consistency of the embedding Qh(N )) If (μN )N is a sequence such
that μN ∈ PN (Rd), μN → μ ∈ P(Rd) narrowly and Qh(N )[μN ] → μ˜ ∈ BV (Rd)
in L1(Rd) as well, as h(N ) → 0, then μ = μ˜.
Proof To showμ = μ˜, by themetrizability ofP it suffices to show that Qh(N )[μN ] →
μ narrowly. For this, as in the proof of Lemma 5.7, we can restrict ourselves to
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test convergence of the integral against bounded and Lipschitz-continuous functions.
Hence, let ϕ ∈ Cb(Rd) ∩ Lip(Rd) with Lipschitz constant L . Then,
∣∣∣∣
∫
Rd
ϕ(x)Qh(N )[μN ](x)dx −
∫
Rd
ϕ(x)dμ(x)
∣∣∣∣
≤
∣∣∣∣
∫
Rd
ϕ(x)Kh(N ) ∗ μN (x)dx −
∫
Rd
ϕ(x)dμN (x)
∣∣∣∣
+
∣∣∣∣
∫
Rd
ϕ(x)dμN (x) −
∫
Rd
ϕ(x)dμ(x)
∣∣∣∣ ,
where the second term goes to zero byμN → μ narrowly. For the first term, by Fubini
we get that
∫
Rd
ϕ(x)Kh(N ) ∗ μN (x)dx =
∫
Rd
(ϕ ∗ Kh(N )(−·))(x)dμN (x)
and therefore
∣∣∣∣
∫
Rd
ϕ(x)Kh(N ) ∗ μN (x)dx −
∫
Rd
ϕ(x)μN (x)dx
∣∣∣∣
=
∣∣∣∣
∫
Rd
∫
Rd
(ϕ(x + y) − ϕ(x)) Kh(N )(y)dydμN (x)
∣∣∣∣
=
∣∣∣∣
∫
Rd
∫
Rd
(ϕ(x + h(N )y) − ϕ(x)) K (y)dydμN (x)
∣∣∣∣
≤ Lh ‖K‖L1 μN (Rd) → 0, N → 0
by h(N ) → 0, proving Qh(N )[μN ] → μ and hence the claim. unionsq
Theorem 5.11 (Consistency of the kernel estimate) Under the assumption (5.11) on
h(N ), the functionals (ÊλN )N∈N are equi-coercive and
ÊλN
(q,τ−)−−−−→ Êλ for N → ∞,
with respect to the topology of Y defined above, i.e., weak convergence ofμN together
with L1-convergence of Qh(N )[μN ]. In particular, every sequence of minimizers of
ÊλN admits a subsequence converging to a minimizer of Êλ.
Proof lim inf-condition: This follows from the lower semi-continuity of Ê and μ 
→
|Dμ| (Rd) with respect to narrow convergence and L1-convergence, respectively.
lim sup-condition: We use a diagonal argument to find the recovery sequence. An
arbitraryμ ∈ BV (Rd)∩P(Rd) can be approximated by Proposition 3.9 by probability
measures μn with existing second moment such that Ê[μn] → Ê[μ], namely
μn = η̂n−1 · μ +
(
1 − η̂n−1 · μ(Rd)
)
δ0.
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By Lemma 5.1, we can also smooth the approximating measures by convolution with
a Gaussian ηε(n) to get a narrowly convergent sequence μ′n → μ,
μ′n = ηε(n) ∗ μn = ηε(n) ∗ (̂ηn−1 · μ) +
(
1 − (̂ηn−1 · μ)(Rd)
)
ηε(n),
while still keeping the continuity in Ê . Since (1 − (̂ηn−1 · μ)(Rd)
) → 0, we can
replace its factor ηε(n) by η1 to get
μ′′n = ηε(n) ∗ (̂ηn−1 · μ) +
(
1 − (̂ηn−1 · μ)(Rd)
)
η1,
and still have convergence and continuity in Ê . These μ′′n can then be (strictly) cut-off
by a smooth cut-off function χM such that
χM (x) = 1 for |x | ≤ M,
χM (x) ∈ [0, 1] for M < |x | < M + 1,
χM (x) = 0 for |x | ≥ M + 1.
Superfluous mass can then be absorbed in a normalized version of χ1. This process
yields
μ′′′n = χM(n) · μ′′n + (1 − χM(n) · μ′′n)(Rd)
χ1
‖χ1‖1
,
which, for fixed n and M(n) → ∞, is convergent in the 2-Wasserstein topology, hence
we can keep the continuity in Ê by choosing M(n) large enough.
Moreover, the sequence μ′′′n is also strictly convergent in BV : for the L1-
convergence, we apply the dominated convergence theorem for M(n) → ∞ when
considering μ′′′n , and the approximation property of the Gaussian mollification of L1-
functions for μ′′n . Similarly, for the convergence of the total variation, consider
∣∣∣
∣∣Dμ′′′n
∣∣ (Rd) − |Dμ| (Rd)
∣∣∣
≤
∣∣∣∣
∫
Rd
χM(n)(x)
∣∣Dμ′′n(x)
∣∣ dx −
∫
Rd
∣∣Dμ′′n(x)
∣∣ dx
∣∣∣∣ (5.18)
+
∫
Rd
∣∣∇χM(n)(x)
∣∣μ′′n(x)dx (5.19)
+
∣∣∣
∣∣Dμ′′n(x)
∣∣ − |Dμ| (Rd)
∣∣∣ (5.20)
+ (1 − χM(n) · μ′′n)(Rd)
‖∇χ1‖1
‖χ1‖1
, (5.21)
where the terms (5.18), (5.19) and (5.21) tend to 0 forM(n) large enough by dominated
convergence. For the remaining term (5.20), we have
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∣∣∣
∣∣Dμ′′n
∣∣ − |Dμ| (Rd)
∣∣∣
≤
∣∣∣
∣∣ηε(n) ∗ D(̂ηn · μ)
∣∣ (Rd) − |D(̂ηn · μ)| (Rd)
∣∣∣ (5.22)
+
∫
Rd
|∇η̂n(x)| dμ(x) (5.23)
+
∫
Rd
(1 − η̂n(x))d |Dμ| (x) (5.24)
+
(
1 − (̂ηn−1 · μ)(Rd)
)
|Dη1| (Rd). (5.25)
Here, all terms vanish as well: (5.22) for ε(n) large enough by the approximation
property of the Gaussian mollification for BV -functions and (5.23), (5.24) and (5.25)
by the dominated convergence theorem for n → ∞. Finally, Lemma 5.7 applied to
the μ′′′n yields the desired sequence of point approximations.
Equi-coercivity and existence of minimizers: Equi-coercivity and compactness
strong enough to ensure the existence of minimizers follow from the coercivity and
compactness of level sets of Ê and by ‖Qh(N )(μN )‖L1 = 1 together with compact-
ness arguments in BV , similar to Proposition 5.2. Since Lemma 5.10 ensures that the
limit is in the diagonal space D, standard -convergence arguments then yield the
convergence of minimizers. unionsq
5.2.2 Discretization by Point-Differences
In one dimension, the geometry is sufficiently simple to avoid the use of kernel density
estimators and to allow us to explicitly see the intuitive effect the total variation
regularization has on point masses (similar to the depiction in Fig. 2 in the previous
section). In particular, formula (5.26) below shows that the total variation acts as an
additional attractive-repulsive force which tends to promote equi-spacing between the
points masses.
In the following, let d = 1 and λ > 0 fixed.
Let N ∈ N, N ≥ 2 and μN ∈ PN (R) with
μN = 1
N
N∑
i=1
δxi for some xi ∈ R.
Using the ordering on R, we can assume the (xi )i to be ordered, which allows us to
associate to μN a unique vector
x := x(μN ) := (x1, . . . , xN ), x1 ≤ . . . ≤ xN .
If xi = x j for all i, j ∈ {1, . . . , N }, i = j , we can further define an L1-function which
is piecewise-constant by
736 J Fourier Anal Appl (2016) 22:694–749
Q˜N [μN ] := 1
N
N∑
i=2
1
xi − xi−1 1[xi−1,xi ]
and compute explicitly the total variation of its weak derivative to be
∣∣DQ˜N [μN ]
∣∣ (R)
= 1
N
[
N−1∑
i=2
∣∣∣∣
1
xi+1 − xi −
1
xi − xi−1
∣∣∣∣ +
1
x2 − x1 +
1
xN − xN−1
]
, (5.26)
if no two points are equal, and ∞ otherwise. This leads us to the following definition
of the regularized functional using piecewise constant functions:
PN× (R) :=
{
μ ∈ PN (R) : μ = 1
N
N∑
i=1
δxi with xi = x j for i = j
}
,
ÊλN ,pwc[μ] :=
{
Ê[μ] + λ ∣∣DQ˜N [μ]
∣∣ (R), μ ∈ PN× (R);
∞, μ ∈ PN (R)\PN× (R).
Remark 5.12 The functions Q˜N [μN ] as defined above are not probability densities,
but instead have mass (N − 1)/N .
We shall again prove (q, τ−)-convergence as in Sect. 5.2.1, this time with the
embeddings qN given by Q˜N . The following lemma yields the necessary recovery
sequence.
Lemma 5.13 If μ ∈ Pc(R) ∩C∞c (R) is the density of a compactly supported proba-
bility measure, then there is a sequence μN ∈ PN (R), N ∈ N≥2 such that
μN → μ narrowly for N → ∞
and
Q˜N [μN ] → μ in L1(R),
∣∣DQ˜N [μN ]
∣∣ (R) →
∫
R
∣∣μ′(x)
∣∣ dx for N → ∞.
Proof 1. Definition and narrow convergence: Let suppμ ⊂ [−Rμ, Rμ] and define
the vector xN ∈ RN as an N th quantile of μ, i.e.,
∫ xNi
x Ni−1
μ(x) dx = 1
N
with xNi−1 < x
N
i for all i = 1, . . . , N − 1,
wherewe set xN0 = −Rμ and xNN = Rμ. Narrow convergence of the corresponding
measure then follows by the same arguments used in the proof of Lemma 5.7.
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2. L1-convergence: We want to use the dominated convergence theorem: Let x ∈ R
with μ(x) > 0. Then, by the continuity of μ, there are xNi−1(x), x
N
i (x) such that
x ∈ [xNi−1(x), xNi (x)] and
μ(x) − Q˜N [μN ](x) = μ(x) − 1
N (xNi (x) − xNi−1(x))
= μ(x) − 1
xNi (x) − xNi−1(x)
∫ xNi (x)
xNi−1(x)
μ(y) dy. (5.27)
Again by μ(x) > 0 and the continuity of μ,
xNi (x) − xNi−1(x) → 0 for N → ∞,
and therefore
Q˜N [μN ](x) → μ(x) for all x such that μ(x) > 0.
On the other hand, if we consider an x ∈ [−Rμ, Rμ] such that x /∈ suppμ, say x ∈
[a, b], where the interval [a, b] is such that μ(ξ) = 0 for all ξ ∈ [a, b], and again
denote by xNi−1(x), xNi (x) the two quantiles for which x ∈ [xNi−1(x), xNi (x)], then
xNi (x)− xNi−1(x) stays bounded from below because xNi−1(x) ≤ a and xNi (x) ≥ b,
together with N → ∞ implying that for such an x ,
Q˜N [μN ](x) = 1
N (xNi − xNi−1)
≤ 1
N (b − a) → 0.
Taking into account that μ can vanish on suppμ only on a subset of measure 0, we
thus have
Q˜N [μN ](x) → μ(x) for almost every x ∈ R.
Furthermore, by (5.27) and the choice of the (xNi )i , we can estimate the difference
by ∣∣μ(x) − Q˜N [μN ](x)
∣∣ ≤ 2 ‖μ‖∞ · 1[−Rμ,Rμ](x),
yielding an integrable dominating function for
∣∣μ(x) − Q˜N [μN ](x)
∣∣ and therefore
justifying the L1-convergence
∫
R
∣∣μ(x) − Q˜N [μN ](x)
∣∣ dx → 0, N → ∞.
3. Strict BV-convergence: For strict convergence of Q˜N [μN ] to μ, we additionally
have to check that lim supN→∞
∣∣DQ˜N [μN ]
∣∣ (R) ≤ |Dμ| (R). To this end, con-
sider
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∣∣DQ˜N [μN ]
∣∣ (R)
=
N−1∑
i=2
∣∣∣∣∣
1
N
1
xNi+1 − xNi
− 1
N
1
xNi − xNi−1
∣∣∣∣∣ +
1
N (xN2 − xN1 )
+ 1
N (xNN − xNN−1)
=
N−1∑
i=2
∣∣∣∣∣
1
xNi+1 − xNi
∫ xNi+1
xNi
μ(x) dx − 1
xNi − xNi−1
∫ xNi
x Ni−1
μ(x) dx
∣∣∣∣∣
+ 1
xN2 − xN1
∫ xN2
xN1
μ(x) dx + 1
xNN − xNN−1
∫ xNN
xNN−1
μ(x) dx
=
N∑
i=1
|μ(ti+1) − μ(ti )|
for ti ∈ [xNi , xNi−1], i = 2, . . . , N chosen by the mean value theorem (for integra-
tion) and t1, tN+1 denoting −Rμ and Rμ, respectively. Hence,
∣∣DQ˜N [μN ]
∣∣ (R) ≤ sup
{
n−1∑
i=1
|μ(ti+1) − μ(ti )| : n ≥ 2, t1 < · · · < tn
}
= V (μ),
the pointwise variation ofμ, and the claim now follows from V (μ) = |Dμ| (R) by
[1, Theorem 3.28], because by the smoothness ofμ, it is a good representative of its
equivalence class in BV (R), i.e., one for which the pointwise variation coincides
with the measure theoretical one. unionsq
As in the previous section, we have to verify that a limit point of a sequence
(μN , Q˜N [μN ]) is in the diagonal D.
Lemma 5.14 (Consistency of the embedding Q˜N ) Let (μN )N be a sequence where
μN ∈ PN (R), μN → μ narrowly and Q˜N [μN ] → μ˜ in L1(R). Then μ = μ˜.
Proof Denote the cumulative distribution functions F˜N , FN , and F of Q˜N [μN ], μN ,
and μ, respectively. We can deduce μ = μ˜ if F˜N (x) → F(x) for every x ∈ R (even
if the measures Q˜N [μN ] have only mass (N − 1)/N , this is enough to show that the
limit measures have to coincide, for example by rescaling the measures to have mass
1). Note that the construction of Q˜N [μN ] precisely consists of replacing the piecewise
constant functions FN by piecewise affine functions interpolating between the points
(xNi )i . Now, taking into account that the jump size FN (x
N
i ) − FN (xNi−1) is always
1/N we see that
|F˜N (x) − F(x)| ≤ |F˜N (x) − FN (x)| + |FN (x) − F(x)|
≤ 1
N
+ |FN (x) − F(x)| → 0, N → 0,
which is the claimed convergence. unionsq
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Theorem 5.15 (Consistency of ÊλN ,pwc) Assume d = 1. Then for N → ∞ we have
ÊλN ,pwc
(q,τ−)−−−−→ Êλ with respect to the topology of Y in (5.17), i.e., the topology
induced by the narrow convergence togetherwith the L1-convergence of the associated
densities, and the sequence (ÊλN ,pwc)N is equi-coercive. In particular, every sequence
of minimizers of ÊλN ,pwc admits a subsequence converging to a minimizer of Êλ.
Proof 1. lim inf-condition:LetμN ∈ PN (R) andμ ∈ BV (R)∩P(R)withμN → μ
narrowly and Q˜N [μN ] → μ in L1. Then,
lim inf
N→∞ Ê
λ
N ,pwc[μN ] = lim infN→∞
[Ê[μN ] +
∣∣DQ˜N [μN ]
∣∣ (R)
] ≥ Ê[μ] + |Dμ| (R)
by the lower semi-continuity of the summands with respect to the involved topolo-
gies.
2. lim sup-condition: We use the same diagonal argument used in the proof of The-
orem 5.11, replacing the final application of Lemma 5.7 there by Lemma 5.13,
which serves the same purpose, but uses the point differences instead of the kernel
estimators.
3. Equi-coercivity and existence of minimizers: The coercivity follows analogously
to the proof of Theorem 5.11, which also justifies the existence of minimizers
for each N . The convergence of minimizers to an element of D then follows by
standard arguments together with Lemma 5.14. unionsq
Remark 5.16 In both cases, instead ofworkingwith two different topologies, we could
also consider
ÊλN ,alt := Ê[Q[μ]] + λ |DQ[μ]| (Rd),
for a given embedding Q, which in the case of point differences would have to be re-
scaled to keep mass 1. Then, we would obtain the same results by identical arguments,
but without the need to worry about narrow convergence separately, since it is implied
by the L1-convergence of Q[μN ].
6 Numerical Experiments
In this section, we shall show numerical examples of approximate computations of
minimizers of Êλ and ÊλN in one dimension in order to numerically demonstrate the
-convergence result in Theorem 5.11.
6.1 Grid Approximation
By Theorem 5.11, we know that ÊλN
−→ Êλ, telling us that the particle minimizers of
Êλ will be close to a minimizer of the functional Êλ, which will be a BV function.
Therefore, wewould like to compare the particleminimizers tominimizerswhichwere
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computed by using amore classical approximationmethodwhich in contrastmaintains
the underlying BV structure. One such approach is to approximate a function in BV by
piecewise constant functions on an equispaced discretization of the interval = [0, 1].
Denoting the restriction of Êλ to the space of these functions on a grid with N points
by ÊλN ,grid, it can be seen that we have ÊλN ,grid
−→ Êλ, hence it makes sense to compare
minimizers of ÊλN ,grid and ÊλN for large N .
If we denote by u ∈ RN the approximation to μ and by w ∈ RN the one to ω, then
the problem to minimize ÊλN ,grid takes the form
minimize (u − w)T Aq,(u − w) + λ
N−1∑
i=1
|ui+1 − ui |
subject to u ≥ 0,
m∑
i=1
ui = N ,
(6.1)
where Aq, is the corresponding discretization matrix of the quadratic integral func-
tional Ê , which is positive definite on the set {v : ∑ v = 0} by the theory of Appendix.
To be more explicit, by defining μ = ∑Ni=1 uiχ[ i−1N , iN ] and ω =
∑N
i=1 wiχ[ i−1N , iN ],
where χD is the characteristic function of the set D, we obtain from (3.9) and Theorem
3.6 that
Ê(μ) = −1
2
∫ 1
0
∫ 1
0
|x − y|q (μ(x) − ω(x))(μ(y) − ω(y))dxdy
=
N∑
i=1
N∑
j=1
(ui − wi )(u j − w j )
(
−1
2
∫ 1
0
∫ 1
0
|x − y|qχ[ i−1N , iN ](x)χ[ j−1N , jN ](y)dxdy
)
︸ ︷︷ ︸
:=(Aq,)i j
= (u − w)T Aq,(u − w).
Solving the last condition in (6.1)
∑N
i=1 ui = N for one coordinate of u, we get a
reduced matrix A˜q, which is positive definite. Together with the convex approxima-
tion term to the total variation, problem (6.1) is a convex optimization problem which
can be easily solved, e.g., by the cvx package [11,25].
As model cases to study the influence of the total variation, the following data were
considered (see Fig. 4a, b) for their visual representation)
1. ω1 = 4 · 1[0.2,0.4] + 40 · 1[0.6,0.605], the effect of the regularization being that the
second bump gets smaller and more spread out with increasing parameter λ, see
Fig. 5;
2. ω˜2 = 11+‖η|>0‖1 (ω2 + η|>0), where η is Gaussian noise affecting the reference
measure ω2 = 5 · 1[0.2,0.4], where we cut off the negative part and re-normalized
the datum to get a probability measure. The effect of the regularization here is a
filtering of the noise, see Fig. 6.
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Fig. 5 Minimizers u of (6.1) and minimizers μN of ÊλN for ω1 as in Fig. 4a and parameters q = 1.0, N =
100. a u ≈ μ ∈ L1, λ = 10−4. b Particles supporting μN , λ = 10−4. c u ≈ μ ∈ L1, λ = 10−6.
d Particles supporting μN , λ = 10−6
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Fig. 6 Minimizersu of (6.1) andminimizersμN of ÊλN for a projection ofω2+η as inFig. 4b andparameters
q = 1.5, N = 100. a u ≈ μ ∈ L1, λ = 0. b Particles supporting μN , λ = 0. c u ≈ μ ∈ L1, λ = 10−5.
d Particles supporting μN , λ = 10−5
6.2 Particle Approximation
The solutions in the particle case were computed by thematlab optimization toolbox,
in particular the Quasi-Newton method available via the fminunc command. The
corresponding function evaluations were computed directly in the case of the repulsion
functional and by a trapezoidal rule in the case of the attraction term. For the kernel
estimator, we used the one sketched in Fig. 2,
K (x) = (1 − |x |) · 1[−1,1](x), x ∈ R.
6.3 Results
As for the L1 case, we see that the total variation regularization works well as a
regularizer and allows us to recover the original profile from a datum disturbed by
noise.
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When it comes to the particle case, we numerically confirm the theoretical results
of convergence for N → ∞ of Sect. 5.2, since the minimizers of the particle system
behave roughly like the quantizers of the problem in L1.
7 Conclusion
Beside the relatively simple results on existence for asymmetric exponents qa = qr in
Sect. 2, the Fourier representation of Sect. 3, building upon the theory of conditionally
positive semi-definite functions concisely recalled in Appendix, proved essential to
establish the well-posedness of the problem for equal exponents 1 ≤ qa = qr < 2, in
terms of the lower semi-continuous envelope of the energy E . This allowed us to use
classical tools of calculus of variations, in particular the machinery of -convergence,
to prove statements concerning the consistency of the particle approximation, Theorem
3.13, and themoment bound, Theorem4.1,whichwould be otherwise not at all obvious
when just considering the original spatial definition of E . Moreover, it enabled us to
easily analyze the regularized version of the functional in Sect. 5, which on the particle
level allowed us to present a novel interpretation of the total variation as a nonlinear
attractive-repulsive potential, translating the regularizing effect of the total variation
in the continuous case into an energy which promotes a configuration of the particles
which is as homogeneous as possible.
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Appendix: Conditionally Positive Definite Functions
In order to compute the Fourier representation of the energy functional E in Sect. 3.1.3,
we used the notion of generalized Fourier transforms and conditionally positive defi-
nite functions from [36],whichwe shall briefly recall here for the sake of completeness.
In fact, the main result reported below, Theorem 7.6 is shown in a slightly modified
form with respect to [36, Theorem 8.16], to allow us to prove the moment bound in
Sect. 4. The representation formula (3.10) is a consequence of Theorem 7.4 below,
which serves as a characterization formula in the theory of conditionally positive
definite functions.
Definition 7.1 [36, Definition 8.1] Let Pk(Rd) denote the set of polynomial functions
on Rd of degree less or equal than k. We call a continuous function  : Rd → C
conditionally positive semi-definite of order m if for all N ∈ N, pairwise distinct
points x1, . . . , xN ∈ Rd , and α ∈ CN with
N∑
j=1
α j p(x j ) = 0, for all p ∈ Pm−1(Rd), (7.1)
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the quadratic form given by ((x j − xk)) jk is non-negative, i.e.,
N∑
j,k=1
α jαk(x j − xk) ≥ 0.
Moreover, we call  conditionally positive definite of order m if the above inequality
is strict for α = 0.
Generalized Fourier Transform
When working with distributional Fourier transforms, which can serve to characterize
the conditionally positive definite functions defined above, it can be opportune to
reduce the standard Schwartz space S to functions which in addition to the polynomial
decay for large arguments also exhibit a certain decay for small ones. In this way, one
can elegantly neglect singularities in the Fourier transform at 0, which could otherwise
arise.
Definition 7.2 (Restricted Schwartz class Sm) [36, Definition 8.8] Let S be the
Schwartz space of functions in C∞(Rd) which for |x | → ∞ decay faster than any
fixed polynomial. Then, for m ∈ N, we denote by Sm the subset of those functions γ
in S which additionally fulfill
γ (ξ) = O(|ξ |m) for ξ → 0. (7.2)
Furthermore, we shall call an (otherwise arbitrary) function  : Rd → C slowly
increasing if there is an m ∈ N such that
(x) = O (|x |m) for |x | → ∞.
Definition 7.3 (Generalized Fourier transform) [36, Definition 8.9] For  : Rd → C
continuous and slowly increasing, we call a measurable function ̂ ∈ L2loc(Rd\ {0})
the generalized Fourier transform of if there exists amultiple of 12 ,m = 12n, n ∈ N0
such that ∫
Rd
(x)γ̂ (x)dx =
∫
Rd
̂(ξ)γ (ξ)dξ for all γ ∈ S2m . (7.3)
Then, we call m the order of ̂.
Note that the order here is defined in terms of 2m instead of m, which is why we
would like to allow for multiples of 12 .
Representation Formula for Conditionally Positive Definite Functions
Theorem 7.4 [36, Corollary 8.13] Let  : Rd → C be a continuous and slowly
increasing function with a non-negative, non-vanishing generalized Fourier trans-
form ̂ of order m that is continuous on Rd\ {0}. Then, for pairwise distinct points
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x1, . . . , xN ∈ Rd and α ∈ CN which fulfill condition (7.1), i.e.,
N∑
j=1
α j p(x j ) = 0, for all p ∈ Pm−1(Rd),
we have
N∑
j,k=1
α jαk
(
x j − xk
) =
∫
Rd
∣∣∣∣∣∣
N∑
j=1
α je
ix j ·ξ
∣∣∣∣∣∣
2
̂(ξ)dξ. (7.4)
Computation for the Power Function
Given Theorem 7.4, in this paper we are naturally interested in the explicit formula of
the generalized Fourier transform for the power function x 
→ |x |q for q ∈ [1, 2). It is
a nice example of how to pass from an ordinary Fourier transform to the generalized
Fourier transform by extending the formula by means of complex analysis methods.
Our starting point will be the multiquadric x 
→ (c2 + |x |2)β for β < −d/2, whose
Fourier transform involves the modified Bessel function of the third kind:
For ν ∈ C, z ∈ C with |arg z| < π/2, define
Kν(z) :=
∫ ∞
0
exp(−z cosh(t)) cosh(νt)dt,
the modified Bessel function of the third kind of order ν ∈ C.
Theorem 7.5 [36, Theorem 6.13] For c > 0 and β < −d/2,
(x) = (c2 + |x |2)β, x ∈ Rd ,
has (classical) Fourier transform given by
̂(ξ) = (2π)d/2 2
1+β
(−β)
( |ξ |
c
)−β−d/2
Kd/2+β(c |ξ |). (7.5)
In the following result, we have slightly changed the statement compared to the
original reference [36, Theorem 8.16] in order to allow orders which are a multiple
of 1/2 instead of just integers. The latter situation made sense in [36] because the
definition of the order involves the space S2m due to its purpose in the representation
formula of Theorem 7.4, where a quadratic form appears. However, in Sect. 4 we
need the generalized Fourier transform in the context of a linear functional, hence a
different range of orders. Fortunately, one can easily generalize the proof in [36] to this
fractional case, as all integrability arguments remain true when permitting multiples
of 1/2, in particular the estimates in (7.8) and (7.10).
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Theorem 7.6 1. [36, Theorem 8.15] (x) = (c2 + |x |2)β , x ∈ Rd for c > 0 and
β ∈ R\N0 has the generalized Fourier transform
̂(ξ) = (2π)d/2 2
1+β
(−β)
( |ξ |
c
)−β−d/2
Kd/2+β(c |ξ |), ξ = 0 (7.6)
of order m = max(0, 2β + 1/2).
2. [36, Theorem 8.16] (x) = |x |β , x ∈ Rd with β ∈ R+\2N has the generalized
Fourier transform
̂(ξ) = (2π)d/2 2
β+d/2((d + β)/2)
(−β/2) |ξ |
−β−d , ξ = 0.
of order m = β + 1/2.
Note that in the cases of interest to us, the second statement of the theorem means
that the generalized Fourier transform of (x) = |x |β is of order 12 for β ∈ (0, 1)
and 1 for β ∈ [1, 2), respectively. As this statement appears in a slightly modified
form with respect to [36, Theorem 8.16] we report below an explicit, although rather
concise proof of it.
Proof 1. We can pass from formula (7.5) to (7.6) by analytic continuation, where
the exponent m serves to give us the needed integrable dominating function, see
formula (7.8) below.
Let G = {λ ∈ C : Re(λ) < m}  β and
ϕλ(ξ) := (2π)d/2 2
1+λ
(−λ)
( |ξ |
c
)−λ−d/2
Kd/2+λ(c |ξ |)
λ(ξ) :=
(
c2 + |ξ |2
)λ
.
We want to show that for all λ ∈ G
∫
Rd
λ(ξ)γ̂ (ξ)dξ =
∫
Rd
ϕλ(ξ)γ (ξ)dξ, for all γ ∈ S2m,
which is so far true for λ real and λ < −d/2 by (7.5). As the integrands λγ̂ and
ϕλγ are analytic, they can be expressed in terms of Cauchy integral formulas. The
integral functions
f1(λ) =
∫
Rd
λ(ξ)γ̂ (ξ)dξ =
∫
Rd
1
2π i
∫
C
z(ξ)
z − λ dzγ̂ (ξ)dξ
f2(λ) =
∫
Rd
ϕλ(ξ)γ (ξ)dξ =
∫
Rd
1
2π i
∫
C
ϕz(ξ)
z − λdzγ (ξ)dξ,
will be also analytic as soon as we can find a uniform dominating function of
the integrands on an arbitrary compact curve C ⊂ G, to allow the application of
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Fubini-Tonelli’s theorem and derive corresponding Cauchy integral formulas for
f1 and f2 (see the details of the proofs of [36, Theorem 8.15] and [36, Theorem
8.16]). A dominating function for the integrand of f1(λ) is easily obtained thanks
to the decay of γ̂ ∈ S faster of any polynomially growing function (notice that
Re(λ) < m). It remains to find a dominating function for the integrand of f2(λ).
Setting b := Re(λ), for ξ close to 0 we get, by using the bound
|Kν(r)| ≤
{
2|Re(ν)|−1 (|Re(ν)|) r−|Re(ν)|, Re(ν) = 0,
1
e − log r2 , r < 2,Re(ν) = 0.
(7.7)
for ν ∈ C, r > 0, as derived in [36, Lemma 5.14], that
|ϕz(ξ)γ (ξ)| ≤ Cγ 2
b+|b+d/2|(|b + d/2|)
|(−λ)| c
b+d/2−|b+d/2| |ξ |−b−d/2−|b+d/2|+2m
(7.8)
for b = −d/2 and
|ϕz(ξ)γ (ξ)| ≤ Cz 2
1−d/2
|(−λ)|
(
1
e
− log c |ξ |
2
)
.
for b = −d/2. Taking into account that C is compact and 1/ is an entire function,
this yields
|ϕz(ξ)γ (ξ)| ≤ Cm,c,C
(
1 + |ξ |−d+2ε − log c |ξ |
2
)
,
with |ξ | < min {1/c, 1} and ε := m − b> 0, which is locally integrable.
For ξ large, we similarly use the estimate for large r ,
|Kν(r)| ≤
√
2π
r
e−re|Re(μ)|2/(2r), r > 0, (7.9)
from [36, Lemma 5.14] to obtain
|ϕz(ξ)γ (ξ)| ≤ CC 2
1+b√2π
|(−λ)| c
b+(d−1)/2 |ξ |−b−(d+1)/2 e−c|ξ |e|b+d/2|2/(2c|ξ |)
and consequently
|ϕλ(ξ)γ (ξ)| ≤ Cγ,m,C,ce−c|ξ |,
which certainly is integrable.
2. We want to pass to c → 0 in formula (7.6). This can be done by applying the dom-
inated convergence theorem in the definition of the generalized Fourier transform
(7.3). Writing c(x) :=
(
c2 + |x |2)β/2 for c > 0, we know that
̂c(ξ) = ψc(ξ) := (2π)d/2 2
1+β/2
|(−β/2)| |ξ |
−β−d (c |ξ |)(β+d)/2K(β+d)/2(c |ξ |).
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By using the decay properties of a γ ∈ S2m in the estimate (7.8), we get
|ψc(ξ)γ (ξ)| ≤ Cγ 2
β+d/2((β + d)/2
|(−β/2)| |ξ |
2m−β−d for |ξ | → 0 (7.10)
and
|ψc(ξ)γ (ξ)| ≤ Cγ 2
β+d/2((β + d)/2)
|(−β/2)| |ξ |
−β−d ,
yielding the desired uniform dominating function. The claim now follows by also
taking into account that
lim
r→0 r
νKν(r) = lim
r→0 2
ν−1
∫ ∞
0
e−te−r2/(4t)tν−1dt = 2ν−1(ν).
unionsq
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