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ON A RELATION BETWEEN CERTAIN q-HYPERGEOMETRIC SERIES
AND MAASS WAVEFORMS
MATTHEW KRAUEL, LARRY ROLEN, AND MICHAEL WOODBURY
Abstract. In this paper, we answer a question of Li, Ngo, and Rhoades concerning a set
of q-series related to the q-hypergeometric series σ from Ramanajun’s lost notebook. Our
results parallel a theorem of Cohen which says that σ, along with its partner function σ∗,
encode the coefficients of a Maass waveform of eigenvalue 1/4.
1. Introduction
The function
σ(q) :=
∑
n≥0
q
n(n+1)
2
(−q)n ,
where (a; q)n = (a)n :=
∏n−1
j=0 (1− aqj) and |q| < 1, was first considered in Ramanujan’s
“Lost” notebook [1]. Andrews, Dyson, and Hickerson showed [2] that this series satisfies
several striking and beautiful properties, and in particular that if
σ(q) =:
∑
n≥0
S(n)qn,
then lim sup |S(n)| =∞ but S(n) = 0 for infinitely many n. Their proof was closely related
to showing that σ can be written as the indefinite theta series
σ(q) =
∑
n≥0
|j|≤n
(−1)n+jq n(3n+1)2 −j2 (1− q2n+1) .
Cohen [4] then introduced the complementary function
σ∗(q) := 2
∑
n≥1
(−1)nqn2
(q; q2)n
and used σ and σ∗ to nicely package the work of Andrews, Dyson, and Hickerson within a
single modular object. Namely, he showed that if we define coefficients {T (n)}n∈24Z+1 by
qσ
(
q24
)
=:
∑
n≥0
T (n)qn,
Date: September 25, 2018.
2010 Mathematics Subject Classification: 11F03, 11F27.
The first author is supported by the European Research Council (ERC) Grant agreement n. 335220 -
AQSER. The second author thanks the University of Cologne and the DFG for their generous support via the
University of Cologne postdoc grant DFG Grant D-72133-G-403-151001011, funded under the Institutional
Strategy of the University of Cologne within the German Excellence Initiative.
1
2 MATTHEW KRAUEL, LARRY ROLEN, AND MICHAEL WOODBURY
q−1σ∗
(
q24
)
=:
∑
n<0
T (n)q−n,
then T (n) are the Fourier coefficients of a Maass waveform. To describe this, set τ = x+iy ∈
H and e(w) := e2πiw for a variable w. Then Cohen proved that for K0, a modified Bessel
function of the second kind, the function
(1.1) u(τ) := y
1
2
∑
n∈24Z+1
T (n)K0
(
2π|n|y
24
)
e
(nx
24
)
is a Maass waveform on the congruence subgroup Γ0(2). That is, u satisfies the transforma-
tions
u
(
− 1
2τ
)
= u(τ),
u(τ + 1) = e
(
1
24
)
u(τ),
and is an eigenfunction of the hyperbolic Laplacian
∆ := −y2
(
∂2
∂x2
+
∂2
∂y2
)
with eigenvalue 1/4.
Subsequently, further examples of related series were considered by a number of authors.
For example, Corson, Favero, Liesinger, and Zubairy [5] defined the pair of q-series
W1(q) : =
∑
n≥0
(q)n(−1)nq n(n+1)2
(−q)n ,
W2(q) : =
∑
n≥1
(−1; q2)n(−1)nqn
(q; q2)n
,
and established many identities for them. These q-series identities inspired Bringmann and
Kane [3] and Lovejoy [8] to study further examples of related q-series.
Meanwhile, Li, Ngo, and Rhoades [9], in the context of Maass waveforms and in relation
to Zagier’s theory of quantum modular forms [10], studied the functions W1(q) and W2(q).
In particular, using the identities of [5], they showed that W1(q) and W2(q) encode the
coefficients of a Maass waveform of eigenvalue 1/4 in a similar manner to that of σ and σ∗
as described above.
Noting similarities between the q-series studied in [3] and [8] with σ, σ∗ and W1, W2
surrounding connections to the arithmetic of real quadratic fields, Li, Ngo, and Rhoades
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asked if the series
f1(q) :=
∑
n≥0
q
n(n+1)
2
(−q)n (1− q2n+1) , f2(q) :=
∑
n≥1
q
n(n+1)
2
(−q)n−1 (1− q2n−1) ,
f3(q) :=
∑
n≥0
(q)2nq
n
(−q)2n+1 , f4(q) :=
∑
n≥0
(q)2n+1q
n+1
(−q)2n+2 ,
f5(q) :=
∑
n≥0
(−1)n(q)nq
n(n+1)
2
(q; q2)n+1
, f6(q) :=
∑
n≥1
(−1)n (q2; q2)n−1 qn
(qn; q)n
,
f7(q) :=
∑
n≥0
(−1)n (q2; q2)n qn
2+n
(−q)2n+1 , f8(q) :=
∑
n≥1
(q)n−1qn
(−qn)n
,
LL(q) :=
∑
n≥1
(−1)n(q)n−1q n(n+1)2
(−q)n , and L(q) :=
∑
n≥1
(q2; q2)n−1 q
n
(−q2; q2)n
can also be described in terms of Maass wave forms.
Open Problem (Li, Ngo, Rhoades, [9]). Relate the series f1, f2, . . . , f8, L, LL to indefinite
theta functions.
The authors state that these examples “do not seem to fit as nicely into the theory of
Maass waveforms.” They explain that the difficulty of showing their relation to Maass wave-
forms stems from not knowing whether they are associated to Hecke characters, information
available in the cases of σ, σ∗ and W1,W2. As a result, it is unclear if Cohen’s method
of proof applies to these examples. In this paper, we resolve Li, Ngo, and Rhoades’ open
problem and circumvent this obstruction.
In order to state our result for any Maass waveform f(τ) of eigenvalue 1/4 on a congruence
subgroup, say with Fourier expansion
f(τ) =: y
1
2
∑
n 6=0
A(n)K0 (2π|n|y) e(nx),
we define the q-series associated to its positive and negative coefficients by
f±(τ) :=
∑
sgn(n)=±1
A(n)qn.
Note that this formal q-series will, with appropriate growth conditions on A(n), converge
on the half-plane {τ ∈ C : sgn(Im(τ)) = ±1}. We remark in passing that such a map from
Maass forms to q-series was studied extensively by Lewis and Zagier [6, 7], and used by
Zagier [10] to show that σ, σ∗ give rise to a quantum modular form. Our main result is the
following theorem.
Theorem 1.1. Let g be any of the series f1, f2, . . . , f8, L, LL. Then there is a component
Fg of a vector-valued Maass waveform on SL2(Z) of eigenvalue 1/4 such that F
+
g = C + q
αg
for constants α and C given in the following Table 1.
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g f1 f2 f3 f4 f5 f6 f7 f8 LL L
α 1
16
− 7
16
1
2
0 1
4
−1
4
1
3
−1
3
0 0
C 0 0 0 −1
4
0 0 0 0 −1
4
−1
4
Table 1. Constants relating F+g with g ∈ {f1, . . . , f8, LL, L}.
Remarks. We make the following comments.
(1) We recall that Cohen showed that σ∗ corresponds to the negative coefficients of the
Maass waveform attached to σ, and that σ(q−1) = −σ∗(q) for roots of unity q. Based
on similar relations, (see [9]) f3(q
−1) = f3(q), f4(q−1) = −f4(q), f5(q−1) = −f6(q),
f7(q
−1) = −f8(q), and L(q−1) = LL(q), Li, Ngo, and Rhoades suggest that it is
natural to expect that the map q 7→ q−1 is intimately related with the negative
coefficients in general. Indeed, after checking with a computer we suspect it can be
shown that F−f3(q
−1) = −F+f3(q), F−f4(q−1) = F+f4(q), F−f5(q−1) = F+f6(q), F−f6(q−1) =
F+f5(q), and F
−
f7
(q−1) = e(−1/3)F+f8(q), while other identities presumably exist as
well. The general phenomenon behind these relations remains a mysterious direction
meriting further investigation.
(2) Using the methods discussed in [9], it is possible to show that the functions in The-
orem 1.1 are quantum modular forms on the sets where the q-hypergeometric series
terminate. It would be interesting to pursue this further, and to find the maximal
possible “quantum sets” (which, as mentioned in [9], is related to the vanishing of
the corresponding Maass waveform at cusps).
(3) Another intriguing direction would be to identify the other components of the vector-
valued Maass waveforms arising in Theorem 1.1 as q-hypergeometric series.
The paper is organized as follows. In Section 2, we review the necessary preliminaries, and
in particular the work of Zwegers [11] which allows us to study the functions in Theorem
1.1. In Section 3, we prove Theorem 1.1 by first rewriting these q-series in terms of indefinite
theta functions and then applying Zwegers’ theory discussed in Section 2.
Acknowledgements
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2. Preliminaries
In this section we summarize the relevant work of Zwegers [11] and set notation. Suppose
A is a symmetric 2× 2 matrix with integral coefficients such that the quadratic form
(2.1) Q(ν) :=
1
2
νTAν
is indefinite, where νT denotes the transpose of ν. Let B(ν, µ) be the associated bilinear
form given by
(2.2) B(ν, µ) := νTAµ = Q(ν + µ)−Q(ν)−Q(µ),
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and c1, c2 ∈ R2 be vectors such that Q(cj) = −1 for j = 1, 2 and B(c1, c2) < 0. In particular,
this implies that c1 and c2 belong to the same component of the set CQ := {c ∈ R2 | Q(c) =
−1}.
Let us choose c0 ∈ CQ and set
C+Q := {c ∈ CQ | B(c, c0) < 0} and C−Q := {c ∈ CQ | B(c, c0) > 0}.
Note that these are the two components of CQ. Moreover, there exists a unique P ∈ GL2(R)
such that
A = P T
(
0 1
1 0
)
P
and P−1 ( 1−1 ) = c0. With this P in place, for each c ∈ C+Q there is a unique t ∈ R such that
(2.3) c = c(t) := P−1
(
et
−e−t
)
.
In other words, we have an explicit parametrization of C+Q . Additionally, given c ∈ C+Q we
let c⊥ = c⊥(t) := P−1
(
et
e−t
)
. Note that B(c, c⊥) = 0, and Q(c⊥) = 1. It is easily seen that
these two conditions determine c⊥ up to sign.
Set
ρB(r) = ρ
c1,c2
B (r) :=
1
2
[1− sgn (B (r, c1)B (r, c2))] and
ρ⊥B(r) = ρ
c⊥1 ,c
⊥
2
B (r) :=
1
2
[
1− sgn (B (r, c⊥1 )B (r, c⊥2 ))] .
Given cj = c(tj) ∈ C+Q for j = 1, 2, Zwegers defined the function
(2.4)
Φa,b(τ) = Φ
c1,c2
a,b (τ) : = sgn(t2 − t1)y
1
2
∑
r∈a+Z2
ρB(r)e(Q(r)x+B(r, b))K0(2πQ(r)y)
+ sgn(t2 − t1)y 12
∑
r∈a+Z2
ρ⊥B(r)e(Q(r)x+B(r, b))K0(−2πQ(r)y)
where again τ = x+ iy is in the upper half-plane H, q = e(τ), and K0 is the Bessel function
as in the introduction and which satisfies (x ∂
2
∂x2
+ ∂
∂x
− x)K0(x) = 0.
As indicated in [11], it is not difficult to see that for particular choices of the parameters Q,
a, b, c1 and c2, Φa,b(τ) is Cohen’s Maass waveform (1.1). In general, assuming convergence,
it is immediate from the differential equation satisfied by K0 that for an arbitrary choice of
parameters, Φa,b(τ) is an eigenvector of the Laplace operator ∆ with eigenvalue 1/4. Zwegers
found a certain completion of Φa,b(τ) which, as described below, transforms like a modular
form. Moreover, conditions are given under which it is shown to be true that Φa,b is equal
to its completion. To describe this, we first consider the series
ϕca,b(τ) := y
1
2
∑
r∈a+Z2
αt
(
ry
1
2
)
qQ(r)e(B(r, b)),
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with
αt(r) :=

∫ ∞
t
e−πB(r,c(u))
2
du if B (r, c)B
(
r, c⊥
)
> 0,
−
∫ t
−∞
e−πB(r,c(u))
2
du if B (r, c)B
(
r, c⊥
)
< 0,
0 otherwise.
where t satisfies (2.3). These functions satisfy the following transformation properties.
Lemma 2.1 (Zwegers [11]). For c ∈ C+Q and a, b ∈ R2, let ϕca,b be defined as above. Then
ϕca+λ,b+µ = e(B(a, µ))ϕ
c
a,b for all λ ∈ Z2 and µ ∈ A−1Z2,
ϕc−a,−b = ϕ
c
a,b,
and
ϕγcγa,γb = ϕ
c
a,b for all γ ∈ SO+(Q,Z).
Here
SO+(Q,Z) :=
{
γ ∈ SL2(Z) | Q(γr) = Q(r) for all r ∈ R2, γ(C+Q) = C+Q
}
.
Zwegers’ main result (reformulated slightly for our purposes) is as follows.
Theorem 2.2 (Zwegers [11]). The function Φa,b(τ) is well defined (i.e., converges absolutely)
for any choice of parameters a, b, and Q. Moreover, the function
(2.5) Φ̂a,b = Φa,b + ϕ
c1
a,b − ϕc2a,b
also converges absolutely and satisfies
Φ̂a+λ,b+µ = e(B(a, µ))Φ̂a,b for all λ ∈ Z2 and µ ∈ A−1Z2,
Φ̂−a,−b = Φ̂a,b,
and the modular relations
Φ̂a,b(τ + 1) = e
(
−Q(a)− 1
2
B
(
A−1A∗, a
))
Φ̂a,a+b+ 1
2
A−1A∗(τ),
Φ̂a,b
(
−1
τ
)
=
e(B(a, b))√− detA
∑
p∈A−1Z2 (mod Z2)
Φ̂−b+p,a(τ),
where A∗ is the vector comprised of the diagonal entries of A.
Remark. Strictly speaking, Zwegers’ function Φ̂a,b (the aforementioned completion of Φa,b) is
not defined as in (2.5). Rather, Φ̂a,b is defined in a more direct way, and then the content of
Theorem 2.2 (which is a combination of Theorems 2.4 and 2.6 in [11]) is that his completion
agrees with the right hand side of (2.5).
Roughly speaking, for each of the examples in Theorem 1.1 we will find parameters Q, a,
b, c1 and c2 that realize each of the functions as the “positive part” of Φa,b (corresponding
to the first sum on the right hand side of (2.4)). This is done in Section 3.1. In Section 3.2,
we use Theorem 2.2 and Lemma 2.1 to prove that Φa,b is modular, hence a Maass form.
3. Proofs
We first show how each of the series in Theorem 1.1 may be written in terms of an indefinite
theta series of the shape studied by Zwegers.
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3.1. Representations of indefinite theta series. Note that in each of the statements
and proofs of the results in this section a matrix A is given which corresponds to a quadratic
form Q = QA and a bilinear form B = BA as in (2.1) and (2.2), respectively. We trust that
Q and B are clear from context without specifically referring back to the matrix A. We
also note that although each case will be worked out in detail, at the end of this section the
reader may find a convenient table summarizing all of the choices of parameters made in this
section.
Lemma 3.1. Setting A = ( 8 00 −4 ),
a1 =
(
5
8
1
2
)
, a2 =
(
1
8
0
)
, b =
(
0
0
)
, c1 =
(−1
2
1
)
, and c2 =
(
1
2
1
)
,
we have
(3.1) q
1
16 f1(q) =
2∑
ℓ=1
∑
r∈aℓ+Z2
ρB(r)q
Q(r)e(B(r, b)).
Proof. Proposition 3.1 of [3] states
(3.2) f1(q) =
∑
−n−1≤j≤n
q4n
2+5n+1−2j2−2j (1 + q6n+6)+ ∑
−n≤j≤n
q4n
2+n−2j2 (1 + q6n+3) .
Focusing first on the left sum we note that
(3.3) 4n2 + 5n+ 1− 2j2 − 2j = 4
(
n +
5
8
)2
− 2
(
j +
1
2
)2
− 1
16
.
Making the change of variables n 7→ −n− 2, (3.3) becomes 4n2 + 11n + 7 − 2j2 − 2j. This
same change of variables, moreover, transforms the set over which the summation is applied
via {(
n
j
)
∈ Z2
∣∣∣∣ −1 ≤ n+ j,0 ≤ n− j
}
7→
{(
n
j
)
∈ Z2
∣∣∣∣ n− j < 0,n+ j < −1
}
.
Therefore,
∑
−n−1≤j≤n
q4n
2+5n+1−2j2−2j (1 + q6n+6) = q− 116
 ∑
−1≤n+j
0≤n−j
+
∑
n−j≤−1
n+j≤0
 q4(n+ 58)2−2(j+ 12)2 .(3.4)
To find a Φa1,b which coincides with this expression, it is clear that we must choose a1 as in
the statement of the Lemma. Then for r1 = (
n
j ) + a1, we see that
ρB (r1) =
1
2
[
1 + sgn
((
4(n+ j) +
9
2
)(
4(n− j) + 1
2
))]
(3.5)
=
{
1 if n + j ≥ −1 and n− j ≥ 0 or n + j < −1 and n− j < 0,
0 otherwise.
In other words, ρB((
n
j ) + a1) equals, as a function of n and j, the characteristic function of
the exact set over which the summation on the right side of (3.4) is applied.
We can treat the right sum of (3.2) similarly. In this case,
(3.6) 4n2 + n− 2j2 = 4
(
n+
1
8
)2
− 2j2 − 1
16
.
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The transformation n 7→ −n− 1 maps (3.6) to 4n2 + 7n+ 3− 2j2 and the set{(
n
j
)
∈ Z2
∣∣∣∣ 0 ≤ n+ j,0 ≤ n− j
}
7→
{(
n
j
)
∈ Z2
∣∣∣∣ n + j < 0,n− j < 0
}
.
It follows that
∑
−n≤j≤n
q4n
2+n−2j2 (1 + q6n+3) = q− 116
 ∑
0≤n+j
0≤n−j
+
∑
n−j<0
n+j<0
 q4(n+ 18)2−2j2.(3.7)
As occurred in (3.5), for r2 = (
n
j )+a2, ρB(r2) (as a function of n and j) is the characteristic
function of precisely the set over which the summation on the right hand side of (3.7) is
applied.
Therefore, in order to get (3.1), we simply add (3.4) and (3.7). With the choice of b = ( 00 ),
since this would imply that B(rℓ, b) = 0 for both ℓ = 1 and ℓ = 2, this gives the desired
result. 
Lemma 3.2. Setting A = ( 8 00 −4 ),
a1 =
(
3
8
0
)
, a2 =
(
1
8
1
2
)
, b =
(
0
0
)
, c1 =
(−1
2
1
)
, and c2 =
(
1
2
1
)
,
we have
(3.8) q−
7
16 f2(q) =
2∑
ℓ=1
∑
r∈aℓ+Z2
ρB(r)q
Q(r)e(B(r, b)).
Proof. Proposition 3.2 of [3] states
(3.9) f2(q) =
∑
n≥1
−n≤j≤n−1
q4n
2−n−2j2−2j (1 + q2n)+ ∑
n≥0
−n≤j≤n
q4n
2+3n+1−2j2 (1 + q2n+1) .
In the left sum we find
(3.10) 4n2 − n− 2j2 − 2j = 4
(
n− 1
8
)2
− 2
(
j +
1
2
)2
+
7
16
,
while under the change of variables n 7→ −n, (3.10) becomes 4n2 + n − 2j2 − 2j = 4(n +
1/8)2 − 2(j + 1/2)2 + 7/16. We pause to note that instead of choosing a2 as we have, we
could have taken it to contain the entry −1/8 (instead of +1/8) corresponding to (3.10), as
well as other values. We have chosen our a2 here, and the a terms throughout this paper,
to have entries of smallest nonnegative values. However, either value of −1/8 or +1/8 in a2
leads to the ℓ = 2 term in (3.8).
Meanwhile, in the right sum of (3.9) we have
4n2 + 3n+ 1− 2j2 = 4
(
n+
3
8
)2
− 2j2 + 7
16
,
and taking n 7→ −n − 1 produces 4n2 + 5n + 2 − 2j2. A similar analysis as in the proof of
Lemma 3.1 gives the ℓ = 1 term in (3.8). 
Unlike the previous two functions, f3 is comprised of one sum which must first be doubled
in order to be written in the desired form.
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Lemma 3.3. Setting A = ( 4 00 −2 ),
a =
(
1
2
0
)
, b =
(
0
1
4
)
, c1 =
1√
2
(−1
2
)
, and c2 =
1√
2
(
1
2
)
,
we have
(3.11) q
1
2 f3(q) =
1
2
∑
r∈a+Z2
ρB(r)q
Q(r)e(B(r, b)).
Proof. Consider the quadratic form
2n2 + 2n− j2 = 2
(
n+
1
2
)2
− j2 − 1
2
.
Then
f3(q) =
∑
n≥0
−n≤j≤n
(−1)jq2n2+2n−j2 = 1
2
 ∑
0≤n+j
0≤n−j
+
∑
n+j<0
n−j<0
 (−1)jq2(n+ 12)2−j2,
where the first equality is Proposition 3.4 of [3] and the second follows from the taking the
change of variables n 7→ −n− 1 on one-half of the sum, which preserves 2n2 + 2n− j2.
Suppose r = ( nj ) +
(
1
2
0
)
. Thus e(B(r, b)) = (−1)j for all n, j ∈ Z, and we obtain ρB(r)
along with the remainder of the proof of (3.11) in a similar way as in the previous lemmas. 
The functions f4 and f5 (as well as LL(q) and L(q) below) emit theta series when placed
in the context of Zwegers’ work.
Lemma 3.4. Setting A = ( 4 00 −2 ),
a =
(
0
0
)
, b =
(
0
1
4
)
, c1 =
1√
2
(−1
2
)
, and c2 =
1√
2
(
1
2
)
,
we have
(3.12) f4(q)− 1
4
= −1
2
∑
r∈a+Z2
ρB(r)q
Q(r)e(B(r, b)).
Proof. Proposition 3.5 of [3] states
f4(q) = −
∑
n≥0
−n−1≤j≤n
(−1)jq2n2+4n+2−j2.
Note
2n2 + 4n + 2− j2 = 2(n+ 1)2 − j2,
and the map n 7→ −n − 2 preserves 2n2 + 4n + 2 − j2. Therefore, just as in the previous
lemma we find
−2f4(q) =
 ∑
n≥0
−n−1≤j≤n
+
∑
−n+1≥0
n+2≤j≤−n−2
 (−1)jq2(n+1)2−j2 =
 ∑
0≤n+j
1≤n−j
+
∑
n+j<0
n−j<1
 (−1)jq2n2−j2,
where we also applied n 7→ n− 1 to obtain the last equality.
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Suppose r = ( nj ) for n, j ∈ Z. Then e(B(r, b)) = (−1)j and
2ρB(r) = [1− sgn (−8 (n+ j) (n− j))]
=

2 if n + j ≥ 1 and n− j ≥ 1 or n+ j < 0 and n− j < 0,
1 if n + j = 0 or n− j = 0,
0 otherwise.
Equation (3.12) now follows from∑
n+j=0
n−j≥1
(−1)jq2n2−j2 =
∑
n≥1
(−1)nqn2 =
∑
n−j=0
n+j<0
(−1)jq2n2−j2.

Lemma 3.5. Setting A = ( 3 00 −1 ),
a =
(
1
2
1
2
)
, b =
(
0
0
)
, c1 =
1√
3
(−1
3
)
, and c2 =
1√
3
(
1
3
)
,
we have
(3.13) q
1
4 f5(q) =
1
2
∑
r∈a+Z2
ρB(r)q
Q(r)e(B(r, b)).
Proof. Proposition 3.6 of [3] states
f5(q) =
∑
−n≤j≤n
q
3
2(n
2+n)− 12(j2+j).
Note
3
2
(
n2 + n
)− 1
2
(
j2 + j
)
=
3
2
(
n+
1
2
)2
− 1
2
(
j +
1
2
)2
− 1
4
,
while the change of variables n 7→ −n− 1 preserves n2 + n. Using that∑
n−j=0
n+j≥0
q
3
2(n+
1
2)
2− 1
2(j+
1
2)
2
=
∑
n≥0
q(n+
1
2)
2
and
∑
n+j=−1
n−j<0
q
3
2(n+
1
2)
2− 1
2(j+
1
2)
2
=
∑
n≤−1
q(n+
1
2)
2
,
a similar analysis as in Lemma 3.4 establishes (3.13). 
Lemma 3.6. Setting A = ( 6 00 −2 ),
a1 =
(
1
2
0
)
, a2 =
(
0
1
2
)
, b =
(
0
0
)
, c1 =
1√
6
(−1
3
)
, and c2 =
1√
6
(
1
3
)
,
we have
(3.14) q−
1
4f6(q) = −1
2
2∑
ℓ=1
∑
r∈aℓ+Z2
ρB(r)q
Q(r)e(B(r, b)).
Proof. Proposition 3.7 of [3] states
f6(q) = −
∑
n≥0
−n≤j≤n
q3n
2+3n+1−j2 −
∑
n≥0
−n≤j≤n−1
q3n
2−j2−j.
A similar proof to that of Lemma 3.1 gives (3.14). 
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Lemma 3.7. Setting A = ( 6 00 −2 ),
a =
(
1
3
0
)
, b =
(
1
12
1
4
)
, c1 =
1√
6
(−1
3
)
, and c2 =
1√
6
(
1
3
)
,
we have
(3.15) q
1
3f7(q) = e
−πi/3 ∑
r∈a+Z2
ρB(r)q
Q(r)e(B(r, b)),
where ζn := e(1/n).
Proof. Proposition 3.8 of [3] states
f7(q) =
∑
n≥0
−n≤j≤n
(−1)n+jq3n2+2n−j2 (1− q2n+1) .
In this case,
(3.16) 3n2 + 2n− j2 = 3
(
n+
1
3
)2
− j2 − 1
3
,
while applying the change of variables n 7→ −n−1 to (3.16) gives 3n2+4n+1−j2. Therefore,
taking r = ( nj )+
(
1/3
0
)
for n, j ∈ Z leads to finding e(B(r, b)) = (−1)n+je−πi/3, and a similar
analysis to the other cases gives (3.15). 
Lemma 3.8. Setting A = ( 12 00 −4 ),
a1 =
(
1
3
0
)
, a2 =
(
1
6
1
2
)
, b =
(
0
0
)
, c1 =
1√
12
(−1
3
)
, and c2 =
1√
12
(
1
3
)
,
we have
(3.17) q−
1
3 f8(q) =
2∑
ℓ=1
(−1)ℓ+1
∑
r∈aℓ+Z2
ρB(r)q
Q(r)e(B(r, b)).
Proof. Proposition 3.9 of [3] states
(3.18) f8(q) = −
∑
n≥1
−n≤j≤n−1
q6n
2−2n−2j2−2j (1 + q4n)+ ∑
n≥0
−n≤j≤n
q6n
2+4n+1−2j2 (1 + q4n+2) .
Focusing on the left sum we note
6n2 − 2n− 2j2 − 2j = 6
(
n− 1
6
)2
− 2
(
j +
1
2
)2
+
1
3
.
The change of variables n 7→ −n makes this expression 6n2+2n−2j2−2j. (See the discussion
found in the proof of Lemma 3.8 for the rationale of our choice of a2 here.) Meanwhile, in
the right sum of (3.18) we find
(3.19) 6n2 + 4n+ 1− 2j2 = 6
(
n +
1
3
)2
− 2j2 + 1
3
.
Here, applying n 7→ −n− 1 to (3.19) gives 6n2 + 8n+3− 2j2. A similar analysis to Lemma
3.1 gives (3.17). 
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Lemma 3.9. Setting A = ( 4 00 −2 ),
a =
(
0
0
)
, b =
(
1
8−1
4
)
, c1 =
1√
2
(−1
2
)
, and c2 =
1√
2
(
1
2
)
,
we have
(3.20) LL(q)− 1
4
= −1
2
∑
r∈a+Z2
ρB(r)q
Q(r)e(B(r, b)).
Proof. The series
LL(q) :=
∞∑
n=1
(q)n−1(−1)nq 12n(n+1)
(−q)n
is originally found in [8], and for |q| < 1 we have
LL(q) =
∞∑
n=1
∑
−n<j≤n
(−1)n+j+1q2n2−j2
(see (5.2) in [9] and (2.11) in [8]). Note n 7→ −n preserves 2n2−j2. Additionally, for r = ( nj ),
n, j ∈ Z, we have e(B(r, b)) = (−1)n+j, and also∑
n−j=0
0<n+j
(−1)n+jq2n2−j2 =
∑
n≥1
qn
2
=
∑
n+j=0
n−j<0
(−1)n+jq2n2−j2.
A similar analysis as in the proof of Lemma 3.4 gives (3.20). 
Lemma 3.10. Setting A = ( 4 00 −2 ),
a =
(
0
0
)
, b =
(
1
8
0
)
, c1 =
1√
2
(−1
2
)
, and c2 =
1√
2
(
1
2
)
,
we have
(3.21) L(q)− 1
4
= −1
2
∑
r∈a+Z2
ρB(r)q
Q(r)e(B(r, b)).
Proof. The series
L(q) :=
∞∑
n=1
qn (q2; q2)n−1
(−q2; q2)n
is considered in [9] (see display (5.3)). By Proposition 5.5 of [9] we have L(−q) = LL(q),
and the remainder of the proof of (3.21) follows from the previous lemma and the equality∑
n−j=0
0<n+j
(−1)rq2n2−j2 =
∑
n≥1
(−1)nqn2 =
∑
n+j=0
n−j<0
(−1)rq2n2−j2.

We conclude this section by summarizing the above choices of parameters for each function
in a table.
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function matrix A parameters a, a1, a2 parameter b parameter c1 parameter c2
f1 (
8 0
0 −4 ) a1 =
(
5
8
1
2
)
, a2 =
(
1
8
0
)
( 00 )
(
− 1
2
1
) (
1
2
1
)
f2 (
8 0
0 −4 ) a1 =
(
3
8
0
)
, a2 =
(
1
8
1
2
)
( 00 )
(
− 1
2
1
) (
1
2
1
)
f3 (
4 0
0 −2 ) a =
(
1
2
0
) (
0
1
4
)
1√
2
(−12 )
1√
2
( 12 )
f4 (
4 0
0 −2 ) a = ( 00 )
(
0
1
4
)
1√
2
(−12 )
1√
2
( 12 )
f5 (
3 0
0 −1 ) a =
(
1
2
1
2
)
( 00 )
1√
3
(−13 )
1√
3
( 13 )
f6 (
6 0
0 −2 ) a1 =
(
1
2
0
)
, a2 =
(
0
1
2
)
( 00 )
1√
6
(−13 )
1√
6
( 13 )
f7 (
6 0
0 −2 ) a =
(
1
3
0
) (
1
12
1
4
)
1√
6
(−13 )
1√
6
( 13 )
f8 (
12 0
0 −4 ) a1 =
(
1
3
0
)
, a2 =
( − 1
6
1
2
)
( 00 )
1√
12
( −13 )
1√
12
( 13 )
LL ( 4 00 −2 ) a = ( 00 ))
(
1
8
− 1
4
)
1√
2
(−12 )
1√
2
( 12 )
L ( 4 00 −2 ) a = ( 00 )
(
1
8
0
)
1√
2
(−12 )
1√
2
( 12 )
Table 2. Parameters of indefinite theta series corresponding to the q-series
f1, . . . , f8, LL, L.
3.2. Proof of Theorem 1.1.
We are now in position to apply Lemma 2.1 and Theorem 2.2 to establish Theorem 1.1.
Proof. We first consider f1. Recall A,B, a1, a2, b, c1, and c2 associated to f1 from Lemma
3.1. Taking γ = ( 3 24 3 ), λ1 = (
3
4 ), λ2 = (
1
1 ), µ = (
0
0 ), and using Lemma 2.1, we have
ϕc1a1,b = ϕ
γc1
γa1,γb
= ϕc2−a2+λ1,−b+µ = e(B(−a2, µ))ϕc2−a2,−b = ϕc2a2,b
and
ϕc1a2,b = ϕ
γc1
γa2,γb
= ϕc2−a1+λ2,−b+µ = e(B(−a1, µ))ϕc2−a1,−b = ϕc2a1,b.
Therefore (ϕc1a1,b − ϕc2a1,b) + (ϕc1a2,b − ϕc2a2,b) = 0.
Next, it is easy to show that aj +
1
2
A−1A⋆ ∈ A−1Z2. Finally, one may check from Theo-
rem 2.2 that that the space
spanC{Φ̂a+p1,b+b2 , Φ̂b+p1,a+p2 | p1, p2 ∈ A−1Z2}
is closed under the transformations τ 7→ −1/τ , and since aj + 12A−1A⋆ ∈ A−1Z2 it is closed
under τ 7→ 1+ τ as well. Hence, the result of Theorem 1.1 for f1 now follows from Theorem
2.2.
The proofs of the remaining functions follow similarly once the appropriate parameters
are found. We note that for some of them, we get other relations between c1, c2, such as
γa1 = a2 + λ1, or even γa1 = −a1 + λ1. The completion terms all can be shown by simple
arguments to still vanish, and in particular we point the reader to the discussion of the proof
of (14) in [11] for a related argument. We provide these inputs for each function in Table 3
below, while the necessary equalities involving the ϕ
cj
a,b are left to the reader.
The final result for all functions, and thus Theorem 1.1, now follows from Theorem 2.2
and the discussion above. 
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function matrix γ parameter λ parameter µ
f1 ( 3 24 3 ) λ1 = (
3
4 ), λ2 = (
1
1 ) (
0
0 )
f2 ( 3 24 3 ) λ1 = (
1
1 ), λ2 = (
1
2 ) (
0
0 )
f3 ( 3 24 3 ) (
1
2 )
1
2
( 11 )
f4 ( 3 24 3 ) (
0
0 )
1
2
( 11 )
f5 ( 2 13 2 ) (
1
2 ) (
0
0 )
f6 ( 2 13 2 ) λ1 = (
1
1 ), λ2 = (
0
1 ) (
0
0 )
f7 ( 2 13 2 ) (
1
1 )
1
2
( 12 )
f8 ( 2 13 2 ) λ1 = (
1
1 ), λ2 = (
1
2 ) (
0
0 )
LL ( 3 24 3 ) (
0
0 ) −12 ( 01 )
L ( 3 24 3 ) (
0
0 )
1
2
( 11 )
Table 3. Parameters for the functions f1, . . . , f8, LL, L.
Remark. A similar analysis can be performed for W1 using the parameters A = (
4 0
0 −2 ),
a =
(
1
4
0
)
, b =
(
1
8−1
4
)
, c1 =
1√
2
(−1
2
)
, and c2 =
1√
2
(
1
2
)
,
and taking γ = ( 3 24 3 ), λ = (
1
1 ), and µ = −12 ( 01 ).
The parameters for W2 are A = (
4 0
0 −2 ),
a = −
(
1
4
1
2
)
, b =
(
1
8
0
)
, c1 =
1√
2
(−1
2
)
, and c2 =
1√
2
(
1
2
)
,
along with γ = ( 3 24 3 ), λ = − ( 23 ), and µ = 12 ( 11 ).
References
[1] Andrews, G. E.: Ramanujan’s “Lost” Notebook V: Euler’s Partition Identity, Adv. Math. 61, 156–164
(1986).
[2] Andrews, G. E. , Dyson F., and Hickerson, D.: Partitions and indefinite quadratic forms, Invent. Math.
91, 391–407 (1988).
[3] Bringmann, K. and Kane, B.: Multiplicative q-Hypergeometric series arising from real quadratic forms,
Trans. Amer. Math. Soc. 363, 2191–2209 (2011).
[4] Cohen, H.: q-identities for Maass waveforms, Invent. Math. 91, no. 3, 409–422 (1988).
[5] Corson, D., Favero, D., Liesinger, K., and Zubairy, S.: Characters and q-series in Q(
√
2), J. of Number
Theory. 107, 392–405 (2004).
[6] Lewis, J. and Zagier, D.: Period functions and the Selberg zeta function for the modular group, “The
Mathematical Beauty of Physics, A Memorial Volume for Claude Itzykson” (J.M. Drouffe and J.B.
Zuber, eds.), Adv. Series in Mathematical Physics 24, World Scientific, Singapore, 83–97 (1997).
[7] Lewis, J. and Zagier, D.: Period functions for Maass wave forms. I, Ann. Math. 153, 191–258 (2001).
[8] Lovejoy, J.: Overpartitions and real quadratic quadratic fields, J. Number Theory 106, 178–186 (2004).
[9] Li, Y., Ngo, H., and Rhoades, C.: Renormalization and quantum modular forms, part I: Maass wave
forms, preprint, arXiv:1311.3043.
[10] Zagier, D.: Quantum modular forms, Quanta of Maths: Conference in honor of Alain Connes, Clay
Mathematics Proceedings 11, AMS and Clay Mathematics Institute, 659–675 (2010).
[11] Zwegers, S.: Mock Maass theta functions, Q. J. Math. 63, no. 3, 753–770 (2012).
ON A RELATION BETWEEN CERTAIN q-HYPERGEOMETRIC SERIES AND MAASS WAVEFORMS 15
Mathematical Institute, University of Cologne, Weyertal 86-90, 50931 Cologne, Ger-
many
E-mail address : mkrauel@math.uni-koeln.de
E-mail address : woodbury@math.uni-koeln.de
212 McAllister Building, The Pennsylvania State University, University Park, PA 16802
E-mail address : larryrolen@psu.edu
