Abstract. Starting with an adjoint pair of operators, under suitable abstract versions of standard PDE hypotheses we define an M -function and establish results on the relationship between the Mfunction as an analytic function of a spectral parameter and the spectrum of a corresponding operator determined by abstract boundary conditions. We also give an example where the M -function does not contain the whole spectral information of the resolvent, and show that the results can be applied to elliptic PDEs where the M -function corresponds to the Dirichlet-to-Neumann map.
Introduction
The theory of boundary value spaces associated with symmetric operators has its origins in the work of Kočubeȋ [11] and Gorbachuk and Gorbachuk [7] and has been the subject of intense activity in the former Soviet Union, with major contributions from many authors. While we cannot undertake a comprehensive survey of the literature here, we recommend that the reader consult the works of Derkach and Malamud and of their collaborators, see e.g. [5] ; the work of V.A. Mikhailets (e.g. [16] and the very elegant application of the theory of boundary value spaces by Mihailets and Sobolev [16] to the common eigenvalue problem for periodic Schrödinger operators); the work of Kuzhel and Kuzhel (e.g. [12] , [13] ); the work of Brasche, Malamud and Neidhardt (e.g. [3] ) the work of Storozh (in particular, [21] ) and the recent work of Ryzhov [20] on functional models. At the same time there has also been extensive work on Dirichlet to Neumann maps, also sometimes known as Poincaré-Steklov operators, especially in the inverse problems literature. These operators have physical meaning, associating, for instance, a surface current to an applied voltage. For some applications of them to quantum networks we refer to recent papers by Pavlov [9] and [19] . They are also, in some sense, the natural PDE realization of the abstract M -function which appears in the theory of boundary value spaces. However there have been relatively few applications of the theory of boundary value spaces to PDEs. A chapter in Gorbachuck and Gorbachuk [7] deals with a PDE on a tubular domain by reduction to a sytem of ODEs with operator coefficients, and there are some papers which deal with special perturbations of PDE problems which result in symmetric operators with (crucially) finite deficiency indices, e.g. the very recent paper of Brüning, Geyler and Pankrashkin [6] . However for symmetric elliptic PDEs a concrete realization of the boundary value operators whose existence is guaranteed by the abstract theory, and a precise description of the relationship between the abstract M -function and the classical Dirichlet to Neumann map, requires a technique due to Grubb [8] in the choice of the boundary value operators. We have not seen this technique used for this purpose elsewhere in the literature, so we describe its use in this paper. However this is not the main point of our work. Elliptic PDE theory does not require formal selfadjointness. In this work we therefore propose a version of the theory of boundary value spaces which is modelled on the theory of linear elliptic boundary value problems which may be found in many classical texts, e.g. Lions and Magenes [15] , working with an 'adjoint pair' of operators. Under suitable abstract versions of standard PDE hypotheses (e.g. the unique continuation property for solutions satsifying Cauchy data) we are able to define an M -function and establish results such as i.: the relationship between poles of the M -function as an analytic function of a spectral parameter and eigenvalues of a corresponding operator determined by abstract boundary conditions; ii.: results concerning behaviour of the M -function near the essential spectrum; iii.: a proof that the M -function does not contain the whole spectral information of the resolvent, by consideration of a Hain-Lüst problem; iv.: results concerning the analytic behaviour of Dirichlet to Neumann maps for elliptic PDEs, though these have also been obtained recently in a concrete way by F. Gestezy et al.
(private communication) and should appear shortly.
We should emphasize that this is not the first time that an attempt has been made to study the Mfunction in an abstract setting in the non-selfadjoint case: the work of Arlinskii [2] uses sesquilinear form methods to study maximal sectorial operators and their M -functions. The approach which we propose here does not require any assumption that the operators be sectorial. The price which must be paid for this is that there are other hypotheses (e.g. abstract unique continuation, non-emptiness of the resolvent set of certain operators) which must be verified before our approach can be applied.
Basic concepts and notation
Throughout, we will make the following assumptions:
(1) A and A are closed densely defined operators on a Hilbert space H. ) as a linear space it will be equipped with the graph norm. Since A * is closed, this makes D( A * ) a Hilbert space. (4) There exist "boundary spaces" H, K and "boundary operators" and Ran (T ) = Ran ( S) such that
and for λ ∈ ρ( A e B ), we define
We prove the statement for
, so a solution to (3.1) exists and is given by
Moreover, the solution to (3.1) is unique: Suppose u 1 and u 2 are two solutions. Then (
Proof. Fix λ 0 ∈ ρ(A B ). Now choose w = S λ0,B f in the proof of Lemma 3.2. Then
which is analytic in λ.
Lemma 3.4. Let F := ker ( A * − λ), E := Ran (Γ 1 − BΓ 2 ) and Proof. Obviously, · E and · F are norms induced by scalar products. It remains to prove completeness. Since (
Assume (f n ) n∈N is a Cauchy sequence in E. Then (f n ) n∈N is Cauchy in H and converges to f ∈ H and (S λ,B f n ) n∈N is Cauchy in F and converges to u ∈ F . As Γ 1 − BΓ 2 is continuous in the graph norm and S −1 λ,B : F → E is given by Γ 1 − BΓ 2 , we have
Therefore, E is complete and the calculation also proves closedness of S λ,B .
gives an equivalent norm on E. 
Since the adjoint of the resolvent is the resolvent of the adjoint, Γ * 2 (Γ 1 − BΓ 2 )u = 0. Density of the range of Γ 2 then gives the result.
As S λ,B : H → F is continuous and continuously invertible, both S * λ,B : F → H and (S
Therefore, by Lemma 3.7, we have S *
Remark 3.10.
(1) The factor (1 + |λ| 2 ) is somewhat artificial and comes from the choice of the norm in F .
is not defined on the whole of D( A * ).
Obviously the operator
is a continuous extension of
(4) The condition Ran (Γ 1 − BΓ 2 ) = H is necessary for the above formula to hold. In general, we have that as S λ,B : E → F is continuous and continuously invertible, both S * λ,B :
The calculation in the proof must then be replaced by the following
which does not allow us to deduce a representation for S * λ,B .
Isolated eigenvalues and poles of the M -function
In Definition 2.4, we defined the operator A B and the function M B (λ) for λ ∈ ρ(A B ). We will now show that isolated eigenvalues of A B correspond precisely to isolated poles of the M -function. We first give a representation of the M -function in terms of the resolvent.
Then w ∈ ker ( A * − λ), (Γ 1 − BΓ 2 )w = f and w is the unique function with these properties, as
We now give a representation of the resolvent in terms of the M -function. This type of formulae are usually called Krein's formulae.
The case B = 0 is particularly simple: Remark 4.6. Note that the assumption that C can be chosen such that µ ∈ ρ(A C ) implies the unique continuation property, i.e. ker (
For the M -functions associated with two different boundary conditions we have the following identity:
Correspondingly, we have
Proof. We prove (4.5). Then (4.4) follows by applying Γ 2 to both sides. Let f ∈ Ran (
Behaviour of the M -function near the essential spectrum
Throughout this section we make the following assumptions:
• A * − λ satisfies the unique continuation hypothesis for all λ ∈ C, i.e. 
is surjective;
Setting u = ( A * − k)F and inserting our expression for w ε,± on the left hand side, the equation becomes
Since u, F ∈ H, we can take limits on the left hand side. The assumption that (
is surjective then gives weak convergence of is surjective.
The density of H ∩ D(A

Remark 5.4. In the case of an elliptic PDE in an unbounded domain, the subspace H could consist of all finitely supported functions.
We would like to prove a converse of Theorem 5.3, i.e. determine the behaviour of the resolvent from that of the M -function. However, we only get the following partial results:
Proposition 5.5. Assume that the weak limits
exist for every g ∈ Ran (Γ 1 − BΓ 2 ) and that there exists some f ∈ Ran (Γ 1 − BΓ 2 ) such that
Then k ∈ σ(A B ).
Proof. As in the proof of Theorem 5.3, we arrive at equation (5.1). By assumption, the limit on the right hand side exists. Assume that k ∈ ρ(A B ). Then we can take limits on the left hand side and get equation (5.3) with the l.h.s. equal to 0 contradicting A block matrix-differential operator related to the Hain-Lüst operator. Let
where q, u and w are L ∞ functions, and the domain of the operator is given by
Also let (5.6)
It is then easy to see that
Consider the operator
where B = cot β 0 0 − cot α . It is known (see, e.g., [1] ) that σ ess (A αβ ) = essran(u). This result is independent of the choice of boundary conditions. We now calculate the function M (λ) such that
. In our calculation we assume that λ ∈ σ ess (A αβ ). The condition y z ∈ ker(Ã * − λ) yields the equations Note that the y j depend on x and λ but that the λ-dependence is supressed in the notation, except when necessary. Another elementary calculation now shows that
.
We now fix k ∈ essran(u), let λ = k ± iε, and consider the limits lim εց0 M (k ± iε). Since we are only aiming to construct one example we henceforth make the simplifying choice
It is necessary to examine in detail the behaviour of the solutions of (5.9) when λ = k ± iε and ε ց 0. The essential spectrum is now the interval [0, 1] and we assume, for reasons to become apparent shortly, that k ∈ (0, 1).
To show this, we adopt a technique which was used in [4] and [14] to calculate the positions of resonances for A αβ . Because the coefficients q, u and w are entire, we may solve the differential equation (5.9) subject either to (5.10) or (5.11) by starting from x = 0 and integrating towards x = 1 along a contour in the complex x-plane. In the case λ = k + iε, ε > 0, we can choose the contour
in the case λ = k − iε, ε > 0, we can choose the contour
When λ = k + iε, the initial value problems (5.9,5.10) and (5.9,5.11) on the contour (5.16) are well posed for all ε ≥ 0, as
is nonzero for all s ∈ [0, 1] and ε ≥ 0, provided k = 0 and k = 1. By standard results on continuous dependence of solutions of initial value problems on parameters, the limits
exist, similarly so do the limits
Moreover from [4] the limit y ′ is zero if and only if k is an embedded eigenvalue, which we may avoid by a suitable choice of boundary conditions α, β. Thus the limits
exist.
We now turn to the limits lim
We wish to show that these may not exist for certain v, w. In order to do this we obtain an expression for the resolvents by variation of parameters in terms of solutions whose properties we study by Frobenius expansion. Two linearly independent solutions of (5.9) can be obtained by a Frobenius ansatz. Specifically, it is not difficult to prove that there is a solution
where a 1 = 1, a 2 = −1/2 and
which is easily seen to be an entire function of x and λ, and a solution
where b 0 (λ) = −1, b 1 (λ) = 0 and
which means that the term For the logarithmic term, we take different cut lines depending on whether λ = k + iε or λ = k − iε. If λ = k + iε then our cut line in the x − λ plane is the positive imaginary axis; when λ = k − iε it is the negative imaginary axis.
For a given element
equivalent to the solution of a boundary value problem. We consider the special case h 1 ≡ 0, in which case y satisfies
x − λ together with the boundary conditions y(0) cos α + y ′ (0) sin α = 0 and y(1) cos β + y ′ (1) sin β = 0; z is given by z(x) = (h 2 (x) − y(x))/(x − λ). The solution of (5.21) has the form
in which y 3 is any solution of the homogeneous equation (5.9) which satisfies y 3 (1, λ) cos β+y 
allows (5.22) to be rewritten in the form
We shall now show that the first three terms in (5.23) are bounded in L 2 (0, 1) locally uniformly with respect to λ in a neighbourhood of k, but that the last term blows up when λ = k ± iε and ε ց 0.
First we consider what would happen if we had b(k) = 0. In this case y 2 (·, k) would be a multiple of y reg (·, k). Now y 2 (·, k) satisfies the boundary condition cos αy 2 (0, k) + sin αy 
each of these Wronskians is constant with respect to the first argument and can therefore be evaluated at x = 1 = k, where all the solutions are well defined as λ → k. We now consider the terms in (5.23) separately. Since y reg (λ, λ) = 0, the term 
has a removable singularity at λ = k ∈ (0, 1); since y reg (x, λ) is jointly analytic in x and λ, the first term in (5.23) is bounded in L 2 (0, 1) uniformly with respect to λ in any compact set.
Similarly, the series expansion for y sing (x, λ) shows that y sing (x, k) → −1 as x → k and so y sing (·, λ) L 2 is bounded for λ in any compact neighbourhood of k. Thus all the terms of the form
The remaining terms sum to
We want to show that h 2 can be chosen so that for some function v ∈ L 2 (0, 1), we have lim
To this end we choose
similarly we choose v(t) = χ [0,k] (t)φ(t) for some function φ to be chosen for convenience. A simple calculation then shows that
As b(k) is nonzero and y reg (·, k) and y sing (·, k) are linearly independent, a(k)
Therefore, by the Dominated Convergence Theorem, the limit of the scalar product on the r.h.s. of (5.26) is strictly positive. Next we recall that d(k) = 0 by the choice of boundary conditions. Finally, therefore, it suffices to show that
This is immediately obvious from the asymptotic expansion of y sing , which shows that for small ε,
We have therefore constructed functions h 2 and v such that the solution y(x, λ) of (5.21) satisfies
This implies that
The corresponding limit with +iε replaced by −iε may be shown to be non-existent in exactly the same way. This is in spite of the existence of the limits
shown in (5.18). Choosing the subspace H to contain 0 h 2 and v 0 , we obtain a situation which illustrates the points we made in Remark 5.6.
Relatively bounded perturbations
Let U be a symmetric operator in H and (H, Γ 1 , Γ 2 ) be a boundary value space for U (c.f. [7, pp 155] ). Assume that V is symmetric with the following properties:
• V is relatively U -bounded with relative bound less than 1 • V * is relatively U * -bounded with relative bound less than 1
We will show that in this case it is sufficient to consider boundary operators only associated with the symmetric part U of the operator A = U + iV . 
) and define M B (λ) and S λ,B as before with the boundary operators Γ 1 , Γ 2 now only associated with the symmetric part of A. Then all the results of Section 4 hold in this situation as well and the proofs are identical as the specific form of the Green formula plays no role in their derivation. Therefore, we have Correspondingly, we have S λ,B+C (I − CΓ 2 S λ,B ) = S λ,B .
Application to PDEs
The theory previously developed is not immediately applicable to the usual boundary value problems arising in PDEs. The reason is the following: Consider the case of the Laplacian A = ∆ with D(A) = H However, we want identity (2.1) to hold for all u, v ∈ D( A * ) = D(A * ) = {u ∈ L 2 (Ω) : ∆u ∈ L 2 (Ω)} which in general is not even a subset of H 1 (Ω). Therefore, the integral ∂Ω ∂u ∂ν v is not well-defined for all these functions. The aim of this section is to show that by suitably modifying the boundary operators, our previous results hold for elliptic differential operators of order 2m. So as not to obscure the ideas with technicalities and notation we will only consider a first order perturbation of the Laplacian. The same method is applicable to any elliptic operator satisfying the conditions given in [8, §I.3] . In fact, all the results required in the following are taken from that paper. is the Krein extension of A.
