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Abstrak 
Smile detection merupakan sistem yang digunakan untuk mendeteksi ekspresi senyum 
pada wajah manusia. Senyum merupakan suatu ungkapan yang penting dan informatif, senyum 
dapat menyampaikan suatu emosi atau perasaan mendasar seperti bahagia, suka, senang dan 
dapat dideteksi dengan menggunakan  kamera. Pada penelitian ini metode HOG dan support 
vector machine (SVM) diusulkan untuk multiple smile detection dengan maksimal jumlah orang 
adalah 5 orang. Dimana citra dideteksi menggunakan deteksi bibir dengan algoritma Viola Jones 
lalu dicropping otomatis dan HOG digunakan sebagai metode ekstraksi ciri untuk daerah bibir 
dan kemudian diklasifikasi menggunakan support vector machine (SVM) sebagai kelas senyum 
dan bukan senyum. Dari hasil percobaan, sistem mampu mendeteksi senyum dan bukan senyum 
dengan tingkat Accuracy deteksi senyum 87,2%, Precision 92,9%, dan Recall 82,8%.  
 
Kata Kunci : Smile Detection, Senyum, HOG, Support Vector Machine 
 
 
Abstract 
 Smile detection is a system used to detect smile expressions on human faces. A smile is 
an important and informative expression, a smile can convey an underlying emotion or feeling 
such as happy, like, happy and can be detected using a camera. In this study the HOG method 
and support vector machine (SVM) were proposed for multiple smile detection with a maximum 
number of people being 5 peoples. Where images are detected using lip detection with the Viola-
Jones algorithm then automatic cropping and HOG are used as feature extraction methods for 
the lip region and then classified using support vector machine (SVM) as a smile class and not a 
smile. From the results of the experiment, the system was able to detect smiles and not smiles with 
Accuracy smile detection rate of 87.2%, Precision 92.9%, and Recall 82.8%.  
  
Keyword: Smile Detection, Smile, HOG, Support Vector Machine. 
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Senyum adalah suatu ekspresi wajah yang tidak bersuara yang terjadi akibat gerakan bibir 
di kedua ujungnya, untuk menunjukkan perasaan bahagia, suka, dan senang, Ekspresi wajah ini 
bisa dideteksi dengan menggunakan kamera. Pendeteksi senyum ini dapat digunakan untuk 
mengukur tingkat kesenangan orang panda suatu citra. Deteksi senyum memungkinkan Anda 
untuk memotret wajah saat tersenyum. Kamera akan mendeteksi hingga lima wajah, lalu memilih 
satu wajah untuk deteksi senyum dan fokus otomatis. Bingkai warna hijau menampilkan wajah 
yang dipilih. 
Ada beberapa fitur untuk mendeteksi senyum, pertama fitur ekstraksi Gabor yang lebih 
mengarah kepada frekuensi yang biasa digunakan untuk menganalisis citra hal ini relevansi 
biologis dan sifat komputasinya yang memiliki tingkat akurasi sebesar 81,6% [1], sementara 
penggunaan frekuensi memungkinkan terjadinya misleading dalam mengindentifikasi ciri. 
Kedua, fitur ekstraksi Edge Detection [2], yang lebih mengarah kepada garis tepi dari sebuah 
bentuk yang terjadi perubahan intensitas piksel secara tajam yang memiliki tingkat akurasi 
sebesar 39,99%. Selanjutnya penggunaan metode Histogram Equalization  yang bertujuan untuk 
meratakan distribusi nilai piksel sehingga kontras dari sebuah citra dapat diperbaiki.  Dengan rata-
rata akurasi dari klasifikasi dua kelas sebesar 56.67%. 
Ekstraksi ciri HOG yang merupakan salah satu fitur panda citra yang memiliki 
kemampuan pengenalan bentuk yang  baik [3],Ekstraksi ciri HOG memiliki karakteristik 
mengenali sebuah bentuk objek atau pola panda suatu citra, Histogram Of Oriented Gradients 
(HOG) baik untuk mengenali garis-garis tepi maupun struktur gradient yang sangat karakteristik 
dari sebuah bentuk lokal. Proses Histogram of Gradient yang awalnya melakukan proses gradient, 
membagi sebuah citra kedalam cell, dan melakukan pengenalan Oriented Gradient Descriptor 
pada gambar yang diolah.  
Sementara itu, untuk mendeteksi atau mengklasifikasi senyum dapat digunakan beberapa 
metode klasifikasi, pertama Metode K-Nearest Neighbor  [4], yang karakteristiknya mengenali 
kesamaan dari dua buah objek yang memiliki tingkat akurasi 65%. Kedua, Adaboost  [5], yang 
digunakan untuk mencari pengklasfikasian terbaik dengan kesalahan minimal dengan cara 
mendeteksi daerah wajah dalam gambar dengan faktor skala 1,05 untuk mendapatkan posisi 
setepat mungkin, dan kemudian menormalkan ukuran wajah dan menghitung fitur posisi relatif 
dan deviasi standar dengan total deteksi sebesar 96,7%.  
SVM memiliki karakteristik membandingkan kedua buah kelas yaitu kelas senyum dan 
kelas tidak senyum serta mengenali sebuah pola, oleh karena itu panda penelitian ini akan 
digunakan metode SVM. Hal ini didukung dengan kemampuan SVM yang baik dalam mengenali 
objek, antara lain panda pengenalan mobil [6], kedua, pengenalan wajah [7], ketiga, Identifikasi 
jenis kayu [8], keempat, Pengenalan Angka Kwh meter [9],  kelima, Face Detection 
Menggunakan metode Histogram of Oriented Gradients (HOG) dan Support Vector Machine 
(SVM) [10]. 
 Berdasarkan penelitian sebelumnya maka panda penelitian ini, penulis menerapkan 
metode Histogram Of Oriented Gradients (HOG) sebagai ekstraksi fitur dan Support Vector 
Machine (SVM) yang mengklasifikasi dua buah kelas yaitu senyum dan bukan senyum untuk  
mengetahui tingkat akurasi pada Multiple Smile Detection. Namun diketahui belum ada penelitian 
sebelumnya mengenai Implementasi Metode HOG dan Support Vector Machine (SVM) untuk 
Multiple Smile Detection sehingga penelitian ini penting untuk dilakukan. 
2. LANDASAN TEORI 
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2.1 Senyum 
 Senyum merupakan suatu ekspresi wajah untuk menunjukkan perasaan seorang  
apakah seseorang tersebut sedih, bahagia, senang dan lain sebagainya.  
Ada 2 tipe senyum :  
1. Senyum sosial  adalah ekspresi wajah sukarela yang sengaja dibuat seperti  saat  
berkenalan dengan orang lain, membuat pas foto  
2. Senyum spontan adalah ekspresi wajah yang tidak sengaja dibuat, natural dan  
disebabkan oleh luapan emosi  
 
2.2 HOG (Histogram Of oriented Gradients) 
  Histogram of Oriented Gradient (HOG) adalah ektraksi fitur yang digunakan di komputer 
pengolahan citra dengan cara menghitung nilai gradient pada suatu citra untuk mendapatkan hasil 
yang akan digunakan untuk mengenali ciri dari objek tersebut [11]. 
Histogram of Oriented Gradient ialah bentuk dari lokal objek dan nilai yang digunakan 
dari intensitas gradient. Proses di dalam menggunakan HOG ialah mencari nilai gradient 
orientation dan gradient vertical dan kemudian mencari nilai magnitude dan orientasi binning 
dari ukuran gambar asli kemudian membagi citra menjadi beberapa block yang memiliki ukuran 
2x2 yang nantinya didalam block terdapat beberapa cell dengan ukuran 8x8 yang memiliki 
orientasi gradient 9 bin sehingga didapat feature vector, setiap sel blok terdapat nilai gradient 
arah atau nilai orientasi tepi untuk setiap pixel gambar. Dalam melakukan peningkatan performa 
nilai gradient yang dihasilkan melakukan orientasi binning dengan cara menormalisasikan secara 
kontras, kemudian nilai ini digunakan  untuk mendeskripsikan tiap block dari hasil nilai 
normalisasi. Adapun tahap pertama dari proses HOG yaitu mencari nilai perhitungan gradient 
menggunakan persamaan (1) (2).   
 
𝑔𝑥  (𝑟, 𝑐) = 𝑔(𝑟, 𝑐 + 1) − 𝑔(𝑟, 𝑐 − 1)        (1) 
   
𝑔𝑦 (𝑟, 𝑐) = 𝑔(𝑟 + 1, 𝑐) − 𝑔(𝑟 − 1, 𝑐)        (2) 
 
atau menggunakan persamaan Central Difference Gradient Operator   
  
𝑔𝑥 =  [−1 0 1]  
  
𝑔𝑦 =  [
1
0
−1
]     
 
Dimana :  
g = gradient  r = baris  c = kolom  
setelah nilai g𝑥 dan g𝑦 telah diperoleh maka proses selanjutnya mencari nilai magnitude µ untuk 
mencari seberapa besar gradient dan mencari nilai θ orientasi binning menggunakan persamaan 
(3) dan (4).   
𝜇 =  √𝑔𝑥
2 +  𝑔𝑦
2                   (3)                               
       
  𝜃 =
180
𝜋
 (𝑡𝑎𝑛2
     −1 (𝑙𝑦, 𝑙𝑥)𝑚𝑜𝑑 𝜋)     (4) 
 
Setelah mendapatkan nilai µ dan nilai 𝜃 dari setiap cell di dalam block selanjutnya mencari 
histogram untuk setiap cell untuk bin 𝑗, 𝐶𝑖 dan    dimana nilai B ditentukan dari jumlah bin yaitu 
9 bin menggunakan persamaan (5) dan (6).  
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𝑏𝑖𝑛 𝑗 =  ⌊
𝜃
𝑤
−  
1
2
⌋ 𝑚𝑜𝑑 𝐵       (5) 
 𝑤 =
180
𝐵
         (6)   
Kemudian nilai yang didapatkan melakukan vote bin yang terbagi dua macam yaitu vote bin 𝑉𝑗 
ditunjukkan oleh persamaan (7) dan vote bin (  + 1 ) yang ditunjukkan oleh persamaan (8), dan 
batasan dari bin ditunjukkan pada persamaan  
 
𝑉𝑗 =  𝜇 
𝑐𝑗+1−𝜃
𝑤
           (7) 
 𝑉𝑗+1 =  𝜇 
𝜃−𝑐𝑗
𝑤
            (8) 
Dengan batasan [wi,w(i+1)]  
 
Ci = W (𝑖  +
1
2
)       (9) 
Untuk 𝑏𝑖𝑛 (𝑗 + 1) 𝑚𝑜𝑑 𝐵 gambar pembagian block  pada gambar 1 
 
                                                    Gambar 1. Pembagian Block 
 
Jika telah didapat vote dari setiap bin, selanjutnya normalisasi block yang digunakan untuk 
mendapatkan nilai b dari tiap block untuk mengurangi perubahan kontras antara block dari objek 
untuk mencari normalisasi block menggunakan persamaan (10).  
 
 𝑏 ←
−𝑏
√||𝑏||2−𝜀
        (10)   
 
Setelah mendapatkan nlai block tahap selanjutnya mencari fitur HOG dimana block yang 
dinormalisasikan digabungkan menjadi satu buah vector fitur HOG menggunakan persamaan (11)   
 
 ℎ ←
−ℎ
√||ℎ||2−𝜀
        (11) 
 
2.3 Support Vector Machine (SVM) 
Support Vector Machine adalah mencari hyperlane terbaik yang berfungsi sebagai 
pemisah dua buah kelas data untuk membentuk model yang akan digunakan dalam proses 
klasifikasi atau Support Vector Machine (SVM) merupakan metode klasifikasi biner yang 
memanfaatkan suatu persamaan hyperplane yang membagi dua kelas seperti (Gambar 2). Dua 
kelas label atau y pada SVM yaitu ∈  {−1, 1}. Data 𝑥𝑑   ∈   merupakan feature vector dengan 𝑑 = 
1,2,… , 𝑁𝑑 dimensi. Untuk 𝑑 = 2 maka hyperplane berupa garis, sementara untuk 𝑑 = 3 berupa 
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plane. Persamaan hyperplane merupakan persamaan klasifikasi ditunjukan oleh persamaan (12) 
dengan parameter klasifikasinya adalah nilai 𝑤 adalah nilai bobot dan 𝑏 sebagai bias 
 
𝑓𝑠vm(𝑥) = 𝑤.𝑥 + 𝑏                     (12)    
 
Untuk mencari nilai w dan b digunakan persamaan (13) dan (14) 
 
  𝑤 = ∑ 𝑎𝑖𝑦𝑖𝑥𝑖  
𝑁
𝑖=1                                  (13)    
 
 b = −
1
2
(w.𝑥+ + w.𝑥−)                   (14)    
 
N : banyaknya data  
α  : koefisien yang berfungsi atau digunakan untuk mencari nilai bobot  
y  : label untuk setiap bibir  
xi   : merupakan feature vector dari HOG. 
SVM juga digunakan untuk mengelola dataset dengan memanfaatkan kernel trik agar menemukan 
hyperplane salah satunya yaitu Linear Kernel yang ditunjukkan oleh persamaan pada (15).  
𝐾 (𝑥𝑖,𝑥𝑗 ) =  𝑥𝑖,𝑥𝑗                     (15)       
 
Gambar 2. Visualiasasi SVM Linear Kernel 
Dari hasil kernel yang didapatkan svm membuat sebuah  persamaan klasifikasi yang 
disesuaikan dengan kernel yang digunakaseperti persamaan (16) dengan nilai klasifikasi kelas 
didasarkan pada persamaan (17).   
 
  𝑓𝑠vm(𝑥) = ∑ 𝛼𝑖𝑦𝑖𝐾(𝑥𝑖,𝑥) + 𝑏      (16)  
 
                  𝑐𝑙𝑎𝑠𝑠 = {
1, 𝑓𝑠𝑣𝑚(x)  ≥  0 
−1, selainnya     
       (17) 
 
Penentuan nilai 𝛼𝑖 dilakukan dengan penyelesaian permasalahan optimasi LD (Dualitas Lagrange 
Multipier), yang ditunjukan oleh persamaan (18) dan dengan rumusnya pada persamaan   
 
     𝐿𝑑 =  
𝑚𝑎𝑥
𝛼𝑖 ∈ 𝑅
  ∑ 𝑎𝑖𝑖∈𝑁  - 
1
2
 ∑ ∑ 𝑎𝑖𝑖∈𝑁𝑖∈𝑁 𝛼j yi yj    (18) 
                  
 
 Yang memiliki  dua syarat  0 ≤ 𝛼i ≤ C dan ∑ 𝑎𝑖𝑖∈𝑁  yi = 0, dimana C ialah nilai konstanta 
dengan, Ld (𝑥𝑖,) fungsi kernel yang digunakan 
 
  ISSN: 1978-1520 
IJCCS Vol. x, No. x,  July201x :  first_page–end_page 
6 
2.4 Confusion Matrix 
Salah satu metode yang dapat digunakan untuk mengukur seberapa berhasil metode yang 
klasifikasi yang digunakan dalam membandingkan hasil klasifikasi yang dilakukan oleh sistem 
dengan hasil klasifikasi yang seharusnya [12]. Metode Confusion Matrix dengan menghitung 
persentase Precision, Recall dan Accuracy. Adapun cara menghitung dengan Confusion Matrix 
menggunakan persamaan (19), (20), (21). 
 
Precision = 
𝑇𝑃
𝑇𝑃+𝐹𝑃 
       (19) 
 
Recall = 
𝑇𝑃
𝑇𝑃+𝐹𝑁 
        (20) 
 
Accuracy = 
𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁 
      (21) 
  
 
3. METODE PENELITIAN 
 
 
 
Gambar 3. Metodologi Penelitian 
 
3.1 Identifikasi Masalah 
 Melakukan identifikasi masalah penelitian yang mencakup pengenalan citra dan 
bentuk senyum pada wajah.  
 
 
 
3.2 Studi Literatur 
 Studi literatur dilakukan dalam sebuah penelitian untuk mendapatkan gambaran 
tentang studi kasus yang telah ada sebelumnya dan telah dikerjakan atau dibuat oleh orang 
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lain dengan berbagai cara untuk mengerjakan studi kasus tersebut. Dalam tahap studi 
literatur penulis mencari beberapa jurnal yang terkait mengenai Smile Detection 
menggunakan bermacam-macam metode yang digunakan, jurnal yang terkait mengenai 
metode ektraksi ciri citra Histogram of Oriented Gradient (HOG), dan metode yang 
terkait metode klasifikasi Support Vector Machine (SVM). Studi literatur penting untuk 
membantu dalam pengerjaan penelitian ini. 
 
3.3 Pengumpulan Data 
Dengan Kriteria : 
1. Jarak pengambilan foto adalah 200 cm dari orang yang paling tengah yang berada tepat di 
depan kamera agar semua orang yang berada didepan kamera dapat diambil secara 
keseluruhan, memenuhi kriteria foto dengan ukuran ±4000x3000 pixel serta memaksimalkan 
cahaya pada foto. 
2. Ukuran foto adalah ±4000x3000 pixel 
3. Resolusi kamera 12 MP 
4. Memotong atau melokalisasi gambar berdasarkan program deteksi bibir 
5. Citra bibir yang dilokalisasi dibagi menjadi 2 kelompok yaitu senyum dan bukan senyum. 
6. Pengumpulan data menggunakan dataset yang berjumlah 98 citra asli, 188 citra bibir untuk 
training dan 42 citra asli untuk testing. 
 
Tabel 1. Jumlah Dataset 
Kelompok 
Foto 
Jumlah 
Citra Asli 
Jumlah 
Seluruh Bibir 
Citra 
Training 
Citra 
Testing 
2 orang 5 
kelompok 
35 70 40 30 
3 orang 5 
kelompok 
35 105 60 45 
4 orang 5 
kelompok 
35 140 80 60 
5 orang 5 
kelompok 
35 175 100 
 
75 
Total 140 490 280 210 
 
Tabel  2. Spesifikasi kamera xiaomi redmi 5 plus 
Spesifikasi Xiaomi redmi 5 plus 
Resolusi 12 MP 
Bukaan sensor f/2.2 
Ukuran pixel 1.5 µm 
3.4 Perancangan 
 Melakukan perancangan skema dalam menggunakan Support Vector Machine (SVM) 
mula - mula melakukan tahap pra-proses dimana proses citra yang diambil akan melakukan tahap 
  ISSN: 1978-1520 
IJCCS Vol. x, No. x,  July201x :  first_page–end_page 
8 
cropping pada bagian bibir terlebih dahulu dan melakukan ektraksi ciri menggunakan Histogram 
of Oriented Gradient (HOG), citra yang didapatkan melanjutkan proses klasisfikasi menggunakan 
Support Vector Machine (SVM) dengan tahap perancangan seperti  (Gambar 4) kemudian 
melakukan evaluasi sementara. 
 
Gambar 4.  Perancangan 
a. Data 
Data yang digunakan adalah sekumpulan citra bibir yang sebelumnya telah dilakukan proses  
pengambilan foto  sebanyak 7 kali dalam satu kelompok dan maksimal orang tiap kelompok 
adalah 5 (proses cropping) menggunakan matlab dengan ukurun 30x50 pixel setelah melakukan 
cropping, citra dibedakan secara manual antara senyum dan bukan senyum. Pada (Gambar 5) 
merupakan tahapan dari proses untuk mendeteksi senyum, jika senyum diberi kotak berwarna 
hijau dan jika tidak senyum diberikan kotak berwarna merah. 
 
Gambar 5. Tahapan Proses Deteksi Senyum 
b. Ekstraksi Fitur 
Setelah dilakukan pengelompokan data secara manual untuk membedakan antara senyum 
dan bukan senyum, kemudian dilakukan proses pelabelan pada ekstraksi fitur HOG untuk untuk 
mengenali bentuk senyum dan bukan senyum. 
 
c. SVM Training 
Dari semua fitur yang dilakukan, melalui training ini akan dihasilkan sebuah model 
dimana model itu memiliki bobot. dimana bobot ini menandakan ketika nilai 1 maka data valid 
sedangkan -1 berarti data tidak valid yang akan digunakan untuk membedakan yang mana bibir 
dan bukan bibir. 
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d. SVM Model 
Pada tahap ini menghasilkan sebuah model untuk membedakan bibir dan bukan bibir. 
 
e. Deteksi Bibir 
Dalam hal ini penulis  menggunakan source code dari Journal of Remote Sensing, 2017 
untuk melakukan pemeriksaan dengan tenik Viola Jones Algorithm untuk menemukan 
keberadaan bibir dari setiap orang.   
 
f.  SVM Classifier 
Konsep SVM dapat dijelaskan secara sederhana sebagai usaha mencari hyperplane 
terbaik yang berfungsi sebagai pemisah dua buah class pada input space. Pada tahap klasifikasi 
SVM, yang sebelumnya telah didapatkan sebuah model untuk membuat sebuah kelas dimana 
kelas ini menandakan ketika nilai 1 maka data valid sedangkan -1 berarti data tidak valid, oleh 
karena itu ketika data yang ditesting mendapatkan kelas 1 maka sistem akan membuat kotak dan 
mengambil koordinat pixel dari konvolusi matriks. Setelah menemukan daerah bibir maka tahap 
selanjutnya melakukan klasifikasi pada daerah bibir, untuk mengenali antara senyum diberikan 
kotak berwarna hijau atau bukan senyum diberi kotak berwarna merah. 
 
3.5 Implementasi 
 Setelah melakukan proses perancangan sistem dilanjutkan menerapkan perancangan 
kedalam bentuk interface. Pada tahapan ini melakukan implementasi terhadap rancangan yang 
telah dibuat kedalam bentuk program dalam bahasa pemrograman. 
 
4. HASIL DAN PEMBAHASAN 
 
4.1 Impelementasi 
Tahap ini mengimplementasikan proses pada penelitian untuk mendapatkan hasil yang 
dibutuhkan pada penelitian ini, seperti ekstraksi HOG untuk mengenali ciri dan Support Vector 
Machine untuk proses klasifikasinya. 
4.1.1 Implementasi Ekstraksi HOG 
Pada tahap ekstraksi HOG dilakukan terhadap citra uji dan citra latih. Pada proses ini, 
yaitu dilakukan deteksi bibir kemudian dilakukan cropping pada bibir yang telah terdeteksi 
kemudian disimpan dengan ukuran 50x30 pixel. Kemudian citra bibir diubah dari citra RGB 
menjadi citra grayscale. Kemudian data dipisahkan secara manual antara senyum dan bukan 
senyum. Dari citra gray berukuran 50x30 kita dapatkan nilai 𝐺𝑥 dan nilai 𝐺𝑦 Kemudian setelah 
didapatkan nilai 𝐺𝑥 dan 𝐺𝑦, didapatkan nilai magnitude dan orientasi bining. 
Langkah pertama yaitu mengubah citra menjadi cell berukuran [8 8] pixel dengan block 
berukuran [2 2], karna ukuran citra adalah [50 30] maka jumlah cell yang didapat adalah 3x6 dan 
jumlah block yang didapatkan adalah 2x5 pixel Jadi, jumlah block adalah 10 block, dengan cell 
berukuran [2 2] pixel = 4 cell dan berisi 9 bin pada setiap block 10 block * 4 cell * 9 bin = 360 
Maka didapatkanlah Fitur = 1x360. Setelah mendapatkan  nilai feature maka dilakukan 
perhitungan untuk mendapatkan nilai vote dari setiap cell terlebih dahulu mencari nilai bobot (𝑤) 
dan B adalah jumlah bin yaitu 9 bin. Setelah didapat nilai bobot kemudian dapat dihitung (𝑏𝑖𝑛 𝑗) 
untuk menentukan batasan dari setiap cell baru bisa menghitung nilai vote. Setelah nilai vote 
didapatkan dari setiap cell dan dari setiap cell terdapat block dari block tersebut dilakukan 
normalisasi setiap block  dan didapat histogram setiap block. Setelah didapatkan normalisasinya 
maka dapat menghitung HOG feature kemudian didapatlah histogram dari masing- masing cell 
dan didapat histogram dari setiap cell pada (Gambar 6). Pada tahap akhir didapatlah ciri dari bibir 
senyum dan tidak senyum seperti yang tertera pada (Gambar 7) yang merupakan ciri dari bibir. 
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Gambar 6. Histogram 
 
   
 
 
 
 
 
 
Gambar 7. Ekstraksi Ciri 
 
 
4.1.2 Implementasi Metode SVM 
Pada tahap implementasi Klasifikasi SVM ini akan melanjutkan hasil dari proses ekstaksi 
fitur HOG yang dimana hasil dari ekstraksi fitur HOG tersebut akan diproses oleh SVM 
Classifier. Tujuan dari implementasi SVM ini adalah untuk mengklasifikasikan antara senyum 
dan bukan senyum  yang didapat dari kumpulan Feature Vector yang didapat dari proses ekstraksi 
fitur dengan metode HOG (Histogram of Oriented Gradients). Data ciri senyum dan bukan 
senyum didapat dari feature vector masing-masing yang berjumlah 123 seperti pada (Gambar 
4.10). X memiliki data dari x ke-1 sampai x ke-246. {𝑥1, … . . , 𝑥123}. adalah data senyum dan 
{𝑥124, … . . , 𝑥246} adalah data bukan senyum. Dimana setiap data x ke-i yang merupakan feature 
vector dari HOG memiliki bobot masing-masing 1x360. Dengan cara menentukan 𝑓𝑠𝑣𝑚(X) =
W. X + 𝑏. Sehingga didapatkan sebuah kelas. Setelah didapatkan kelas senyum  yang bernilai 
positif (1) yang memiliki syarat jika 𝑓𝑠𝑣𝑚(X)  lebih besar sama dengan  nol dan bukan senyum 
yang bernilai negatif (-1) jika 𝑓𝑠𝑣𝑚(X) kurang dari nol, kemudian menghitung nilai persamaan 
𝑓𝑠𝑣𝑚(X) = W. X + 𝑏. 
 
4.2 Pengujian 
Pada pengujian dilakukan dengan 20 kelompok dengan total gambar sebanyak  60 
gambar, dimana gambar tersebut memiliki resolusi sebesar 4000x3000 piksel. Hasil perhitungan 
detection rate untuk deteksi bibir ditujunkkan pada Tabel 3 dan Tabel 4. Detection rate 
merupakan kemampuan sistem untuk menentukan keberhasilan dalam mendeteksi bibir. 
 
 
 
Tabel 3. Deteksi Bibir Pada Data Training 
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Kelompok 
Jumlah Bibir 
Terdeteksi 
Jumlah Bibir 
Seharusnya 
Hasil 
2 orang 38 40 95% 
3 orang 55 60 91,67% 
4 orang 79 80 98,57% 
5 orang 92 100 92% 
 
Tabel 4. Deteksi Bibir Pada Data Testing 
Kelompok 
Jumlah Bibir 
Terdeteksi 
Jumlah Bibir 
Seharusnya 
Hasil 
2 orang 28 30 93% 
3 orang 43 45 95% 
4 orang 60 60 100% 
5 orang 66 75 88% 
 
 
Dimana setiap kelompok dari data training dan data testing yang dideteksi memiliki hasil 
yang cukup baik dari hasil perhitungan detection rate tersebut. Pada data training dari hasil 
perhitungan detection rate hasil tertinggi yaitu dikelompok yang berjumlah 4 sebesar 98,57%, 
dan yang terendah adalah kelompok 3 dengan hasil 91,67%. Untuk data testing hasil perhitungan 
tertinggi yaitu 100% pada kelompok yang berjumlah 4 orang dan nilai terendah yaitu kelompok 
yang berjumlah 5 orang dengan hasil 88%. Pada (Gambar 8) merupakan contoh citra ketika 
dilakukan deteksi senyum jika seorang tersenyum maka diberikan kotak berwarna hijau dan jika 
tidak tersenyum diberikan kotak berwarna merah. 
 
 
 Gambar 8. Contoh Deteksi Senyum  
 
Pada Tabel 5 Perhitungan testing perkelompok dengan menghitung precision, recall dan accuracy 
dari masing – masing  kelompok untuk mengetahui hasil dari deteksi senyum  dan bukan senyum 
dari masing – masing kelompok. 
 
 
Tabel 5. Pengujian Perkelompok 
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Kelompok Precision Recall Accuracy 
1. 66,67% 100% 83,33% 
2. 75% 100% 83,33% 
3. 100% 100% 100% 
4. 100% 100% 100% 
5. 100% 100% 100% 
6. 100% 100% 100% 
7. 75% 75% 77,78% 
8. 100% 75% 88,89% 
9. 100% 50% 77,78% 
10. 100% 80% 88,89% 
11. 100% 100% 100% 
12. 100% 87,5% 91,67% 
13. 100% 100% 100% 
14. 100% 100% 100% 
15. 100% 100% 100% 
16. 88,89% 72,72% 73,33 
17. 75% 60% 70% 
18. 75% 75% 73,33% 
19. 100% 75% 86,67% 
20. 88,89% 100% 93,33% 
 
Dari 20 kelompok citra yang dilakukan pada tahap testing terdapat 60 citra dan terdapat 210  
bibir 197 bibir dikenali dan 13 bibir tidak dikenali. 
 
4. KESIMPULAN 
 
Berdasarkan hasil pengujian dapat disimpulkan dari penelitian ini bahwa : 
Hasil performa metode HOG dan SVM (Support Vector Machine) untuk multiple smile detection 
ini mampu mengenali bibir untuk 2 orang yaitu 95%, dan 3 orang 96,67%, 4 orang 100% dan 5 
orang yaitu 91%. Dan mampu mengenali senyum dengan Precision sebesar 92,9%, untuk nilai 
Recall 82,8% dan Acuracynya sebebesar 87,2%. 
 
5. SARAN 
 
Berdasarkan kesimpulan tersebut, untuk menghasilkan akurasi yang lebih baik, berikut 
saran yang nantinya dapat bermanfaat untuk penelitian selanjutnya. 
1. Sebaiknya menggunakan deteksi bibir menggunakan algoritma lain guna meningkatkan 
tingkat akurasi. 
2. Melakukan pengambilan jarak foto yang lebih dekat agar tingkat keakuratan mendeteksi 
senyum itu lebih tepat dan mengurangi noise-noise pada saat dilakukan proses ekstraksi HOG 
dan klasifikasi SVM 
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