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Al~tract--In this article we discuss the successive approximation method for a system of random Volterra 
integral equations. An example is presented to implement the theory. The Kolmogorov-Smirnov test is 
used to fit a distribution of the solutions. 
1. INTRODUCTION 
The study of random Volterra integral equations and their applications play an important role in 
the area of probabilistic analysis. One of the main reasons is that integral equations are suitable 
for numerical treatment. For a recent survey of approximate solution of random integral equations 
we refer to Bharucha-Reid and Christensen [1]. For the numerical treatment of random integral 
equations refer to [2-8]. For a detailed survey of analytical and numerical methods of Volterra 
integral equations for the deterministic case, we refer to [9] and [10]. 
Among other methods, the method of successive approximation, stochastic approximation 
methods, Newton's method, etc., are used to obtain the numerical solution of random integral 
equations. Most of these methods are linear or one-dimensional equations. In this article we 
consider a system of random Volterra integral equations. By an application of successive 
approximation method, we obtain the numerical solution of a system of random Volterra integral 
equations. 
We organize our article as follows. In Section 2 we list a few lemmas. In Section 3 we discretize 
the problem. Section 4 deals with the convergence of the discretization. In Section 5 we present 
an example to illustrate our theory. For the example we have taken a system of two Volterra 
integral equations. We estimate the mean and variance of the solutions, and by an application of 
Kolmogorov-Smirnov test we have made an attempt to find a fit of the distribution of the solution. 
The method presented can be easily applied to discuss other statistical parameters of solutions of 
random Volterra integral equations. 
The second part of this paper will contain Newton's method for a system of random Volterra 
integral equations. 
2. LEMMAS 
In this section we state our assumptions and lemmas. We adopt the one-dimensional analysis 
of Tsokes and Padgett [8] to several dimensions. Let (t), ~,, P) be a complete probability space. 
Let 
Ch= Ch[R+,L2(~,~ r, P)], R+ = {t e RIt />0}, 
be the set of all continuous functions from R+ into L2 (f~, ~r, p) such that for z ~ Ch, 
II z II ch = sup {lie(t,')II L2(f~,de)/h(t)}, 
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where h is a continuous function from R+ into R and h(t )> 0 for every t. By 
cc = G[R+,  L2(~, :,, P)], 
we denote the set of all continuous functions from R+ into L2(f2, ~, P) such that for z ~ C,., 
[I z [l~ = sup 1[ z(t, ")[[L2(fl. dp). 
t>~0 
If (x, y) e C x C, then 
II(x,y)[Ic×c = IIx IIc+ Ily IIc 
and if (x, y )~ Ch, x Ch2, then 
II (x, y)Ilch, x ch 2 = II x Ilch, + Ily I1%. 
In the following discussion, we consider a system of random Volterra integral equations of the form 
xl (t, co) = hi (t, co) + .tltkl (r, z )fl (z, xl (z, co), x:(z, co)) dr, 
x2(t, co) = h2(t, co) + Stok2(t, z)f2(z, xl (z, co), x2(z, co)) dr. (1) 
Now we state our assumptions. Let us assume that there exists continuous functions Fi: R+ --*R+, 
i = 1,2, 3 and gi: R+~R+,  i = 1,2 such that 
f c dr Iki(t,z)lg,(z) <.G(t)lt'-tl, (A1) 
(A2) 
(A3) 
(A4) 
(A5) 
(A6) 
(A7) 
(A8) 
by 
i=  1,2. 
j=  1,2. 
provided 
Now we define 
and (ii) 
(21 + 22) (LI + L2) < 1, 
suplTi+ 1 - Til ~< r0. 
i 
T: C x C--*G, x G2 
Tx(t, co) = fok(t ,  1:)x(z, co) dr, (2) 
Ik/(t, "c) - kj(t, z')l ~ F2(t)[z - z'l, 
[kj(t ,z)--kj(t ' ,z)[  <~G(t)lt -t ' l ,  j = 1,2. 
There exists A i> 0 such that 
Ifj(t,v,,v2)--f/(t',v~,v2)[ <~A vx/-~ +v221t-t ' l ,  j=  l,2. 
There exists 21, 22/> 0 such that 
Ifj(t, xt, x2) - f j ( t ,  y,, Y2)I ~< 2jg/(t)(lx~ - y, I + Ix2 - Y2I), J = 1, 2. 
There exists scalars A~, A: I> 0 such that 
fo sup [kj(t,~)tg/(z)dz <~Aj, j=  1,2. 
(21 -Jr- )~2)(Al -Jr- A2) < 1. 
For any point 0 < ~0 < Zl < T2 < "'" there exists a number o > 0 and numbers L~ > 0, L2 > 0 
such that (i) 
k 
Ikj(zk, zi)lgj(~,)(T,- zi-l) <~ Lj, j = 1, 2, 
i=1  
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where 
, {x,(t,  to)~ 
x(t'to)=~x2(t, o))' 
k ( t ,Q : (k l (~z)  0 ) 
ks(t, ~) " 
Let 
( f l  [t, x, (t, to), 
F [t, x(t, to)] = \f2[t, x~(t, co), 
Now we state a few lemmas without proof. 
Lemma 2. I 
x2 (t, to)] "~ 
x2(t, to)],]" 
Let T be as in equation (2) and A,, A2 be as in (A6). Then we have 
II Tx [Ic×c <<. (a, + Z2)llx IIc,,× c~2. 
Lemma 2.2 
Define ~: C x C--*Cg, x Cg 2 by ~(x) (t, to)=F[t,x(t, to)] where x(t, to) 
F[t, x(t, to)] is as in (5). Then 
11 ~(x)  - ~(y) t l c~,  x c~ ~ (2, + 22)II x - y IIc × c. 
Lemma 2.3 
Let U: C x C~C x C be defined by 
U(x)(t, to) = H(t, w) + TF[t, x(t, to)], 
where T is as in (2) and 
then 
. [h , ( t ,  
H(t'to)=~h2(t, : l  ) '  
(3) 
(4) 
(5) 
is as in (3) and 
11U(x)(t, to)II c× c <<- l[ H(t, to)[[c× c + (2, + 22) (A, + A2)IIx IIc× c + (A, + AO II F(t, 0)IIc~, × c~=. 
Lemma 2.4 
Assume (A7) and 
II H(t, to)IIc × c + (A, + A2)II F(t, O)[Iq, × q2 ~< p[] - (2, + 22) (A, + A2)]. 
Then U: C x C~C x C maps Bp(0) into B.(0), where B.(0) is a ball of radius p centered at 0. 
Further U is a contraction with contraction coefficient (2, + 22) (A1 + A2). 
Corollary 2.1 
Assume that the assumptions in Lemma 2.4 hold. Then (1) has a unique solution. 
Proof of Corollary 2.4 follows by an application of Banach fixed point theorem. 
Remark 2.1 
By successive approximation we can determine the unique fixed point of U. We start the 
successive approximation with x°= H(t, to). 
Remark 2.2 
All our lemmas and corollary of this section can easily be shown to hold for a system of N >t 2 
random Volterra integral equations. 
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3. METHOD OF D ISCRET IZAT ION 
In this section we discuss the discretization of  equation (1). Let 0 = z0 < rl < "'" < % < "" such 
that Z~+l -z~=r<r0 ,  i=0 ,1 ,2 , . . .  Let 
~.(to) = H(z., to) + ~ K(%, zi)F[%, x(% to)](zi - %_ ,). (6) 
i=l 
Let 
6.(to) = (Ux)  (~., to) - i .(to). 
With p as in Lemma 2.4, we notice that there exists a constant C(n,p) such that 
,, 6. HL2¢n,e) <<. C(n, p )[r + o<.~<..max [1H(vi, to ) -H(z~_ , ,o~) , [c×c]  
We assume that H(t, to)~ C × C and Lipschitz, that is, 
II H(t, o9) - H(t', to)IIc× c ~ C~ It - t ' l ,  
where C~ is some arbitrary constant. Then from (8) we obtain 
II 6.  II L2(fl, P) ~ C(n ,  p )r. 
(7) 
(8) 
(9) 
(lO) 
4. CONVERGENCE OF D ISCRET IZAT ION 
In this section we discuss the convergence of  the discretization procedure in Section 3. First we 
rewrite (7) as follows: 
(Ux)(~., to) = ~.(to) + 6.(to). (11) 
We replace (Ux)(T.,to) by (Ux). and H(z . , to )  by H.(to). Let w.,i=(~i-zt_t)K(x.,~i),  
£0(to) = xO(to) = H.(to). In (11) we replace 6.(to) by 6~(to) and x by x: and define x.'"+ l (o~) and 
xm+, (to) as follows: n 
.~. + ' (o~ ) = r($ m) = H.(~o ) + ~" Wn, ir['~i, )~n(to)], (12) 
i= l  
x'~+l(to) = U(xm). = H.(to) + ~ W.,iF[%, xT(to)] + 6.~(to). (13) 
i=1  
Note 
.g~.(~o) = F(.~1.) = H.(co) + ~ W..~F[%, .~'i((~o)] 
i=l 
= H.(to) + ~ W.,,F[T,, U(x°), + 6°1 
i=1  
where 
= H.(to) + ~ W.,,F[z,, U(x°),] + 6. ~ - 6~. + ~ W.,i{F[T,, U(x°),+ 6°1 - F[z,, U(x°),]} 
2 I 1 = U(x~) . -O~.+O~.=x. -6 .+O. ,  
where 
i=1  
Using (4) and (A8) 
1 [I o. IlL2(n,p) ~< ()qLj + 22L2)ar , 
a = max t~(i, p). 
l<~i<~n 
n 
I - ~ IV. ~F[~,, U(x°)i + 6 °] - F[z,, U(x°);l . On -  
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Similarly, 
where 
23.(o.~) = H.(a~) + L W.., F[Ti. 2~(a~)] 
i=1 
= H.(o~) + L W..,F(T,. x~ - 6~ + 0~) 
i=1 
= x . ' -  a~. + o=., 
n 
O,2= y 2 , , W,.,[F(%, x, - 3, + 0,) - F(%, x~)l. 
i=l 
Using (13) and (10), we have [A8 (i)] 
[I 02 II L2(n,e) ~< [3`1LI + 3`2L2 + (3`t L1 + 3`2L2)2] O'r. 
In general 
m-I  27(~) = x . " (o~)  - am- '  - O.  , 
2iLl + 3`2L2 
II 0~-  1 II L2(o, e) ~< 1 - (3`~ L I + 3` 2 L2) trr, 
from [A8(ii)] we notice that (21L~ + 2zLz)< 1. 
Let x(t, co) be the solution of (1). We notice that 
II xm(  t, 0)) -- x( t, co)[[c × c ~< (3`1 + 22)m(al "1- A2)m2p • 
Therefore 
oo 
[I xm(t, co) - x(t, 09)II ~< 2p/[1 - (3,, x ).2) (A, + A2)]. 
m=0 
From (18), we conclude, by a theorem due to Loeve [11] that 
xm(t,Og)-ox(t,09) a.s. Vt 
and therefore 
m...~ x,  x, a.s. 
We can verify that 
II 6 ~ +. - a ~ II L2ro.,) -< [;q (Z~ + L~) + 3,2 (A 2 + L 2)](3,1 "If- 3,2)P (A, + A2) p 2p. 
Thus, {6~}m is Cauchy. Let 3" be the limit. Then 
116~- a* IIL2~n.~) .< 2,(A,+L,) (3 ,`+3`2)m(AtWA2)m2p. 
i=  
Using [11] we obtain 
m * an- -* f i  , a .s .  as  m~oo.  
by 
Now we define a map 
T: [L2(fl, P)]L-}(L:(fl, P)]" 
1 
r(2, ..... &)  = < H, + ~ W,,,F(,,, ,,) .... 
i=I 
J 
. . .n j+  y~ W, ,F ( , , .2 , )  . . . .  
i=l 
.., H~ + L w,.~F(%, 2,) >. 
i= l  
(14) 
(]5) 
(16)  
(17) 
(18)  
(19) 
(20) 
(21) 
(22) 
(23) 
(24) 
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By an application of (A5) and [A8(i)], we obtain 
It%%,.. .,%)-Z-(3,,.. .,_?“)I1 ~((n,~,+~,~,)Il(~,,...,~S,)-(~,,...,~~)Il, 
where 
w E [L2(Q P)Y, 
W=(W,,..., W”), II w II = II K II + * * . + II W” II . 
We note that 
(25) 
II W, , . . . , -4 II S 
li( 
HI + i WI, i[F(rip Xi) - F(zi9 O)], * . . 1 Hn + i W.,i[J’(tiv Xi) - F(Ti, 011 
i=l i=l 
+ R.[$, lF(riJM]~ (26) 
where R, is a constant depending on W,, ;, . . . , Wn.1. Now choose p” SO that 
i$, II Hi II Lz(il) + R.[~,IF(~i,O)I]Qtl-(~,~,+iL,)I~. 
Then, we note that T in (26) maps B,(0)c[L2(Q)]” into itself. Therefore from (25) and by an 
application of Banach fixed point theorem we conclude that T has a fixed point. Further, we can 
verify that the fixed point can be obtained by successive approximation. We have 
II T($‘+p,. . . , Z:+p) - T(?;t, . . . ,a;) 1) < @,L, + ;1,L,)pII (Zy, . . . ,a;) - (f;, . . . ,Z;) 11. 
Suppose (Z:, . . . , 2;) -9 (2: , . . . , .f,*) in [L’(n)]“. By an application of [I l] we get 
(ZT, . . . ,+q)+(f?:, . . .) 2:) a.s. as m-+co. 
Now from (15), (20) and (23) we conclude that 
t7;+0: a.s. 
and from (16) we get 
II c II L2zc~,P)~(~,~, +h2L2) or/P --C&L, +A2L2)1. 
Note that in (28) the right hand side goes to zero as r-+0. 
(27) 
(28) 
5. EXAMPLES AND DISCUSSION 
In this section we present an example to illustrate the application of the above successive 
approximation method to a system of random Volterra integral equations. Here we consider a 
system of two equations. 
Example 5. I 
s 
x 
F(x,o)=a(x,o)+ k,(x,&~) [F2 (t,o)+W,o)Idt, 
0 
s 
X 
G(x, o) = b(x, w) + k,(x, 6 w> PYt, o)G(t, ON dt, 
0 
(29) 
where 
a(x,o)=x-g+R,(o), 
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b(x ,  co) = x 2 -- ~-~ + R2(o9 ), 
k, (x, t, co) = ~(x - t) 2, 
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k2(x, t, co) = xt. 
We notice that the solution of the smooth equation that is, when the randomness is dropped, is 
(x, x2). By discretization, (29) can be written as 
n--I 
Fk + l (Z., CO) = aQ:., co) + ~ kk (z., zi, Co )[Fk(zi, CO) + Gk(zi, Og)](Ti+ I - -  Zi), 
i=0 
n - I  
Gk+l (z . ,og)=b(z . ,og)+ ~. kk(z . ,  Zi, Og)Fk(Ti, Og)Gk(zi, Og)(Zi, Og)(Z~+I -- Zi), k =0,  1 ,2  . . . .  (30)  
i=0 
Equation (29) is simulated until I Fk+l(t, CO) -- Fk(t, CO)I < ~ and I Gk+~(t, o9) -- G k (t, o9)1 < E. Here 
we have taken c to be 0.005. For our simulation we consider the following cases: 
(a): R, (co), R2(o9) e N(0, 0.012); 
(b): Rl(og), R2(o9) ~ N(0, 0.022). 
Here N(m, a 2) denotes the normal distribution with mean m and standard deviation a. That is, 
in (a), a(x, co) e N(x - x5/90, 0.012) and b(x, co) ~ N(x 2 - x6/10, 0.012). We have presented some 
of the simulated values in Tables 1-4. These results are based on a sample size of 185 and 1065. 
The frequency distribution of F(x, co) and G(x, co) at x = 0.1, 0.5, 1.0 are presented in Figs 1-6. 
Table 1. Sample size 185, Rl(to), R2(to)~ N(0,0.012) 
x ElF(x, co)] V[F(x, o9) l FIG(x, to)l V[G(x, to)l 
0.1 0.101281 0.000093 0.009386 0.000108 
0.2 0.201830 0.000094 0.039549 0.000108 
0.3 0.302394 0.000096 0.089823 0.000109 
0.4 0.402978 0.000098 0.160210 0.000110 
0.5 0.503586 0.000102 0.250715 0.000112 
0.6 0.604222 0.000106 0.361323 0.000117 
0.7 0.704956 0.000111 0.492198 0.000124 
0.8 0.805697 0.000118 0.643211 0.000136 
0.9 0.906493 0.000125 0.814437 0.000154 
1.0 1.007349 0.000134 1.005822 0.000182 
Table 2. Sample size 185, R I (to), R2(to ) E N(0, 0.022) 
x ElF(x, to)] V[F(x, to)] FIG(x, to)] VIG(x, to)] 
0.1 0.102016 0.000372 0.008717 0.000432 
0.2 0.202568 0.000373 0.038880 0.000432 
0.3 0.303128 0.000375 0.089153 0.000434 
0.4 0.403711 0.000379 0.159540 0.000437 
0.5 0.504319 0.000384 0.250042 0.000443 
0.6 0.604954 0.000391 0.360649 0.000455 
0.7 0.705698 0.000401 0.491519 0.000475 
0.8 0.806444 0.000413 0.642529 0.000508 
0.9 0.907246 0.000428 0.813752 0.000559 
1.0 1.008109 0.000447 1.005138 0.000639 
Table 3. Sample size 1065, Rl(to), R2(to)~ N(0, 0.012) 
x ElF(x, to)] V[F(x, o~)] E[G(x, to)] V[G(x, to)] 
O. 1 O. I O0118 0.000098 0.010285 0.000095 
0.2 0.200221 0.000098 0.040314 0.000095 
0.3 0.300338 0.000099 0.090364 0.000095 
0.4 0.400476 0.000099 O. 160439 0.000096 
0.5 0.500640 0.000100 0.250543 0.000097 
0.6 0.600830 O.O00101 0.360663 0.000099 
0.7 0.701113 0.000103 0.490963 0.000103 
0.8 0.801409 0.000105 0.641315 0.0001 I0 
0.9 0.901759 0.000108 0.811794 0.000120 
1.0 1.002168 0.000112 1.002345 0.000137 
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Table 4. Sample size 1065, R)(co), R2(O))E N(0, 0.022) 
x ElF(x, co)] viE(x, co)] E[G(x, o~)l rIG(x, co)] 
O. 1 O. 100141 0.000393 0.010561 0.000380 
0.2 0.200247 0.000393 0.040590 0.00038 I 
0.3 0.300365 0.000394 0.090640 0.00038 l 
0.4 0.400506 0.000396 O. 160716 0.000384 
0.5 0.500674 0.000399 0.250822 0.000388 
0.6 0.600869 0.000404 0.360947 0.000397 
0.7 0.701166 0.000410 0.491252 0.000413 
0.8 0.801472 0.000419 0.641615 0.000439 
0.9 0.901832 0.000430 0.812110 0.000480 
1.0 1.002253 0.000445 1.002688 0,000546 
Table 5. Sample size determination 
d I -q  =0.05 1 -q  =0.01 
0.05 740 1063 
O.lO 185 266 
20 
= 10 
o" 
LL 
00.05 
Frequency distribution 
/--t  
0.10  
F(x, w) 
Fig. I 
I 
O.q5 
20 
e-  
P 
$5 
Frequency distribution 
0.50 
F(x, to) 
Fig. 2 
I 
0,55  
30 
~" 2o 
== 
o" == 
LL 10 
0 I 
0 ,95  
Frequency distribution 
1.00  
F (x, w) 
Fig. 3 
I 
1.O5 
20-  
= 1C-  
o" 
b- 
0 k05 
Frequency distribution 
0 
G Ix, ~) 
Fig. 4 
0.05 
201 
r -  
lO 
P 
U_ 
Frequency distribution 
0.25 
G (X, w) 
Fig. 5 
I 
0.30 
20-  
G) 
:3 1C- -  
o" 
U.  
OC p.95 
Frequency distribution 
1.00 
G (x, to) 
Fig. 6 
I 
1.05 
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Table 6. Kolmogorov-Smimov test D-value, 
sample size 185; Rl(co), R2(co)¢N(0,0.022) 
D D 
x for F(x, co) for G(x, co) 
O. I 0.03012 0.04903 
0.2 0.03130 0.04893 
0.3 0.03482 0.04902 
0.4 0.03430 0.04944 
0.5 0,03385 0.04797 
0.6 0.03190 0.04442 
0.7 0.03087 0.04252 
0.8 0.02956 0.04018 
0.9 0.03997 0.04118 
1.0 0.02517 0.04720 
By an application of Kolmogorov-Smirnov test we have made an attempt o find a fit of the 
distribution of F(x, co) and G(x, co). 
The steps involved in Kolmogorov-Smirnov test are as follows. Let Xl, x2 . . . . .  Xn be a sample 
whose empirical distribution has to be determined. We construct a histogram of the data and look 
for a probability density function whose graph resembles the histogram constructed. Then the test 
statistics D is calculated by the rule 
D = max {max [S(xi) - F(xi), F(x,) - S(x,_ i)]}, 
I <~i<~n 
where F(x) is the cumulative distribution of the data and S(x)  is the sample distribution function. 
D measures how much F(xi) deviates from S(xi). Lesser the value of D, we claim that the fit is 
better. The obtained value of D can be compared with the table values and the null hypothesis 
H0: the cumulative distribution function of the observed random variable is F(x). This F0 is to be 
tested at a desired level of significance, say q. If D is less than the table value, we do not reject 
the null hypothesis and this ensures that F(x) is a better fit. 
If d is the minimum D to be allowed and (1 - q) is the probability (significance) selected then 
the sample size n such that P(D < d) = 1 - q is given by n = (g0/d) 2 where K0 is the table value 
corresponding to right tail probability of q with a two-sided test. Table 5 gives some values of 
sample size for a given significance. 
For example (b) when n = 185 the D-values tested for normal distribution are listed in Table 6. 
These D values show that F(x, co), G(x, co) follow the normal distribution. If the data fit more than 
one distribution, we have to take the one with the minimum distance D. For a detailed iscussion 
and examples of the Kolmogorov-Smirnov test we refer to Refs [12-14]. 
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