We consider an n-dimensional version of the functional equations of Aczél and Chung in the spaces of generalized functions such as the Schwartz distributions and Gelfand generalized functions. As a result, we prove that the solutions of the distributional version of the equation coincide with those of classical functional equation.
Introduction
In 1 , Aczél and Chung introduced the following functional equation: where r k ∈ C and p k 's are polynomials for all k 1, 2, . . . , q.
Advances in Difference Equations
In this paper, we introduce the following n-dimensional version of the functional equation 1.1 in generalized functions:
where u j , v k , w k ∈ D R n resp., S In 2 , Baker previously treated 1.3 . By making use of differentiation of distributions which is one of the most powerful advantages of the Schwartz theory, and reducing 1.3 to a system of differential equations, he showed that, for the dimension n 1, the solutions of 1.3 are exponential polynomials. We refer the reader to 2-6 for more results using this method of reducing given functional equations to differential equations.
In this paper, by employing tensor products of regularizing functions as in 7, 8 , we consider the regularity of the solutions of 1.3 and prove in an elementary way that 1.3 can be reduced to the classical equation 1.1 of smooth functions. This method can be applied to prove the Hyers-Ulam stability problem for functional equation in Schwartz distribution 7, 8 . In the last section, we consider the Hyers-Ulam stability of some related functional equations. For some elegant results on the classical Hyers-Ulam stability of functional equations, we refer the reader to 6, 9-21 .
Generalized functions
In this section, we briefly introduce the spaces of generalized functions such as the Schwartz distributions, Fourier hyperfunctions, and Gelfand generalized functions. Here we use the following notations: |x| x for some a, b > 0. It is well known that the following topological inclusions hold:
We briefly introduce some basic operations on the spaces of the generalized functions.
Then the multiplication fu is defined by fu, ϕ u, fϕ .
2.6
Definition 2.4. Let u j ∈ D R n j , j 1, 2. Then, the tensor product u 1 ⊗u 2 of u 1 and u 2 is defined by
The tensor product
Definition 2.5. Let u j ∈ D R n j , j 1, 2, and let f : R n 1 → R n 2 be a smooth function such that for each x ∈ R n 1 the derivative f x is surjective. Then there exists a unique continuous linear map f
when u is a continuous function. One calls f * u the pullback of u by f and simply is denoted by u • f.
The differentiations, pullbacks, and tensor products of Fourier hyperfunctions and Gelfand generalized functions are defined in the same way as distributions. For more details of tensor product and pullback of generalized functions, we refer the reader to 9, 22 .
Advances in Difference Equations

Main result
We employ a function ψ ∈ C ∞ R n such that
3.1
Let u ∈ D R n and ψ t x : t −n ψ x/t , t > 0. Then, for each t > 0, u * ψ t x : u y , ψ t x − y is well defined. We call u * ψ t x a regularizing function of the distribution u, since u * ψ t x is a smooth function of x satisfying u * ψ t x → u as t → 0 in the sense of distributions, that is, for every 
Proof. By convolving the tensor product ψ t x ψ s y in each side of 1.3 , we have, for j 1, . . . , l,
where 
Since lim t → 0 F x, y, t, s is a smooth function of x for each y ∈ R n , s > 0, it follows from 3.11 that
is a smooth function of x for each y ∈ R n , s > 0. Also, since {H 1 , . . . , H m } is linearly independent, it follows from 3.12 that 
3.17
By continuing this process, we obtain the following equations: 
3.28
It is obvious that f i is a smooth function. Also it follows from 3.27 that each u i * ψ t x , i 1, . . . , l, converges locally and uniformly to the function f i x as t → 0 , which implies that the equality 3.28 holds in the sense of distributions. Finally, letting s → 0 and t → 0 in 3.5 we see that f j , g k , h k , j 1, . . . , l, k 1, . . . , m are smooth solutions of 1.1 . This completes the proof.
Combined with the result of Aczél and Chung 1 , we have the following corollary as a consequence of the above result. 
Applying the proof of Theorem 3.1, we get the result for the space of Gelfand generalized functions.
Hyers-Ulam stability of related functional equations
The In this section, as well-known examples of 1.1 , we introduce the following trigonometric differences:
where f, g : R n → C. In 1990, Székelyhidi 23 has developed his idea of using invariant subspaces of functions defined on a group or semigroup in connection with stability questions for the sine and cosine functional equations. As the results, he proved that if T j f, g , j 1, 2, 3, 4, is a bounded function on R 2n , then either there exist λ, μ ∈ C, not both zero, such that λf − μg is a bounded function on R n , or else T j f, g 0, j 1, 2, 3, 4, respectively. For some other elegant Hyers-Ulam stability theorems, we refer the reader to 6, 9-21 . By generalizing the differences 4.1 , we consider the differences
and investigate the behavior of u, v ∈ S 1/2 1/2 R n satisfying the inequality G j u, v ≤ M for each j 1, 2, 3, 4, where A x, y x y, S x, y x − y, x, y ∈ R n , • denotes the pullback, ⊗ denotes the tensor product of generalized functions as in Theorem 3.1, and
As a result, we obtain the following theorems. 
where a ∈ R n , b, c ∈ C n , λ ∈ C, and B is a bounded measurable function. 
For the proof of the theorems, we employ the n-dimensional heat kernel
Advances in Difference Equations
In view of 2.3 , it is easy to see that for each t > 0, E t belongs to the Gelfand-Shilov space S 1/2 1/2 R n . Thus the convolution u * E t x : u y , E t x − y is well defined and is a smooth solution of the heat equation ∂/∂ t − Δ U 0 in { x, t : x ∈ R n , t > 0} and u * E t x → u as t → 0 in the sense of generalized functions for all u ∈ S 1/2 1/2 . Similarly as in the proof of Theorem 3.1, convolving the tensor product E t x E s y of heat kernels and using the semigroup property 
