Estimation of TFP and returns to scale hinges on the first-stage correct indentification of the underlying production functions. We argue that production function estimation is significantly affected by measurement errors. In particular, we show that measurement error in capital sizeably impacts its coefficient estimate. Using a large panel of Czech manufacturing firms in 2003-2007, we estimate firm-level production functions using the Levinsohn and Petrin (2003) and Wooldridge (2009) approaches, correcting for the measurement error in capital. As our labor and material inputs are measured in physical rather than financial units, we are able to pin down the effect of various measurement issues of capital, including deflator choice. Our results suggest that t he capital coefficient estimate approximately d oubles (depending on the particular industry) when we c ontrol for capital measurement error. Consequently, while the majority of industries exhibit constant or (in)significantly decreasing returns to scale when the standard methods are used, increasing returns cannot be rejected in some industries when the estimation is corrected for capital measurement error. JEL Codes: C23, C33, D24, C18, O47.
Introduction
Relating aggregate output to productivity (TFP) and production factors is the basis for understanding the sources of economic growth, while estimates of returns to scale across industries have important policy implications. 1 Estimation of TFP and returns to scale hinges on the first-stage correct indentification of the underlying production functions. At the microeconomic level, however, estimating firm-level production functions is a non-trivial exercise owing to simultaneity b ias caused by the relationship b etween unobserved productivity shocks and inputs used in production.
A number of methods have been developed to address the simultaneity bias in production function estimation. While Blundell and Bond (2000) use method of moments techniques, other approaches rely on finding proxy variables for productivity shocks, which are used to invert out productivity from the regression residual in a two-step estimation (Olley and Pakes, 1996; Levinsohn and Petrin, 2003) . W ooldridge (2009) proposes a one-step estimation implemented in a generalized method of moments framework.
Another problem in production function estimation is posed by measurement issues. While labor as a measure of production input is available in datasets used in the estimation of production functions, the true stock of capital is difficult to measure. 2 Capital is often recorded in acquisition (book-keeping historical) values that reflect neither the amount of capital used in current production nor its market valuation and capacity utilization. Levinsohn and Petrin (2003) as well as many other researchers use a kind of perpetual investment method where the capital is derived from book-keeping values and depreciation. 3 Another 1 Returns to scale estimates vary considerably in the literature. In the United States, Basu and Fernald (1997) find constant or slightly decreasing returns to scale in a typical two-digit industry. Altug and Filiztekin (2002) find the existence of increasing returns in durable goods manufacturing industries. Increasing returns to scale in U.S. manufacturing industries are also found in Diewert and Fox (2008) . They argue that the U.S. economic growth was driven by increasing returns to scale rather than technological progress in 1950-2000. 2 Market valuation of capital is available only for publicly traded firms which can severely limit the sample and could be a source of sample bias. In addition, the implied value of capital is not a fixed number but an estimate with a standard error. Values of firms' capital are not constant over time but often quite volatile as the price of the firm changes. These problems are well documented for optimal investment decisions as the optimal investment strategy is often derived based on the equivalence of Tobin's marginal q and average q (e.g., Hayashi, 1982) which implies the use of yet additional assumptions, especially on the linear homogeneity of the production function. We therefore have to assume that the capital suffers from a measurement error irrespective of the capital recording or estimation method. 3 The main problem in this approach is that the depreciation rate and the initial stock of capital are unknown; see Mauleón (2002, 2005) for suggestions on how to estimate the stock of capital. Furthermore, Hájková (2008) shows that capital services better account for productive capital input in production than the 3 approach uses real capital as the stock of fixed assets deflated by the average deflator within industries (see, for example, Geršl, Rubene, and Zumer, 2007) . 4 However, all these studies treat capital, after these adjustments, as correctly measured and recorded. We argue that capital is measured with an error which should be, and needs to be, addressed in production function estimation similarly as it has been done in labor studies. 5 Gorodnichenko (2007, in his newer version of 2010) argues that standard inversion-based production function estimators (Olley and Pakes, 1996; Levinsohn and Petrin, 2003) yield inconsistent estimates because the large variation of input prices across firms does not allow for non-stochastic inversion of firm's input choice into firm's unobserved productivity. This type of measurement error due to the variation of input prices thus distorts estimates of productivity, leading to incorrect implications about relative productivity of firms as well as productivity differences across firms. He proposes a simple structural estimator that models the cost and revenue functions simultaneously and treats productivity and input price shocks symmetrically, and demonstrates its properties using Monte Carlo simulations. Using the same Chilean manufacturing data as in Levinsohn and Petrin (2003) , Gorodnichenko shows that compared to standard Levinsohn and Petrin estimates, his estimator yields a sizeably higher coefficient estimate of capital and, consequently, increasing returns to scale cannot be rejected.
The literature on the estimation of Czech individual firm-level production functions is scant and the estimations of prodution functions are not the main goal of the research provided but rather a tool in a different analysis. For example, Lizal, Singer, and Baghdasarian (2001) estimate the production functions of Czech industrial firms in the mid-1990s as a by-product of the investment and labor adjustment cost function. They find that Czech industrial firms exhibit decreasing returns to scale. 6 Using the Cobb Douglas production function specification, Hanousek, Kočenda and Mašika (2012) employ a panel version of a stochastic capital stock net of depreciation and that the net capital stock underestimates the contribution of capital input to production particularly in fast-growing Czech industries. 4 Ornaghi (2006) shows that the use of common (industry-wide) price deflators leads to misleading results in the estimation of production function parameters. 5 For example, Bollinger (2003) deals with measurement error in human capital and shows that correctly measured variables are also biased when proxy variables are used. Other studies control for bias caused by measurement errors in reported schooling in the estimation of returns to human capital (Ashenfelter and Zimmerman, 1997; Münich et al., 2005) . 6 Another use of an adjustment costs framework in investment is Lízal and Svejnar (2002 Individual production functions are also estimated in Geršl, Rubene, and Zumer (2007) , who investigate the inflows of foreign direct investment into Central and Eastern European countries, focusing on the analysis of productivity spillovers. Using firm-level data on manufacturing industries for the period 2000-2005, they estimate the total factor productivity of domestic firms using the Levinsohn and Petrin (2003) approach. Kátay and Wolf (2008) construct a proxy for capacity utilization, allowing them to estimate firm-level total factor productivity that is clean of cyclical capacity utilization, and use these estimates in the decomposition of value added growth in Hungarian manufacturing industries in [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] [2003] [2004] into the contributions of primary inputs and total factor productivity growth.
Each production f unction for an individual firm is an approximation of an underlying production function around the point of current operation. Industries use different technologies and the individual firm technologies may have a different shape than the aggregate overall industry production function.
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In this paper, we correct for measurement error in capital in the estimation of production functions. We do so by using appropriate instruments for capital in the method. We also modify t he Levinsohn and Petrin (2003) approach (LP hereafter) to estimating production functions in their TFP procedure, which is implemented in Stata (see Petrin, Poi, and Levinsohn, 2004) , correcting for the measurement error in capital. Using a 7 Returns to scale in individual manufacturing industries in Hungary and Bulgaria in 1995-2001 are estimated in Dobrinsky et al. (2008) and used in the estimation of mark-ups. In particular, constant returns are rejected for most manufacturing industries in Bulgaria in favor of decreasing returns and approximately for a half of industries in Hungary in favor of increasing returns. Dobrinsky et al. (2008) argue that the lower returns to scale in Bulgaria than in Hungary are consistent with the different transition paths of these two economies. They also find that small firms often operate with decreasing returns to scale. 8 For an illustration of this feature, we refer the reader to Earnhart and Lizal (2006) , and mainly Earnhart and Lizal (2011) , who examine the link between production and pollution emissions from the perspective of the shape of the relationship and find that certain industries exhibit the commonly assumed linear dependence of emissions on production while other industries show a more complex pattern. In particular, both the metals sector and the energy sector enjoy economies of scale of emissions vis-à-vis production at lower production levels, while facing diseconomies of s cale at higher production levels. In contrast, the chemicals sector encounters neither economies nor diseconomies of scale, with an apparent proportional relationship between emissions and production.
5 two-stage approach, we generate predicted values of capital in the first stage of the LP routine and use these predictions as the capital data input in the LP method together with the prediction error of the capital. We also modify the current LP non-parametric bootstrap used to obtain the standard errors of the coefficient estimates to account for the instrumental variable regression in the first stage. We demonstrate that measurement error correction significantly raises the coefficient estimates of capital, leading to a situation where increasing returns cannot be rejected in some manufacturing industries.
The paper is organized as follows. Section 2 describes the methodology, focusing on the LP and Wooldridge (2009) approaches and describing the correction in measurement error in capital. Section 3 describes the data, while in Section 4 we report the results. Section 5 concludes the paper.
Estimation Strategy
To illustrate the identification of production functions, let us consider a standard CobbDouglas production function (omitting firm subscripts)
where y t is the log of real value added (or revenue), k t is the log of quasi-fixed input (real capital), l t is the log of freely variable input (labor), 9 and ε t is an iid error term. The productivity shock ω t is unobservable to the econometrician but known to the firm, which decides on production and factor utilization. The unobserved productivity s hock ω t i s therefore correlated with factor inputs, so that estimating (1) with ordinary least squares without controlling for ω t yields biased parameter estimates.
The simultaneity problem can be solved using method of moments techniques (Blundell and Bond, 2000) , which involve differencing. While differencing removes the unobserved individual productivity shock, it also removes much of the variation in the explanatory variables. In addition, shows that the instruments are weakly correlated with the differenced explanatory variables, leading to bias in finite samples. Other literature therefore focuses on finding proxy variables for productivity shocks and then uses the 6 information in the proxies to invert out productivity from the residual. For example, Olley and Pakes (1996) use investment as a proxy for the unobserved productivity shock in a two-step estimation of production functions. On the other hand, Levinsohn and Petrin (2003) argue that many firms have zero-investment observations, leading to efficiency loss in the estimation using the Olley and Pakes approach, while non-convex adjustment costs may also affect the responsiveness of investment to the shocks. We also add that the firm may even wish to disinvest and such cases are not directly distinguishable from zero investment observations and one would need to employ an endogenous switching regression framework which would complicate the matters even more. As a solution, Levinsohn and Petrin still rely on a two-step approach, but use intermediate inputs such as materials or energy to invert out the unobserved productivity shock.
In the Levinsohn and Petrin approach, demand for the intermediate input is assumed to depend on the firm's capital k t and the productivity shock ω t :
Under mild assumptions about the firm's production technology, Levinsohn and Petrin demonstrate that the intermediate demand function (2) is monotonically increasing in ω t so that it can be inverted as
The final identification restriction assumes that ω t follows a first-order Markov process
where ξ t is an innovation to productivity that is uncorrelated with quasi-fixed capital k t , but not necessarily with labor l t .
Petrin, Poi, and Levinsohn (2004) 
where
In (6), a third-order polynomial approximation in k t and m t is substituted in place of Φ t and the parameter β l is estimated using ordinary least squares. This completes the first stage of the Levinsohn-Petrin routine.
In the second stage, the coefficient β k is identified. First, estimated values of Φ t are computed from (6) as
Then for a candidate value β k * it is possible to calculate (up to a constant) a prediction of ω t using .
is given by the predicted values from the regression
, the estimate of β k is defined as a solution to the minimization of the squared sample residuals
Finally, a bootstrap based on random sampling from observations is used to construct standard errors for the estimates of β l and β k .
Levinsohn and Petrin assume that given the quasi-fixed capital, the firm decides on labor and then, given the labor, determines the use of material input. On the other hand, Ackerberg et al. (2006) argue that decisions on labor l t and intermediate input m t are taken simultaneously, so that the approach of Levinsohn and Petrin suffers from collinearity problems. Given that (2) holds, labor may also be chosen as l t =h(k t ,ω t ). While h is a different function than f,
substituting (3) yields l t =h(k t ,g(k t ,m t ))=i(k t ,m t ).
Labor is thus a function of capital and material input, invalidating the identification of the labor coefficient in the first step. Instead of a two-step approach, proposes to estimate β l and β k in one step.
Given a production function (1) , assume that the error term ε t is uncorrelated with labor, capital, and material input as in (7), but also with all lags of these:
Another a ssumption in Wooldridge (2009) is to restrict the dynamics of unobserved productivity shocks as
where ω t-1 =g(k t-1 ,m t-1 ) is used. Now for productivity innovations a t we can write
where (16) Variable inputs l t and m t are thus correlated with productivity innovations a t , but capital k t and all past values of l t , m t , and k t are uncorrelated with a t ,. Substituting (15) and (14) into (1) yields
where u t =a t + ε t and . 0 ) , , ,..., , , , | (
To estimate β l and β k , we need to specify the functions g and j in (17). Similarly as Levinsohn and Petrin, we may consider low-degree polynomials in the function g of order up to three. In (15), we may assume that the productivity process is a random walk with drift, so that (15) becomes
Plugging (19) and
where u t =a t + ε t and (18) holds.
Equation (20) While value added, labor, and intermediate input are provided in the data for the identification of production functions, another problem is the measurement error in capital in equation (1), yielding biased production function estimates. In p articular, the capital coefficient is attenuated toward zero (see Levinsohn and Petrin, 2003 
where z 1t ,…, z Nt are determinants (instruments) of capital and γ 0 is a firm-specific fixed effect.
Equation (5) then becomes
When higher-order polynomials are used in place of g in (22), the first-step estimates in the Levinsohn and Petrin approach are not consistent. 12 However, this can be solved by using linear approximation of g, which we use in one set of our results.
11 This approach is used in Petrin and Levinsohn (2011) . In fact, proposes to estimate equations (5) and (17) in a generalized method of moments framework as a two-equation system with the same dependent variable and with different sets of instruments. He argues that two-step estimators like Levinsohn and Petrin (2003) are inefficient because contemporaneous correlation in the errors across the equations is ignored and because serial correlation and heteroskedasticity are not efficiently controlled for. 12 To see the point, consider g = d 1 
Finally, we derive the standard errors of the coefficient estimates using a non-parametric bootstrap. While the Levinsohn-Petrin routine samples with replacement from firms and derives estimates of the standard errors from the variation in the coefficient estimates across the bootstrapped samples, we sample the observations from a distribution that reflects the uncertainty in the capital value. In particular, the capital values for each firm are drawn with 100 replications from a distribution , In the Wooldridge (2009) approach, the correction for measurement error in capital is straightforward. In particular, we have to find appropriate instruments for capital k t in (20). In the estimation, we use the same instruments for capital as in our modified LP approach.
Data Description
We estimate firm-level production functions for 2-digit NACE level manufacturing industries Levinsohn and Petrin (2003) and is that all intermediate inputs are
-e t )= E(k t ) as we assumed that E(k,e)=0.
In such a case, the Levinsohn-Petrin approach thus may be used with t k  instead of k t in (5) . 13 The sampling is thus performed twice. First, the firm-specific variance of the predicted capital is obtained, and, second, standard LP sampling is done where capital is randomly drawn from the distribution reflecting the firm-specific variance of the predicted capital.
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reported in physical units so that there is no (even potential) problem with prices and deflating.
14 Our sample covers economically active firms with non-zero electricity consumption and nonzero employment in each year and without organizational changes such as mergers and acquisitions. In the dataset, we imputed missing values as averages of adjacent observations.
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The number of observations across industries and summary statistics are illustrated in Table 1 .
The real value added growth in manufacturing industries is displayed in Figure 1 . It is derived from the sample as the weighted sum of year-on-year growth in firms' real value added.
---<Table 1 about here>------<Figure 1 about here>---
Estimation Results
When using balance sheets or other data, one has two competing options for calculating value added. The accounting measure is the sum of the firm's sales, stocks, and new investments minus intermediate inputs and sales and services costs. A s t he balance sheets contain undefined values for some variables, there is a certain portion of missing values. As an alternative, the value added may be defined as an economic proxy utilizing the firm's profit, depreciation, and wage bill. As the results do not differ qualitatively, we further limit ourselves to the precise accounting measure of value added described above. T his is accompanied by 2-digit NACE deflators of value added obtained from the Czech Statistical Office.
The main contribution of our paper concerns the issue of capital measurement. Capital is defined as the sum of tangible and intangible assets at the beginning of the period, net of depreciation. In essence, as the capital is measured using historical book value, one has to account for measurement error. As the capital deflator we use the average inflation rate, or, 12 alternatively, the interest rate of new borrowing, which reflects the cost of capital, to verify whether the definition of the discount factor matters in the estimation. 16 As a freely available input factor for production, we use the number of hours worked. As a proxy for unobserved productivity shocks we use the consumption of electricity in physical units (MWh). Depreciation, the full-time equivalent of the average number of employees, and gas consumption in physical units are used as available instruments for capital. Thus, only the left-hand side variable (production or value added) and one explanatory variable (capital) are measured in monetary terms. Measurement error in the left-hand side variable is not a problem (see, e.g. Kmenta, 1997) In column 3 we show the production function estimates using the LP method as implemented in Stata. In general, except for two industries (rubber and plastic products -NACE 25; other manufacturing -NACE 36-37) we do not observe a significant difference between columns 2 and 3. The estimation using Wooldridge (2009) thus yields similar results to Levinsohn and Petrin (2003) , while the Wooldridge (2009) estimates are robust to the Ackerberg et al. (2006) critique. Without assuming the measurement error in capital, both methods thus yield quantitatively similar results.
---<Table 2 about here>--- 16 A significant amount of literature deals with the issue of using the right discount factor for capital; see, for example, Levinsohn and Petrin (2003) . 17 We also used the interest rate of new borrowing as an alternative capital deflator. The results are similar and are available from the authors on request.
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In column 4 of Table 2 , we use the LP method with correction for the measurement error in real capital. In particular, we estimate (21) using OLS and generate predicted values of capital that are then used as the capital data input to the LP method. The modified non-parametric bootstrap is employed to get corrected standard errors of the coefficients.
As in the Wooldridge (2009) approach (columns 1 and 2), we observe a major difference between columns 4 and 3 in Table 2 in all industries except for manufacture of wood ; the coefficient associated with real capital often more than double, while the changes in the labor coefficient estimates are minor. 18 Based on our results using the Wooldridge (2009) and Levinsohn and Petrin (2003) approaches we see that measurement error in capital is a substantial problem that affects production function estimates. Not accounting for the measurement error in capital yields an estimate biased toward zero.
As we have shown in Section 2, using predicted values of real capital in the first stage of the LP routine with a higher order polynomial yields inconsistent estimates. We therefore repeat the estimation in columns 3 and 4 in Table 2 , assuming linear approximation in place of the function g in equations (5) and (22). The results of this exercise are reported in columns 5 and 6 in Table 2 . The difference in the coefficient estimates between columns 3 and 5 and between columns 4 and 6 is small in most industries, suggesting that measurement error in capital affects the estimates more than specific assumptions approximating the unknown function g in equations (5) and (22).
Our finding of a higher coefficient estimate of capital after accounting for the measurement error in capital resembles the results in Gorodnichenko (2010) who replicated estimates of standard production function estimation procedures, including the Levinsohn and Petrin, using the same Chilean dataset as in Levinsohn and Petrin (2003) . His structural estimator accounts for measurement errors which may explain why he finds a significantly higher coefficient estimate of capital.
The correction for measurement error of capital affects returns to scale. Table 3 repeats the returns to scale estimates from columns 1-4 in Table 2 for manufacturing industries. While 14 most industries using the standard methods of and Levinsohn and Petrin (2003) exhibit constant or decreasing returns to scale (see columns 2 and 3 in Table 3 ), we cannot reject the presence of increasing returns in a number of industries when the estimation is corrected for measurement error in capital (columns 1 and 4). The difference in the results hinges on the correction of measurement error in capital, while the degree of the polynomial used in the estimation does not play a crucial role.
Conclusions
Based on our results we conclude that the measurement error of capital is a substantial problem that affects production function estimates. The estimated capital coefficient approximately doubles (depending on the particular industry) when we control for capital measurement error. The estimated standard errors of the coefficients naturally also increase when measurement error in capital is assumed, although the difference in the coefficients is so substantial that one can reject the identity of the coefficient with and without measurement error control. Consequently, while the majority of industries using standard Wooldridge (2009) and Levinsohn and Petrin (2003) e stimation exhibit constant or (in)significantly decreasing returns to scale, measurement error correction sometimes leads to a situation where even increasing returns to scale cannot be rejected.
To sum up, we conclude that an estimation that ignores possible measurement error in capital might suffer from significant underestimation of the effect of capital on value added formation and that the contribution of capital to value added growth in Czech manufacturing industries was probably higher in 2003-2007 than based on estimates without controlling for measurement error in capital. Note: Weighted sum of 100*log(y(t)/y(t-1)), where weights are based on nominal value added within industries in a given year. Log hours 0.675*** 0.553*** 0.587*** 0.586*** 0.609*** 0.607*** . (4) ; real capital is instrumented using depreciation, employment, and gas consumption.
Appendix

