



在问题的。针对传统空间模型检验方法的不足，本文以 Lee 和 Yu（2010）的研究为基
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Spatial Lag Model Test Robust to 
Unknown Distribution 
Zhang Jinfeng 
Abstract：It is problematic to using classical spatial model tests under the condition that 
the distribution of disturbance is unknown. In view of this fact, this paper constructs a spatial lag 
model test robust to unknown distribution, based on the theory of Lee and Yu (2010), by using 
optimal moment conditions proposed by Lee and Liu (2006). This test needs consistent estimator 
only and is easy to compute. Monte-carlo simulations show that the test we proposed has good 
sample property and has an advantage over Saavedra（2003）test.   












主要分为三类：第一类，采用普通 小二乘法（OLS）估计模型，并用相应的 OLS 估计量
及残差构造检验统计量，包括 Anselin（1988b）[2]和 Anselin 等人（1996）[3]。这类统计量
易于计算，在模型不存在参数误设或局部误设的情况下有效；第二类，采用极大似然法
（MLE）估计模型，构造 Rao 得分检验（RS 检验）统计量，包括 Anselin（1988a）[4]，Anselin
和 Florax（1995）[5]和 Anselin（2001）[6]。这类检验有良好的大样本性质，不过，因为采
用极大似然法估计空间误差模型需要非线性 优化技术或数值搜索技术，计算困难是该类方
法的主要缺陷；第三类，采用广义矩估计法（GMM）估计模型，应用 Newey 和 West（1987）
[7]
的理论构造检验统计量，包括 Saavedra（2003）[8]。这类估计量估计空间误差参数，可以








早在 1959 年，Neyman 就提出了 ( )C α 检验，这种检验只需参数的一致估计量且在局部
范围内有 高的 power。Bera 和 Bilias（2001）的研究表明，RS 检验可看做是 ( )C α 检验的
特例，也就是说， ( )C α 检验比 RS 检验有更强的适用性。不过 初 Neyman 推导 ( )C α 检
验时是在 MLE 的框架下进行的，仍需要事先知道扰动项的分布。Lee 和 Yu（2010）[9]在 GMM
框架下构造了相应的 ( )C α 检验，为克服这一限制，本文借鉴 Lee 和 Yu（2010）的理论，




二、 ( )C α 检验及其在 GMM 框架下的扩展 
假定独立同分布随机变量Y 的数据生成过程可由参数 ( )', 'θ β ρ= 决定，其概率密度函
数为 ( ),f y θ ，其中， β 为 k 维参数向量， ρ 为标量。给定样本量 N ，为检验原假设
0 : 0H ρ ρ =  vs 备择假设 : 0
aH ρ ρ ≠ ，将对数似然函数、得分向量和信息矩阵表示为： 
( ) ( )
1
ln ln ,N iiL f yθ θ== ∑  
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其中， ( )fE ⋅ 表示基于 ( ),f y θ 的期望。Neyman（1959）表明，如果能找到 β 的一致
估计量β ，可构造如下检验统计量： 
( ) ( ) ( ) ( ) ( )
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在原假设
0 : 0H ρ ρ = 下， ( )Cρ α 渐进服从自由度为 1 的中心 2χ 分布。在上式中，
( ) ( ) ( ) ( )1d J J dρ ρβ β βθ θ θ θ−− 可看做是对 ( )dρ θ 进行了调整，消除了 ( )dρ θ 中和 ( )dβ θ
相关的部分。如果将β 的 MLE 估计量 β̂ 作为一致估计量，因为 ( )ˆ 0dβ θ = ，式（1）将简化
为常用的 RS 检验。 
注意到式（1）是在假定 Y 的概率密度函数已知的条件下推出的，如果概率密度函数存
在误设，采用式（1）进行检验并不能保证结果的准确性。基于此，Lee 和 Yu（2010）推导
出了在 GMM 框架下的 ( )C α 检验统计量。 
假定 ( )g θ 为满足 ( )[ ] 0E g θ = 且 ( )[ ]Var g Sθ = 的 q 维矩条件。给定约束条件
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其中， ( ), 0θ β ′′= 为原假设为真时的一致估计量。 
式（2）为 GMM 框架下 ( )C α 检验的一般公式，它不依赖于 Y 的分布，且对于不同的
矩条件、不同的θ 估计量及约束条件，式（2）可化简为不同的形式。比如，如果将式（1）
中的得分向量作为矩条件， ( ) ( ) ( )G S Jθ θ θ= = ，式（2）等价于式（1）；如果用θ 的
优 GMM 估计量代替（2）式中的θ ，式（2）将简化为 Newey 和 West（1987）提出的 LM
检验。  
三、空间联合模型的 GMM 估计 
在早期的空间计量经济学文献中，主要采用 MLE 方法估计模型，但 MLE 估计量的大
样本性质直到 2004 年才被推导出来。采用 MLE 方法有两个缺陷，首先，需要假定扰动项
服从独立正态分布；其次，当样本量较大时，因为需要计算雅克比行列式，对空间计量模型
的估计将变得非常繁琐。正如 Kelejian 和 Prucha（1992）所说，如果空间权重矩阵是非对称
的，即使中等样本规模，对空间计量模型的估计也是非常困难的。为回避上述问题，Kelejian
和 Prucha（1999）建议采用 GMM 方法估计空间误差模型，这种方法简单易行且能得到参数
的一致估计量。Lee（2003）[12]、Lee （2007）[13]、Liu、Lee 和 Bollinger（2006）[14]以及
Lee 和 Liu（2006）将 Kelejian 和 Prucha（1999）的矩条件进行了优化并扩展到空间联合模
型。 
在本文中，为构造 GMM 框架下的 ( )C α 检验，首先需要确定在备则假设 : 0aH ρ ρ ≠ 下
的矩条件。考虑如下空间联合模型： 
y Wy Xρ β ε= + +                                                        （3） 
M uε λ ε= +                                                             （4） 
其中， iu 为独立同分布扰动项，均值为 0，方差为
2σ 。 y 是因变量， X 为 N k× 自变
量，Wy 为空间滞后效应，Mε 为空间误差效应， ρ 和λ 分别为空间滞后参数和空间误差参
数， β 为自变量参数，W 和M 为 N N× 外生的空间权重矩阵。定义 ( )', , 'θ β λ ρ= 。为描
述方便，假定 NA I Wρ= − , 
1F WA−= ， NB I Mλ= − ,
1H MB−= , 1W BWB−= ，
NA I Wρ= − ，
1F BFB−= ，X BX= 。如果 X 中包含常数项，令 *X 为 X 中不含常数项的
部分，即 ( )* , NX X l= ，否则 *X X= ， * * * *1 , 1, ,dj j N N jX X l l X j kN ′= − = 。其中， NI 为
N 维单位矩阵， Nl 为 N 维单位列向量。定义对角矩阵 ( )D Z , 当 Z 为向量时， ( )D Z 以 Z
中的元素为对角线；当 Z 为方阵时， ( )D Z 保留 Z 的对角线元素。 
Lee 和 Liu（2006）表明，空间联合模型（3）和（4）的 优矩条件为 
( ) ( ) ( ) ( )** * * *1, , , kg Q P u P u uθ θ θ θ
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， ( )Dvec Z 表示用方阵 Z 的对角线元素构成的列向量。 ( )tr Z
表示方阵 Z 的迹， 3η 和 4η 分别为扰动项u 的三阶矩和四阶矩。 
因为在上述矩条件的构造过程中包含未知参数θ 、 2σ 、 3η 和 4η ，首先需要得到这些参
数的初始一致估计量。在原假设
0 : 0H ρ ρ = 下，可采用 Kelejian 和 Prucha（1999）提出的方
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。从模型（4）可知，u ε λε= − 和u ε λε= − ，
因此有如下等式成立： 
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对 于 给 定 的 样 本 ， 假 定 β 为 OLS 估 计 量 ， y Xε β= − 为 残 差 ， 定 义
( )2 2 2, , ,N N Nv G gλ σ λ λ σ ′= −⎡ ⎤⎣ ⎦ ，则λ 和 2σ 的一致估计量可通过如下 小化问题得到： 
( ) ( ) [ ] [ ]{ }2 2 2arg min , , : , , 0,N Nv v a a bλ σ λ σ λ σ′ ∈ − ∈                         （6） 
其中： 1a ≥ ，b < ∞， 
( ) ( )
( ) ( ) ( )
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概括起来，构造 ( )Cρ α 检验统计量的步骤为： 
1. 将 y 对 X 做 OLS 回归，得到 β 的估计量 β 和残差 y Xε β= − ； 
2. 估计式（6）得到λ 和 2σ 的估计量λ 和 2σ ，并求出
3
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其中，
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， 
( ) ( )*1 2, ,D D kvec P vec Pω += ⎡ ⎤⎣ ⎦ ， 
( ) ( ) ( ) ( )* *1 12 2, , , ,s sk kvec P vec P vec P vec P+ +′Δ = ⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦ ， 







*1, ,j k= 等矩条件是冗余的。此外，式（7）虽然是根据 Lee 和 Liu（2006）提出的 优
矩条件构造的，但它仅需要原假设下参数的一致估计量。相对于 Saaredra（2003）提出的检





1 1 1 2 2 3 3 2,y W y X X X W uρ β β β ε ε λ ε= + + + + = +  
其中， ( ) ( )1 2 3, , 1,1,1β β β = ，解释变量 1X 为常数项， 2X 和 3X 均服从[0,10]上的均匀
分布。空间权重矩阵 1 2W W= 且满足 Rook 规则。扰动项服从均值为 0，方差为 2 的独立同分
布。为研究扰动项在不同分布情况下检验的性质，考虑如下三种分布：①正态分布；②t-分
布， 6 / 5iu v= ，其中，v服从自由度为 5 的 t-分布；③非对称正态分布， / 2iu v= ，其中，
( ) ( )~ 0.5 3,1 0.5 3,13v N N− + 。为节省篇幅，考虑 ρ 和λ 分别取 0、0.2、0.4、0.6、0.8。对
每种情况，考察的样本量为 N=49，81，121，模拟次数为 1000 次。作为比较，本文同时给
出 Saaredra（2003）检验的模拟结果。 
表 1 给出了两种检验统计量在各种分布及样本量情况下的 size。其中，Cρ 为本文建议
的检验统计量，LM ρ 为 Saaredra（2003）提出的检验统计量。注意到在 5%的显著性水平下，
如果模拟次数为 1000 次，样本标准差为 0.007，相应的置信区间为[0.043，0.057]。从整
体结果看，Cρ 的 size 处于较为合理的范围，但 LM ρ 的 size 扭曲会随着λ 的增大而增加。例
如，给定样本量 121，如果扰动项服从非对称正态分布，当λ 取值 0.8，LM ρ 的 size 为 0.151，
远远高于 5%的显著性水平，而Cρ 的 size 为 0.050，不存在扭曲问题。当扰动项的分布发生
变化，Cρ 的 size 表现与扰动项服从正态分布时略有不同，但基本处于置信区间之内。LM ρ
的 size 则随扰动项分布的不同而表现出不同的特点，当扰动项服从正态分布时，LM ρ 的 size
扭曲随样本量的增大而减少；但当扰动项服从 t-分布或非对称正态分布时， LM ρ 的 size 扭
曲并没有得到缓解。 
    表 2-4 列出了样本量分别为 49、81 和 121 时检验的 power。从结果看，在空间误差效
应不明显时，Cρ 和 LM ρ 的小样本性质相似，随着空间误差效应的增大， LM ρ 的 power 会
出现较大程度的扭曲。对于不同的扰动项分布，Cρ 和 LM ρ 的表现稍有不同。例如，在样本
量为 49 时，如果扰动项服从正态分布或非对称正态分布，当空间滞后效应不大时，Cρ 的
power 略低于 LM ρ 的 power，但对于 t-分布，Cρ 的 power 则高于 LM ρ 的 power。随着样本
量的增大，Cρ 的表现明显优于 LM ρ 。例如，当样本量为 121 且空间滞后效应和误差效应均
为 0.8 时，在三种分布下，Cρ 的 power 分别为 0.998、1.000 和 0.982，而 LM ρ 的 power 只




能。不同于传统的空间计量模型设定检验，本文在 GMM 的框架下应用 Lee 和 Liu（2006）
提出的 优矩条件构造空间滞后模型检验，该检验以 Lee 和 Yu（2010）的理论为基础，结
合了 GMM 方法计算简便的特点及 ( )C α 检验渐进具有局部 优的大样本性质。同时，该检
验无需假定扰动项的分布且只需参数的一致估计量。本文的蒙特卡罗结果表明，即使在小样
本情况下，本文提出的检验也具有良好的性质。 
表 1                          检验统计量的 Size 
λ  
样本量 分布 检验 
0 0.2 0.4 0.6 0.8 
LM ρ  0.073 0.079 0.084 0.091 0.116 
正态 
Cρ  0.069 0.066 0.062 0.050 0.058 
LM ρ  0.058 0.050 0.081 0.107 0.136 
t 
Cρ  0.058 0.044 0.056 0.059 0.053 
LM ρ  0.049 0.060 0.071 0.093 0.159 
49 
非对称正态 
Cρ  0.051 0.053 0.055 0.055 0.049 
LM ρ  0.073 0.064 0.061 0.074 0.093 
正态 
Cρ  0.063 0.062 0.061 0.053 0.055 
LM ρ  0.060 0.057 0.060 0.090 0.150 
t 
Cρ  0.048 0.051 0.047 0.054 0.055 
LM ρ  0.044 0.046 0.077 0.099 0.151 
81 
非对称正态 
Cρ  0.044 0.050 0.052 0.056 0.054 
LM ρ  0.054 0.059 0.050 0.076 0.089 
正态 
Cρ  0.062 0.056 0.055 0.053 0.054 
LM ρ  0.065 0.054 0.052 0.099 0.162 
t 
Cρ  0.052 0.054 0.049 0.052 0.052 
LM ρ  0.049 0.053 0.086 0.091 0.151 
121 
非对称正态 
Cρ  0.045 0.054 0.054 0.055 0.050 
 
表 2                       检验统计量的 Power：N=49 
λ  
分布 ρ  检验 
0 0.2 0.4 0.6 0.8 
正态 0.2 LM ρ  0.249 0.251 0.221 0.218 0.190 
Cρ  0.226 0.231 0.199 0.196 0.189 
LM ρ  0.670 0.590 0.538 0.458 0.378 
0.4 
Cρ  0.598 0.535 0.492 0.475 0.462 
LM ρ  0.899 0.859 0.771 0.649 0.544 
0.6 
Cρ  0.818 0.779 0.743 0.716 0.669 
LM ρ  0.963 0.918 0.864 0.751 0.706 
0.8 
Cρ  0.922 0.913 0.901 0.876 0.844 
LM ρ  0.454 0.413 0.367 0.316 0.286 
0.2 
Cρ  0.421 0.372 0.370 0.351 0.297 
LM ρ  0.888 0.879 0.776 0.660 0.545 
0.4 
Cρ  0.818 0.823 0.801 0.768 0.716 
LM ρ  0.989 0.963 0.919 0.867 0.696 
0.6 
Cρ  0.959 0.941 0.945 0.937 0.917 
LM ρ  0.986 0.981 0.972 0.919 0.796 
t 
0.8 
Cρ  0.989 0.979 0.987 0.974 0.969 
LM ρ  0.215 0.207 0.201 0.186 0.161 
0.2 
Cρ  0.228 0.194 0.187 0.173 0.164 
LM ρ  0.574 0.532 0.448 0.394 0.360 
0.4 
Cρ  0.512 0.462 0.424 0.362 0.339 
LM ρ  0.829 0.752 0.694 0.569 0.522 
0.6 
Cρ  0.790 0.743 0.698 0.645 0.593 




Cρ  0.870 0.835 0.816 0.776 0.737 
 
表 3                       检验统计量的 Power：N=81 
λ  
分布 ρ  检验 
0 0.2 0.4 0.6 0.8 
LM ρ  0.380 0.343 0.325 0.229 0.210 
0.2 
Cρ  0.375 0.327 0.288 0.257 0.245 
正态 
0.4 LM ρ  0.873 0.807 0.666 0.504 0.397 
Cρ  0.828 0.799 0.728 0.675 0.667 
LM ρ  0.985 0.955 0.887 0.746 0.581 
0.6 
Cρ  0.968 0.950 0.948 0.918 0.882 
LM ρ  0.992 0.987 0.941 0.845 0.717 
0.8 
Cρ  0.989 0.991 0.989 0.986 0.977 
LM ρ  0.675 0.582 0.509 0.381 0.257 
0.2 
Cρ  0.622 0.578 0.533 0.487 0.457 
LM ρ  0.982 0.962 0.910 0.772 0.561 
0.4 
Cρ  0.965 0.955 0.939 0.936 0.908 
LM ρ  0.999 0.995 0.982 0.920 0.759 
0.6 
Cρ  0.998 0.994 0.998 0.993 0.988 
LM ρ  0.999 0.999 0.995 0.958 0.841 
t 
0.8 
Cρ  0.998 0.999 0.999 1.000 0.999 
LM ρ  0.287 0.262 0.259 0.176 0.165 
0.2 
Cρ  0.261 0.238 0.243 0.198 0.189 
LM ρ  0.773 0.704 0.592 0.444 0.359 
0.4 
Cρ  0.794 0.744 0.689 0.612 0.569 
LM ρ  0.954 0.913 0.783 0.643 0.531 
0.6 
Cρ  0.950 0.920 0.878 0.826 0.784 




Cρ  0.977 0.963 0.959 0.947 0.930 
 
表 4                       检验统计量的 Power：N=121 
λ  
分布 ρ  检验 
0 0.2 0.4 0.6 0.8 
LM ρ  0.493 0.458 0.386 0.279 0.174 
0.2 
Cρ  0.471 0.457 0.440 0.363 0.341 
LM ρ  0.953 0.916 0.791 0.586 0.398 
0.4 
Cρ  0.938 0.904 0.884 0.850 0.833 
正态 
0.6 LM ρ  0.999 0.988 0.939 0.825 0.567 
Cρ  0.995 0.992 0.984 0.987 0.974 
LM ρ  0.999 0.995 0.978 0.880 0.701 
0.8 
Cρ  1.000 0.999 1.000 0.998 0.998 
LM ρ  0.791 0.759 0.652 0.465 0.270 
0.2 
Cρ  0.751 0.752 0.688 0.663 0.643 
LM ρ  0.998 0.985 0.965 0.846 0.557 
0.4 
Cρ  0.996 0.997 0.994 0.988 0.982 
LM ρ  1.000 1.000 0.996 0.954 0.782 
0.6 
Cρ  1.000 1.000 1.000 1.000 0.999 
LM ρ  1.000 1.000 0.999 0.985 0.888 
t 
0.8 
Cρ  1.000 1.000 1.000 1.000 1.000 
LM ρ  0.431 0.412 0.323 0.196 0.180 
0.2 
Cρ  0.423 0.416 0.378 0.321 0.275 
LM ρ  0.932 0.835 0.713 0.495 0.320 
0.4 
Cρ  0.882 0.820 0.802 0.742 0.681 
LM ρ  0.991 0.977 0.874 0.679 0.509 
0.6 
Cρ  0.982 0.974 0.955 0.941 0.923 




Cρ  0.998 0.998 0.994 0.987 0.982 
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