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ABSTRACT 
Crowd work is an increasingly prevalent and important kind 
of work. Because of its ﬂexible nature, crowd work may oﬀer 
beneﬁts for people with disabilities. Unfortunately, people 
with disabilities currently lack access to much of this work 
because the tasks that are posted are often inaccessible. In 
this paper, we ﬁrst characterize the accessibility of the tasks 
posted to a popular crowd marketplace, Amazon Mechanical 
Turk, by performing manual and automatic checks on 120 
tasks from several common types. We then outline research 
directions that could have positive impact on this problem. 
Given ongoing and upcoming changes to the world econ­
omy and technological progress, we believe it is important 
to ﬁnd a way to make sure people with disabilities are able 
to equally participate in this kind of work. 
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1.  INTRODUCTION
People with disabilities do not have equal access to em­
ployment. A recent report suggests that people with disabil­
ities are employed at less than half the rate of those without 
disabilities [7]. Crowdsourcing could oﬀer alternative em­
ployment opportunities. In fact, prior work noted that peo­
ple with disabilities are starting to ﬁnd crowdsourcing as a 
source of income [14]. However, some people with disabili­
ties may be segregated due to inaccessible crowd work and 
limited research has investigated the extent of the accessi­
bility of the crowd work. 
In this paper, we conduct an initial study on the accessibil­
ity of survey tasks on Amazon Mechanical Turk (AMT). We 
analyze the survey interfaces’ compliance with Web Content 
Accessibility Guideline 2.0 (WCAG 2.0) Level A. To under­
stand the crowdsourcing tasks’ accessibiltiy compliance, we 
collected 100 survey tasks from AMT and analyzed the sur­
vey interfaces’ compliance with the accessibiltiy guidelines 
using a readily available web accessibility checker software. 
We found that only 2 out of the 100 surveys complied with 
the WCAG 2.0 Level A guidelines. For example, the major­
ity of the surveys’ form elements lacked label elements—the 
problem that prohibits screen reader software to work prop­
erly. We also found that 8 out of 25 WCAG 2.0 Level A 
guidelines were violated, but did not observe accessibility 
problems such as inaccessible use of color or lack of audio 
captions. This is likely because we sampled survey tasks; we 
will discuss this point in the Discussion section. 
The contributions of this paper include the ﬁrst quanti­
tative examination of the survey task accessibility on AMT 
tasks. Our ﬁndings suggest that the majority of the crowd-
sourcing tasks are not fully compliant with the WCAG 2.0 
Level A. 
2. RELATED WORK 
The accessibility of crowd work is related to both prior 
work on (i) disability and employment, and also (ii) on web 
accessibility, as a result of crowd work being employment 
that is primarily done on the web. 
2.1    Disability and Employment
In the U.S., Title I and Title V of the Americans with Dis­
abilities Act protect people from discrimination on the basis 
of disability in employment [11]. Despite the comprehen­
sive civil rights legislation for equal employment opportuni­
ties, inequalities in employment based on disability remains 
a problem, and ﬁnding and maintaining jobs remain chal­
lenging for people with disabilities [2, 7]. In fact, 2015 An­
nual Disability Statistics Compendium reported that while 
the employment rate for people without disabilities is 75.4%, 
that of people with disabilities remained at 34.4% [7]. 
Crowd work could oﬀer an alternative avenue for employ­
ment for people with disabilities; in fact, some are already 
working on existing platforms [14]. Crowdsourcing elimi­
nates the need to adhere to a ﬁxed schedule, reduces or elim­
inates the need for in-person social interaction, and enables 
ﬂexible and remote work to avoid the diﬃculty of a com­
mute. Despite its potential advantages, however, limited 
work has investigated the potential advantages and disad­
vantages of current crowdsourcing platforms. Consequently, 
we know little about the accessibility of tasks available as 
crowd work. The goal of this paper, therefore, is to identify 
accessibility problems in crowdsourcing tasks and articulate 
potential avenues for addressing these issues. 
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2.2 Web Accessibility 
Accessibility of crowdsourcing tasks is contingent on the 
web accessibility since the tasks posted on the major plat­
forms like AMT and UpWork require people to use web in­
terfaces. Web Content Accessibility Guidelines (WCAG) 
published by W3C recommends the online contents to be 
accessible for everyone [13]. For example, it recommends 
all non-text contents to have text alternatives (alt text) and 
all functionality of the contents to be operable through a 
keyboard interface. Web contents of public web pages are, 
indeed, mandated to be accessible for everyone by the Sec­
tion 508 of the Rehabilitation Act [10], and other web pages 
are recommended to follow general good accessibility prac­
tices [12]. Furthermore, numerous technologies have been 
developed to make web contents more accessible on a client 
side [3, 4], and developer tools have been made available to 
simplify the process of making web contents accessible for 
the users with disabilities (e.g,. [5]). 
Despite these eﬀorts, however, many web pages remain 
inaccessible for people with disabilities [6, 9]. In their lon­
gitudinal web accessibility study of high-traﬃc and govern­
ment web pages, Hanson and Richards reported that many 
web pages did not adhere to web accessibility criteria even 
on 2012 [6], though the situation has been improving. This 
body of work, however, primarily focused on the accessi­
bility of general web page contents and not crowdsourcing 
task interfaces and limited research exists for accessibility of 
crowd work 
3. STUDY METHOD 
In this communication paper, our focus was to study the 
accessibility of the existing tasks on AMT. We chose AMT 
because: (i) it is one of the most popular crowd work mar­
ketplaces; (ii) it is one of the few marketplaces in which 
tasks’ details—such as their instructions and Web interfaces— 
are readily visible to anyone who has an AMT account; and 
(iii) the platform allows requesters to post tasks on web 
pages that they create themselves, which could cause vary­
ing levels of accessibility compliance. 
As an initial exploratory study, we focused our investi­
gation to assess the accessibility of survey tasks since they 
are one of the most prevalent form of work in AMT [8]. To 
study the tasks’ accessibility compliance, we sampled N=100 
surveys from AMT and analyzed their accessibility. The 
process included two main steps: task searching and acces­
sibility analysis. In the ﬁrst step, we looked for survey tasks 
by using a search term “survey” in the AMT’s task search 
interface. This allowed us to imitate how a worker would 
search and browse tasks. We then locally stored the HTML 
and media ﬁles of the ﬁrst 100 surveys that did not require 
special worker qualiﬁcations. Locally saving the surveys’ 
HTML ﬁles was necessary since tasks on AMT appear and 
disappear frequently as requesters post them and workers 
accept them. Note, we only stored the ﬁrst page of each 
survey task interface; when the ﬁrst page only included the 
consent page, we advanced in the task to the ﬁrst page where 
we saw the survey interface. 
In the accessibility analysis step, we applied an automated 
accessibility checker to the locally stored survey task inter­
faces. We used HTML CodeSniﬀer1, which allowed us to 
examine the HTML documents’ WCAG 2.0 compliance as 
1http://squizlabs.github.io/HTML CodeSniﬀer 
well as Section 508 compliance. In this study, we only an­
alyzed the interfaces’ compliance with WCAG 2.0 Level A 
guidelines following the study method of Hanson et al.[6]. 
4. RESULTS 
4.1 surveys 
Guideline Errors # of Surveys 
1.1.1 Non-text Content 8 3 
1.3.1 Info and Relationships 610 93 
2.4.1 Bypass Blocks 5 4 
2.4.2 Page Titled 2 1 
3.1.1 Language of Page 35 34 
3.2.2 On Input 57 56 
4.1.1 Parsing 8 3 
4.1.2 Name, Role, Value 887 95 
Table 1: Categories and frequencies of WCAG 2.0 
Level A violations found on the sampled survey tasks 
(N=100). Of the twenty ﬁve categories of the Level 
A guidelines, we observed that eight categories were 
violated. 
After running the accessibility checker on the surveys, as 
seen from Table 1, eight out of the twenty ﬁve WCAG 2.0 
Level A guidelines were violated. Surprisingly, only two of 
the surveys fully complied with the guidelines. Below, we 
describe the eight guidelines that were violated in their order 
of occurrence. 
Name, Role, Value (4.1.2): The majority of the sur­
vey tasks (N=95) violated the guideline. The problems were 
caused by the HTML elements of the surveys not providing 
ways to programmatically access values in input elements. 
For example, a drop-down menu (i.e., <select> element) 
in Figure 1a had neither a corresponding <label> element 
nor element attributes (e.g., aria-label). This prohibits a 
screen reader from identifying the role of this pull-down 
menu, which in turn negatively aﬀects people with visual 
impairments to perform the survey tasks. 
Figure 1: A snippet of survey where input elements 
lack proper labels (violate WCAG 1.3.1 and 4.1.2) 
Info and Relationships (1.3.1): We observed that 93 
surveys violated the guildeline on Info and Relationships. 
These errors were caused by form elements that were miss­
ing corresponding labels. For example, the text description 
in Figure 1b (“Gender”) was not associated with the radio 
button elements with “for” attribute. While sighted people 
could associate the description with the radio buttons with 
their visual proximity, lack of the explicit association pro­
hibits the screen reader to identify the label for the radio 
buttons. This negatively aﬀects the experience of people 
with visual impairments who use screen readers. Another 
beneﬁt of using labels is that the users can click on the label 
itself to set focus to the form element as this increases the 
target area. This is useful to people with motor disabili­
ties, particularly when selecting small checkboxes and radio 
buttons. 
On Input (3.2.2): More than half of the surveys (N=56) 
violated this guideline. The problems were caused by the 
surveys that had forms with no submit buttons. In such 
forms when there are more than one input ﬁeld, implicit 
submission through keyboard would not be possible i.e, hit­
ting enter key would not trigger form submission. It aﬀects 
users with motor impairments and visual impairments who 
primarily rely on keyboard instead of mouse for interacting 
with web forms. 
Figure 2: Example of task violating WCAG 1.1.1, 
not providing alt-text for image 
Language of the page (3.1.1): In the one third of 
the survey documents (N=34), no language attribute was 
speciﬁed in the <html> tag. The lack of language could 
inﬂuence the technologies like screen reader as the informa­
tion is used to switch language pronunciation and recognize 
the language speciﬁc syntax. The lack of properly work­
ing speech synthesis could negatively impact people who are 
blind since they might miss out on understanding the page 
without the correct information. Furthermore, this may cre­
ate missed opportunities for work as there are an increasing 
number of language-speciﬁc tasks on AMT [1]. 
Bypass Blocks (2.4.1): We observed 4 of the 100 sur­
veys that violated this guideline. These errors are caused by 
surveys that had empty titles in the iframes of the survey 
page. This problem aﬀects blind and visually impaired users 
as they rely on screen readers to read the titles of iframes 
to get a quick overview of contents in them. They can use 
the overview information to then skip blocks of content or 
jump between texts in page. By addressing this issue, we 
can make it easier for screen reader users to quickly scan 
surveys to decide if they want to work on them. 
Non-text content (2.4.1): We observed 3 surveys of 
the 100 that violated this guideline. The errors were re­
lating to the perceptibility of images in a survey, i.e., not 
providing any alt text to images. It creates an issue for 
people with visual impairments since the text provides an 
alternative route for them to understand the content in the 
images. For example in Figure 2, the tasks shows the user 
an image of three bottles to illustrate the scenario, a simple 
text like ”blue bottles with beer label” would help increase 
the experience of blind users working on the task. 
Parsing (4.1.1): We found that 3 surveys violated the 
guideline 4.1.1. The guideline 4.1.1 relates to errors occurred 
during the parsing of HTML content by screen readers. For 
example, HTML pages with incomplete tags could cause 
parsing error and make screen readers misinterpret the log­
ical order of content. Hence ﬁxing such errors could help in 
blind users understanding the tasks and the content in them 
in right way and ultimately resulting in better data quality 
for the requesters or task providers. 
Page Titled (2.4.2): We found 1 survey where 2.4.2 
was violated. This guideline provides criterion to make sure 
that all web pages have titles, which helps users get a quick 
overview about the page. This can help blind users to gather 
a quick overview about the type of survey or task being 
presented when they work. 
5. DISCUSSION 
We explored the accessibility of the survey tasks on AMT. 
Our results indicated that only 2% of the survey tasks on 
AMT complied with WCAG 2.0 Level A. Among the po­
tential AMT workers with disabilities, we observed that vi­
sually impaired people are to be most aﬀected. The eight 
types of the violations that we observed could negatively 
aﬀect this population (i.e., 98% of the surveys were poten­
tially inaccessible). While smaller in the magnitude, 56% of 
the surveys were potentially inaccessible for people with mo­
tor impairments due to the On Input (3.2.2) violation. The 
accessibility issues we found on the survey tasks would have 
minimal impact on people with other types of disabilities. 
It is likely that other types of crowdsourcing tasks have 
diﬀerent accessibility problems. To get an initial sense of 
the kinds of accessibility problems found in task types other 
than surveys, we manually sampled (N=6) image transcrip­
tion and audio transcription tasks. Many of the problems 
observed were similar to those we observed with surveys. For 
instance, only one of the 12 tasks properly labeled the form 
ﬁelds workers were expected to use. Seven had problems 
with dynamic content that were not coded to be accessible 
to screen reader and screen magniﬁer users. Five could not 
be completed only with the keyboard. 
Of course, some tasks are inherently inaccessible to some 
workers, i.e., audio transcription is inaccessible to deaf work­
ers, and image transcription is inaccessible to blind workers. 
Yet, it is interesting that these tasks often included problems 
that would prevent a worker with a disability from complet­
ing a task whose core was accessible to them. For instance, 
two of the audio transcription tasks included vital informa­
tion in images, which might prevent a blind user from com­
pleting it. In one, all of the instructions were presented in 
an image without alternative text, and in the other all of the 
controls for controlling audio playback and submitting the 
task were contained within images without alternative text. 
The image transcription tasks could have been completed by 
a deaf worker, but three of the tasks required the worker to 
be able to also use the mouse (could not be completed using 
the keyboard only). Future work should further investigate 
the accessibility of various types of tasks. 
Our ﬁndings suggest that eﬀort in improving crowd work 
accessibility is needed. We believe three approaches should 
be pursued: (i) encourage requesters to make crowd work 
more accessible, (ii) design technologies to recommend ac­
cessible crowd work for people with disabilities, and (iii) 
automatically ﬁx accessibility problems on crowd work in­
terfaces. First, future work should explore ways to encour­
age requesters to make their tasks more accessible. In-depth 
analysis on the economic impact of segregating people with 
disabilities could inﬂuence behavior of requesters. Potential 
research questions include, for instance, “what % of potential 
crowd workers are currently segregated due to inaccessible 
crowd work, and how much productivity an organization can 
gain by harnessing this labor force?” While it is unlikely to 
inﬂuence the individual requesters’ behaviors, it would inﬂu­
ence larger organizations that heavily rely on crowdsourcing. 
Second, future work should design and develop a task rec­
ommendation engine that takes into account of accessibility 
for recommendation criteria. For instance, we could imple­
ment the engine into a web browser plug-in. The simplest 
form of the recommendation engine would ﬁlter out tasks 
with many accessibility errors, thereby never suggesting in­
accessible tasks to people with disability. We also envision 
the engine to let the user specify their levels of disabilities 
for personalizing task accessibility. 
Third, ﬁxing inaccessible tasks on AMT could be another 
approach for making crowdsourcing more accessible. We 
imagine (semi)-automated technologies can be implemented 
as a two-stage process. In the ﬁrst stage, accessibiltiy prob­
lems on crowd task interfaces could be automatically iden­
tiﬁed by using the accessibiltiy checker. Then, we could 
address the identiﬁed problem via crowdsourcing and/or au­
tomated methods. For example, if a <label> tag is missing 
for a form element, we could inject an appropriate HTML 
element with crowdsourcing or machine learning. 
6. CONCLUSION 
In this paper, we explored the accessibility of survey tasks 
posted on AMT. To study the tasks accessibility compliance, 
we sampled N=100 surveys from AMT and analyzed their 
accessibility using an automated accessibility checker. We 
identiﬁed only 2% of the 100 survey tasks we sampled from 
AMT fully complied with WCAG 2.0 Level A. We identi­
ﬁed that eight out of the twenty ﬁve WCAG 2.0 Level A 
guidelines were violated. Among 98% of the surveys that 
were potentially inaccessible, all surveys had issues for peo­
ple with visual impairments and 56% of the surveys aﬀected 
people with motor impairments. 
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