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In this paper, we consider the scheduling of jobs that may be competing for mutually exclusive resources. We model the conflicts between jobs with a conj?ict gmph, so that all concurrently running jobs must form an independent set in the graph.
This model is natural and general enough to have applications in a variety of settings; however, we are motivated by the following two specific applications: traffic intersection control and session scheduling in high speed local area networks with spatial reuse. Our goal is to bound the maximum completion time of any job in the system.
It has been previously shown [6] that the best competitive ratio achievable by any online algorithm for the maximum completion time on interval or bipartite graphs is O(n), where ra is the number of nodes in the conflict graph. As a result, we study scheduling with conflicts under probabilistic assumptions about the input. Each node i has a value pi such that a job arrives at node i in any given time unit with probability pi. Arrivals at different nodes and during different time periods are independent.
We focus on distributions where the expected time to complete the jobs that arrive in a single time unit is less than 1. Under these assumptions, we are able to obtain a bounded competitive ratio for an arbitrary conflict graph.
Introduction
In this paper, we consider scheduling jobs which are competing for limited resources. Jobs arrive in the system through time and require a certain set of resources to be completed.
Any two jobs which require the same resource can not be executed simultaneously. We model the conflicts between jobs by a conflict graph where each node in the graph represents a type of job. Jobs of the same type have the same requirements.
If two types of jobs demand a common resource, there is an edge between those nodes in the graph. Thus, at all times, the set of jobs currently being executed must belong 
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to nodes which form an independent set in the graph. Note that if there are two jobs of the same type in the system, one must wait until the other is completed. We were motivated by the following two specific applications:
TrafIic Intersection Control ([l, 2, 4, 10, 12, 131 ). Today's traffic intersection controllers are based on twenty year old signal phasing strategies. Better strategies will be necessary for many of the proposed Intelligent Transportation Systems. For example, signal phasings are optimized with historical data and triggered by the presence of any vehicle. Therefore, they will not be able to take advantage of any improvements in vehicle detection technology which will be able to detect the exact condition of the intersection.
A traffic intersection is depicted in Figure 1 . As all drivers know, the traffic on N would collide with the traffic on SE, E, NE, W, and SW. The complete conflict graph for the traffic intersection is also depicted in Figure 1 . The intersection controller must schedule the vehicles through the intersection so as to avoid any collisions. We consider a 'job' to be a platoon of cars which must pass through the intersection. Scheduling in high-speed local-area networks with spatial reuse ([3] ). Local area networks with spatial reuse allow the concurrent access and transmission of user data with no intermediate buffering of packets. If some node s has to send data to some other node t, a session is established between the s and t. A session typically lasts for much longer than its data transmission time and can be active only if it has exclusive' use of all the links in its route from s to t. Therefore, sessions whose routes share at least one link are in conflict.
Data transmissions among sessions must be scheduled so as to avoid these conflicts. We examine the problem of scheduling connections on a bus network where there is exactly one possible route between any two pairs of points. Thus, if connections are defined by the two nodes which must be connected, it is determined whether a given pair of connections will conflict with each other.
In both of these applications, it is reasonable to assume that each job requires roughly the same amount of time to execute. Thus, we adopt a discrete model of time and assume that each job requires one time unit to be completed once it is started. At the beginning of a time unit, jobs may arrive on any subset of the nodes in G. The algorithm then chooses any independent set of nodes from which to schedule a job. At the end of the time unit, the scheduled jobs are gone from the graph. Then at the beginning of the next time unit, another set of jobs may arrive.
There are two natural optimization problems that arise from this model.
The first is to minimize the total completion time of all jobs in the system. The second is to minimize the maximum completion time of any job which enters the system. We focus on the latter measure. In both applications we consider, it is important to guarantee the best turnaround time to any job entering the system.
1.1
Our Results. In a previous paper [6], we have shown that deterministic online algorithms have substantial limitations in this model. Specifically, we showed that on a path of n nodes, the competitive ratio can be as bad as n(n). Furthermore, there is no known competitive ratio which is bounded by any function of n for bipartite or interval graphs. As a result, we are lead to consider probabilistic assumptions over input sequences. The class of distributions that we consider can be defined by a vector D = (pi, ~2, . . . ,pn). At each time unit, a job arrives on node i with probability pi. Arrivals in successive time units and on different nodes are completely independent. Any such vector P induces a distribution over arrival sequences which we will call D(P). For a given algorithm A, we will be interested in finding an algorithm which minimizes
where cost,+(b) is the maximum completion time of any job when algorithm A schedules input sequence u. We are also interested in determining how good our algorithm is in comparison to the optimal algorithm (which knows B in advance). In the style of analyzing online algorithms against a &Ruse adversary as defined in [B] , we determine
In all cases, we are able to obtain the same bound (to within additive lower order terms) for
The first set of bounds apply to general conflict graphs. Then we show how to significantly improve those bounds in the case that the conflict graph is a perfect graph. Note that the class of perfect graphs includes both of the applications mentioned earlier.
It is reasonable to restrict the set of distributions to stable distributions where it is possible to schedule jobs in such a way that the number of jobs in the system returns to 0 with probability 1. Let G' denote the extended graph induced by the job arrivals in the first 1 time units. This graph is obtained by replacing each node in the graph by a clique whose size is the number of jobs at that node. If two nodes are adjacent in the conflict graph, then the two corresponding cliques are completely connected.
The chromatic number of G' is the number of time units necessary to schedule the set of jobs arriving in the first 1 time units. Let cl = I-E[x(G')J. Certainly if 61 < 0 for all 1, then even the optimal algorithm will accumulate a continually growing backlog of jobs. Thus, the only distributions of interest are those where there exists an 1 such that 6~ > 0. In this paper, will focus our attention on a more restricted class of distributions where ~1 > 0. In all cases, the algorithm that we analyze is the simple algorithm which for a given 1, gathers all the jobs that arrive in each block of I consecutive time units and optimally schedules them before any of the jobs in the next block of 1 time units. Note that we are assuming that the conflict graph is small or simple enough that it is feasible to color any induced extended graph either in real time or with some pre-processing. Let Gi be the extended subgraph induced by the jobs that arrive in the jth block of 1 consecutive time units. Algorithm l-block: Optimally schedule the jobs from the jlh I-block starting at the first time unit after the it* I-block finishes and after all jobs from the i -la1 l-block have been scheduled. The first theorem bounds the expected cost of l-block on any conflict graph: THEOREM 1 .l. Let G be any conflict graph and suppose that u is chosen according to D(P) for some P. If El > 0,
where m is the length of the input sequence and x is the chromatic number of the conjlict graph. where x is the maximum value that x(Gf) can reach.
Solving for &j and plugging in, we get that yj is the solution to the following equation:
Proof. Since the ai's are i.i.d., we will omit the subscript i. We know that CY is an integer which is at (3.1) least -1 and is at most x, the chromatic number of the Thus, we can just consider the random variable cy' which is j with probability ai = oj/(l -a~), for j = -1, 1,2, . . . , x. Define E[a'] = E' = c/( 1 -au).
For every j > 0, let xj be the random variable which can only take on the values j or -1 and whose expectation is 6'. lij = PTOb[Xj = j] is fixed and can be easily determined as a function of c' and j. Now suppose we generated (Y' in the following way:
Using the lower bound for 3hlg, we just have to
Pick j E {1,2,...,x} with probability pj such that plug the expression into the bound from Lemma 2.1 pj 'hj = a;. Then generate xj, and let (Y' take on the and simplify.
value Of Xj. It can be verified that this is exactly the THEOREM 3.1. distributidn of a' and that the pj's sum to 1. For j > 0, let yj be the solution to
where m is the lenglh of the sequence.
Proof. Using Lemma 2.1, we know that In order to bound the ratio of the online to the offline, we need now a lower bound for the optimal. For the lower bound on the optimal, we will determine the backlog of jobs which accumulate on a single edge. We pick the edge (a, b) such that p,pb is maximized. Then we invoke Lemma 2.1 with cri defined as follows:
1 $1 with probability p,pb ai= 0 with probability p,(l -pa) + pa(l -pa) -1 with probability (1 -p,,)( 1 -pb).
Then Yopt is chosen so that yopt > 1 and
There are two solutions to (4.2). The first is 1 and the second is less than l/papa.
LEMMA 4.1. Yap* < 21El/(l-E -TI), where II31 is the number of edges in the conflict graph.
Proof. In order to find an upper bound for l/p,pa, consider the graph obtained from the jobs that arrive during the tth time unit. Let n* be the number of nodes which are part of connected components of size more than one in this graph.
E[x(Gi)I 5 n + Jhl Thus,
The latter inequality holds since edge (a, b) was chosen to maximize p,pb. Regrouping, we get that
Using the lower bound on the optimal and the upper bound on the algorithm, we can upper bound the ratio of the expected cost of the algorithm over the expected cost of the optimal. We now turn to the cl special case where the conflict graph is a perfect graph. We are assuming that it is the case that E[x(Gl)J < 1, although the proof goes through under the weaker condition that for some r, E[x(G')] < P as long as the block size is chosen to be a multiple of r. We will consider the J-block algorithm. Let ran(J) > I satisfy c Prob[@)
-J = 4(7,,(J))= = 1. z Let C be a clique in the graph.
Let C,J be the number of jobs arriving in the clique in the ith time unit. Let Ci be the number of jobs arriving in the ith J-block. The same 7~ > 1 satisfies both of the following equations:
We prove the following theorem:
THEOREM 5.1. There is a clique C such that ran(J) L 7c$r0(l).
The o(1) above is taken to be as m grows. All other parameters of the system are constants. The proof of Theorem 1.3 is straightforward once Theorem 5.1 has been established: Proof of Theorem 1.3. The algorithm implements the J-block algorithm, periodically increasing J so that 1 grows with the length of the sequence and the additional cost of 1 grows more slowly than the cost of the algorithm. One way to achieve this is to double 1 evLet 7 be the solution to the last equation. Notice ery time the cost of the algorithm increases by a factor that of 4. In this case, c c PC,bYB + c c PC,G7= If we can show that jJD _< pmin/cr, then we can invoke Lemma 5.1 and the theorem follows. Suppose that for some C, PC 3 pmin/a. Let F be the clique which realizes pmin. We will show that 7~ 5 3% 5 7~ which establishes that C can not be the clique with the smahest 7~. 7~ is maximized when [F1 -l] is +l with probability p and -1 with probability 1 -p where p is chosen so that p -(1 -p) = ~(,,,i~. It can be verified that in this case, 7~ < 1 + p,i,, 5 1 + CY~C. Thus, all we must do is to show that The following lemma which is proven in the appendix will be very useful.
LEMMA 5.2. Suppose that =/ > 1 and satisfies the following inequality
Suppose that 7 is the solution to c pz,, = 1.
Then 7 2 yl-' as long as there exists X < 0 and P such that the following con&ions are salisfied. 1. c p2.=1.
s<x<b --2.
3.
c 2% 1(1-P). 
5.
7 --x 2 -6s.
Step 1: We know that c Prc70)B+ + c Pz(70)" I 1 + p-.
Z&B-lT>B-
We must establish that for sufficiently large 1, all the conditions of Lemma 5.2 are satisfied in order to lower bound 71. We will let A c P' , P c P+ , X+B+, s c -1, and b + xl.
Condition 1 follows from the fact that CS<b<b p, 2 C,PC = 1. Condition 3 follows from the f&f that a fraction of at least 1 -P+ of the weight is on values which are at most B+. To establish condition 4, we must prove that 7;*+ 2 61. 70 is minimized when C1 -1 is +x with probability p and -x with probability 1 -p, where p is chosen so that xp -(1 -p)x = /J. In this case, 70 1 1 + (p/x). Thus, llra (7o)-B+> 1+E a re*. ( > X As long as I/ log1 1 4x/ap2, we will have that y;B+ 2 61. Condition 5 is satisfied since Pis exponentially small in 1, so there is an 1 large enough so that P-/(1 -P+) 5 l/6. Thus, by Lemma 5.2, 71 1 7iwL1 for
Step 2: We know that In a similar manner to Step 1, letting A + Y, P c P+, X +-B+, s + -1, and b c xl, we can show that the conditions for Lemma 5.2 are satisfied which will give us that 72 2 7i-'a for f2 2
In (1 + *)
Step 3: Let d = lnl, and pick the largest 5' so that (7~)~ 5 Nd. We know that again to get that ys 2 yi;""'. A.3 Bounding the Expectation of the Ratio Iglehart's Lemma gives a very tight characterization of Mm which allows us to prove a bound on the ratio of the expected maximum achieved by two sequences. In order to upper bound the ratio, we need to establish that the maxima of the two sequences are positively correlated.
In all of our problems, the maximum accumulation of jobs on an edge or clique in the graph is positively correlated with the performance of the Zblock algorithm, so the following lemma implies that our bounds hold for the expectation of the ratio as well as the ratio of the expectation. The second summation can be bounded as follows:
Af (A _ x)e-TAu2 < X A E ;i" In order to Prove Lemma 5.2 we need the following We use this value to plug into (2.3). We also make the lemma which we state without proof. Keep in mind the assumptions of the lemma which tell i us that
We use Lemma B.l to get a set of (Y'S and p's such that for any pair (a, c), a 2 -X, a,,y + ,&eye = (I+ A)(a,c + Pa,). We want to prove the following:
After normalizing, we get that for p = &/(crae + /3,,), pk-' -/3-'(l + A) @k -0-l [I -(1 + 3A')1'k]
(1 -p)y-" + py" = (1 + A). + (l+A)pk -Pk-' ( pk -p-l
We would like to find a 7 such that for any a > -X, It is sufficient to show that $1 -/3k) + pk -2pk-' + $ 2 0.
Since kp 2 6, it is sufficient to verify that ;(l -pk) + p" -2pk-1 + $ 2 0.
Since p 2 4, the inequality holds.
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