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A generalized Bethe tree is a rooted tree in which vertices at the
same level have the same degree. For i = 1, 2, . . . , p, let Bi be a
generalized Bethe tree of ki levels and let i ⊆ {1, 2, . . . , ki − 1}
such that
(1) the edges of Bi connecting vertices at consecutive levels have
the same weight, and
(2) for j ∈ i , each set of children of Bi at the level ki − j + 1
defines a clique in which the edges have weight ui,j .
For i = 1, 2, . . . , p, let Gi be the graph obtained from Bi and the
cliques at the levels ki − j + 1 for all j ∈ i . Let G be the graph
obtained from the graphs Gi (1  i  p) joined at their respective
roots. We give a complete characterization of the eigenvalues, in-
cluding their multiplicities, of the Laplacian, signless Laplacian and
adjacency matrices of the graph G. Finally, we characterize the nor-
malized Laplacian eigenvalues when G is an unweighted graph.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Let G = (V, E) be a simple undirected graphwith vertex set V and edge set E. We assume that each
edge e ∈ E has a positive weight w (e). Let V = {1, 2, . . . , n}. The Laplacian matrix L (G) = (li,j), the
signless Laplacian matrix Q (G) = (qi,j) and the adjacency matrix A (G) = (ai,j) of G are the n × n
matrices defined by
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li,j =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
−w (e) if i = j and e is the edge joining i and j
0 if i = j and i is not adjacent to j
−∑k =i li,k if i = j
,
qi,j =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
w (e) if i = j and e is the edge joining i and j
0 if i = j and i is not adjacent to j∑
k =i li,k if i = j
and
ai,j =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
w (e) if i = j and e is the edge joining i and j
0 if i = j and i is not adjacent to j
0 if i = j
.
L (G) , Q (G) and A (G) are real symmetric matrices. From Geršgorin’s Theorem, it follows that the
eigenvalues of L (G) and Q (G) are nonnegative real numbers. Since the rows of L (G) sum to 0, (0, e) is
an eigenpair for L (G)where e is the all ones vector. Fiedler [8] proved that G is a connected graph if and
only if the second smallest eigenvalue of L (G) is positive. This eigenvalue, denoted by a (G), is called
the algebraic connectivity of G. The signless Laplacian matrix has recently attracted the attention of
several researchers. Recent papers on this matrix are [1–6]. If w (e) = 1 for all e ∈ E then G is an
unweighted graph.
We recall that for a rooted graph the level of a vertex is one more than its distance from the root
vertex. A weigthed generalized Bethe tree is a rooted tree in which vertices at the same level have
the same degree and edges joining vertices at consecutive levels have the same weight. In [11], we
characterize completely the eigenvalues of the Laplacian and adjacency matrices of such a graph. In
[13], we characterize completely the eigenvalues of the Laplacian, signless Laplacian and adjacency
matrices of graphs obtained from a weighted generalized Bethe tree and weighted cliques defined by
each set of children in at least one level. In this paper, our purpose is to extend these results to a graph
defined by two or more of the last mentioned graphs joined at their roots.
Throughout this paper, for i = 1, 2, . . . , p, Bi is a generalized Bethe tree of ki levels and i ⊆{1, 2, . . . , ki − 1}. We assume that
(1) for j = 1, 2, . . . , ki, di,j and ni,j are the degree of the vertices of Bi and the number of them at
the level ki − j + 1, respectively,
(2) for j = 1, 2, . . . , ki − 1, the edges of Bi connecting vertices at the level ki − j + 1 with the
vertices at the level ki − j have a weight wi,j , and
(3) for j ∈ i, each set of children of Bi at the level ki − j + 1 defines the complete graph Kmi,j ,
mi,j = ni,jni,j+1 , in which the edges have a weight ui,j .
For j /∈ i, we define ui,j = 0. Observe thatmi,j is precisely the cardinality of each set of children
of Bi at the level ki − j + 1. For i = 1, 2, . . . , p and j ∈ i, let Gi be the graph obtained from Bi and
the cliques Kmi,j identifying each set of children of Bi at the level ki − j + 1 with the vertices of Kmi,j .
If i = φ for some i, we define Gi = Bi. Let G be the graph obtained from the graphs Gi (1  i  p)
identifying their respective roots.
We have
mi,j = di,j+1 − 1 (1  j  ki − 2) , di,ki = ni,ki−1 = mi,ki−1
and the total number of vertices in G is n = ∑pi=1∑ki−1j=1 ni,j + 1. For i = 1, 2, . . . , p, let
δi,1 = wi,1 + (di,2 − 2) ui,1
δi,j = (di,j − 1)wi,j−1 + wi,j + (di,j+1 − 2) ui,j for 2  j  ki − 2
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δi,ki−1 =
(
di,ki−1 − 1
)
wi,ki−2 + wi,ki−1 +
(
di,ki − 1
)
ui,ki−1
δi,ki = di,kiwi,ki−1
δ =
p∑
i=1
di,kiwi,ki−1 and
i = {j : 1  j  ki − 1, ni,j > ni,j+1} .
We label the vertices of G as follows:
1. Using the labels 1, 2, . . . ,
∑k1−1
j=1 n1,j , we label the vertices of B1 from the bottom to level 2 and, at
each level, from the left to the right.
2. Using the labels
∑k1−1
j=1 n1,j + 1, . . . ,
∑k1−1
j=1 n1,j +
∑k2−1
j=1 n2,j ,we label the vertices of B2 from the
bottom to level 2 and, at each level, from the left to the right.
3. We continue labeling the vertices of B3, B4, . . . , Bp, in this order, as above.
4. Finally, we use the label n for the common root.
Example 1. Let G be the graph
1
2
3 4
5
6 7
8
9 10
11
12 13
14
15 16
17
18 19
20
21 22
23
24
25 26 27 28 29 30 31 32
33 34 35 36
37 38
39 40 41 42 43 44
45 46 47 48 49 50
51
52
53
54
55 56
57
58
59
In G there are three graphs G1, G2 and G3 joined at the common rootwith label n = 59. The number
of levels of G1, G2 and G3 are k1 = 5, k2 = 4 and k3 = 3, respectively, and
1 = {1, 2, 3, 4} , 1 = {1, 4} , Km1,1 = K3, Km1,4 = K2
2 = 2 = {2, 3} , Km2,2 = K2, Km2,3 = K3 and
3 = 3 = {1} , Km3,1 = K4.
Let |A| be the determinant of a matrix A, 0 and I be the all zeros matrix and the identity matrix
of the appropriate order, respectively. Let Im be the identity matrix of order m × m and em be the
m-dimensional column vector of ones.
We recall that the Kronecker product [16] of two matrices A = (ai,j) and B = (bi,j) of sizesm × m
and n × n, respectively, is the (mn) × (mn)matrix A ⊗ B = (ai,jB). In particular, In ⊗ Im = Inm. Some
basic properties are
(A ⊗ B)T = AT ⊗ BT and (A ⊗ B) (C ⊗ D) = (AC ⊗ BD)
for matrices of appropriate sizes. In particular, if A and B are invertible matrices then (A ⊗ B)−1 =
A−1 ⊗ B−1.
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Along this paperM (G) = L (G) orM (G) = Q (G) orM (G) = A (G). Our purpose is to characterize
the eigenvalues of L (G) , Q (G) and A (G). Using the given labeling for the vertices of G, we obtain
M (G) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
M1 0 · · · 0 sw1,k1−1a1
0 M2
. . . sw2,k2−1a2
...
. . .
. . . 0
...
0 0 Mp swp,kp−1ap
sw1,k1−1aT1 sw2,k2−1aT2 · · · swp,kp−1aTp aδ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
where
s =
⎧⎨⎩−1 ifM (G) = L (G)1 ifM (G) = Q (G) orM (G) = A (G)
a =
⎧⎨⎩ 0 ifM (G) = A (G)1 ifM (G) = L (G) orM (G) = Q (G)
and, for i = 1, 2, . . . , p, Mi =⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Mi,1 sIni,2 ⊗ wi,1emi,1
sIni,2 ⊗ wi,1eTmi,1 Mi,2
. . .
. . .
. . .
. . .
. . . Mi,ki−2 sIni,k−1 ⊗ wi,k−2emi,k−2
sIni,k−1 ⊗ wi,k−2eTmi,k−2 Mi,ki−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Mi,j = Ini,j+1 ⊗
(
aδi,jImi,j + sui,jA
(
Kmi,j
))
(1  j  ki − 1)
and
aTi =
[
0 · · · · · · 0 eTni,ki−1
]
(1)
of order
∑ki−1
j=1 ni,ki−1.
2. Preliminaries
Lemma 1. Let
B = βIm − suA (Km) .
Then
|B| = (β + su)m−1 (β − (m − 1) su) (2)
and, if β + su = 0 and β − (m − 1) su = 0,
eTmB
−1em= m
β − (m − 1) su .
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Proof. Theeigenvalues ofB areβ+suwithmultiplicitym−1and the single eigenvalueβ−(m − 1) su.
Thus (2) follows easily. If β + su = 0 and β − (m − 1) su = 0 then B is invertible. One can verify that
B−1 = xIm + yA (Km)
where
x = β − (m − 2) su
(β + su) (β − (m − 1) su) , y =
su
(β + su) (β − (m − 1) su) .
Hence
eTmB
−1em = mx + (m − 1)my = m
β − (m − 1) su .
The proof is complete. 
Lemma 2. Consider the block bordered matrix
H =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
H1 0 · · · 0 −sw1,k1−1a1
0 H2
. . . −sw2,k2−1a2
...
. . .
. . . 0
...
0 0 Hp −swp,kp−1ap
−sw1,k1−1aT1 −sw2,k2−1aT2 · · · −swp,kp−1aTp α
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
where, for i = 1, 2, . . . , p, Hi =⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Ini,2 ⊗ Hi,1 −sIni,2 ⊗ wi,1emi,1
−sIni,2 ⊗ wi,1eTmi,1 Ini,3 ⊗ Hi,2
. . .
. . .
. . .
. . .
. . . Ini,ki−1 ⊗ Hi,ki−2 −sIni,k−1 ⊗ wi,ki−2emi,ki−2
−sIni,ki−1 ⊗ wi,ki−2eTmi,ki−2 Hi,ki−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
with
Hi,j = αi,jImi,j − sui,jA
(
Kmi,j
)
(1  j  ki − 1)
and a1, a2, . . . , ap as in (1). For i = 1, 2, . . . , p, let
βi,1 = αi,1
and, for j = 1, 2, . . . , ki − 2, if βi,j + sui,j = 0 and βi,j − (mi,j − 1) sui,j = 0, let
βi,j+1 = αi,j+1 −
mi,jw
2
i,j
βi,j − (mi,j − 1) sui,j
and
β = α −
p∑
i=1
mi,ki−1w2i,ki−1
βi,ki−1 −
(
mi,ki−1 − 1
)
sui,ki−1
. (3)
L. Medina, O. Rojo / Linear Algebra and its Applications 437 (2012) 878–898 883
Then
|H| = β
p∏
i=1
ki−1∏
j=1
((
βi,j + sui,j)ni,j−ni,j+1 (βi,j − (mi,j − 1) sui,j))ni,j+1 . (4)
Proof. In order to prove (4) we reduce H to a block upper triangular matrix. For i = 1, 2, . . . , p,
consider the block of rows[
Hi 0 · · · 0 −swi,ki−1ai
]
.
Let Bi,1 = Hi,1. Then Bi,1 = αi,1Imi,1 −sui,1A
(
Kmi,1
)
= βi,1Imi,1 −sui,1A
(
Kmi,1
)
. Sinceβi,1+sui,1 = 0
and βi,1 − (mi,1 − 1) sui,1 = 0, from Lemma 1, the matrix Bi,1 is invertible. Multiplying the first row
of blocks of Hi by −swi,1Ini,2 ⊗ eTmi,1B−1i,1 and subtracting the products from the second row of blocks,
we obtain the matrixMi,2 =⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Ini,2 ⊗ Bi,1 −swi,1Ini,2 ⊗ emi,1
Ini,3 ⊗ Hi,2 − w2i,1Ini,2 ⊗ eTmi,1B−1i,1 emi,1
. . .
. . .
. . . −sIni,ki−1 ⊗ wi,ki−2emi,ki−2
. . . Hi,ki−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
From Lemma 1, eTmi,1B
−1
i,1 emi,1 = mi,1βi,1−(mi,1−1)sui,1 . Then
Ini,3 ⊗ Hi,2 − w2i,1Ini,2 ⊗ eTmi,1B−1i,1 emi,1
= Ini,3 ⊗ Hi,2 − w2i,1Ini,2 ⊗
mi,1
βi,1 − (mi,1 − 1) sui,1
= Ini,3 ⊗ Hi,2 −
mi,1w
2
i,1
βi,1 − (mi,1 − 1) sui,1 Ini,2
= Ini,3 ⊗ Hi,2 −
mi,1w
2
i,1
βi,1 − (mi,1 − 1) sui,1 Ini,3 ⊗ Imi,2
= Ini,3 ⊗
(
Hi,2 − mi,1w
2
i,1
βi,1 − (mi,1 − 1) sui,1 Imi,2
)
= Ini,3 ⊗
((
αi,2 − mi,1w
2
i,1
βi,1 − (mi,1 − 1) sui,1
)
Imi,2 − sui,2A
(
Kmi,2
))
= Ini,3 ⊗
(
βi,2Imi,2 − sui,2A
(
Kmi,2
))
.
Let Bi,2 = βi,2Imi,2 − sui,2A
(
Kmi,2
)
. ThenMi,2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Ini,2 ⊗ Bi,1 −swi,1Ini,2 ⊗ emi,1
Ini,3 ⊗ Bi,2 −swi,2Ini,3 ⊗ emi,2
−swi,2Ini,3 ⊗ eTmi,2
. . .
. . .
. . . Ini,ki−1 ⊗ Hi,ki−2 −swi,ki−2Ini,ki−1 ⊗ emi,ki−2
. . . Hi,ki−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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Since βi,2 + sui,2 = 0 and βi,2 − (mi,2 − 1) sui,2 = 0, from Lemma 1, the matrix Bi,2 is invertible
and thus we can continue the procedure to reduce Hi to a block upper triangular matrix obtaining the
matrixMi,ki−1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Ini,2 ⊗ Bi,1 −swi,1Ini,2 ⊗ emi,1
Ini,3 ⊗ Bi,2 −swi,2Ini,3 ⊗ emi,2
. . .
. . .
Ini,ki−1 ⊗ Bi,ki−2 −swi,ki−2Ini,ki−1 ⊗ emi,ki−2
Bi,ki−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(5)
where Bi,j = βi,jImi,j − sumi,j A
(
Kmi,j
)
for j = 1, 2, . . . , ki − 1. Observe that |Hi| = ∣∣Mi,ki−1∣∣ for
i = 1, 2, . . . , p. Thus the matrix H is reduced to the intermediate matrix
K =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
M1,k1−1 0 · · · 0 −sw1,k1−1a1
0 M2,k2−1
. . . −sw2,k2−1a2
...
. . .
. . . 0
...
0 0 Mp,kp−1 −swp,kp−1ap
−sw1,k1−1aT1 −sw2,k2−1aT2 · · · −swp,kp−1aTp α
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
We now operate on this matrix. For i = 1, 2, . . . , p, since βi,ki−1 + sui,ki−1 = 0 and βi,ki−1 −
sui,ki−1
(
mi,ki−1 − 1
) = 0, from Lemma 1, the matrix Bi,ki−1 is invertible and eTi,ki−1B−1i,ki−1ei,ki−1 =
mi,ki−1
βi,ki−1−(mi,ki−1)sui,ki−1
. Multiplying the last row of Mi,ki−1 by −swi,ki−1aTi B−1i,ki−1 and subtracting the
corresponding products from the last row of K , we obtain the block upper triangular matrix
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
M1,k1−1 0 · · · 0 −sw1,k1−1a1
0 M2,k2−1
. . . −sw2,k2−1a2
...
. . .
. . . 0
...
0 0 Mp,kp−1 −swp,kp−1ap
0 0 · · · 0 β
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
where β is given by (3). Therefore |H| = β
p∏
i=1
∣∣Mi,ki−1∣∣. We use Lemma 1 in (5) to get
|H| = β
p∏
i=1
ki−1∏
j=1
∣∣Bi,j∣∣ni,j+1 = β p∏
i=1
ki−1∏
j=1
((
βi,j + sui,j)ni,j−ni,j+1 (βi,j − (mi,j − 1) sui,j))ni,j+1 .
This completes the proof. 
The following lemma is proven in [12].
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Lemma 3. Let
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
X1 0 · · · 0 x1
0 X2
. . . x2
...
. . .
. . . 0
...
0 0 Xp xp
xT1 x
T
2 · · · xTp x
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
where, for i = 1, 2, . . . , p, Xi is an ni × ni matrix and
xTi =
[
0 · · · · · · 0 xi
]
.
Then
|X| = x
p∏
i=1
|Xi| −
p∑
i=1
x2i
∣∣X˜i∣∣∏
l =i
|Xl|
where X˜i denotes the submatrix obtained from Xi by deleting its last row and its last column.
From now on
λ1 (S)  λ2 (S)  · · ·  λn (S)
are the eigenvalues of an n × n matrix S, σ (S) is the set of its eigenvalues and ρ (S) is its spectral
radius. Moreover, for i = 1, 2, . . . , p, ui is the (ki − 1)-dimensional vector
ui =
[
0 · · · · · · 0 √ni,ki−1
]T
and for j = 1, 2, . . . , ki, vi,j−1 is the (j − 1)-dimensional vector
vi,j−1=
[
0 · · · 0 √mi,j−1wi,j−1
]T
.
We finish this section collecting some well known facts in the following lemma.
Lemma 4. (a) The eigenvalues of a Hermitian matrix do not decrease if a positive semidefinite matrix is
added to it [10, Corollary 4.3.3].
(b) If A is anm×m symmetric tridiagonal matrix with nonzero codiagonal entries then the eigenvalues
of any (m − 1) × (m − 1) principal submatrix strictly interlace the eigenvalues of A [9].
(c) A graph is bipartite if and only if it contains no odd cycle [7, Proposition 1.6.1] and that the smallest
signless Laplacian eigenvalue of a connected graph is equal to 0 if and only if the graph is bipartite; in this
case 0 is a simple eigenvalue [3, Proposition 2.1].
(d) If M is an irreducible nonnegative matrix then ρ (M) strictly increases when any entry of M strictly
increases [15, Theorem 2.1].
3. The eigenvalues of L (G)
Definition 1. For i = 1, 2, . . . , p, let
Ci,0 (λ) = 1, Ci,1 (λ) = λ − wi,1
Ci,j (λ) = (λ − (di,j − 1)wi,j−1 − wi,j) Ci,j−1 (λ) − mi,j−1w2i,j−1Ci,j−2 (λ)
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for j = 2, 3, . . . , ki − 1, and
C (λ) = (λ − δ)
p∏
i=1
Ci,ki−1 (λ) −
p∑
i=1
mi,ki−1w2i,ki−1Ci,ki−2 (λ)
∏
l =i
Cl,kl−1 (λ) . (6)
For brevity, we write sometimes Ci,j instead of Ci,j (λ).
Theorem 1. The characteristic polynomial of L (G) is
|λI − L (G)| = C (λ)
p∏
i=1
ki−1∏
j=1
(
Ci,j (λ) − mi,jui,jCi,j−1 (λ))ni,j−ni,j+1 . (7)
Then
|λI − L (G)| = C (λ)
p∏
i=1
∏
j∈i−i
C
ni,j−ni,j+1
i,j (λ)
∏
j∈i
(
Ci,j (λ) − mi,jui,jCi,j−1 (λ))ni,j−ni,j+1 .
Proof. We apply Lemma 2 to H = λI − L (G). We recall that s = −1 and a = 1 for the Laplacian
matrix of G. Then, for i = 1, 2, . . . , p,
Hi,j = αi,jIi,mi,j + ui,jA
(
Kmi,j
)
(1  j  ki − 1)
with
αi,j = λ − δi,j (1  j  ki − 1) and α = λ − δ.
Let λ ∈ R such that Ci,j (λ) = 0 for i = 1, 2, . . . , p and j = 1, 2, . . . , ki − 1. Let βi,j and β be as in
Lemma 2. We have
βi,1 = αi,1 = λ − δi,1 = λ − wi,1 − (di,2 − 2) ui,1
= λ − wi,1 − (mi,1 − 1) ui,1 = Ci,1 − (mi,1 − 1) ui,1.
Then
βi,1 − ui,1 = Ci,1 − mi,1ui,1 = Ci,1
Ci,0
− mi,1ui,1
βi,1 + (mi,1 − 1) ui,1 = Ci,1
Ci,0
= 0
and thus
βi,2 = αi,2 − mi,1w
2
i,1
βi,1 + (mi,1 − 1) ui,1
= λ − δi,2 − mi,1w
2
i,1
βi,1 + (mi,1 − 1) ui,1
= λ − (di,2 − 1)wi,1 − wi,2 − (di,3 − 2) ui,2 − mi,1w2i,1Ci,0
Ci,1
=
(
λ − (di,2 − 1)wi,1 − wi,2) Ci,1 − mi,1w2i,1Ci,0
Ci,1
− (mi,2 − 1) ui,2
= Ci,2
Ci,1
− (mi,2 − 1) ui,2.
Then
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βi,2 − ui,2 = Ci.2
Ci,1
− mi,2ui,2
βi,2 + (mi,2 − 1) ui,2 = Ci,2
Ci,1
= 0.
Similarly, for j = 3, 4, . . . , ki − 1,
βi,j − ui,j = Ci,j
Ci,j−1
− mi,jui,j
βi,j + (mi,j − 1) ui,j = Ci.j
Ci,j−1
= 0.
Hence the quantities βi,j satisfy the hypothesis of Lemma 2. Moreover,
β = α −
p∑
i=1
mi,ki−1w2i,ki−1
βi,ki−1 +
(
mi,ki−1 − 1
)
ui,ki−1
= (λ − δ) −
p∑
i=1
mi,ki−1w2i,ki−1Ci,ki−2
Ci,ki−1
=
(λ − δ)
p∏
i=1
Ci,ki−1 −
∑p
i=1 mi,ki−1w2i,ki−1Ci,ki−2
∏
s =i
Cs,ks−1
p∏
i=1
Ci,ki−1
= C
p∏
i=1
Ci,ki−1
.
Replacing in (4), we get
|λI − L (G)| = C
p∏
i=1
Ci,ki−1
p∏
i=1
ki−1∏
j=1
(
Ci,j
Ci,j−1
− mi,jui,j
)ni,j−ni,j+1 ( Ci.j
Ci,j−1
)ni,j+1
= C
p∏
i=1
Ci,ki−1
p∏
i=1
ki−1∏
j=1
(
Ci,j − mi,jui,jCi,j−1
Ci,j−1
)ni,j−ni,j+1 ( Ci.j
Ci,j−1
)ni,j+1
= C
p∏
i=1
1
Ci,ki−1
ki−1∏
j=1
(
Ci,j − mi,jui,jCi,j−1
Ci,j−1
)ni,j−ni,j+1 ( Ci.j
Ci,j−1
)ni,j+1
= C
p∏
i=1
ki−1∏
j=1
(
Ci,j − mi,jui,jCi,j−1)ni,j−ni,j+1 ki−1∏
j=1
C
ni,j+1
i.j
C
ni,j
i,j−1
1
Ci,ki−1
= C
p∏
i=1
ki−1∏
j=1
(
Ci,j − mi,jui,jCi,j−1)ni,j−ni,j+1 .
Thus (7) is proven for allλ ∈ R such thatCi,j (λ) = 0 for i = 1, 2, . . . , p and j = 1, 2, . . . , ki−1.Now,
we consider λ0 ∈ R such that Ci,j (λ0) = 0 for some i ∈ {1, 2, . . . , p} and some j ∈ {1, . . . , ki − 1}.
Since the zeros of any nonzero polynomial are isolated, there exists a neighborhood N (λ0) of λ0 such
that Ci,j (λ) = 0 for all λ ∈ N (λ0) − {λ0}, i = 1, 2, . . . , p and j = 1, . . . , ki − 1. Hence (7) holds
for all λ ∈ N (λ0) − {λ0}. By continuity, taking the limit as λ tends to λ0, we may conclude that (7)
is valid for all λ ∈ R. Since ni,j = ni,j+1 if j /∈ i and ui,j = 0 if j /∈ i, the final expression of
Theorem 1 is immediate from (7). 
Definition 2. For i = 1, 2, . . . , p and j = 1, 2, 3, . . . , ki − 1, let Ui,j be the j × j leading principal
submatrix of the (ki − 1) × (ki − 1)matrix Ui =
888 L. Medina, O. Rojo / Linear Algebra and its Applications 437 (2012) 878–898⎡⎢⎢⎢⎢⎢⎢⎢⎣
wi,1
√
mi,1wi,1
√
mi,1wi,1
(
di,2 − 1)wi,1 + wi,2 . . .
. . .
. . .
√
mi,ki−2wi,ki−2√
mi,ki−2wi,ki−2
(
di,ki−1 − 1
)
wi,ki−2 + wi,ki−1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
One can easily prove that
∣∣Ui,j∣∣ = wi,1wi,2 . . .wi,j > 0. Then, Ui,j is a positive definite matrix for
i = 1, 2, . . . , p and j = 1, 2, . . . , ki − 1.
At this point, we recall the well known fact [14] that the characteristic polynomial Tj(λ) of the j× j
leading principal submatrix of the k × k symmetric tridiagonal matrix⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a1 b1
b1 a2 b2
. . .
. . .
. . .
. . . ak−1 bk−1
bk−1 ak
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
satisfies the three-term recursion formula
Tj (λ) = (λ − aj) Tj−1 (λ) − b2j−1Tj−2 (λ) (8)
with T0 (λ) = 1 and T1 (λ) = λ − a1.
Lemma 5. For i = 1, 2, . . . , p and j = 1, 2, . . . , ki − 1,∣∣λI − Ui,j∣∣ = Ci,j. (9)
Proof. We have Ci,0 (λ) = 1 and Ci,1 = λ − wi,1 = ∣∣λI − Ui,1∣∣. We prove (9) by induction. Suppose
that (9) holds when the index is less than j, with 2  j  ki − 1. Using (8), we have∣∣λI − Ui,j∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
λ − wi,1 −√mi,1wi,1
−√mi,1wi,1 . . . . . .
. . .
. . . −√mi,j−2wi,j−2
−√mi,j−2wi,j−2 . . . −√mi,j−1wi,j−1
−√mi,j−1wi,j−1 λ − (di,j − 1)wi,j−1 − wi,j
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= (λ − (di,j − 1)wi,j−1 − wi,j) ∣∣λI − Ui,j−1∣∣− mi,j−1w2i,j−1 ∣∣λI − Ui,j−2∣∣
= (λ − (di,j − 1)wi,j−1 − wi,j) Ci,j−1 − mi,j−1w2i,j−1Ci,j−2. 
Definition 3. Let r = ∑pi=1 ki − p + 1. Let U be the symmetric matrix of order r × r defined by
U =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
U1,k1−1 0 · · · 0 w1,k1−1u1
0 U2,k2−1
. . . w2,k2−1u2
...
. . .
. . . 0
...
0 0 Up,kp−1 wp,kp−1up
w1,k1u
T
1 w2,k2−1uT2 · · · wp,kp−1uTp δ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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where U1,k1−1,U2,k2−1, . . . ,Up,kp−1 are the matrices in Definition 2.
From Lemma 4, part (d), it follows ρ
(
Ui,j
)
< ρ (U) for all i and j.
Lemma 6
|λI − U| = C (λ) . (10)
Proof. From Lemma 5,
∣∣λI − Ui,ki−1∣∣ = Ci,ki−1 (λ) and ∣∣λI − Ui,ki−2∣∣ = Ci,ki−2 (λ) for i =
1, 2, . . . , p. We apply Lemma 3 to the matrix λI − U to obtain
|λI − U| = (λ − δ)
p∏
i=1
∣∣λI − Ui,ki−1∣∣− p∑
i=1
ni,ki−1w2i,ki−1
∣∣λI − Ui,ki−2∣∣∏
l =i
∣∣λI − Ul,kl−1∣∣
= (λ − δ)
p∏
i=1
Ci,ki−1 (λ) −
p∑
i=1
ni,ki−1w2i,ki−1Ci,ki−2 (λ)
∏
l =i
Cl,kl−1 (λ) .
Finally, we recall (6) to get (10). 
We study the polynomials
Di,j = Ci,j − mi,jui,jCi,j−1
appearing in (7). We have
Di,1 = λ − wi,1 − mi,1ui,1
Di,j = (λ − (di,j − 1)wi,j−1 − wi,j − mi,juj) Ci,j−1 − mi,j−1w2i,j−1Ci,j−2
for j = 2, 3, . . . , k − 1.
Definition 4. For i = 1, 2, . . . , p, let
Vi,1 = [wi,1 + (di,2 − 1) ui,1]
Vi,j =
⎡⎣ Ui,j−1 vi,j−1
vTi,j−1
(
di,j − 1)wi,j−1 + wi,j + mi,jui,j
⎤⎦
= Ui,j +
⎡⎣ 0 0
0T mi,jui,j
⎤⎦ , (2  j  ki − 1) .
Since
⎡⎣ 0 0
0T mi,jui,j
⎤⎦ is a positive semidefinite matrix, from Lemma 4, part (a), it follows that
λl
(
Ui,j
)  λl (Vi,j) (11)
and thus Vi,j is also positive definite matrix, for all i and j. Observe that Vi,j = Ui,j for j /∈ i.
Lemma 7. For i = 1, 2, . . . , p and j = 1, 2, . . . , ki − 1, we have∣∣λI − Vi,j∣∣ = Di,j.
Proof. Similar to the proof of Lemma 5. 
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Theorem 2. (a)
σ (L (G)) = σ (U) ∪ ∪pi=1
(∪j∈i−iσ (Ui,j) ∪ ∪j∈iσ (Vi,j))
(b) The multiplicity of each eigenvalue of the matrices Ui,j and Vi,j in (a), as an eigenvalue of L (G), is
ni,j − ni,j+1. The multiplicities of equal eigenvalues obtained in different matrices (if any) must be added.
(c) The matrix U is singular.
(d)
ρ (L (G)) = max
{
ρ (U) , max
1ip
max
j∈i
{
ρ
(
Vi,j
)}}
. (12)
(e) If there is 1  i  p such that dki > 1 and ki − 1 ∈ i − i then
a (G) = min {λ1 (Ui,ki−1) : dki > 1, ki − 1 ∈ i − i} .
Proof. Theorem 1, Lemma 5, Lemma 6, Lemma 7 and part (b) of Lemma 4 imply (a) and (b). We know
that Ui,j and Vi,j are positive definite matrices. This fact and part (a) imply that 0 is an eigenvalue of
U. Hence G is a singular matrix. Since ρ
(
Ui,j
)
< ρ (U) for all i and j, (12) follows from (a). From (11),
we have λ1
(
Ui,j
)  λ1 (Vi,j). Moreover, the eigenvalues of the matrices Ui,j interlace the eigenvalues
of Ui,ki−1 and the eigenvalues of Ui,ki−1 interlace the eigenvalues of U. These facts together with (a)
and (c) imply (d). 
4. The eigenvalues of Q (G) and A (G)
Definition 5. For i = 1, 2, . . . , p, let
Ei,0 (λ) = 1, Ei,1 (λ) = λ − wi,1 − 2ui,1 (mi,1 − 1) ,
Ei,j (λ) = (λ − (di,j − 1)wi,j−1 − wi,j − 2ui,j (mi,j − 1)) Ei,j−1 (λ) − mi,j−1w2i,j−1Ei,j−2 (λ)
for j = 2, 3, . . . , ki − 1, and
E (λ) = (λ − δ)
p∏
i=1
Ei,ki−1 (λ) −
p∑
i=1
mi,ki−1w2i,ki−1Ei,ki−2 (λ)
∏
l =i
El,kl−1 (λ) .
Theorem 3. The characteristic polynomial of Q (G) is
|λI − Q (G)| = E (λ)
p∏
i=1
∏
j∈i
(
Ei,j (λ) + mi,jui,jEi,j−1 (λ))nj−nj+1 .
Then
|λI − Q (G)| = E (λ)
p∏
i=1
∏
j∈i−i
E
ni,j−ni,j+1
i,j (λ)
∏
j∈i
(
Ei,j (λ) + mi,jui,jEi,j−1 (λ))nj−nj+1 .
Proof. We apply Lemma 2 to H = λI − Q (G). For this matrix, for i = 1, 2, . . . , p and j = 1, 2,
. . . , ki − 1,
Hi,j = αi,jIi,mi,j − ui,jA
(
Kmi,j
)
αi,j = λ − δi,j and α = λ − δ.
The rest of the proof is similar to the proof of Theorem 1. 
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Definition 6. For i = 1, 2, . . . , p and j = 1, 2, 3, . . . , ki − 1, let Wi,j be the j × j leading principal
submatrix of the (ki − 1) × (ki − 1)matrixWi =⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
wi,1 + 2 (mi,1 − 1) ui,1 √mi,1wi,1
√
mi,1wi,1 Wi (2, 2)
. . .
. . .
. . .
√
mi,k−2wi,k−2√
mi,k−2wi,k−2 Wi (ki − 1, ki − 1)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
where
Wi (j, j) = (di,j − 1)wi,j−1 + wi,j + 2ui,j (mi,j − 1) , (2  j  ki − 1) .
Lemma 8. For i = 1, 2, . . . , p and j = 1, 2, . . . , ki − 1,∣∣λI − Wi,j∣∣ = Ei,j.
Proof. Similar to the proof of Lemma 5. 
Definition 7. Let r = ∑pi=1 ki − p + 1. LetW be the symmetric matrix of order r × r defined by
W =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
W1,k1−1 0 · · · 0 w1,k1−1u1
0 W2,k2−1
. . . w2,k2−1u2
...
. . .
. . . 0
...
0 0 Wp,kp−1 wp,kp−1up
w1,k1u
T
1 w2,k2−1uT2 · · · wp,kp−1uTp δ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
whereW1,k1−1,W2,k2−1, . . . ,Wp,kp−1 are the matrices in Definition 6.
Lemma 9
|λI − W| = E (λ) .
Proof. From Lemma 8,
∣∣λI − Wi,ki−1∣∣ = Ei,ki−1 (λ) and ∣∣λI − Wi,ki−2∣∣ = Ei,ki−2 (λ) for i = 1, 2,
. . . , p. We apply Lemma 3 to the matrix λI − W to obtain
|λI − W| = (λ − δ)
p∏
i=1
∣∣λI − Wi,ki−1∣∣− p∑
i=1
mi,ki−1w2i,ki−1
∣∣λI − Wi,ki−2∣∣∏
l =i
∣∣λI − Wl,kl−1∣∣
= (λ − δ)
p∏
i=1
Ei,ki−1 (λ) −
p∑
i=1
mi,ki−1w2i,ki−1Ei,ki−2 (λ)
∏
l =i
El,kl−1 (λ)
= E (λ) . 
We now study the polynomials
Fi,j = Ei,j + ui,jmi,jEi,j−1
in Theorem 3. We have
Fi,1 = λ − wi,1 − 2 (di,2 − 2) ui,1 + ui,1 (di,2 − 1) = λ − wi,1 − (di,2 − 3) ui,1.
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Fi,j = (λ − (di,j − 1)wi,j−1 − wi,j − 2ui,j (mi,j − 1)) Ei,j−1 − mi,j−1w2i,j−1Ei,j−2 + ui,jmi,jEi,j−1
= (λ − (di,j − 1)wi,j−1 − wi,j − ui,j (mi,j − 2)) Ei,j−1 − mi,j−1w2i,j−1Ei,j−2
for j = 2, 3, . . . , ki − 1.
Definition 8. For i = 1, 2, . . . , p, let
Xi,1 = [wi,1 + ui,1 (di,2 − 3)]
Xi,j =
⎡⎣Wi,j−1 vi,j−1
vTi,j−1
(
di,j − 1)wi,j−1 + wi,j + ui,j (mi,j − 2)
⎤⎦
= Wi,j −
⎡⎣ 0 0
0T mi,jui,j
⎤⎦ (2  j  ki − 1) .
Lemma 10. For i = 1, 2, . . . , p and j = 1, 2, . . . , ki − 1∣∣λI − Xi,j∣∣ = Fi,j.
Proof. Similar to the proof of Lemma 5. 
Theorem 4
(a)
σ (Q (G)) = σ (W) ∪ ∪pi=1
(∪j∈i−iσ (Wi,j) ∪ ∪j∈iσ (Xi,j)) (13)
(b) The multiplicity of each eigenvalue of the matrices Wi,j and Xi,j in (a), as an eigenvalue of Q (G), is
ni,j − ni,j+1. The multiplicities of equal eigenvalues obtained in different matrices (if any) must be added.
(c) The smallest signless Laplacian eigenvalue of G is
λ1 (Q (G)) = min
{
λ1 (W) , min
1ip
min
j∈i
{
λ1
(
Xi,j
)}}
.
(d) The spectral radius of Q (G) is
ρ (Q (G)) = ρ (W) .
Proof. Theorem 3, Lemma 8, Lemma 9, Lemma 10 and part (b) of Lemma 4 imply (a) and (b). Clearly
our graph G is connected and contains odd cycles. Then, from Lemma 4, part (c), λ1 (Q (G)) > 0.
Moreover, from the interlacing property of the eigenvalues of Hermitian matrices and part (b) of
Lemma 4, we have λ1 (W)  λ1 (Wi) < λ1
(
Wi,j
)
for all j and thus (c) follows. We have Wi,1 =
wi,1+2ui,1 (mi,1 − 1) ui,1 = Xi,1+mi,1ui,1 and, for j = 2, 3, . . . , ki −1,Wi,j = Xi,j +
⎡⎣ 0 0
0T mi,jui,j
⎤⎦.
Then ρ
(
Xi,j
)
< ρ
(
Wi,j
)
< ρ (W) for all i and j. Using these inequalities in (13), we obtain (d). 
Example 2. Let us apply Theorem 4 to G in Example 1 assuming that G is an unweighted graph. For
this graph, k1 = 5, k2 = 4, k3 = 3, 1 = {1, 2, 3, 4} , 1 = {1, 4} , 2 = {2, 3} , 2 ={2, 3} , 3 = {1} and 3 = {1}. Then
σ (Q (G)) = σ (W)∪σ (W1,2)∪σ (W1,3)∪σ (X1,1)∪σ (X1,4)∪σ (X2,2)∪σ (X2,3)∪σ (X3,1)
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where
W1,2 =
⎡⎣ 1 + 2u1,1 (m1,1 − 1) √m1,1√
m1,1 d1,2 + 2u1,2 (m1,2 − 1)
⎤⎦ =
⎡⎣ 5 √3√
3 4
⎤⎦
W1,3 =
⎡⎢⎢⎢⎣
5
√
3 0√
3 4
√
m1,2
0
√
m1,2 d1,3 + 2u1,3 (m1,3 − 1)
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
5
√
3 0√
3 4
√
2
0
√
2 3
⎤⎥⎥⎥⎦
X1,1 = [d1,2 − 2] = [2]
X1,4 = W1,4 −
⎡⎣ 0 0
0T m1,4
⎤⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣
5
√
3 0 0√
3 4
√
2 0
0
√
2 3
√
2
0 0
√
2 3
⎤⎥⎥⎥⎥⎥⎥⎦
X2,2 = W2,2 −
⎡⎣ 0 0
0T m2,2
⎤⎦ =
⎡⎣ 1 1
1 2
⎤⎦
X2,3 = W2,3 −
⎡⎣ 0 0
0T m2,3
⎤⎦ =
⎡⎢⎢⎢⎣
1 1 0
1 4
√
2
0
√
2 4
⎤⎥⎥⎥⎦
X3,1 = [d3,2 − 2] = [3]
and
W =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
5
√
3 0 0 0 0 0 0 0 0√
3 4
√
2 0 0 0 0 0 0 0
0
√
2 3
√
2 0 0 0 0 0 0
0 0
√
2 5 0 0 0 0 0
√
2
0 0 0 0 1 1 0 0 0 0
0 0 0 0 1 4
√
2 0 0 0
0 0 0 0 0
√
2 7 0 0
√
3
0 0 0 0 0 0 0 7 2 0
0 0 0 0 0 0 0 2 5 1
0 0 0
√
2 0 0
√
3 0 1 6
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The eigenvalues of Q (G) to four decimal places are
multiplicity
W1,2 : 2.6972 6.3028 n1,2 − n1,3 = 4
W1,3 : 1.6385 3.8326 6.5289 n1,3 − n1,4 = 2
X1,1 : 2 n1,1 − n1,2 = 16
X1,4 : 1.0556 2.8151 4.5572 6.5722 n1,4 − n1,5 = 1
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X2,2 : 0.3820 2.6180 n2,2 − n2,3 = 3
X2,3 : 0.6385 2.8326 5.5289 n2,3 − n2,4 = 2
X3,1 : 3 n3,1 − n3,2 = 3
and the eigenvalues ofW:
0.6646, 1.3059, 2.9090, 3.4904, 3.7544, 4.7735, 6.2403, 6.7300, 8.1531, 8.9788.
We now search for the spectrum of the adjacency matrix of G.
Definition 9. For i = 1, 2, . . . , p, let
Gi,0 (λ) = 1, Gi,1 (λ) = λ − ui,1 (mi,1 − 1) ,
Gi,j (λ) = (λ − (mi,j − 1) ui,j) Gi,j−1 (λ) − mi,j−1w2i,j−1Gi,j−2 (λ)
for j = 2, 3, . . . , ki − 1, and
G (λ) = λ
p∏
i=1
Gi,k−1 (λ) −
p∑
i=1
mi,ki−1w2i,ki−1Gi,ki−2 (λ)
∏
l =i
Gl,kl−1 (λ) .
Theorem 5. The characteristic polynomial of A (G) is
|λI − A (G)| = G (λ)
p∏
i=1
∏
j∈i
(
Gi,j (λ) + mi,jui,jGi,j−1 (λ))nj−nj+1 .
Then
|λI − A (G)| (14)
= G (λ)
p∏
i=1
∏
j∈i−i
G
ni,j−ni,j+1
i,j (λ)
∏
j∈i
(
Gi,j (λ) + mi,jui,jGi,j−1 (λ))ni,j−ni,j+1 .
Proof. We apply Lemma 2 to H = λI − A (G). For this matrix, for i = 1, 2, . . . , p and
j = 1, 2, . . . , ki − 1,
Hi,j = αi,jIi,mi,j − ui,jA
(
Kmi,j
)
αi,j = λ and α = λ.
The rest of the proof is an Theorem 1. 
Definition 10. For i = 1, 2, . . . , p and j = 1, 2, 3, . . . , k − 1, let Yi,j be the j × j leading principal
submatrix of the (ki − 1) × (ki − 1)matrix Yi =⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
(
mi,1 − 1) ui,1 √mi,1wi,1
√
mi,1wi,1 ui,2
(
mi,2 − 1) . . .
. . .
. . .
√
mi,ki−2wi,ki−2√
mi,ki−2wi,ki−2 ui,ki−1
(
mi,ki−1 − 1
)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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Lemma 11. For i = 1, 2, . . . , p and j = 1, 2, . . . , ki − 1,
det
(
λI − Yi,j) = Gi,j.
Proof. Similar to the proof of Lemma 5. 
Definition 11. Let r = ∑pi=1 ki − p + 1. Let Y be the symmetric matrix of order r × r defined by
Y =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Y1,k1−1 0 · · · 0 w1,k1−1u1
0 Y2,k2−1
. . . w2,k2−1u2
...
. . .
. . . 0
...
0 0 Yp,kp−1 wp,kp−1up
w1,k1u
T
1 w2,k2−1uT2 · · · wp,kp−1uTp 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
where Y1,k1−1, Y2,k2−1, . . . , Yp,kp−1 are the symmetric tridiagonal matrices in Definition 10.
Lemma 12.
|λI − Y | = G (λ) .
Proof. Similar to the proof of Lemma 9. 
The polynomials
Ki,j = Gi,j + mi,jui,jGi,j−1
appear in (14). We have
Gi,j (λ) = (λ − ui,j (mi,j − 1)) Gi,j−1 (λ) − mi,j−1w2i,j−1Gi,j−2 (λ)
Ki,1 = λ − ui,1 (mi,1 − 1)+ mi,1ui,1 = λ + ui,1
and
Ki,j = (λ − ui,j (mi,j − 1)) Gi,j−1 − mi,j−1w2i,j−1Gi,j−2 + mi,jui,jGi,j−1
= (λ + ui,j) Gi,j−1 − mi,j−1w2i,j−1Gi,j−2.
for j = 2, 3, . . . , ki − 1.
Definition 12. For i = 1, 2, . . . , p, let
Zi,1 = [−ui,1] , Zi,j =
⎡⎣ Yi,j−1 vi,j−1
vTi,j−1 −ui,j
⎤⎦ = Yi,j −
⎡⎣ 0 0
0T mi,jui,j
⎤⎦ (2  j  ki − 1) .
Lemma 13 For i = 1, 2, . . . , p and j = 1, 2, . . . , ki − 1,∣∣λI − Zi,j∣∣ = Ki,j.
Proof. Similar to the proof of Lemma 5. 
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Theorem 6
(a) σ (A (G)) = σ (Y) ∪ ∪pi=1
(∪j∈i−iσ (Yi,j) ∪ ∪j∈iσ (Zi,j))
(b) The multiplicity of each eigenvalue of the matrices Yi,j and Zi,j in (a), as an eigenvalue of Q (G), is
ni,j − ni,j+1. The multiplicities of equal eigenvalues obtained in different matrices (if any) must be
added.
(c) ρ (A (G)) = ρ (Yk) .
Proof. Similar to the proof of Theorem 4. 
5. The normalized Laplacian eigenvalues of G
Let H be a simple unweighted undirected graph. Let v1, . . . , vn be the vertices of H with degrees
d (v1) , . . . , d (vn), respectively. Let D
− 1
2 be the diagonal matrix whose diagonal entries are
1√
d (v1)
,
1√
d (v2)
, . . . ,
1√
d (vn)
whenever d (vi) = 0. If d (vi) = 0 for some i then the corresponding diagonal entry of D− 12 is defined
to be 0. The normalized Laplacian matrix ofH, denoted by L (H), was introduced by Chung [2] as
L (H) = I − D− 12 A (H)D− 12 .
It is well known that the eigenvalues of L (H) lie in the interval [0, 2] and that 0 is an eigenvalue of
L (H)which is a simple eigenvalue if and only ifH is connected.
Suppose that our graph G is unweighted. Wemay see thatA (G) = D− 12 A (G)D− 12 is the adjacency
matrix of a weighted graph in which, for i = 1, 2, . . . , p, the weight ui,j of the edges of the clique at
the level ki − j + 1 is
ui,j = 1mi,j if j ∈ i , (15)
with ui,j = 0 if j /∈ i, and the weightwi,j of the edges connecting vertices at the level ki − j+ 1 with
the vertices ki − j is
wi,1 =
⎧⎪⎨⎪⎩
1√
mi,1+mi,2√mi,2 if 1 ∈ i
1√
mi,1+1 if 1 /∈ i
(16)
wi,j =
⎧⎪⎨⎪⎩
1√
mi,j+mi,j+1√mi,j−1+mi,j+1 if j ∈ i ∩ {2, . . . , ki − 2}
1√
mi,j+1√mi,j−1+1 if j ∈ {2, . . . , ki − 2} − i
wi,ki−1 =
⎧⎪⎪⎨⎪⎪⎩
1√
mi,ki−1
√
mi,ki−2+mi,ki
if ki − 1 ∈ i
1√
mi,ki−1
√
mi,ki−2+1
if ki − 1 /∈ i
.
Replacing the weights given in (15) and (16) into the matrices of Theorem 6, we get
Theorem 7. (a)
σ (L (G)) = σ (I − Y) ∪ ∪pi=1
(∪j∈i−iσ (I − Yi,j) ∪ ∪j∈iσ (I − Zi,j))
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(b) The multiplicity of each eigenvalue of I − Yi,j and I − Zi,j , as an eigenvalue of L (G), is ni,j − ni,j+1.
The multiplicities of equal eigenvalues obtained in different matrices (if any) must be added.
Example 3. For the graph G in Example 1, 1 = {1, 2, 3, 4} , 1 = {1, 4} , 2 = {2, 3} , 2 ={2, 3} , 3 = {1} and 3 = {1}. Then, from Theorem 7,
σ (L (G)) = σ (I − Y) ∪ σ (I − Y1,2) ∪ σ (I − Y1,3) ∪ σ (I − Z1,1) ∪ σ (I − Z1,4)
∪σ (I − Z2,2) ∪ σ (I − Z2,3) ∪ σ (I − Z3,1) .
The matrices Y1,2, Y1,3, Z1,1, Z1,4, Z2,2, Z2,3, Z3,1 and Y are obtained using the weights
u1,1 = 13 u1,2 = 0 u1,3 = 0 u1,4 = 14
u2,1 = 0 u2,2 = 13 u2,3 = 15
u3,1 = 14 u3,2 = 0
w1,1 = 1√
12
w1,2 = 1√
12
w1,3 = 1√
12
w1,4 = 1√
24
w2,1 = 1√
3
w2,2 = 1√
15
w2,3 = 1√
30
w3,1 = 1√
20
w3,2 = 1√
30
These matrices are
Y1,2 =
⎡⎣ 23 12
1
2
0
⎤⎦ , Y1,3 =
⎡⎢⎢⎢⎣
2
3
1
2
0
1
2
0 1√
6
0 1√
6
0
⎤⎥⎥⎥⎦
Z1,1 =
[
−1
3
]
Z1,4 = Y1,4 −
⎡⎣ 0 0
0T m1,4u1,4
⎤⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
2
3
1
2
0 0
1
2
0 1√
6
0
0 1√
6
0 1√
6
0 0 1√
6
− 1
4
⎤⎥⎥⎥⎥⎥⎥⎥⎦
Z2,2 = Y2,2 −
⎡⎣ 0 0
0T m2,2u2,2
⎤⎦ =
⎡⎢⎣ 0 1√3
1√
3
− 1
3
⎤⎥⎦
Z2,3 = Y2,3 −
⎡⎣ 0 0
0T m2,3u2,3
⎤⎦ =
⎡⎢⎢⎢⎣
0 1√
3
0
1√
3
1
3
√
2
15
0
√
2
15
− 1
5
⎤⎥⎥⎥⎦
Z3,1 = [−u3,1] = [−1
4
]
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and
Y =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2
3
1
2
0 0 0 0 0 0 0 0
1
2
0 1√
6
0 0 0 0 0 0 0
0 1√
6
0 1√
6
0 0 0 0 0 0
0 0 1√
6
1
4
0 0 0 0 0 1√
12
0 0 0 0 0 1√
3
0 0 0 0
0 0 0 0 1√
3
1
3
√
2
15
0 0 0
0 0 0 0 0
√
2
15
2
5
0 0 1√
10
0 0 0 0 0 0 0 3
4
1√
5
0
0 0 0 0 0 0 0 1√
5
0 1√
30
0 0 0 1√
12
0 0 1√
10
0 1√
30
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The eigenvalues of L (G) to four decimal places are
multiplicity
I − Y1,2 : 0.0657 1.2676 n1,2 − n1,3 = 4
I − Y1,3 : 0.0232 0.7838 1.5263 n1,3 − n1,4 = 2
I − Z1,1 : 1.3333 n1,1 − n1,2 = 16
I − Z1,4 : 0.0160 0.6104 1.2598 1.6971 n1,4 − n1,5 = 1
I − Z2,2 : 0.5657 1.7676 n2,2 − n2,3 = 3
I − Z2,3 : 0.1484 1.1340 1.5842 n2,3 − n2,4 = 2
I − Z3,1 : 1.2500 n3,1 − n3,2 = 3
and the eigenvalues of I − Y :
0, 0.0207, 0.0477, 0.3419, 0.5968, 0.9498, 1.1377, 1.3629, 1.5144, 1.6282.
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