For the normal linear model regression setup, Zellner's g-prior is extended for the case where the number of predictors p exceeds the number of observations n. Exact analytical calculation of the marginal density under this prior is seen to lead to a new closed form variable selection criterion. This results are also applicable to the multivariate regression setup.
Introduction
Suppose the normal linear regression model is used to relate Y to the potential predictors X 1 , . . . , X p ,
where α is an intercept parameter, 1 n is an n × 1 vector each component of which is one, X = (X 1 , . . . , X p ) is an n × p design matrix, β is a p × 1 vector of unknown regression coefficients, and σ 2 is an unknown positive scalar. We assume that rank X = min(n, p) and also that X is in advance standardized so that (X i −X i 1 n ) ′ (X i −X i 1 n ) for 1 ≤ i ≤ p is equal to each other. The variable selection problem is important because there is usually some unknown subset of the useless predictors and it should be preferable to ignore them. It would be convenient throughout to index each of these 2 p possible subset choices by the vector γ = (γ 1 , . . . , γ p ) where γ i = 0 or 1. We use q γ = γ ′ 1 p to denote the size of the γth subset. The problem then becomes that of selecting a submodel of (1) of the form p y (Y |α, β γ , σ 2 , γ) = N n (α1 n + X γ β γ , σ 2 I)
where X γ is the n × q γ matrix whose columns corresponds to the γth subset of X 1 , . . . , X p , β γ is a q γ × 1 vector of unknown regression coefficients. Let denote M γ the submodel given by (2).
In this paper, we consider variable selection in the Bayesian framework. If the prior probability of any model is equal to each other, that is,
we choose M γ as the best model which maximizes the posterior probability of M γ given y Pr(M γ |y) = m γ (y)
where m γ (y) is the marginal density of y under M γ . In the linear model (2), α, β γ and σ 2 are unknown parameters and eventually we will give prior distributions for all of them, which means full Bayes method. First of all, we consider prior distributions for α and β γ . As the prior measure of α, the Lebesgue measure
is used, which leads that the level of predictive valuesŷ is not shrunk averagely. There are a lot of papers which discuss the way to use improper priors like the Lebesgue measure because non-informative (objective) priors are usually improper. The one of the main meeting point is that the improper prior for model specific parameters is not allowed to use in the context of Bayesian model selection since improper priors are determined only up to an arbitrary multiplicative constant. On the other hand, if parameter appear in all models entertained, the improper priors can be allowed as (4) for the intercept parameter α. We basically conform the rule, but as a matter of fact, all improper priors in this paper are expressed as limits of sequences of proper priors, which never causes trouble. For example, we use a sequence of normal distribution for α
where h α → ∞, instead of using (4) directly.
Since we consider the normal linear regression model, the most tractable prior distribution of β γ is normal conjugate. Among a class of normal conjugate priors, so-called Zellner (1986) 's g-prior
where Z γ is a centered matrix of X γ by subtracting the corresponding mean from each of them, is extremely often used (George and Foster (2000) ; Fernández et al. (2001); Liang et al. (2008) ). Since (6) includes the inverse of Z ′ γ Z γ , it is applicable only for the traditional situation p < n − 1, which means q γ < n − 1 for any M γ . As shown in Section 2, the marginal density of y given g and σ 2 under M γ , which is denoted by m γ (y|g, σ 2 ), is given by
when the priors (5) with h α = ∞ and (6) are used. Actually (7) is the key relation in George and Foster (2000) . Hence if the variance σ 2 is known and we choose g independently of y which satisfies g + 1 g log(g + 1) = 2, or log n the Bayesian strategy using (7) exactly corresponds to AIC by Akaike (1974) or BIC by Schwarz (1978) . This equivalence is the weighty reason that shrinkage prior of β given by (6) is useful for selecting the best model in the Bayesian framework. A wide variety of related choices for penalty term {(g + 1)/g} log(g + 1) have been proposed by others. For example, George and Foster (2000) use the empirical Bayes method to choose g dependently of y. To be more precise, they recommend that the maximizer of the marginal likelihood of ŷ
should be used as the estimator of g. In maximizing (7), the variance σ 2 is assumed to be known whereas it is usually unknown in the real problems. George and Foster (2000) insert the unbiased estimator of variance based on the full model given by (1) or the submodel M γ after deriving the criterion (7). In rigorous Bayesian point of view, however, if the variance is an unknown parameter, the prior distribution should be given. Furthermore we would like to assume the prior distribution of g instead of estimating a fixed g by empirical Bayes method. This is one of our motivation of this paper. See Section 2 for the detail of the priors of σ 2 and g. Additionally treating (very) many regressors case (p > n − 1) becomes more and more important in modern statistics. Since the residual sum of squares (RSS) is zero in the case where q γ ≥ n − 1, naive AIC and BIC methods do not work. Even worse, when q γ > n − 1, where the covariance matrix in Zellner's g-prior, (Z ′ γ Z γ ) −1 , does not exist. That is the reason why neither George and Foster (2000) nor Liang et al. (2008) work. In such a problem, non-Bayesian reguralization methods (Lasso by Tibshirani (1996) , Elastic-net by Zou and Hastie (2005) and their variants by Zou (2006) ) are being considered as standard methods. These are however based on numerical technique, so we cannot clearly see what is happening in terms of the fundamental aggregated of data as RSS.
In this paper, we consider full Bayes method which is applicable for any case (p ≥ n − 1 and p < n − 1). Needless to say, full marginal density is expressed by multiple integration and so has been always calculated by numerical method like MCMC. Notice here that even if normal conjugate prior for β including g-prior and inverse-gamma conjugate prior for σ 2 are used, there is still the integral as long as the full Bayes marginal density is considered. Such numerical full Bayes methods cannot clearly show us what is happening in terms of the aggregated data. This is the motivation of this paper and actually we find a special variant of Zellner's g-prior which enables us to not only calculate the marginal density analytically but also treat many regressors case.
In Section 2, we will give a special variant of g-prior which is expressed by the singular value decomposition of Z γ and propose propose the Bayesian criterion as follows: 
is comparable beyond M γ , that is, the smallest means the best among the submodel M γ which satisfies q γ ≥ n − 1.
In Section 3, we discuss the choice of hyper-parameters which appears in the variant of g-priors. In Section 4, the estimation after selection and Bayesian model averaging are discussed. In section 5, we show that BC[M γ ] has consistency for model selection as n → ∞.
The marginal density under full Bayes
In this section, we derive the marginal density under full Bayesian setting.
prior distribution
First of all, we give the variant of Zellner's g-prior which is suitable for any case (p ≤ n and p ≥ n). For our purpose, we will make the use of the singular value decomposition of Z γ ,
where r γ = min(q γ , n − 1). Notice that the n − 1 is from the fact that Z γ is the centered matrix. In (10), U γ and W γ are n × r γ and r γ × q γ orthogonal matrices, with the columns of
, spanning the column space of Z γ , and the columns of
, spanning the row space. D γ is an r γ × r γ diagonal matrix whose diagonal components satisfy
, r γ and q γ , that is, we just write Z, β, U, D, W , u i , d i , w i , r and q for them. Note that on the expression of (10), the signs of u 1 , . . . , u r and w 1 , . . . , w r are indeterminate whereas the signs of u i w ′ i are determinate. However we will see that these indeterminations do not cause troubles in this paper.
Then the variant of Zellner's g-prior density of β is given by
where p i (·|g, σ 2 ) is the probability density of N(0,
is an arbitrary probability density with mean 0. Also ν i for 1 ≤ i ≤ r should be greater than 1 because of the non-negativeness of the variance. Eventually we will see that the descending order ν 1 ≥ · · · ≥ ν r is reasonable for our purpose. Among a class of descending ν, our recommendable choice is
for 1 ≤ i ≤ r, but in the following, we do not specify
2 r but just assume that ν i ≥ 1 for any i. See Section 4 for the detail. When r = q which implies that (Z ′ Z) −1 exists, (11) reduces to the original Zellner's prior given by (6) if ν 1 = · · · = ν q = 1.
In addition to priors for α and β γ given by (5) and (11), it is assumed that σ 2 and g have prior distribution
where a > −1, b > −1 and h σ > 1. It is easy to see that (13) is a sequence of proper prior densities approaching an improper prior (σ 2 ) −1 I (0,∞) (σ 2 ) as h σ → ∞. Note that, almost all papers in earlier studies recommend that the density (σ 2 ) −1 should be chosen in Bayesian model selection context because it has invariance to scale and location transformations. The prior distribution of g, (14), is what is called Pearson Type VI distribution or beta-prime distribution. Actually the name "beta-prime" is from the fact that 1/(1 + g) has the Beta distribution Be(a + 1, b + 1).
Originally Zellner's g-prior did not assume that g has a distribution like (14). There are several papers about the way to determine a fixed g which depends on p and/or n. See Section 2.4 of Liang et al. (2008) for the detail. As far as we know, Zellner and Siow (1980) implicitly introduced the prior distribution of g because their p(β|σ 2 ) is multivariate Cauchy. In other words, their p g (g) corresponds to inverse Gamma prior Liang et al. (2008) explicitly introduced the distribution for g which they call hyper-g priors. They just considered a subclass of the beta-prime distribution
but we will see that the generalization of (15) like (14) makes the class of marginal densities rich. Actually, in the estimation of a multivariate normal mean, equivalent priors to (4), (6), (13) and (14), has been considered by Strawderman (1971) and extended by Maruyama and Strawderman (2005) .
marginal density
The marginal density of y under M γ , is given by
where m γ (y|g, σ 2 ) is the marginal density given g and σ 2 ,
By the simple relation
whereȳ means the mean of y and v = y −ȳ1 n , we have the Pythagorean relation,
Then m γ (y|g, σ 2 ), the marginal density given g and σ 2 , is
By making the orthogonal transformation
. The first equation of (17) is from the monotone convergence theorem. Completing square with respect to β * as
and noting that
and also
where
RSS γ and GESS γ means the residual sum of squares and "generalized" explained sum of squares, respectively. If ν 1 = · · · = ν r = 1, GESS γ reduces to the normal ESS γ ,
Remark 1: If r = q (that is, q ≤ n − 1) and ν 1 = · · · = ν r = 1, we have
This is the key relation in George and Foster (2000) , where they discussed the relationship between the Bayesian criterion under Zellner's prior, AIC and BIC when the variance σ 2 is known.
Using (19), we have
The second equality in (20) is from the monotone convergence theorem. If r = n − 1, RSS γ = 0 and hence we have
Hence in this case, m γ (y) does not depend on the prior density of g. Notice also that if ν 1 = · · · = ν n−1 = 1, GESS γ just becomes v ′ v = (y−ȳ1 n ) ′ (y−ȳ1 n ) and so (22) does not work for model selection because it always takes the same value when r = n − 1. That is why the choice of ν is important.
On the other hand, we consider q ≤ n − 2, which implies that r = q. Let −1 < a < −1/2 and b = (n−5)/2 −r/2 −a, where b is always strictly greater than −1 for any M γ which satisfies q γ ≤ n − 2. Then we have
Note that the marginal density of the null model, M N , can be obtained as a special case of expressions (24) with q = 0 and GESS γ = 0,
Remark 2: When b = (n − 5)/2 − r/2 − a, the integral (23) can be expressed by hyper-geometric function. Liang et al. (2008) deal with the case where b = 0 and approximate the hyper-geometric function by using the Laplace method. On the other hand, our marginal density given by (22) and (24) is more desirable because it include neither the integral and infinite series.
In summary, we have a following result on the marginal density under M γ .
Theorem 2.1. Assume that prior distributions of α, β γ |(σ 2 , g) and σ 2 are given by (5) with h α = ∞ and (11), (13) with h σ = ∞. When q γ ≥ n−1, the prior distribution of g is arbitrary. When q γ ≤ n − 2, the prior distribution of g is given by (14) with −1 < a < −1/2 and b = (n − 5)/2 − q γ /2 − a. Then the marginal density of y given by (16) satisfies
(MD is from Marginal Density) where K(n) is given by (21) and
where ν i [γ] ≥ 1 for any i, RSS γ is the residual sum of squares under M γ and
Under assumptions of Theorem 2.1, the posterior probability of M γ given y is well-defined as
.
Hence we have a following result.
Corollary 2.1. As a Bayesian model selection criterion, it is justified that the submodel M γ which maximizes MD[M γ ] given by (25) among the class of candidate models is chosen.
At this point, a has not yet been fixed while a has to be between (−1, −1/2) for well-defining the marginal density. As the default choice of a, we recommend
which is the median of (−1, −1/2). In the next section, we consider the relationship between the choice of a and the asymptotic behavior of the prior density of β. As for ν, as mentioned in (12),
r for 1 ≤ i ≤ r should be recommended. In this case, we have
When we put together (26), (27) and (28) 
This is very interesting because it consists of fundamental aggregated information of original data.
The geometric mean of the singular values
The property of geometric mean of the singular values given by (28) is not well-known. Hence, in this subsection, we investigate the behavior when the new explanatory variable is added to a centered design matrix.
Theorem 2.2. Fix an n × q centered matrix Z where the rank Z = min(n − 1, q) and assume that an n × 1 vector z which satisfies z ′ 1 n = 0 is added from the right hand side. Let Z * be an n × (q + 1) matrix (Z, z) and RSS(z; Z) the residual sum of squares of the regression z ∼ Zb when q ≤ n − 2. Then
We see that when q ≤ n − 2, sv[Z * ] may become smaller than sv [Z] if the new added variable z is nearly linear dependent. On the other hand, when q ≥ n − 1, sv[Z * ] always becomes larger.
Proof. When q ≤ n − 2, both Z ′ Z and Z ′ * Z * are non-singular. Since Z ′ * Z * is expressed as a partitioned matrix as
we have
where |·| denotes the determinant of the non-singular matrix. Since |Z
q , we have completed the proof. Next we consider the case q ≥ n − 1, which means that the number of positive eigenvalues of Z
be the eigenvalues of Z ′ * Z * and Z ′ Z, respectively. By the Sturmian separation theorem (Rao (1973) ), we have
for all 1 ≤ i ≤ n − 1, which guarantees that
3 The choice of hyperparameters of an extending g-prior
The asymptotic behavior of the prior density of β
As introduced in Section 2, the probability distribution of β given (σ 2 and g) and g are provided by (11) and (14) respectively. Hence the probability density of β given σ 2 is provided by
where p(W ′ β|g, σ 2 ) is the probability density of multivariate normal N r (0,
2 r {ν r + ν r g − 1} −1 ). In this section, we consider the asymptotic behavior of the density p(β|σ 2 ) as β → ∞. We easily see that
for g ≥ ν 1 and any i. The Tauberian Theorem, which is the well-known theorem for describing the asymptotic behavior of the Laplace transform, tells us that the contribution of integrals around zero is negligible when we consider the asymptotic behavior as β → ∞. So we have only to consider the integration between ν 1 and ∞ (the major term). Using the relation (30), we have
where A = {B(a + 1, b + 1)} −1 (2πσ 2 ) −r/2 . From the Tauberian theorem, we see that there exist M 1 < M 2 such that
for sufficiently large β. By (31), smaller a means flatter tail behavior and hence objectivity of prior information of β. Note that for a = −1/2 the asymptotic tail behavior of p(β|σ 2 ) corresponds to that of multivariate Cauchy distribution which is recommended in Zellner and Siow (1980) . So asymptotic tail behavior of our choice a = −3/4 in (26), β −r−1/2 , is flatter than that of the multivariate Cauchy distribution, β −r−1 .
O(n) selection
In (31), we see that the choice of b does not depend on the order of asymptotic behavior of the density of β. Originally b was supposed to be chosen to derive a simple form of MD[M γ ] in (23). In addition to the role for simplicity, the choice of b resolves so called O(n) selection of g. The importance of O(n) selection has been pointed out in the context of the choice of fixed g. Since increasing the data with a fixed choice of g would decrease the prior variance on the coefficients. Indeed, from (11), we have
. Therefore the choice g = O(n) will prevent the prior from asymptotically dominating the likelihood. That is why Zellner (1986) and others have recommended choosing g = O(n) in g-priors.
In our case, g is assumed to be a random variable. Since the choice a = −3/4 means flatter tail, E[g] does not exist. So, as alternatives, the mode of g and {E[g −1 ]} −1 are considered. We easily see that
Hence our prior information of g is averagely O(n).
Estimation after selection and BMA
In this section, we assume that the submodel M γ has been already selected. Usually the posterior mean, E[β γ |y], is used as an estimator of β γ . This is regarded as the Bayes estimator under the loss function (δ − β) ′ Q(δ − β) for any positive-definite matrix Q. It is not however scaled by the variance σ 2 . In the area of Bayesian estimation theory, the scaled loss function (δ − β)
2 is also used, where the Bayes estimator becomes
Here we consider the latter Bayes estimator because it has a simple closed form from the similar calculation as in Section 2.
Notice that
and hence β = W β * + W # β # . By the calculation in (18) and E[β # |y] = 0, it is easy to see that
Before we go further more concrete form of E[σ −2 (1 + g) −1 |y]/E[σ −2 |y], we consider the relationship between the estimator (32) and the usual least squares estimator. When q γ ≤ n − 2, the least squares estimator of β can be written asβ
When q γ ≥ n − 1, the default estimator iŝ
where Z − γ is the Moore-Pennrose inverse matrix Z γ . So (33) and (34) have the same expression with respect to the singular value decomposition. Clearly, in both cases,
where r = min(n − 1, q γ ). Hence our Bayes estimator given by (32) is very reasonable in the sense that the components ofη with larger variances get shrunk more because ν 1 ≥ · · · ≥ ν r . See Chapter 3 of Hastie et al. (2001) for the detail of such a reasonable effect. On the other hand, the original Zellner's g-prior cannot make a reasonable effect. In fact, when q ≤ n − 2 and ν 1 = · · · = ν r = 1 which implies that the prior given by (11) reduces to the original Zellner's g-prior, the estimator (32) becomes just a simple shrinkage estimator
Now we consider the concrete form of
In the similar way as in in Section 2, we have
When q γ ≤ n − 2 (which implies r = q γ ) and b = (n − 5)/2 − r/2 − a, which is the same choice of b as in Section 2, we have
, where a = −3/4 and
On the other hand, when r = n − 1, RSS γ = 0 and hence
Hence we have to choose the mean of prior density of g for estimation of β although we do not need any assumption of prior density of g at all for model selection. It is a good idea to let E[g] = d Casella (1985) and Maruyama and Strawderman (2005) for the detail of condition number.
In summary, our estimator after model selection iŝ
When a new input variable x 0 = (x 01 , . . . , x 0p ) ′ comes, the predictive value of y at x 0 ,ŷ 0 , is given bŷ
Therefore from the Bayesian Model Averaging view point, the predictive value of y at x 0 is given bȳ
Model selection consistency
The posterior consistency for model choice is plim n p(M γ |y) = 1 when M γ is the true model, where plim denotes convergence in probability and the probability distribution here is the sampling distribution under the true model M γ . In this section, we show that our criterion of general form, MD[M γ ] given by (25) has a model selection consistency. The consistency property is clearly equivalent to
Now we assume that for any model M γ , there exists a positive definite matrix
Then there exist M 1 (γ) < M 2 (γ) which do not depend on n such that
for sufficiently large n. Therefore, in order to show the consistency, it suffices to show that
because v ′ v/n, RSS γ /n and RSS γ ′ /n go to some constants respectively in probability by (38) .
Consider the following two situations:
which is strictly less than 1. Hence (RSS γ /RSS γ ′ ) n converges to zero in probability exponentially fast with respect to n. Therefore, no matter what value q γ − q γ ′ takes, (39) is satisfied.
2. M γ ⊆ M γ ′ : By the result in Fernández et al. (2001) 
converges in distribution to exp(χ 2 q γ ′ −qγ /2). Since q γ ′ > q γ , (39) is satisfied.
Simulation Study
In this section, we compare numerical performance of our BC[M γ ] with competitors including AIC, BIC. We prepare 16 possible regressors (p = 16) as follows cor=0.9 x 1 , x 2 , x 3 , x 4 cor=−0.7 , cor=0.5 x 5 , x 6 , x 7 , x 8 cor=−0.3 , cor=0.1 x 9 , x 10 ∼ N(0, 1)
x 11 , x 12 ∼ N(0, 1), x 13 , x 14 ∼ U(−1, 1), x 15 ∼ N(0, 1), x 16 ∼ U(−1, 1).
Here cor denotes the correlation of two normal random variables and U(a, b) denotes the uniform distribution between (a, b). And also (x 1 , x 2 ), (x 3 , x 4 ), (x 5 , x 6 ), (x 7 , x 8 ), (x 9 , x 10 ), x 11 , x 12 , x 13 , x 14 , x 15 , x 16 are independent. Since (x 1 , x 2 ) and (x 3 , x 4 ) are highly correlated, it may not be easy to detect it if the true model includes it. First we assume 14 true regressors x 1 , x 2 , . . . , x 13 , x 14 , that is, the true model is
x i + normal error term.
We also assume that the sample size is n = 30, which means n > p case. The definition of competitors AIC, AICc (Hurvich and Tsai (1989) ), BIC, MD are as follows AIC = −2 × maximum log likelihood + 2(q + 2) AICc = −2 × maximum log likelihood + 2(q + 2) n n − q − 3 BIC = −2 × maximum log likelihood + q log n 0.14 Therefore BC has the best performance and we see that the extention of Zellner's g-prior with descending ν is quite effective. Secondary we assume that the smaller model is true, 8 true regressors x 1 , x 2 , x 5 , x 6 , x 9 , x 10 , x 11 , x 13 . The frequency of selection of the true model is as follows. Again our BC keep the best position while traditional criteria go down rapidly. Finally we again assume 14 true regressors x 1 , x 2 , . . . , x 13 , x 14 but the very small sample size n = 12. Actually this is a very difficult situation and there is no competitors in AIC, BIC, AICc, MD because of p > n. Since our BC could not unfortunately assign the true model as the top once among N = 200, alternatively, we consider the average of rank of each sub-models. As in table the true model is the top with respect to the average of ranks and hence we see that our criterion has an ability to find a true model. Interestingly we also observe the "grouping effect", that is, if the variables are strongly correlated, the submodel including both of them is preferable to the submodel including one of them.
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