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Abstrakt: Ciel’om pra´ce bolo navrhnu´t’ a implementovat’ architektu´ru pre z´ıska-
vanie obra´zkov z databa´zy na za´klade rucˇne nakreslene´ho zadania. Vyhl’ada´vanie
je zalozˇene´ na deskriptore, ktory´ popisuje cˇierno-biely obra´zok nakresleny´
uzˇ´ıvatel’om a farebne´ obra´zky z databa´zy. Ide o upravenu´ verziu deskriptoru
navrhnute´ho pre MPEG-7, ktory´ je v anglickej literatu´re zna´my pod poj-
mom Edge histogram descriptor, a jeho za´kladom je popis loka´lnej distribu´cie
hra´n. Deskriptor a algoritmus navrhnuty´ v cˇla´nku [6] bol reimplementovany´ a
po analy´ze ich vlastnost´ı boli navrhnute´ vylepsˇenia, ktore´ boli na´sledne ove-
rene´ v rea´lnej implementa´cii. Ked’zˇe vy´sledok vyhl’ada´vania za´vis´ı na kva-
lite vstupne´ho na´cˇrtku, boli navrhnute´ spoˆsoby, ako tu´to za´vislost’ zn´ızˇit’ -
posu´vanie mriezˇky, identifika´cia pra´zdnych buniek, ktore´ radika´lne menia vy´sledok
dotazu a detekcia vel’mi podobny´ch buniek. Na za´klade identifika´cie zasˇumeny´ch
buniek bola navrhuta´ meto´da detekcie obra´zkov so stromami, kr´ıkmi alebo
iny´mi pr´ırodny´mi objektami. V experimenta´lnej cˇasti sa sku´ma vplyv roˆznych
parametrov vyhl’ada´vania, ako su´ rozmery mriezˇky alebo pouzˇite´ konvolucˇne´
matice, na presnost’ na´jdeny´ch vy´sledkov. Experimenta´lne vy´sledky demonsˇtruju´,
zˇe syste´m poskytuje uzˇ´ıvatel’ovi intuit´ıvny pr´ıstup k databa´ze obra´zkov.
Kl´ıcˇova´ slova: CBIR syste´m, vyhl’ada´vanie obra´zkov, vyhl’ada´vanie na´cˇrtkom
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Abstract: The aim of this work was to design and implement an architecture
for image retrieval based on hand drawn sketches. A descriptor is used to clas-
sify a monochrome user-drawn sketch as well as color images in the database.
It is based on a descriptor proposed for MPEG-7, a so-called Edge histogram
descriptor. Using [6] as reference, the algorithm was implemented, evaluated
and improvements were proposed. Because sketch quality is an important fac-
tor in the overall search quality, several ways to decrease this dependance were
proposed. These are search grid shifting, empty cell detection and very similar
cell detection. A method for finding images containing trees and other natural
objects using noisy cells was proposed. Experimental part of this work deals
with determining the influence of various parameters on the precision of search
results. The results obtained demostrate that the system provides an intuitive
way to search an image database.
Keywords: CBIR system, image retrieval, sketch-based image retrieval
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Kapitola 1
U´vod
Za posledne´ dve desat’rocˇia sa stu´paju´cim tempom zva¨cˇsˇuje objem digita´lnych
fotografiı. Digita´lne fotografie maju´ sˇiroku´ sˇka´lu uplatnenia jak v me´dia´ch,
reklame, umen´ı ale aj v oblasti vzdela´vania. Sila digita´lnej fotografie spocˇ´ıva
v jednoduchosti, akou doka´zˇe uchovat’ vel’ke´ mnozˇstvo informa´ci´ı. V za´vislosti
od komplexnosti obrazovej sce´ny je mozˇne´ z obra´zku z´ıskat’ informa´cie, ktore´
by cˇlovek pop´ısal azˇ niekol’ky´mi vetami.
Vo vel’kom mnozˇstve multimedia´lneho materia´lu sa da´ len t’azˇko zoriento-
vat’. Rucˇne´ precha´dzanie rozsiahlych databa´z obra´zkov alebo prezeranie vide´ı
za u´cˇelom na´jst’ to, cˇo v danej chv´ıli potrebujeme, je cˇasovo na´rocˇne´. A preto
je zˇiaduce vytvorit’ syste´my, ktore´ by podobne, ako cˇlovek, doka´zali rozpoznat’,
cˇo sa na obra´zku nacha´dza.
Odborn´ıci z oboru pocˇ´ıtacˇove´ho videnia sa uzˇ niekol’ko rokov venuju´ prob-
lematike rozpozna´vania obrazu, spracovaniu digita´lneho obrazu, vyhl’ada´vaniu
obra´zkov alebo vide´ı v multimedia´lnych databa´zach, ale aj iny´m proble´mom
su´visiacich s digita´lnym obrazom. Za tu´to dobu vzniklo ohromne´ mnozˇstvo al-
goritmov, ktore´ sa snazˇia obrazovu´ informa´ciu spracovat’ a z´ıskat’ tak potrebnu´
se´manticku´ informa´ciu, ale proble´m prekonat’ se´manticku´ medzeru je na´rocˇny´.
Su´cˇasne´ syste´my pre vyhl’ada´vanie v obra´zkovy´ch databa´zach su´ zalozˇene´
na roˆznych technika´ch. Jedna z najviac sku´many´ch techn´ık predpoklada´, zˇe
vstupny´ dotaz od uzˇ´ıvatel’a je obra´zok alebo cˇast’ obra´zku. Ine´ zase umozˇnˇuju´
uzˇ´ıvatel’ovi hrubo nacˇrtnu´t’ farebne´ oblasti, pr´ıpadne zadat’ pomer farieb na
obra´zku. Tie najjednoduchsˇie predpokladaju´, zˇe kazˇdy´ obra´zok v databa´ze ob-
sahuje textovu´ anota´ciu, na za´klade ktorej uzˇ´ıvatel’ zada´ svoj dotaz formou
kl’´ucˇovy´ch slov [6].
Predstavme si klasicky´ pr´ıpad, v ktorom uzˇ´ıvatel’ chce zo svojej databa´zy
fotiek alebo kresleny´ch obra´zkov na´jst’ take´, ktore´ obsahuju´ v l’avej cˇasti bu-
dovu. Na to, aby ich databa´za vyhl’adala, mus´ı dostat’ od uzˇ´ıvatel’a vstup, podl’a
ktore´ho na´jde najpodobnejˇsie obra´zky. V pr´ıpade prvej spomenutej techniky by
bol vstupom iny´ podobny´ obra´zok, ktory´ ma´ tiezˇ na l’avej strane budovu alebo
iba cˇast’ obra´zku s budovou. Proble´m spocˇ´ıva pra´ve v nutnosti na´jst’ vhodny´
obra´zok pre vstup. Iny´ pr´ıstup by bol vyhl’adat’ dane´ obra´zky podl’a textovej
anota´cie, ktora´ by hovorila o obsahu kazˇde´ho obra´zku. Za vy´raznu´ nevy´hodu
tejto meto´dy je mozˇne´ povazˇovat’ nutnost’ priradenia anota´cie kazˇde´mu obra´zku
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cˇo by bolo pri takom mnozˇstve existuju´cich da´t nemyslitel’ne´. Taktiezˇ l’udia z
roˆznych kultu´r moˆzˇu obra´zok pop´ısat’ roˆzne pre rozdiely v slovnej za´sobe. Teda
vyhl’ada´vanie podl’a textovej anota´cie by v konecˇnom doˆsledku nebolo efekt´ıvne
alebo spol’ahlive´.
V cˇla´nku [6] sa na proble´m autori pozreli z druhej strany a navrhli des-
kriptor a algoritmus na vyhl’ada´vanie, ktory´ na za´klade rukou nakreslene´ho
na´cˇrtku doka´zˇe na´jst’ podobne´ obra´zky. Tento pr´ıstup vyzera´ byt’ vel’mi sl’ubny´
vzhl’adom na skutocˇnost’, zˇe pre cˇloveka je omnoho jednoduchsˇie nakreslit’
vy´znamne´ cˇiary, tvary alebo l’ubovol’nu´ cˇast’ sce´ny. Ta´to meto´da vyzera´ byt’
pre prakticke´ pouzˇitie vhodna´, pretozˇe l’udsky´ mozog sa snazˇ´ı zapama¨tat’ si
pra´ve tieto vy´znamne´ hrany na obra´zku.
1.1 Ciel’ pra´ce
Prvy´m ciel’ov pra´ce je pochopit’ a reimplementovat’ algoritmus pop´ısany´ v
cˇla´nku [6], ktory´ bol publikovany´ na konferencii EUROGRAPHICS Sympo-
sium on Sketch-Based Interfaces and Modeling (2009). V tomto algoritme je
dostatok priestoru pre vylepsˇenia. Sku´man´ım vlastnost´ı buniek obra´zku budu´
zavedene´ pojmy ako zasˇumena´ bunka a vel’mi podobne´ bunky. Za d’alˇsie vy-
lepsˇenie su´ povazˇovane´ posu´vacie mriezˇky.
Okrem snahy vylepsˇit’ algoritmus je potrebne´ identifikovat’ najlepsˇie para-
metre mriezˇky a urcˇit’ vhodnu´ konvolucˇnu´ maticu pre vy´pocˇet gradientov. To
je ciel’om experimentov v za´vere pra´ce.
Hlavny´m pr´ınosom pra´ce je implementa´cia syste´mu zalozˇene´ho na dotazo-
van´ı na´cˇrtkom1.
1.2 Prehl’ad kapitol
V druhej kapitole bude cˇitatel’uvedeny´ do problematiky vyhl’ada´vania obra´zkov
a proble´mov s ty´m su´visiacimi. Pop´ısane´ budu´ CBIR syste´my, detektor, des-
kriptor a ich vza´jomny´ vzt’ah. V za´vere sa su´stred´ıme na jednu konkre´tnu
meto´du detekcie hra´n, tzv. Sobelov detektor, ktory´ nacˇrtne problematiku vy´pocˇ-
tov gradientov.
Tretia kapitola je venovana´ analy´ze proble´mu a na´vrhu jeho riesˇenia. Bude
definovany´ deskriptor popisuju´ci loka´lnu distribu´ciu hra´n. Bude op´ısany´ algo-
ritmus pre vyhl’ada´vanie, vytvoreny´ nad zadefinovany´m deskriptorom, ktory´
bol navrhnuty´ v cˇla´nku [6]. Na za´klade toho budu´ demonsˇtrovane´ vylepsˇenia
tohto algoritmu. Zavedu´ sa pojmy posu´vanie mriezˇky, vel’mi podobne´ bunky a
zasˇumene´ bunky.
Sˇtvrta´ kapitola sa su´stred´ı na implementacˇnu´ cˇast’ pra´ce. Popisuje tech-
nolo´gie pouzˇite´ na vytvorenie aplika´cie. Vysvetl’uje vy´znam len ty´ch najvy´z-
namnejˇs´ıch a zauj´ımavy´ch cˇast´ı ko´du. V kapitole je zavedeny´ pojem dataset,
ktory´ je akousi abstrakciou databa´zy obra´zkov.
Uzˇ´ıvatel’skej dokumenta´cii je venovana´ piata kapitola. Na jej zacˇiatku sa
1V odbornej literatu´re sa taky´to typ syste´mov nazy´va sketch-based systems
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vysvetl’uje rozdiel medzi Dotazovac´ım rezˇimom a Experimenta´lnym rezˇimom
aplika´cie. Jednotlive´ cˇasti aplika´cie su´ rozdelene´ do cˇast´ı, ktore´ su´ prehl’adne
pop´ısane´.
Sˇiesta kapitola zahr´nˇa experimenty vykonane´ na implementovanom SBIR
syste´me. Bude pop´ısane´ prostredie, na ktorom prebiehalo testovanie, samotny´
experiment a za´very vyply´vaju´ce z vy´sledkov. Cˇitatel’ sa dozvie, na aky´ typ
obra´zkov je navrhnuty´ syste´m vhodny´ a ako spra´vne zada´vat’ dotaz pre dosia-
hnutie najlepsˇ´ıch vy´sledkov.
8
Kapitola 2
Databa´zy digita´lnych obra´zkov
Pred vyhl’ada´van´ım obra´zkov je treba si polozˇit’ ota´zku: ,,Cˇo chceme vyhl’adat’
a aky´m spoˆsobom definovat’ dotaz?”V nasleduju´com texte bude vysvetlene´, cˇo
zahr´nˇa proble´m vyhl’ada´vania obra´zkov a cˇo vsˇetko je potrebne´ si uvedomit’.
Pop´ısane´ budu´ CBIR syste´my, vy´znam detektoru a deskriptoru. Na za´ver bude
pop´ısana´ jedna z meto´d detekcie hra´n.
2.1 Vyhl’ada´vanie obra´zkov
Majme multimedia´lnu databa´zu, z ktorej by chcel uzˇ´ıvatel’ z´ıskat’ konkre´tne
obra´zky. Aky´ druh dotazu ma´ polozˇit’ databa´ze? Odpoved’ na tu´to ota´zku
vyzˇaduje detailne poznat’ potreby uzˇ´ıvatel’a – precˇo hl’ada´ obra´zky, ako pouzˇije
vy´sledok. V [5] sa uva´dza, zˇe obra´zky su´ potrebne´ z roˆznych doˆvodov, okrem
ine´ho aj pre:
• ilustra´ciu textu, ktorou vyjadr´ıme informa´cie alebo pocity t’azˇko op´ısatel’ne´
slovami
• zobrazenie sˇpecia´lnych da´t kvoˆli ich analy´ze (sn´ımky z MRI1)
• vytva´ranie forma´lnych na´kresov pre neskorsˇie pouzˇitie (architektonicke´
pla´ny alebo na´kresy elektrotechnicky´ch zapojen´ı)
Z´ıskat’ pozˇadovany´ obra´zok z databa´zy vyzˇaduje vyhl’adanie obra´zkov zna´-
zornˇuju´cich dany´ typ objektu alebo sce´ny tak, aby mal uzˇ´ıvatel’ pocit, zˇe
vy´sledok je podobny´ dotazu. Obra´zky obsahuju´ roˆzne vlastnosti, ktore´ je mozˇne´
pouzˇit’ pri vyhl’ada´van´ı ako napr´ıklad:
• vy´skyt konkre´tnej kombina´cie farieb, textu´r alebo vy´znamny´ch tvarov
(zˇlty´ kruh)
• vy´skyt alebo rozmiestnenie sˇpecificky´ch typov objektov (stolicˇky okolo
stola)
• zna´zornenie konkre´tneho druhu udalosti (hokejovy´ za´pas)
1Magnetic Resonance Imaging = Magneticka´ rezonancia
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• vy´skyt zna´mej osoby alebo sˇpecificke´ miesto (prezident zdrav´ı l’ud)
• subjekt´ıvne emo´cie (sce´na evokuje u osoby sˇt’astie, radost’)
• metada´ta, urcˇuju´ce, kto vytvoril obra´zok, kde a kedy
Jednotlive´ vlastnosti by mohli byt’ vyuzˇite´ pri definovan´ı typu dotazu do
databa´zy. Kazˇda´ nasleduju´ca vlastnost’ v zozname (okrem poslednej) reprezen-
tuje vysˇsˇiu u´rovenˇ abstrakcie ako predcha´dzaju´ca, a za´rovenˇ je aj t’azˇsˇie na´jst’
odpoved’ na dotaz, ktory´ vyhl’ada´va podl’a danej vlastnosti. V [5] sa uva´dza, zˇe
dotazy je mozˇne´ rozdelit’ do troch u´rovn´ı podl’a rastu´cej zlozˇitosti odpovede.
Jednotlive´ u´rovne pop´ıˇseme len v strucˇnosti.
U´rovenˇ 1 zahr´nˇa vyhl’ada´vanie podl’a primit´ıvnych vlastnost´ı ako farba,
tvar, textu´ra alebo priestorove´ usporiadanie primit´ıvnych elementov. Pr´ıkladom
take´hoto typu dotazu moˆzˇe byt’: ”Na´jdi obra´zky s dlhou tenkou cˇiarou v pra-
vom hornom rohu!”.
U´rovenˇ 2 predstavuje vyhl’ada´vanie podl’a odvodeny´ch za´kladny´ch vlast-
nost´ı. Taky´to druh dotazu vyzˇaduje isty´ typ logickej dedukcie a schopnost’
identifikovat’ zobrazene´ objekty. Napr´ıklad: ”Na´jdi obra´zok dvojposchodove´ho
autobusu!”.
U´rovenˇ 3 zahr´nˇa vyhl’ada´vanie podl’a abstraktny´ch vlastnost´ı vyzˇaduju´ce
vysoku´ u´rovenˇ dedukcie a schopnost’ posu´dit’ zmysel alebo vy´znam objektu,
pr´ıpadne celej sce´ny. Moˆzˇe to byt’ dotaz typu: ”Na´jdi obra´zok vykresl’uju´ci
utrpenie!”.
Vyhl’ada´vaju´ci algoritmus, ktory´ bude vysvetleny´ v neskorsˇ´ıch kapitola´ch
vyuzˇ´ıva najza´kladnejˇsiu vlastnost’ obra´zku, a tou je intenzita. Na jej za´klade lo-
kalizuje vy´razne´ a vy´znamne´ l´ınie, ktore´ su´ pouzˇite´ pri porovna´van´ı s dotazom.
Dotazy, ktore´ navrhovany´ algoritmus prij´ıma na vstupe, rad´ıme do u´rovne 1.
2.2 CBIR syste´my
CBIR syste´m je skra´teny´ na´zov anglicke´ho termı´nu Content-Based Image
Retrieval System. Tento pojem popisuje syste´my, ktore´ z vel’kej mnozˇiny obra´zkov
automaticky extrahuju´ preddefinovane´ vlastnosti. Vyhl’ada´vanie obra´zkov pouzˇi-
t´ım rucˇne pridany´ch kl’´ucˇovy´ch slov (tzv. tagov) sa nepovazˇuje za CBIR.
Je potrebne´ si uvedomit’, zˇe digita´lne obra´zky pozosta´vaju´ z pol’a obra-
zovy´ch bodov, ktore´ samy o sebe neda´vaju´ zmysel. A preto je nutne´ extrahovat’
uzˇitocˇne´ informa´cie zo surovy´ch da´t. Vytvor´ı sa tak metainforma´cia o obra´zku,
ktora´ sa potom pouzˇije pri porovna´van´ı s dotazom. V podstate moˆzˇeme hovo-
rit’ o automatickom indexovan´ı digita´lnych obra´zkov.
Oblast’ vy´skumu a vy´voja CBIR syste´mov je rozsiahla a proble´my, ktore´
riesˇi, su´ u´zko spa¨te´ s proble´mami spracovania obrazu a pocˇ´ıtacˇove´ho videnia.
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Najdoˆlezˇitejˇsie proble´my, s ktory´mi sa stretneme pri na´vrhu a implementa´cii
CBIR syste´mu su´:
• pochopenie potrieb uzˇ´ıvatel’a (aky´ druh digita´lnych obra´zkov pouzˇije a
cˇo ocˇaka´va od vy´sledku)
• identifikovanie spoˆsobu popisovania obsahu v obra´zku (to znamena´ urcˇit’
vhodne´ vlastnosti obra´zku, ktore´ sa pouzˇiju´ na vytvorenie popisu jeho
obsahu)
• extrahovanie taky´chto vlastnost´ı zo surovy´ch da´t
• poskytnutie kompaktne´ho u´lozˇne´ho priestoru pre vel’ke´ databa´zy obra´zkov
• dosiahnutie zhody medzi dotazom a ulozˇeny´mi obra´zkami tak, aby zod-
povedala l’udske´mu cha´paniu podobnosti (obra´zky, ktore´ povazˇuje syste´m
za podobne´, by mal aj uzˇ´ıvatel’ povazˇovat’ za podobne´)
• efekt´ıvne pristupovat’ k ulozˇeny´m obra´zkom a vyhl’adat’ ich podl’a obsahu
• poskytnutie uzˇitocˇne´ho rozhrania pre komunika´ciu uzˇ´ıvatel’a so syste´mom
Pocˇas na´vrhu na´sˇho syste´mu sme narazili na vsˇetky uvedene´ proble´my. V
d’alˇsom texte sa k nim budeme nepriamo vracat’.
Roˆzne implementa´cie CBIR syste´mov da´vaju´ uzˇ´ıvatel’ovi mozˇnost’ z´ıskavat’
da´ta roˆznymi technikami dotazovania, pricˇom vzˇdy za´lezˇ´ı na potreba´ch uzˇ´ıvatel’a.
Dotazovanie v CBIR syste´moch je vlastne hl’adanie podobnost´ı, tzn. porovna´va
sa vstupny´ obra´zok s obra´zkom z databa´zy. Vy´sledkom je cˇ´ıslo, urcˇuju´ce, ako
vel’mi sa obra´zok z databa´zy podoba´ uzˇ´ıvatel’ske´mu dotazu. Na za´klade tohto
cˇ´ısla sa vyberie x obra´zkov s najva¨cˇsˇou podobnost’ou k dotazu. Cˇasto sa sta´va,
zˇe obra´zky na prvy´ch poz´ıcia´ch neobsahuju´ to, cˇo uzˇ´ıvatel’ hl’ada´, pricˇom CBIR
to povazˇuje za vel’mi podobne´. Doˆvodom je pra´ve se´manticka´ medzera, ktora´ sa
len vel’mi t’azˇko prekona´va. Jedna z mozˇnost´ı ako zabra´nit’, aby sa do vy´sledku
opa¨t’ dostali nevhodne´ obra´zky, je spa¨tna´ va¨zba uzˇ´ıvatel’a. K danej dvojici
dotaz–obra´zok sa pridel´ı jeden z troch znakov:
• positive – vyhl’adany´ obra´zok sp´lnˇa pozˇiadavky uzˇ´ıvatel’a
• neutral – uzˇ´ıvatel’nedoka´zˇe rozhodnu´t’, cˇi bol obra´zok spra´vne vyhl’adany´
• negative – vyhl’adany´ obra´zok nesp´lnˇa pozˇiadavky uzˇ´ıvatel’a, a teda bol
nespra´vne vybrany´
Pri d’alˇsom vyhl’ada´van´ı tvoria pridelene´ pr´ıznaky aku´si va´hu, ktora´ moˆzˇe roz-
hodnu´t’ o konecˇnom usporiadan´ı obra´zkov. Ale nie vzˇdy je mozˇne´ pouzˇit’ tento
pr´ıstup.
Spoˆsobov zada´vania dotazu CBIR syste´mu existuje niekol’ko. Spomenˇme
iba:
• query-by-image – dotaz je obra´zok alebo cˇast’ obra´zku
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• query-by-sketch – dotaz je nacˇrtnuty´ (nakresleny´) uzˇ´ıvatel’om
• query-by-gestures – dotaz uzˇ´ıvatel’ zada´va ako gesta´ pomocou ruky,
vid’ [3].
Ta´to pra´ca implementuje CBIR syste´m, do ktore´ho sa vstupny´ dotaz zada´va
spoˆsobom query-by-sketch. Podobny´m architektu´ram sa tiezˇ hovor´ı Sketch-
Based Image Retrieval Systems, skra´tene SBIR.
2.3 Detektor a deskriptor vy´razny´ch
cˇast´ı obrazu
Koncept detekovania vy´razny´ch cˇast´ı obrazu2 je zalozˇeny´ na meto´de, ktora´
sa snazˇ´ı vytvorit’ abstraktnu´ reprezenta´ciu z obrazovej informa´cie. O kazˇdom
bode obra´zku rozhoduje, cˇi patr´ı do jedne´ho z mozˇny´ch druhov vy´raznej cˇasti
obrazu. Vy´sledkom je podmnozˇina z obrazovej dome´ny, cˇasto vo forme izolo-
vany´ch bodov, su´visly´ch kriviek alebo spojity´ch regio´nov [10].
Neexistuje univerza´lna defin´ıcia, cˇo je alebo z cˇoho pozosta´va vy´razna´ ob-
last’ obrazu, predovsˇetky´m z doˆvodu zˇe presna´ defin´ıcia vzˇdy za´vis´ı na spoˆsobe
aplika´cie. Obecne sa ale da´ povedat’, zˇe ide o zauj´ımavu´ oblast’, regio´n alebo bod
v obraze. Zauj´ımavost’ spocˇ´ıva napr´ıklad vo farbe, intenzite svetla vzhl’adom na
svoje okolie a i. Existuju´ roˆzne druhy vy´razny´ch cˇast´ı obrazu, my sa zameriame
na hrany.
Hrana je tvorena´ bodmi, ktore´ lezˇia na hranici medzi dvoma roˆzne farebny´mi
regio´nmi. Obecne moˆzˇe hrana nadobu´dat’ l’ubovol’ny´ tvar. Zvycˇajne by´va defi-
novana´ ako mnozˇina bodov, ktore´ maju´ vy´razny´ gradient, teda vel’kost’ gradien-
tov je vy´razne va¨cˇsˇia v okol´ı hranovy´ch bodov. Urcˇen´ım bodov, ktore´ tvoria
hranu, u´loha detekcie hrany nekoncˇ´ı. Niektore´ body moˆzˇu tvorit’ sˇum alebo do-
konca moˆzˇu lezˇat’ mimo skutocˇnu´ hranu. Existuju´ roˆzne meto´dy, ktore´ vyberu´
spra´vne obrazove´ body, napr´ıklad pocˇ´ıtan´ım sˇ´ırky hrany alebo urcˇen´ım jej za-
krivenia. To znamena´, zˇe za pomoci roˆznych obmedzen´ı na vlastnostiach, ako
je tvar hrany, jemnost’ hrany alebo vel’kost’ gradientu, doka´zˇu lepsˇie detekovat’
hranu.
Algoritmy ktore´ hl’adaju´ vy´razne´ cˇasti obrazu, sa nazy´vaju´ detektory. Zˇiaduca
vlastnost’ kazˇde´ho detektoru je na´jdenie rovnakej vy´raznej cˇasti na dvoch,
respekt´ıve viacery´ch obra´zkoch podobnej sce´ny. Taky´to algoritmus na´m da´va
mozˇnost’ hl’adat’ podobne´ obra´zky.
Je potrebne´ si uvedomit’, zˇe algoritmus pre rozpozna´vanie obrazu je kom-
plexny´. Pozosta´va z niekol’ky´ch iny´ch podalgoritmov, pricˇom kazˇdy´ ma´ inu´
u´lohu. Detektory tvoria jednu skupinu podalgoritmov a patria medzi tie, ktore´
pracuju´ nad surovy´mi da´tami obrazu, to znamena´, zˇe ide o n´ızko-u´rovnˇove´
opera´cie spracovania obrazu. A preto algoritmus pre rozpozna´vanie obrazu
2V anglickej literatu´re je tento pojem zna´my ako image features
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Obr. 2.1: Funkcia vl’avo reprezentuje signa´l intenzity pred pouzˇit´ım opera´tora
gradientu. Vpravo je zna´zornena´ krivka prvej deriva´cie poˆvodnej krivky vl’avo.
bude len tak dobry´, ako dobry´ je jeho detektor.
Dˇalˇsou skupinou su´ deskriptory, ktore´ vytva´raju´ informa´ciu na vysˇsˇej u´rovni
z da´t z´ıskany´ch z detektoru. Ich hlavnou u´lohou je popisovat’ da´ta z´ıskane´ z
detektoru. Moˆzˇu popisovat’ komplexnejˇsie sˇtruktu´ry z bodov alebo hra´n, ako
napr´ıklad objekt. Objektom moˆzˇe byt’ l’ubovol’ny´ u´tvar tvoreny´ konkre´tnym
usporiadan´ım hra´n. Na´s budu´ zauj´ımat’ deskriptory, ktore´ popisuju´ nejaku´
cˇast’ obra´zku formou histogramu.
2.4 Meto´dy detekcie hra´n
Obrazova´ sce´na obsahuje vel’ke´ mnozˇstvo informa´ci´ı. Vd’aka detekcii a extrak-
cii vy´znamny´ch hra´n moˆzˇeme zo sce´ny odfiltrovat’ pre nasˇe u´cˇely nepotrebne´
informa´cie. Ostanu´ tak iba da´ta, ktore´ nesu´ informa´ciu o sˇtruktu´re obrazu.
Ciel’om detekcie hra´n je previest’ obra´zok na mnozˇinu kriviek, hra´n. Hrany
sa pokladaju´ za vy´znamne´ elementy sce´ny. Tvoria hranicu medzi objektom
a pozad´ım alebo iba vizua´lne rozdel’uju´ dva roˆzne farebne´ regio´ny, pr´ıpadne
regio´ny s roˆznou intenzitou svetla. Existuje viac uzˇitocˇny´ch algoritmov na
detekciu hra´n, obecne sa daju´ rozdelit’ na dve skupiny podl’a toho, aky´m
spoˆsobom hranu detekuju´.
Prva´ meto´da vyuzˇ´ıva gradienty. Hl’ada´ maximum a minimum v prvej de-
riva´cii intenzity obra´zku, vid’. [9]. Predstavme si, zˇe su´radnice x,y popisuju´
poz´ıciu v obra´zku a na su´radnici z je funkcia intenzity svetla z obra´zku. Po-
tom miesta, kde je rozdiel intenz´ıt najva¨cˇsˇ´ı, su´ oznacˇene´ ako hrana.
Majme nasleduju´ci signa´l vid’. Obr. 2.1 vl’avo. Potom na Obr. 2.1 vpravo
pekne vidiet’, zˇe deriva´cia ma´ maximum umiestnene´ v strede krivky poˆvodne´ho
signa´lu. To, cˇo sme si na´zorne uka´zali v jednorozmernom priestore, ide analo-
gicky rozsˇ´ırit’ do dvojrozmerne´ho priestoru. Teda gradienty na obra´zku urcˇ´ıme
na za´klade parcia´lnej deriva´cie v smere oˆs x a y.
Ked’zˇe v pocˇ´ıtacˇovej grafike sa vyzˇaduje, aby algoritmy pre spracovanie ob-
razu fungovali ry´chlo, pouzˇ´ıva sa pre aproxima´ciu takzvana´ konvolucˇna´ maska
alebo tiezˇ matica. Jej vel’kost’ je konsˇtantna´ a podstatne mensˇia ako analyzo-
vany´ obraz. Konvolucˇna´ maska sa priklada´ na kazˇdy´ bod obra´zku, pricˇom sa
vzˇdy spocˇ´ıta vel’kost’ gradientu.
Druha´ meto´da je zalozˇena´ na hl’adan´ı miest v obra´zku, kde je druha´ de-
riva´cia intenzity rovna´ nule. Teda hovor´ıme o meto´de Laplacian, a podobne
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ako v prvom pr´ıpade, aj tu sa na aproxima´ciu pouzˇ´ıva konvolucˇna´ maska. Jej
rozmer je 5 x 5 a je pouzˇita´ pre druhu´ deriva´ciu v oboch smeroch. Pre nasˇe
potreby je vhodnejˇsia prva´ meto´da.
2.4.1 Sobelov detektor hra´n
Sobelov detektor hra´n je zalozˇeny´ na meto´de gradientov. Postup vy´pocˇtu gra-
dientov je detailnejˇsie pop´ısany´ v [9], [7]. Na vy´pocˇet gradientov v smere osi
x, Gx, sa pouzˇ´ıva konvolucˇna´ matica −1 0 +1−2 0 +2
−1 0 +1

a v smere osi y, Gy, matica  −1 −2 −10 0 0
+1 +2 +1

Vel’kost’ gradientu sa spocˇ´ıta pouzˇit´ım rovnice G =
√
G2x +G
2
y. Pre dosiahnutie
va¨cˇsˇej ry´chlosti vy´pocˇtu sa cˇastokra´t pouzˇ´ıva aproxima´cia v tvare G = |Gx|+
|Gy|.
Podl’a [7] si zadefinujeme uhol gradientu nasledovne
Θ =
 arctan
Gy
Gx
Gx 6= 0
0 Gy = 0 ∧Gx = 0
pi
2
inak
(2.1)
Na Obr. 2.2 je poˆvodny´ obra´zok, Obr. 2.3, 2.4 zna´zornˇuju´ gradienty spocˇ´ıtane´
pomocou Sobela.
Okrem spomenute´ho Sobelovho detektoru existuju´ podobne´ varianty l´ıˇsiace
sa iba v pouzˇitej konvolucˇnej matici. Tie sa moˆzˇu l´ıˇsit’ ako v jednotlivy´ch
cˇ´ıselny´ch konsˇtanta´ch v matici, tak vel’kost’ou matice. Podl’a [2] plat´ı, zˇe va¨cˇsˇie
konvolucˇne´ matice da´vaju´ lepsˇiu aproxima´ciu, pretozˇe mensˇie matice su´ citlive´
na sˇum. Je to spoˆsobene´ ty´m, zˇe na vy´pocˇet gradientu sa vyuzˇ´ıva aproxima´cia
a cˇ´ım va¨cˇsˇia je matica, ty´m viac obrazovy´ch bodov pokryje, a teda ty´m lepsˇiu
aproxima´ciu deriva´cie v danom bode dostaneme.
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Obr. 2.2: Origina´lny obra´zok v ktorom sa hl’adaju´ gradienty.
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Obr. 2.3: Vizualiza´cia gradientov spocˇ´ıtany´ch v smere osi x pomocou funkcie
cvSobel() s konvolucˇnou maticou vel’kosti 3.
Obr. 2.4: Vizualiza´cia gradientov spocˇ´ıtany´ch v smere osi y pomocou funkcie
cvSobel() s konvolucˇnou maticou vel’kosti 3.
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Kapitola 3
Analy´za a na´vrh
Hned’ na zacˇiatku kapitoly bude definovany´ deskriptor pre pop´ısanie loka´lnej
distribu´cie hra´n. Pop´ıˇseme algoritmus pre vyhl’ada´vanie, ktory´ bol navrhnuty´
podl’a cˇla´nku [6]. Na´sledne budu´ vysvetlene´ navrhovane´ zlepsˇenia. Zavedieme
pojmy posu´vanie mriezˇky, vel’mi podobne´ bunky a zasˇumene´ bunky.
3.1 Prehl’ad
Vstupom vyhl’ada´vaju´ceho mechanizmu je mnozˇina cˇiar, ktore´ nakreslil uzˇ´ıvatel’.
Definuje tak tvar, ktory´ chce vyhl’adat’. Vy´sledkom take´hoto dotazu je kolekcia
obra´zkov s podobny´m obsahom ako vstupny´ na´cˇrtok.
Algoritmus na urcˇovanie podobnost´ı je zalozˇeny´ na za´klade deskriptorov,
ktore´ popisuju´ vy´znamny´ smer pre kazˇdu´ vymedzenu´ oblast’ obra´zku. Deskrip-
tory su´ spocˇ´ıtane´ pre kazˇdy´ obra´zok databa´zy v oﬄine procese. Pojem oﬄine
proces by sa dal v jednoduchosti vysvetlit’ ako mnozˇina vsˇetky´ch vy´pocˇtov
nevyhnutny´ch pre beh databa´zy, ktore´ treba vykonat’ na kazˇdom obra´zku,
pr´ıpadne na iny´ch pomocny´ch da´tovy´ch sˇtruktu´rach, aby bolo mozˇne´ databa´zu
uviest’ do stavu, ked’ od uzˇ´ıvatel’a ocˇaka´va vstup. Podl’a defin´ıcie CBIR syste´mu
v podkapitole 2.2 docha´dza pocˇas oﬄine vy´pocˇtov k detekcii a extrakcii vlast-
nost´ı obra´zku. To znamena´, zˇe sa automaticky vytvoria deskriptory pre kazˇdy´
obra´zok patriaci databa´ze.
Pocˇas behu aplika´cie uzˇ´ıvatel’ nakreslen´ım na´cˇrtku vlastne poskytne pre
kazˇdu´ vymedzenu´ oblast’ obra´zku smerovu´ informa´ciu. Vygenerovany´ deskrip-
tor sa potom jednoducho porovna´ vocˇi vsˇetky´m deskriptorom v databa´ze.
3.2 Deskriptor
Pojem deskriptor bol vysvetleny´ v podkapitole 2.3. V nasleduju´com texte bude
podrobne pop´ısany´ deskriptor, ktory´ bol predstaveny´ v cˇla´nku [6]. Je do-
statocˇne robustny´ a za´rovenˇ kompaktny´. Vzhl’adom k tomu, zˇe jeho pama¨t’ove´
na´roky su´ male´, je vhodny´ na skutocˇne vel’ke´ databa´zy obra´zkov. Taktiezˇ sa-
motny´ vyhl’ada´vac´ı algoritmus navrhnuty´ nad deskriptorom bezˇ´ı dostatocˇne
ry´chlo.
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3.2.1 Dekompoz´ıcia obra´zku na bunky
Majme obra´zok I, ktore´ho rozmer je m × n. Gradient v bode1 (u,v) je defino-
vany´ vy´razom guv = ∇I uv. Obra´zok je pomyselne rozdeleny´ na bunky rovnakej
vel’kosti, vid’ Obr. 3.1. Hovor´ıme, zˇe (u,v) ∈ Cij, ak pixel so su´radnicou u a v
je v bunke s indexom (i,j ).
Hlavny´ vy´znam deskriptorov pop´ısany´ch d’alej v podkapitole 3.2.2 je urcˇit’
orienta´ciu vel’ky´ch gradientov v kazˇdej bunke obra´zku s ocˇaka´van´ım, zˇe budu´
korelovat’ s norma´lami na cˇiary nakreslene´ uzˇ´ıvatel’om. Doˆlezˇity´ rozdiel me-
dzi gradientmi uzˇ´ıvatel’ske´ho na´cˇrtku od gradientov z obra´zku je, zˇe na´cˇrtkove´
dosahuju´ podstatne va¨cˇsˇie rozmery. Je to zapr´ıcˇinene´ rozdielom hodnoˆt fa-
rieb bielej a cˇiernej (v absolu´tnej hodnote to je 255). Bezˇne´ digita´lne obra´zky,
s ktory´mi budeme pracovat’, su´ pestre´ na farby a prechody medzi farebny´mi
regio´nmi nie su´ take´ vy´razne´. Preto vel’kosti gradientov budu´ podstatne mensˇie.
Okrem toho na´s zauj´ıma hlavne percentua´lne vyjadrenie, kol’ko gradientov je
v danom smere. Preto vy´sledny´ deskriptor bunky mus´ı byt’ normalizovany´.
Obr. 3.1: Obra´zok je rozdeleny´ na bunky. Male´ cˇierne cˇiarky zna´zornˇuju´
orienta´ciu a vel’kost’ gradientov.
1Bodom (u,v) sa mysl´ı pixel obra´zku na su´radnici (u,v).
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3.2.2 Deskriptor hranove´ho histogramu
MPEG-7 je zna´my sˇtandard vytvoreny´ Medzina´rodnou organiza´ciou pre nor-
maliza´ciu (ISO). Jeho forma´lny na´zov je Multimedia Content Description In-
terface a bol pop´ısany´ v dokumente ISO/IEC 15938. Ciel’om bolo vytvorit’
sˇtandard pre popisovanie multimedia´lneho obsahu. Jedna z oˆsmych cˇast´ı, do
ktory´ch je sˇtandard rozdeleny´, sa nazy´va MPEG-7 Visual Standard a definuje
deskriptory, ktore´ moˆzˇu byt’ pouzˇite´ na meranie podobnost´ı medzi obra´zkami
alebo videami.
Deskriptor hranove´ho histogramu (d’alej uzˇ len EHD2) je jedny´m z ty´chto
deskriptorov. Bol navrhnuty´ tak, aby jeho vel’kost’ bola cˇo najviac kompaktna´
kvoˆli efekt´ıvnemu ukladaniu metada´t. Jeho u´lohou je popisovanie loka´lnej dis-
tribu´cie hra´n.
Hrany tvoria vy´znamne´ prvky, ktore´ reprezentuju´ obsah obra´zku. L’udske´
oko je citlive´ pra´ve na hrany z pohl’adu vn´ımania obsahu obra´zku. Jednou z
mozˇnost´ı, ako reprezentovat’ distribu´ciu hra´n na obra´zku, je pouzˇitie hranove´ho
histogramu.
Histogram je obecne najcˇastejˇsie pouzˇ´ıvana´ sˇtruktu´ra pre potreby repre-
zenta´cie globa´lnych feature (tj. vy´znamny´ch cˇr´t) v obra´zku. Je invariantny´
vocˇi posunutiu, otocˇeniu a normaliza´ciou ide dosiahnut’ aj invariantnost’ vocˇi
mer´ıtku (tj. zva¨cˇsˇenie alebo zmensˇenie). Vd’aka ty´mto vlastnostiam ide o
vhodny´ na´stroj, ktory´ sa da´ pouzˇit’ napr´ıklad na indexovanie obra´zkov, ako
je uvedene´ v cˇla´nku [4]. Zna´my pr´ıklad pouzˇitia histogramu je urcˇenie per-
centua´lneho vy´skytu farieb na obra´zku.
V cˇla´nku [4] je pop´ısane´, aky´m spoˆsobom bol EHD definovany´ podl’a MPEG-
7 sˇtandardu, my sa ale nebudeme d’alej venovat’ tejto poˆvodnej verzii a na-
miesto toho bude vysvetlene´ vylepsˇenie podl’a cˇla´nku [6].
Je zrejme´, zˇe hlavna´ informa´cia, ktoru´ moˆzˇe uzˇ´ıvatel’prostredn´ıctvom svojho
na´cˇrtku poskytnu´t’ ako vstup, je smer cˇiary3. Tento smer je mozˇne´ urcˇit’ pomo-
cou norma´ly. Smer gradientu v nejakom bode priamky je zhodny´ so smerom
norma´ly k priamke. A pra´ve na tejto vlastnosti gradientu je zalozˇena´ upravena´
verzia EHD.
Pretozˇe gradient je definovany´ uhlom a smerom, v cˇla´nku [4] je smer gra-
dientu ignorovany´, lebo urcˇuje len, ktory´ z dvoch farebny´ch regio´nov ma´ va¨cˇsˇiu
intenzitu. Na´s ale zauj´ıma, uhol a vel’kost’ gradientu v danom bode. Je jasne´ zˇe
na rozhran´ı dvoch farebne odliˇsny´ch regio´nov vznika´ vizua´lne cˇiara a pra´ve tu´
treba deskriptorom pop´ısat’. O to sa postaraju´ gradienty, ktore´ su´ kolme´ na ro-
zhranie. Vznikaju´ na oboch strana´ch pricˇom maju´ opacˇny´ smer, vid’. Obr. 3.2.
Snaha je docielit’, zˇe dva protismerne´ gradienty budu´ povazˇovane´ za rovnako
orientovane´. To znamena´, zˇe gradient s uhlom α a gradient s uhlom α+180◦
sa povazˇuju´ za rovnake´.
2V anglickom preklade Edge histogram descriptor.
3Pre jednoduchost’ uvazˇujeme iba priamu cˇiaru, pretozˇe rukou vol’ne nakreslena´ cˇiara cˇi
krivka sa da´ rozdelit’ na postupnost’ mensˇ´ıch rovny´ch u´secˇiek.
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Obr. 3.2: Dve zva¨cˇsˇene´ bunky zna´zornˇuju´ce smery a vel’kosti gradientov. Na
obra´zku vl’avo je bunka z na´cˇrtku, vpravo bunka z obra´zku.
Aby sa zabra´nilo rusˇivy´m elementom v obra´zku, ktore´ vznikaju´ napr´ıklad
JPEG kompresiou alebo nekvalitny´m sn´ımkom, v cˇla´nku [6] stanovili, zˇe gra-
dienty s vel’kost’ou mensˇou ako 5% maxima´lnej mozˇnej vel’kosti budu´ ignoro-
vane´. Vel’kost’ gradientu v bode (u,v) sa spocˇ´ıta ako gTuvguv. Podmienku pre
elimina´ciu sˇumu mozˇno zhrnu´t’ do nasledovne´ho vy´razu
gTuvguv < ε
2. (3.1)
kde ε =
√
2
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(predpoklada´me, zˇe rozsah vel’kost´ı x -ovej a y-ovej zlozˇky gradien-
tov je v intervale 〈−1, 1〉). Gradienty su´ spocˇ´ıtane´ s cˇierno-bieleho obra´zku,
ktory´ vznikol z kana´lu reprezentuju´ceho intenzitu svetla vo farebnom obra´zku.
V kapitole 6, venovanej experimentom, sa sku´ma, aky´ typ konvolucˇnej matice
je najvhodnejˇs´ı na vy´pocˇet gradientov.
Bina´rny obra´zok sa sklada´ z pixelov nadobu´daju´cich jednu z dvoch mozˇny´ch
hodnoˆt. Typicky sa pouzˇ´ıva pre cˇiernu farbu hodnota 0 a bielu 255. U take´hoto
typu obra´zku sa jednoducho definuje, cˇo je objekt a cˇo je pozadie. Se´manticky´
vy´znam cˇierneho pixelu (pri zvolen´ı dvojice cˇierna a biela) sa urcˇ´ı ako bod,
ktory´ patr´ı objektu a naopak biely pixel bude definovat’ pozadie obra´zku.
Vy´hody bina´rnych obra´zkov spocˇ´ıvaju´ v ich jednoduchej reprezenta´cii a
ty´m vyply´vaju´cej mozˇnosti ry´chleho spracovania, respekt´ıve z´ıskania informa´ci´ı
z nich. Pouzˇ´ıvaju´ sa napr´ıklad na identifikovanie obrysu objektu.
V cˇla´nku [6] uva´dzaju´, zˇe deskriptor na´cˇrtku sa pocˇ´ıta priamo z jeho
bina´rnej reprezenta´cie. Toto je pra´ve jedna z vec´ı, ktoru´ sme v nasˇej imple-
menta´cii pozmenili. Na´cˇrtok nereprezentujeme ako bina´rny obra´zok, ale ako
cˇierno-biely obra´zok a jeho gradienty pocˇ´ıtame ty´m isty´m mechanizmom ako
gradienty obra´zkov. Uzˇ´ıvatel’ ma´ k dispoz´ıcii azˇ sˇtyri roˆzne spoˆsoby kreslenia
cˇiary. Ide o roˆzne meto´dy renderovania kriviek na kresliacom pla´tne. Dom-
nievame sa, zˇe na´cˇrtok, ktory´ ma´ krivky vyhladene´ (renderovane´ za pomoci
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Obr. 3.3: Vizua´lne zna´zornenie histogramu, v ktorom su´ gradienty rozdelene´
do 6 kosˇov podl’a ich smeru.
antialiasingu), bude lepsˇie pasovat’ na hl’adany´ obra´zok ako na´cˇrtok, ktory´ ma´
krivky ostre´ (”hranate´”).
Gradienty bunky su´ rozdelene´ do sˇiestich kosˇov podl’a toho, aky´ uhol zvie-
raju´ s osou x. Ako uzˇ bolo spomenute´, uhly α a α+180◦ sa povazˇuju´ za rovnake´.
Vy´sledna´ hodnota v danom kosˇi je su´cˇet druhy´ch mocn´ın vel’kost´ı gradien-
tov, ktore´ do neho patria. Druhou mocninou sa docieli, zˇe va¨cˇsˇie gradienty
sa zvy´raznia a za´rovenˇ male´ gradienty sa stanu´ menej vy´znamny´mi. Doˆvodom
zvy´raznenia va¨cˇsˇ´ıch gradientov je predpoklad, zˇe uzˇ´ıvatel’ bude kreslit’ pra´ve tie
hrany (cˇiary), ktore´ su´ na obra´zku vy´razne´. Vy´razne´ gradienty su´ zvy´hodnene´.
Pr´ıklad deskriptoru jednej bunky je zna´zorneny´ na Obr. 3.3.
3.3 Algoritmus vyhl’ada´vania
V nasleduju´com texte budu´ pozˇadovane´ vlastnosti deskriptoru zap´ısane´ for-
mou rovn´ıc, z ktory´ch sa potom odvod´ı algoritmus pre vyhl’ada´vanie. Ta´to
podkapitola cˇerpa´ z cˇla´nku [6].
Aby bol porovna´vaju´ci algoritmus pre vyhl’ada´vanie podobny´ch obra´zkov
schopny´ povedat’, ako vel’mi su´ dva obra´zky podobne´, potrebuje tu´to podob-
nost’ nejaky´m spoˆsobom vyjadrit’. Ako najefekt´ıvnejˇs´ı a za´rovenˇ priamocˇiary
pr´ıstup sa ponu´ka mozˇnost’ definovat’ podobnost’ pomocou jedne´ho cˇ´ısla. Toto
cˇ´ıslo nazvime cˇ´ıslo podobnosti. Podl’a toho, aky´m spoˆsobom vyhodnocuje po-
rovna´vaju´ci algoritmus podobnost’, sa stanovy´, cˇi mensˇia hodnota cˇ´ısla zna-
mena´ va¨cˇsˇiu podobnost’ alebo naopak.
V tejto chv´ıli sa zadefinuje niekol’ko rovn´ıc, na za´klade ktory´ch funguje al-
goritmus pre spocˇ´ıtanie cˇ´ısla podobnosti. Nech hij je histogram bunky Cij s
d gradientovy´mi kosˇmi, potom si vel’kost k -teho kosˇa definujeme ako
hij(k) =
∑
(u,v)∈Cij ,o(gij)∈[ kd , k+1d ]
gTuvguv (3.2)
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pricˇom podl’a cˇla´nku [6] je
o(x) = arccos(
sgn(eTx)eTx
||x|| ) (3.3)
kde e je l’ubovol’ny´ jednotkovy´ vektor. Z rovnice je ale jasne´, zˇe obor hodnoˆt
je v intervale 〈0, pi/2〉. Preto je nutne´ pridat’ d’alˇsie podmienky, aby sa obor
hodnoˆt rozsˇ´ıril na 〈0, pi〉.
Je zrejme´ zˇe histogram v bunke na na´cˇrtku moˆzˇe mat’ odliˇsny´ pocˇet gra-
dientov ako histogram bunky na obra´zku, ktory´ hl’ada´me. Z toho doˆvodu je
zavedeny´ pojem normalizovany´ histogram H ij rovnicou
Hij =
1∑k
x=1 hij(x)
hij (3.4)
Medzi dvoma normalizovany´mi histogramami H ij a H˜ ij spocˇ´ıtame vzdialenost’
L1 ako
dij =
k∑
x=1
|Hij(x)− H˜ij(x)| (3.5)
Plat´ı, zˇe vzdialenost’ nadobu´da hodnoty v intervale 〈0, 2〉. Nula indikuje, zˇe
bunky su´ vza´jomne identicke´. Dva znamena´, zˇe su´ maxima´lne rozdielne. Vzdia-
lenost’ medzi dvoma deskriptormi hranove´ho histogramu H a H˜ je urcˇena´ rov-
nicou
dist(H, H˜) =
q∑
i=1
r∑
j=1
dij (3.6)
a pra´ve ta´to vzdialenost’ urcˇuje cˇ´ıslo podobnosti na´cˇrtku a obra´zku. Vo vzt’ahu
sa nacha´dzaju´ dve premenne´, q a r, ktory´ch hodnoty boli prednastavene´ na 20
× 13 (q je pocˇet buniek obra´zku na x -ovej osi a r je pocˇet buniek obra´zku na
y-ovej osi). Rozmer mriezˇky by mal byt’ zvoleny´ tak, aby sa bunky cˇo najviac
podobali sˇtvorcu. Najvhodnejˇsie rozmery mriezˇky su´ predmetom sku´mania v
experimenta´lnej cˇasti pra´ce.
3.4 Vylepsˇeny´ algoritmus vyhl’ada´vania
Ked’zˇe vy´sledok vyhl’ada´vania je za´visl´ı na kvalite vstupne´ho na´cˇrtku uzˇ´ıvatel’a,
navrhnute´ zlepsˇenia sa snazˇia tu´to za´vislost’ zmensˇit’. V nasleduju´com texte su´
rozsˇ´ırenia poˆvodnej verzie vyhl’ada´vaju´ceho algoritmu, navrhnute´ho v cˇla´nku
[6]. Vsˇetky z nich boli implementovane´ v programovej cˇasti pra´ce.
3.4.1 Gradienty
Ako uzˇ bolo spomenute´ v podkapitole 2.4.1, pouzˇit´ım va¨cˇsˇ´ıch konvolucˇny´ch
masiek je presnost’ popisu deriva´cie intenzity va¨cˇsˇia. Z doˆvodu overenia, ktory´
typ masky je idea´lny pre nasˇe potreby, bola v programovej cˇasti pra´ce spr´ıstupnena´
mozˇnost’ vy´beru konvolucˇnej matice roˆznej vel’kosti. Vy´sledky je mozˇne´ na´jst’
v kapitole 6.
22
3.4.2 Pra´zdne bunky
Podl’a cˇla´nku [6] bunky z na´cˇrtku, ktore´ nemaju´ zˇiadne gradienty, su´ pocˇas
porovna´vania ignorovane´. Doˆsledkom toho sa moˆzˇe uzˇ´ıvatel’ zamerat’ iba na
sˇpecificky´ obsah obra´zku a nemus´ı kreslit’ cely´ obra´zok pred ty´m, ako polozˇ´ı
dotaz. Zvy´sˇi sa ty´m mnozˇina akceptovatel’ny´ch vy´sledkov a za´rovenˇ to vy´razne
obmedz´ı pocˇet buniek, ktore´ treba porovnat’.
Zlepsˇenie, ktore´ bolo implementovane´ je nasledovne´. Ak bunka z obra´zku
nema´ gradienty, tak pri porovna´van´ı s na´cˇrtkovou bunkou je ich vzdialenost’
stanovena´ na 2, cˇo zodpoveda´ maxima´lnej odliˇsnosti. Ty´m su´ znevy´hodnˇovane´
obra´zky s pra´zdnymi bunkami.
Doˆvod zlepsˇenia vycha´dza zo skutocˇnosti, zˇe vzdialenost’ medzi nepra´zdnou
bunkou a pra´zdnou bude vzˇdy 1. Obra´zky s pra´zdnymi bunkami by tak mali
va¨cˇsˇiu sˇancu sa dostat’ do vy´sledku a posunu´t’ podobnejˇsie obra´zky na nizˇsˇie
poz´ıcie.
3.4.3 Posu´vanie mriezˇky
Je zrejme´, zˇe nakreslen´ım cˇiary vol’nou rukou sa uzˇ´ıvatel’ nemus´ı trafit’ do
spra´vnych buniek, cˇ´ım dostane deskriptor, ktory´ nezodpoveda´ dostatocˇne presne
deskriptoru hl’adane´ho obra´zku. Obecne sa predpoklada´, zˇe uzˇ´ıvatel’ spra´vne
kresl´ı tvar objektu, azˇ na jeho posunutie alebo vel’kost’. Aby sa zabra´nilo
chyba´m, vzniknuty´m pocˇas kreslenia vol’nou rukou, bol zavedeny´ novy´ po-
jem, posunuta´ mriezˇka, ktora´ ma´ kompenzovat’ predovsˇetky´m chybu v umiest-
nen´ı. Snahou je teda upravit’ navrhnuty´ deskriptor tak, aby bol invariantny´
vocˇi posunutiu. Uzˇ´ıvatel’ ale mus´ı mat’ mozˇnost’ tu´to invariantnost’ obmedzit’.
Ako vedl’ajˇs´ı efekt posu´vacej mriezˇky je cˇiastocˇna´ invariantnost’ vocˇi mer´ıtku
(vel’kost’ objektu). To ale vzˇdy za´vis´ı od vel’kosti pouzˇitej mriezˇky.
Na obra´zku 3.4 su´ zna´zornene´ dve roˆzne mriezˇky. Prva´ je poˆvodna´ bez po-
sunu, druha´ je uzˇ s posunom na poz´ıciu (20, 20). Uzˇ na prvy´ pohl’ad vidiet’, zˇe
v mriezˇke s posunom precha´dzaju´ cˇiary cez ine´ bunky. Bunky navysˇe obsahuju´
ine´ gradienty, histogram bunky je odliˇsny´ rovnako ako aj celkovy´ deskriptor
obra´zku.
Uzˇ´ıvatel’ ma´ k dispoz´ıcii mozˇnost’ zadefinovat’ sa´m, ake´ mriezˇky sa pouzˇiju´
pri dotazovan´ı. Pre kazˇdu´ mriezˇku je potom spocˇ´ıtana´ podobnost’ s obra´zkom.
Fina´lna podobnost’ medzi na´cˇrtkom a obra´zkom je dana´ najlepsˇie pasuju´cou
mriezˇkou (tj. vyberie sa najlepsˇie cˇ´ıslo podobnosti).
3.4.4 Vel’mi podobne´ bunky
Dˇalˇs´ım na´vrhom na zlepsˇenie sa zava´dza iny´ spoˆsob porovna´vania, respekt´ıve
urcˇovania podobnosti buniek. Vycha´dza sa z u´vahy, zˇe dve bunky su´ vizua´lne
podobne´, ak indexy kosˇov s najva¨cˇsˇou hodnotou sa rovnaju´ a za´rovenˇ ta´to
hodnota je asponˇ 0.5 (tj. asponˇ 50% gradientov patr´ı do kosˇov s rovnaky´m
indexom). Uzˇ´ıvatel’sky´ na´cˇrtok obsahuje len male´ mnozˇstvo buniek splnˇuju´ce
podmienky u´vahy. Pocˇet taky´chto buniek sa da´ vyuzˇit’ pre ine´ usporiadanie
vy´sledkov.
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Obr. 3.4: Horny´ obra´zok s mriezˇkou na poz´ıcii (0, 0). Spodny´ obra´zok s
mriezˇkou posunutou na poz´ıciu (20, 20)
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O dvoch bunka´ch sa hovor´ı, zˇe su´ vel’mi podobne´, ak ich vzdialenost’ je
mensˇia ako 0.9. Je zrejme´ zˇe ta´to defin´ıcia nesplnˇuje podmienky u´vahy o
vizua´lnej podobnosti, ale pre prakticke´ pouzˇitie je vhodna´. Identifikovanie
vel’mi podobny´ch buniek sa realizuje pocˇas vy´pocˇtu vzdialenosti.
O kazˇdom obra´zku sa da´ potom povedat’ kol’ko vel’mi podobny´ch buniek
obsahuje, cˇo je vyjadrene´ percentua´lne vzhl’adom k pocˇtu buniek, ktore´ boli
porovna´vane´. Toto vyjadrenie sa potom pouzˇ´ıva k preusporiadaniu vy´sledkov
dotazu. Ocˇaka´va sa, zˇe obra´zky, ktore´ boli umiestnene´ na spodne´ priecˇky, sa
vo vy´sledku dostanu´ na lepsˇie poz´ıcie.
3.4.5 Zasˇumene´ bunky a obra´zky
Na Obr. 3.3 na prvy´ pohl’ad vidiet’, zˇe najva¨cˇsˇiu hodnotu obsahuje piaty koˆsˇ
(modry´ st´lpcˇek). To znamena´, zˇe v danej bunke su´ najvy´raznejˇsie gradienty
zvieraju´ce uhol s osou x v rozmedz´ı od 120◦ do 150◦. Dal by sa urobit’ za´ver,
zˇe touto bunkou pravdepodobne precha´dza vy´razna´ hrana, ktora´ je urcˇena´
gradientami z najlepsˇieho kosˇa. Slovo pravdepodobne bolo pouzˇite´ u´myselne.
Proble´m je v tom, zˇe bunka moˆzˇe obsahovat’ sˇum, chyby alebo vel’a cˇiar, takzˇe
jej deskriptor bude podobny´ bunke, ktorou precha´dza iba zopa´r nevy´razny´ch
hra´n a jedna vel’mi vy´razna´.
Su´cˇet vsˇetky´ch kosˇov v normalizovanom histograme je vzˇdy jedna. Ak vez-
meme bunku, ktorej deskriptor ma´ kosˇe rovnomerne zaplnene´ (tj. nech kazˇdy´
koˆsˇ ma´ hodnotu bl´ızku 1 / 6 = 0.16), tak vo va¨cˇsˇine pr´ıpadov pri porovnan´ı s
bunkou, ktora´ ma plny´ iba jeden koˆsˇ, dostaneme
Hij − H˜ij = 1− 1/6 = 0, 83 (3.7)
kde Hij je bunka z na´cˇrtku a H˜ij je bunka z rovnakej poz´ıcie z obra´zku.
V podkapitole 3.4.4 bolo definovane´, zˇe dve bunky, ktory´ch rozdiel je mensˇ´ı
ako 0.9, su´ vel’mi podobne´. Zasˇumena´ bunka je akoby univerza´lna bunka, o
ktorej porovna´vaju´ci algoritmus vo va¨cˇsˇine pr´ıpadov prehla´si, zˇe je vel’mi po-
dobna´ s hocijakou inou bunkou, ked’zˇe ich rozdiel bude mensˇ´ı ako 0.9.
Ciel’om je vediet’ automaticky identifikovat’ zasˇumene´ bunky a obra´zky,
ktore´ ich obsahuju´, vynˇat’ z vy´sledku dotazu, ked’zˇe take´ obra´zky sa cˇasto
kra´t dosta´vaju´ do vy´sledku. Niekol’ky´mi experimentmi sa na´m podarilo overit’,
zˇe ak kazˇdy´ koˆsˇ histogramu ma´ hodnotu menej ako 0.25, tak bunku moˆzˇeme
prehla´sit’ za zasˇumenu´. Toto tvrdenie bolo overene´ experimentmi. Navysˇe, ak
15% zo vsˇetky´ch buniek, ktore´ maju´ gradient, su´ zasˇumene´, tak cely´ obra´zok
sa oznacˇ´ı ako zasˇumeny´. Uzˇ´ıvatel’ ma´ potom mozˇnost’ pred polozˇen´ım dotazu
urcˇit’, cˇi sa pri vyhl’ada´van´ı pouzˇiju´ aj tieto obra´zky.
Rozpozna´vanie stromov
Identifikovanie zasˇumeny´ch buniek ma´ esˇte jeden pr´ınos. Experimenta´lne bolo
overene´, zˇe za pomoci zasˇumeny´ch buniek by sa dalo relat´ıvne spol’ahlivo roz-
pozna´vat’ stromy, tra´vnate´ porasty, listy alebo pr´ıroda obecne (vid’ Obr. 3.5).
V kapitole 6 sa k tejto te´me esˇte vra´time.
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Obr. 3.5: Zasˇumene´ bunky su´ oznacˇene´ modrou farbou. Pomocou zasˇumeny´ch
buniek sme doka´zali rozpoznat’ a lokalizovat’ stromy na obra´zku.
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Kapitola 4
Implementa´cia
Kapitola sa venuje implementacˇnej cˇasti pra´ce. Budu´ spomenute´ iba najdoˆlezˇi-
tejˇsie triedy, ktore´ su´ zodpovedne´ za logiku a beh vyhl’ada´vaju´ceho algoritmu.
Ide predovsˇetky´m o triedy reprezentuju´ce dataset a deskriptor. Okrem toho
sa zameriame aj na zauj´ımave´ proble´my, ktore´ bolo potrebne´ riesˇit’. Napr´ıklad
proble´m s dlhy´mi opera´ciami, ktore´ trvaju´ desiatky minu´t.
Zdrojovy´ ko´d bol doˆkladne okomentovany´ a obsahuje tak podrobny´ popis
jednotlivy´ch tried a meto´d.
4.1 Technolo´gie
Programova´ cˇast’ pra´ce bola implementovana´ v jazyku C++ za pomoci vy´vojo-
ve´ho prostredia Visual Studio 2008. Na pra´cu s digita´lnymi obra´zkami bola
zvolena´ open source knizˇnica OpenCV. Ide o rozsiahlu knizˇnicu, ktora´ ob-
sahuje viac ako 500 optimalizovany´ch algoritmov, ktore´ su´ zna´me v oblasti
pocˇ´ıtacˇove´ho videnia a spracovania obrazu. Pre nasˇe potreby sme vyuzˇili hlavne
funkcie pre vy´pocˇet gradientov. Na podporu serializa´cie objektov sa pouzˇila
knizˇnica serialization, ktora´ je su´cˇast’ou rozsiahlej knizˇnice Boost. Na vytvo-
renie user interface sa pouzˇ´ıva cross-platformny´ framework Qt, [1].
Cˇo sa ty´ka implementa´cie, z pohl’adu zdrojove´ho ko´du je aplika´cia rozdelena´
na dve vrstvy. Prva´ tvor´ı uzˇ´ıvatel’ske´ rozhranie a druha´ algoritmy, deskriptor
a da´tove´ sˇtruktu´ry potrebne´ pre samotny´ beh navrhovane´ho SBIR syste´mu.
Vd’aka tomu je mozˇne´ menit’ uzˇ´ıvatel’ske´ rozhranie bez va¨cˇsˇ´ıch za´sahov do
najcitlivejˇs´ıch cˇast´ı zdrojove´ho ko´du urcˇene´ho pre SBIR syste´m.
4.2 Dataset
Predty´m, ako uzˇ´ıvatel’ zacˇne vyhl’ada´vat’ obra´zky vo svojej databa´ze, mus´ı vy-
tvorit’ dataset, nad ktory´m pracuje porovna´vaju´ci algoritmus. Ide o vytvorenie
ake´hosi indexu nad digita´lnymi obra´zkami. Dataset je teda tvoreny´ samot-
nou mnozˇinou obra´zkov a metainforma´ciami extrahovany´mi z mnozˇiny ty´chto
obra´zkov. V texte sa bude pod pojmom databa´za obra´zkov rozumiet’ adresa´r,
ktory´ obsahuje iba su´bory s obra´zkami a to vo forma´te JPEG.
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4.2.1 Vytva´ranie datasetu
Vytva´ranie datasetu je cˇasovo na´rocˇna´ opera´cia, ale stacˇ´ı ju vykonat’ iba raz.
Ked’zˇe databa´za obra´zkov moˆzˇe nadobu´dat’ vel’ke´ rozmery (v nasˇom pr´ıpade
najva¨cˇsˇia pouzˇita´ databa´za obsahuje 111 222 obra´zkov), nie je vhodne´ uchova´vat’
vsˇetky metainforma´cie pocˇas vy´pocˇtu v pama¨ti naraz, a preto sa priebezˇne
ukladaju´. Po kazˇdy´ch 5 000 spracovany´ch obra´zkoch sa ulozˇia spocˇ´ıtane´ des-
kriptory do pomocny´ch su´borov dumpFileX.aux, kde X reprezentuje poradove´
cˇ´ıslo. Su´bory su´ ukladane´ v bina´rnom forma´te kvoˆli ry´chlemu nacˇ´ıtaniu do
pama¨te a navysˇe sa ukladaju´ iba take´ informa´cie, ktore´ nie je mozˇne´ ry´chlo
dopocˇ´ıtat’ pocˇas nacˇ´ıtavania. Vd’aka tomu je vel’kost’ su´borov mensˇia.
Obecne´ informa´cie o datasete sa ukladaju´ do samostatne´ho su´boru
dataset.sbir , ktory´ je ukladany´ v textovom forma´te, pretozˇe bolo ciel’om umozˇnit’
sku´sene´mu uzˇ´ıvatel’ovi upravovat’ parametre obycˇajny´m editovan´ım su´boru.
Navysˇe tento su´bor spravidla obsahuje iba zopa´r jednoduchy´ch da´t, ktore´ je
mozˇne´ relat´ıvne ry´chlo spracovat’. Ty´m pa´dom tento forma´t nijak radika´lne
nespomal’uje ry´chlost’ nacˇ´ıtavania datasetu.
Aby bola ry´chlost’ vytva´rania cˇo najva¨cˇsˇia, je u´loha spustena´ vo viacery´ch
vla´knach. Pocˇet vla´kien sa urcˇuje dynamicky podl’a pocˇtu jadier procesora,
ktory´mi disponuje hardware, na ktorom aplika´cia bezˇ´ı. U´zkym hrdlom je pra´ve
za´pis na disk, kedy docha´dza k cˇakaniu vla´kien azˇ do uvol’nenia disku, pretozˇe
niektore´ z vla´kien disk pra´ve vyuzˇ´ıva na za´pis. Napriek tomu je ry´chlost’ vy-
tvorenia datasetu znatel’ne vysˇsˇia pri pouzˇit´ı viacery´ch vla´kien, ako keby bolo
pouzˇite´ iba jedno.
4.2.2 Nacˇ´ıtanie datasetu
Na zacˇiatku sa najprv nacˇ´ıtaju´ obecne´ parametre, z ktory´ch sa potom po-
kracˇuje na ostatne´ su´bory. Treba podotknu´t’, zˇe dataset je cely´ v pama¨ti a je
teda zrejme´ zˇe vel’kost’ datasetu, s ktory´m doka´zˇe aplika´cia pracovat’, je obme-
dzena´ vel’kost’ou dostupnej operacˇnej pama¨te. Tento proble´m sme sa nesnazˇili
nijak sˇpecia´lne riesˇit’, ked’zˇe v pra´ci sa viac su´stred´ıme na zlepsˇenie deskriptoru
a algoritmu porovna´vania. V su´cˇasnom stave sme schopn´ı pracovat’ s datase-
tom vel’kosti 111 222 obra´zkov na stroji s operacˇnou pama¨t’ou 4GB.
Okrem iny´ch mozˇnost´ı, ako zva¨cˇsˇit’ maxima´lnu vel’kost’ datasetu, je tu pries-
tor na zlepsˇenie da´tovy´ch sˇtruktu´r, ktore´ reprezentuju´ EHD, ale refactoring by
bol cˇasovo na´rocˇny´, a preto na tu´to alternat´ıvu iba upozornˇujeme.
4.2.3 Sˇtruktu´ra su´borov
Vsˇetky su´bory nove´ho datasetu sa ukladaju´ do samostatne´ho adresa´ra. Jeho
na´zov urcˇuje uzˇ´ıvatel’. Tento adresa´r sa vytvor´ı v adresa´ri dataset. Ide o hlavny´
adresa´r vsˇetky´ch datasetov vytvoreny´ch nad danou databa´zou obra´zkov. Ak
neexistuje, je automaticky vytvoreny´ hned’ vedl’a adresa´ra, ktory´ je oznacˇeny´
ako databa´za obra´zkov.
Hlavny´ su´bor dataset.sbir je ulozˇeny´ ako textovy´ su´bor, jeho sˇtruktu´ra je
nasledovna´:
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• xCells yCells – dve kladne´ cˇ´ısla uda´vaju´ce rozmery mriezˇky, pocˇet bu-
niek na osi x a pocˇet buniek na osi y (nesmie sa editovat’)
• kernel – kladne´ cˇ´ıslo, ko´d pouzˇitej konvolucˇnej matice pre vy´pocˇet gra-
dientov, povolene´ hodnoty su´ {-1, 1, 3, 5, 7} (nesmie sa editovat’)
• algorithm – kladne´ cˇ´ıslo, ko´d hlavne´ho porovna´vaju´ceho algoritmu (vzˇdy
nastavena´ hodnota 0, v budu´cnosti je mozˇne´ dorobit’ ine´ meto´dy po-
rovna´vania)
• cellAlgorithm – kladne´ cˇ´ıslo, ko´d algoritmu porovna´vaju´ci dve konkre´tne
bunky, povolene´ hodnoty su´ {0, 1}, definuju´ vy´ber z comboboxu (edito-
vatel’ne´)
• gridsNum – kladne´ cˇ´ıslo, pocˇet preddefinovany´ch mriezˇok, za ty´mto
riadkom nasleduje dany´ pocˇet dvoj´ıc cˇ´ısel (editovatel’ne´, pocˇet nasle-
duju´cich dvoj´ıc mus´ı byt’ rovnaky´ ako toto cˇ´ıslo)
• X Y – dvojica cely´ch cˇ´ısel, mriezˇka s posunom na poz´ıciu (x,y) (edito-
vatel’ne´)
• pathImg – ret’azec definuju´ci relat´ıvnu cestu do adresa´ra s obra´zkami
(editovatel’ny´ iba na´zov adresa´ra, obsah adresa´ra by mal zostat’ nezme-
neny´)
• pathAux – ret’azec, na kazˇdom d’alˇsom riadku azˇ do konca su´boru je
relat´ıvna cesta k su´boru s ulozˇeny´mi EHDMaker (editovatel’ne´ iba na´zvy
su´borov, samotny´ obsah nesmie byt’ meneny´)
Su´bory s koncovkou *.aux su´ bina´rne. Na zacˇiatku su´boru je vzˇdy cˇ´ıslo urcˇuju´ce
pocˇet serializovany´ch EHDMaker tried. Ich sˇtruktu´ra je nasledovna´:
• imgName – na´zov obra´zku
• noiseNumber – kladne´ cˇ´ıslo, pocˇet buniek ktore´ su´ povazˇovane´ za zasˇumene´
(pojem zasˇumena´ bunka bude vysvetleny´ neskoˆr)
• Nasleduju´ca sˇtruktu´ra da´t sa opakuje tol’kokra´t, na kol’ko buniek je obra´zok
rozdeleny´, hodnoty su´ z´ıskane´ serializovan´ım EHD objektu:
– numGrad – kladne´ cˇ´ıslo, pocˇet gradientov v bunke. Ak je rovny´
nule, d’alej uzˇ nenasleduju´ zˇiadne da´ta a pokracˇuje sa d’alˇs´ım EHD
objektom.
– sumAll – kladne´ rea´lne cˇ´ıslo, su´cˇet vel’kost´ı gradientov pred ich
normaliza´ciou
– A B C D E F – kladne´ rea´lne cˇ´ısla, hodnoty v kosˇoch hranove´ho
histogramu
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4.3 Implementa´cia SBIR syste´mu
Spomenieme iba najdoˆlezˇitejˇsie triedy, ktore´ su´ zodpovedne´ za logiku a beh
algoritmu pre vyhl’ada´vanie. Ide predovsˇetky´m o triedy reprezentuju´ce dataset
a deskriptor. Vsˇetky patria do namespace CBIR.
4.3.1 Objektovy´ model deskriptoru
UML diagram na obra´zku 4.1 zna´zornˇuje vzt’ahy medzi popisovany´mi triedami.
EHD
Za´kladna´ stavebna´ jednotka mriezˇky je trieda EHD (Edge Histogram Descrip-
tor). Obsahuje histogram, informa´cie o pocˇte gradientov a celkovom su´cˇte d´lzˇok
gradientov v danej bunke. Histogram sa normalizuje po zaraden´ı vsˇetky´ch gra-
dientov bunky do spra´vnych kosˇov. Trieda je navrhnuta´ tak, zˇe jej u´daje sa
postupne plnia pocˇas vy´pocˇtu. Nie je mozˇne´ priamo nastavit’ konkre´tnu hod-
notu kosˇa.
Meto´dou void add(float gu, float gv) sa prida´ gradient gij do histogramu
(gu je x-ova´ zlozˇka a gv y-ova´ zlozˇka gradientu). Na zistenie spra´vneho kosˇa
(tj. uhlu gradientu) sa pouzˇ´ıva meto´da void idx(float gu, float gv, float &mag-
nitude, int &idx) const, ktora´ okrem indexu vracia aj vel’kost’ gradientu. Jeho
kvadra´t sa pripocˇ´ıta k su´cˇtu vsˇetky´ch kvadra´tov vel’kost´ı v danom kosˇi.
EHDMaker
Jednou z najvy´znamnejˇs´ıch tried je EHDMaker, ktora´ reprezentuje deskriptor
jedne´ho obra´zku. Obsahuje cestu k obra´zku, nad ktory´m je vytvorena´ mriezˇka.
Mriezˇka je reprezentovana´ ako matica buniek EHD, na ktore´ bol obra´zok rozde-
leny´. Rozdelenie obra´zku je iba pomyselne´. Bunky a ich histogramy sa pocˇ´ıtaju´
v konsˇtruktore triedy. Nasleduju´ce tri meto´dy su´ zodpovedne´ za zostavenie ob-
jektu, ktory´ reprezentuje plnohodnotny´ deskriptor obra´zku:
void computeGradients(int kernelType);
void computeEHDs();
void cleanMess();
Konsˇtruktor vola´ meto´dy v tomto porad´ı. Ich u´lohou je najprv spocˇ´ıtat’
gradienty podl’a zvolenej konvolucˇnej matice. Z gradientov sa potom spocˇ´ıtaju´
histogramy jednotlivy´ch buniek a na za´ver sa uvol’nia da´ta potrebne´ len pocˇas
vy´pocˇtu. Na vy´pocˇet gradientov bola pouzˇita´ funkcia cvSobel() z knizˇnice
OpenCV, ktora´ ako parameter dosta´va vel’kost’ matice.
Pri na´vrhu triedy sa dbalo na to, aby pama¨t’ove´ na´roky na vzniknute´ ob-
jekty boli cˇo najmensˇie, pretozˇe nacˇ´ıtany´ dataset v pama¨ti obsahuje pra´ve
tieto objekty.
EHDMakerExt
Priamy potomok triedy EHDMaker je EHDMakerExt. Ide o triedu, ktora´
rozsˇiruje predka o funkcie, ktore´ uzˇ´ıvatel’ovi poskytnu´ podrobne´ informa´cie
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Obr. 4.1: UML diagram tried tvoriacich mechanizmus SBIR syste´mu. Vyme-
novane´ su´ iba vel’mi doˆlezˇite´ meto´dy a atribu´ty.
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o ulozˇeny´ch EHD, o gradientoch, z ktory´ch vznikli a i. Objekt tohto typu
spravidla existuje v jednej chv´ıli iba jeden.
Spomenˇme vy´znamnu´ meto´du, ktora´ sa pouzˇ´ıva na zobrazenie detailu bunky.
Meto´da IplImage* getScaledCellByID(int iCell, int jCell, float scale) dosta´va
ako parametre su´radnice bunky a cˇ´ıslo definuju´ce, kol’kokra´t ma´ byt’ origina´lna
bunka zva¨cˇsˇena´. Vy´sledkom volania je obra´zok zva¨cˇsˇenej bunky s gradien-
tami, ktore´ boli pridane´ do jej histogramu. Vzhl’adom k tomu, zˇe uzˇ´ıvatel’ske´
rozhranie pracuje s iny´m forma´tom obra´zku ako knizˇnica OpenCV, bola zvo-
lena´ konverzia medzi typmi obra´zku prostredn´ıctvom tempora´lneho su´boru.
Do su´boru sa uklada´ vy´sledny´ obra´zok a pred zobrazovan´ım sa z tohto su´boru
nacˇ´ıta do spra´vneho typu.
Dˇalˇsia meto´da IplImage* getGradientsOrientation(int step) vracia obra´zok
s gradientami. Vykreslene´ su´ iba gradienty, ktory´ch vel’kost’ je asponˇ 5% ma-
xima´lnej vel’kosti. Pomocou parametru sa uda´va hustota vykresleny´ch gradien-
tov, t.j. ak step == i, vykresl´ı sa kazˇdy´ i–ty gradient. Je zrejme´, zˇe nema´ zmysel
volat’ meto´du s hodnotou parametru 1, ked’zˇe gradienty su´ pocˇ´ıtane´ v kazˇdom
bode obra´zku.
Sketch
Trieda Sketch reprezentuje na´cˇrtok uzˇ´ıvatel’a a ded´ı od EHDMakerExt. Jej
konsˇtruktor ako jeden z parametrov dosta´va obra´zok, v ktorom je nakresleny´
dotaz. Taktiezˇ sa zada´va posun mriezˇky, na za´klade ktore´ho sa vytvoria bunky
EHD.
Pomocou meto´dy SketchCells* getCellsWithGradients() const je mozˇne´
z´ıskat’ zoznam buniek, ktore´ obsahuju´ gradienty. Podl’a tohto zoznamu sa po-
tom vie, ktore´ obra´zkove´ bunky treba porovnat’.
4.3.2 Objektovy´ model datasetu
Pre ukladanie a nacˇ´ıtanie datasetu sa pouzˇ´ıvaju´ dve roˆzne triedy. Obe dedia
od spolocˇne´ho predka AbstractDataset.
DatasetForSave
Trieda je sˇpecia´lne navrhnuta´ pre ukladanie novovytva´raju´ceho datasetu. Meto´-
dou int numberOfFiles() sa nacˇ´ıtaju´ na´zvy su´borov, ktore´ patria do databa´zy
obra´zkov. Za´rovenˇ sa vra´ti pocˇet su´borov databa´zy.
Itera´tor iterNextFile ukazuje na aktua´lny su´bor cˇakaju´ci na spracovanie.
Meto´da QString getNextFile() vracia celu´ cestu d’alˇsieho su´boru v porad´ı na
spracovanie. Vra´teny´ pra´zdny ret’azec indikuje, zˇe vsˇetky su´bory uzˇ boli spra-
covane´.
Pocˇet obra´zkov v databa´ze moˆzˇe byt’ vel’ky´. Obmedzenie vel’kosti nepri-
pada´ do u´vahy. Lenzˇe uchova´vat’ vsˇetky spracovane´ obra´zky (tj. EHDMa-
ker insˇtancie) v pama¨ti azˇ do spracovania posledne´ho obra´zku je riskantne´
a zbytocˇne zat’azˇuju´ce stroj. V pr´ıpade, zˇe by bol vy´pocˇet z nejake´ho doˆvodu
prerusˇeny´, priˇsli by sme o vsˇetky vy´pocˇty. Preto je lepsˇie vy´sledky priebezˇne
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ukladat’. Pomocou meto´dy void saveAndClear(list〈EHDMaker∗〉& list) sa
ulozˇ´ı zoznam vy´sledkov na disk a uvol’n´ı sa pama¨t’, ktoru´ zoznam zaberal.
Dataset
Trieda funguje v podstate podobne ako DatasetForSave. Precha´dza ale dvomi
stavmi. V prvom sa nacˇ´ıtaju´ da´ta z disku (tj. vytvorenie insˇtanci´ı EHDMaker)
do zoznamu vsˇetky´ch deskriptorov. V druhom stave je dataset pripraveny´ na
dotazovanie.
Prostredn´ıctvom meto´dy EHDMaker* getNextEHDMaker() sa z´ıskavaju´
jednotlive´ deskriptory obra´zkov, ktore´ je mozˇne´ potom porovna´vat’ s na´cˇrtkovy´m
deskriptorom.
4.4 Opera´cie
Niektore´ opera´cie trvaju´ dlhsˇiu dobu. Aby mal uzˇ´ıvatel’ spa¨tnu´ va¨zbu a prehl’ad,
v akom stave je dana´ opera´cia, bol implementovany´ obecny´ mechanizmus
progress-barov. Trieda AbstractOperation je spolocˇny´ predok tried urcˇeny´ch
na spracovanie rozsiahlych u´loh, ako je vytvorenie datasetu alebo nacˇ´ıtanie
datasetu. Kazˇda´ trieda, implementuju´ca tohto predka, si sama povie, na kol’ko
ku´skov rozdel’uje rozsiahlu u´lohu. Predok prostredn´ıctvom hod´ın vie, kedy sa
ma´ spracovat’ d’alˇs´ı kus u´lohy. Medzi jednotlivy´mi spracovaniami ma´ dostatok
cˇasu, aby aktualizoval progress-bar. Cely´ algoritmus je zna´zorneny´ diagramom
na Obr. 4.2.
Z diagramu sa da´ vycˇ´ıtat’, zˇe doˆlezˇitu´ u´lohu tvoria hodiny, ktore´ generuju´
pravidelne´ udalosti. V kazˇdom cykle sa aktualizuje stav progress-baru, ktory´
sa prekresl’uje, azˇ ked’ sa hlavne´ vla´kno aplika´cie dostane ku slovu. Nasleduje
spracovanie d’alˇsieho kroku. Ak iˇslo o posledny´ krok, hodiny sa zastavia a
opera´cia koncˇ´ı. Inak sa cely´ proces opakuje.
Teda pre kazˇdu´ u´lohu, o ktorej sa predpoklada´, zˇe bude trvat’ dlhu´ dobu, je
vytvorena´ sˇpecia´lna trieda Na´zovU´lohyOperation, ktora´ je povinna´ implemen-
tovat’ meto´dy:
• int getMaximum() – vracia pocˇet krokov potrebny´ch na vykonanie ce-
lej u´lohy. Napr´ıklad nacˇ´ıtanie datasetu by vra´tilo pocˇet obra´zkov, ktore´
treba spracovat’.
• void perform() – v meto´de sa implementuje samotne´ riesˇenie u´lohy.
V nasleduju´cich podkapitola´ch budu´ vysvetlene´ jednotlive´ opera´cie, pricˇom
niektore´ vyuzˇ´ıvaju´ na svoj beh vla´kna.
4.4.1 Opera´cia vytvorenia datasetu
Opera´cia rozdel’uje meto´du perform() do dvoch cˇast´ı INIT a CREATE. Bol
zvoleny´ netradicˇny´ spoˆsob implementa´cie meto´dy getMaximum(), ta´ vracia
hodnotu 2, pricˇom azˇ v cˇasti INIT sa dopocˇ´ıta potrebny´ pocˇet krokov. Ako uzˇ
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Obr. 4.2: Diagram zna´zornˇuju´ci algoritmus spracovania dlhy´ch opera´ci´ı.
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bolo uvedene´, pocˇet cˇast´ı, na ktore´ je u´loha rozdelena´, sa zist’uje esˇte pred spus-
ten´ım hod´ın. Vzhl’adom k tomu, zˇe opera´cia potrebuje najprv z´ıskat’ zoznam
vsˇetky´ch su´borov na spracovanie a azˇ potom zacˇat’ spracova´vat’ obra´zky, bolo
nutne´ vytvorit’ INIT podu´lohu, ktora´ vykona´ nacˇ´ıtanie suborov. Je zrejme´, zˇe
pri vel’kom pocˇte su´borov ich nacˇ´ıtanie zaberie dlhsˇiu dobu. Pocˇet su´borov sa
pripocˇ´ıta k pocˇtu krokov, ktore´ treba vykonat’. Na´sledne prejde trieda do stavu
CREATE a pri d’alˇsom volan´ı sa zacˇnu´ spracova´vat’ su´bory obra´zkov.
Ako uzˇ bolo spomenute´, opera´cia vytva´rania datasetu, je optimalizovana´
pre beh na viacery´ch vla´knach. Pomocou Qt frameworku sa da´ zistit’ pocˇet
dostupny´ch jadier procesoru nasledovne:
int coreCount = QThread::idealThreadCount();
if (coreCount == -1) {
coreCount = 1;
}
Ak sa nepodar´ı identifikovat’ pocˇet jadier, meto´da idealThreadCount() z
triedy QThread vracia hodnotu -1. V takom pr´ıpade bude opera´cia bezˇat’ iba
v jednom vla´kne.
Podl’a pocˇtu jadier sa vytvoria QRunnable u´lohy, ktore´ dostanu´ preddefi-
novny´ pocˇet obra´zkov na spracovanie. Tieto u´lohy sa vhadzuju´ do QThread-
Pool insˇtancie, ktora´ zabezpecˇ´ı ich vykonanie. Ked’zˇe vla´kna vza´jomne zdiel’aju´
spolocˇny´ zdroj, bolo potrebne´ osˇetrit’ pr´ıstup k nemu technikou Mutex imple-
mentovanou frameworkom Qt.
4.4.2 Opera´cia nacˇ´ıtania datasetu
Ta´to opera´cia bezˇ´ı iba v jednom vla´kne. Kedzˇe celu´ dobu cˇ´ıta z disku, nema´
zmysel ju rozsˇ´ırit’ na viacvla´knovu´. Predpoklada´ sa, zˇe da´ta datasetu su´ na
jednom disku.
Meto´da getMaximum() vracia pocˇet obra´zkov databa´zy a meto´da perform()
vykona´ vzˇdy jedno nacˇ´ıtanie EHDMaker triedy.
4.4.3 Opera´cia vyhl’ada´vania
Podobne ako opera´cia vytva´rania datasetu, aj ta´to ma´ meto´du perform() roz-
delenu´ do 5 cˇast´ı: INIT, FIND, SORT, MODEL a CLEAN. Kazˇda´ z ty´chto
cˇast´ı trva´ dlhsˇiu dobu. Uzˇ z na´zvu vyply´va, k cˇomu su´ jednotlive´ cˇasti urcˇene´.
Predty´m, ako sa zacˇne vyhl’ada´vat’, je potrebne´ inicializovat’ na´cˇrtky pre roˆzne
posuny mriezˇky. Na´sledne sa zacˇne prehl’ada´vat’, vy´sledok sa zotriedi1, priprav´ı
sa model do komponenty, ktora´ je zodpovedna´ za ich zobrazenie. Na za´ver sa
uvol’nia pomocne´ da´ta.
Na riesˇenie cˇasti FIND su´ pouzˇite´ vla´kna, aby bolo dotazovanie cˇo naj-
ry´chlejˇsie. Jak v predosˇlom pr´ıpade, tak aj v tomto je potrebne´ riesˇit’ zamyka-
nie. Zdiel’any´m zdrojom je zoznam obra´zkov, ktore´ tvoria databa´zu a s ktory´mi
treba porovnat’ na´cˇrtok.
1Ked’zˇe na testovanie sme mali k dispoz´ıcii databa´zu 111 222 obra´zkov a zotriedenie pol’a
cˇ´ısel takejto vel’kosti nezabera´ tol’ko cˇasu, nebolo potrebne´ uvazˇovat’ o inom spoˆsobe na´jdenia
k najlepsˇ´ıch vy´sledkov.
35
Vytva´ranie modelu zahr´nˇa aj urcˇenie pocˇtu obra´zkov zobrazeny´ch vo vy´-
sledku. Ten sa pre kazˇdy´ dotaz moˆzˇe menit’. Minima´lny pocˇet obra´zkov je 60
a maxima´lny 80. Ak pre niektory´ obra´zok v tomto intervale plat´ı, zˇe rozdiel
cˇ´ısla podobnosti nasleduju´ceho a pra´ve kontrolovane´ho obra´zku je va¨cˇsˇ´ı ako
0.15, d’alˇsie obra´zky uzˇ nie su´ pridane´ do vy´sledku.
Priestor na zry´chlenie tejto opera´cie na´jdeme napr´ıklad v spoˆsobe, aky´m sa
triedia vy´sledky. Pre nasˇe potreby je ale implementovane´ riesˇenie dostatocˇne´. V
pr´ıpade pouzˇitia rozsiahlych databa´z s pocˇtom obra´zkov okolo jedne´ho milio´nu
bude nutne´ upravit’ tu´to cˇast’ syste´mu. Jedno z mozˇny´ch zlepsˇen´ı je pama¨tat’
si pocˇas vy´pocˇtu iba k najlepsˇ´ıch vy´sledkov.
4.5 Kresliace pla´tno
Okrem kresliaceho pla´tna pre zada´vanie dotazu (na´cˇrtku) stoj´ı za zmienku
spomenu´t’ aj komponentu pre zobrazovanie a sku´manie vybrany´ch obra´zkov.
Obe maju´ niektore´ vlastnosti a funkcionalitu rovnaku´, a preto dedia od triedy
AbstractDisplay. Ta´ rozsˇiruje za´kladnu´ Qt komponentu QWidget, vd’aka kto-
rej je mozˇne´ predefinovat’ meto´dy spracuju´ce udalosti mysˇky. Tie zabezpecˇia
kreslenie cˇiary.
Pri navrhovan´ı komponenty sme sa insˇpirovali konceptom MVC2. Modelom
je da´tova´ sˇtruktu´ra reprezentuju´ca uzˇ´ıvatel’sky´ na´cˇrtok. View sa generuje pri
udalostiach zobrazenia mriezˇky, nastavenia pozadia obra´zku alebo zobrazenia
gradientov obra´zku z pozadia.
Pomocou frameworku Qt bolo jednoduchy´m spoˆsobom definovane´ vykresl’o-
vanie na´cˇrtku. V pret’azˇenej meto´de void paintEvent(QPaintEvent* e) sa defi-
nuje, ako sa ma´ komponenta vykreslit’:
void SketchCanvas::paintEvent(QPaintEvent* e) {
QPainter painter(this);
if (logoIsVisible) {
logo->draw(painter);
} else {
painter.drawImage(QPoint(0,0), *imageView);
}
}
Bud’ sa vykresl´ı ikonka s textom oznamuju´cim, zˇe komponenta slu´zˇi na
vkladanie dotazu, alebo sa vykresl´ı aktua´lny stav modelu. Ikonka sa vykresl’uje
spravidla vtedy, ked’ model neobsahuje zˇiadne da´ta.
4.6 Na´stroj pre experimentovanie
Do aplika´cie bol zakomponovany´ na´stroj, pomocou ktore´ho moˆzˇe uzˇ´ıvatel’
jednoducho experimentovat’ s roˆznymi parametrami datasetu a sledovat’, ako
jednotlive´ nastavenia ovplyvnˇuju´ kvalitu vyhl’ada´vania. Tento na´stroj je im-
plementovany´ v dvoch triedach TunerDialog a TunerExecutor . Prva´ vytva´ra
uzˇ´ıvatel’ske´ rozhranie. V uzˇ´ıvatel’skej dokumenta´cii je pop´ısane´ cele´ dialo´gove´
okno.
2Model-View-Controller
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Dialo´gove´ okno nepouzˇ´ıva klasicky´ dataset, ked’zˇe jeho zˇivotny´ cyklus je
odliˇsny´ od toho, cˇo pozˇadujeme. Z toho doˆvodu bola vytvorena´ trieda
TunerExecutor . Obsahuje vsˇetky parametre, ktore´ je mozˇne´ menit’, a ktore´
ovplyvnˇuju´ dataset. Po zadan´ı dotazu, parametrov datasetu a vybran´ı malej
mnozˇiny obra´zkov sa spusten´ım vyhl’ada´vania vola´ meto´da void TunerExecu-
tor::run( IplImage* sketchImg, QList〈ImageV alue∗〉& listImageValue), ktora´
mus´ı najprv vytvorit’ deskriptory z vybranej mnozˇiny obra´zkov na za´klade
nastaveny´ch parametrov. Ta´to opera´cia je cˇasovo na´rocˇna´, preto by mnozˇina
testovany´ch obra´zkov nemala presahovat’ pocˇet viac ako 20. Avsˇak zˇiadne ob-
medzenia neboli implementovane´, je ponechane´ na uzˇ´ıvatel’a, kol’ko obra´zkov
si zvol´ı.
Nastavenia TunerExecutor -u je mozˇne´ ulozˇit’ na disk a kedykol’vek ich
pouzˇit’ pri vytva´ran´ı datasetu.
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Kapitola 5
Uzˇ´ıvatel’ska´ dokumenta´cia
Ta´to kapitola sa venuje podrobne´mu popisu pra´ce s aplika´ciou. Bude vysvet-
lene´, ako sa vytva´ra a pouzˇ´ıva dataset, aky´m spoˆsobom uzˇ´ıvatel’ zada´va dotaz,
cˇo moˆzˇe robit’ s vy´sledkami. Taktiezˇ si detailne rozoberieme takzvany´ experi-
menta´lny rezˇim aplika´cie, jeho vy´znam a funkcie.
5.1 Dotazovac´ı a experimenta´lny rezˇim
Predty´m, ako zacˇneme podrobne opisovat’ jednotlive´ komponenty a ich funk-
cˇnost’, je potrebne´ si uvedomit’, zˇe aplika´cia pracuje v dvoch rezˇimoch.
Dotazovac´ı rezˇim je k dispoz´ıcii hned’ po sˇtarte aplika´cie. Najcˇastejˇsie
je pouzˇ´ıvany´ pre nacˇ´ıtanie datasetu obra´zkov, nastavenie vlastnost´ı vyhl’a-
da´vaju´ceho algoritmu, zadanie dotazu (na´cˇrtku) a spustenie vyhl’ada´vania.
Uzˇ´ıvatel’ma´ potom mozˇnost’ prezriet’ si vy´sledky dotazu, pr´ıpadne overit’ spra´v-
nost’ vy´sledkov zobrazen´ım gradientov alebo posu´van´ım mriezˇky. V tomto
rezˇime sa taktiezˇ vytva´raju´ nove´ datasety.
Pouzˇite´ da´tove´ sˇtruktu´ry a pomocne´ algoritmy su´ optimalizovane´ tak, aby
bol uzˇ´ıvatel’sky´ dotaz cˇo najry´chlejˇsie spracovany´, a za´rovenˇ aby samotny´ da-
taset v pama¨ti zaberal cˇo najmenej miesta.
Experimenta´lny rezˇim nie je vhodne´ pouzˇ´ıvat’ na vel’ku´ mnozˇinu obra´zkov,
vzhl’adom k tomu, zˇe pouzˇite´ da´tove´ sˇtruktu´ry, reprezentuju´ce deskriptory ex-
trahovane´ z obra´zkov, obsahuju´ detailnejˇsie informa´cie, ktore´ je mozˇne´ v tomto
rezˇime sku´mat’ a testovat’. Vytvorenie ty´chto informa´ci´ı zaberie nejaky´ cˇas a
ich samotne´ uchovanie zase priestor v pama¨ti. Hlavny´ vy´znam rezˇimu tkvie
v mozˇnosti ry´chlo otestovat’ roˆzne parametre datasetu, ktore´ sa daju´ potom
pouzˇit’ pri vytva´ran´ı vel’ky´ch datasetov alebo sku´mat’ vy´sledky dotazu z´ıskane´
v Dotazovacom rezˇime.
Do experimenta´lneho rezˇimu sa z hlavne´ho okna dostaneme dvoma spoˆsobmi.
Vza´jomne sa l´ıˇsia iba v tom, cˇi hned’ po prechode ma´me k dispoz´ıcii testovacie
da´ta alebo nie. Uzˇ´ıvatel’ potom prostredn´ıctvom rozhranie sleduje detailne´ in-
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Obr. 5.1: Hlavne´ okno aplika´cie
forma´cie o bunka´ch na konkre´tnych su´radniciach alebo moˆzˇe kontrolovat’, ako
vyhl’ada´vaju´ci algoritmus spocˇ´ıtal podobnost’ medzi obra´zkom a na´cˇrtkom.
5.2 Hlavne´ okno aplika´cie
Hlavne´ okno aplika´cie, tak ako ho vid´ıme na Obr. 5.1, pozosta´va z piatich
cˇast´ı. Postupne si vysvetl´ıme vy´znam kazˇdej z nich.
Horna´ liˇsta obsahuje postupne tlacˇ´ıtka pre vytvorenie nove´ho datasetu,
nacˇ´ıtanie datasetu do pama¨te, uvol’nenie datasetu z pama¨te a dve tlacˇ´ıtka,
ktore´ otva´raju´ dialo´gove´ okno v experimenta´lnom rezˇime. Prve´ z nich otvor´ı
okno s preddefinovany´mi hodnotami. Druhe´ je pr´ıstupne´ pra´ve vtedy, ked’ je
v pama¨ti nacˇ´ıtany´ dataset. Pomocou neho je mozˇne´ si do experimenta´lneho
rezˇimu preniest’ uzˇ´ıvatel’om vybrane´ obra´zky z panelu pre vy´sledky. Okrem
toho sa vzˇdy automaticky prena´sˇa aktua´lny dotaz (na´cˇrtok), parametre data-
setu a vyhl’ada´vaju´ceho algoritmu.
L’avy´ panel hlavne´ho okna precha´dza dvoma stavmi, ktory´ch vizua´lnu odliˇs-
nost’ vidiet’ na Obr. 5.2. Obra´zok vl’avo zna´zornˇuje stav, ked’ v pama¨ti nie je
nacˇ´ıtany´ zˇiadny dataset a preto nie je ani mozˇne´ polozˇit’ dotaz (vtedy je tlacˇ´ıtko
Search v strednom paneli Obr. 5.4 nepr´ıstupne´). Vpravo je zna´zornena´ situa´cia,
ako by mohol panel vyzerat’ vo chv´ıli, ked’ ma´ v pama¨ti dataset.
Jedna z u´loh panelu je teda zobrazovat’ informa´cie o pocˇte obra´zkov, z
ktory´ch bol dataset vytvoreny´, d’alej rozmery mriezˇky a typ konvolucˇnej ma-
tice pouzˇitej pri vy´pocˇte gradientov. Toto vsˇetko su´ u´daje, ktore´ nie je mozˇne´
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Obr. 5.2: L’avy´ panel hlavne´ho okna. Vl’avo na obra´zku je zna´zorneny´ stav bez
nacˇ´ıtane´ho datasetu, v pravom obra´zku vidiet’ u´daje z nacˇ´ıtane´ho datasetu.
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editovat’ a su´ pevne zviazane´ s datasetom. Naopak u´daje v cˇasti Algorithm
Details su´ urcˇene´ k edita´cii. Uzˇ´ıvatel’ ma´ mozˇnost’ menit’ vlastnosti algoritmu
pre vyhl’ada´vanie, a tak ovplyvnit’, ake´ obra´zky sa zobrazia vo vy´sledku. Za-
dat’ moˆzˇe roˆzne posuny mriezˇky podl’a toho, ako sa´m uzna´ za vhodne´. Moˆzˇe
nastavit’ spoˆsob, aky´m sa porovna´vaju´ jednotlive´ bunky. Podporovane´ su´ dve
vol’by, Default, ktora´ implementuje algoritmus podl’a cˇla´nku [6] a Empty Cells
in Image, ktora´ znevy´hodnˇuje bunky bez gradientov v obra´zku datasetu.
Zasˇkrta´vacie pol´ıcˇko Sort Last X Images According Ration of Best Cells je
defaultne nezasˇkrtnute´, cˇo indikuje, zˇe obra´zky su´ do vy´sledku triedene´ podl’a
cˇ´ısla podobnosti, ktore´ su´ zadefinovane´ v podkapitole 3.3. Zasˇkrtnut´ım sa men´ı
spoˆsob triedenia a to nasledovne: najprv sa obra´zky triedia podl’a cˇ´ısla podob-
nosti a na za´ver sa na posledny´ch X obra´zkoch sprav´ı pretriedenie1 podl’a po-
meru vy´skytu vel’mi podobny´ch buniek. Vy´znam taky´chto buniek bol pop´ısany´
v cˇasti 3.4.4. Hodnota X sa nastavuje pomocou pol’a Number of Last Images.
Vhodne´ hodnoty su´ v rozpa¨t´ı od 100 do 250, ale zˇiadne take´to obmedzenie
nebolo implementovane´.
Dˇalˇsia vy´znamna´ vlastnost’, ktora´ ovplyvn´ı vy´sledok dotazu, je pouzˇitie
obra´zkov, ktore´ by sme mohli nazvat’ zasˇumeny´mi. Defin´ıciu zasˇumene´ho obra´zku
sme uviedli v cˇasti 3.4.5. Pomocou zasˇkrta´vacieho pol´ıcˇka Use Images With
Noise sa definuje, cˇi algoritmus porovna´va na´cˇrtok aj so zasˇumeny´mi obra´zkami
alebo ich preskakuje. Pre predstavu, ako vyzeraju´ take´ obra´zky, ma´ uzˇ´ıvatel’
mozˇnost’ zobrazit’ len niekol’ko najzasˇumenejˇs´ıch kliknut´ım na tlacˇ´ıtko Find
Them.
V dolnej cˇasti panelu Result Details sa nacha´dzaju´ informa´cie o trvan´ı po-
sledne´ho dotazu a pocˇet obra´zkov zobrazeny´ch vo vy´sledku.
Obr. 5.3: Kontextove´ menu, ktore´ sa zobraz´ı po kliknut´ı pravy´m tlacˇ´ıtkom
mysˇky na plochu na´cˇrtku.
Stredny´ panel slu´zˇi na zadanie vstupne´ho dotazu. Uzˇ´ıvatel’pridrzˇan´ım l’ave´ho
tlacˇ´ıtka mysˇky kresl´ı cˇiaru v smere, ktory´m pohybuje mysˇkou. Za predpokladu,
zˇe je v pama¨ti nacˇ´ıtany´ dataset a za´rovenˇ je zadana´ asponˇ jedna mriezˇka,
moˆzˇe uzˇ´ıvatel’ kliknut´ım na tlacˇ´ıtko Search spustit’ vyhl’ada´vanie podobny´ch
1Tiezˇ zna´me pod pojmom re-ranking
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obra´zkov. Detail panelu aj so zadany´m uka´zˇkovy´m dotazom je na Obr. 5.4.
Kresliaca plocha pre na´cˇrtok slu´zˇi aj pre zobrazenie obra´zku z vy´sledne´ho
listu. Uzˇ´ıvatel’ tak moˆzˇe porovnat’, ako na seba pasuju´ na´cˇrtok a vy´sledok,
pr´ıpadne moˆzˇe pouzˇit’ obra´zok na pozad´ı ako predlohu, podl’a ktore´ho vytvor´ı
na´cˇrtok. Ako uzˇ bolo spomenute´, dotaz by mal obsahovat’ vy´znamne´ l´ınie, ktore´
obsahuje aj hl’adany´ obra´zok. Aby si uzˇ´ıvatel’ mohol overit’, cˇi jeho na´cˇrtok ne-
obsahuje zbytocˇne´ cˇiary, ktore´ by mohli pokazit’ vy´sledok, moˆzˇe si k obra´zku
na pozad´ı zobrazit’ gradienty definuju´ce doˆlezˇite´ l´ınie.
Po kliknut´ı pravy´m tlacˇ´ıtkom na kresliacu plochu sa zobraz´ı kontextove´
menu, Obr. 5.3. Prvy´ pr´ıkaz zmazˇe iba na´cˇrtok, pricˇom pozadie, mriezˇka a gra-
dienty ostanu´ nezmenene´. Druhy´ pr´ıkaz zmazˇe celu´ kresliacu plochu, skryje po-
zadie s gradientami a mriezˇku. Dˇalej, pr´ıkaz Grid zobraz´ı alebo skryje mriezˇku.
Pr´ıkaz Gradients je pr´ıstupny´, iba ak je pra´ve nastavene´ pozadie. Zobrazuje
alebo skry´va gradienty obra´zku. Pr´ıkaz Background skryje pozadie aj s gra-
dientami, ak boli viditel’ne´. Posledne´ dve vol’by menia vel’kost’ hrotu kreslia-
ceho pera a spoˆsob, aky´m sa renderuje kreslena´ cˇiara. Obe vol’by ovplyvnˇuju´
vy´sledok dotazu.
Obr. 5.4: Plocha pre zadanie dotazu (na´cˇrtku).
Pravy´ panel zobrazuje vy´sledky dotazu. Na Obr. 5.5 je vidiet’ vy´sledok
najviac podobny´ch obra´zkov k na´cˇrtku z Obr. 5.4. Kliknut´ım l’ave´ho tlacˇ´ıtka
mysˇky moˆzˇeme konkre´tnu miniatu´ru obra´zka nastavit’ ako pozadie do stredne´ho
panelu. Okrem toho je mozˇne´ vybrat’ niekol’ko miniatu´r naraz a preniest’ ich do
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experimenta´lneho rezˇimu, kde sa daju´ zobrazit’ detailne´ informa´cie o mriezˇke,
bunka´ch a samotnom porovna´van´ı s na´cˇrtkom.
Obr. 5.5: Panel s vy´sledkami vyhl’ada´vania.
Output panel zobrazuje roˆzne pomocne´ informa´cie. Spomenˇme napr´ıklad
trvanie roˆznych opera´cii (nacˇ´ıtanie datasetu, vyhl’ada´vanie), priebezˇne´ informa´cie
o vytva´ran´ı datasetu, informa´cie o pocˇte jadier dostupny´ch na pocˇ´ıtacˇi a d’alˇsie.
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5.3 Vytvorenie a nacˇ´ıtanie datasetu
V podkapitole 4.2 bolo vysvetlene´, cˇo je dataset, ako sa uklada´ a ako vy-
zera´ hierarchia adresa´rov, v ktorej sa drzˇia ulozˇene´ su´bory. Prostredn´ıctvom
dialo´gove´ho okna na Obr.5.6 uzˇ´ıvatel’ zada´va parametre nove´ho datasetu.
Do pol’a Directory of Images zada´ celu´ cestu k databa´ze s obra´zkami (pri-
pomenieme, zˇe ide o adresa´r, ktory´ obsahuje iba obra´zky vo forma´te JPEG a
ich rozmery su´ 800×533). Do pol’a Dataset Name zada´ vy´stizˇny´ na´zov data-
setu. Tento na´zov sa potom pouzˇije pri vytvoren´ı rovnomenne´ho adresa´ra v
hlavnom adresa´ri vsˇetky´ch datasetov (tj. dataset), ktore´ boli vytvorene´ z danej
databa´zy obra´zkov.
Dˇalej nasleduju´ parametre datasetu, na za´klade ktory´ch sa vytvoria EHD –
tj. rozmery mriezˇky a vel’kost’ konvolucˇnej matice na vy´pocˇet gradientov. Tieto
hodnoty jednoznacˇne sˇpecifikuju´ typ datasetu a nie je mozˇne´ ich uzˇ menit’ po
nacˇ´ıtan´ı vytvorene´ho datasetu do pama¨te. Naopak, u´daje v paneli Algorithm
Properties je mozˇne´ menit’ l’ubovol’ne pred kazˇdy´m novy´m polozˇeny´m dota-
zom. Nemaju´ zˇiadny vplyv na vlastnost’ vytvorene´ho datasetu a boli pridane´ do
tohto okna, aby uzˇ´ıvatel’ mohol hned’ po nacˇ´ıtan´ı datasetu pracovat’ a vytva´rat’
dotazy. Daju´ sa tu definovat’ nove´ posuny mriezˇky alebo roˆzne porovna´vaju´ce
algoritmy.
Tlacˇ´ıtko OK sa spr´ıstupn´ı azˇ vo chv´ıli, ked’ je zadana´ cesta k databa´ze
obra´zkov a na´zov datasetu esˇte pre danu´ databa´zu nebol pouzˇity´.
Pomocou tlacˇ´ıtka zna´zornˇuju´ceho disketu je mozˇne´ nacˇ´ıtat’ spomenute´ pa-
rametre zo su´boru, do ktore´ho boli tieto hodnoty ulozˇene´ pri pra´ci s dialo´gom
v experimenta´lnom rezˇime.
Po kliknut´ı na tlacˇ´ıtko pre nacˇ´ıtanie datasetu sa zobraz´ı spra´va, ozna-
muju´ca, zˇe je potrebne´ najprv uvol’nit’ aktua´lny dataset v pama¨ti. Ako uzˇ bolo
vysvetlene´ v podkapitole 4.2, dataset je na´rocˇny´ na operacˇnu´ pama¨t’, preto
viac ako jeden nacˇ´ıtany´ dataset nema´ zmysel a ani nepripada´ do u´vahy.
Samotna´ opera´cia nacˇ´ıtania zaberie nejaky´ cˇas, a preto sa uzˇ´ıvatel’ovi zo-
brazuje priebeh v progress-bare. Pocˇas nacˇ´ıtania sa v Output paneli zobrazuju´
su´bory, ktore´ uzˇ boli u´spesˇne spracovane´.
5.4 Dialo´gove´ okno pre experimenta´lny rezˇim
Dialo´gove´ okno ma´ uzˇ´ıvatel’ovi umozˇnit’ sku´mat’ jak roˆzne nastavenia paramet-
rov datasetu a vyhl’ada´vaju´ceho algoritmu, tak pracovat’ a kontrolovat’ vy´sledky
dotazu z´ıskane´ v klasickom Dotazovacom rezˇime.
Okno sa sklada´ z niekol’ky´ch komponent, ktore´ mozˇno rozdelit’ do dvoch
skup´ın podl’a toho, cˇi slu´zˇia na zada´vanie vstupu alebo na pra´cu s vy´sledkami.
Hned’ v hornej cˇasti sa nacha´dzaju´ dve pla´tna. L’ave´ pla´tno slu´zˇi na zada´vanie
dotazu a prave´ na prezeranie obra´zkov. Tlacˇ´ıtkom Search sa spu´sˇt’a vy´pocˇet,
ktory´ vytvor´ı deskriptory obra´zkov na za´klade zadany´ch experimenta´lnych pa-
rametrov. Na´sledne potom porovna´ deskriptory medzi na´cˇrtkom a obra´zkom.
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Obr. 5.6: Dialo´gove´ okno pre vytva´ranie nove´ho datasetu.
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Experimental Settings komponenta je zna´zornena´ na Obr. 5.7. Zobrazuje
aktua´lne testovacie parametre datasetu, medzi ktore´ patria rozmery mriezˇky
a typ konvolucˇnej matice. Okrem toho zobrazuje informa´cie o nastaven´ı algo-
ritmu pre vyhl’ada´vanie.
Pomocou prve´ho tlacˇ´ıtka si uzˇ´ıvatel’ zobraz´ı dialo´gove´ okno podobne´ tomu
pre vytva´ranie datasetu. V nˇom moˆzˇe zmenit’ nastavenia spomenuty´ch para-
metrov a upravit’ posu´vacie mriezˇky. Dˇalˇsie dve tlacˇ´ıtka slu´zˇia na nacˇ´ıtanie
parametrov zo su´boru alebo ulozˇenie do su´boru. Uzˇ´ıvatel’ totizˇ moˆzˇe tieto na-
stavenia pouzˇit’ pri vytva´ran´ı datasetu pre klasicky´ Dotazovac´ı rezˇim.
Obr. 5.7: Parametre testovane´ho datasetu a u´daje o pouzˇitom porovna´vaju´com
algoritme.
Input Images komponenta je zna´zornena´ na Obr. 5.8. Ma´ niekol’ko pouzˇit´ı
naraz. Prve´ z nich je predovsˇetky´m zada´vanie novy´ch obra´zkov, na ktory´ch
sa budu´ testovat’ roˆzne nastavenia datasetu. Prida´vanie novy´ch obra´zkov sa
rob´ı cez tlacˇ´ıtko plus. Tlacˇ´ıtkom mı´nus sa zmazˇe vybrany´ riadok z tabul’ky a
pomocou tlacˇ´ıtka koˆsˇ sa zmazˇu´ vsˇetky naraz.
Komponenta slu´zˇi taktiezˇ na prezeranie vy´sledkov vyhl’ada´vania. V st´lpcˇeku
s na´zvom Grid sa zobrazuje mriezˇka, ktora´ najlepsˇie pasovala pri porovna´van´ı
dane´ho obra´zku s na´cˇrtkom. V st´lpcˇeku Dissimilarity je najmensˇie cˇ´ıslo po-
dobnosti, ktore´ bolo dosiahnute´ pri porovna´van´ı s pouzˇit´ım jednotlivy´ch po-
suvny´ch mriezˇok. St´lpcˇek [%] Best Cells zobrazuje percentua´lne vyjadrenie
vy´skytu vel’mi podobny´ch buniek v danom obra´zku pre najlepsˇiu z defino-
vany´ch mriezˇok. Posledny´ st´lpcˇek nadobu´da hodnotu true, ak obra´zok ma´
pr´ıznak zasˇumene´ho, inak nadobu´da hodnotu false. Kliknut´ım na riadok ta-
bul’ky sa zobraz´ı detail obra´zku v pravom pla´tne a do tabul’ky List of Used
Grids sa nacˇ´ıtaju´ da´ta z vy´pocˇtu.
Osta´va spomenu´t’ sˇtyri tlacˇ´ıtka nad tabul’kou. Vsˇetky su´ vytvorene´ tak,
aby po prvom kliknut´ı zostali akt´ıvne, cˇo indikuje, zˇe na vybrany´ riadok ta-
bul’ky sa aplikuje vlastnost’, ktoru´ tlacˇ´ıtko definuje. Ak je tlacˇ´ıtko akt´ıvne,
jeho vlastnost’ sa aplikuje na kazˇdy´ novy´ vybrany´ riadok. Druhy´m kliknut´ım
sa vlastnost’ odobera´. Prve´ tlacˇ´ıtko zobrazuje gradienty obra´zku, druhe´ zobra-
zuje mriezˇku v pravom pla´tne. Tlacˇ´ıtko Noise je pr´ıstupne´ iba, ak je viditel’na´
mriezˇka v pravom pla´tne a jeho u´lohou je modrou farbou zvy´raznit’ bunky,
ktore´ su´ zasˇumene´. Posledne´ tlacˇ´ıtko nastavuje pr´ıznak, cˇi sa ma´ kliknut´ım
na riadok tabul’ky zobrazit’ dany´ obra´zok ako pozadie v l’avom pla´tne (pod
na´cˇrtkom).
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Obr. 5.8: Tabul’ka s obra´zkami, na ktory´ch sa testuju´ parametre datasetu.
List of Used Grids komponenta je zna´zornena´ na Obr. 5.9. Obsahuje ta-
bul’ku, ktora´ sa napln´ı po vybran´ı riadku z tabul’ky Input Images. Tabul’ka
obsahuje tol’ko riadkov, kol’ko posu´vac´ıch mriezˇok bolo definovany´ch. Teda pre
kazˇdu´ posu´vaciu mriezˇku zobrazuje informa´cie o tom, ako dobre pasuje na
obra´zok, ktory´ bol vybrany´ z tabul’ky Input Images. Tu´to informa´ciu zobrazuje
v st´lpcˇeku Dissimilarity. V st´lpcˇeku [%] Best Cells je percentua´lne vyjadrenie
vy´skytu vel’mi podobny´ch buniek.
Nad tabul’kou sa nacha´dza zasˇkrta´vacie tlacˇ´ıtko, ktore´ je pr´ıstupne´ len v
pr´ıpade, ak je vybrany´ riadok tabul’ky. Po kliknut´ı nanˇ sa na pla´tne vl’avo
modrou farbou zvy´raznia bunky, ktore´ obsahuju´ gradienty. Za´rovenˇ sa spocˇ´ıta
pocˇet roˆznych regio´nov, z ktory´ch sa sklada´ na´cˇrtok. Regio´n je mnozˇina bu-
niek, ktore´ spolu susedia bud’ zhora, zdola, zl’ava alebo zprava.
Klikan´ım po riadkoch tabul’ky sa za´rovenˇ posu´va dana´ mriezˇka po pla´tne
pre na´cˇrtok.
EHD Details komponenta je zobrazena´ na Obr. 5.10. Ide o vy´znamnu´ kom-
ponentu, ktora´ zobrazuje detailne obsah vybranej bunky z mriezˇky. Na l’avej
strane sa zobrazuju´ detaily z buniek na´cˇrtku a na pravej strane detaily buniek
z obra´zku. Nech je zobrazena´ mriezˇka na obra´zku, tak kliknut´ım stredne´ho
tlacˇ´ıtka mysˇky (pr´ıpadne kolieskom mysˇky) na niektoru´ validnu´ bunku2 sa zo-
braz´ı detail tejto bunky v pravej cˇasti. K dispoz´ıcii je zva¨cˇsˇeny´ obra´zok bunky
s jej vyobrazeny´mi gradientami. Ak za´jdeme mysˇkou na obra´zok, zobraz´ı sa
pocˇet gradientov v danej bunke (ide o gradienty, ktory´ch vel’kost’ je viac ako
5% maxima´lnej vel’kosti). Dˇalˇsie u´daje o bunke sa zobrazuju´ pod obra´zkom –
su´radnice bunky a histogram zna´zornˇuju´ci hodnoty v kosˇoch. Pod histogra-
mom je kontrolny´ su´cˇet vsˇetky´ch kosˇov, ktory´ mus´ı byt’ vzˇdy 1.
2Rozmery mriezˇky moˆzˇu byt’ stanovene´ tak, zˇe pravy´ okraj obra´zku alebo aj spodna´
cˇast obra´zku moˆzˇu ostat’ nepokryte´. V ty´chto miestach su´ neplatne´ bunky. Jednoduchy´m
za´jden´ım mysˇky nad bunku sa zobraz´ı bud’ jej su´radnica alebo pra´zdne su´radnice, ktore´
indikuju´ nevalidnu´ bunku.
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Obr. 5.9: Tabul’ka so zoznamom mriezˇok s roˆznymi posunutiami. Pre kazˇdu´
mriezˇku je spocˇ´ıtane´, nakol’ko je podobna´ testovane´mu obra´zku.
Vezmime si tlacˇ´ıtko zna´zornˇuju´ce kalkulacˇku pre na´cˇrtkovu´ cˇast’ kompo-
nenty. Po kliknut´ı nanˇ sa automaticky z´ıskaju´ a zobrazia detailne´ informa´cie
o bunke na tej istej su´radnici, ako je su´radnica obra´zkovej bunky. Za´rovenˇ sa
spocˇ´ıta vzdialenost’ ty´chto dvoch buniek podl’a aktua´lneho algoritmu pre po-
rovna´vanie buniek. Podobne funguje aj rovnake´ tlacˇ´ıtko pre obra´zkovu´ bunku.
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Obr. 5.10: Panel s detailny´mi informa´ciami o bunke na konkre´tnej poz´ıcii.
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Kapitola 6
Experimenty
Ta´to kapitola je venovana´ experimentom vykonany´m na rea´lnej implementa´cii
SBIR syste´mu. V za´vere budu´ zhrnute´ vy´sledky a bude vysvetlene´, na aky´
typ databa´z je syste´m vhodny´ a ako treba zada´vat’ dotazy, aby bol uzˇ´ıvatel’
spokojny´ s vy´sledkom.
6.1 Testovacie prostredie
Aby sme mohli porovnat’ nasˇe vy´sledky experimentov s experimentmi z cˇla´nku
[6], potrebovali by sme k dispoz´ıcii rovnaku´ databa´zu. Ked’zˇe to nebolo mozˇne´,
vytvorili sme asponˇ databa´zu z podobne´ho zdroja. Zo servera Flickr bolo au-
tomaticky stiahnuty´ch 111 222 obra´zkov. Tie tvoria databa´zu, na ktorej boli
experimenty realizovane´. Fotografie vyobrazuju´ prevazˇne budovy, pr´ırodu, l’ud´ı
a detaily roˆznych objektov.
Obra´zky bolo treba najprv stiahnut’ a potom automaticky spracovat’ na
rozmer 800×533. Obmedzili sme sa na tento rozmer, pretozˇe va¨cˇsˇina stia-
hnuty´ch obra´zkov mala podobny´ pomer stra´n. Uzˇ´ıvatel’ske´ rozhranie aplika´cie
bolo implementovane´ tak, zˇe doka´zˇe s ty´mto rozmerom spol’ahlivo pracovat’.
Ine´ rozmery neboli testovane´ a nie je zarucˇene´, zˇe zobrazovanie bude fungovat’
spra´vne.
Na disku zaberaju´ fotografie 13GB a priemerna´ vel’kost’ JPEG su´boru
je 120Kb. Testovacia zostava obsahovala procesor Intel Pentium Dual-Core
2,8GHz a operacˇnu´ pama¨t’ 4GB. Vytvorenie datasetu z 111 222 obra´zkov za-
berie priblizˇne 60 azˇ 71 minu´t. Cˇas za´vis´ı od zvolenej konvolucˇnej matice a roz-
merov mriezˇky. Cˇ´ım va¨cˇsˇia matica a cˇ´ım jemnejˇsia mriezˇka, ty´m dlhsˇ´ı vy´pocˇet.
Nacˇ´ıtanie do pama¨te take´ho datasetu sa tiezˇ l´ıˇsi, ale spravidla je to v rozpa¨t´ı
od 40 do 70 seku´nd. Ry´chlost’ dotazu za´vis´ı jak od komplexnosti uzˇ´ıvatel’ske´ho
na´cˇrtku tak od rozmerov mriezˇky a cˇasy sa pohybuju´ od 4 po 20 seku´nd. Ked’
je uzˇ´ıvatel’sky´ na´cˇrtok riedky (tj. pokry´va ma´lo buniek), va¨cˇsˇina z buniek je
vyfiltrovana´ a pocˇet vzdialenost´ı, ktore´ treba spocˇ´ıtat’ na jednom obra´zku, je
mensˇ´ı, cˇo sa vo vy´sledku prejav´ı ako ry´chlejˇsie vyriesˇeny´ dotaz.
Pre zauj´ımavost’, vel’kost’ datasetu s parametrami mriezˇky 20×13 a kon-
volucˇnou maticou vel’kosti 5 nad databa´zou obra´zkov vel’kosti 111 222, je pri-
blizˇne 658MB. Implementovany´ algoritmus doka´zˇe na testovacom prostred´ı
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spracovat’ priblizˇne 25 obra´zkov za sekundu pocˇas vytva´rania tohto datasetu.
6.2 Meto´dy testovania
Ciel’om experimentu je overit’ najlepsˇie parametre datasetu, t.j. rozmery mriezˇky
a typ konvolucˇnej matice, zistit’, aky´ je vzt’ah medzi roˆznymi typmi na´cˇrtkov
a nastaveniami datasetu.
Testovane´ su´ vel’kosti mriezˇky 16×10 a 20×13. Testovane´ konvolucˇne´ matice
su´ typu 1, 3, 5, 7. Pre kazˇdu´ vel’kost’ mriezˇky a typ matice bol vygenerovany´ da-
taset. Vzniklo tak 8 testovac´ıch datasetov. Zadefinovany´ch bolo 8 posunuty´ch
mriezˇok, odvodeny´ch od za´kladnej mriezˇky s posunut´ım do oˆsmych smerov.
Posu´valo sa vzˇdy po 20 pixeloch. Spolu tak bolo 9 mriezˇok aj so za´kladnou.
Dˇalej bolo vytvoreny´ch 10 roˆznych na´cˇrtkov. Pri ich vy´bere sa dbalo na
to, aby dataset obsahoval obra´zky podobne´ na´cˇrtku. Za´rovenˇ boli na´cˇrtky vo-
lene´, tak aby bolo mozˇne´ overit’, na aky´ typ dotazov je SBIR syste´m vhodny´.
Na´cˇrtky by sa preto dali rozdelit’ do dvoch katego´ri´ı: na´cˇrtky s hranaty´mi
l´ıniami a na´cˇrtky s obly´mi l´ıniami.
Pocˇas testovania bol kazˇdy´ z vytvoreny´ch na´cˇrtkov polozˇeny´ ako dotaz do
kazˇde´ho datasetu. Na´sledne bolo z vy´sledkov dotazu subjekt´ıvne vybrany´ch
niekol’ko podobny´ch obra´zkov k na´cˇrtku. Pocˇet obra´zkov bol zaznamenany´ do
pr´ıslusˇne´ho pol´ıcˇka v tabul’ke vy´sledkov (vid’. Tabul’ky 6.1 a 6.2). Sˇpecia´lne
pre dva posledne´ na´cˇrtky zna´zornˇuju´ce strom a stromy bolo testovane´, ako
ovplyvnˇuje vy´sledky vyhl’ada´vanie v zasˇumeny´ch obra´zkoch. Ako uzˇ bolo spo-
menute´, zasˇumene´ bunky relat´ıvne spol’ahlivo detekuju´ obra´zky, kde sa nacha´-
dzaju´ stromy, kr´ıky alebo listy. Predpoklad, zˇe pri pouzˇit´ı zasˇumeny´ch obra´zkov
bude vo vy´sledku viacej podobny´ch obra´zkov k na´cˇrtkom stromu, bol v za´vere
overeny´.
6.3 Vy´sledky testovania
Je nutne´ si uvedomit’, zˇe vy´sledky testovania su´ podlozˇene´ iba subjekt´ıvnym
dojmom. Na druhu´ stranu, pra´ve subjekt´ıvne pocity uzˇ´ıvatel’a vypovedaju´ o
kvalite SBIR syste´mu.
Po chv´ıl’ke sku´mania vy´sledkov je mozˇne´ si vsˇimnu´t’, zˇe domcˇeky su´ lepsˇie
rozpozna´vane´ va¨cˇsˇou konvolucˇnou maticou a navysˇe, pouzˇit´ım jemnejˇsej mriezˇky
sa kvalita rozpozna´vania zvysˇuje. Podobne´ pozorovanie sa da´ vyslovit’ aj pre
na´cˇrtok kruhu cˇi okna. U ostatny´ch na´cˇrtkov tento trend nie je jednoznacˇny´,
ale zanedban´ım odchy´liek by sa dalo vydedukovat’ podobne´ pozorovanie.
Doˆvod lepsˇieho vyhl’ada´vania je viacmenej zrejmy´ a uzˇ bol niekol’kokra´t
spomenuty´. Pouzˇit´ım va¨cˇsˇej konvolucˇnej matice sa vygeneruje viacej gradien-
tov, ktore´ presnejˇsie definuju´ histogramy buniek. Pouzˇit´ım jemnejˇs´ıch mriezˇok
sa zasa lepsˇie pop´ıˇse cely´ obsah obra´zku. Tento trend ale neplat´ı do nekonecˇna.
Da´ sa predpokladat’, zˇe pouzˇit´ım esˇte jemnejˇs´ıch mriezˇok sa od iste´ho oka-
mihu zhorsˇia vy´sledky. Proble´m je pra´ve v tom, ako uzˇ´ıvatel’ zada´va dotaz.
Pri maly´ch rozmeroch buniek sa zvysˇuje pravdepodobnost’, zˇe pri kreslen´ı sa
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Dotazy 16×10
Kernel 1
16×10
Kernel 3
16×10
Kernel 5
16×10
Kernel 7
16 19 22 27
29 31 30 28
6 13 12 11
51 52 53 56
7 4 13 14
12 12 12 12
3 4 4 5
6 3 6 5
sˇumove´: 14
nesˇumove´: 6
sˇumove´: 12
nesˇumove´: 2
sˇumove´: 16
nesˇumove´: 7
sˇumove´: 17
nesˇumove´: 8
sˇumove´: 21
nesˇumove´: 4
sˇumove´: 16
nesˇumove´: 9
sˇumove´: 19
nesˇumove´: 8
sˇumove´: 15
nesˇumove´: 9
Tabul’ka 6.1: Tabul’ka s vy´sledkami experimentu pre datasety s mriezˇkou
vel’kosti 16×10 a konvolucˇny´mi maticami typu 1, 3, 5, 7.
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Dotazy 20×13
Kernel 1
20×13
Kernel 3
20×13
Kernel 5
20×13
Kernel 7
21 14 24 27
31 24 23 25
4 11 10 10
52 59 54 54
16 12 14 15
11 10 8 10
4 4 5 5
5 6 6 7
sˇumove´: 16
nesˇumove´: 6
sˇumove´: 13
nesˇumove´: 4
sˇumove´: 15
nesˇumove´: 6
sˇumove´: 12
nesˇumove´: 9
sˇumove´: 22
nesˇumove´: 10
sˇumove´: 19
nesˇumove´: 9
sˇumove´: 19
nesˇumove´: 11
sˇumove´: 19
nesˇumove´: 13
Tabul’ka 6.2: Tabul’ka s vy´sledkami experimentu pre datasety s mriezˇkou
vel’kosti 20×13 a konvolucˇny´mi maticami typu 1, 3, 5, 7.
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cˇiara netraf´ı do spra´vnej bunky a ani posu´vanie mriezˇky tu´to chybu nevykom-
penzuje. To znamena´, zˇe najjemnejˇsie mriezˇky vyzˇaduju´, aby uzˇ´ıvatel’ kreslil
na´cˇrtok presnejˇsie.
Od experimentu sa ocˇaka´valo na´jdenie vhodne´ho nastavenia datasetu pre
dotazy podobne´ho charakteru ako vytvorene´ testovacie na´cˇrtky. Z vy´sledkov
ale vyply´va, zˇe pre zvolene´ na´cˇrtky neexistuje univerza´lne nastavenie. Je vidiet’,
zˇe cˇo je dobre´ pre na´cˇrtok kruhu, nemus´ı byt’ vhodne´ pre na´cˇrtok domcˇeka.
Kruh bol najlepsˇie vyhl’adany´ pri rozmeroch mriezˇky 16×10 a konvolucˇnej ma-
tici typu 3, ale domcˇek bol naopak vyhl’adany´ v tomto datasete najhorsˇie.
Da´ sa povedat’, zˇe z vy´sledkov experimentu najlepsˇie vy´sledky poskyto-
val dataset s mriezˇkou 16×10 a konvolucˇnou maticou vel’kosti 7. Ked’zˇe pra´ve
tento dataset vracal najviac podobny´ch vy´sledkov, vid’. Tabul’ka 6.1 a pre
porovnanie Tabul’ka 6.2. Predpoklada´me vsˇak, zˇe pre ine´ho uzˇ´ıvatel’a by boli
vhodnejˇsie ine´ parametre datasetu. Prehl’ad vy´sledkov, ktore´ vra´til najlepsˇ´ı
dataset, je vidiet’ na Obr. 6.1 a Obr. 6.2. Na obra´zkoch je vidiet’ niekol’ko
subjekt´ıvne vybrany´ch najviac sa podobaju´cich obra´zkov k dane´mu na´cˇrtku.
Vy´ber bol robeny´ z vy´sledku dotazu, ktory´ vracal obra´zky v pocˇte 60 azˇ 80.
Na prilozˇenom DVD je mozˇne´ v adresa´re Experiments vidiet’ vsˇetky vy´sledky
z testov.
Pocˇas vy´voja aplika´cie a jej testovania sme priˇsli k za´veru, zˇe na zada´vanie
vstupne´ho na´cˇrtku by bolo vhodnejˇsie pouzˇit’ tablet s kresliacou plochou. Kres-
lenie mysˇkou je pomerne nepresne´ a cˇasto sa sta´va, zˇe uzˇ´ıvatel’ovi sk´lzne ruka.
Oble´ tvary ako napr´ıklad kruh, kvetina, tva´r sa mysˇkou vel’mi t’azˇko kreslia.
Ale aj napriek tomuto obmedzeniu poskytuje aplika´cia zauj´ımave´ vy´sledky.
Implementovana´ architektu´ra bola testovana´ iba na databa´ze roˆznych fo-
tografiı z dovoleniek, ktore´ obsahovali pr´ırodu, mesta´, budovy, more, niektore´
zna´me architektonicke´ pamiatky, postavy a len zopa´r objektov, ktore´ boli fo-
tene´ spredu alebo zboku. Va¨cˇsˇina uzˇ´ıvatel’ov sa vsˇak snazˇ´ı nakreslit’ objekt
pra´ve z tohto uhlu pohl’adu (napr´ıklad auto zboku, alebo dom spredu), a
preto sa do vy´sledku dostane iba ma´lo skutocˇne podobny´ch objektov (z jed-
noduche´ho doˆvodu, pretozˇe databa´za neobsahuje objekty s podobnou siluetou
ako na´cˇrtok).
Pred zada´van´ım dotazu si mus´ı uzˇ´ıvatel’ uvedomit’, aky´ typ na´cˇrtku moˆzˇe
nakreslit’. Nie je mozˇne´ ocˇaka´vat’, zˇe po zadan´ı na´cˇrtku s detailny´m na´kresom
auta z perspekt´ıvy sa vo vy´sledku zobraz´ı podobny´ obra´zok. Doˆvod je jedno-
duchy´ a vyply´va z mysˇlienky, na ktorej je zalozˇena´ cela´ architektu´ra. Na´cˇrtok
mus´ı obsahovat’ predovsˇetky´m hlavne´, vy´razne´ l´ınie. Zbytocˇne´ detaily v na´cˇrtku
cˇasto zhorsˇuju´ vy´sledok. Predstavme si situa´ciu, ked’ na obra´zku je auto a
mriezˇka ma´ take´ parametre, zˇe pokryje toto auto sˇtyrmi bunkami. Vzhl’adom k
tomu, aky´ komplexny´ objekt je auto, je mozˇne´ ocˇaka´vat’, zˇe histogramy ty´chto
sˇtyroch buniek bude len vel’mi obtiazˇne napodobnit’ v na´cˇrtku. Majme teraz
opacˇnu´ situa´ciu, a to obra´zok domu, ktory´ zabera´ podstatne viac buniek ako
spomenute´ auto. Dom ma´ jasnu´ hranatu´ siluetu, ktora´ sa da´ vel’mi jednoducho
reprodukovat’ v na´cˇrtku. Dokonca aj napriek chyba´m, ktore´ uzˇ´ıvatel’ zakresl´ı
do na´cˇrtku, je jeho deskriptor vel’mi podobny´ va¨cˇsˇine domov v datasete.
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Obr. 6.1: Niektore´ najlepsˇie vy´sledky z´ıskane´ z datasetu s mriezˇkou 16×10 a
konvolucˇnou maticou vel’kosti 7.
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Obr. 6.2: Niektore´ najlepsˇie vy´sledky z´ıskane´ z datasetu s mriezˇkou 16×10 a
konvolucˇnou maticou vel’kosti 7.
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6.3.1 Konvolucˇne´ matice
Pouzˇitie va¨cˇsˇ´ıch konvolucˇny´ch mat´ıc spoˆsobuje spomalenie oﬄine vy´pocˇtu, cˇo
je pochopitel’ne´, ked’zˇe va¨cˇsˇia matica vyzˇaduje viacej opera´ci´ı na spocˇ´ıtanie
gradientu v danom bode. Overili sme, zˇe va¨cˇsˇia matica generuje gradienty aj
tam, kde mensˇia nie, ako pr´ıklad vid’. Obr. 6.3. Ta´to vlastnost’ vyhovuje do-
vtedy, ky´m tieto nove´ gradienty nespoˆsobuju´, zˇe sa bunka stane zasˇumenou.
V takom pr´ıpade je vhodne´ pouzˇit’ mensˇie matice.
Obr. 6.3: Zna´zornene´ vypocˇ´ıtane´ gradienty tej istej bunky pomocou roˆznych
konvolucˇny´ch mat´ıc. V hornom l’avom rohu kazˇde´ho obra´zku je zobrazeny´ pocˇet
gradientov v bunke.
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6.3.2 Rozpozna´vanie nesˇtruktu´rovany´ch objektov
Tak, ako sa predpokladalo, stromy mozˇno lepsˇie na´jst’ v zasˇumeny´ch obra´zkoch.
Vlastnost’ zasˇumeny´ch buniek otva´ra nove´ mozˇnosti pouzˇitia implementovane´ho
deskriptoru. Identifikovan´ım taky´chto buniek, je mozˇne´ detekovat’ na obra´zku
cˇast’ stromu, kr´ıky, listy alebo ine´ nesymetricke´, nesˇtruktu´rovane´ objekty z
pr´ırody. Z vy´sledkov experimentov vyply´va, zˇe stromy su´ jednoduchsˇie dete-
kovatel’ne´ v obra´zkoch, o ktory´ch sa vie, zˇe su´ zasˇumene´ (tj. viac ako 15% ich
buniek s gradientami su´ povazˇovane´ za zasˇumene´).
Vd’aka deskriptoru a zasˇumeny´m bunka´m by sme mohli byt’ schopn´ı roz-
pozna´vat’ obra´zky so stromami. Okrem toho by bolo mozˇne´ ich dostatocˇne
presne lokalizovat’. Vybrali sme pa´r obra´zkov (vid’. Obr. 6.4 a 6.4), na ktory´ch
je zna´zornene´, zˇe ide o celkom spol’ahlivu´ techniku rozpozna´vania. Pre kva-
litnejˇsie pouzˇitie tejto techniky hl’adania a lokaliza´cie stromov je nutne´ hlbsˇie
sku´manie, ktore´ by vsˇak bolo nad ra´mec tejto pra´ce.
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Obr. 6.4: Uka´zˇka rozpozna´vania stromu. Modre´ sˇtvorcˇeky identifikuju´ cˇasti
stromu, pr´ıpadne listy.
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Obr. 6.5: Uka´zˇka rozpozna´vania objektov z pr´ırody, na obra´zku hore bol iden-
tifikovany´ kopec, pretozˇe obsahuje kr´ıky a male´ stromy. Na dolnom obra´zku
boli rozpoznane´ zelene´ plochy, ktore´ opa¨t’ zodpovedaju´ stromom alebo kr´ıkom.
Modre´ sˇtvorcˇeky identifikuju´ cˇasti stromu, pr´ıpadne listy a tra´vu.
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Kapitola 7
Za´ver
Ciel’om pra´ce bolo navrhnu´t’ a implementovat’ architektu´ru pre z´ıskavanie obra´z-
kov z databa´zy na za´klade rukou nakreslene´ho dotazu. Samotne´ vyhl’ada´vanie
a z´ıskavanie podobny´ch obra´zkov bolo zalozˇene´ na porovna´van´ı deskriptoru z
obra´zku a deskriptoru z uzˇ´ıvatel’ske´ho na´cˇrtku. Ide o vylepsˇenu´ verziu deskrip-
toru, navrhnute´ho pre MPEG-7, ktory´ je zna´my ako Edge histogram descriptor.
Jeho za´kladom je popis loka´lnej distribu´cie hra´n.
Bol zavedeny´ pojem dataset ako abstrakcia nad databa´zou obra´zkov. Vytva´-
ra sa pocˇas oﬄine procesu, v ktorom ma´ za u´lohu automaticky detekovat’
vy´razne´ hrany (l´ınie) na obra´zkoch a pop´ısat’ ich pomocou hranove´ho des-
kriptoru. Kazˇdy´ obra´zok je rozdeleny´ na bunky, v ktory´ch sa pocˇ´ıta histogram
hra´n. Histogram sa spocˇ´ıta z gradientov, ktore´ definuju´ hranu, ked’zˇe gradient
je vlastne norma´la k priamke v danom bode.
Deskriptor a algoritmus bol reiplementovany´ podl’a cˇla´nku [6]. Po analy´ze
jeho vlastnost´ı boli navrhnute´ vylepsˇenia, ktory´ch funkcˇnost’ sa na´sledne ove-
rila v rea´lnej implementa´cii. Ked’zˇe vy´sledok vyhl’ada´vania za´vis´ı od kvality
nakreslene´ho dotazu, ciel’om vylepsˇen´ı bolo zmensˇit’ tu´to za´vislost’. Jedny´m
z na´vrhov na zlepsˇenie je posunuta´ mriezˇka, ktora´ ma´ kompenzovat’ chybu
v na´cˇrtku v pr´ıpade, zˇe sa uzˇ´ıvatel’ netraf´ı do spra´vnej bunky. Identifika´cia
pra´zdnych buniek a vel’mi podobny´ch buniek, slu´zˇiacich na preusporiadanie
vy´sledku, doplnˇuje zoznam vylepsˇen´ı.
Za vy´znamny´ pr´ınos sa poklada´ schopnost’ algoritmu detekovat’ zasˇumene´
bunky, ktore´ poslu´zˇia k identifikovaniu obra´zkov obsahuju´cich cˇast’ stromu,
kr´ıky, listy alebo ine´ nesymetricke´, nesˇtruktu´rovane´ objekty z pr´ırody.
V experimenta´lnej cˇasti bol sku´many´ vplyv parametrov datasetu na vy´sledky.
Pre vybranu´ mnozˇinu na´cˇrtkov vra´til najlepsˇie vy´sledky dataset s mriezˇkou
16×10 a konvolucˇnou maticou vel’kosti 7. Z´ıskane´ vy´sledky z experimentu de-
monsˇtruju´, zˇe implementovany´ syste´m poskytuje uzˇ´ıvatel’ovi intuit´ıvny pr´ıstup
k databa´ze obra´zkov.
Dˇalej z experimentov vyply´va, zˇe dobre sa hl’adaju´ u´tvary, ktore´ su´ hranate´
ako dom a st´lpy. Je to zapr´ıcˇinene´ ty´m, zˇe uzˇ´ıvatel’ vie lepsˇie nakreslit’ objekt
hranaty´ ako napodobnit’ oble´ tvary (lod’, kopec). Avsˇak kruh je vy´nimkou, ako
je vidiet’ z vy´sledkov, pretozˇe dataset obsahuje vel’a taky´chto obra´zkov.
Jemne´ mriezˇky lepsˇie popisuju´ obsah obra´zku, ale pre uzˇ´ıvatel’a je na´rocˇnejˇsie
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nakreslit’ dotaz tak, aby dostal podobne´ vy´sledky. Na druhej strane mriezˇky s
vel’ky´mi bunkami kompenzuju´ chyby v na´cˇrtku, ale popisuju´ obra´zok chudob-
nejˇsie.
Implementovany´ deskriptor je ry´chly pre vyhodnotenie podobnost´ı, avsˇak
jeho invariantnost’ vocˇi mer´ıtku, rota´cii a posunutiu je obmedzena´. Ta´to nevy´hoda
je kompenzovana´ kompaktnost’ou deskriptoru a mozˇnost’ou ho pouzˇit’ na vel’ke´
databa´zy obra´zkov.
Dotazy zada´vane´ uzˇ´ıvatel’om by nemali obsahovat’ male´ detaily v ra´mci jed-
nej bunky, ale namiesto toho vy´razne´ l´ınie cez niekol’ko buniek. Taktiezˇ pred
zada´van´ım dotazu je potrebne´ si uvedomit’ cˇi v miestach, kde bude cˇiara na-
kreslena´, moˆzˇu existovat’ gradienty. Nakreslen´ım cˇiary na miesto kde gradienty
nie su´ v hl’adanom obra´zku spoˆsob´ı posunutie tohoto obra´zku na n´ızke poz´ıcie
pr´ıpadne sa voˆbec nezobraz´ı vo vy´sledku.
7.1 Dˇalˇs´ı vy´voj
Ako prvy´ krok pre d’alˇs´ı vy´voj by bolo vhodne´ z´ıskat’ ra´dovo va¨cˇsˇiu databa´zu
obra´zkov o pocˇte niekol’ko milio´nov, na ktorej by sa uka´zali nedostatky v opti-
maliza´cii ry´chlosti a kompaktnosti da´tovy´ch sˇtruktu´r. Dˇalej by bolo vhodne´
zrusˇit’ obmedzenie na vel’kost’ obra´zkov, ktore´ moˆzˇe databa´za obsahovat’ a po-
nechat’ iba obmedzenie na pomer stra´n.
Dˇalej by bolo zauj´ımave´ otestovat’ syste´m nad databa´zou kresleny´ch obra´zkov.
Predpoklada´ sa zˇe nad takouto databa´zou by implementovana´ architektu´ra do-
sahovala esˇte lepsˇie vy´sledky, ked’zˇe kreslene´ obra´zky sa viac podobaju´ na´cˇrtku
ktory´ je tiezˇ kresleny´.
Z implementacˇne´ho hl’adiska je triedenie vo vyhl’ada´van´ı neoptima´lne a v
pr´ıpade pouzˇ´ıvania skutocˇne rozsiahlych databa´z obra´zkov by samotne´ vyhl’ada´-
vanie trvalo dlho. Jednou z navrhovany´ch zlepsˇen´ı je drzˇat’ si po celu´ dobu
hl’adania k najlepsˇ´ıch vy´sledkov, cˇ´ım by odpadla u´loha zotriedit’ vel’ky´ zoznam
cˇ´ısel.
Ako uzˇ bolo spomenute´, zasˇumene´ bunky v kombina´cii s informa´ciou o farbe
v dany´ch bunka´ch by mohli byt’ pouzˇite´ pre identifikovanie obra´zkov obsa-
huju´ce stromy, kr´ıky alebo obecne pr´ırodu. Okrem toho by sa dali tieto objekty
na obra´zku presne lokalizovat’. Samozrejme ide o hypote´zu, ktora´ vyzˇaduje
d’alˇsie sku´manie.
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Odkazy na DVD
[i] Verzia aplika´cie pouzˇita´ pri experimentoch pop´ısany´ch v kapitole 6. Obsa-
huje navysˇe iba tlacˇ´ıtka pre ulozˇenie na´cˇrtku, nacˇ´ıtanie na´cˇrtku a ulozˇenie
vy´sledkov dotazu.
CD:\Application\ForExperiments
[i] Verzia aplika´cie spustitel’na´ bez insˇtala´cie. Upozornenie: V niektory´ch
pr´ıpadoch bez insˇtala´cie nebude aplika´cia bezˇat’ korektne.
CD:\Application\Release
[i] Insˇtalacˇny´ su´bor aplika´cie.
CD:\Application\Setup
[ii] Adresa´r obsahuje vy´sledky z experimentov. Z na´zvu podadresa´rov sa da´
odvodit’ zodpovedaju´ci pouzˇity´ dataset a na´cˇrtok.
CD:\Experiments
[iii] Databa´za 10 000 obra´zkov, na ktorej je mozˇne´ testovat’ aplika´ciu.
CD:\Images\Database10k
[iii] Databa´za 500 obra´zkov, na ktorej je mozˇne´ vykonat’ ry´chle testy aplika´cie.
CD:\Images\Database500
[iii] Databa´za vybrany´ch obra´zkov, na ktory´ch sa da´ sku´mat’ spra´vanie sa
zasˇumeny´ch buniek.
CD:\Images\ImagesWithNoise
[iv] Zdojove´ ko´dy aplika´cie.
CD:\Sources
[iv] PDF su´bor diplomovej pra´ce
CD:\Text
[iv] Uka´zˇkove´ video pra´ce s aplika´ciou.
CD:\Video
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