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ABSTRACT
In this article, we analyze the transient behavior of the workload
process in a Lévy-driven queue. We are interested in the value of
theworkloadprocess at a randomepoch; this epoch is distributed
as the sum of independent exponential random variables. We
consider both cases of spectrally one-sided Lévy input processes,
for which we succeed in deriving explicit results. As an applica-
tion, we approximate the mean and the Laplace transform of the
workload process after a deterministic time.
1. Introduction
This article studies the transient workload in a queue fed by a Lévy input process
X = {Xt}t≥0; here the workload process, in the sequel denoted by {Qt}t≥0, is defined
as the reflection of X at zero. This workload process can be constructed from the
input processX as the (unique) solution of the so-called Skorokhod problem[6,13,14].
It turns out that the processQ follows from X through
Qt = Xt + max{Q0,Lt} where Lt := sup
0≤s≤t
−Xs = − inf
0≤s≤t
Xs.
The process {Lt}t≥0 is often referred to as local time (at zero) or regulator process[9].
As mentioned above, we are interested in the transient behavior of the workload
process. In queueing theory, transient analysis is a classical topic that is treated in
various standard textbooks[2,5,12]. Typically, transient analysis is important in sit-
uations where the time horizon considered is relatively short, so that it cannot be
ensured that the system is ‘close to stationarity’. In addition, transient results are
useful in cases that the net-input process changes over time; it, for instance, facili-
tates the analysis of systems with time-varying demand as well as the assessment of
the impact of specific workload control mechanisms. In general, transient analysis
allows us to assess the impact of the initial stateQ0.
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Themain contribution of this article is the generalization of the existing results on
the transient behavior of the workload process {Qt}t≥0.We consider n exponentially
distributed random variables T1, . . . ,Tn with parameters q1, . . . , qn and we analyze
the joint behavior of the vector
(QT1,QT1+T2, . . . ,QT1+···+Tn) ,
with a specific focus onQT1+···+Tn . It is noted that this also directly yieldsQT when
T follows a Coxian distribution; see Section 6 for some additional background on
this claim. This observation is particularly useful owing to the fact that any distribu-
tion on the positive half line can be approximated arbitrarily closely by a sequence
of Coxian distributions (in the sense of convergence (Section 3.4 of Ref. [2])). For
the case of a spectrally positive input process, the results are given in terms of the
Laplace–Stieltjes transform (LST), whereas we find an expression for the associated
density for the spectrally negative case.
Apart from the general results obtained, a second contribution lies in the reason-
ing behind our proofs. More specifically, our proofs reveal that the above formulae
obey an elegant and simple tree structure. The transient workload behavior consists
of 2n terms that can be recursively evaluated. We prove our results by induction;
given that we know the expression for the quantity under consideration at n − 1
exponential epochs, we derive the expression at n exponential epochs. In this induc-
tion step, from n − 1 to n that is, it can be seen how each term produces two off-
spring terms, thus giving insight into the underlying structure. The idea behind the
proofs yields a mechanism to address questions related to transient analysis at ran-
dom epochs, which may help in obtaining a deeper understanding of the behavior
of the underlying continuous-time queueing system.
Transient analysis of queueing systems started with the analysis of the waiting
times in the M/M/1 queue[12]. In Refs.[3,15], the authors analyzed the LST of the
waiting time process in theM/G/1 queue. The argument used there was also applied
in Ref.[6], so as to derive Theorem 2.1.1 below for the case of a compound Poisson
input process. The transient analysis of Lévy-driven queues is of amuchmore recent
date[2,6,8] for results on the workload process in a Lévy-driven queue at an exponen-
tial epoch (which are briefly summarized in Section 2). As a direct application, the
authors of Ref.[4] studied clearing models, where special attention is paid to clear-
ings at exponential epochs (relying on results on the workload at an exponential
epoch in an M/G/1 setting).
Concerning the structure of the article, in Section 2 we present our notation, as
well as the preliminaries that are needed in order to prove our results. In Sections 3
and 4, we present and prove themain results of the article, which are Theorems 3.1.1
and 4.1.1. Section 3 concerns the spectrally positive case and Section 4 the spectrally
negative case. We support the final results with intuitive arguments based on a tree
structure. In Section 5, we illustrate how our findings can be applied to numerically
study the transient behavior of Lévy-driven queues. Finally, Section 6 contains con-
clusions and a brief discussion.
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2. Model, notation, and preliminaries
In this section, we present the workload at an exponential epoch for queues with
spectrally positive (Section 2.1) and spectrally negative (Section 2.2) Lévy input pro-
cesses. These results are heavily relied upon throughout the article, and in addition
serve as a benchmark. In passing, we also introduce our notation.
2.1. Spectrally positive Lévy processes
Asmentioned, the building block of this article is a Lévy processX = {Xt}t≥0. In case
X is a spectrally positive process, henceforth denoted by X ∈ S+, the Laplace expo-
nent φ(α) := logEe−αX1 is well defined for all α ≥ 0. By applying Hölder’s inequal-
ity, we get that φ(·) is convex on [0,+∞) with slope φ′(0) = −EX1 at the origin.
In general, the inverse function ψ(·) is not well defined and we work with the right
inverse ψ(q) := sup{α ≥ 0 : φ(α) = q} for q ≥ 0. When the drift of our driving
process X is negative, we observe that φ′(0) = −EX1 > 0 and thus φ(·) is increas-
ing on [0,+∞). In this case, the inverse function ψ(·) is well defined.
Our interest is in the transient behavior of the workload process {Qt}t≥0. We con-
sider an exponentially distributed random variable T with parameter q (sampled
independently from the Lévy input process) and focus on the transform Exe−αQT ,
where α ≥ 0 and x denotes the initial workload. In this case, the transformExe−αQT
is explicitly known, and is given in the following theorem[6,8,15].
Theorem 2.1.1. Let X ∈ S+ and let T be exponentially distributed with parameter q,
independently of X. For α ≥ 0, x ≥ 0,
Exe−αQT =
∫ ∞
0
qe−qtExe−αQtdt = qq − φ(α)
(
e−αx − α
ψ(q)
e−ψ(q)x
)
.
Using Laplace inversion techniques[1], information about the process can then
be inferred from the LST as it uniquely determines the distribution ofQt , for each
t and any initial workload x.
2.2. Spectrally negative Lévy processes
For a spectrally negative Lévy processX , henceforth denoted byX ∈ S−, we define,
for β ≥ 0, the cumulant(β) := logEeβX1 . This function is well-defined and finite
for all β ≥ 0, exactly because there are no positive jumps. We observe that(·) has
slope′(0) = EX1 at the origin, thus(·) in general is not a bijection on [0,+∞).
We define the right inverse through (q) := sup{β ≥ 0 : (β) = q}.
When working with spectrally negative Lévy processes, the so-called q-scale
functions, W (q)(·) and Z(q)(·) play a crucial role, particularly when studying the
fluctuation properties of the reflected process[6,11]. For q ≥ 0 and x ≥ 0, letW (q)(x)
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be a strictly increasing and continuous function whose Laplace transform satisfies∫ ∞
0
e−βxW (q)(x)dx = 1
(β) − q , β > (q); (2.1)
we letW (q)(x) equal 0 for x < 0. From (Theorem 8.1.(i) of Ref.[9]), it follows that
such a function exists. Having defined the functionW (q)(·), we define the function
Z(q)(·) as follows:
Z(q)(x) := 1 + q
∫ x
0
W (q)(y)dy. (2.2)
We immediately see the importance of the q-scale function in the density of the
workload process at an exponential epoch, given in the following theorem (Section
4.2 in Ref. [6]), which is originally due to Pistorius[10].
Theorem 2.2.1. Let X ∈ S− and let T be exponentially distributed with parameter q,
independently of X. For α ≥ 0, x ≥ 0 and β > 0,
Px(QT ∈ dy) =
(
e−(q)y(q)Z(q)(x) − qW (q)(x − y)) dy,
and ∫ ∞
0
e−βxExe−αQTdx = 1
β
(
(q)
(q) + α +
q
(β) − q
(q) − β
(q) + α
α
α + β
)
.
The result on the LSTofQT in the above theorem follows forβ > (q) by a direct
computation from the density ofQT ; by a standard analytic continuation argument,
the resulting expression then holds for any β > 0.
3. Spectrally positive case
In this section, we present our main result for the case the input process is spectrally
positive, viz. Theorem 3.1.1. We first derive the workload behavior at two expo-
nential epochs as this clearly demonstrates how the various terms appear. We then
present and prove our result; wemainly rely onmathematical induction and a recur-
sion formula relating the desired coefficients. At last, we elaborate on themechanism
for obtaining theworkload at n exponential epochs, yielding an intuitively appealing
tree structure.
3.1. Main result
Suppose we have a spectrally positive Lévy process X . We want to describe the
behavior of the workload process {Qt}t≥0 at consecutive exponential epochs. We
do this by considering exponentially distributed random variables T1, . . . ,Tn with
distinct parameters q1, . . . , qn and calculate, for αi ≥ 0 and some initial workload
x ≥ 0, the joint Laplace transform given by
Exe−α1QT1−α2QT1+T2+···+αnQT1+···+Tn . (3.1)
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It is instructive to first illustrate how to derive an expression for the joint trans-
form at two exponential epochs, i.e., for Exe−α1QT1−α2QT1+T2 . From Theorem 2.1.1,
we have an expression for the transform Exe−αQT . Consider now two exponentially
distributed random variables with parameters q1, q2. Then, conditioning onQT1 in
combination with applying Theorem 2.1.1 twice, yields
Exe−α1QT1−α2QT1+T2 =
∫ ∞
0
e−α1yEye−α2QT2Px(QT1 ∈ dy)
=
∫ ∞
0
e−α1y
(
q2
q2 − φ(α2)
(
e−α2y − α2
ψ(q2)
e−ψ(q2 )y
))
Px(QT1 ∈ dy)
= q2
q2 − φ(α2)
(
Exe−(α1+α2 )QT1 − α2
ψ(q2)
Exe−(α1+ψ(q2 ))QT1
)
= q2
q2 − φ(α2)
(
q1
q1 − φ(α1 + α2)
(
e−(α1+α2 )x − α1 + α2
ψ(q1)
e−ψ(q1 )x
)
− α2
ψ(q2)
q1
q1 − φ(α1 + ψ(q2))
(
e−(α1+ψ(q2 ))x − α1 + ψ(q2)
ψ(q1)
e−ψ(q1 )x
))
.
(3.2)
We see that by conditioning on the value of the workload at the first exponential
epoch we can derive the transform at two exponential epochs. The above reasoning
rests on the property that the process {Qt}t≥0 is a Markov process.
Some special attention is needed for the case α1 = 0 and q1 = q2, i.e., when T
has an Erlang-2 distribution. From the last term in Equation (3.2), we see that an
additional limiting argument is required. A straightforward application of ‘l’Hôpital’
then yields the expression for Exe−αQT as in (Section 4.1 in Ref. [6]).
The main idea for the case of n exponentially distributed random variables Ti is
very similar: condition on the workload at the first exponential epoch, thus obtain-
ing
Exe−α1QT1−α2QT1+T2−···−αnQT1+···+Tn =
∫ ∞
0
e−α1yEye−α2QT2−···−αnQT2+···+TnPx(QT1 ∈ dy).
(3.3)
Equation (3.3) is used in combination with Theorem 2.1.1 to determine the trans-
form at n exponential epochs given the joint transform at n − 1 epochs. In what
follows, we use the following notation:
 L(n)1 denotes the coefficient of the term exp[−(α1 + · · · + αn)x];
 L(n)
(2 j,1) denote the coefficients of exp[−ψ(q1)x] (where j = 1, 2, . . . , 2n−1);
 L(n)
(2l j−2l−1+1,l) denote the coefficients of exp[−(α1 + · · · + αl−1 + ψ(ql ))x]
(where l = 2, 3, . . . , n and j = 1, 2, . . . , 2n−l).
We note here that the superscript (n) in these factors corresponds to the number of
exponential random variables considered. We now proceed to the main result for
the case of a spectrally positive input process.
Theorem 3.1.1. Suppose we have n independent exponentially distributed random
variables T1, . . . ,Tn with distinct parameters q1, . . . , qn. Then, for αi ≥ 0 and x ≥ 0,
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we have
Exe−α1QT1−α2QT1+T2−...−αnQT1+T2+···+Tn =
n∏
i=1
qi
qi − φ(αi + · · · + αn)e
−(α1+···+αn)x
+
n∑
l=1
2n−l∑
j=1
L(n)
(2l j−2l−1+1,l)(q¯, α¯)e
−(α1+···+αl−1+ψ(ql ))x,
(3.4)
where the coefficients L(n)
(2l j−2l−1+1,l) are defined below in Definition 3.1.1.
The vectors q¯ = (q1, . . . , qn) and α¯ = (α1, . . . , αn) are here explicitly included,
so as to show the dependence of the coefficients on the q’s and α’s. Later on, these
vectors are omitted to keep the notation concise.
Definition 3.1.1. For l = 1, . . . , n and j = 1, . . . , 2n−l , we have
L(n)
(2l j−2l−1+1,l)(q¯, α¯)
= c(2l j−2l−1+1,n)
n∏
i=1
qi
qi − φ(αi + d(i,2l j−2l−1+1))
n∏
i=l
αi + d(i,2l j−2l−1+1)
d(i−1,2l j−2l−1+1)
,
where the c(2l j−2l−1+1,n) are given below in Lemma 3.1.1, d(n,2l j−2l−1+1) = 0 and the
d(i,2l j−2l−1+1), for i = 1, 2, . . . , n − 1, are given through
d(i,2
l j−2l−1+1) =
⎧⎪⎨
⎪⎩
αi+1 + d(i+1,2l j−2l−1+1) for  2
l j−2l−1+1
2i  odd,
ψ(qi+1) for  2
l j−2l−1+1
2i  even.
Remark 3.1.1. The terms d(i, j) are given from a recursive formula. The fact that this
recursion is well defined, follows because the last term equals zero (i.e., d(n, j) = 0
for all j’s).
Remark 3.1.2. The coefficients defined in Definition 3.1.1 obey the following recur-
sion relations in n, for l = 1, . . . , n − 1, j = 1, . . . , 2n−l−1,
L(n)
(2l+1 j−2l+1,l+1) =
q1
q1 − φ(α1 + · · · + ψ(ql )) · L
(n−1)
(2l j−2l−1+1,l) (3.5)
and
L(n)
(2l+1 j−2l+2,1) = −
α1 + · · · + αl + ψ(ql+1)
q1 − φ(α1 + · · · + αl + ψ(ql+1)) ·
q1
ψ(q1)
· L(n−1)
(2l j−2l−1+1,l).
(3.6)
We will derive these recursions in the proof of Theorem 3.1.1; an intuitive argument
will also be given in Section 3.2.
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Lemma 3.1.1. Consider j = 1, 2, . . . , 2n and take the binary representation of j −
1, i.e., j − 1 = b020 + b121 + · · · + bn−12n−1. Then, for c( j,n) we have
c( j,n) = (−1)Par{b0,...,bn−1},
where Par{b0, . . . , bn−1} is 0 if the number of 1’s in the binary expansion of j − 1 is
even and 1 if it is odd.
Proof of Lemma 3.1.1. From Theorem 2.1.1, we see that for n = 1 the signs of the
coefficients are +,−. For n = 2 and from Equation (3.2) we see that the signs are
+,−,−,+. Since we know how the terms are produced when we go from the step
with n exponential times to the step with n + 1 exponential random variables (see
Equation (3.3)) we see that the signs at every step can be represented by a tree graph.
In this tree, row n consists of 2n nodes and, starting from the left, the nodes represent
the sign of every factor when the expression is written as in Equation (3.4).
We see that row n + 1 can be derived from row n when substituting every + in
row n by the pair +,−, and every − by the pair −,+. We can understand why this
holds by looking at the expression in Theorem 2.1.1. Denote by c( j,n) the sign of
the jth element in the nth row in the above tree. Then c( j,n), for j = 1, 2, . . . , 2n,
corresponds to the sign of the jth coefficient when considering n exponentially dis-
tributed in Equation (3.4).
We observe that, because of symmetry, for the signs of the kth row, for j =
1, . . . , 2k−1,
c( j,k) = −c( j+2k−1,k). (3.7)
Hence the signs j and j + 2k−1 in the kth row will always be opposite.
We prove the lemma by induction on the number of exponentially distributed
random variables.
(1) For n = 1, we have two nodes and this case corresponds to the signs of the
expression derived in Theorem 2.1.1 for one exponentially distributed ran-
dom variable T . We have that c(1,1) = +1 and c(2,1) = −1. Then we need the
binary expansions of 0 and 1 which have no 1’s and one 1, respectively. We
see that c(1,1) = (−1)0 = 1 and c(2,1) = (−1)1 = −1.
(2) We assume that the lemma holds for n = k. Hence, for j = 1, . . . , 2k, we
have
c( j,k) = (−1)Par{b0,...,bk−1}.
Here, we make the following observation. In the tree presented above, con-
sider an arbitrary row n. The 2n signs of that row and the first 2n signs of the
(n + 1)th row are the same.
Now consider the (k + 1)th row. Using the observation above and the induc-
tion hypothesis, the lemma holds for the first 2k signs of this (k + 1)th row.
Hence, we need to prove this statement only for j = 2k + 1, . . . , 2k+1.
For j = 1, 2, . . . , 2k, we have
c( j,k+1) = (−1)Par{b0,...,bk−1} = (−1)Par{b0,...,bk−1,0},
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where j − 1 = b0 + b1 · 2 + · · · + bk−1 · 2k−1 + 0 · 2k. Consider now the
element j′ = j + 2k. From Equation (3.7), we know that c( j′,k+1) = −c( j,k).
We also know that the binary expansion of j′ has one more 1 than the binary
expansion of j since we add 2k, i.e., j′ − 1 = j − 1 + 2k = b0 + · · · + bk−1 ·
2k−1 + 1 · 2k, which shows that (−1)Par{b0,...,bk−1,1} = −(−1)Par{b0,...,bk−1} lead-
ing to
c( j,k+1) = (−1)Par{b0,...,bk},
for all j = 1, 2, . . . , 2k+1. 
Before proceeding with the proof of Theorem 3.1.1, we present some general
remarks which will be used later as well.
Remark 3.1.3. For l = 2, . . . , n and j = 1, . . . , 2n−l , we observe the following:
(a) 2l j − 2l−1 + 1 is an odd number.
(b) For all i = 1, 2, . . . , l − 2,⌈
2l j − 2l−1 + 1
2i
⌉
=
⌈
2l−1−i(2 j − 1) + 1
2i
⌉
= 2l−i−1(2 j − 1) + 1,
which is always an odd number. In addition,⌈
2l j − 2l−1 + 1
2l−1
⌉
= 2 j
is an even number.
(c) ⌈
2l j − 2l−1 + 1
2l
⌉
=
⌈
j − 1
2
+ 1
2l
⌉
= j.
(d) For i = 0, 1, . . .⌈
2l j − 2l−1 + 1
2l+i
⌉
=
⌈
j
2i
− 1
2i+1
+ 1
2l+i
⌉
=
⌈
j
2i
⌉
.
Proof of Theorem 3.1.1. We use induction on the number of exponential random
variables T1, . . . ,Tn. For the proof, it is sufficient to start with n = 1 (where it can
be readily checked that Theorem 3.1.1 holds for n = 1), but the case n = 2 is more
instructive. The joint transform for n = 2 can be found in Equation (3.2).
First of all, when n = 2 we have in total 22 = 4 terms. We see that
the even terms correspond to exp[−ψ(q1)x], and the third term corre-
sponds to exp[−(α1 + ψ(q2))x]. According to Equation (3.4), the coefficient of
exp[−(α1 + α2)x] must be equal to
q2
q2 − φ(α2)
q1
q1 − φ(α1 + α2) ,
following directly from Equation (3.2). We have two coefficients corresponding to
exp[−ψ(q1)], which according to Equation (3.4) should be equal to L(2)(2,1) and L(2)(4,1).
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Using Definition 3.1.1, we find the following expressions:
L(2)
(2,1) = −
2∏
i=1
qi
qi − φ(αi + d(i,2))
2∏
i=1
αi + d(i,2)
d(i−1,2)
= − q2
q2 − φ(α2)
q1
q1 − φ(α1 + α2)
α1 + α2
ψ(q1)
,
as d(0,2) = ψ(q1), d(1,2) = α2, and d(2,2) = 0. Moreover,
L(2)
(4,1) =
2∏
i=1
qi
qi − φ(αi + d(i,4))
2∏
i=1
αi + d(i,4)
d(i−1,4)
,
where we see from the table for the factors d(i, j) (see Definition 3.1.1) that d(0,4) =
ψ(q1), d(1,4) = ψ(q2), and d(2,4) = 0. This leads to the following result:
L(2)
(4,1) =
q2
q2 − φ(α2)
α2
ψ(q2)
q1
q1 − φ(α1 + ψ(q2))
α1 + ψ(q2)
ψ(q1)
.
For the last term, the coefficient of e−(α1+ψ(q2))x, we get
L(2)
(3,2) = −
q1
q1 − φ(α1 + ψ(q2))
q2
q2 − φ(α2)
2∏
i=2
αi + d(i,3)
d(i−1,3)
.
Since d(1,3) = ψ(q2) and d(2,3) = 0, this agrees with Equation (3.4), and thus the
result holds for n = 2.
We now assume that our formula holds for n = k − 1. Hence, we have that
Exe−α1QT1−···−αk−1QT1+···+Tk−1 =
k−1∏
i=1
qi
qi − φ(αi + · · · + αk−1)e
−(α1+···+αk−1)x
+
k−1∑
l=1
2k−l−1∑
j=1
L(k−1)
(2l j−2l−1+1,l)e
−(α1+···+αl−1+ψ(ql ))x,
(3.8)
where the coefficients L(k−1)
(2l j−2l−1+1,l) are given by Definition 3.1.1 for n = k − 1 and
the signs of all the factors are given by Lemma 3.1.1. In the induction step, we prove
this theorem for n = k given that it holds for n = k − 1. The expression for n = k
is derived from calculating the integral
L := Exe−α1QT1−...−αkQT1+···+Tk =
∫ ∞
0
e−α1yEye−α2QT2−···−αkQT2+···+TkPx(QT1 ∈ dy),
where the expectation in the integral is known by the induction hypothesis. Here, we
see that we must raise all indices in Equation (3.8) by one when we do the calcula-
tions becausewe start from timeT2 with parameter q2 instead of fromT1. Combining
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the above with Equation (3.8), we obtain
L =
k−1∏
i=1
qi+1
qi+1 − φ(αi+1 + · · · + αk)
∫ ∞
0
e−(α1+···+αk)yPx(QT1 ∈ dy)
+
k−1∑
l=1
2k−1−l∑
j=1
L(k−1)
(2l j−2l−1+1,l)
∫ ∞
0
e−(α1+···+αl+ψ(ql+1))yPx(QT1 ∈ dy) =: I + II.
(3.9)
The two integrals in Equation (3.9) can be computed using Theorem 2.1.1. Each
integral gives two new terms; the exponents are easily observed after an application
of Theorem 2.1.1. Therefore, below we primarily focus on the coefficients.
When considering the integrals in Equation (3.9), the two terms obtained are
referred to as the first and second term and are denoted by adding a 1 or 2 as indices
to I and II . We now successively consider (the coefficients of) I1, II1, I2, and
II2.
 Coefficient of I1. The coefficient of exp[−(α1 + · · · + αk)x] is found, using
Theorem 2.1.1, from the first term of the integral
∫ ∞
0
e−α1y
k−1∏
i=1
qi+1
qi+1 − φ(αi+1 + · · · + αk)e
−(α2+···+αk)yPx(QT1 ∈ dy),
which is
k∏
i=2
qi
qi − φ(αi + · · · + αk)
q1
q1 − φ(α1 + · · · + αk) =
k∏
i=1
qi
qi − φ(αi + · · · + αk) .
(3.10)
This corresponds to the coefficient of the first term in Theorem 3.1.1.
 Coefficient of II1. For l = 2, 3, . . . , k it is seen that the terms L(k)(2l j−2l−1+1,l) for
j = 1, 2, . . . , 2k−l can be derived from the terms L(k−1)
(2l−1 j−2l−2+1,l−1) by taking the
first term of the integrals:
∫ ∞
0
L(k−1)
(2l−1 j−2l−2+1,l−1)e
−α1ye−(α2+···+αl−1+ψ(ql ))yPx(QT1 ∈ dy). (3.11)
From Theorem 2.1.1, we obtain
L(k)
(2l j−2l−1+1,l) = L(k−1)(2l−1 j−2l−2+1,l−1) ·
q1
q1 − φ(α1 + · · · + αl−1 + ψ(ql ))
= c(2l−1 j−2l−2+1,k−1) ·
k−1∏
i=1
qi+1
qi+1 − φ(αi+1 + d¯(i+1,2l−1 j−2l−2+1))
·
k−1∏
i=l−1
αi+1 + d¯(i+1,2l−1 j−2l−2+1)
d¯(i,2l−1 j−2l−2+1)
· q1
q1 − φ(α1 + · · · + αl−1 + ψ(ql ))
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Figure . The sequence of the signs at every step.
= c(2l−1 j−2l−2+1,k−1) ·
k∏
i=2
qi
qi − φ(αi + d¯(i,2l−1 j−2l−2+1))
·
k∏
i=l
αi + d¯(i,2l−1 j−2l−2+1)
d¯(i−1,2l−1 j−2l−2+1)
q1
q1 − φ(α1 + · · · + αl−1 + ψ(ql )) ,
where j = 1, 2, . . . , 2k−l ; here d¯(i,2l−1 j−2l−2+1) is given by
d¯(i,2
l−1 j−2l−2+1) =
⎧⎪⎪⎨
⎪⎪⎩
αi+1 + d¯(i+1,2l−1 j−2l−2+1) if
⌈
2l−1 j−2l−2+1
2i−1
⌉
is odd,
ψ(qi+1) if
⌈
2l−1 j−2l−2+1
2i−1
⌉
is even.
This table follows from Definition 3.1.1 and the observation that the factor
d¯(i,2l−1 j−2l−2+1) initially was the factor added to the term αi−1 (this is why we use
the notation d¯ for these terms); this is due to the fact that in Equation (3.11) all
indices are raised by one. In order to bring this into the form of Definition 3.1.1, we
observe the following:
(1) Concerning the signs, we have the relation c(2l−1 j−2l−2+1,k−1) = c(2l j−2l−1+1,k)
for all l = 2, . . . , k and j = 1, . . . , 2k−l . We see this as follows. From
Lemma 3.1.1, we see it is sufficient to show that the numbers 2l−1 j − 2l−2
and 2l j − 2l−1 have the same parity. But this holds as 2l j − 2l−1 = 2(2l−1 j −
2l−2). Intuitively, we can see this from the tree graph in Figure 1; every time
we move down and left, the sign is always the same.
(2) Concerning the labeling of the terms, using the fact that⌈
2l−1 j − 2l−2 + 1
2i−1
⌉
=
⌈
2l j − 2l−1 + 1
2i
⌉
(which we obtain from Remark 3.1.3), we obtain
d(i,2
l j−2l−1+1) = d¯(i,2l−1 j−2l−2+1). (3.12)
(3) From the four properties in Remark 3.1.3, we see that d(1,2l j−2l−1+1) =
α2 + · · · + αl−1 + ψ(ql ) and
αi + d(i,2l j−2l−1+1)
d(i−1,2l j−2l−1+1)
= 1,
for all i = 1, 2, . . . , l − 1.
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The arguments in (a)–(c) show that, for l = 2, 3, . . . , k, j = 1, 2, . . . , 2k−l ,
L(k)
(2l j−2l−1+1,l) = c( j,k) ·
k∏
i=1
qi
qi − φ(αi + d(i,2l j−2l−1+1))
·
k∏
i=l
αi + d(i,2l j−2l−1+1)
d(i−1,2l j−2l−1+1)
,
(3.13)
where the d(i,2l j−2l−1+1) are given by the table in Definition 3.1.1. From the expres-
sion in Equation (3.13), we obtain the recursion relation in Equation (3.5).
 Coefficient of I2. For the terms L(k)(2 j,1), j = 1, 2, . . . , 2k−1 (i.e., the coefficients
of exp[−ψ(q1)x] for k exponentially distributed randomvariables), we observe
that these are given from all terms in the previous step, one from each. The first
term, L(k)
(2,1) results from the integration
∫ ∞
0
k−1∏
i=1
qi+1
qi+1 − φ(αi+1 + · · · + αk)e
−(α1+···+αk)yPx(QT1 ∈ dy),
which leads to
L(k)
(2,1) = −
k∏
i=2
qi
qi − φ(αi + · · · + αk)
q1
q1 + φ(α1 + · · · + αk)
α1 + · · · + αk
ψ(q1)
.
Since l = 1 and j = 1, we have for i = 1, 2, . . . , k,  22i  = 1, showing that
d(i,2) = ∑ks=i+1 αs. Furthermore, we see that for all i = 2, 3, . . . , k
αi + d(i,1)
d(i−1,2)
= 1,
and, hence, we get
k∏
i=1
αi + d(i,2)
d(i−1,2)
= α1 + d
(1,2)
d(0,2)
= α1 + · · · + αk
ψ(q1)
.
By using these facts, it follows that
L(k)
(2,1) = −
k∏
i=1
qi
qi − φ(αi + d(i,2))
k∏
i=1
αi + d(i,2)
d(i−1,2)
, (3.14)
corresponding to Definition 3.1.1 and Lemma 3.1.1.
 Coefficient of II2. In general, the terms L(k)(2l+1 j−2l+2,1), for l = 1, 2, . . . , k − 1
and j = 1, 2, . . . , 2k−1−l , are derived from the integrals∫ ∞
0
L(k−1)
(2l j−2l−1+1,l)e
−α1ye−(α2+···+αl+ψ(ql+1))yPx(QT1 ∈ dy). (3.15)
Consider the terms L(k)
(2l+1 j−2l+2,1) for l = 1, . . . , k − 1 and j = 1, . . . , 2k−1−l .
From the integral in Equation (3.15) we obtain, for l = 1, . . . , k − 2 and j =
1, 2, . . . , 2k−2−l ,
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L(k)
(2l+1 j−2l+2,1) = −c(2
l j−2l−1+1,k−1) ·
k−1∏
i=1
qi+1
qi+1 − φ(αi+1 + d¯(i+1,2l j−2l−1+1))
·
k−1∏
i=l
αi+1 + d¯(i+1,2l j−2l−1+1)
d¯(i,2l j−2l−1+1)
· q1
q1 − φ(α1 + · · · + αl + ψ(ql+1))
·α1 + · · · + αl + ψ(ql+1)
ψ(q1)
= −c(2l j−2l−1+1,k−1) ·
k∏
i=2
qi
qi − φ(αi + d¯(i,2l j−2l−1+1))
·
k∏
i=l+1
αi + d¯(i,2l j−2l−1+1)
d¯(i−1,2l j−2l−1+1)
· q1
q1 − φ(α1 + · · · + αl + ψ(ql+1))
·α1 + · · · + αl + ψ(ql+1)
ψ(q1)
,
where the factors d¯(i,2l j−2l−1+1) are given by
d¯(i,2
l j−2l−1+1) =
⎧⎪⎪⎨
⎪⎪⎩
αi+1 + d¯(i+1,2l j−2l−1+1) if
⌈
2l j−2l−1+1
2i−1
⌉
is odd,
ψ(qi+1) if
⌈
2l j−2l−1+1
2i−1
⌉
is even.
Using the same observation as in Equation (3.12), it is found that, for j =
1, . . . , 2k−l−1 and i = l + 1, . . . , k,
d(i,2
l+1 j−2l+2) = d¯(i,2l j−2l−1+1).
From Remark 3.1.3 (a)–(c), we see that
d(1,2
l+1 j−2l+2) = α2 + · · · + αl + ψ(ql+1), d(0,2l+1 j−2l+2) = ψ(q1)
and, for i = 2, 3, . . . , l,
αi + d(i,2l+1 j−2l+2)
d(i−1,2l+1 j−2l+2)
= 1.
These observations allow us to write L(k)
(2l+1 j−2l+2,1) as follows:
L(k)
(2l+1 j−2l+2,1) = −c(2
l j−2l−1+1,k−1) ·
k∏
i=1
qi
qi − φ(αi + d(i,2l+1 j−2l+2))
·
k∏
i=1
αi + d(i,2l+1 j−2l+2)
d(i−1,2l+1 j−2l+2)
. (3.16)
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Concerning the signs, we obtain the relation c(2l+1 j−2l+2,k) = −c(2l j−2l−1+1,k−1) , since
the numbers 2l+1 j − 2l + 1 = 2(2l j − 2l−1) + 1 and 2l j − 2l−1 have opposite pari-
ties. This final expression agrees with those presented in Theorem 3.1.1. The expres-
sion in Equation (3.16) yields also the second recursion relation given in Equation
(3.6).
Now, we combine the above results to complete the proof. Using the coefficients
of I1 and I2, i.e., Equations (3.10) and (3.14), we can rewrite Equation (3.9) to
L =
k∏
i=1
qi
qi − φ(αi + · · · + αk)e
−(α1+···+αk)x
−
k∏
i=1
qi
qi − φ(αi + d(i,2))
k∏
i=1
αi + d(i,2)
d(i−1,2)
e−ψ(q1)x
+
k∑
l=2
2k−l∑
j=1
L(k−1)
(2l−1 j−2l−2+1,l−1)
∫ ∞
0
e−(α1+···+αl−1+ψ(ql ))yPx(QT1 ∈ dy).
Using the definition of L(k)
(2,1), in conjunction with the coefficients II1 and II2 and
Definition 3.1.1, the above expression can be written as
L =
k∏
i=1
qi
qi − φ(αi + · · · + αk)e
−(α1+···+αk)x − L(k)
(2,1)e
−ψ(q1)x
+
k∑
l=2
2k−l∑
j=1
L(k)
(2l j−2l−1+1,l)e
−(α1+···+αl−1+ψ(ql ))x+
k∑
l=2
2k−l∑
j=1
L(k)
(2l j−2l−1+2,1)e
−ψ(q1)x.
It remains to write the last sum in the desired form. This double sum has in
total 2k−1 − 1 terms, and we observe that for l = 2, . . . , k and j = 1, . . . , 2k−l ,
2l j − 2l−1 + 2 defines a partition of the even numbers 4, 6, . . . , 2k into k − 1 classes
each one containing 2k−l numbers. Relabeling the terms with only one subscript, we
can write this double sum as
k∑
l=2
2k−l∑
j=1
L(k)
(2l j−2l−1+2,1)e
−ψ(q1)x =
2k−1∑
i=2
L(k)
(2i,1)e
−ψ(q1)x,
where i = 2l−1 j − 2l−2 + 1 for l = 2, . . . , k and j = 1, . . . , 2k−l . From the above,
it follows that L can be written as the expression in Theorem 3.1.1. This completes
the proof. 
Remark 3.1.4. Similar to the Erlang-2 situation (i.e., n = 2 and q1 = q2), the case
in which some of the qi’s are the same has to be treated separately. For instance, n
successive applications of ‘l’Hôpital’ lead to an expression for Exe−αQT , when T has
an Erlang-n distribution.
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Figure . The exponents in Equation (.) at every step.
3.2. Intuition
After the formal proof of Theorem 3.1.1, we present an intuitive argument to under-
stand how the coefficients in the exponential terms of the transform appear; this is
illustrated in Figure 2 below. Specifically, due to the integration in Equation (3.3) and
Theorem 2.1.1, it follows that each term produces two new terms when an expo-
nential epoch is added (i.e., when moving from n − 1 to n exponential epochs),
such that the transform at n exponential epochs consists of 2n exponential terms.
We observe that in the expression for n random variables the first term is, for
every n, exp[−(α1 + · · · + αn)x] (multiplied by some coefficient). The exponents
exp[−(α1 + · · · + αl−1 + ψ(ql ))x], where l = 1, . . . , n, produce one exponential
term of higher order exp[−(α1 + · · · + αl + ψ(ql+1))x] as well as one term cor-
responding to exp[−ψ(q1)x]; it is seen that the latter terms always appear at the
‘even positions’. This mechanism is depicted in the tree diagram in Figure 2, where
row n shows the 2n factors when we have n exponentially distributed random vari-
ables T1, . . . ,Tn. For ease, we only write the exponent at every node, hence the
nodeα1 + ψ(q2) represents the term corresponding to exp[−(α1 + ψ(q2))x] (mul-
tiplied by some coefficient). In every row, the factors are counted from the left.
We observe that the entire tree consists of subtrees starting from a node
ψ(q1) (apart from the first element of every row). Suppose we have the element
exp[−(α1 + · · · + αl−1 + ψ(ql ))x] in the nth row. This originates from a subtree
generated by an initial node ψ(q1) that is l − 1 rows higher in the tree. This fol-
lows from the fact that if we start from the node ψ(q1) we have to move l − 1
times down and left in order to reach the node α1 + · · · + αl−1 + ψ(ql ). So the
node α1 + · · · + αl−1 + ψ(ql ) in the nth row belongs to a subtree spanned from
the node ψ(q1) in the (n − l + 1)th row. For the ordering of terms, we assume
that this initial node is at position 2 j for some j = 1, 2, . . . , 2n−l ; we recall here
that the nodes ψ(q1) are located at the even positions of each row. Since the node
is at position 2 j there are 2 j − 1 nodes in front of it. At every step downwards in
the tree, the number of terms doubles since every term will give two new terms
after using Theorem 2.1.1. Since we go down l − 1 rows, those 2 j − 1 nodes will
produce in total (2 j − 1)2l−1 = 2l j − 2l−1 nodes. Hence, we see that the element
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Figure . The coefficients of the exponential terms.
exp[−(α1 + · · · + αl−1 + ψ(ql ))x] in the nth row is at the position 2l j − 2l−1 + 1.
The numbering of the coefficients is based on this ordering.
From the tree presented in Figure 3, we can also see why the recursion rela-
tions given in Equations (3.5) and (3.6) hold. Equation (3.5) corresponds to
the case of the coefficient L(n−1)
(2l j−2l−1+1,l), i.e., row n − 1 and node 2l j − 2l−1 +
1 of the tree, and we move down and left. Similarly, Equation (3.6) corre-
sponds to the case of the coefficient L(n−1)
(2l j−2l−1+1,l), and we move down and
right.
4. Spectrally negative case
In this subsection, we concentrate on the case of a spectrally negative input process
X . The joint workload density has a structure that is very similar to that observed
for the LST in the spectrally positive case. Due to the strong Markov property, the
joint density can be decomposed into
Px(QT1 ∈ dy1; · · · ;QT1+···+Tn ∈ dyn) = Px(QT1 ∈ dy1) · · · Pyn−1 (QTn ∈ dyn).
That is, the joint density is simply the product of densities at single exponential
epochs, as given in Theorem 2.2.1. Henceforth, we focus on the density of the work-
load process at consecutive exponential epochs, i.e.,
Px(QT1+···+Tn ∈ dy), y ≥ 0. (4.1)
4.1. Main results
First, we illustrate how to obtain an expression for the density Px(QT1+T2 ∈ dy) for
some initial workload x ≥ 0 and y > 0. From Theorem 2.2.1, we have an expression
for the density Px(QT ∈ dy). Consider now two exponentially distributed random
variables T1,T2 with distinct parameters q1, q2. Conditioning on QT1 and applying
Theorem 2.2.1 twice yields
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Px(QT1+T2 ∈ dy) =
∫ ∞
z=0
Pz(QT2 ∈ dy)Px(QT1 ∈ dz)
=
∫ ∞
0
(−q1W (q1)(x − z) + (q1)e−(q1 )zZ(q1 )(x))Pz(QT2 ∈ dy)dz
=
[
q1q2
∫ ∞
0
W (q1)(x − z)W (q2)(z − y)dz
−q1(q2)e−(q2 )y
∫ ∞
0
W (q1)(x − z)Z(q2)(z)dz
−q2(q1)Z(q1 )(x)
∫ ∞
0
e−(q1 )zW (q2)(z − y)dz
+(q1)(q2)e−(q2 )yZ(q1)(x)
∫ ∞
0
e−(q1 )zZ(q2 )(z)dz
]
dy. (4.2)
After some standard calculus and using the definition of the q-scale functions, we
find the expression
Px(QT1+T2 ∈ dy) =
[
q1q2
(
W (q2 ) W (q1 )
)
(x − y) − (q2)q1e−(q2 )y
(
Z(q2 ) W (q1 )
)
(x)
−(q1)e−(q1 )y q2q1 − q2 Z
(q1 )(x) + (q2)e−(q2 )y q1q1 − q2 Z
(q1 )(x)
]
dy.
(4.3)
Again, the case q1 = q2 has to treated separately, by using l’Hôpital’s rule; the
detailed computations corresponding to this case can be found in[6, Section 4.2].
We see that by conditioning on the value of the workload at the first expo-
nential epoch we can derive the transform at two exponential epochs. As a next
step, our aim is to find an expression for Equation (4.1) for an arbitrary n >
0 and for exponentially distributed random variables Ti with parameter qi (i =
1, . . . , n). Conditioning on the workload at the first n − 1 exponential epochs
yields
Px(QT1+···+Tn ∈ dy) =
∫ ∞
z=0
Px(QT1+···+Tn−1 ∈ dz)Pz(QTn ∈ dy). (4.4)
For the case of a spectrally positive input process (which was the topic of the pre-
vious subsection), one should condition on the value at the first exponential epoch,
which allows the use of the induction hypothesis, but one needs to adjust the indices
appropriately as the first exponential random variable is actually T2. For the spec-
trally negative case, however, conditioning on the value of T1 + · · · + Tn−1 (and not
only on T1) allows us to circumvent this technicality.We now proceed with themain
result for the spectrally negative case.
Theorem 4.1.1. Suppose we have n independent exponentially distributed random
variables T1, . . . ,Tn with distinct parameters q1, . . . , qn. The density of QT1+···+Tn ,
498 N. J. STARREVELD ET AL.
given thatQ0 = x, is given by
Px(QT1+···+Tn ∈ dy) =
[
(−1)n
n∏
i=1
qi ·
(
W (qn )  · · · W (q1 )) (x − y)
+
n∑
l=1
2n−l∑
j=1
L(n)
(2l j−2l−1+1,l)(y)
(
Z(ql ) W (ql−1 )  · · · W (q1 )) (x)]dy,
where the coefficients L(n)
(2l j−2l−1+1,l)(y) are given in Definition 4.1.1.
Definition 4.1.1. For l = 1, . . . , n and j = 1, . . . , 2n−l , we have the following expres-
sion:
L(n)
(2l j−2l−1+1,l)(y) = c(2
l j−2l−1+1,n)(qm( j,l))e−(qm( j,l) )y
n∏
i=1,
i 	=m( j,l)
qi
m( j,l)∏
i=l
1
qi − qi+1
×
n−1∏
i=m( j,l)+1
1
qm( j,l) − qi+1 ,
where m( j, l) = min{k ∈ N :  2l j−2l−1+12k  = 1}. The terms c(2
l j−2l−1+1,n) are given
below in Lemma 4.1.1.
Remark 4.1.1. We observe that similar recursions as in Equations (3.5) and (3.6)
can be established. For l = 1, . . . , n − 1 and j = 1, . . . , 2n−l−1, we have
L(n)
(2n−1+1,n)(y) = (−1)n
n∏
i=1
qi(qn)e−(qn)y, L(n)(2l j−2l−1+1,l)(y) = −qnL(n−1)(2l j−2l−1+1,l)(y)
and
L(n)
(2l j−2l−1+2n−1+1,l)(y) = (qn)e−(qn)yL(n)(2l j−2l−1+1,l)(y). (4.5)
Lemma 4.1.1. Consider j = 1, . . . , 2n and take the binary representation of 2n − j,
2n − j = β0 · 20 + · · · + βn−1 · 2n−1. Then, for c( j,n) wehave the following formula:
c( j,n) = (−1)Par{β0,β1,...,βn−1},
where Par{β0, . . . , βn−1} is 0 if the number of 1’s in the binary expansion of 2n − j
is even and 1 if it is odd.
Proof of Lemma 4.1.1. Let us first consider the sign of the jth term when we have
n exponentially distributed random variables. From Theorem 2.2.1, we see that, for
n = 1, the signs of the coefficients are −,+. For n = 2 and the expression in Equa-
tion (4.3), it turns out that the signs are +,−,−,+. Following how the terms are
produced when we go from the step with n exponential times to the step with n + 1
exponential times (i.e., according to Equation (4.4)), the signs at every step can be
represented by the tree graph in Figure 4. In every row, starting from left to right,
the nodes represent the sign of each factor.
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We see that row n + 1 can be obtained from row n if we substitute every + by
the pair −,+, and every − by the pair +,−. This holds due to the order the corre-
sponding integrations are done (see Theorem 2.2.1 and Equation (4.4)). Denote by
c( j,n) the sign of the jth element in the nth row in the tree. Then j = 1, 2, . . . , 2n
and c( j,n) corresponds to the sign of the jth coefficient whenwe have n exponentially
distributed random variables in the expression considered in Theorem 4.1.1.
We prove this lemma by induction.
(1) For n = 1, we have to find the values of c(1,1) and c(2,1). For j = 1, we need
the binary expansion of 21 − 1 = 1, which has one 1, while for j = 2 we need
the binary expansion of 21 − 2 = 0 which has zero ones. Thus, we get that
c(1,1) = −1 and c(2,1) = +1.
(2) We assume the lemma holds for n = k, i.e., for row k of the tree graph in
Figure 4. Hence, for j = 1, 2, . . . , 2k,
c( j,k) = (−1)Par{β0,...,βk−1}.
From the tree presented above, we observe that the 2n signs of an arbitrary
row are the same as the last 2n signs of row n + 1.
Consider now the (k + 1)th row of the tree. Using the induction hypothesis
and the observation above it follows that the lemma holds for the last 2k signs
of the (k + 1)th row as well. We can also see this by observing that for the
last 2k signs of the (k + 1)th row we are interested in the binary expansions
of 2k+1 − j for j = 2k + 1, . . . , 2k+1, which is essentially equivalent to con-
sidering the binary expansions of 2k − j for j = 1, . . . , 2k. This shows that,
for j = 1, . . . , 2k,
c( j,k) = c( j+2k,k+1).
What remains is to prove the lemma for the elements 2k − j, j = 1, . . . , 2k,
of the (k + 1)th row. At this point, we observe that at an arbitrary row n,
because of symmetry
c( j,n) = −c( j+2n−1,n).
Hence, the signs of terms j and j + 2n−1 in the nth row will always be oppo-
site. This yields that in the (k + 1)th row we have, for j = 1, 2, . . . , 2k,
c( j,k+1) = −c( j+2k,k+1).
Figure . The sequence of the signs at every step.
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But we know that
c( j+2
k,k+1) = (−1)Par{β0,...,βk−1,0}.
Wealso know that, for j = 1, 2, . . . , 2k, the binary representation of 2k+1 − j
has one more 1 than the binary representation of 2k+1 − 2k − j = 2k − j.
This leads to the expression
(−1)Par{β0,...,βk−1,1} = −(−1)Par{β0,...,βk−1,0}
and in addition
c( j,k+1) = (−1)Par{β0,...,βk},
for all j = 1, 2, . . . , 2k+1. 
Before proceeding to the proof of Theorem 4.1.1, we make some remarks concern-
ing the result established in Lemma 4.1.1; these remarks are used in the proof of
Theorem 4.1.1.
Remark 4.1.2. For an arbitrary row n in the tree presented in Figure 4, we have that
c(1,n) = −c(1,n+1).
We know that in order to find the first sign of the nth row, we must find the binary
expansion of the element 2n − 1, which has exactly n ones. Thus, for an arbitrary
n ≥ 1, we get the expression
c(1,n) = (−1)n
and this also shows the relation mentioned in the remark.
Remark 4.1.3. For l = 1, . . . , n and j = 1, . . . , 2n−l , we have
c(2
l j−2l−1+1,n) = −c(2l j−2l−1+1,n+1).
To see this, we observe, as in the proof of Lemma 4.1.1, that the 2n signs of the nth
row are the same as the last 2n signs of the (n + 1)th row. This gives, for l = 1, . . . , n
and j = 1, . . . , 2n−l ,
c(2
l j−2l−1+1,n) = c(2l j−2l−1+2n−1+1,n+1). (4.6)
Using the symmetry of the signs in each row, i.e., for i = 1, . . . , 2n−1, c(i,n) =
−c(i+2n−1,n), we obtain the equality above.
Remark 4.1.4. For the jth sign of the nth row and the (2n + j)th sign of the (n +
1)th row, we have the following expression:
c( j,n) = c(2n+ j,n+1). (4.7)
For the value of c( j,n), we need the binary representation of 2n − jwhile for the value
of c(2n+ j,n+1) we need the binary representation of 2n+1 − 2n − j = 2n − j, yielding
Equation (4.7).
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Proof of Theorem 4.1.1. Now, having Lemma 4.1.1 at our disposal, we proceed
with the proof of Theorem 4.1.1. Consider the case n = 1. Then we have one
exponentially distributed random variable T1 with parameter q1. Theorem 4.1.1
gives
Px(QT1 ∈ dy) =
[
c(1,1)q1W (q1)(x − y) + L(1)(2,1)Z(q1)(x)
]
dy.
From Lemma 4.1.1, we have that c(1,1) = −1 and c(2,1) = +1. Due to
Definition 4.1.1, L(1)
(2,1) = +(q1)e−(q1)y. Hence, we obtain
Px(QT1 ∈ dy) =
[
− q1W (q1)(x − y) + (q1)e−(q1)yZ(q1)(x)
]
dy.
This is the expression found in Equation (2.2), and we conclude that our result holds
for n = 1.
We now assume that Theorem 4.1.1 holds for n = k − 1. Consider now the case
of n = k exponentially distributed random variables, then conditioning on the value
of the workload at the first k − 1 exponential epochs yields
Px(QT1+···+Tk ∈ dy)
=
∫ ∞
z=0
Px(QT1+···+Tk−1 ∈ dz)Pz(QTk ∈ dy)
=
∫ ∞
z=0
(
c(1,k−1)
k−1∏
i=1
qi
(
W (qk−1 )  · · · W (q1 )) (x − z)
+
k−1∑
l=1
2k−l−1∑
j=1
L(k−1)
(2l j−2l−1+1,l)(z)
(
Z(ql ) W (ql−1 )  · · · W (q1 )) (x))Pz(QTk ∈ dy)dz
=
[
c(1,k−1)
k−1∏
i=1
qi
∫ ∞
z=0
(
W (qk−1 )  · · · W (q1 )) (x − z) (−qkW (qk )(z − y)) dz
+c(1,k−1)
k−1∏
i=1
qi(qk)e−(qk )y
∫ ∞
z=0
(
W (qk−1 )  · · · W (q1 )) (x − z)Z(qk )(z)dz
+
k−1∑
l=1
2k−l−1∑
j=1
(∫ ∞
0
L(k−1)
(2l j−2l−1+1,l)(z)
(−qkW (qk )(z − y)) dz
+(qk)e−(qk )y
∫ ∞
0
L(k−1)
(2l j−2l−1+1,l)(z)Z
(qk )(z)dz
) (
Z(ql )  · · · W (q1 )) (x)]dy.
(4.8)
We see that we have to evaluate the following four integrals:
J1 =
∫ ∞
z=0
(
W (qk−1)  · · · W (q1)) (x − z)W (qk)(z − y)dz, (4.9)
J2 =
∫ ∞
z=0
(
W (qk−1)  · · · W (q1)) (x − z)Z(qk)(z)dz, (4.10)
J3 = −qk
∫ ∞
z=0
L(k−1)
(2l j−2l−1+1,l)(z)W
(qk)(z − y)dz, (4.11)
502 N. J. STARREVELD ET AL.
J4 = (qk)e−(qk)y
∫ ∞
z=0
L(k−1)
(2l j−2l−1+1,l)(z)Z
(qk)(z)dz. (4.12)
 IntegralJ1. By a change of variable argument and using the fact thatW (q)(x) =
0 for x < 0, we find that
J1 =
(
W (qk)  · · · W (q1)) (x − y). (4.13)
From Equation (4.8), we see that the first term of Px(QT1+···+Tk ∈ dy) is equal
to
−c(1,k−1)
k∏
i=1
qi
(
W (qk)  · · · W (q1)) (x − y).
Using Remark 4.1.2, we have −c(1,k−1) = c(1,k) and this shows that we have
identified the first term of the expression in Theorem 4.1.1.
 Integral J2. It is straightforward that
J2 =
(
Z(qk) W (qk−1)  · · · W (q1)) (x). (4.14)
Hence, the second term of Equation (4.8) is equal to
c(1,k−1)
k−1∏
i=1
qi(qk) exp[−(qk)y]
(
Z(qk) W (qk−1)  · · · W (q1)) (x).
This term corresponds to l = k in the summation of the second term in
Theorem 4.1.1. We need to show that
L(k)
(2k−1+1,k)(y) = c(1,k−1)
k−1∏
i=1
qi(qk) exp[−(qk)y].
First, we observe that, for l = k and j = 1, we have that m(1, k) = k and due
to Remark 4.1.4 we have that c(1,k−1) = c(2k−1+1,k). This shows that
c(1,k−1)
k−1∏
i=1
qi(qk)e−(qk )y = c(2k−1+1,k)
k∏
i=1,
i 	=m(1,k)
qi(qk)e−(qk )y = L(k)(2k−1+1,k)(y),
yielding that the expression for the second term, for l = k, agrees with
Theorem 4.1.1.
 Integral J3. We now show that J3 equals L(k)(2l j−2l−1+1,l)(y). Since we have an
expression for L(k−1)
(2l j−2l−1+1,l)(z), substituting in Equation (4.11) yields
J3 = −c(2l j−2l−1+1,k−1)(qm( j,l))
k−1∏
i=1,
i	=m( j,l)
qi
m( j,l)∏
i=l
1
qi − qi+1
k−2∏
i=m( j,l)+1
1
qm( j,l) − qi+1
·
∫ ∞
z=0
e−(qm( j,l) )zW (qk )(z − y)dz. (4.15)
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By a change of variable and the definition of the q-scale function W (q)(·) in
Equation (2.1), it follows that
∫ ∞
z=0
e−(qm( j,l) )zW (qk)(z − y)dz = e−(qm( j,l) )y 1
qm( j,l) − qk . (4.16)
Substituting Equation (4.16) into Equation (4.15), in combination with the
use of Remark 4.1.3 in the second step and the definition of m( j, l) in
Definition 4.1.1, we find
J3 = −c(2l j−2l−1+1,k)(qm( j,l))e−(qm( j,l) )y
k∏
i=1,
i 	=m( j,l)
qi
m( j,l)∏
i=l
1
qi − qi+1
×
k−1∏
i=m( j,l)+1
1
qm( j,l) − qi+1
= L(k)
(2l j−2l−1+1,l)(y), (4.17)
as desired.
 Integral J4. From the definition of the Z-scale function in Equation (2.2) and
interchanging integrals, it follows that
∫ ∞
0
e−(qm( j,l) )zZ(qk)(z)dz = 1
(qm( j,l))
qm( j,l)
qm( j,l) − qk .
Due to the fact that j = 1, . . . , 2k−l−1 and l = 1, . . . , k − 1, we have that
m( j, l) ≤ k − 1, this leads to
J4 = c(2l j−2l−1+1,k)(qk)e−(qk)y
k−1∏
i=1
qi
m( j,l)∏
i=l
1
qi − qi+1
k−1∏
i=m( j,l)+1
1
qm( j,l) − qi+1 .
(4.18)
The last property we should verify is that, for l = 1, . . . , k − 1 and j =
1, . . . , 2k−l−1,
J4 = L(k)(2l j−2l−1+1+2k−1,l). But we observe that this is equivalent to showing that,
for l = 1, . . . , k − 1 and j = 2k−l−1 + 1, . . . , 2k−l ,
J4 = L(k)(2l j−2l−1+1,l). (4.19)
For the values of l and j we consider, we have that m( j, l) = k and thus, by
Remark 4.1.4, we see that Equation (4.18) gives Equation (4.19).
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Returning to Equation (4.8), and using the expressions found in Equations
(4.13), (4.14), (4.17), and (4.19), we find
Px(QT1+···+Tk ∈ dy) =
[
c(1,k)
k∏
i=1
qi
(
W (qk)  · · · W (q1)) (x − y)
+c(2,k)
k∏
i=1
qi(qk)e−(qk)y
(
Z(qk)  · · · W (q1)) (x)
+
k−1∑
l=1
2k−l−1∑
j=1
(
L(k)
(2l j−2l−1+1,l)(y) + L(k)(2l ( j+2k−l−1)−2l−1+1,l)
)
× (Z(ql )  · · · W (q1)) (x)]dy.
The last expression can be written more compactly, yielding
Px(QT1+···+Tk ∈ dy) =
[
c(1,k)
k∏
i=1
qi
(
W (qk)  · · · W (q1)) (x − y)
+
k∑
l=1
2k−l∑
j=1
L(k)
(2l j−2l−1+1,l)(y)
(
Z(ql )  · · · W (q1)) (x)]dy.
This concludes the proof of Theorem 4.1.1. 
Using the result obtained in Theorem 4.1.1, we can find an expression for the
transform with respect to the initial workload as well; again, analytic continuation
is used to obtain the result for any β > 0.
Corollary 4.1.1. For α > 0, β > 0 and for n independent exponentially distributed
random variables T1, . . . ,Tn with distinct parameters q1, . . . , qn, we have
∫ ∞
0
e−βxExe−αQT1+···+Tndx = c(1,n)
n∏
i=1
qi
1
α + β
n∏
i=1
1
(β) − qi
+
n∑
l=1
2n−l∑
j=1
c(2
l j−2l−1+1,n)
n∏
i=1,
i 	=m( j,l)
qi
m( j,l)∏
i=l
1
qi − qi+1
n−1∏
i=m( j,l)+1
1
qm( j,l) − qi+1
· (qm( j,l))
α + (qm( j,l))
l∏
i=1
1
(β) − qi
(β)
β
,
where m( j, l) and c(2l j−2l−1+1,n) are given in Definition 4.1.1 and Lemma 4.1.1.
Proof of Corollary 4.1.1. The expression in Corollary 4.1.1 is derived as a straightfor-
ward application of the result established in Theorem 4.1.1. For the triple transform,
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we know that∫ ∞
0
e−βxExe−αQT1+···+Tndx =
∫ ∞
x=0
e−βx
∫ ∞
y=0
e−αyPx(QT1+···+Tn ∈ dy)dx.
Using Theorem 4.1.1, we see that
∫ ∞
0
e−βxExe−αQT1+···+Tndx = c(1,n)
n∏
i=1
qi
∫ ∞
x=0
∫ ∞
y=0
e−βxe−αy
(
W (qn)  · · · W (q1)) (x − y)dydx
+
n∑
l=1
2n−l∑
j=1
∫ ∞
x=0
e−βx
(
Z(ql ) W (ql−1)  · · · W (q1)(x)) dx
·
∫ ∞
y=0
e−αyL(n)
(2l j−2l−1+1,l)(y)dy,
(4.20)
where the coefficients L(n)
(2l j−2l−1+1,l) are given inDefinition 4.1.1.We see that we have
to work with the following three integrals:
K1 =
∫ ∞
x=0
∫ ∞
y=0
e−βxe−αy
(
W (qn)  · · · W (q1)) (x − y)dydx,
K2 =
∫ ∞
x=0
e−βx
(
Z(ql ) W (ql−1)  · · · W (q1)(x)) dx,
K3 =
∫ ∞
y=0
e−αyL(n)
(2l j−2l−1+1,l)(y)dy.
Relying on the properties of the q-scale functions and after some straightforward
calculus, we find
K1 = 1
α + β
n∏
i=1
1
(β) − qi , K2 =
(β)
β
l∏
i=1
1
(β) − qi
and
K3 = c(2l j−2l−1+1,n)
(qm( j,l))
α + (qm( j,l))
n∏
i=1,i 	=m( j,l)
qi
m( j,l)∏
i=l
1
qi − qi+1
n−1∏
i=m( j,l)+1
× 1
qm( j,l) − qi+1 .
We conclude that by substitution of K1,K2, and K3 in Equation (4.20), we have
established Corollary 4.1.1. 
Remark 4.1.5. The case in which some of the qi’s are the same should be treated
separately again. For instance, the density of Px(QT ∈ dy) for T having an Erlang-n
distribution follows after n applications of l’Hôpital’s rule.
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Figure . The convolution terms at every step.
4.2. Intuition
Similarly to the case of a spectrally positive input process, the transition from step
n − 1 to n can again be represented by using an elegant tree structure. The expres-
sion for the density at n − 1 exponential epochs has 2n−1 terms and each term pro-
duces two new terms when integrated with the density Pz(QTn ∈ dy) (with respect
to z). We also notice that in the expression for n exponentially distributed random
variables, the first term is always of the form (W (qn)  · · · W (q1))(x − y) while the
other terms are of the form (Z(ql ) W (ql−1)  · · · W (q1))(x), for l = 1, 2, . . . , n,
multiplied by some coefficients that in general are functions of y. The underlying
mechanism is illustrated in Figure 5. In this tree, the node W (qn)(x − y) denotes
the term (W (qn)  · · · W (q1))(x − y) while the nodes Z(ql )(x), for l = 1, . . . , n,
denote the terms (Z(ql ) W (ql−1)  · · · W (q1))(x). We see that at every row, say row
k for ease, a new subtreewith root (Z(qk) W (qk−1)  · · · W (q1))(x) is created. These
terms do not change as we move downwards in the tree since they only depend on
the initial workload x and do not take part in the integrations, similar to those car-
ried out in Equation (4.2). Their coefficients change though, by a mechanism that
was analyzed in the proof of Theorem 4.1.1.
For the spectrally negative case, we use a tree graph to illustrate, similar to
Figure 3, how the coefficients of the convolution terms change from step n to n + 1.
Based on the reasoning that led us to the tree diagram in Figure 5 for the spectrally
negative case, we adopt the numbering of the coefficients L(n)
(2l j−2l−1+1,l) as in Figure 6.
Comparing this tree graph with the one corresponding to the spectrally posi-
tive case (i.e., Figure 3), we observe that now the numbering of the coefficients is
Figure . The coefficients of the convolution terms.
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‘mixed’. In the spectrally positive case, every time we went right a new subtree with
root ψ(q1) was generated, whereas here only the first time we turn right a subtree
with root (Z(ql ) W (ql−1)  · · · W (q1))(x) is generated. So, in the spectrally nega-
tive case, convolution terms of the same order gather in one subtree. When moving
downwards in the subtree, the coefficients change according to a recursive pattern.
This mixed enumeration of the coefficients is due to these two characteristics. In
the spectrally positive case, terms of all possible orders are generated in all subtrees
generated by some ψ(q1). From Figure 6, we see that the coefficient L(n)(2l j−2l−1+1,l)
generates the coefficients L(n+1)
(2l j−2l−1+1,l) and L
(n+1)
(2l j−2l−1+1+2n,l). This also explains why
the recursions presented in Equation (4.5) hold. At step n, we observe that, for
l = 1, . . . , n, we have a total of 2n−l terms of type (Z(ql ) W (ql−1)  · · · W (q1))(x),
which is why we choose to label the coefficients of these terms by the numbers
2l j − 2l−1 + 1. This trick leads to an expression which is relatively easy to work with
in the proof, and at the same time has a structure similar to the one featuring in
Theorem 3.1.1 for the spectrally positive case.
5. Numerical calculations
In this section, we present numerical illustrations of the transient workload behav-
ior. We consider examples corresponding to the spectrally positive case (noting that
the spectrally negative case can be dealt with similarly). The expression found in
Theorem 3.1.1 is, from an algorithmic standpoint, highly attractive; the only draw-
back is that for every n we have to compute 2n terms, thus increasing the compu-
tation time significantly at every step. We also comment on ways to determine the
workload distribution at a fixed (deterministic, that is) time; the main idea there
is to approximate a deterministic epoch t by the sum of exponentially distributed
random variables with appropriately chosen parameters.
In our illustrations, we consider the impact of n, i.e., the number of exponential
variables, with n ∈ {1, . . . ,N}. The algorithm makes use of the expression estab-
lished in Theorem 3.1.1 and the recursive Equations (3.5) and (3.6) to compute
transient related performance measures, i.e., the joint transform of the workload at
consecutive exponential times and themean workload. The outline of the algorithm
is as follows:
Algorithm description
Input: N, q1, . . . , qN, α1, . . . , αN, φ(·), ψ(·), x
0. Compute L(1)
(1,1) and L
(1)
(2,1) using Theorem 2.1.1
1. for n = 1, . . . ,N
2. for l = 1, . . . , n, j = 1, . . . , 2n−l
3. Compute L(n)
(2l j−2l−1+1,l) using Equations (3.5) and (3.6)
4. end
5. Compute Exe−α1QT1−α2QT1+T2−...−αnQT1+T2+···+Tn using Theorem 3.1.1
6. Compute ExQt using (5.2)
7. end
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We focus on two specific Lévy processes: Brownian motion and the Gamma pro-
cess. For the case of Brownian motion, the input process X is a Brownian motion
with a drift, henceforth denoted by X ∈ Bm(d, σ 2). Then, for α ≥ 0, φ(α) :=
logEe−αX1 = −αd + α2σ 2/2, and the right inverse function is, for q ≥ 0, ψ(q) =
d+
√
d2+2σ 2q
σ 2
. For reflected Brownianmotion (i.e., the workload of a queue with Brow-
nianmotion as input), there is an explicit expression for the conditional distribution
P(Qt ≤ y|Q0 = x), for y > 0 (Section 1.6 in Ref.[7]). It is amatter of straightforward
calculus to use this formula to find an expression for the transform
Exe−αQt =
∫ ∞
0
e−αyP(Qt ∈ dy|Q0 = x).
This result is used to evaluate the performance of our procedure in the case where
the fixed time t is approximated by the sum of exponentials.
The Gamma process is characterized by the Lévy–Khintchine triplet (d, σ 2,
),
where σ 2 = 0; the Lévy measure is given, for some β, γ > 0, by 
(dx) =
(β/x) e−γ x, for x > 0, and the drift is d = ∫ 10 x
(dx). From the definition of the
Lévy measure, we see that the Gamma process is a spectrally positive process with
a.s. non-decreasing sample paths. We also add a negative drift such that the Laplace
transform is equal to
φ(α) := logEe−αX1 = β log
(
γ
γ + α
)
+ ρα,
where ρ > β/γ in case of a negative drift d = (β/γ ) − ρ. For the Gamma process
with parameters γ , β > 0 and a drift (β/γ ) − ρ, we use the notation G(γ , β, ρ).
If the input is a Gamma process, there is no explicit expression for the transform
Exe−αQt in contrast with the case of a Brownian input.
Suppose now that we wish to characterize the distribution ofQt for a determin-
istic t . The idea is that we can approximate t by a sum of, say n, independent expo-
nential random variables. An optimal choice of the parameters qi then follows from
solving the following constrained optimization problem:
minVar(T1 + · · · + Tn) = min
n∑
i=1
1
q2i
s.t.
n∑
i=1
ETi = t.
This constrained optimization problem has solution q1 = · · · = qn = n/t . A
complicating factor is that in Theorem 3.1.1 the parameters qi should be chosen
distinct. To remedy this, we propose to impose a small perturbation of the optimal
qi’s such that they are distinct:
1
qi
= t
n
(1 + i), (5.1)
where the i are suitably chosen small numbers that sum up to 0. In the two tables
that follow, we present the numerical results obtained from calculating the expres-
sion in Theorem 3.1.1 for the case X ∈ Bm(−1, 1) (Table 1) and for the case
X ∈ G(1, 1, 2) (Table 2). Here, we consider the situation of x = 0 and t = 1. The
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Table . Numerical approximations for X ∈ Bm(−1, 1), x = 0 and t = 1.
n = 1 n = 4 n = 6 n = 7 Exact n = 8 Value Relative error (%)
α = 0.1 . . . . . . −.
α = 0.2 . . . . . . −.
α = 0.3 . . . . . . −.
α = 0.4 . . . . . . −.
α = 0.5 . . . . . . −.
α = 0.6 . . . . . . −.
α = 0.7 . . . . . . −.
α = 0.8 . . . . . . −.
α = 0.9 . . . . . . −.
α = 1 . . . . . . −.
Table . Numerical approximations for X ∈ G(1, 1, 2), x = 0 and t = 1.
n = 1 n = 4 n = 5 n = 6 n = 7 n = 8
α = 0.1 . . . . . .
α = 0.2 . . . . . .
α = 0.3 . . . . . .
α = 0.4 . . . . . .
α = 0.5 . . . . . .
α = 0.6 . . . . . .
α = 0.7 . . . . . .
α = 0.8 . . . . . .
α = 0.9 . . . . . .
α = 1 . . . . . .
parameters qi are chosen according to (5.1) with, if n is even, the i’s given by
i =
{
0.01 · i if i = 1, . . . , n2
−0.01 · i if i = n2 + 1, . . . , n.
(If n is odd we choose (n+1)/2 = 0 and the rest as indicated above.) In the first table,
X ∈ Bm(−1, 1), we take n = 1, 4, 6, 7, 8 and compare our approximations with the
exact values obtained from Exe−αQt for different values of α. In the last column, we
present the relative errors between the exact value and the approximation value for
n = 8.
It should be realized that the numerical procedure has its limitations. First, from
the expression in Theorem 3.1.1, we see that at every step we have to compute 2n
terms, which complicates the computation for n large. We also see that when the
parameters qi are ‘almost equal’ (i.e., i in Equation (5.1) is small), we add and sub-
tract terms that are large in absolute value (as the denominators featuring in the
result of Theorem 3.1.1 are close to zero), which potentially causes instability. Our
numerical tests show that the choice of the parameters qi influence the numerical
stability; for the parameters indicated in Equation (5.1), the results begin to devi-
ate for n > 9 due to numerical issues. From Table 1, corresponding to the case of a
Brownian input process (for which we can compare with exact results), we see that
for n = 8 our relative error is below 1%. For the case of a Gamma input process, we
verified that the transform converges to the steady-state workload as given by the
generalized Pollaczek–Khintchine formula (Theorem 3.2 in Ref.[6]).
510 N. J. STARREVELD ET AL.
Figure . Mean value approximation with n = 7.
As a second application of Theorem 3.1.1, we use the results obtained in Tables 1
and 2 to approximate the value of ExQt for the two cases X ∈ Bm(−1, 1) and
X ∈ G(1, 1, 2), essentially relying on numerical differentiation. By considering an
α sufficiently small and an n sufficiently large, we use the approximation
ExQt ∼ 1 − Exe
−αQT1+···+Tn
α
. (5.2)
We present our findings for the cases X ∈ Bm(−1, 1) and X ∈ G(1, 1, 2), respec-
tively, displaying the qualitative behavior of ExQt as a function of time for various
values of x. For the mean value of the stationary workload, we know that EQ =
φ′′(0)/(2φ′(0)), as follows directly from the generalized Pollaczek–Khintchine for-
mula.
Figure . Mean value for Gamma process.
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In Figures 7 and 8, we observe three different scenarios corresponding to different
values of the initial workload. When the initial workload is 0, the mean workload
increases and converges to themean value of the steady-state workload. This follows
directly, as, for any Lévy input process,Qt d= sup0≤s≤t Xs when the initial workload
is 0, implying thatE0Qt is increasing over time.When the initial workload is slightly
above the steady-state workload, it is interesting to notice that EQt first decreases
below the steady-state version, and then converges from below. For higher initial
workloads, EQt is always decreasing and converges to the steady-state value from
above.
6. Conclusion and discussion
In this article, we have analyzed the transient behavior of spectrally one-sided Lévy-
driven queues. We considered the joint behavior of QT1,QT1+T2, . . . ,QT1+···+Tn
where Ti is exponentially distributed with parameter qi, and we specifically focused
on QT1+···+Tn . From the main results, it follows that this transient behavior obeys
an elegant and appealing tree structure. Interestingly, some numerical illustrations
showed thatExQt is first decreasing in t and then converges to the steady-statework-
load from below in case x is chosen ‘slightly’ above the stationary workload.
We have restricted ourselves to analyzing QT with T distributed as the sum of
n independent exponential random variables, but our result is readily extended to
that ofQT with T obeying a Coxian distribution. This is a particularly useful fact, as
any distribution on the positive half line can be approximated arbitrarily closely by
a sequence of Coxian distributions, see e.g., Section 3.4 in Ref.[2]. In more detail, the
analysis looks as follows. Consider the situation that T follows a Coxian distribution
with n phases; we let the length of phase i be drawn from an exponential distribution
with parameter qi, and we let the probability of moving from phase i to i + 1 be pi
(with the convention that pn = 0). Then, for the spectrally positive case,
Exe−αQT =
n∑
k=1
(1 − pk)
k−1∏
i=1
pi · Exe−αQT1+...+Tk ,
where Exe−αQT1+...+Tk is as obtained in Theorem 3.1.1. The density in the spectrally
negative case follows by a similar argument.
To conclude, we like to mention some topics that are of interest for future investi-
gation. Although the class of Coxian distributions for the epochT is sufficiently rich,
it might of interest to study the behavior ofQT if T has a general phase-type distri-
bution. Specifically, we did not explicitly derive the results in case some parameters
qi are identical. This follows as a direct application of l’Hôpital’s rule, but the expres-
sions tend to become cumbersome. Another open question concerns the transient
behavior for spectrally two-sided Lévy processes. Finally, we expect that the tran-
sient analysis presented here may be applicable in inference procedures, to estimate
the queue’s Lévy input process from a finite number of successive workload obser-
vations.
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