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It is assumed that observations among an iid sample falling into certain subsets
of the sample space cannot be observed directly, but only through their frequencies.
Bounds for the corresponding loss of information are established, which are based
on the Hellinger distance between the empirical point process Nn of the complete
set of observations and an empirical process Nn* that aims at restoring Nn . An
application of these bounds to parametric models generalizes and quantifies results
for locally asymptotically Gaussian experiments. When applied to extreme value
models, this approach generalizes the peaks-over-threshold method for modeling
the exceedances over high thresholds in an iid sample.  2000 Academic Press
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1. INTRODUCTION AND MAIN RESULT
Let X1 , ..., Xn be independent copies of a random element (re) X with
values in some measurable space (S, D) and let D0 , D1 , ..., DJ be a parti-
tion of S such that 0<Q(Dj)<1, j=0, ..., J, where Q(D) :=P[X # D],
D # D, denotes the distribution of X. We suppose that the sample of res
X1 , ..., Xn is only partially observed in the following sense: We observe
realizations in D0 , whereas for the truncation sets D1 , ..., DJ we only
observe the number ;j of realizations falling into Dj , j=1, ..., J.
In the present paper we will investigate the question of how much
information is lost due to this partial observation. More precisely, we will
establish a general bound for the Blackwell sufficiency between the com-
plete set of observations and those actually observed. This bound will be
formulated for the Hellinger distance between point processes. In Section 2
we provide applications of the general bound to various parametric, semi-
parametric and nonparametric models, which generalize in particular a
result of Marohn (1995); see Example 2.1 below for details. In Section 3 we
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refine the approach by adding a two-step procedure, where at first param-
eters of the distribution of the missing observations are estimated, before
they are asymptotically restored by means of the estimated parameters.
This approach has an obvious practical impact.
In the following the truncation sets D1 , ..., DJ are assumed to be known
and nonrandom. We are primarily interested in cases, where Dj=Dj (n) has
shrinking probability with increasing sample size n. Thus, in the present
approach, truncation is not meant in the sense of survival analysis, where
typically the truncation is random and independent of the sample size n
(see, e.g., the monograph by Andersen et al., 1993). The following example
with J=1 illustrates what the general theory is about.
Example 1.1 (Extreme Value Theory). We consider the following semi-
parametric model for an observation X in S=R, which is frequently used
in extreme value theory (Reiss, 1993, Chap. 6; Falk et al., 1994). Suppose
that X has on the upper tail of R a Lebesgue density f that is of the form
f 12= g12; (1+h), where g; , ; # R, is a generalized Pareto density (for
details see Example 2.5 in Section 2). Put now D1=[tn , ). The observa-
tions falling into D1 are just the exceedances over the threshold tn . It is a
basic feature of extreme value statistics that estimation procedures on ; are
merely based on the exceedances. But suppose that we observe only the
number of exceedances instead of the exceedances themselves, as for example
in the case of high floods exceeding a dike. Which information about the
underlying parameter ;0 can be obtained from this knowledge? Example 2.5
gives a suprising answer.
The complete set of res can be described by the empirical point process
Nn( } ) := :
n
i=1
=Xi ( } ),
where =x denotes the Dirac measure pertaining to an arbitrary x # S, i.e.,
=x(D)=1 iff x # D and zero otherwise. The empirical process Nn is a re in
the set M of all finite point measures on (S, D), equipped with the smallest
_-field M such that for any D # D the projections M % + [ +(D) are
measurable; see, e.g., Section 1.1 in Reiss (1993) for details.
We can obviously write
Nn= :
J
j=0
:
n
i=1
=Xi ( } & Dj).
The following decomposition of the distribution of Nn will be basic for our
further construction; see E.1.18 in Reiss (1993). By =
D
we denote equality
of the distributions and by L(Y) the distribution of a re Y. Further,
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Qj ( } ) :=Q( } & Dj)Q(Dj) is the (elementary) conditional distribution of X1
given X1 # Dj .
Lemma 1.1. The process Nn can be decomposed as
Nn =D :
J
j=0
:
;j
i=1
=Yj, i ,
where (;0 , ..., ;J), Yj, i , i=1, ..., n, j=0, ..., J, are independent res with
;J :=(;0 , ..., ;J) having a multinomial distribution with parameters n and
(Q(D0), ..., Q(DJ)), and L(Yj, i)=Qj , i1, j=0, ..., J.
The preceding result shows that the complete set of observations X1 , ..., Xn ,
which is decomposed into the observations falling into D0 , D1 , ..., DJ , behaves
like a joint point process from J+1 independent sets of iid res with distribu-
tion equal to Qj in each set and their numbers given by an independent and
multinomial distributed random variable (rv) ;J .
An upper bound for the pertaining loss of information can be based on
the distance between the distribution of the complete empirical process Nn
and that of
Nn* := :
;0
i=1
=Y0, i+ :
J
j=1
:
;j
i=1
=Y*j, i ,
where Y*j, i , i=1, ..., n, j=1, ..., J are generated independently such that
L(Y*j, i)=Qj* according to some distribution Qj*, and these Y*j, i are
generated independently of Y0, i , i=1, ..., n, and ;J . The choice of the
distribution Qj* is crucial, since the general upper bound depends on the
Hellinger distance between Qj and Qj* (see Theorem 1.2 below). Unfor-
tunately, we do not yet know how to implement Qj* by an automatic
procedure in general. In the parametric setup of Section 3, however, the
following procedure will work: Choose Qj*=P n( } & Dj)P n(Dj), j=1, ..., J,
where  n is an estimator of the underlying parameter 0 , based on Nn, D0 .
Under suitable conditions on  n , the process Nn* then asymptotically restores
the unobserved variables in D1 _ } } } _ DJ (see Theorem 3.1 below).
Since this procedure uses but the information left, the distance between
L(Nn*) and L(Nn) is consequently an upper bound for the loss of com-
plete information. This approach towards asymptotic sufficiency is in the
sense of Blackwell sufficiency as given in Proposition 2, Section 5.3, in the
book by LeCam and Yang (1990). It was also utilized, for example, in Falk
(1995a, 1995b) to measure the information contained in the exceedances
over high thresholds and of the largest order statistics in an iid sample; see
Example 2.5 below, and in Falk et al. (1984), where bounds for the loss
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of information of missing order statistics in n rvs on the real line were
computed.
As Nn and N n* are essentially vectors of independent random variables
of random length, the Hellinger distance suggests itself to measure the
distance between L(Nn) and L(Nn*); see, e.g., the discussion in Section 1.3
of Reiss (1993). Let + be a _-finite measure on (M, M) that dominates
L(Nn) and L(Nn*). Then the Hellinger distance between the distributions
of Nn and Nn* is defined by
H(Nn , N n*)=\| (- fn &- f n* )2 d++
12
,
where fn , fn* are densities of the distributions of Nn and N n* with respect
to +. Note that the Hellinger distance is in general greater than the varia-
tional distance d(Nn , Nn*) :=supM # M |L(Nn)(M)&L(Nn*)(M)| (see, e.g.,
Lemma 3.3.9 in Reiss, 1989). The following general theorem is our first
main result.
Theorem 1.2. Put Yj :=Yj, 1 and Y j* :=Y*j, 1 . Then we have
H2(Nn , Nn*)n :
J
j=1
H 2(Yj , Y j*) Q(Dj).
Define by
Nn, D( } ) :=Nn( } & D), N*n, D( } ) :=Nn*( } & D)
the processes of those rvs that actually fall into some D # D, i.e., of the
missing observations, and of their approximations. The monotonicity
theorem for the Hellinger distance (see, e.g., Lemma 1.4.2 in Reiss, 1993)
implies the following consequence of Theorem 1.2.
Corollary 1.3. Put D=D1 _ } } } _ DJ . Then we have
H2(Nn , Nn*)=H 2(Nn, D , N*n, D)n :
J
j=1
H 2(Yj , Y j*) Q(Dj).
Thus, our approach generalizes the peaks-over-threshold (POT) method,
by which one models those observations Yi falling into D by some ideal rvs
Y i*; see Example 2.5. In particular, the preceding inequality shows that the
bound H(Y, Y*) (nQ(D))12, which was established in Corollary 1.2.4 in
Falk et al. (1994) for the distance H(Nn, D , N*n, D) in the case J=1, is
actually true for the distance between the complete processes Nn and Nn*.
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Before we give the proof of Theorem 1.2, we briefly summarize the above
results in the context of statistical experiments. We restrict ourselves to the
case J=1.
Suppose that the distribution of X belongs to some parametric family
(P) # 3 , where 3 is an arbitrary (finite or infinite dimensional) parameter
space. Define the statistical experiments
En :=(L(Nn)) # 3 , E n* :=(L(N n*)) # 3 , En, D0 :=(L(Nn, D0)) # 3 .
Recall that with underlying parameter  we have Nn*=Nn (D0)i=1 =Yi+
n&Nn (D0)i=1 =Yi* , where the Yi are P( } & D0)P(D0)distributed and the
Y i* are distributed according to some law Q*; choose, for example, Q*( } )
=P0 ( } & D1)P0(D1) for some 0 # 3. Then the statistical experiments
En* and En, D0 are mutually exhaustive (or Blackwell-sufficient): En* is
exhaustive for En, D0 and En, D0 is exhaustive for E n*. This means that En, D0
can exactly be restored from E n* with the help of an appropriate Markov
kernel and vice versa. Use in the first case the Markov kernel K1(+, M) :=
1M(+( } & D0)) and in the latter case the Markov kernel K2(+, M) :=
L(++n&+(D0)i=1 =Yi*)(M), + # M, M # M.
As a consequence we have
2(En, D0 , En*)=0, 2(En , En, D0)=2(En , En*), (1)
where 2 denotes the deficiency distance between statistical experiments in
the sense of LeCam (see LeCam, 1986, Chap. 2; Strasser, 1985, Chap. 9).
The number 2(En , En, D0) is a measure for the loss of information due to
the nonobservation of the realizations falling into D1 . Theorem 1.2 together
with (1) shows that the present approach, where the missing data are
simply replaced by some ideal ones, enables us to calculate an upper bound
for the loss of information. Note that the Hellinger distance gives an upper
bound for the deficiency (see, e.g., Strasser, 1985, Corollary 59.6).
Proof of Theorem 1.2. Observe that by Lemma 1.1 and the definition of
Nn* the processes Nn and Nn* can be generated by the random vector ;J
and the two Markov kernels
Kn( } | k) :=L \ :
J
j=0
:
kj
i=1
=Yj, i+ ( } ),
Kn*( } | k) :=L \ :
k0
i=1
=Y0, i+ :
J
j=1
:
kj
i=1
=Y*j, i+ ( } )
as
L(Nn)( } )=| Kn( } | k) L(;J) (dk)
5LOSS OF INFORMATION
and
L(Nn*)( } )=| Kn*( } | k) L(;J)(dk),
where k=(k0 , ..., kJ) # NJ+10 with k0+ } } } +kJ=n.
From the convexity theorem for the Hellinger distance (see, e.g., Lemma
3.1.3 in Reiss, 1993) we obtain
H2(Nn , Nn*)| H 2 \ :
J
j=0
:
kj
i=1
=Yj, i , :
k0
i=1
=Y0, i+ :
J
j=1
:
kj
i=1
=Y*j, i+ L(;J)(dk).
(2)
Observe now that Jj=0 
kj
i=1 =Yj, i and 
k0
i=1 =Y0, i+
J
j=1 
kj
i=1 =Y*j, i can be
viewed as the values of the functional T : Sn  M, defined by
T(x1 , ..., xn) := :
n
i=1
=xi ,
evaluated at Y :=(Y0, 1 , ..., Y0, k0 , Y1, 1 , ..., YJ, kJ) and Y* :=(Y0, 1 , ..., Y0, k0 ,
Y*1, 1 , ..., Y*J, kJ). The monotonicity theorem for the Hellinger distance (see,
e.g., Lemma 1.4.2 in Reiss, 1993) implies therefore
H 2 \ :
J
j=0
:
kj
i=1
=Yj, i , :
k0
i=1
=Y0, i+ :
J
j=1
:
kj
i=1
=Y*j, i+H2(Y, Y*)
 :
J
j=1
k jH2(Yj , Y j*). (3)
The second inequality is due to the general inequality H2((Z1 , ..., Zn),
(W1 , ..., Wn))ni=1 H
2(Z i , Wi) for sets of independent random elements
Z1 , ..., Zn and W1 , ..., Wn , see, e.g., Lemma 3.3.10 in Reiss (1989).
From (2) and (3) we obtain
H2(Nn , Nn*) :
J
j=1
H2(Yj , Y j*) | kjL(;J)(dk)
= :
J
j=1
H 2(Yj , Y j*) | mB(n, Q(Dj))(dm)
=n :
J
j=1
H2(Y j , Y j*) Q(D j),
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since the distribution of the j th component of ;J is a binomial B(n, Q(Dj))-
distributed rv. This completes the proof of Theorem 1.2. K
2. EXAMPLES
In this section we provide various parametric, nonparametric and semi-
parametric examples, in which the complete process Nn can asymptotically
be restored, i.e., in which the bound for the Hellinger distance in Theorem
1.2 converges to zero.
Example 2.1 (Parametric Model I)). For notational simplicity we
assume J=1. In the following we introduce on Rd the inner product
(s, t) 1=s$1t, s, t # Rd, for some positive definite matrix 1. The pertaining
norm is denoted by & }&1 . For the usual inner product and the Euclidean
norm we simply write ( } , } ) and & }&.
Consider a parametric family of distributions (P) # 3 , 3/Rd open,
which is dominated by some _-finite measure +. Let f # dP d+. We
assume that this family is L2-differentiable at 0 # 3 with derivative g0=
(g1, 0 , ..., gd, 0), i.e., we have for   0
| (( f f0)12&1&(&0 , g0 2) )2 dP0=o(&&0&2),
P([ f0=0])=o(&&0&
2).
Suppose now that for the sample size n the re X has distribution P0+t- n ,
where t # Rd is an arbitrary vector. If we generate now Y* for the sample
size n according to P0( } & D1)P0(D1), then we obtain from Theorem 1.2
the upper bound
H2(Nn , Nn*)|
D1
(t, g0)
2 dP0+o(1)=o(1) (4)
iff D1=D1(n) satisfies P0(D1)  0, n  .
Before we show relation (4), we briefly discuss some consequences. It is
well-known that L2-differentiability at 0 implies local asymptotic normality
(LAN) at 0 of the statistical experiment (L0+t- n (Nn))t # Tn with Tn :=
[t # Rd : 0+t- n # 3], i.e., the likelihood ratio of P0+t- n with respect to
P0 admits the expansion
dL0+t- n (Nn)
dL0(Nn)
=exp \(t, Zn, 0) 10&12 &t&210+o0(1)+
7LOSS OF INFORMATION
with the covariance matrix 10= g0 g
T
0
dP0 and the central sequence
Zn, 0(Nn)=
1
- n
1&10 | g0 dNn wwwwD0+t- n N(t, 1
&1
0
).
By N(+, 7) we denote the normal distribution with expectation vector +
and covariance matrix 7, and by wDn convergence in distribution under
the parameter n .
If now P0(D1)  0 then (L0+t- n (Nn, D0))t # Tn is by (1), (4) and
Corollary 1.3 also LAN with central sequence
Zn, 0 , D0(Nn, D0)=
1
- n
1 &10 \| g0 dNn, D0&n |D0 g0 dP0+
wwww
D0+t- n
N(t, 1 &10 ),
and (L0+t- n(Nn, D1))t # Tn is asymptotically totally uninformative in the
sense that
sup
M # M
|L0+s- n (Nn, D1)(M)&L0+t- n (Nn, D1)(M)|  0, s, t # R
d, (5)
as n tends to infinity. The relation (5) means that the statistic Nn, D1 is not
able to separate the parameters at the rescaling rate n&12. For the sake of
completeness, we remark that LAN of (L0+t$n(Nn, D1))t # Tn can be achieved
for the lower rescaling rate $n=(n D1 g
2
0
dP0)
&12 (see Falk, 1998;
Marohn, 1999; and, for corresponding results for thinned empirical
processes Falk and Liese, 1998).
For the particular choice D1=[tn , ) we see that under the LAN
condition those observations among X1 , ..., Xn which exceed the threshold
tn contain asymptotically no information about the unknown parameter.
This result corresponds to Theorem 2.1 in Janssen and Marohn (1994),
where it was shown that a finite number of extreme order statistics contains
asymptotically no information in the LAN case.
The bound (4) takes a particular simple form if the L2-derivative g0 is
bounded. Take for example the location family generated by the double
exponential distribution, which is given by dP d*(x)=exp(&|x&| )2,
 # R. This family has the L2-derivative g0(x)=sgn(x&0) (Witting, 1985,
Example 1.189). In this case, the right-hand side in (4) reads t2P0(D1)
+o(1).
Relation (5) was previously proved in Marohn (1995) under the addi-
tional assumption that
|
D1
g20 dP0=o(1(nP0(D1))), (6)
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provided nP0(D1)  . But condition (6) implies not only relation (5), it
implies in addition that Zn, 0(Nn) and Zn, 0(Nn, D0) coincide asymptotically
and thus, Zn, 0(Nn, D0) is also central for (L0+t- n (Nn))t # Tn . This is an
easy consequence of the Markov inequality and the CauchySchwarz
inequality. Moreover, Zn, 0(Nn, D0) is also central for the truncation model
(L0+t- n (Nn, D0))t # Tn , which is a consequence of  g0 dP0=0. In partic-
ular, we have the following consequences for the pertaining maximum-
likelihood (ML-) estimators.
Assume that the usual regularity conditions hold, which imply the
asymptotic normality of the ML-estimator  n(Nn) say, (see, e.g., Lehmann,
1983; Chap. 6). Then LAN of (L0+t- n(Nn))t # Tn holds with g0= f $0 f0 :=
(i log f0)1id , in which case 10 is just the Fisher information matrix.
It is well known that the ML-estimator is asymptotically efficient in the
sense of Fisher, i.e., the rescaled deviation - n ( n(Nn)&0) coincides
asymptotically with the central sequence Zn, 0(Nn). Using the density
formula for empirical point processes (see, e.g., Reiss, 1993, Example 3.1.2)
standard arguments show that the ML-estimator based on Nn, D0 ,  n, D0(Nn, D0)
say, admits the asymptotic expansion
- n ( n, D0(Nn, D0)&0)
=
1
- n
1 &10 :
n
i=1 {
f $0(Xi)
f0(X i)
1D0(Xi)&|
D0
f $0
f0
dP0=+o0(1) wD0 N(0, 1 &10 ).
Thus,  n, D0(Nn, D0) is asymptotically efficient w.r.t. (L0+t- n(Nn, D0))t # Tn . If,
in addition, assumption (6) holds, then the ML-estimator based on the
complete sample Nn and the ML-estimator based on the incomplete sample
Nn, D0 are asymptotically equivalent, i.e.,
- n ( n(Nn)& n, D0(Nn, D0))=o0(1).
Proof of (4). The proof of (4) is divided into several steps. The
CauchySchwarz inequality and the Minkowski inequality imply
Step (1).
|P0(D1)&Pn(D1)|
|
D1
| f0& fn | d+
=|
D1
| f 120 & f
12
n
| | f 120 + f
12
n
| d+
\|D1 | f 120 & f 12n | 2 d++
12
\|D1 | f 120 + f 12n |2 d++
12
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\|D1 |( fn f0)12&1|2 dP0+Pn([ f0=0])+
12
_\\|D1 f0 d++
12
+\|D1 fn d++
12
+
=\|D1 (n&0 , g0) 24 dP0+o(&n&0&2)+
12
dP0
_(P120 (D1)+P
12
n
(D1)) .
Step (2).
|P120 (D1)&P
12
n
(D1)|=
|P0(D1)&Pn(D1)|
P120 (D1)+P
12
n
(D1)
\|D1 (n&0 , g0) 24 dP0+o(&n&0&2)+
12
by Step (1). Note that Y1 and Y1* have +-densities fP(D1) and f0 P0(D1).
The general inequality (a&b)22(a2+b2) for a, b # R implies
Step (3).
H2(Y1 , Y1*)=|
D1 \\
fn
Pn(D1)+
12
&\
f0
P0(D1)+
12
+
2
d+
=
1
P0(D1) |D1 \\
P0(D1)
Pn(D1)+
12
\
fn
f0+
12
&1+
2
dP0
+
Pn(D1 & [ f0=0])
Pn(D1)
=
1
P0(D1) |D1 \\
P0(D1)
Pn(D1)+
12
\\
fn
f0+
12
&1+
+\
P0(D1)
Pn(D1)+
12
&1+
2
dP0+
o(&n&0&2)
Pn(D1)

2
P0(D1) |D1
P0(D1)
Pn(D1) \\
fn
f0+
12
&1+
2
dP0
+2 \\
P0(D1)
Pn(D1)+
12
&1+
2
+
o(&n&0&2)
Pn(D1)
=
1
Pn(D1) \|D1 (n&0 , g0)
2 dP0+o(&n&0&
2)+
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by Step (2). Since Q(D1)=Pn(D1), expansion (4) is now an immediate
consequence of Step (3). K
Example 2.2 (Nonparametric Model). Suppose now that S=Rd,
equipped with the Borel-_-field, and that Dj=Dj (n) shrinks with increas-
ing sample size n, such that Dj is contained in some ball B(xj , rj)/Rd with
center x j and radius rj=rj (n) wwn   0. We assume that the distribution Q
of X1 has a density f with respect to the Lebesgue measure in a neighbor-
hood Uj of xj . We require that f is Lipschitz-continuous with constant
Cj and f (xj)cj>0, j=1, ..., J. Then Yj has Lebesgue density f j (s)=
f (s)Q(D j) on Dj if rj is small enough. We choose now Y j* uniformly on
Dj distributed, in which case
H2(Yj , Y j*)=|
Dj
( f 12j (s)&1Vol(D j)
12)2 ds
=
1
Q(Dj) |Dj (f
12(s)&(Q(Dj)Vol(Dj))12)2 ds
=
1
Q(Dj) |Dj \
f (s)&Q(Dj)Vol(D j)
f 12(s)+(Q(Dj)Vol(D j))12+
2
ds

1
Q(Dj) cj |Dj \f (s)&
1
Vol(Dj) |Dj f (t) dt+
2
ds

C 2j
Q(Dj) cj Vol(Dj)2 |Dj \|Dj &t&s& dt+
2
ds

c
Q(Dj) \
Vol(B(xj , rj))
Vol(D j) +
2
rd+2j .
Consequently, we obtain from Theorem 1.2 for n large
H2(Nn , Nn*)cn :
J
j=1
rd+2j \Vol(B(xj , rj))Vol(Dj) +
2
, (7)
where the constant c depends only on the dimension d and the constants
cj , Cj . The preceding bound holds therefore uniformly for all distributions
Q that have Lebesgue-densities f in the neighborhood Uj of xj , which are
Lipschitz-continuous with constant Cj and f (xj)cj>0, j=1, ..., J. In the
particular case, where Dj=B(xj , rj) and rj=r, j=1, ..., J, the preceding
bound reduces to
H2(Nn , Nn*)cnJrd+2. (8)
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Example 2.3 (Parametric Model II). For notational simplicity we
assume again J=1 but consider a general sample space (S, D). Suppose
that the distribution Q( } & D) of X on D=D(n)=D1 is a member of a
parametric family Q( } & D)=P( } & D),  # 3/Rd. Suppose further that
the distributions P ,  # 3, are dominated on D by some _-finite measure
+ such that the densities f=dP d+ satisfy for  near some fixed inner
point 0 # 3 on D=D(n) the expansion
f= f0 (1+(&0 , g)+&&0 &
2r), (9)
where the functions g=(g1 , ..., gd) and r satisfy  &g&2 dP0<,
sup&&0&=  r
4
 dP0< for some =>0. Note that the functions g and r
depend also on 0 , but for the sake of a clear presentation we suppress the
further index 0 . Put for i=1, ..., d
$ni :=
1
(n D g
2
i dP0 )
12
and assume that $n :=($n1 , ..., $nd) wwn   0, n &$n &
4 P120 (D) wwn   0,
where P0(D) wwn   0 and nP0(D) wwn   . We require further that the
crucial condition
cni :=1&
(D g i dP0)
2
P0(D) D g
2
i dP0
ww
n  
0 (10)
is satisfied for i=1, ..., d. Note that cni0 by the CauchySchwarz
inequality. The preceding condition was investigated in Falk (1998) and
Falk and Liese (1998), where it turned in particular out that it charac-
terizes LAN of log-likelihood ratios of Nn, D=Nn( } & D) with the number
of observations in D being the central sequence. A list of various examples
given there shows that this condition (10) as well as the preceding ones are
quite common.
Suppose now that for the sample size n the re X with values in (S, D)
has distribution Pn( } & D), where n=n(!1 , ..., !d)=0+(!i$ni)
d
i=1 for
some (!1 , ..., !d) # Rd. If we generate now Y i* for the sample size n accord-
ing to P0( } & D)P0(D), then we obtain from Theorem 1.2 that Nn can
asymptotically be restored
H2(Nn , Nn*)=O \ :
d
i=1
cni+n &$n&4 P120 (D)+=o(1). (11)
Proof. By Theorem 1.2 it is sufficient to establish the bound
H2(Y1, Y1*)=O \
di=1 cni+n &$n&
4 P120 (D)
nP0(D) + . (12)
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This can be seen by the following arguments with n close to 0
H2(Y1, Y1*)
=|
D \\
fn
Pn(D)+
12
&\
f0
P0(D)+
12
+
2
d+
=|
D & [ f0>0] \
fn
Pn(D)
&
f0
P0(D)+
2 1
(( fn Pn(D))
12+( f0 P0(D))
12)2
d+
=
1
Pn(D) |D & [ f0>0] \
fn
f0
&
Pn(D)
P0(D)+
2
_
1
(( fnf0 )
12+(Pn(D)P0(D))
12)2
dP0

P0(D)
P2n (D)
|
D \(n&0 , g)+&n&0&2 rn&
Pn(D)&P0(D)
P0(D) +
2
dP0
=
P0(D)
P2n(D)
|
D \n&0 , g&
1
P0(D) |D g dP0
+&n&0&2 \rn& 1P0(D) |D rn dP0++
2
dP0
2
P0(D)
P2n(D) {|D n&0 , g&
1
P0(D) |D g dP0
2
dP0
+&n&0&4 |
D \rn&
1
P0(D) |D rn dP0+
2
dP0=
2
P0(D)
P2n(D) {d
2 :
d
i=1
!2i $
2
ni |
D \gi&
1
P0(D) |D gi dP0+
2
dP0
+(!, $n) 2 P120 (D) \|D r4n dP0+
12
=
=2
P0(D)
nP2n(D) {d
2 :
d
i=1
!2i cni+O(n &$n&4 P120 (D))=
=O \
di=1 cni+O(n &$n&4 P120 (D))
nP0(D) + ;
observe that by elementary computations Pn(D)P0(D) wwn   1. This
proves (12) and thus (11). K
Example 2.4 (Semiparametric Model). For notational simplicity we
consider again the case J=1 and put D=D1 . Suppose now that X has a
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density f on D with respect to some _-finite measure + which satisfies the
expansion
f 12= g12(1+h), (13)
where h&1 is some nonparametric nuisance function and g is the target
function. We can assume the implication f (x)=0 O g(x)=0. We require
further that
G(D) :=|
D
g d+<.
Notice that G(D)>0 by the condition 0<Q(D)=D f d+ and expansion (13).
If we generate now Y i* according to the probability measure Q* on D,
defined by its +-density gG(D), then we obtain the bound
H(Nn , Nn*)2n12 \|D h2g d++
12
. (14)
From the inequality h2(1+h)2+1 and expansion (13) we obtain
0|
D
h2g d+|
D
(1+h)2 g d++|
D
g d+=Q(D)+G(D)<.
Proof of (14). To make it more readable, the proof of (14) is also
divided into several steps.
Step (1).
|Q12(D)&G12(D)|
=
|Q(D)&G(D)|
Q12(D)+G12(D)
=
|D ( f
12& g12)( f 12+ g12) d+|
Q12(D)+G12(D)
=
|D h(2+h) g d+|
Q12(D)+G12(D)
=G(D)
|D h(2+h) dQ*|
Q12(D)+G12(D)
G(D) \|D h2 dQ*+
12 (D 1 dQ*)
12+(D (1+h)
2 dQ*)12
Q12(D)+G12(D)
=\|D h2g d++
12
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by applying the CauchySchwarz inequality and then Minkowski’s inequality.
Step (2)
H(Y, Y*)=\|D \\
f
Q(D)+
12
&\ gG(D)+
12
+
2
d++
12
=
1
Q12(D) \|D \1+h&\
Q(D)
G(D)+
12
+
2
g d++
12
=
1
Q12(D) \|D \G12(D) h+G12(D)&Q12(D)+
2
dQ*+
12

1
Q12(D) \\G(D) |D h2 dQ*+
12
+|G12(D)&Q12(D)|+

2
Q12(D) \| h2g d++
12
by Minkowski’s inequality and Step (1). Inequality (14) is now immediate
from Theorem 1.2 and Step (2). K
Example 2.5 (Extreme Value Theory). We will apply the bound for the
semiparametric model in Example 2.4 to models from extreme value
theory. In this case our sample space is S=R, equipped with the Borel-_-
field B. We assume that the distribution function (df) F of X1 is in a $-neigh-
borhood of a generalized Pareto distribution (GPD), where the class
[G; : ; # R] of GPDs, parametrized by ; # R, is defined by
1&x&;, x1, if ;>0
G;(x) :={1&(&x)&;, &1x0, if ;<01&exp(&x), x0, if ;=0.
Notice that ;>0 yields the standard Pareto distribution, G&1 is the
uniform distribution on [&1, 0] and G0 is the standard exponential distri-
bution. Denote by |(H) :=sup[t # R : H(t)<1] the upper endpoint of a df
H and put g; :=G$; . Precisely, we assume that |(F )=|(G;) for some
; # R such that F has a density f on [x0 , |(F )), x0<|(F ), which satisfies
f 12(x)= g12; (x)(1+h(x)), x # [x0 , |(F )), (15)
where for some $>0
h(x)=O((1&G;(x))$) as x  |(F ). (16)
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For a discussion of the crucial role of the $-neighborhoods of GPDs as
defined in (15) and (16) in extreme value theory we refer to Chapter 2 of
Falk et al. (1994).
Put now D :=[t, |(F )), where t is chosen as
t :=t(s) :=G&1; (1&sn)
with 0<s<n. Those observations, which fall into the set D, are therefore
just the exceedances over the threshold t. Elementary computations now
yield
|
D
h2(x) g;(x) dx=O((sn)1+2$)
as sn  0 and thus, (14) implies
H(Nn , N n*)=O(s12(sn)$). (17)
Since the Hellinger distance is in general bounded by 212, the preceding
bound holds uniformly for 0<s<n and n # N.
The preceding bound coincides with the bound for the POT-approach as
established in Theorem 2.3.2 in Falk et al. (1994), where the point process
of exceedances
N (t)n :=Nn( } & [t, |(F)))
is approximated by
Nn* (t) :=Nn*( } & [t, |(F )))
within the bound
H(N (t)n , N n*
(t))=O(s12(sn)$). (18)
Since it is easy to show that the bound in (18) is sharp and
H(N (t)n , N n*
(t))=H(Nn , N n*), (19)
by Corollary 1.3, we obtain that the bound in (14) and thus the one in
Theorem 1.2 is sharp as well.
While the preceding POT-approach aims at replacing the observed
extreme variables by some ideal ones (usually of GPD type), our approach
aims at restoring the unobserved rvs by just using their known number and
some ideal distribution (in the present example of GPD type). Equality
(19) shows that both approaches are equivalent. If H(Nn , Nn*) converges to
zero as n increases, then the complete information about the unobserved
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rvs is asymptotically already contained in those observed. In (19) this
means that the information about the upper tail of F, which is contained
in the exceedances over the threshold t=t(s) with s12(sn)$ wwn   0, is
asymptotically contained in their (random) number Kn :=Nn([t, |(F ))).
This explains the observation that Kn is the central sequence for the
log-likelihood ratio dL;n(N
(t)
n )dL;0(N
(t)
n ), yielding its local asymptotic
normality (LAN) for a sequence ;n of contiguous alternatives converging
to ;0 as established in Falk (1995a). The general problem, under which
conditions the number of observations in D is the central sequence for the
log-likelihood ratio of truncated empirical processes, was investigated in
Falk (1998) and in Falk and Liese (1998); see Example 2.3.
3. INITIAL ESTIMATION OF THE UNDERLYING PARAMETER
In this section we will investigate the case, where the observations in
D=D1 follow a parametric distribution and the underlying parameter
0 # 3/Rd can be estimated consistently by means of those observations
in D0=Dc. Precisely, we assume that there exists an estimator sequence
 n= n(Nn, D0), n # N, based on the process Nn, D0=
n
i=1 =Xi ( } & D0) of the
observable data, such that for some sequence $n wwn   0
 n=0+OP0($n). (20)
In Example 2.1 one would choose $n=n&12, whereas in Example 2.3 one
would put $n=1(n D g2 dP0)
12; see Falk (1998) for the definition of
estimators that achieve this rate. In the preceding sections we assumed that
the underlying parameter n satisfies the equation
n=0+!$n ,
where 0 is known, whereas we suppose here that the estimator  n is in the
above sense (20) close to the unknown parameter 0 . If we generate now
Y i* according to P n , then one might hope that the previous results carry
over and we can asymptotically restore the complete process Nn by means
of the pertaining restoring process Nn*.
Precisely, we assume that there exists a sequence of functionals Tn : M 
3/Rd, n # N, such that  n :=Tn(Nn, D0) satisfies (20). Then we generate
Y1*, ..., Y*;1 independently according to P n( } & D)P n(D) and independent
of Nn, D0 and put
N*n, D := :
;1
i=1
=Y i* .
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Recall that the true distribution of Y i* is P0( } & D)P0(D) and that ;1=
Nn(D)=n&Nn, D0(S) is the number of observations in D, which is
B(n, P0(D))-distributed. If we put now
Nn* :=Nn, D0+N*n, D= :
n
i=1
=Xi ( } & D0)+N*n, D , (21)
then Nn is asymptotically restored by Nn*.
Theorem 3.1. Suppose that  n=Tn(Nn, D0) satisfies (20) and that for
any K>0
sup
&&0&K |$n |
H2(Y1, Y*1, )=o(1(nP0(D))), (22)
where for  # 3 the rv Y*1,  has distribution P( } & D)P(D). Then we have
lim
n  
H(Nn , Nn*)=0.
Condition (22) is, for example, satisfied in the parametric model of
Example 2.3 with $n=1(n D g2 dP0 )
12 and 3/R1 and in Example 2.1
with $n=n&12. This is immediate from (12) and Step (3) in the proof of
(4).
Condition (20) on the rate of convergence of  n is in the parametric
model of Example 2.3 satisfied for  n defined as a solution of the equation
P n(D)=Nn(D)n,
in which case  n is the ML-estimator of 0 based on Nn(D)=n&Nn(D0);
see Falk (1998) for details. For the LAN model of Example 2.1 we can choose
the estimator  n=Zn,  n , D0 (Nn, D0)- n+ n , where  n is any - n-consistent
estimator of  based on Nn, D0 . Under fairly general conditions on the cen-
tral sequence  n turns out to be efficient (see, e.g., Ru schendorf, 1988,
Chap. 4, Theorem 5.3; see also the discussion in Bickel et al., 1993, Sect. 2.5).
Under the usual regularity assumptions yielding efficiency of the ML-
estimator,  n is just the one-step NewtonRaphson approximation of the
ML-estimator. Another possibility is the choice of  n as a solution of the
equation Zn, , D0=0, which is under mild conditions asymptotically
efficient (Pfanzagl, 1994, Chaps. 7 and 8).
Corollary 3.2. Under the conditions of Theorem 3.1 we also have
lim
n  
H(Nn, D , N*n, D)=0.
18 FALK AND MAROHN
Corollary 3.2 is immediate from Theorem 3.1 by the inequality
H(Nn, D , N*n, D)H(Nn, Nn*).
Proof of Theorem 3.1. The distribution of Nn* can be represented by
means of Nn, D0 and the Markov kernel K1 : M_M  [0, 1], defined by
K1(+, M) :=PTn (+) {++ :
n&+(D0)
i=1
=Y i* # M=
as
L0(Nn*)( } )=E0(K1(Nn, D0 , } )).
We add the index Tn(+) to the above probability to recall that the Y i* are
generated according to this parameter.
Equally, the distribution of Nn can by Lemma 1.1 be represented by
means of Nn, D0 and the Markov kernel K2 : M_M  [0, 1], defined by
K2(+, M) :=P0 {++ :
n&+(D0)
i=1
=Yi # M=
as
L0(Nn)( } )=E0(K2(Nn, D0 , } )).
The convexity theorem for the Hellinger distance (see, e.g., Lemma 3.1.3 in
Reiss, 1993) implies therefore
H2(Nn, Nn*)| H2(K1(+, } ), K2(+, } )) L(Nn, D0)(d+)
=E0 (H
2(K1(Nn, D0 , } ), K2(Nn, D0 , } ))). (23)
By (19) we can find for given =>0 a constant K=K(=) such that
lim sup
n  
P0 [& n&0 &K |$n |]=.
From (23) and the fact that the Hellinger distance is in general bounded
by - 2 we obtain therefore
lim sup
n  
H2(Nn , Nn*)
lim sup
n  
E0 (H
2(K1(Nn, D0 } ), K2(Nn, D0 , } )) 1[& n&0 &K |$n |] )+2=.
(24)
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Observe now that for given + # M, the probability measures K1(+, } ) and
K2(+, } ) on (M, M) can be viewed as the distribution of the same func-
tional T=T+ : Sn&+(D0)  M, evaluated at the vectors (Y 1* , ..., Y*n&+(D0))
and (Y1 , ..., Yn&+(D0))
K1(+, } )=L(T(Y1* , ..., Y*n&+(D0)))( } ), K2(+, } )=L(T(Y1 , ..., Yn&+(D0)))( } )
with
T(x1 , ..., xn&+(D0)) :=++ :
n&+(D0)
i=1
=xi .
The monotonicity theorem for the Hellinger distance then implies
H2(K1(+, } ), K2(+, } ))H 2((Y1* , ..., Y*n&+(D0)), (Y1 , ..., Yn&+(D0)))
(n&+(D0)) H 2(Y1* , Y1).
We thus have the bound
lim sup
n  
E0 (H
2(K1(Nn, D0 , } ), K2(Nn, D0 , } )) 1[& n&0&K |$n |] )
lim sup
n  
E0 ((n&Nn, D0(D0)) H
2(Y 1*, Y1) 1[& n&0&K |$n |] )
lim sup
n  
sup
&&0&K |$n |
H2(Y*1,  , Y1) E0 (Nn(D))
=lim sup
n  
sup
&&0&K |$n |
H2(Y*1,  , Y1) nP0(D)=0
by condition (22). By (24) we have therefore lim supn   H 2(Nn, Nn*)2=
for an arbitrary =>0, and this implies the assertion. K
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