Abstract. This paper explains our approach to building knowledgebased information agents. Instead of building an agent from scratch, we advocate building an agent by adding knowledge to a framework. Knowledge is classified into three categories -general knowledge, domain specific knowledge and site specific knowledge -which enables knowledge reuse and sharing. The paper details the agent architecture, the components of each category of knowledge and the main functions of the framework.
Introduction
Information agents are intelligent pieces of software which can automatically search for information on the WWW [2] [10] . They usually deal with multiple Web sites in a single domain or multiple domains. One key step of building information agents is to extract information from multiple 'Veb sites, that is, to transfer important information to structured data so that more accurate search can be carried out as querying a structured database.
The main challenge of building an information agent is how to make tIlE; agent scalable and adaptable. More and more online documents are becoming available and each has a different data format. The number of Web sites and their domains is huge and is growing very fast. Existing Web pages are being updated continuously, and their data formats may be modified at any time without any warning. While it might be easy to handcraft an information agent for one particular Web site in one specific domain for a particular time, how to update the Web site, how to adapt it and make it scalable to new Web sites and new domains, is a big challenge. There is an urgent need to develop methods and tools to ease agent generation and adaptation.
Recent research has used machine learning technology to build scalable agents [1] and to automatically learn information extraction patterns [6] [7] [9] . However, these systems work on relatively structured Web pages. The majority of Web pages with flexible data format, for example, data presented in free text and spread across sentences and paragraphs, are out of reach of current automatic systems.
Our research introduces a knowledge-based approach to support the generation and adaptation of information agents. We view an information agent as a knowledge-based system. The knowledge for guiding information extraction, such as information extraction patterns, is saved in the knowledge base of the agent. The information extraction process is coded as an inference engine. We assume the knowledge can be separated from the information extraction process. Instead of building an agent from scratch, an agent can be generated by adding knowledge bases to a reusable shell. An agent can be adapted to new domains and new Web sites by changing the knowledge bases. In slogan form, Information Agent = Knowledge Bases + Agent Shell Vile focus on building agents for information extraction from semi-structured data, that is data in an intermediate format between data in free text and structured data in databases. Typical examples are Web pages provided by online services such as classified advertisements, product categories, and telephone books. We believe that knowledge plays an important role for information extraction from semi-structured data, and information extraction from semi-structured data can be achieved based on a limited amount of knowledge with only simple naturallanguage processing. Semi-structured data provides the right level of diversity and difficulty for testing our methods.
The rest of this paper is organized as follows. Section 2 discusses the knowledge that is useful for building agents and describes our classification of knowledge into three categories. Section 3 introduces the agent architecture. The two main parts of an agent, the knowledge bases and the information extraction engine are discussed in Sections 4 and 5 respectively. Section 6 gives some experimental results, while the final section concludes this paper.
Knowledge Classification
Focusing on information extraction from semi-structured data, we have examined thousands of Web pages. We summarize the knowledge that is useful for guiding the information extraction as follows. We classify knowledge into three categories: general knowledge, domain specific knowledge and site specific knowledge.
General Knowledge. General knowledge is true for most online documents, if not for all of them, that is, the knowledge is both domain independent and site independent. Typical examples are the common usage of HTML tags, for example, what is a table, what is a paragraph, and what is a line. Domain Specific Knowledge. Domain specific knowledge is true in a particular domain. The knowledge is site independent, that is, the knowledge is consistent for most Web sites if not for all of them as long as the Web sites present data in the same domain. For example, in the real estate domain, each property in an online advertisement has a suburb where it is located; the price for renting a property is usually denoted by a "$", followed by a number, and a unit such as "per week" or "per month" . Domain specific knowledge is usually specified using terms in a specific domain and may not generalize to other domains. -Site Specific Knowledge. Site specific knowledge is true for a particular site.
To prevent the intersection with domain knowledge, we define the site specific knowledge being domain independent, that is, if the knowledge is true for this site and also true for this domain, then it is classified into domain knowledge. Site specific knowledge mainly consists of the site specific data formatting conventions, for example, in a particular Web site called NewsClassifieds, suburb names are printed in all capital letters. Site specific knowledge is tailored to a specific site and unlikely to be consistent with other sites.
This knowledge classification enables knowledge reuse and sharing, and also gives guidance for agent adaptation. General knowledge is completely reusable and can be shared for many information extraction tasks. Domain knowledge can be reused and shared for Web sites in the same domain. Site specific knowledge is limited to Web pages on the same sit~. l To adapt an agent to a new domain, new domain specific knowledge is needed. To adapt an agent to a new site, new site specific knowledge needs to be added.
Agent Architecture
The architecture of our knowledge-based information agent is shown in Figure 1 . An agent contains three knowledge bases and a framework. The three knowledge bases are: General Knowledge Base (G), Domain Knowledge Base (D), and Site Specific Knowledge Base (S). The framework contains three main functions: Web Access Engine, Information Extraction Engine and Matcher.
We detail the three functions as follows:
-The Web Access Engine utilizes site specific knowledge to get access to the Internet and download Web pages. When the information source has a searchable interface, the Web Access Engine needs to use the original user query or the structured query (the IE results from the original query) to interact with the interface. The Information Extraction Engine uses general, domain specific and site specific knowledge to extract information from both the user query and Web pages, and to save them as structured data. An agent shell includes the framework and the general knowledge base. An information agent can be built by adding the domain knowledge base and the site specific knowledge base to the agent shell. An example of an agent shell is given in [8] .
---------------------------------------------
As we mentioned in the introduction, this paper focuses on how to use knowledge to extract information from Vleb page. The next two sections discuss the main components of three knowledge bases and one main function of the framework, the information extraction engine.
Three Knowledge Bases
Focusing on information extraction from semi-structured data, we summarize the main components of the three categories of knowledge as follows:
General Knowledge (G)
• The usage of HTML tags, particularly, the page structure levels (word, line, paragraph, page) the tags are linked to.
• The identification methods of basic data types such as tag, text, character, etc.
• Common sense knowledge such as related data are often presented together. Domain Specific Knowledge (D)
• The concepts and the relationship of concepts. For example, in real estate domain, the concepts include "real estate ad", "property", "suburb", "price", "size", "type", etc. The concepts can be put in a hierarchy, for example, "real estate ad" consists of a number of "property", each property consists of "suburb", "price", "size", and "type". The concept in the last level (the atomic concepts) are called knowledge units (KU) in this paper.
• How to identify the knowledge units (atomic concepts) and how to extract the value of knowledge units. Its major components include the domain specific terminology (for example, in the real estate domain, a suburb database can be used to identify the Suburb of each property from online advertisements), and domain specific data formatting conventions (for example, the Price for renting a property is usually a "$", followed by a number, and a unit such as "per week" or "per month") Site Specific Knowledge (S)
• Site specific knowledge of the interface of each Web site. Most semistructured data is presented as the search results of local search engines.
In order to interact with the local search engine, the system needs site specific knowledge of the interface of the local search engine. For example, if the interface is an HTML form, the system needs to know the access method "Get" or "Post", and the way to generate query strings.
• The information extraction patterns for fields (a group of knowledge units).
• Site specific information extraction patterns for concepts.
• Site specific usage of HTML tags • Site specific concept hierarchy • Site specific information extraction pattern for individual knowledge units.
The site specific knowledge base does not have to be complete. All items except the first one are optional. Site specific knowledge is used for describing some special sites which can not be described by domain specific knowledge.
The three categories of knowledge have different priorities when they are used for information extraction. The priorities are given as follows:
During the information extraction process, the site specific knowledge has the highest priority and the general knowledge has the lowest. When there are conflicts between the knowledge, the higher priority knowledge overrides the lower priority knowledge. When we get a particular site, we search for site specific knowledge first. If some site specific knowledge is found, this knowledge is used instead of the associated knowledge in either the general knowledge base or domain knowledge base. For example, if a site specific information extraction pattern is found for a special knowledge unit, then this pattern is used for extracting the knowledge unit, instead of using the more general pattern in the domain knowledge base.
Information Extraction Engine
The information extraction engine utilizes the three categories of knowledge, extracts information from Web pages and saves the information as structured data. Figure 2 shows how it works. The input to the system is the source file of a Web page with its site name (the Website where the page is downloaded from). The output is a number of concepts, each concept consists of a number of knowledge units. The system first checks whether there are site specific patterns 1) If yes, then the page is parsed through the pattern matching function. There are two kinds of output: a) if the output consists of concepts or knowledge units, they are directly saved to structured data. b) if the output consists of fields (each field contains one or more knowledge units), then the fields are used as the input to knowledge unit extraction function, and then through a knowledge unit grouping function, to be parsed to structured data and saved. 2) If no, the page is parsed through three functions: page segmentation, knowledge unit extraction and knowledge unit grouping.
The four functions and the categories of knowledge they use are detailed as follows:
-Pattern matching (F1): this function utilizes site specific knowledge, including site specific information extraction patterns for concepts, patterns for individual knowledge units and patterns for a group of knowledge units (fields), to parse a page into concepts, knowledge units and fields. The concepts and knowledge units are then saved as structured data and the fields are passed to the next function. Page segmentation (F2): this function uses general knowledge of HTML tag usage and site specific knowledge of HTML usage, if available, to parse a page into "lines", which can be a line, a table row or an item of a list. It consists of four main steps: 1) representing a page as a character list, 2) rewriting the list using two tokens: tags and text, 3) classifying the tags into groups accordIng to the page structure they represent including "word" , "line", "paragraph", 4) segmenting a page into "lines". -Knowledge unit extraction (F3): this function uses either domain knowledge of knowledge unit identification and extraction or site specific information extraction patterns for knowledge units, if available, to extract knowledge units from each "line". Knowledge unit grouping (F4): this function groups knowledge units into concepts and it uses two kinds of knowledge • either general knowledge of HTML usage or site specific knowledge, if available, of HTML usage AND • either domain knowledge of a concept hierarchy or site specific knowledge, if available, of a concept hierarchy.
Experimental Results
Our first information agent CASA (Classified Advertisement Search Agent) was built in 1997 [3] to search online real estate advertisements and help users to find rental property. It successfully searched for information automatically from multiple Web sites. It performed better than local search engines based on keyword matching. An agent shell was developed based on the generalization of our first agent. The reusable agent framework, including the functions for Web accessing, information extraction and matching, forms the main part of the agent shell. The knowledge bases are completely separated from the framework and only the general knowledge base forms part of the agent shell. The other knowledge bases are kept separate from the shell. New information agents can be built by adding a new domain knowledge base and site specific knowledge base to the agent shell. The agent shell was successfully used to build a car classified advertisement search agent and a soccer score search agent [4] .
Our experiments on building agents based on the framework show that:
-Our agent shell can be used to build information agents for multiple domains and multiple sites. Our agent can be easily adapted or extended by modifying or extending its knowledge bases, while most current information agents are tailored to one specific domain and are difficult to scale up. -Our agents built using the agent shell accept user queries written in restricted natural languages, since the information extraction engine can extract specific requirements from the user query using the same method for extracting structured information from Web pages. The interface of our agents can be as simple as that of keyword search engines with one single text input field. The interface is easy to generate and easy to use. The interface does not need to change for different domains. This differs from current local search engines, in which different user interfaces need to be designed for different domains.
The information agents generated using our agent shell show better performance than local search engines based on keyword matching. The reason is that the information extraction engine transfers both the query and Web pages into structured data represented as a set of knowledge units. The matching is carried out between knowledge units which is more accurate than keyword matching.
In order to evaluate the agent's performance on information extraction from Web pages, we tested our agent on Web pages downloaded from over 100 Web sites. This paper will give some results based on our basic corpus. Our basic corpus was built by down-loading Web pages from 24 Web sites, 12 in the real estate advertisement domain and 12 in the car advertisement domain. Most of the Web sites are chosen from the top sites indexed by the search engine LookSmart at http://www.looksmart.com.
We use two parameters widely used in information extraction, precision and recall to evaluate our system. Precision is the percentage of correct responses out of all responses. Recall is the percentage of correct responses out of the total of correct answers. For each page, the information extraction answer keys are generated by manually correcting the output of our system. The performance of our system is evaluated by comparing the output with the answer keys.
In order to evaluate the performance of different steps of information extraction, we calculate precision and recall for the extraction of knowledge units, knowledge unit groups, and concepts.
-knowledge unit. Each knowledge unit is correct if its name and value are the same as that of the manually generated answers. The precision and recall of knowledge units indicate the ability of extracting individual knowledge units from Web pages. -knowledge unit groups. We define a knowledge unit group as being correct when the correct knowledge units have been put in the right concept (group), ignoring false positive or false negative knowledge units. The precision and recall of knowledge unit groups indicate the ability of grouping knowledge units into concepts. Concept. A concept is considered correct when its all knowledge units at the lower levels are correct, that is, the concept is perfect, all of its knowledge units are extracted and all extracted knowledge units are correct. The precision and recall of concepts indicate the ability of extracting a "perfect concept" .
The results are given in Table 1 . The results show that our agent performs . well on multiple Web sites, including Web sites with flexible data formats such as data presented as free text in paragraphs. This paper introduces a framework for building knowledge-based information agents. The knowledge-based approach that separates knowledge bases from other processes supports easy agent generation and adaptation. A new agent can be generated by adding new knowledge bases and an agent can be adapted by changing the knowledge bases. The classification of knowledge into three categories enables knowledge reuse and sharing. The general knowledge base is completely reusable and is built as part of the agent shell. The domain knowledge need to be changed for new domains and the site specific knowledge needs to be extended or learned for new Web sites. This research focuses on semi-structured data and has been successful at extracting information from multiple Web sites in limited domains. With the rapid growth of the Internet, more and more services are become available online. Many of them present semi-structured data, for example, product catalogs, weather forecasts, phone books and stock market quotations. Our system is very useful for building information extraction systems for these online services. Users can generate their own information extraction system by creating knowledge bases and plugging them into our reusable shell. We believe this is much easier and faster than building a system from scratch.
We are currently working on how to learn part of the knowledge automatically. An algorithm is developed to learn site specific information extraction patterns from tabular Web pages [5) . Future work is needed to improve the learning techniques and to reduce manual work required for building and updating the knowledge bases.
