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a b s t r a c t
The high number of vehicle–pedestrian crashes in the United State has gained increased
attention among transportation safety analysts in recent years. Being directly exposed to
the collision force makes pedestrians more prone to becoming severely injured when in
crash than other road users. Considering the fact that pedestrian-involved crashes is a seri-
ous public health problem, the current study’s aim is to investigate the contributing factors
associated with injury severity of pedestrian crashes by time-of-week. Separate injury
severity models for weekday and weekend crashes were developed, and the overall stabil-
ity of the model estimates was examined through likelihood ratio tests. For this purpose,
random parameter ordered-response models were employed to specify the ordinal nature
of injury severity levels and capture the potential unobserved heterogeneity. In addition,
Artificial Neural Network (ANN) was used to explore the nonlinear relationship between
explanatory variables and severity outcomes. Comparison of the prediction performance
demonstrated that optimized ANN provides superior results compared to conventional sta-
tistical approaches. A variable impact analysis was then conducted on the optimized ANN
to investigate the effects of the explanatory variables on injury severity. The results
revealed the factors that are significantly associated with pedestrian fatalities. These find-
ings further provide insights for a better understanding of pedestrian injury severity in
weekday vs. weekend crashes through the impact analysis of various explanatory variables.
 2020 Tongji University and Tongji University Press. Publishing Services by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/
licenses/by-nc-nd/4.0/).
1. Introduction
Pedestrian crashes have a considerable impact on society as a leading cause of deaths and serious injuries. According to
the Governors Highway Safety Association (GHSA), the number of pedestrian fatalities in traffic crashes in the United States
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has grown dramatically over the last ten years. Pedestrian deaths have increased 35% from 4414 in 2008 to 5977 in 2017, and
this alarming rise has continued in 2018, although at a slower pace. California is among five states that accounted for 46% of
all pedestrian fatalities in the first half of 2018. More specifically, with a total number of 432 deaths, California stands with
the highest number of pedestrian fatalities across the nation (Retting et al., 2019).
Despite the fact that recent efforts to enhance pedestrian safety have achieved some success, pedestrians continue to be
exposed to a high risk of being injured or killed, especially in poorly designed roadways with less consideration for pedes-
trian safety. Crash characteristics differ from location to location, and over time, varying features of participants at fault,
environmental conditions, and social factors. As reported by the National Highway Traffic Safety Administration (NHTSA),
crashes that occurred during the weekend in 2016 as compared to 2015, accounted for 5.9% increase in crash fatalities, while
weekday crashes increased by 5.3% (NHTSA, 2017). An analysis of crash statistics in California between the years 2010 to
2014 shows that although there were 1322 and 712 fatalities in vehicle–pedestrian crashes on weekdays and weekends,
respectively, accounting for 17.88% and 25.83% of the total number of crashes (HSIS 2019). In addition, results of recent stud-
ies have shown a significant association between crash severity and weekend as a crash contributing factor (Adanu et al.,
2018; Chen and Fan, 2019). That being said, weekend crashes may be more prone to result in fatalities than weekday crashes.
Several previous injury severity studies affirmed that distinguishing different crash types and causes by disaggregating
crash records by crash type are categorized as follows: single-vehicle crashes (Behnood and Mannering, 2015), work zone
crashes (Mokhtarimousavi et al., 2019), rollover crashes (Chen et al., 2016); location of occurrence: intersections (Lee and
Abdel-Aty, 2005), mountainous freeways (Yu and Abdel-Aty, 2014), roadway type (Anderson and Hernandez, 2017); time
of occurrence: daytime vs. nighttime (Mokhtarimousavi, 2019), day-of-week (Anderson and Dong, 2017), etc. However,
the relationship between pedestrian-involved crash characteristics, injury severity risk factors, and day of the week (week-
days vs. weekends) are not clearly understood. Moreover, there has been no statistical investigation of whether weekday and
weekend crashes should be modeled holistically or independently. With this in mind, there is a clear need to better under-
stand the effects of day-of-week and the associated contributing factors (observed and unobserved) on injury severity.
2. Literature review
Statistical modeling has been the primary method used in crash severity analysis for over 50 years. Among the utilized
statistical models, regression models are the most common techniques to identify the contributing factors associated with
pedestrian-involved crashes. Some examples include the use of Multinomial Logit (ML) model (Mokhtarimousavi, 2019),
Mixed Logit (ML) model (Haleem et al., 2015), Ordered Probit (OP) model (Kwigizile et al., 2011), Ordered Logit (OL) model
(Yasmin et al., 2014), etc.
Machine Learning techniques (MLs) have been recently widely applied in transportation studies including traffic safety
research. Compared to statistical methods which provide good indications of the likelihood, MLs have been frequently
applied as to provide more accurate prediction models due to their ability to deal with more complex functions. Different
methods have been employed to solve classification problems such as studying injury severity in safety analysis, including
Support Vector Machine (SVM) (Li et al., 2012; Mokhtarimousavi, 2019; Mokhtarimousavi et al., 2019), Artificial Neural Net-
work (ANN) (Delen et al., 2006; Moghaddam et al., 2011; Zeng and Huang, 2014; Alkheder et al., 2017; Arhin and Gatiba,
2019), K-Nearest Neighbor (KNN) (Beshah and Hill, 2010; Iranitalab and Khattak, 2017), and decision tree (Kashani and
Mohaymany, 2011; Chang and Chien, 2013). In recent studies that compared the prediction performance of MLs to conven-
tional statistical models, it was demonstrated that MLs provide either superior or comparable prediction performance results
(Li et al., 2012; Zeng and Huang, 2014; Alkheder et al., 2017; Iranitalab and Khattak, 2017; Mokhtarimousavi, 2019;
Mokhtarimousavi et al., 2019). Previous model comparisons have been performed with a number of statistical models such
as Ordered Probit (OP) (Li et al., 2012; Alkheder et al., 2017), Ordered Logit (OL) (Zeng and Huang, 2014), Multinomial Logit
(MNL) (Iranitalab and Khattak, 2017; Mokhtarimousavi, 2019), and Binary Mixed Logit (BMXL) (Mokhtarimousavi et al.,
2019). However, comparisons between MLs, Random Parameter Ordered Probit, and Random Parameter Ordered Logit mod-
els are still lacking in the context of vehicle–pedestrian crash severity analysis. These two models can address both the ordi-
nal nature of injury severity levels and unobserved heterogeneity commonly present in crash data. However, the results of
these statistical models may be biased for their two major limitations: pre-assumption of data distribution, and considering
a linear form of utility functions (Li et al., 2012; Zeng and Huang, 2014). Without these limitations, ANN can also employed to
model the potentially non-linear relation between dependent and explanatory variables in injury severity studies
(Moghaddam et al., 2011; Zeng and Huang, 2014).
The prediction performance of MLs highly depends on the selection of the learning factors and model coefficients
(Mokhtarimousavi et al., 2019). This is usually determined by experience and trial and error methods, which may not result
in proper prediction performance. Evolutionary Algorithms (EAs), compared to conventional search methods such as grid-
search and gradient descent (previously widely used), are promising optimization methods used to find a global optimal
solution (Ghaedi et al., 2015; Huang et al., 2015; Taghiyeh and Xu, 2016). Taking this into consideration, the Whale Opti-
mization Algorithm (WOA), a recent swarm-intelligence metaheuristic algorithm developed by Mirjalili and Lewis (2016),
was used in this research to train the ANN algorithm.
Aside from the advantages of utilizing ANN, its major limitation lies in the fact that the model works as a black-box. In the
course of identifying the effects of explanatory variables on the dependent variable, only a few injury severity studies
2 S. Mokhtarimousavi et al. / International Journal of Transportation Science and Technology xxx (xxxx) xxx
Please cite this article as: S. Mokhtarimousavi, J. C. Anderson, A. Azizinamini et al., Factors affecting injury severity in vehicle-pedestrian
crashes: A day-of-week analysis using random parameter ordered response models and Artificial Neural Networks, International Journal of
Transportation Science and Technology, https://doi.org/10.1016/j.ijtst.2020.01.001
conducted a sensitivity analysis (Delen et al., 2006; Moghaddam et al., 2011). Through the applied methods, the importance
of each factor is prioritized; however, such methods may not be enough to reveal the detailed impact of explanatory vari-
ables on injury severity patterns in the crash. In this regard, as in previous research that performed a sensitivity analysis on
SVM and ANN models (Li et al., 2012; Yu and Abdel-Aty, 2013; Zeng and Huang, 2014; Chen et al., 2016), a two-stage sen-
sitivity analysis was conducted on the optimized ANN models to explore each explanatory variable’s effect on each injury
severity outcome.
In light of this, the purpose of this study is three-fold. First, the current work provides a detailed investigation of vehicle–
pedestrian crashes by day-of-week in the state of California from 2010 to 2014. Second, this work performs a parameter
transferability test to determine if weekday and weekend crashes need to be considered separately for safety analyses. Third,
this study demonstrates the application of ANN trained byWOA in injury severity analysis. The rest of this paper is organized
as follows: In the next section, the data description and processing procedure are introduced. A brief description of the meth-
ods utilized in this research and their applications are discussed in Section 4, followed by models estimation results pre-
sented in Section 5. Finally, the manuscript is concluded by a discussion of the results, and key findings are addressed.
3. Data description
The data used for the analysis were extracted from the Highway Safety Information System (HSIS) crash dataset and con-
sisted of a large sample of vehicle–pedestrian crashes that occurred in California from 2010 to 2014 (5 years). Two crash files
(accident and vehicle) from the HSIS database were merged based on the variable ‘‘caseno,” and the final dataset was filtered
based on the variable ‘‘severity,” which represents the most severe injuries in weekday crashes (i.e., Monday to Friday) and
weekend crashes (i.e., Saturday and Sunday) (Nujjetty et al., 2014). After identifying these crashes and performing data
cleaning, 10,146 crashes remained for model development, which consisted of 7390 and 2756 weekday and weekend crash
records, respectively.
The HSIS data classifies injury severity into five distinct categories: (1) fatal; (2) severe or incapacitating injury; (3) visible
or non-incapacitating injury; (4) complaint of pain; and, (5) Property Damage Only (PDO) or no injury. Due to the low fre-
quency of crash records in some severity levels and to reach a reasonable percentage of data for modeling purposes, three
injury severity categories were used in the analysis: (1) fatal and incapacitating injuries were combined into one severity
category called ‘‘Severe Injury,” (2) visible or non-incapacitating injury and complaint of pain were combined in the ‘‘Minor
Injury” category, and (3) ‘‘No Injury.” The obtained crashes composed of a total number of 3851 (38.0 percent) severe inju-
ries, 5805 (57.2 percent) minor injuries, and 490 (4.8 percent) no injuries or PDO crashes. Additionally, 43 explanatory vari-
ables in the collected data were classified into 14 categories describing driver, pedestrian, vehicle, and crash characteristics,
and used in the empirical analysis for each disaggregated dataset of weekday and weekend crashes in order to identify the
contributing factors. Fig. 1 demonstrates the proportional distribution of injury severity in crash records by day-of-week.
Based on the observed severity proportions, weekend crashes accounted for more severe injury crashes by 12.15% com-
pared to weekday crashes.
4. Model specifications
Injury severity is categorized into discrete and ordinal levels. Hence, non-ordinal models cannot capture the ordinal nat-
ure inherent to the level of injury severities and therefore may not be appropriate for multi-level injury severity investiga-
tion (Paleti et al., 2010; Savolainen et al., 2011). In addition, fixed effects (or non-random parameter) models restrict the
effects of explanatory variables to be the same across the crash observations, therefore cannot address unobserved hetero-
geneity and can yield biased and inefficient parameter estimates (Christoforou et al., 2010; Kim et al., 2010; Savolainen et al.,
2011; Shaheed et al., 2013; Mamdoohi et al., 2018; Sharifi et al., 2019).
34.65%
60.08%
5.26%
Severe Injury Minor Injury PDO
Weekday
46.80%
49.52%
3.66%
Severe Injury Minor Injury PDO
Weekend
Fig. 1. Crash severity distribution by day-of-week.
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As mentioned in the previous section, the pedestrian injury severity (dependent variable) in the present study represents
an ordered outcome (descending from serious injury to no injury). Therefore, two random parameter ordered-response mod-
els, including random parameter order probit and random parameter order logit models alongside ANN were used for pedes-
trian crash severity prediction and analysis. The econometric software LIMDEP was used to model the statistical frameworks,
and the ANN was coded in MATLAB (R2018b).
Since the applied models have been discussed and are well documented in great details in previous studies, they are not
repeated here but are summarized in the sections below.
4.1. Random parameter ordered probit model
Random parameter ordered probit model specification starts from the standard ordered probability model, which cap-
tures the effect of independent variables on the ordinal-natured response variable representing injury severity levels. This
is derived from a latent variable y and specified as a linear function for each crash observation, such that:
y ¼ Xbþ e ð1Þ
where X is the vector of considered explanatory variables, b is the vector of estimable parameters, and e is a random error
term assumed to follow the standard normal distribution (zero mean and unit variance) across crash observations. Taking Eq.
(1), each injury severity outcome can be represented as observable:
y ¼ 0 if y 6 0
y ¼ 1 if 0 < y 6 l1
y ¼ 2 if l2 < y 6 l1
..
.
y ¼ 0 if lJ1 6 y
ð2Þ
where l are the threshold values used to define the injury severity outcomes. Threshold parameters, l, are estimated simul-
taneously with b allowing integer ordering, where J is the highest integer. For the current study, the highest integer is
defined as no injury. Under the assumption that e follows a standard normal distribution, the probabilities of J are computed:
Probðy ¼ 0jX ¼ UðbXÞ
Probðy ¼ 1jX ¼ Uðl1  bXÞ UðbXÞ
Probðy ¼ 2jX ¼ Uðl2  bXÞ Uðl1  bXÞ
..
.
Probðy ¼ JjX ¼ 1UðlJ1  bXÞ
ð3Þ
where J represents the highest ordered value. In this work, with three severity outcomes, J ¼ 0 for severe injury, J ¼ 1 for
minor injury and, J ¼ 2 for no injury.
Next, to address a common limitation in crash data, the ordered probit model is extended to include estimation of random
parameters. The key limitation stems from potential variation within observable variables and variation due to unobserv-
ables. Therefore, parameters are estimated as:
bq ¼ bþuq ð4Þ
where uq is a randomly distributed term. For the randomly distributed term, several distributions can be assumed for
parameters, such as normal, uniform, triangular, etc. For this work, uq is specified to be normally distributed, where the
parameter is determined to be random if the estimated standard deviation is statistically different from zero. In regard to
the likelihood function, the Maximum Simulated Likelihood (MLS) method is used in this paper to approximate the value
of the complex likelihood integrals with Halton draws. For a detailed explanation, readers are referred to (Greene, 2000;
Christoforou et al., 2010; Washington et al., 2010).
4.2. Random parameter ordered logit model
The difference between ordered logit and ordered probit models is the assumption of the distribution of error terms. The
error term is assumed to have a standard normal distribution in the ordered probit model, while in the ordered logit model
the error term is assumed to follow a logistic distribution (Greene, 2000). Using NLOGIT for the current study, the estimation
procedure remains the same with probabilities of the ordered logit model now following the logistic distribution.
The random parameters ordered logit model has been applied in many discrete outcomemodels in transportation studies,
including injury severity analysis (Srinivasan, 2002; Abay, 2013; Naik et al., 2016). Similar to the random parameters
ordered probit models, the observed injury severity y is the realization of a latent injury risk propensity for each individual
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observation. The parameters are then randomized by incorporating an error term in the model to translate individual hetero-
geneity to parameter heterogeneity. Like the probit model, the MSL approach is used for parameter estimations.
4.3. Temporal stability tests
Likelihood ratio tests were conducted to statistically assess if vehicle–pedestrian crash severity models are significantly
different across weekdays and weekends. This likelihood ratio test examines the overall stability of model estimates across
the considered day-of-week periods. It follows a chi-square distribution in which the degree of freedom is equal to the num-
ber of estimated parameters and can be calculated through Eq. (5) (Washington et al., 2010):
x2 ¼ 2 LL bMX1MX2
  LLðbMX1Þ
  ð5Þ
where LL bMX1MX2
 
is the log-likelihood at the convergence of modelMX1 based on using time-period data for modelMX2, and
LLðbMX1Þ is the log-likelihood at the convergence of model MX1. Suppose that the model for weekday crashes is fit using the
data from weekend crashes and vice-versa, and then the original log-likelihood values are used to calculate the chi-square
statistics. Finally, by considering the degree of freedom (which is the number of estimated parameters in the model using the
other model’s data), the significance is determined.
4.4. Artificial Neural Network (ANN)
Generally, ANN can be classified as a Feedforward Neural Network (FNN) and feedback or a Recurrent Neural Network
(RNN) model (Ojha et al., 2017; Neshatpour et al., 2019). The Multi-Layer Perceptron (MLP) is a class of feedforward neural
networks that consist of at least three layers of nodes: input layer, hidden layer, and output layer. Incorporating hidden lay-
ers and utilizing the non-linear activation function makes MLP capable of capturing complex nonlinear relationships
between inputs and outputs through an appropriate learning process. In fact, the classification results of MLP are obtained
from all weighted inputs ðwÞ and bias ðbÞ, which are summed up in each artificial neuron. The purpose of training MLP net-
works is to find the best set of connection weights and bias to minimize the classification error.
In machine learning algorithms, the training process is an important task that can highly affect the prediction perfor-
mance of the model. Training MLP networks is also a complex task in terms of finding the most appropriate training function
for classification problems. Among ANN approaches, backpropagation (BP) is the most common method applied for MLP
training and is included in safety research, as shown in (Zeng and Huang, 2014) and (Taamneh et al., 2017). In this study,
feedforward and cascade forward backpropagation training algorithms were applied to train the base MLP model. In the
feedforward network, information moves from the inputs nodes to the output nodes through the hidden nodes all in one
direction while there is no loop in the network. Cascade forward networks are similar to the feedforward network, except
it includes weighted connection from the input layer and every previous layer to subsequent layers (Goyal and Goyal,
2011; Ojha et al., 2017). A Cross-Validation (CV) based experimental design was used to simultaneously obtain the best
training algorithm with the corresponding optimal number of hidden layers.
4.5. Whale Optimization Algorithm (WOA)
Although the Backpropagation Neural Network (BPNN) as a gradient-based algorithm is a successful learning algorithm
for ANN, it suffers from high dependency on the initial solution and the weakness of being trapped in local optima (Yang
et al., 2002; Mokhtarimousavi et al., 2018). To this end, WOAwas employed as an alternative to BP for training MLP networks
to optimize connection weights and biases.
WOA is a new metaheuristic algorithm that mimics the foraging of humpback whales. The WOA mathematical modeling
is inspired by their three main hunting strategies (Mirjalili and Lewis, 2016):
1. Encircling prey, in which the prey location is identified and encircled by the whale. The position will be updated through
the best search agent in the search space.
2. Bubble-net feeding, in which the whale swims around the prey by hunting the prey within a shrinking circle and follow-
ing a spiral path concurrently. The distance between whale located and prey located is then calculated.
3. Search for prey, in which the whale searches for the position of the prey either randomly or through the best obtained
solution so far.
The fitness function (i.e., minimizing classification error in this study) for each whale is calculated at each iteration, and
the best obtained function is determined with its corresponding position. Although the search mechanism of WOA starts
with a set of random solutions, it proposed a hyper-cube mechanism. This searching strategy defines a search space around
the best found solution and allows other search agents to explore the current best record, which in fact expedites the con-
vergence rate. This makes WOA able to adaptively train the ANN algorithm while guarantees exploration and exploitation
phases as a population-based algorithm.
S. Mokhtarimousavi et al. / International Journal of Transportation Science and Technology xxx (xxxx) xxx 5
Please cite this article as: S. Mokhtarimousavi, J. C. Anderson, A. Azizinamini et al., Factors affecting injury severity in vehicle-pedestrian
crashes: A day-of-week analysis using random parameter ordered response models and Artificial Neural Networks, International Journal of
Transportation Science and Technology, https://doi.org/10.1016/j.ijtst.2020.01.001
4.6. Proposed WOA-MLP training
The WOA global optimization algorithm was employed in this study to train the MLP network. The MLP with initial set-
tings was first fitted to obtain the initial solutions, and then the WOA optimized the weights, including the weights connect-
ing the input layers with hidden layer, and with hidden layer to output layer, and set of biases. The classification error rate is
considered as the fitness function, which is based on calculating the difference between the actual and predicted values by
the generated agents for all of the training samples through the use of Eq. (6) (Aljarah et al., 2018):
MSE ¼ 1
n
Xn
i¼1
y y^ð Þ2 ð6Þ
where MSE represents the Mean Square Error, y and y^ are the actual and predicted values, and n is the number of instances
in the training dataset. The goal is to find the MLP network with the minimum MSE (or maximum model prediction accu-
racy) based on the training samples in the dataset. The general framework of the proposed method is illustrated in Fig. 2.
4.7. Prediction performance assessment
To assess the prediction performance of the estimated models, the following criteria were calculated (Sokolova and
Lapalme, 2009):
Accuracy ¼ TP þ TN
TP þ TN þ FP þ FN  100% ð7Þ
Sensitivity ðRecallÞ ¼ TP
TP þ FN  100% ð8Þ
Specificity ¼ TN
TN þ FP  100% ð9Þ
F-Score ¼ 2TP
2TP þ FN þ FP  100% ð10Þ
Fig. 2. Flow chart of the proposed WOA-MLP.
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AUC ¼ 1
2
ð TP
TP þ FN þ
TN
TN þ FPÞ ð11Þ
where the parameters in the equations refer to true positive (TP), true negative (TN), false positive (FP), and false negative
(FN) counts. From the abovementioned criteria, ‘‘Accuracy” measures the overall effectiveness of a classifier. ‘‘Sensitivity”
shows the effectiveness of a classifier to identify positive labels. ‘‘Specificity” illustrates how effectively a classifier identifies
negative labels. The ‘‘F-score” shows the relation between the data’s positive labels and those given by a classifier, and
‘‘AUC,” which is the area under the receiver operating characteristic curve, demonstrates the classifier’s ability to avoid false
classification. Since we have three levels of injury severity which is considered as a multi-class classification problem, the
prediction performance measures are a generalization of the abovementioned criteria.
5. Results
This study estimated and assessed a number of prediction models, including the random parameter ordered probit, ran-
dom parameter ordered logit models, and the MLP Neural Network, utilizing the vehicle–pedestrian crash datasets sepa-
rately for weekday and weekend days. The MATLAB R2018b programming environment was used to implement machine
learning models. The statistical models estimations were undertaken using NLOGIT, Econometric Software version 6. The
results are presented in the subsections below.
5.1. Model selection
This section provides the prediction performance comparison of the proposed models. To achieve the best training algo-
rithm for ANN models and in order to avoid the bias associated with the random splitting of training and testing datasets, a
10-fold cross-validation was employed in each step based on different numbers of hidden layers. The results are summarized
in Fig. 3.
As shown in Fig. 3, the feed-forward training algorithms with 20 hidden layers provides the best model accuracy for both
weekday and weekend models, hence this model is considered as the base ANNmodel. To better assess the model prediction
performance and taking the data characteristics, such as dimension and unbalanced structure, into account, the whole week-
day and weekend datasets were randomly separated into two sub-datasets (a training set and a testing set) with a ratio of
7:3 (i.e., 70% for training and 30% for testing) and 8:2. Preliminary performance test results revealed that feedforward ANN
models with the split of 8:2 performed better in both models in terms of overall prediction accuracy. The entire prediction
performance comparison of all models is presented in Fig. 4.
As shown in Fig. 4, although ANN cannot provide a comparable performance when compared with the investigated sta-
tistical models, WOA-ANN, with the overall accuracy of 62.25% and average accuracy (i.e., the average per-class) of 72.41%,
outperforms the other models. Therefore, WOA-ANN was considered to investigate the impacts of the explanatory variables.
In addition, since the RP ordered logit model yield better modeling results (i.e., higher prediction accuracy as well as higher
McFadden’s Pseudo R2) than RP ordered probit model, it was used for the model transferability test and results comparison.
5.2. Transferability test
In regard to examining the temporal stability of model estimates across day-of-week periods (weekday vs. weekend),
applying Eq. (5) results in a chi-square statistic of 1014.25 and 293.80 with the corresponding degrees of freedom of 4
and 2 for MX1 and MX2, respectively. The significant difference between weekday and weekend models suggests that vehi-
cle–pedestrian crashes need to be modeled separately for safety analysis with well over 99% confidence. In other words,
parameter estimates are statistically different for weekday and weekend crash estimations and are not transferable. This
finding is in line with a number of recent safety analysis studies that demonstrated separate injury-severity models that
need to be estimated for different time periods (Behnood and Mannering, 2015; Anderson and Dong, 2017;
Mokhtarimousavi, 2019).
5.3. Model estimates and variables impacts
The RP ordered logit estimation results for the weekday and weekend periods with corresponding marginal effects are
presented in Tables 1 and 2, respectively. During model estimation, all independent variables were assessed for correlation.
If two independent variables were both significant and highly correlated, a log-likelihood ratio test was used to determine
which variable should remain in the model specifications. In the estimation results, the random parameters were selected
considering the statistically significant standard deviations for the normal distribution. In addition, the marginal effects
for the most severe crashes was used to illustrate the injury-severity probability change due to a one-unit change in the
explanatory variables.
Although the optimized ANN provides superior prediction results, it has been criticized for performing as a black-box, in
which the effect of explanatory variables on severity outcomes cannot be identified. In the concept of machine learning, sen-
sitivity analysis is one of the methods used to extract the variable impacts on model output, and is therefore applied in the
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current study. In this method, each explanatory variable in the WOA-ANN model was replaced with a user-defined value
(considered as a reference case), while the others remain unchanged, and then the probability of each severity outcome after
this perturbation was simulated and recorded. The comparative probability results of crash severity outcomes are shown in
Tables 3 and 4 for weekday and weekend models, respectively.
6. Discussion
A total of 15 and 12 indicator variables were found to be significant throughout the weekday and weekend RP ordered
logit models, with ten variables being significant in both models (weekday and weekend). Of the ten variables found to
be significant in both models, three have heterogeneous effects on crash severity outcomes in the weekday model: driving
under the influence, dark with no street lights, and vehicle traveling straight. Four effects were found in the weekend mod-
els: age greater or equal to 65 years, driving under the influence, crashes that occurred between 4:00 p.m. and 8:00 p.m., and
dark with no street lights. To facilitate the discussion, the contributing factors according to the RP ordered logit and WOA-
ANN weekday and weekend crash severity models and their effects will be discussed separately in the following subsections.
For a results comparison purpose and in order to have a more comprehensive interpretation of the obtained results, the
investigation used marginal effects of the variables that were found to have significant impacts in the RP ordered logit model.
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Fig. 3. ANN 10-fold cross validation results.
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6.1. Weekday crash severity model
6.1.1. Driver parameters
Among driver characteristics, considering the marginal effects results from the RP ordered logit model, driver age groups
between 16 to 24, 45 to 54, and greater than 65 are more likely to experience severe injuries in vehicle–pedestrian crashes.
The corresponding positive marginal effects of 0.038, 0.074, and 0.069 illustrates that the drivers who are in the age group
between 45 to 54 are the most prone to result in severe injuries. Examination of variable impact results based on the WOA-
ANN for these three variables shows that with the probability of 0.294, drivers between 45 to 54 are associated with a 1.03%
and 3.89% higher probability of being in severe crashes compared to the 16 to 24 and over 65 age groups with the probability
of 0.291 and 0.283, respectively. Among these groups, drivers over 65 are less probable to be involved in severe crashes. A
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Fig. 4. Model comparison results.
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Table 1
Best Fit Ordered Logit Model Specifications for Weekday Crashes.
Variable Coefficient Std. Error t-statistic Marginal Effect
Constant 1.45 0.15 9.82
Driver Parameters
Age (1 if 16 Years to 24 Years, 0 Otherwise) 0.17 0.08 2.05 0.038
Age (1 if 45 Years to 54 Years, 0 Otherwise) 0.32 0.08 3.99 0.074
Age (1 if Greater or Equal to 65 Years, 0 Otherwise) 0.30 0.09 3.27 0.069
Driving Under the Influence (1 if Yes, 0 Otherwise) 1.37 0.14 9.49 0.328
Standard Deviation of Random Parameter 1.25 0.14 8.74
Pedestrian Parameters
Pedestrian Location (1 if in Crosswalk at Intersection, 0 Otherwise) 1.07 0.06 16.75 0.229
Pedestrian Location (1 if in Midblock Crosswalk, 0 Otherwise) 0.88 0.18 4.91 0.164
Pedestrian Location (1 if Not in Roadway, 0 Otherwise) 0.75 0.16 4.77 0.144
Standard Deviation of Random Parameter 0.83 0.15 5.63
Crash Parameters
Time-of-Day (1 if 6:00 a.m. to 10:00 a.m., 0 Otherwise) 0.79 0.09 8.38 0.155
Time-of-Day (1 if 10:00 a.m. to 4:00p.m., 0 Otherwise) 1.15 0.08 14.15 0.224
Time-of-Day (1 if 4:00p.m. to 8:00p.m., 0 Otherwise) 0.80 0.07 11.07 0.165
Weather Condition (1 if Clear, 0 Otherwise) 0.24 0.07 3.39 0.055
Lighting Condition (1 if Dark With No Street Lights, 0 Otherwise) 1.08 0.10 10.51 0.255
Standard Deviation of Random Parameter 2.41 0.10 23.75
Vehicle Parameters
Vehicle Movement (1 if Traveling Straight, 0 Otherwise) 0.52 0.06 8.04 0.118
Standard Deviation of Random Parameter 0.96 0.05 17.67
Vehicle Movement (1 if Turning Right, 0 Otherwise) 0.32 0.13 2.42 0.067
Number of Vehicles Involved in Crash 0.70 0.05 14.30 0.154
Threshold Parameters
l1 4.46 0.06 69.68
Model Summary
Number of Observations 7390
Log-Likelihood at Zero 6121.36
Log-Likelihood at Convergence 5106.94
McFadden Pseudo R-Squared 0.17
Table 2
Best Fit Ordered Logit Model Specifications for Weekend Crashes.
Variable Coefficient Std. Error t-statistic Marginal Effect
Constant 2.44 0.27 8.93
Driver Parameters
Age (1 if Greater or Equal to 65 Years, 0 Otherwise) 0.40 0.15 2.60 0.097
Standard Deviation of Random Parameter 1.03 0.15 7.01
Driving Under the Influence (1 if Yes, 0 Otherwise) 2.06 0.25 8.09 0.412
Standard Deviation of Random Parameter 2.51 0.24 10.38
Pedestrian Parameters
Pedestrian Location (1 if in Crosswalk at Intersection, 0 Otherwise) 1.12 0.12 9.39 0.270
Pedestrian Location (1 if in Crossing Road Not in Crosswalk, 0 Otherwise) 0.24 0.12 2.05 0.060
Crash Parameters
Time-of-Day (1 if 6:00 a.m. to 10:00 a.m., 0 Otherwise) 0.73 0.17 4.18 0.177
Time-of-Day (1 if 10:00 a.m. to 4:00p.m., 0 Otherwise) 1.26 0.14 9.32 0.298
Time-of-Day (1 if 4:00p.m. to 8:00p.m., 0 Otherwise) 1.08 0.12 8.91 0.259
Standard Deviation of Random Parameter 0.99 0.10 10.14
Weather Condition (1 if Clear, 0 Otherwise) 0.65 0.15 4.21 0.160
Lighting Condition (1 if Dark With No Street Lights, 0 Otherwise) 1.01 0.14 7.09 0.242
Standard Deviation of Random Parameter 1.47 0.13 11.57
Road Surface Conditions (1 if Wet, 0 Otherwise) 0.61 0.22 2.77 0.149
Vehicle Parameters
Vehicle Movement (1 if Traveling Straight, 0 Otherwise) 0.51 0.10 4.90 0.125
Number of Vehicles Involved in Crash 0.88 0.09 9.58 0.219
Threshold Parameters
l1 4.53 0.12 37.23
Model Summary
Number of Observations 2,756
Log-Likelihood at Zero 2,272.32
Log-Likelihood at Convergence 1,808.98
McFadden Pseudo R-Squared 0.20
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possible explanation for this finding may be attributed to older drivers driving more cautiously at lower speeds, which is in
line with the findings of (Kim et al., 2008).
The other variable found to be statistically significant with a random and normally distributed parameter is DUI. A mean
of 1.366 and a standard deviation of 1.249 indicates that 86.30% (less than zero) of the crash occurrences are DUIs, and the
resultant severity outcome is more likely to be severe. In addition, the WOA-ANN results indicate that with the probability of
0.312, DUI is associated with a 13.45% higher probability of severe injuries compared to non-DUI conditions with the prob-
ability of 0.275. This heterogeneous nature is consistent with findings from previous works in which the majority have found
alcohol to increase the likelihood of a severe injury crash (Russo et al., 2014; Fountas and Anastasopoulos, 2017).
6.1.2. Pedestrian parameters
Investigating the WOA-ANN results for pedestrian action in the crash reveals that with the probability of 0.350, pedes-
trians in roadways were associated with an 11.82%, 25.0%, 27.27%, and 58.37% higher probability of being in severe crashes
compared to crossing not in crosswalk, midblock crosswalk, not in roadway, and crossing in crosswalk at intersection con-
ditions. Comparing the marginal effects of 0.229 for pedestrian crossing in crosswalk at intersection and 0.164 not at
intersection also indicates that pedestrian crossing in crosswalk at intersection was less likely to experience severe injuries.
Driver awareness (or lack thereof) of the presence of pedestrians at a crosswalk can also be a possible explanation for crashes
that occur at crosswalk locations, which tends to be less severe compared to roadways. The same results were obtained in
previous works, including (Pour-Rouholamin and Zhou, 2016) and (Kim et al., 2013). In addition, pedestrian action not in
roadway was found to have a random and normally distributed parameter with a mean of 0.7521 and a standard deviation
of 0.826. Thus, in 81.87% (greater than zero) of these crashes, pedestrians were less likely to sustain a severe injury.
6.1.3. Vehicle parameters
When the number of vehicles involved in vehicle–pedestrian crashes increases, the level of injury severity also increases.
This variable is statistically significant, with a marginal effect of 0.154 for severe crashes, indicating the positive impact of
number of vehicles involved. The WOA-ANN results also show that vehicle–pedestrian crashes with more than two vehicles
are associated with a 13.68% higher probability of severe injuries.
Table 3
WOA-ANN Weekday Model Variable Impact Analysis.
Variable Severity Variable Severity
1(a) 2(b) 3(c) 1(a) 2(b) 3(c)
Driver Parameters Vehicle Parameters (Cont.)
Age Vehicle Type
16 to 24 years 0.291 0.621 0.089 Passenger Car 0.295 0.626 0.078
25 to 34 years 0.297 0.612 0.091 Pickup Truck 0.285 0.615 0.100
35 to 44 years 0.285 0.621 0.093 Crash Parameters
45 to 54 years 0.294 0.617 0.089 Time-of-Day
55 to 64 years 0.291 0.615 0.094 6:00 a.m. to 10:00 a.m. 0.267 0.640 0.093
Greater than 65 0.283 0.623 0.094 10:00 a.m. to 4:00p.m. 0.251 0.661 0.088
Gender 4:00p.m. to 8:00p.m. 0.271 0.646 0.083
Male 0.312 0.627 0.060 8:00p.m. to 12:00 a.m. 0.358 0.565 0.078
Female 0.275 0.647 0.077 Weather Condition
Contributing Factor Clear 0.306 0.646 0.047
Driver Inattention 0.280 0.617 0.103 Cloudy 0.292 0.615 0.093
Alcohol Rainy 0.282 0.615 0.103
Not Been Drinking 0.275 0.672 0.053 Surface Conditions
Under the Influence 0.312 0.587 0.101 Dry 0.312 0.648 0.040
Pedestrian Parameters Wet 0.284 0.616 0.100
Pedestrian Action Location Type
Crossing in Crosswalk at Intersection 0.221 0.706 0.074 Intersection 0.264 0.641 0.095
Midblock Crosswalk 0.280 0.617 0.104 Ramp or Collector 0.277 0.625 0.098
Crossing Not in Crosswalk 0.313 0.598 0.089 Lighting Condition
In Roadway, Including Shoulder 0.350 0.568 0.082 Daylight 0.232 0.694 0.074
Not in Roadway 0.275 0.622 0.103 Dusk or Dawn 0.280 0.618 0.102
Vehicle Parameters Dark with Street Lights 0.318 0.601 0.081
Number of Vehicles Dark with No Street Lights 0.341 0.567 0.092
Two Vehicles 0.285 0.669 0.046 Roadway Type
More than two vehicles 0.324 0.585 0.091 Urban Freeway 0.324 0.600 0.076
Vehicle Movement Urban Two-Lane Road 0.279 0.622 0.099
Traveling Straight 0.324 0.591 0.085 Urban Multilane Divided 0.270 0.654 0.076
Turning Right 0.262 0.640 0.098 Urban Multilane Undivided 0.272 0.628 0.101
Turning Left 0.273 0.626 0.101 Rural Two-Lane Road 0.291 0.609 0.100
(a)Indicates a Severe Injury.
(b)Indicates a Minor Injury.
(c)Indicates No Injury.
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Vehicle movement when traveling straight was found to be statistically significant with a random parameter that is nor-
mally distributed with a mean of 0.518 and standard deviation of 0.959. This corresponds to 70.55% (less than zero) of the
crash occurrences in which a vehicle was traveling straight to result in a higher level of injury severity. Variable impact anal-
ysis results also show that traveling straight with the probability of 0.324 is 23.66% and 18.68% higher than those turning
right or turning left, respectively. These findings are plausible due to higher speeds associated with a vehicle that is traveling
straight compared to turning conditions and consistent with the findings in (Kitali et al., 2017). It was also recently shown
that higher speed volatility is associated with a higher likelihood of crash occurrence (Kamrani et al., 2018; Arvin et al., 2019;
Parsa et al., 2019; Parsa et al., 2020).
6.1.4. Crash parameters
Time of crash occurrence is among the most important variables which has been found to be significant in many previous
injury severity studies, including (Tay et al., 2011; Anderson and Hernandez, 2017; Mokhtarimousavi et al., 2019). The
results from this study show that the vehicle–pedestrian collisions occurred during the nighttime, from 8:00 p.m. to
12:00 a.m. (0.358), were more likely to be associated with severe crashes compared to collisions occurring in daylight.
The results of marginal effects for crashes between 6:00 a.m. to 10:00 a.m. (0.155), 10:00 a.m. to 4:00 p.m. (0.224),
and 4:00 p.m. to 8:00 p.m. (0.165) all show a negative impact on severe injuries, which are consistent with the results
found in (Behnood and Mannering, 2017).
Of the weather parameters, clear conditions were found to be significant in the RP ordered logit model. It shows that
under clear weather, the probability of having a severe vehicle–pedestrian crash decreases by 0.055. In addition, for lighting
conditions, the dark with no street lights indicator was found to have a random parameter. With a mean of 1.075 and stan-
dard deviation of 2.407, 67.24% (less than zero) of crashes were more likely to result in a higher severity level. A possible
explanation for both conditions could be restricted sight distance at night, especially when there are no lighting facilities
on the roadway, and vice-versa for clear weather conditions. It was found that while light shortage led to increase the prob-
ability of vehicle–pedestrian collisions (Razi-Ardakani et al., 2018), it has a negative impact on performing proper maneuver
by drivers (Mahmoudzadeh et al., 2019).
Table 4
WOA-ANN Weekend Model Variable Impact Analysis.
Variable Severity Variable Severity
1(a) 2(b) 3(c) 1(a) 2(b) 3(c)
Driver Parameters Vehicle Parameters (Cont.)
Age Vehicle Type
16 to 24 years 0.423 0.487 0.090 Passenger Car 0.432 0.493 0.075
25 to 34 years 0.426 0.482 0.092 Pickup Truck 0.414 0.484 0.102
35 to 44 years 0.420 0.485 0.095 Crash Parameters
45 to 54 years 0.413 0.493 0.095 Time-of-Day
55 to 64 years 0.407 0.495 0.098 6:00 a.m. to 10:00 a.m. 0.390 0.507 0.102
Greater than 65 0.409 0.491 0.100 10:00 a.m. to 4:00 p.m. 0.367 0.541 0.092
Gender 4:00 p.m. to 8:00 p.m. 0.396 0.513 0.091
Male 0.461 0.484 0.055 8:00 p.m. to 12:00 a.m. 0.514 0.422 0.064
Female 0.404 0.514 0.082 Weather Condition
Contributing Factor Clear 0.475 0.488 0.037
Driver Inattention 0.399 0.493 0.108 Cloudy 0.407 0.495 0.098
Alcohol Rainy 0.399 0.494 0.108
Not Been Drinking 0.408 0.538 0.054 Surface Conditions
Under the Influence 0.442 0.458 0.100 Dry 0.473 0.496 0.031
Pedestrian Parameters Wet 0.404 0.493 0.103
Pedestrian Action Location Type
Crossing in Crosswalk at Intersection 0.346 0.571 0.083 Intersection 0.385 0.514 0.101
Midblock Crosswalk 0.392 0.500 0.108 Ramp or Collector 0.397 0.506 0.098
Crossing Not in Crosswalk 0.453 0.461 0.086 Lighting Condition
In Roadway, Including Shoulder 0.491 0.435 0.075 Daylight 0.356 0.564 0.080
Not in Roadway 0.397 0.495 0.108 Dusk or Dawn 0.401 0.492 0.108
Vehicle Parameters Dark with Street Lights 0.455 0.468 0.077
Number of Vehicles Dark with No Street Lights 0.485 0.430 0.084
Two Vehicles 0.431 0.526 0.043 Roadway Type
More than two vehicles 0.461 0.454 0.086 Urban Freeway 0.473 0.457 0.070
Vehicle Movement Urban Two-Lane Road 0.402 0.494 0.103
Traveling Straight 0.464 0.457 0.079 Urban Multilane Divided 0.396 0.522 0.082
Turning Right 0.385 0.510 0.105 Urban Multilane Undivided 0.393 0.502 0.105
Turning Left 0.389 0.504 0.107 Rural Two-Lane Road 0.409 0.489 0.102
(a)Indicates a Severe Injury.
(b)Indicates a Minor Injury.
(c)Indicates No Injury.
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6.2. Weekend crash severity model
6.2.1. Driver parameters
Like weekday crashes, the drivers aged over 65 variable was found to have a positive impact on injury severity, with the
marginal effect of 0.097. It was also found to have varying effects on injury severity. With a mean of 0.395 and a standard
deviation of 1.027, the estimated mean for the parameter is 64.97% less than zero and 35.03% greater than zero. This implies
that 64.97% of vehicle–pedestrian crashes that involved drivers over 65 years old were more likely to result in severe crashes
during the weekend. Driver age were found to have heterogeneous impacts on injury severity in previous studies, including
(Fountas and Anastasopoulos, 2017) and (Haleem and Gan, 2013). This is related to the fact that age is correlated with other
conditions such as physical fragility and cognitive function, which differ across individuals. Aside from the overall variable
impact on severe injuries, WOA-ANN results show that as driver age increased, the propensities of severe injury decreased:
age 25–34 (42.6%), age 35–44 (42.0%), 45–54 (41.3%), 55–64 (40.7%), which is in line with the findings of (Kim et al., 2008).
However, it slightly increased for the age group over 65.
6.2.2. Pedestrian parameters
Although pedestrian not crossing in a crosswalk experienced a higher probability of being in severe injury crashes of
0.060, the marginal effects show that crossing in a crosswalk at an intersection is associated with a 0.270 lower probability
of resulting in a severe injury. WOA-ANN variable impact results also show that the crossing not in crosswalk condition is the
second most probable pedestrian action in weekend vehicle–pedestrian crashes, with a probability of 0.453. This is 30.92%
higher than the pedestrian crossing in crosswalk at intersection. This is consistent with the results found by Haleem et al.
(2015) where it was demonstrated that crosswalks are associated with a 1.36% reduction in pedestrian severe injuries.
6.2.3. Vehicle parameters
Like weekday crashes, traveling straight was found to be statistically significant. The marginal effect shows that 0.125 is
more likely to result in severe crashes. The same pattern as the weekday crash model found in the WOA-ANN variable
impacts illustrates that traveling straight tends to increase crash severity by 20.51% and 19.28% compared to turning right
or turning left, respectively.
6.2.4. Crash parameters
Regarding time of day, the same variable was found to be as statistically significant as the weekday model, with the same
impacts of marginal effects. However, the indicator for crashes between 4:00 p.m. and 8:00 p.m. was found to have a random
parameter. With a mean of 1.081 and standard deviation of 0.994, 86.16% (greater than zero) of the crashes occurred during
evening peak, resulting in less severe crashes. This is consistent with previous works, in which time-of-day periods were
found to have varying effects on injury severity, as well as different contributing factors associated with different time-
of-day periods (Pahukula et al., 2015).
Results from Table 4 show that when compared with crashes on dry surface conditions (0.473), the wet surface condition
tends to decrease severe crashes by 17.07%. However, the marginal effects show that being in severe crashes is more prob-
able on wet surface conditions by 0.149. The results show that the dry surface condition has a positive impact on crash sever-
ity, while the wet surface condition is associated with lower probability. Although wet surface condition affects the friction
between the tire and the roadway’s surface, drivers are more cautious when experiencing a slippery road surface, which is
consistent with the results of recent studies that showed that serious crashes rarely occur during the rainy season (Huang
et al., 2010; Ahangari et al., 2018).
7. Conclusion
Vehicle-pedestrian crashes are a major source of fatal traffic crashes in the United State, and in-depth investigations of
the contributing factors are of practical importance to enhancing pedestrian safety. In this study, injury severity was exam-
ined through the estimation of two random parameter ordered response models, ordered probit and logit. These models
were selected because they account for two main crash data features: the ordered nature of injury severity levels and hetero-
geneous effects of factor impacts, both of which cannot be captured by traditional non-heterogeneity-based probability
models. However, presumption of crash data distribution and their restrictions on the linear relationship between severity
outcomes and explanatory variables are fundamental limitations of such statistical models. With this in mind, ANN models
were also proposed for their capability of modeling complex non-linear functions. In addition, WOA was employed for MLP-
ANN training. In order to quantify the contribution of the explanatory variables and due to the black-box nature of ANN, a
two-stage sensitivity analysis was conducted through data perturbation comparison techniques.
Comparison of the prediction performance of the proposed models illustrated that while MLP-ANN is not able provide a
comparable result compared to RP ordered logit and probit models, the WOA-based training algorithm provided a superior
prediction performance. The model prediction performance was evaluated using a number of performance metrics, including
prediction accuracy, sensitivity, specificity, f-score and AUC. It was shown that not only can WOA-ANN produce higher pre-
diction accuracy in terms of both overall and average accuracy, it is able to avoid false classification. The AUC values of
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0.5729 and 0.5592 for WOA-ANN weekday and weekend models illustrates a 32% and 22.71% improvement in model per-
formance compared to ANN models, respectively. Notably, it can be noted that WOA-ANN can be employed to overcome
ANN sensitivity to unbalanced crash data.
A likelihood ratio test was conducted to justify the use of different models for different day-of-week. The results demon-
strated substantial and statistically significant differences between the estimated parameters across days of week (i.e., week-
days and weekends should be modeled independently for vehicle–pedestrian crash severity analysis).
This paper jointly explored the contributing factors of vehicle–pedestrian crashes by day-of-week through statistical and
WOA-ANN models, where the statistical models deals with likelihood estimation and the relative probability are calculated
through the ANN models. Conjunction of the results from these approaches can provide a more comprehensive interpreta-
tion of the injury severity outcome, which can help decision-makers in the effective and efficient implementation of targeted
countermeasures. The presence of the temporal instability found in this research can significantly impact the pedestrian-
safety practice where accurate prediction of the countermeasures impacts is sought. The analysis sheds light on the internal
probability patterns of crash variables in different injury severity levels, as well as their overall impacts. The results of the
current study showed that the factors that significantly increased the likelihood of severe crashes included age, alcohol con-
sumption, pedestrian presence location, time of day, light, and surface conditions. There are some key findings that are evi-
dent from the empirical analysis. For instance, the built environment attributes, such as providing more crossing aides and
better lighting, can significantly reduce the likelihood of severe vehicle–pedestrian crashes. Severe injury crashes can also be
addressed by the development and better implementation of educational plans for pedestrians and drivers alike. Some states
have adopted pedestrian workshops as it pertains to severe pedestrian crashes, which can be a viable option for California
agencies, pedestrians, and drivers.
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