& The Hayling Sentence Completion Task (HSCT) is known to activate left hemisphere frontal and temporal language regions. However, the effective connectivity between frontal and temporal language regions associated with the task has yet to be examined. The aims of the study were to examine activation and effective connectivity during the HSCT using a functional magnetic resonance imaging (fMRI) paradigm in which participants made overt verbal responses. We predicted that producing an incongruent response (response suppression), compared to a congruent one (response initiation), would be associated with greater activation in the left prefrontal cortex and an increase in the effective connectivity between temporal and frontal regions. Fifteen participants were scanned while completing 80 sentence stems. The congruency and constraint of sentences varied across trials. Dynamic Causal Modeling (DCM) and Bayesian Model Selection (BMS) were used to compare a set of alternative DCMs of fronto-temporal connectivity. The HSCT activated regions in the left temporal and prefrontal cortices, and the cuneus. Response suppression was associated with greater activation in the left middle and orbital frontal gyri and the bilateral precuneus than response initiation. Left middle temporal and frontal regions identified by the conventional fMRI analyses were entered into the DCM analysis. Using a systematic BMS procedure, the optimal DCM showed that the connection from the left middle temporal gyrus, which was driven by verbal stimuli per se, was significantly increased in strength during response suppression compared to initiation. Greater effective connectivity between left temporal and prefrontal regions during response suppression may reflect the transfer of information from posterior temporal regions where semantic and lexical information is stored to prefrontal regions where it is manipulated in preparation for an appropriate response. &
INTRODUCTION
Language processing involves a distributed network of regions throughout the cerebral hemispheres particularly in temporal and prefrontal regions. Integration between frontal and temporal regions in the left hemisphere has been shown to be important for word generation, selection, and retrieval (Badre, Poldrack, Pare-Blagoev, Insler, & Wagner, 2005; Noppeney, Phillips, & Price, 2004; Thompson-Schill, Aguirre, D'Esposito, & Farah, 1999; Friston, Frith, Liddle, & Frackowiak, 1991) . The Hayling Sentence Completion Task (HSCT; Burgess & Shallice, 1996) elicits robust activations in both prefrontal and lateral temporal regions within the language network (Nathaniel-James, Fletcher, & Frith, 1997) . The task requires participants to complete a sentence with a semantically related or ''congruent'' word in an initiation condition, and with a completely unrelated or ''incongruent'' word in a suppression condition. It is thought that verbal initiation and suppression represent distinct cognitive processes subserved by different neural circuits (de Zubicaray, Zelaya, Andrew, Williams, & Bullmore, 2000) .
Previous positron emission tomography (PET) studies using the HSCT (Collette et al., 2001; Nathaniel-James et al., 1997) report that response initiation is associated with activation in the left inferior frontal gyrus, the left middle and superior temporal gyri, and the inferior parietal lobe bilaterally, areas implicated in the storage and retrieval of semantic information. In contrast, response suppression is associated with activation in the left dorsolateral and orbital prefrontal cortex, areas involved in the manipulation of information, planning, and inhibitory control (Collette et al., 2001 ). These observations are consistent with other data implicating the left inferior frontal gyrus in the retrieval of information from semantic memory (Thompson-Schill, D'Esposito, Aguirre, & Farah, 1997) and the left middle frontal gyrus (LMFG) in executive control (de Zubicaray et al., 2000; Desmond, Gabrieli, & Glover, 1998) . However, the demands of the HSCT can also be manipulated by varying the level of sentence-stem constraint (Bloom & Fischler, 1980) . With highly constrained sentence stems, there is a very high probability that a subject will use a particular word to complete it. In contrast, stems with a low constraint can be completed by a wide variety of comparable words. A previous study has reported that low-constraint sentences are associated with greater activation in the LMFG (Nathaniel-James & Frith, 2002) , suggesting that this part of the dorsolateral prefrontal cortex (DLPFC) is involved in response selection rather than the suppression of a prepotent response.
Although the neural correlates of the HSCT have been examined in previous PET studies, to our knowledge, functional magnetic resonance imaging (fMRI) has not been used to examine the effects of semantic congruency and constraint in the context of the HSCT in conjunction with an overt version of the task, so that the correlates of successful responses can be isolated. This is important because fMRI task conditions that vary in performance are open to possible confounds driven by performance differences if error responses are not modeled separately (Murphy & Garavan, 2004) . Thus, the first objective of the present study was to define the network of brain areas activated during the HSCT while manipulating both response congruency and constraint in a factorial fashion, using an fMRI paradigm that involved the on-line recording of overt verbal responses.
The idea that language is dependent upon neural centers, and the connections between them, is well established through classical aphasiology (Parker et al., 2005) . Anatomically, prefrontal and temporal regions are known to be connected via dense and direct reciprocal neuroanatomical connections. Such white matter connections have been identified by both primate studies (Petrides & Pandya, 1988) and diffusion tensor imaging in humans (Powell et al., 2006; Catani, Jones, & Ffytche, 2005; Parker et al., 2005) . Strong functional connectivity between these regions has also been reported during language tasks (Bokde, Tagamets, Friedman, & Horwitz, 2001 ). Furthermore, the connection strength between frontal and temporal regions is stronger when participants are actively engaged in language tasks compared to a rest condition (Hampson, Peterson, Skudlarski, Gatenby, & Gore, 2002) , which varies with reading ability (Hampson et al., 2006) and experimental context (Stamatakis, Marslen-Wilson, Tyler, & Fletcher, 2005) . However, although there is evidence of frontal and temporal lobe involvement during the HSCT, the precise nature of this relationship is unclear. For example, although left temporal and prefrontal regions are involved in sentence completion, how these regions interact during the manipulation of the task congruency and constraint has not been investigated comprehensively. For instance, it is unclear to what extent activity in frontal areas is determined by the input from temporal areas or, conversely, the extent to which activity in temporal areas is influenced by the input from frontal areas. A previous fMRI study by Lawrie et al. (2002) used a covert fMRI version of the HSCT to investigate the functional connectivity between frontal and temporal regions. This analysis, however, was only based on a simple correlation analysis and, therefore, did not permit causal inferences, for instance, with regard to the structure of the system or the directionality of the influences. Thus, the direction flow of information between the prefrontal and temporal cortex during language and semantic tasks awaits further research (Badre et al., 2005; Friston, Harrison, & Penny, 2003) . Our second aim was to address this issue by examining effective connectivity within a network of frontal and temporal areas that mediate sentence completion, and assessing how this connectivity is modulated by the task congruency and sentence constraint. In neuroimaging studies, functional connectivity is defined as the temporal correlation between spatially remote brain regions (Friston, Frith, Liddle, & Frackowiak, 1993) , whereas effective connectivity indicates the contributory influence of one connected region on another (Friston, Frith, Fletcher, Liddle, & Frackowiak, 1996; Friston, Stephan, et al., 1996) . DCM is a recently developed method that can be used to assess effective connectivity in functional neuroimaging data and how this may be modulated by experimental manipulation or context. By using Bayesian Model Selection (BMS; Stephan, Harrison, et al., 2007; Stephan, Marshall, Penny, Friston, & Fink, 2007; Penny, Stephan, Mechelli, & Friston, 2004) , in conjunction with DCM, competing models of frontal and temporal effective connectivity that vary in terms of their driving and modulatory inputs can be compared.
We predicted that sentence completion during the HSCT (independent of the congruency or constraint of the final word) would be associated with activation in the left ventral and dorsal prefrontal cortex and the left lateral temporal cortex. We then tested the hypothesis that both response suppression and completion of low-constraint sentence stems would be associated with greater activation in the left DLPFC. Additionally, we sought to elucidate the mechanisms underlying this activation by examining its effective connectivity. One possibility is that temporal inputs into the prefrontal cortex are enhanced during the response suppression condition. In DCM, this would correspond to an increase in the temporal-frontal connection strength during response suppression relative to initiation. An alternative hypothesis was that a putative increase in frontal activation during response suppression of the HSCT could be due to a change in intra-areal inhibition without a change in connection strengths between regions. In DCM, inhibition is implemented through negative selfconnections. The alternative model, therefore, is one in which the prefrontal self-connection is allowed to change as a function of experimental context. These competing hypotheses were implemented in different DCMs which were compared by means of BMS.
METHODS Participants
Fifteen healthy, right-handed male (n = 8) and female volunteers (n = 7) aged 21 to 35 years (mean = 25.76, SD = 4.96), with a mean estimated IQ of 105 (range = 84-120, SD = 15.45), participated in the study. Handedness was assessed using the Annett Handedness Scale (Annet, 1970) and premorbid IQ was estimated using the Wild Range Achievement Test-Revised version (WRAT-R; Jastak & Wilkinson, 1984) . Exclusion criteria were a history of past or present psychiatric illness, significant head trauma or any CNS disease, current medical illness, and use of any regular medication in the last 2 months. Any participants reporting excessive use of alcohol (>40 units per week) or recent recreational drugs were also excluded (use of cannabis, stimulants, hallucinogens, or opiates in the 2 weeks prior to the MRI scan). The study was approved by the Local Research Ethical Committee. All volunteers gave their written informed consent and received a small gratuity for their participation.
fMRI Task Design
The HSCT (Burgess & Shallice, 1996) was adapted for use in a fMRI experiment. The materials consisted of 80 sentence stems that were selected from those given by Arcuri, Rabe-Hesketh, Morris, and McGuire (2001) and Bloom and Fischler (1980) . Each sentence has a related close probability (CP), which is defined as the probability that a particular word will be used to complete a specific sentence in a given subject sample (Kutas & Hillyard, 1984) . Sentences were selected on the basis of having either a high probability of one particular response (high-constraint sentences: CP > 0.9) or a low probability of one particular response (low-constraint sentences: CP < 0.5). Sentence stems consisted of either six or seven words. The sentences were then assigned to either a response initiation condition, in which participants were required to complete the sentence with a congruent response (i.e., He posted the letter without a STAMP), or a response suppression condition, in which a noncongruent completion was required (i.e., The boy went to an expensive GIRAFFE). Our experimental design, therefore, had a 2 Â 2 factorial structure, with congruency (initiation and suppression) and constraint (low CP and high CP) as factors. The sentences in each of the congruency conditions were matched for word length (equal numbers of 6 and 7 word stems in each condition) and constraint (equal numbers of high and low CP sentences). The MRC Psycholinguistic Database (www.psy.uwa.edu.au/mrcdatabase/uwa_mrc.htm) was used to match the critical word in each sentence for length, frequency, concreteness, and imageability across experimental conditions. The 40 sentence stems in each of the congruency conditions were arranged into blocks containing five sentence stems each. The level of constraint (high and low) was alternated between each block in an ABABABAB design. Sentence stems were presented visually in the MRI scanner one at a time. To control for intersubject reading speed, each word in the sentence stem appeared one at a time at an interval of 500 msec (appearing from left to right and all words in the stem remaining on the screen together). The complete sentence stems remained on the screen for a further 500 msec after the last word of the stem appeared (total presentation time of 3.5 sec for 6 words stems and 4 sec for 7 word stems). No participants reported difficulty reading any sentences in the allotted presentation time. Participants were then cued to articulate their verbal response by the appearance of a question mark which remained on the screen for a further 4 sec, in which time a response was made before the presentation of the first word of the next sentence stem. Thus, there was a total interstimulus interval of 8 sec between the presentations of each sentence stem (each block of 5 sentences lasted 40 sec). The experimental conditions were contrasted with a control condition, which consisted of overt articulation of the word ''REST'' presented visually every 4 sec after a fixation cross also lasting for 4 sec. A reading-only condition was not used as previous studies have found that activation differences are relatively small when the initiation condition is compared to reading a sentence, presumably because, in both cases, the stem completion is predictable (Collette et al., 2001; Kircher, Brammer, Tous Andreu, Williams, & McGuire, 2001) .
Before scanning, participants received training on the task. In the suppression condition, it was emphasized that responses should not be semantically related to the preceding sentence stem or phonologically related to the word to be inhibited. Participants were presented with 10 sentence stems for response initiation and 10 for suppression. None of the training sentences were used in the fMRI task. Once inside the scanner, participants listened to a standardized instruction script before the initiation phase and then again before the suppression phase of the task. The presentation of initiation and suppression conditions was counterbalanced across subjects to control for order effects.
Verbal Responses
Overt verbal responses were recorded by audio software (Cool Edit Synthtrillium software) for the analysis of error rates and response times. Response times were defined as the period between the presentations of the question mark and the onset of the participants' verbal response. A software-based voice trigger was used to measure this latency. During dummy acquisitions prior to each functional run, the average power spectrum of the scanner noise was calculated and used as a noise profile. During the task, the microphone input signal was digitally filtered using this profile both by a nonlinear subtraction method and band-pass filtering of the highest amplitude frequencies within the noise profile. The root mean square (RMS) value of 8-msec epochs of the differential of the filtered signal were then calculated. Speech onset was determined when the RMS value exceeded a preset threshold set at just above scanner noise with no voice component.
Data Acquisition
Images were acquired in a 1.5-T Magnet (Signa LX; GE, Milwaukee, USA) using a TR of 2 sec, flip angle = 808, TE = 40 msec, 64 Â 64 pixels, field of view of 200 mm, slice thickness = 7 mm, and interslice gap = 0.7 mm. In order to optimize the nature of the fMRI data for DCM, a continuous acquisition sequence was used. Concerns regarding movement artifacts due to overt articulation in an fMRI task are addressed by Barch et al. (1999) . The fMRI paradigm in the present study meet these criteria as (i) the primary comparisons are between conditions that both use overt verbal responses, and (ii) analyses are conducted on pooled group data rather than individual participant data. An overt verbal response paradigm has been used in a number of previous fMRI studies in the absence of a compressed or clustered acquisition ( Jung, Prasad, Qin, & Anderson, 2005; Gelfand & Bookheimer, 2003; Barch, Braver, Sabb, & Noll, 2000) . A total of 600 image volumes were acquired in two runs (300 initiation and 300 suppression), each lasting 10 min. Each whole-brain volume consisted of 16 axial slices parallel to the AC-PC line.
Behavioral Data Analysis
Response errors in the initiation condition occurred when participants gave a response that did not complete the preceding sentence stem in an expected or sensible way. Errors in the suppression condition were defined as any response that completed the sentence in a sensible fashion or had an obvious connection in meaning to the preceding sentence stem. The appropriateness of each completion in the suppression condition was defined in accordance with the Hayling and Brixton Tests section 5 (Thames Valley Test Company, 1997). When there was uncertainty as to the accuracy of a response, a consensus decision was made between three investigators. Repeatedmeasures analysis of variance (SPSS version 13) was used to analyze mean error rates and reaction times.
fMRI Data Analysis
Preprocessing of the functional volumes was performed using SPM2 software (www.fil.ion.ucl.ac.uk/spm), running in Matlab 6.5 (Mathworks, Sherbon, MA, USA). All volumes from each subject were realigned using the first as reference and resliced with sinc interpolation. The functional images were spatially normalized (Friston, Frith, Frackowiak, & Turner, 1995) to a standard MNI-305 template using nonlinear basis functions. Functional data were spatially smoothed with a 6-mm full width at half maximum isotropic Gaussian kernel to compensate for residual variability in functional anatomy after spatial normalization and to permit application of Gaussian random field theory for adjusted statistical inference.
Statistical Parametric Mapping
We performed a standard random effects statistical analysis of regional responses in order to identify regional activations in each subject independently. To remove low-frequency drifts, the data were high-pass filtered using a set of discrete cosine basis functions with a cutoff period of 128 sec. Four experimental conditions: initiation (high CP), initiation (low CP), suppression (high CP), and suppression (low CP) were modeled independently by convolving the onset times (from the onset of the question mark prompting a verbal response) with a canonical hemodynamic response function. Error responses were modeled by a separate regressor to remove them from the analysis. The parameter estimates were calculated for all brain voxels using the general linear model, and contrasts were computed for each of the four experimental conditions relative to rest. Repeated-measures analyses of variance were used in order to characterize the main effects of response congruency and constraint and their interaction at the group level. Statistical inferences were made at a corrected cluster level ( p < .05, with a standard voxel-level threshold of p < .001 for the main effects). To examine varying demands within each experimental condition, reaction times were used in a simple regression model with whole-brain activation for each subject. For correlational analysis, we report significant effects at a corrected cluster level p < .05, with a standard voxel-level threshold of p < .001.
Dynamic Causal Modeling
We used DCM as implemented in SPM5 software. The aim of DCM is to estimate, and make inferences about, the influence that one neural system exerts over another and how this is affected by the experimental context. In DCM, a reasonably realistic but simple neuronal model of interacting neural regions is constructed. DCM uses a previously validated biophysical model of fMRI measurements (Friston, Mechelli, Turner, & Price, 2000) to predict hemodynamic responses from modeled neural population activity. Importantly, DCM models how the neural dynamics are shaped by experimentally controlled manipulations such as stimulus presentation or task instruction (i.e., external inputs u) that enter the model in two different ways. Inputs can elicit responses through direct influences on specific regions (''driving inputs'') or they can change the strength of coupling among regions (''modulatory inputs''). The estimated underlying neural activity is then used to derive the connectivity parameters, as described elsewhere Mechelli, Price, Noppeney, & Friston, 2003) . Two sets of parameters were of particular interest: (i) ''intrinsic connections'' that characterize the fixed (context-invariant) coupling strength between regions and (ii) ''bilinear terms'' that characterize changes in activity associated with experimental manipulations (in this case, response congruency and constraint). The general goal of DCM is to explain regional effects (as detected by a conventional general linear model) in terms of connectivity and its experimentally induced modulation. Therefore, different contrasts are typically required for selecting time series representing the different areas in a model. In this study, the main goal of DCM was to investigate whether the differential activity during response suppression and initiation conditions in the LMFG could be explained through context-dependent modulation of connectivity between the LMFG and the left middle temporal gyrus (LMTG).
Neuroanatomically, there are dense reciprocal connections between the ventral and dorsal prefrontal cortex and the temporal lobe (Petrides & Pandya, 1988 ). The precise definition of these areas in the present study was informed by the results of the conventional SPM analysis. To test the hypothesis that there would be functional coupling between frontal and temporal regions in the left hemisphere, we constructed a dynamic causal model based on group maxima that included the LMFG (BA 9: À44, 30, 30 determined from the contrast of suppression > initiation) and the LMTG (BA 21: À62, À36, À4 determined from the contrast of initiation > rest). The LMTG was strongly activated by both initiation and suppression conditions when contrasted against rest. The LMFG was also active in these contrasts as well as the main effect for congruency and the conjunctions analysis of congruency and constraint (see fMRI Results). The individual-subject maxima in regions were determined within a radius of 12 mm (twice the full width at half maximum of the smoothing filter) around the coordinates of the group maxima. We ensured comparability across subjects by requiring that the extracted time series met a combination of anatomical and functional criteria. Given these criteria, we were able to extract time series for the two-area fronto-temporal model in 13 of the 15 subjects. Two subjects did not contain any activated voxels within the 12-mm search volume and were therefore excluded from the DCM analysis.
Individual regional activities were then extracted in terms of the first principal component (eigenvariate) of regional activity. In a first model, we modeled the peripheral stimulus presentation by allowing all stimuli (all blocks of sentence completion in both response initiation and suppression scans) to directly induce activity in the LMTG, regardless of task modulation (driving inputs; see Figure 3 ). The resulting perturbation of the temporo-frontal model was then allowed to propagate throughout the network via interconnections between the LMTG and LMFG. The final step was to extend this model by specifying modulatory inputs, which change connection strengths as a function of the relevant experimental factors. Initially, response congruency (initiation and response suppression) was used (Model 1 and 1a in Figure 3 ). This initial model was subsequently modified by (i) specifying driving inputs via the LMFG propagating through the network (Model 2 in Figure 3 ) and, instead of modulating the interregional connections, (ii) by allowing for differential changes in area-intrinsic inhibition during suppression and initiation (Models 3 and 3a in Figure 3) . Forward (i.e., LMTG to LMFG) and backward (LMFG to LMTG) connections were modeled separately. Altogether, five alternative DCM were specified (see Figure 3) . As there was no significant main effect for response constraint (low and high CP: see fMRI Results), it was not initially included as a modulatory input in the DCMs. This was motivated by the fact that, at least for simple DCMs, the results of the conventional GLM analysis constrain the structure of the DCMs used to explain the measured fMRI responses (cf. Stephan, Harrison, et al., 2007; Friston et al., 2003) . Our comparison of alternative DCMs shown in Figure 3 , therefore, only comprised models in which the connectivity was modulated by suppression and initiation conditions. However, for completeness, we extended the optimal model (i.e., the DCM with the greatest group Bayes factor [GBF]) by also including high and low response constraint conditions as modulatory inputs. Although simple, these models allow for interesting mechanistic inferences by testing competing hypotheses. Using BMS (see below), we were able to test competing hypotheses as to whether response congruency modulates effective connectivity between regions (Figure 3 : Models 1, 1a, and 2) or influence area-intrinsic inhibition without modulating effective connectivity (Models 3 and 3a) .
DCM is based on bilinear differential equations (see Friston et al., 2003 for details) . This means that the parameters describe the rate of change (in units of 1/sec) in the target region as a linear function of activity in the source region. For example, a positive (negative) intrinsic connection strength means that the rate of change in the target region is positively (negatively) proportional to activity in the source region. Modulation of a connection corresponds to an additive change in this relationship.
Bayesian Model Selection
We used BMS as implemented in SPM5 to decide which DCM was optimal (Penny et al., 2004) . BMS not only takes into account the relative fit of competing models but also their relative complexity (number of free parameters, functional form). It rests on the so-called model evidence, that is, the probability p( yjm) of the data y given a particular model m (Raftery, 1995) . Usually, the model evidence cannot be determined analytically, therefore, approximations are needed. For DCM, two suitable approximations are the Bayesian Information Criterion (BIC) and the Akaike Information Criterion (AIC; Penny et al., 2004) . In this study, we used BMS to decide which DCM was optimal. These two approximations are both biased but in opposite ways: BIC tends to prefer simpler models, whereas AIC tends to favor more complex models. This can lead to disagreement between the two approximations about which model should be favored. The general convention, to which we also adhere to in the current study, is that, for any pairs of models m i and m j to be compared, a selection is only made if AIC and BIC concur. The decision is then based on that approximation which gives the more conservative Bayes Factor (BF):
An established convention is to prefer one model over another if the BF is larger than 3 (''positive evidence''; Raftery, 1995) . When determining the optimal model for a group of individuals by BMS, it is likely that the optimal model will vary to some degree across subjects. Because model comparisons from different individuals are statistically independent, a group BF (GBF) can be computed by multiplying the individual BFs (where k is an index across subjects; see :
For each subject of our group, we first performed pairwise comparisons between all models. Individual BFs greater than one indicate evidence in favor of the first model, whereas a BF less than one indicates evidence in favor of the second model in the pairwise comparison. We then computed the GBFs across subjects. However, GBFs can be misleading in the presence of strong outliers. Therefore, we additionally evaluated the number of comparisons for which the BF passed the threshold for positive evidence for either of the compared models. These numbers give a ''positive evidence ratio'' (PER), which serves as a complementary measure of which model is optimal at the group level . The parameters of interest in a DCM are usually the modulatory (bilinear) parameters: They express how the connectivity in a system changes with experimental context. In contrast, both the strengths of intrinsic connections and driving are relatively uninteresting . In our study, the subject-specific estimates of the modulatory parameters for suppression and initiation conditions were analyzed with paired t tests to test for significant differences in context-dependent modulation of connectivity at the group level (threshold of p < .05).
RESULTS

Behavioral Performance
The proportion of response errors and reaction times (msec) for each task condition are shown in Figure 1 .
Errors
There was a significant main effect for congruency (i.e., response initiation vs. suppression). Response errors were significantly greater in the suppression than in the initiation condition [F(1, 14) = 63.26, p < .01]. The main effect 
Functional Magnetic Resonance Imaging
Increased blood oxygenation level-dependent response across all conditions (response initiation and suppression) compared to rest was associated with activation in the left superior frontal gyrus, the LMTG, the left ventrolateral inferior frontal gyrus, the left dorsolateral MFG, the left cuneus, and the bilateral superior temporal pole. Activation in the same areas was seen when response initiation and suppression were separately contrasted against rest, although an additional cluster of activation was seen in the left precentral gyrus during the response suppression condition (Table 1, Figure 2 ).
Main Effect of Congruency (Initiation vs. Suppression)
Response suppression was associated with greater activation in the dorsolateral LMFG, the left orbital gyrus, and the precuneus bilaterally compared to response initiation (Table 2, Figure 2 ). There were no areas that showed greater activation for response initiation than for suppression.
Main Effect of Constraint (Low vs. High CP)
There were no significant differences in activation between the low and high CP conditions. A simple effect contrasting high-constraint responses was associated with greater activity in the left superior frontal gyrus during response suppression than for response initiation. At low-constraint levels, activation in the precuneus was greater during response suppression than during response initiation. No activation difference was seen in the left middle or superior frontal gyri. No areas showed greater activation for low-compared to high-constraint responses in the initiation condition.
Correlational Analyses
Reactions times (msec) were correlated with activation during each experimental condition. Reaction time differences between high-and low-constraint sentences during response initiation were positively correlated with activation in the left inferior parietal lobule (À30 À24 56) extending to the postcentral gyrus (À10 À34 46). Reaction time differences between high-and low-constraint sentences during response suppression were positively correlated with activation in the left cuneus (26 À70 À2) extending to the inferior temporal gyrus.
Construction of DCMs Based on Statistical Parametric Maps
Based on the fMRI results above, we constructed a simple fronto-temporal model in the left hemisphere (Model 1; see Methods). This model was then tested against four competing models using BMS (Models 1a, 2, 3, 3a: Figure 3 and Table 3 ).
Comparing Model 1 against the competing four variants of the two-area model across 13 subjects by BMS, the GBF and PER indicate that the optimal model was Model 1a (Table 3 ). In this model, the driving inputs enter through the LMTG and the induced activity was then allowed to spread along forward and backward intrinsic connections between this region and the LMFG. Modulatory inputs were specified in the forward connection between the LMTG and the LMFG. The results from the statistical group analysis, implemented as paired t tests of the modulatory parameters from the optimal Model 1a, are summarized in Table 4 . The mean group modulatory parameters were significantly greater during the response suppression than initiation (t = 2.52, df = 12, p = .02), indicating the forward connection strength between the LMTG and the LMFG is increased during response suppression. To assess the effect of sentence constraint upon optimal Model 1a, low-and highconstraint trials were added as modulatory inputs. The extended variant model was then compared to Model 1a using BSM. As expected from the lack of a main effect of response constraint in the GLM analysis, Model 1a was clearly superior to the extended model (GBF = 5.1e+03, PER = 8:2). Although of minor importance, we also performed a group-level analysis of the intrinsic connection strengths. The parameters for both the forward and backward intrinsic connections did not reach significance due to the large intersubject variability (t = À0.355, p = .73 and t = 1.23, p = .24, respectively). An exploratory analysis was performed in which two subgroups were established based upon the directionality of the forward intrinsic DCM parameters (positive, n = 5, and negative, n = 7). An independent t test revealed that the negative parameter group had significantly higher WRAT estimated IQ than the positive parameter group (112 vs. 99; t = À3.09 p = .01). There was also a strong negative correlation between the forward intrinsic parameter and WRAT estimated IQ (r = À.81, p = .001).
DISCUSSION
The aims of the study were to examine the neural correlates and functional integration of cerebral regions associated with the manipulation of response congruency and constraint during the HSCT (Burgess & Shallice, 1996) . fMRI was used to measure changes in cerebral activation during the verbal generation of semantically congruent (initiation) and incongruent (suppression) responses to preselected sentence stems of either high or low semantic constraint (Bloom & Fischler, 1980) . Participants' responses and reaction times were recorded to allow a Tables 1 and 2. full behavioral analysis of the data as well as the isolation of error responses so these could be removed from the functional imaging analyses. Participants completed response initiation trials with a high degree of accuracy, but as would be expected, error rates increased significantly during response suppression. Reaction times were slower during the response suppression condition, although this was not statistically significant. Low-constraint sentence stems were associated with significantly slower reaction times than highconstraint sentence stems in both the initiation and suppression conditions.
As predicted, both response initiation and suppression were associated with activation in a predominately left-sided network of brain regions including the superior, middle, and inferior frontal gyri; the superior and middle temporal gyri; the temporal pole; and the cuneus. Unlike in previous PET studies, the present task did not include a reading condition in which subjects read aloud the last word of a visually presented sentence (Collette et al., 2001; Nathaniel-James et al., 1997) . Consequently, some of the activation in the present study, particularly in posterior regions, is likely to be associated with reading processes in addition to response initiation and suppression per se. However, Collette et al. (2001) report that the comparison of response initiation and reading is specifically associated with increased activation in the left inferior frontal gyrus. Activation in the left inferior frontal and posterior temporal regions is likely to be related to the storage and retrieval of semantic information, and has been reported in a range of studies designed to engage semantic processes (Moss et al., 2005; Noppeney et al., 2004; Poldrack et al., 1999) .
When the response suppression condition was contrasted against response initiation, there was greater activation in the dorsolateral and orbito-frontal parts of the left prefrontal cortex, consistent with our hypothesis and findings from previous PET studies (Nathaniel-James Collette et al., 2001) , and in the bilateral precuneus. Activation in the left superior frontal gyrus and MFG during response suppression is thought to be associated with the inhibition of a prepotent response through the manipulation of information, strategy formation, and response selection (Collette et al., 2001; de Zubicaray et al., 2000) . Activation in the precuneus and cuneus (correlated with longer reaction times during the response suppression condition) may have reflected the retrieval of imageable words (de Zubicaray et al., 2000) , whereas activation in the right orbital gyrus is likely to be associated with inhibition processes (Rubia, Smith, Brammer, & Taylor, 2003; Rubia et al., 2001) . The leftsided orbito-frontal PFC activation seen in the suppression condition may reflect the verbal nature of the task. Surprisingly, the main effect of low versus highly constrained sentence stems did not reveal significant differences in cerebral activation. A simple main effect comparing low-and high-constraint responses within the initiation condition also failed to show greater prefrontal activation. In a previous imaging study, parametric manipulation of constraint did increase activation in the LMFG (Nathaniel-James . Nathaniel-James and argue that the common feature is that, for both selection and suppression, it is not obvious what the appropriate response should be and the subject must generate a set of possible words and then select from one of these. It is proposed that the single cognitive function of the DLPFC is to specify a set of responses suitable and bias these for selection. This view is not consistent with the present finding that the generation of low-constraint responses, requiring selection between alternatives but not the suppression of a prepotent response, failed to engage the DLPFC. It is possible that the differences between our results and those of this previous study are, at least partially, explained by differences in experimental design: We used only two levels of sentence-stem constraint, whereas six levels were used in the study by Nathaniel-James and Frith. However, most imaging studies report that the selection of semantic knowledge is associated with activation in the left inferior (Badre et al., Moss et al., 2005; Thompson-Schill et al., 1999) rather than the MFG. Although the inferior frontal gyrus may be uniquely involved in selection processes, it is possible that the DLPFC is associated with a more diverse range of functions such as strategy formation, working memory, and the planning of an appropriate response. Reaction time differences between low-and highconstraint responses during the initiation condition were positively correlated with activation in the left inferior parietal lobe extending into the postcentral gyrus. Activation in the left inferior parietal lobe has been reported previously using the HSCT (Collette et al., 2001) and may be associated with the storage of semantic information, although why this area should be associated with longer reaction times due to low constraint is unclear.
Dynamic Causal Modeling
Using DCM and BMS, we were able to test competing models of temporal and frontal integration associated with response initiation and suppression during the HSCT. Conventional analysis of the fMRI data revealed that the LMFG showed greater activity when subjects were required to suppress a prepotent response and select an incongruent alternative compared to a verbal initiation condition. The main goal of our DCM analysis was to investigate whether this differential activity during suppression and initiation conditions in the LMFG could be explained through context-dependent modulation of connectivity between LMFG and LMTG regions.
Testing several candidate models, a model, in which the driving inputs enter via the LMTG and the forward connectivity was allowed to vary between suppression and initiation, was found to be the best model (Model 1a). Conversely, BMS produced no consistent evidence for the alternative hypothesis that the modulatory inputs exert a direct influence upon intraregional inhibition without altering connection strengths between regions (Models 3 and 3a). A model in which the driving inputs enter via the LMFG was also inferior (Model 2). These results suggest that connectivity strength between left lateral temporal and prefrontal regions is context dependent and replicates previous findings of left-lateralized frontal and temporal connectivity during language and semantic processes (Powell et al., 2006; Bokde et al., 2001 ), although we used a different analytical approach (DCM). The DCM bilinear parameters were greater for response suppression compared to initiation, suggesting that the forward effective connectivity between the LMTG and the LMFG is strengthened when a prepotent response must be inhibited and an unrelated alternative response is selected. However, adding low and high constraint as modulatory inputs did not produce a superior model, suggesting that response selection alone does not induce enhanced coupling between the MTG and the MFG. In contrast, concerning the coupling differences between suppression and initiation conditions, processes in addition to response selection such as strategy formation and working memory (as participants were instructed not to repeat a response during the suppression condition) may have contributed to the enhanced effective connectivity between the MFG and the MTG during suppression. S9 S10 S11 S12 S13 S14 S15 GBF PER M1a 5.0eÀ01 3.2eÀ02 -7.5eÀ01 2.0e+00 3.1eÀ01 1.0e+00 7.1eÀ04 2.3e+00 1.0eÀ04 -5.6eÀ01 1.2eÀ01 5.2e+00 2.7e+00 1.1eÀ09 2:5 CE = 1a CE = 1a CE = 1a CE = 1 CE = 1a CE = 1 CE = 1a CE = 1 CE = 1a CE = 1a CE = 1a CE = 1 CE = 1 M2 7.2e+03 1.4e+00 -5.4e+00 1.0e+15 6.7eÀ01 1.7e+18 3.1e+0 1.2e+07 1.1eÀ03 -1.1eÀ02 3.1e+00 2.2e+01 2.7e+06 5. We tested for each modulatory effect on the forward connection (Model 1a) the null hypothesis that it was not different from zero across subjects. Second, the difference between the connection parameters for initiation and suppression was tested. Only this difference was significantly different from zero.
Furthermore, the directionality of the interactions between frontal and temporal regions during the HSCT has not previously been specified. The current findings show an increased influence from the LMTG upon frontal regions. This could reflect the transfer of information from posterior temporal regions where semantic and lexical information is stored to prefrontal regions where it is manipulated in preparation for an appropriate response. A further possibility is that semantic executive processes may be represented throughout the fronto-temporal network and not confined to the prefrontal cortex (Noppeney et al., 2004) . However, the directionality of this relationship needs replication and is likely to be task dependent. Our model also specified bidirectional intrinsic connections (independent of task modulations). However, the DCM parameters for these intrinsic connections were not statistically significant. This finding is not of great relevance as the parameters of interest are the modulatory ones, not the intrinsic connections. Finding significant modulations in the absence of significant intrinsic connections is perfectly meaningful: As demonstrated in the ''attention-to-motion'' DCM by Friston et al. (2003) , this constellation points to a functional interaction between two areas that is selectively enabled by a particular experimental context. For completeness, we, nevertheless, also performed an exploratory analysis of the intrinsic connection strength. Inspection of Table 4 shows that eight subjects have a negative forward and five have negative backward connection strength. A negative intrinsic connection indicates that the higher the activity in the source region, the more negative the rate of change in activity in the target region. Indeed, previous connectivity studies using language tasks (such as verbal fluency tasks) have reported a reciprocal relationship between activity in frontal and temporal regions, implying that as activity in frontal regions increases, there is a corresponding decrease in temporal regions (Lawrie et al., 2002; Fletcher, McKenna, Friston, Frith, & Dolan, 1999; Frith et al., 1995) . However, other studies have reported a positive correlation between frontotemporal regions (Sperling et al., 2003; Bokde et al., 2001) . Furthermore, intersubject variability has been reported in previous studies of functional and effective connectivity (Bokde et al., 2001; Bullmore et al., 2000) and may reflect varied cognitive strategies adopted to perform a task (Mechelli, Penny, Price, Gitelman, & Friston, 2002) . Interestingly, an exploratory analysis of our data revealed that, as a group, subjects with a negative forward coupling had significantly higher estimated IQ scores than the group with positive parameters. There was also a strong negative association between forward connection strength and IQ. However, this finding should be treated cautiously given the small number of subjects in this analysis.
It would have also been interesting to investigate the role of other regions such as the left orbital gyrus and the precuneus, areas also activated in the response suppression task. However, DCM should be used to test specific a priori hypothesis (Penny et al., 2004; Friston et al., 2003) . It was therefore important to select regions that were clearly involved in the task manipulations of interest and which clear hypotheses could be formulated. Here, we focused on a very simple model comprising only lateral temporal and prefrontal regions.
Establishing a normative model of effective connectivity may be useful in neuroimaging studies of clinical populations. For example, aberrant fronto-temporal connectivity is postulated to underlie many of the cognitive deficits associated with schizophrenia (Wolf et al., 2007; Ragland et al., 2001; McGuire & Frith, 1996; . Furthermore, the analysis of fMRI data in terms of connectivity, in addition to standard activations, allows for a more detailed picture of disturbances in neural circuitry underlying group differences between patients and healthy controls. Wolf et al. (2007) argues that the dissociation between activation and connectivity highlights the possibility that activation in a particular region may be equal in magnitude between groups or conditions, but still reflect differential involvement in distinct neural circuits (Lenartowicz & McIntosh, 2005) .
In summary, using fMRI and an overt version of the HSCT, we have shown that sentence completion is associated with left prefrontal and lateral temporal activation. Suppression of a prepotent response and the generation of an incongruent alternative word engaged the dorsolateral and orbital part of the left prefrontal cortex to a greater extent than producing a congruent response. Effective connectivity in this network is best characterized by a DCM with driving inputs through the LMTG and a forward connection to the LMFG. The increased connection strength associated with response suppression may reflect the transfer of information from posterior temporal regions to prefrontal regions, where it is manipulated in preparation for an appropriate response.
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