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Abstract
There is a large body of work on convergence rates either in passive
or active learning. Here we first outline some of the main results that
have been obtained, more specifically in a nonparametric setting under
assumptions about the smoothness and the margin noise. We discuss
the relative merits of these underlying assumptions by putting active
learning in perspective with recent work on passive learning. We pro-
vide a novel active learning algorithm with a rate of convergence better
than in passive learning, using a particular smoothness assumption cus-
tomized for k-nearest neighbors. This smoothness assumption provides
a dependence on the marginal distribution of the instance space unlike
those are commonly used in the recent litterature. Our algorithm thus
avoids the strong density assumption that supposes the existence of
the density function of the marginal distribution of the instance space
and is therefore more generally applicable.
Keywords: Nonparametric learning, active learning, nearest-neighbors,
smoothness condition.
1 Introduction
Active learning is a machine learning approach for reducing the data la-
belling effort. Given an instance space X or a pool of unlabelled data
{X1, . . . ,Xw} provided by a distribution PX , the learner focuses its labeling
effort only on the most ”informative” points so that a model built from them
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can achieve the best possible guarantees [7]. Such guarantees are particu-
larly interesting when they are significantly better than those obtained in
passive learning [11]. In the context of this work, we consider binary classi-
fication (where the label Y of X takes its value in {0, 1}) in a nonparametric
setting. Extensions to multiclass classification and adaptive algorithms are
discussed in the last section.
The nonparametric setting has the advantage of providing guarantees with
many informations such as the dependence on the dimensional and distribu-
tional parameters by using some hypotheses on the regularity of the decision
boundary [5], on the regression function [19, 14], and on the geometry of
instance space (called strong density assumption) [1, 14, 19]. One of the
initial works on nonparametric active learning [5] assumed that the decision
boundary is the graph of a smooth function, that a margin assumption very
similar to Tsybakov’s noise assumption [17] holds, and that distribution PX
is uniform. This led to a better guarantee than in passive learning. Instead
of the assumption on the decision boundary, other works [19, 14] supposed
rather that the regression function is smooth (in some sense). This assump-
tion, along with Tsybakov’s noise assumption and strong density assumption
also gave a better guarantee than in passive learning. Moreover, unlike in
[5], they provided algorithms that are adaptive with respect to the margin’s
noise and to the smoothness parameters.
However, recent work [6] pointed out some disadvantages of the preceding
smoothness assumption, and extended it in the context of passive learning
with k-nearest neighbors (k-nn) by using another smoothness assumption
that is able to sharply characterize the rate of convergence for all probabil-
ity distributions that satisfy it.
In this paper, we thus extend the work of [6] to the active learning setting,
and provide a novel algorithm that outputs a classifier with the same rate
of convergence as other recent algorithms that were using more restrictive
hypotheses, as for example [19, 14].
Section 2 introduces general definitions and Section 3 presents previ-
ous related work on convergence rates in active and passive non-parametric
learning, with a special emphasis on the assumptions related to our work.
Section 4 describes our algorithm, along with the theoretical motivations
and main results. Finally, Section 5 concludes this paper with a discussion
of possible extensions of this work.
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2 Preliminaries
We begin with some general definitions and notations about active learning
in binary classification, then summarize the main assumptions that are typ-
ically used to study the rate of convergence of active learning algorithms in
the framework of statistical learning theory.
2.1 Active learning setting
Let (X , ρ) a metric space. In this paper we set X = Rd and refer to it as
the instance space, and ρ the Euclidean metric. Let Y = {0, 1} the label
space. We assume that the couples (X,Y ) are random variables distributed
according to an unknown probability P over X × Y. Let us denote PX the
marginal distribution of P over X .
Given w ∈ N and an i.i.d sample (X1, Y1), . . . , (Xw, Yw) drawn accord-
ing to probability P , the learning problem consists in minimizing the risk
R(f) = P (Y 6= f(X)) over all measurable functions, called classifiers f :
X → Y.
In active learning, the labels are not available for free but we can request
iteratively (to a so-called oracle) a given number n of samples, called the
budget (n ≤ w). In passive learning, all labels are available, and n = w.
At any time, we choose to request the label of a point X according to the
previous observations. The point X is chosen to be most “informative”,
which amounts to belonging to a region where classification is difficult and
requires more labeled data to be collected. Therefore, the goal of active
learning is to design a sampling strategy that outputs a classifier f̂n whose
excess risk is as small as possible with high probability over the requested
samples, as reviewed in [7, 11, 8].
Given x in X , let us introduce η(x) = E(Y |X = x) = P (Y = 1|X =
x) the regression function. As done in [16], it is easy to show that the
function f∗(x) = 1η(x)≥1/2 achieves the minimum risk and that R(f
∗) =
EX(min(η(X), 1 − η(X))). Because P is unknown, the function f
∗ is un-
reachable and thus the aim of a learning algorithm is to return a classifier
f̂n with minimum excess risk R(f̂n)−R(f
∗) with high probability over the
sample (X1, Y1), . . . , (Xn, Yn).
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2.2 k nearest neighbors (k-nn) classifier
Given two integers k, n such that k < n, and a test point X ∈ X , the
k-nn classifier predicts the label of X by giving the majority vote of its k
nearest neighbors amongst the sample X1, . . . ,Xn. For k = 1, the k-nn
classifier returns the label of the nearest neighbor of X amongst the sample
X1, . . . ,Xn. Often k grows with n, in which case the method is called kn-nn.
For a complete discussion of nearest neighbors classification, see for example
[3, 6].
2.3 Regularity, noise and strong density assumptions
Let B(x, r) = {x′ ∈ X , ρ(x, x′) ≤ r} and Bo(x, r) = {x′ ∈ X , ρ(x, x′) < r}
the closed and open balls (with respect to the Euclidean metric ρ), respec-
tively, centered at x ∈ X with radius r > 0. Let supp(PX) = {x ∈ X ∀r >
0, PX(B(x, r)) > 0} the support of the marginal distribution PX .
Definition 1 (Ho¨lder-continuity). Let η : X → [0, 1] the regression function.
We say that η is α-Ho¨lder continuous (0 < α ≤ 1) if ∀ x, x′ ∈ X ,
|η(x)− η(x′)| ≤ Lρ(x, x′)α, (H1)
for some constant L > 0.
The notion of Ho¨lder continuity ensures that the proximity between two
closest (according to the metric ρ) points is reflected in a similar value for
the conditional probability η(x).
This definition remains true for a general metric spaces, but for the case
where ρ is the Euclidean metric, we should always have 0 < α ≤ 1, otherwise
η becomes constant.
Definition 2 (Strong density). Let P the distribution probability defined
over X × Y and PX the marginal distribution of P over X . We say that
P satisfies the strong density assumption if there exists some constants
r0 > 0, c0 > 0, pmin > 0 such that for all x ∈ supp(PX ):
λ(B(x, r) ∩ supp(PX )) ≥ c0λ(B(x, r)), ∀r ≤ r0
and pX(x) > pmin.
(H2)
where pX is the density function of the marginal distribution PX and λ
is the Lebesgue measure.
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The strong density assumption ensures that, given a realisation X =
x according to PX , there exists an infinite number of realisations X1 =
x1, . . . ,Xm = xm, . . . in a neighborhood of x.
Definition 3 (Margin noise). We say that P satisfies margin noise or
Tsybakov’s noise assumption with parameter β ≥ 0 if for all 0 < ǫ ≤ 1
PX(x ∈ X , |η(x) − 1/2| < ǫ) < Cǫ
β, (H3)
for some constant C ∈ [1,+∞[.
The margin noise assumption gives a bound on the probability that the
label of the training points in the neigborhood of a test point x differs from
the label of x given by the conditional probability η(x). It also describes the
behavior of the regression function in the vicinity of the decision boundary
η(x) = 12 . When β goes to infinity, we observe a ”jump” of η around to
the decision boundary, and then we obtain Massart’s noise condition [18].
Small values of β allow for η to ”cuddle” 12 when we approach the decision
boundary.
Definition 4 (α-smoothness). Let 0 < α ≤ 1. The regression function is
α-smooth if for all x, z ∈ supp(PX ) we have:
|η(x) − η(z)| ≤ L.PX(B
o(x, ρ(x, z)))α/d
for some constant L ≥ 1.
(H4)
Theorem 1 states that the α-smooth assumption (H4) is more general
than the Ho¨lder continuity assumption (H1).
Theorem 1. Suppose that X = Rd, that the regression function η is αh-
Ho¨lder continuous, and that PX has a density with respect to Lebesgue mea-
sure greater or equal to ≥ pmin. Then there is a constant L > 0 such that
for any x, z ∈ supp(PX), and r > 0, we have:
|η(x)− η(z)| ≤ L.PX(B
o(x, ρ(x, y)))αh/d.
3 Convergence rates in nonparametric active learn-
ing
3.1 Previous works
Active learning theory has been mostly studied during the last decades in a
parametric setting, see for example [2, 12, 8] and references therein. One of
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the pioneering works studying the achievable limits in active learning in a
nonparametric setting [5] required that the decision boundary is the graph
of a Ho¨lder continuous function with parameter α (H1). Using a notion of
margin’s noise very similar to (H3), the following minimax rate was obtained:
O
(
n
− β
2β+γ−2
)
, (1)
where γ = d−1α and d is the dimension of instance space (X = R
d).
Note that this result assumes the knowledge of smoothness and margin’s
noise parameters, whereas an algorithm that achieves the same rate, but
that adapts to these parameters was proposed recently in [15].
In this paper, we consider the case where the smoothness assumption
refers to the regression function both in passive and in active learning.
In passive learning, by assuming that the regression function is Ho¨lder
continuous (H1), along with (H3) and (H2), the minimax rate was estab-
lished by [1] :
O
(
n−
α(β+1)
2α+d
)
. (2)
In active learning, using the same assumptions (H1), (H3) and (H2), with
the additional condition αβ < d, the following minimax rate was obtained
[14] :
O˜
(
n−
α(β+1)
2α+d−αβ
)
, (3)
where O˜ indicates that there may be additional logarithmic factors. This
active learning rate given by (3) thus represents an improvement over the
passive learning rate (2) that uses the same hypotheses.
With another assumption on the regression function relating the L2 and
L∞ approximation losses of certain piecewise constant or polynomial ap-
proximations of η in the vicinity of the decision boundary, the same rate (3)
was also obtained by [19].
3.2 Link with k-nn classifiers
For practicals applications, an interesting question is if k-nn classifiers attain
the rate given by (3) in passive learning and by (2) in active learning.
In passive learning, under assumptions (H1), (H3) and (H2), and for
suitable kn, it was shown in [6] that kn-nn indeed achieves the rate (2).
In active learning a pool-based algorithm that outputs a k-nn classifier
has been proposed in [13], but its assumptions differ from ours in terms of
6
smoothness and noise, and the number of queries is constant. Similarly, the
algorithm proposed in [10] outputs a 1-nn classifier based on a subsample
of the initial pool, such that the label of each instance of this subsample is
determined with high probability by the labels of its neighbors. The number
of neighbors is adaptively chosen for each instance in the subsample, leading
to the minimax rate (3) under the same assumptions as in [14].
To obtain more general results on the rate of convergence for k-nn classi-
fiers in metric spaces under minimal assumptions, the more general smooth-
ness assumption given by (H4) was used in [6]. By using a k-nn algorithm,
and under assumptions (H3) and (H4), the rate of convergence obtained in
[6] is also on the order of (2).
Additionally, this rate avoids the strong density assumption (H2) and
therefore allows more classes of probability. In addition, the α-smooth as-
sumption is more universal than Ho¨lder continuity assumption. It just holds
for any pair of distributions PX and η. In Ho¨lder continuity, strong density
assumption implicitly assumes the existence of the density pX , and accord-
ing to the Definition H2, it also implies that the support of PX has finite
Lebesgue measure; this is very restrictive and exludes important densities
like Gaussian densities as noticed in [9].
3.3 Contributions of the current work
In this paper, we provide an active learning algorithm under the assumptions
(H4) and (H3) that were used in passive learning in [6]. The α-smooth
assumption (H4) involves a dependence on the marginal distribution PX
unlike the Ho¨lder continuity assumption (H1).
In the following, we will show that the rate of convergence of our algo-
rithm remains the same as (3), despite the use of more general hypotheses.
4 KALLS algorithm
4.1 Setting
As explained in Section 2.1, we consider a pool of unlabeled examples
{X1,X2, . . . ,Xw}. Let n ≤ w the budget, that is the maximum number
of points whose label we are allowed to query to the oracle. The objective
of the algorithm is to build an ensemble of points {Xti} whose labels are
considered most “informative”, and which we call the active set. More pre-
cisely, a point Xti is considered “informative” if its label cannot be inferred
from the previous observations Xtj (with tj < ti). To translate this intuitive
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notion of informativeness into mathematical terms, we will use the α-smooth
assumption from (H4), and an inequality of concentration such as Hoeffding,
see [4].
The sequence (ti)i≥1 of indices is an increasing sequence of integers, start-
ing arbitrarily with Xt1 = X1 and stopping when the budget n is attained
or when Xti = Xw for some ti.
When a point {Xti} is considered informative, instead of requesting its
label, we request the labels of its nearest neighbors, as was done in [10].
This differs from the setting of [15], where the label of Xti is requested
several times. This is reasonable for pratical situations where the uncertainty
about the label of Xti has to be overcome, and it is related to the α-smooth
assumption (H4). The number of neighbors kti is determined such that with
high confidence while respecting the budget, we can predict the true label
f∗(Xti) of Xti by
1
kti
∑
j∈Nkti
(Xti )
Yj,
where Nkti (Xti) is the set containing the indices of the kti -nearest neighbors
of X(ti).
The final active set output by the algorithm will thus be Ŝn = {Xt1 , . . . ,Xt̂l}
with t̂l ≤ n. This set Ŝn is obtained as a subset of Ŝ, which is the set of
points considered to be “informative” by removing the points that are too
noisy and thus that require many more labels. We show that the active set
Ŝn is sufficient to predict the label of any new point by a 1-nn classification
rule f̂ .
4.2 Algorithm
Below we provide a description of the KALLS algorithm (Algorithm 1), that
aims at determining the active set defined in Section 4.1 and the related 1-
nn classifier f̂n under the assumptions (H4) and (H3). The complete proofs
of the convergence of the algorithm are in Section 4.3.
For the algorithm KALLS, the input are a pool of unlabelled data of size
w, the budget n, the smoothness parameters α and L from (H4), the margin
noise parameters β, C from (H3) and a confidence parameter δ.
The active set is obtained such that, with high confidence, the 1-nn
classifier f̂n based on it agrees with the Bayes classifier at points that lie
beyond some margin ∆̂ of the decision boundary.
Formally, given x ∈ X such that |η(x) − 1/2| > ∆̂, we have f̂(x) =
1η(x)≥1/2 with high confidence. We will show that, with a suitable choice of
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∆̂, the hypothesis (H3) leads to the desired rate of convergence (3).
Algorithm 1: k-nn Active Learning under Local Smoothness
(KALLS)
Input: K = {X1, . . . ,Xw}, n, α, L, δ, C, β, ǫ;
Output: 1-nn classifier f̂n
s = 1 ⊲ index of point currently examined
Ŝ = ∅ ⊲ current active set
u = 0 ⊲ counter for number of requested labels
∆̂ = max( ǫ2 ,
(
ǫ
2C
) 1
β+1 );
while u ≤ n and s < w do
T=Reliable(δ,α,s,L,Ŝ)
if T=True then
s = s+ 1
else
[Ŷ , Q]=confidentLabel(δ, α, s, L, u, ∆̂)
Ŝ = Ŝ ∪ {(Xs, Ŷ , Q)}
s = s+ 1
f̂n ← Learn (Ŝ)
The Reliable subroutine is a binary test about the point Xs currently
considered, to verify if the label of Xs can be inferred with high confidence
using the labels of the points currently in the active set. If it is the case, the
point Xs is not considered to be informative, its label is not requested and
it is not added to the active set. If the point Xs is considered informative,
the confidentLabel subroutine is used to determine with a given level of
confidence, the label of the current point Xs. This is done by using the
labels of its closest ks nearest neighbors, where ks is chosen such that, with
probability at least that 1− δ/s2, the empirical majority of ks labels differs
from the majority in expectation by less than some margin, and all the ks
nearest neighbors are at most at some distance from Xs. Additionally, we
must take into account the constraint budget (ks ≤ n).
The Learn subroutine takes as input the set of points that were con-
sidered informative, and returns a subset of those by discarding the noisy
points, i.e. where we don not have a sufficient guarantee about the noise
η(X). After discarding the noisy points, we apply the passive learning on
the remaining set by using the 1-nn classifier.
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Algorithm 2: confidentLabel subroutine
Input: δ, α, L,u, s, ∆̂
Output: Ŷ , Q
Q = ∅
k = 1
ks =
16
∆̂2
[
Log
(
1
∆̂
)
+ Log
(
4s2
δ
)]
while k ≤ min(ks, n− u) do
τk,s =
√
1
k log(
4s2
δ )
if
∣∣∣∣∣1k
k∑
i=1
Y (i) −
1
2
∣∣∣∣∣ > τk then
exit
else
request the label Y (k) of X(k)
Q = Q ∪ {(X(k), Y (k))}
u = u+ 1
k = k + 1
η̂ ←
1
|Q|
∑
(X,Y )∈Q
Y
Ŷ = 1η̂≥1/2
4.3 Theoretical motivations
Let us denote Aa the set of active learning algorithms, and P(α, β) the
set of probabilities that satisfy the hypotheses H4 and H3. Theorem 2. is
the main result of this paper. Equivalently, it can be stated using label
complexity, in Theorem 3. This latter form will be used in the proof,
which is organized as follows. Subsection 4.3.1 outlines the main idea of
the proof, then Subsection 4.3.2 introduces three known lemmas that we be
used in Subsection 4.3.3, that contains the new results of this paper, that
allow to proof that the algorithm KALLS achieves the guarantee given in
Theorem 3.
Theorem 2. Let the set P(α, β) such that αβ < d. Then, we have:
inf
A∈Aa
sup
P∈P(α,β)
En
[
R(f̂n)−R(f
∗)
]
≤ O˜
(
n
α(β+1)
2α+d−αβ
)
.
Where En is with respect to the randomness of the algorithm A ∈ Aa.
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Algorithm 3: Reliable subroutine
Input: δ, α, s, L, ∆̂
Output: T
for {(Xs′ , Ŷ , Q)} ∈ Ŝ do
τs′ =
√
1
|Q| log(
4s′2
δ )
πs′ =
∣∣∣∣∣∣ 1|Q|
∑
(X,Y )∈Q
Y −
1
2
∣∣∣∣∣∣− τs′
ms′ =
1
2π2
s′
Log
(
4s′2
δ
)
if ∃ (Xs′ , Ŷ , Q) ∈ Ŝ such that πs′ > 0 and
1
ms′
|{X ∈ K, ρ(Xs,X) ≤ ρ(Xs,Xs′)}| ≤ π
d/α
s′ then
T = True
else
T = False
Algorithm 4: Learn subroutine
Input: Ŝ
Output: f̂n
Ŝn = ∅
for {(Xs′ , Ŷ , Q)} ∈ Ŝ do
τs′ =
√
1
|Q| log(
4s′2
δ )
πs′ =
∣∣∣∣∣∣ 1|Q|
∑
(X,Y )∈Q
Y −
1
2
∣∣∣∣∣∣− τs′
if
∣∣∣∣∣∣ 1|Q|
∑
(X,Y )∈Q
Y −
1
2
∣∣∣∣∣∣ > τs′ then
Ŝn = Ŝn ∪ {(X, Ŷ )}
f̂n ← the 1-nn classifier on Ŝn
Theorem 3. Let the set P(α, β) such that αβ < d. Let ǫ, δ ∈ (0, 1). There
exists n ∈ N such that: if
n ≥ O˜
((
1
ǫ
) 2α+d−αβ
α(β+1)
)
, (4)
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then with probability at least 1− δ, we have:
inf
A∈Aa
sup
P∈P(α,β)
[
R(f̂n)−R(f
∗)
]
≤ ǫ.
4.3.1 Main idea of the proof
For a classifier f̂n, it is well known that the excess of risk is:
R(f̂n)−R(f
∗) =
∫
{x, f̂n(x)6=f∗(x)}
|2η(x) − 1|dPx(x). (5)
We thus aim to proof that (4) is a sufficient condition to have with prob-
ability ≥ 1 − δ, f̂n agrees with f∗ on {x, |η(x) − 1/2| > ∆̂}, for ∆̂ > 0.
Introducing ∆̂ in (5) leads to:
R(f̂n)−R(f
∗) =
∫
{x, f̂n(x)6=f∗(x)}
|2η(x) − 1|dPX(x)
≤ 2∆̂PX(|η(x) − 1/2| < ∆̂).
Therefore, if ∆̂ ≤ ǫ2 then, R(f̂n) − R(f
∗) ≤ ǫ. Otherwise, if ∆̂ > ǫ2 , by
the hypothesis H3, we have R(f̂n) − R(f
∗) ≤ 2C∆̂β+1. In the latter case,
setting ∆̂ =
(
ǫ
2C
) 1
β+1 guarantees R(f̂n) − R(f
∗) ≤ ǫ. Altogether, the value
∆̂ = max( ǫ2 ,
(
ǫ
2C
) 1
β+1 ) guarantees R(f̂n)−R(f
∗) ≤ ǫ.
4.3.2 Lemmas
Lemma 1 (Chernoff [20]). Suppose X1, . . . ,Xm are independent random
variables taking value in {0, 1}. Let X denote their sum and µ = E(X) its
expected value. Then, for any δ > 0,
Pm(X ≤ (1− δ)µ) ≤ exp(−δ
2µ/2),
where Pm is the probability with respect to the sample X1, . . . ,Xm.
Lemma 2. [22] Suppose a, b, c > 0, abec/a > 4 log2(e), and u ≥ 1. Then:
u ≥ 2c+ 2a log(ab)⇒ u > c+ a log(bu).
Lemma 3. [6] For p ∈ (0, 1], and x ∈ supp(PX), let us define rp(x) =
inf{r > 0, PX (B(x, r)) ≥ p}. For all p ∈ (0, 1], and x ∈ supp(PX), we have:
PX(B(x, rp(x)) ≥ p.
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4.3.3 Core theorems
Theorem 4. Let ǫ, δ ∈ (0, 1). Set ∆̂ = max(ǫ,
(
ǫ
2C
) 1
β+1 ), and pǫ =
(
∆̂
L
)d/α
,
where α, β, L, C are parameters used in (H3) and (H4).
For p ∈ (0, 1], and x ∈ supp(PX), let us introduce rp(x) = inf{r > 0, PX (B(x, r)) ≥
p}.
There exists an event A1 with probability at least 1−
δ
2 , such that on A1, for
all 1 ≤ s ≤ w, if
ks ≤ (1− τks,s)pǫ(w − 1) (6)
then the ks nearest neighbors of Xs (in the pool K) belong to the ball B(Xs, rpǫ(Xs)).
Additionnally, the condition
w ≥ O˜
((
1
ǫ
) 2α+d
α(β+1)
)
(7)
is sufficient to have (6).
Proof. Fix x ∈ supp(PX). For k ∈ N, let us denote X
(k)(x), the kth nearest
neighbor of x in the pool. By using Lemma 1 and Lemma 3 we have,
P (ρ(x,X(ks+1)(x)) > rpǫ(x)) ≤
P (
w∑
i=1
1Xi∈B(x,rpǫ (x))
≤ ks).
Set k¯s = (1− τks,s)PX(B(x, rpǫ(x))(w − 1)). Then,
P (ρ(x,X(ks+1)(x)) > rpǫ(x))
≤ P (
w∑
i=1
1Xi∈B(x,rpǫ(x))
≤ (1− τks,s)pǫ(w − 1))
≤ P (
w∑
i=1
1Xi∈B(x,rpǫ(x))
≤ k¯s)
≤ exp(−τ2ks,s(w − 1)PX (B(x, rpǫ(x)))
≤ exp(−τ2ks,s(w − 1)pǫ)
≤ exp(−τ2ks,sks)
≤ exp(− log(4s2/δ))
=
δ
4s2
.
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Fix x = Xs. Given Xs, there exists an event A1,s, such that P (A1,s) ≥
1− δ/(4s2), and on A1,s, if
ks ≤ (1− τks,s)pǫ(w − 1),
we have B(Xs, rpǫ(Xs))∩{X1, . . . ,Xw} ≥ ks. By setting A1 = ∩s≥1A1,s, we
have P (A1) ≥ 1−δ/2, and on A1, for all 1 ≤ s ≤ w, if ks ≤ (1−τks,s)pǫ(w−1),
then B(Xs, rpǫ(Xs)) ∩ {X1, . . . ,Xw} ≥ ks.
Now, let us proof that the condition (7) is sufficient to guarantee (6):
the relation (6) implies w ≥ ks(1−τks,s)pǫ
+ 1. We can see that τks,s ≤
1
2 , then
ks
(1− τks,s)pǫ
+ 1 ≤
2ks
pǫ
+ 1
≤ 4
ks
pǫ
(because
ks
pǫ
≥ 1)
=
64
∆̂2
[
log
(
1
∆̂
)
+ log
(
4s2
δ
)]
=
64
∆̂2+
d
α
[
log
(
1
∆̂
)
+ log
(
4s2
δ
)]
≤ C¯
(
1
ǫ
) 2α+d
α(β+1)
[
log
(
1
ǫ
)
+ log
(
4w2
δ
)]
= C¯
(
1
ǫ
) 2α+d
α(β+1)
[
log
(
4
ǫδ
)
+ 2 log(w)
]
, (8)
where C¯ = 64(2C)
2α+d
α(β+1) . By Lemma (2), the relation
w ≥ 2C¯
(
1
ǫ
) 2α+d
α(β+1)
(
log
(
2
ǫδ
)
+ 2 log
(
2C¯
(
1
ǫ
) 2α+d
α(β+1)
))
is sufficient to guarantee (8).
The next result is inspired conjointly by results in [6], [21], [10].
Theorem 5. Let Ŝn the set obtained in the subroutine Learn. There exists
an event A2 such that P (A2) > 1−δ/2 , and on A1∩A2, for every (Xs, Ŷ ) ∈
Ŝn such that |η(Xs)−
1
2 | > ∆̂ we have
f∗(X) = Ŷ .
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Proof. For all k ≤ ks, set η̂k(Xs) =
1
k
k∑
i=1
Y (i)(Xs) and η¯k(Xs) =
1
k
k∑
i=1
η(X(i)(Xs)).
Given Xs, by the Hoeffding’s inequality, there exists an event A2,s such that
P (A2,s) ≥ 1− δ/4s
2, and on A2,s, for all k ≤ ks, we have:
|η̂k(Xs)− η¯k(Xs)| ≤ τk,s.
Then on A2,s ∩A1,
|η(Xs)− η̂(Xs)|
≤ |η(Xs)− η¯(Xs)|+ |η̂k(Xs)− η¯k(Xs)|
=
1
k
k∑
i=1
|η(X(i)(Xs))− η(Xs)|+ |η̂k(Xs)− η¯k(Xs)|
≤ ∆̂ + τk,s.
Moreover, we have:
|η(Xs)−
1
2
| ≤ |η̂(Xs)−
1
2
|+ |η(Xs)− η̂(Xs)|.
Assume without loss of generality that η(Xs) ≥
1
2 , which leads to:
η̂(Xs)−
1
2
= η̂(Xs)− η(Xs) + η(Xs)−
1
2
≥ −|η(Xs)− η̂(Xs)|+ η(Xs)−
1
2
≥ −τk,s + ∆̂
≥ −τk,s as ∆̂ > 0 (9)
As (Xs, Y ) ∈ Ŝn, we have |η̂(Xs)−
1
2 | > τk,s, that is to say:
η̂(Xs)−
1
2
> τk,s or η̂(Xs)−
1
2
< −τk,s.
By (9), we have necessarily η̂(Xs)−
1
2 > τk,s, and then:
η̂(Xs)−
1
2
≥ max(−τk,s, τk,s) = τk,s ≥ 0,
providing f∗(Xs) = Ŷ with probability at least 1− δ/4s
2. By union bound,
we have for all (Xs, Y ) ∈ Ŝn, f
∗(Xs) = Ŷ with probability at least 1− δ/2.
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5 Conclusion and perspectives
In this paper we have reviewed the main results for convergence rates in a
nonparametric setting, with a special emphasis on the relative merits of the
assumptions about the smoothness and the margin noise. By putting active
learning in perspective with recent work on passive learning that used a
particular smoothness assumption customized for k-nn, we provided a novel
active learning algorithm with a rate of convergence comparable to stat-
of-the art active learning algorithms, but with less restrictive assumptions.
Interesting future directions include an extension to multi-class instead of
binary classification. For example, [21] provides a step in this direction, since
it extends the work of [6] to the context of multiclass, but use a stronger
hypothesis (see Definition 2.6 in [21]) which should be improved. Adaptive
algorithms, i.e. where the parameters α, β describing the smoothness and
margin noise are unknown should also be explored in our setting. Previous
work in this direction was done in [14]. Practical implementations of the
KALLS algorithm are underway.
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