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Abstract
We study an area minimization problem for spacelike zero mean
curvature surfaces in four dimensional Lorentz-Minkowski space. The
areas of these surfaces are compared of with the areas of certain
marginally trapped surfaces having the same boundary values.
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The quintessential property of zero mean curvature surfaces in Euclidean
space is that they locally minimize area with respect to their boundary curves.
The method of calibrations can be used to show that any part of such a
surface which can be represented as a graph over a convex domain, has least
area when compared with any surface sharing the same boundary values.
This justifies calling surfaces with zero mean curvature surfaces in Euclidean
space ‘minimal surfaces’. In a similar way, zero mean curvature space-like
surfaces in three dimensional Lorentz-Minkowski space are well known to
locally maximize area.
For space-like zero mean curvature surfaces in any four dimensional Lorentzian
manifold there can be no analogous local minimizing or local maximizing
property. An arbitrarily small neighborhood of any point possesses an infi-
nite dimensional space of deformations of the surface which fix the boundary
and decrease the area and it has an infinite dimensional space of deforma-
tions which fix the boundary and increase the area. In a sufficiently small
neighborhood of a point, any compactly supported variation with space-like,
1
(respectively timelike), variation field will initially increase, (respectively de-
crease), area. Space-like zero mean curvature surfaces are still characterized
as equilibria for the area functional so one would hope that they could be
approached in some meaningful way through variational methods.
We recall that a marginally trapped surface is a space-like surface whose
mean curvature vector is isotropic ( ~H · ~H ≡ 0). It was shown in [1] that space-
like zero mean curvature surfaces in four dimensional Lorentzian manifolds
satisfying the Null Convergence Condition are weak local minima when com-
pared with nearby marginally trapped surfaces having the same boundary
values to first order. Specifically, each point has a neighborhood such that
the second variation is non negative for all variations through marginally
trapped surfaces having the same boundary values to first order. Conse-
quently, a Morse index can be defined for any relatively compact subdomain
of a space like zero mean curvature surface. Marginally trapped surfaces
were introduced in general relativity to study space-time singularities. They
also occur naturally in the study of the conformal and Laguerre geometry of
surfaces in Euclidean space.
In this paper we will study a new area minimizing property of zero-mean
curvature surfaces in four dimensional Lorentz-Minkowski space which can
roughly be described as follows. Near a ‘generic ’ point on a space-like,
zero mean curvature surfaces in R41, specifically a point where the Gauss
curvature does not vanish, there are two families of null direction fields of
the normal space. We choose either one of them and consider the collection
of marginally trapped surfaces having the same boundary values as Σ and
having mean curvature vectors lying in the chosen family of null directions.
We show that Σ has least area among this family of surfaces and we show
that the family of surfaces is quite large. The basic idea of the proof is to
represent the surface using a gauge for which the equation for zero mean
curvature is a linear elliptic fourth order equation. We represent the area as
the Dirichlet energy for this equation and interpret the Dirichlet Principle
for the energy as an area inequality.
It would be quite interesting to know if there is any analogue of this min-
imizing property for zero mean curvature surfaces in other four dimensional
Lorentzian manifolds. The case where the ambient space is the deSitter space
S4
1
is of particular interest for two reasons. First of all, in this space area
minimization among marginally trapped surfaces has interesting applications
in conformal geometry. Secondly, the space L of null directions in TS41 again
has a product structure L ≈ S4
1
×S2 which might make the extension to this
2
space accessible.
This paper owes a great deal to the theory of Laguerre differential ge-
ometry as developed by Wilhelm Blaschke. For example, the representation
formula and the connection between zero mean curvature surfaces in R4
1
and
the equation (17) appear in Blaschke’s work [2]. In fact, our result can be
interpreted as a local minimization property for Laguerre minimal surfaces.
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1 Main result
We will call a space-like surface Y : Σ→ R41 a spherical graph if there exists
a null section of the normal bundle ⊥ Y of the form ξ = (ν, 1) such that
ν : Σ → S2 is injective. If Y is a spherical graph and if ν(Σ) =: Ω, we will
say that Y is a spherical graph over Ω. If a surface is a space-like spherical
graph over Ω, then the surface can be parameterized by ν−1 =: Y and we
write the surface as Y : Ω→ R41. If Y : Ω→ R
4
1 is a spherical graph over Ω
and the mean curvature ~HY of Y satisfies ~HY · (ν, 1) ≡ 0, then we will call Y
a marginally trapped spherical graph over Ω. The reader is warned that we
are not only requiring that the spherical graph is marginally trapped, but we
are also prescribing the null direction of the mean curvature vector at points
where it is non zero.
Theorem 1.1 Consider a space-like zero mean curvature surface which can
be represented as a spherical graph X : Ω → R41. Let Y : Ω → R
4
1 be any
marginally trapped spherical graph over Ω with Y |∂Ω ≡ X|∂Ω . Then,
Area[X ] ≤ Area[Y ] ,
holds.
Furthermore, if β1(Ω) denotes the first buckling eigenvalue of Ω (see (10)
below for the definition), then there holds
(β1(Ω)− 2)
∫
Ω
|X − Y |2 dω +Area[X ] ≤ Area[Y ] . (1)
3
Here X, (resp.Y ) denotes the tangential part of the projection to R3 of X,
(resp. Y ).
Remark It will be shown below that the problem of producing marginally
trapped spherical graphs with prescribed boundary values is very underdeter-
mined (Proposition (1.1)). Such surfaces can be produced from an arbitrary
smooth function whose boundary values are prescribed to second order.
Remark Note that any minimal surface in R3 ⊂ R4 is a space like zero mean
curvature surface. If the surface is oriented with normal ν, then (ν, 1) is a
null section of the normal bundle of the surface. The usual catenoid can thus
be considered as a zero mean curvature spherical graph since its Gauss map
is globally injective. Sufficiently large pieces of the catenoid are unstable and
hence they fail to minimize area with respect to their boundary. More pre-
cisely, for a sufficiently large domain bounded by two circles, there may exist
a rescaling of the catenoid with the same boundary which has less area than
the original piece. This makes it clear that some additional hypothesis must
be imposed on the comparison surfaces to insure that a spherical graph with
zero mean curvature is relatively area minimizing. Our definition achieves
this by prescribing the Gaussian image of the surface.
We begin the proof with some preliminary results.
Lemma 1.1 Let Y : Σ→ R41 be a space-like surface. Assume that its mean
curvature vector satisfies ~H · (ν, 1) ≡ 0, with |ν| ≡ 1 and (ν, 1) ∈ Γ(⊥ Y ),
Then the map ν : Σ→ S2 is weakly conformal.
Proof. Let ξ := (ν, 1). Then ∆Y ·ξ ≡ 0. Since Yi ·ξ ≡ 0, we have Yii ·ξ+Yiξi ≡
0. By choosing an orthonormal frame {ei} which diagonalizes ∇ξ, we can
write
ξi = λiYi + α(ei)ξ ,
where α denotes the connection 1-form in the normal bundle ⊥ Y . Since
λ1 + λ2 = 0, we have
dξ · dξ = λ21 dY · dY . (2)
q.e.d.
We will now consider a spherical graph Σ → R4
1
whose mean curvature
satisfies ~H · (ν, 1) ≡ 0. By the lemma, we can assume that the surface is
4
represented as a conformal immersion Y := ν−1 : Ω ⊂ S2 → R4
1
. Again, let
ξ = (ν, 1) and define f := Y · ξ.
We denote the Laplacian on S2 by ∆ˆ. The gradient of a function u on S2
will be denoted Du.
Lemma 1.2
Y = (Df − (
1
2
∆ˆf)ν , −
1
2
[∆ˆf + 2f ]) . (3)
Proof. We will write a vector in R4
1
as v = (v, v4). Let er be an orthonormal
frame defined on a neighborhood in S2. We have fr = Y · ξr = Y · er . This
shows that modulo ν, Y = Df holds. Now calculate
frr = Y · ξrr + Yr · ξr = Y · νrr + Yr · ξr .
Sum this over r using that ∆ˆν = −2ν and that
∑
Yr · ξr = 0 since the mean
curvature vector of Y is parallel to the null direction ξ. We obtain
∆ˆf = −2Y · (ν, 0) = −2Y · (ν, 1) + 2Y · (0, 1) . (4)
Thus
(∆ˆ + 2)[f ] = 2Y · (0, 1) (5)
holds. Combining this with the first equality in (4), gives (3). q.e.d
Corollary 1.1 Y has zero mean curvature only if ∆ˆ(∆ˆf + 2f) = 0 holds.
The necessity is clear from (5) since ~HY = 0 if and only if ∆ˆY = 0.
Lemma 1.3 Let Y be as above. Then the area of the surface is given by
Area[Y ] =
1
4
∫
Ω
∆ˆ[f ] (∆ˆ+2)[f ]dω+
1
2
∮
∂Ω
1
2
∂n|Df |
2−(∆ˆ+2)[f ]∂nf dσ . (6)
Proof. We can rewrite (3) as
Y = (Df + fν, 0)−
1
2
[∆ˆf + 2f ])(ν, 1) . (7)
If we let I = dν denote the identity endomorphism on each tangent space,
we have
dY = (D2f + fI, 0)−
1
2
d((∆ˆ + 2)[f ])⊗ (ν, 1)−
1
2
((∆ˆ + 2)[f ])(I, 0) .
5
Rearranging terms, we obtain
dY = (D2f −
1
2
∆ˆ[f ]⊗ I −
1
2
d((∆ˆ + 2)[f ])⊗ ν,−
1
2
d((∆ˆ + 2)[f ]) . (8)
Here I denotes the identity endomorphism field on TS2. From this it follows
that the metric induced by Y is given by
dY · dY = (D2f −
1
2
∆ˆ[f ]⊗ I) · (D2f −
1
2
∆ˆ[f ]⊗ I) . (9)
Note that (D2f − 1
2
∆ˆ[f ]⊗ I) is the trace free part of the Hessian D2f . Re-
calling the formula (2), we have that the metric appearing in (9) is conformal
to the metric dS2 on S2.
Let σi be the eigenvalues of D
2f . Then from (9), we have
dY · dY =
1
4
(σ1 − σ2)
2dS2
=
1
4
((σ1 + σ2)
2 − 4σ1σ2)dS
2
=
1
4
((∆ˆ[f ])2 − 4M [f ])dS2 ,
where M [f ] is the Monge-Ampere operator (determinant of the Hessian). It
then follows that
Area [Y ] =
1
4
∫
Ω
(∆ˆ[f ])2 − 4M [f ] dω .
We now recall a version of an integrated Lichnerowicz formula. If Σ is
any surface with boundary and u is any sufficiently smooth function
∮
∂Σ
1
2
∂n|∇u|
2 − (∆u)∂nu ds =
∫
Σ
|∇2u|2 − (∆u)2 +K|∇u|2 dΣ .
Note that |∇2u|2 − (∆u)2 = −2M [u]. We apply this to f using our current
notation and using K ≡ 1 on S2, to obtain
Area [Y ] =
1
4
∫
Ω
(∆ˆ[f ])2 − 2|Df |2 dω +
1
2
∮
∂Ω
1
2
∂n|Df |
2 − ∆ˆ[f ]∂nf ds .
Finally, using ∫
Ω
|Df |2 dω =
∮
∂Ω
f∂nf ds−
∫
Ω
f∆ˆ[f ] dω ,
we obtain (6).q.e.d.
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Proposition 1.1 Let f be any smooth function on a domain Ω ⊂ S2 and
define Y = Yf : Ω→ R
4
1
by (3). Then Y is marginally trapped. Consequently,
if g is any smooth function on Ω such that f and g agree to second order on
∂Ω, then Yg is a marginally trapped spherical graph over Ω which agrees with
Yf on ∂Ω.
Proof. From (8), it follows that
trace (dY · d(ν, 1)) = trace ((D2f −
1
2
∆ˆ[f ]⊗ I) · I) = 0 .
This shows that Y is marginally trapped.
The second statement follows immediately from formulas (3) and (8).
q.e.d.
Consider the expression for the marginally trapped surfaces given by (7).
The equation X¯ := Df + fν : Ω ⊂ S2 → R3 represents a surface in three
dimensional space having Gauss map ν. The curvature of this surface is
never zero since its Gauss map is just X−1. Also ∆ˆf + 2f = −(k−11 + k
−1
2 ),
where ki are the principal curvatures if X . Thus, the immersion X¯ encodes
all of the extrinsic geometry of the map Y and gives us a way to visualize
the marginally trapped surface.
Lemma 1.4 For Ω ⊂⊂ S2, there holds.
inf
u∈W
2,2
0
(Ω)
u 6=const
∫
(∆ˆu)2 dω∫
|Du|2 dω
=: β1(Ω) ≥ 2 . (10)
The number β1(Ω) appearing above is called the first buckling eigenvalue.
The space W 2,20 (Ω) is the completion of C
∞
C (Ω) with respect to the metric
||f ||W 2,2 =
∫
Ω
f 2 + |Df |2 + |D2f |2 dω .
A function f ∈ C∞ is in W 2,20 Ω if and only if f ≡ 0 and Df ≡ 0 on ∂Ω.
Proof. It is easy to see that the infimum of the same quotient over all
smooth non constant functions on S2 is 2. This can be seen by expanding
u as a series of eigenfunctions of the Laplacian. If there is a subdomain Ω
and a W 2,20 function which makes the quotient negative, then extending this
function to be identically zero off u leads to a contradiction. q.e.d.
7
Lemma 1.5 (Dirichlet’s Principle). If q solves
∆ˆ(∆ˆq + 2q) = 0 (11)
in Ω ⊂⊂ S2 and f is any smooth function with f − q ∈ W 2,20 (Ω), then
(β1(Ω)−2)
∫
Ω
|Df −Dq|2 dω+
∫
Ω
∆ˆ[q] (∆ˆ+2)[q]dω ≤
∫
Ω
∆ˆ[f ] (∆ˆ+2)[f ]dω ,
(12)
holds.
Proof. After a partial integration, the previous lemma can be interpreted as
saying that for any non constant W 2,20 on S
2,
∫
∆ˆ[u] · (∆ˆ + 2)[u] dω ≥ (β1(Ω)− 2)
∫
Ω
|Du|2 dω ,
holds.
Since f − q ∈ W 2,20 (Ω) holds, we can apply Lemma (1.4), to obtain
(β1 − 2)
∫
Ω
|Df −Dq|2 dω ≤
∫
Ω
∆ˆ[f − q] · (∆ˆ + 2)[f − q] dω
=
∫
Ω
∆ˆ[f ] · (∆ˆ + 2)[f ] dω +
∫
Ω
∆ˆ[q] · (∆ˆ + 2)[q] dω
−
∫
Ω
∆ˆ[q] · (∆ˆ + 2)[f ] dω −
∫
Ω
∆ˆ[f ] · (∆ˆ + 2)[q] dω
= (∗)
The condition f − q ∈ W 2,20 (Ω) means that f ≡ q and ∂nf ≡ ∂nq on ∂Ω. By
using Green’s second identity and (11), we get
∫
Ω
∆ˆ[q] · (∆ˆ + 2)[f ] dω =
∫
Ω
∆ˆ[q] · (∆ˆ + 2)[f ] dω −
∫
Ω
f · ∆ˆ(∆ˆ + 2)[q] dω
=
∫
Ω
∆ˆ[q] · ∆ˆ[f ]− f∆ˆ2[q] dω
=
∮
∂Ω
∆ˆ[q]∂nf − f∂n∆ˆ[q] ds
=
∮
∂Ω
∆ˆ[q]∂nq − q∂n∆ˆ[q] ds
=
∫
Ω
∆ˆ[q] · ∆ˆ[q]− q∆ˆ2[q] dω
=
∫
Ω
∆ˆ[q] · (∆ˆ + 2)[q] dω
= (∗∗)
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Next note that∫
Ω
∆ˆ[f ] · (∆ˆ + 2)[q] dω =
∫
Ω
∆ˆ[f ] · (∆ˆ + 2)[q] dω
+2
∫
Ω
f∆ˆ[q]− q∆ˆ[f ] dω
= (∗ ∗ ∗)
The last integral on the right is zero since∫
Ω
q∆ˆ[f ]− f∆ˆ[q] dω =
∮
∂Ω
q∂nf − f∂nq ds =
∮
∂Ω
q∂nq − q∂nq ds .
Combining (*), (**) and (***), we get
(β1(Ω)−2)
∫
Ω
|Df−Dq|2dω ≤
∫
Ω
∆ˆ[f ] ·(∆ˆ+2)[f ]dω−
∫
Ω
∆ˆ[q] ·(∆ˆ+2)[q]dω ,
which is (12).
Proof of Theorem (1.1) We can assume that X is a zero mean curvature
spherical graph which is represented over Ω ⊂ S2 using formula (3) with f
replaced by a function q satisfying equation (11). If Y is a marginally trapped
spherical graph over Ω with Y ≡ X on the boundary we also represent Y
using (3) with f = Y · (ν, 1). We claim that f − q ∈ W 2,20 (Ω).
It is clear that f ≡ q on ∂Ω since q = X · (ν, 1). By projecting both X
and Y to the three dimensional space and using that ν is perpendicular to
both Df and Dq, we see that Df ≡ Dq along ∂Ω also, proving the claim.
It suffices to show that if q solves (11) and f − q ∈ W 2,20 Ω, then
Area [X ] ≤ Area [Y ] , (13)
where
X = (Dq− (
1
2
∆ˆq)ν , −(
1
2
[∆ˆq+2q]), Y = (Df− (
1
2
∆ˆf)ν , −
1
2
[∆ˆf +2f ]).
By the previous lemma, the result will follow from (6) if we can show that
the boundary integrals in (6) is unchanged if we replace f by q. We denote
the unit tangent and normal to ∂Ω by t and n. We have
1
2
∂n|Df |
2 − (∆ˆ + 2)[f ]∂nf = [Dn(Df) ·Df ]− (DtDf · t+DnDf · n)fn − 2ffn
= [(Dn(Df) · t)ft + (Dn(Df) · n)fn]− (DtDf · t +DnDf · n)fn
−2ffn
= (Dn(Df) · t)ft − (DtDf · t)ft − 2ffn
= (Dt(Df) · n)ft − (DtDf · t)ft − 2ffn,
9
where we have used that the Hessian is symmetric. By assumption f ≡ q,
Df ≡ Dq on ∂Ω, and thus fn ≡ qn and DtDf ≡ DtDq on ∂Ω. This gives
the result. q.e.d.
We now want to relate the local geometry of a surface with ~H = 0 to
the property of being a spherical graph. We work locally and introduce a
complex coordinate on a neighborhood of Σ. We write the induced metric
as ds2X = e
ρ|dz|2. Let {ξ, η} be a local frame for the normal bundle with
ξ · ξ ≡ 0 ≡ η · η and ξ · η ≡ 1. We can express the usual Frenet equations of
the immersion as
Xzz = ρzXz +
φ
2
ξ +
ψ
2
η
Xzz¯ = 0
ξz = −ψe
−ρXz¯ + σξ
ηz = −φe
−ρXz¯ − ση ,
where φdz2 and ψdz2 are invariantly defined quadratic differentials. The
Gauss equation becomes
K = −e−2ρ(φψ¯ + φ¯ψ) , (14)
and the Codazzi equations are
φz¯ = −σ¯φ ψz¯ = σ¯ψ . (15)
It follows that both φ and ψ are pseudoholomorphic.
Zero mean curvature surfaces in R4
1
can be parameterized using a Weier-
strass representation which depends on holomorphic functions. It follows
from this that these surfaces are real analytic and hence the curvature is
either identically zero or the points where K = 0 are nowhere dense.
For some functions α and β, we can write the null sections as
ξ = α(ν1, 1) , η = β(ν2, 1) , (16)
where νi are maps into S
2. We have
(dν1, 0)
T = α∇T (ν1, , 1) = ∇
T ξ = −2ℜ(φe−ρXz¯ ⊗ dz) ,
(dν2, 0)
T = β∇T (ν2, , 1) = ∇
Tη = −2ℜ(ψe−ρXz¯ ⊗ dz) .
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Thus is dνi(p) = 0 at some point p, then either φ(p) = 0 or ψ(p) = 0 and by
(14), K(p) = 0 also. It follows that if K(p) 6= 0, then the surface is, locally,
a spherical graph over domains in S2 defined by the maps νi coming from
both null directions in the normal bundle.
We end with a remark about solving the equation
∆ˆ(∆ˆf + 2f) = 0 . (17)
These remarks can be found in [2]. Let Ω be a domain in S2 and write the
usual metric on S2 as dS2 = eσ|dw|2 where w is a complex coordinate. The
Gauss equation gives:
σww¯ =
−1
2
eσ .
Let f be a holomorphic function on Ω, i.e. fw¯ = 0. It is straightforward to
derive that that the function Q := (−1/2)σwf satisfies
∆ˆQ = 4e−σQww¯ = fw + σwf .
It is also straightforward to derive that
(∆ˆ + 2)(fw + σwf) = 0 ,
whenever f is holomorphic. It follows that Q is a complex solution of (17).
Since the operator ∆ˆ(∆ˆ + 2) is real, the real and imaginary parts ℜ(Q) and
ℑ(Q) are real solutions of (17). Evidently, all zero mean curvature surfaces
produced from these solutions have non vanishing curvature and are hence
locally area minimizing with respect to marginally trapped surfaces having
the same first order boundary values.
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