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Abstract
In this paper, we ﬁnd a novel algorithm that can identify large localizable regions within a wireless sensor network. This algorithm
is based on graph rigidity. We ﬁnd a new technique to annex localizable subgraphs to other localizable subgraphs, thus expanding
the localization. We simulate the results on wireless sensor graphs of various topologies. Our results indicate that we are able
to localize almost all nodes in wireless sensor networks of various radii. Using MDS-MAP techniques in conjuction with this
algorithm, wireless sensor networks can be localized with very small number of anchor nodes.
c© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [name organizer]
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1. Introduction
Recent advancements in wireless communication and sensing technology have resulted in wide deployment of
sensors in applications like environmental monitoring, search and rescue, military surveillance, and intelligent trans-
portation [1]. In these types of applications, the knowledge of the location of each of the sensors is important. Due to
constraints of the application, however it is often diﬃcult to preset the locations of sensors before they are deployed.
Also the sensor locations may change after initial deployment. Therefore, the capability of obtaining the positions of
sensors after the deployment is fundamental to the success of missions involving sensor networks. The problem of
ﬁnding the locations of the sensor nodes is referred to as the localization of Wireless Sensor Networks.
The information available at each node can vary according to the capabililty of the sensor node and its surrounding
nodes. Most of the node localization algorithms are based on on each node obtaining range measurements, through
either time of arrival (TOA) [2], time diﬀerence of arrival (TDOA) [3], or received signal strength (RSS). In some
cases the angle of arrival (AOA) of a signal might be known. Anchor nodes are special nodes that know their own
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locations, i.e by being equipped with a GPS. Anchor nodes are expensive and therefore the number of anchor nodes
are usually limited. When all or part of the sensor nodes in a network are mobile, the mobile sensors can move around
to add additional distance measures [4, 5]. In addition there have been localization performed using a mobile robot
that travels across the network computing locations of nodes so that the network becomes localizable [6].
Distributed algorithms have been proposed in which localization is achieved by communicating with neighoring
sensors. Using hop distances and anchor locations, each node ﬁnds its location [7]. Niculescu and Nath (2001)
proposed the Ad-hoc Positioning System (APS), which is based on the triangulation technique and is a distributed
protocol. Due to usage of hop-distance for localization, localization error could be high. When mobile anchors are
deployed, the mobile anchor, moving randomly, continuously broadcasts its locations to the nodes within their range
[8]. None of the distributed algorithms achieve error-free localization for all localizable networks.
Several centralized algorithms have been proposed [1]. The problem of self localization, i.e determinining absolute
locations of nodes given distance information between nodes closely relates to embedding a graph in 2D such that the
distance requirements are met. The localization problem is detrmined to be NP-hard [Saxe 1979; Yemini 1979]. It is
known that the underlying network graph has to be globally rigid for the network to be localizable. However, even if
the graph is globally rigid, and, the network is therefore localizable, the problem of ﬁnding the absolute locations of
the nodes is NP-hard. Only a small class of graphs known as trilateraion graphs are localizable in polynomial time.
Since trilateration is limited in its abolity to propagate localization, much work is done in using graph rigidity for
localization [9, 10]. Another technique often used is based on Multidimensional Scaling [11]. MDS allows all nodes
in a globally rigid region’s positions to be estimated accurately given at least three anchor nodes per globally rigid
region[4].
In this paper, we go beyond trilateration to ﬁnd a technique by which we can ﬁnd large rigid subregions of
graphs. Using our polynomial time algorithm, large globally rigid subregions can be found in the network each of
which are localizable. Since three anchors are needed for each rigid region, we can provide a lower bound on the
number of anchors needed for localizing all the rigid regions. Note that actual realization of this lower bound would
involve using MDS-MAP algorithm for each rigid region and merging the local maps to obtain a global map. Our
experimental results indicate that this technique localizes more nodes than any of the previous techniques for the same
class of graphs. In many cases more than ninety of nodes can be localized with as few as 3 anchor nodes.
In Section 2 we provide the details of rigidity theory of graphs. In Section 3 we provide the new technique used for
ﬁnding rigid regions. In Section 4, we present the results of our experiments and in Section 5, we present conclusion.
2. Graph Rigidity and its Relation to Localization
In this section, we are going to introduce the theory in network localizability and rigidity. A detailed description
can be found in [12, 9, 13].
Let G = {V, E} denote a network of vertices V = {1, 2, ..., n} and for any edge (i, j) ∈ E, the distance between
Vi and Vj is precisely known. The network localization problem is to determine the unique position of each node
in the network given the positions of available beacons and the distance between each pair (i, j) ∈ E. If under the
given constraints, there is only one position for each node, then the network is localizable. The network localization
problem is closely related to the Euclidean graph realization problem, in which coordinates are assigned to vertices
of a weighted graph such that the distance between coordinates assigned to nodes joined by an edge is equal to the
weight of the edge.
For a two dimensional graph with n vertices, the positions of its vertices have 2n degrees of freedom, of which
three are the rigid body motions. Therefore graph is rigid if there are 2n − 3 constraints. If each edge adds an
independent constraint, then 2n − 3 edges should be required to eliminate all nonrigid motions of the graph. Clearly,
if any induced subgraph with n vertices has more than 2n − 3 edges then these edges cannot be independent, which
leads to the following Laman theorem [14]:
Theorem 1. The edges of a graph G = {V, E} are independent in two dimensions if and only if no subgraph G′ =
{V ′, E′} has more than 2n′ − 3 edges, where n′ is the number of nodes in G′.
Corollary 2. A graph with 2n− 3 edges is generically rigid in two dimensions if and only if no subgraph G′ has more
than 2n′ − 3 edges.
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Figure 1. A generically rigid graph subject to ﬂapping.
Having 2n−3 independent edges ensures the generic rigidity of a graph. However, it does not guarantee the unique
realization of the network. A discontinuous change to the positions of nodes may lead to another realization which
satisﬁes all the constraints of the network, as shown in Figure 1. The following theorem states the condition for a
network to be uniquely realizable.
Theorem 3. [13] A graphG with n ≥ 4 vertices is uniquely realizable in two dimensions if and only if it is redundantly
rigid and tri-connected.
Redundant rigidity means after removing any single edge, the remaining graph is still generically rigid. A tri-
connected graph is a connected graph such that deleting any two vertices (and incident edges) results in a graph that is
still connected. When a network satisﬁes the condition in Theorem 3, it can be uniquely localized given at least three
nonlinear beacons in a two dimensional space.
3. Localization Guided by Rigidity
Since every globally rigid graph is localizable and vice-versa, one can determine if the network graph is localizable
by using graph rigidity. A network may not be fully localizable and it may contain regions that are localizable.
Therefore, we attempt a eﬃcient algorithm for ﬁnding large subregions of the graphs that are globally rigid and
therefore can be localized. We start by ﬁrst ﬁnding small subgraphs are known to be rigid, such as K4 and more
generically the Wheel graphs. Then we combine two rigid subgraphs into a larger rigid subgraph by a new theorem 4,
thus determining larger subgraphs that are localizable. We repeat the merge process until no more merges are possible.
Then we use the MDS-MAP on each rigid subregion to localize the nodes. Three anchor nodes are needed for each
rigid region to be localized.
Staring with wheel graphs, we merge the rigid regions using the theorem below:
Theorem 4. Given globally rigid graphs G1 = (V1, E1), and G2 = (V2, E2), with more than 4 vertices, the graph
Gu = (V1 ∪ V2, E1 ∪ E2), constructed by the unions of the vertex sets and edge sets is globally rigid if one of the
conditions are met:
1. The graphs G1 and G2 have three vertices in common.
2. The graphs G1 and G2 have two vertices in common and an edge with one endpoint in G1 an endpoint in G2
3. The graphs G1 and G2 have one vertex in common and there are two edges with one end point of each in G1
and the other endpoint in G2
4. The graphs G1 and G2 have no vertex in common, there are four edges such the endpoints of the four edges
include at least three vertices from G1 and three vertices from G2
Proof: The ﬁrst three cases will follow from the proof of the fourth case. By Theorem 3, we need to prove that Gu
is 3-connected and redudandtly rigid. We use the Corollary 2 to prove redundant rigidity.
For Case 4, let the vertices a, b, c in the graphG1 be connected to vertices d, e, and f respectively in G2. Withour
loss of generality, assume that edges are (a, d), (b, e), (c, f ) and (c, d). We can prove that there are three paths between
a and d. Since the edge (a, d) exists, we need two more paths. Let P1 be a path from a to c that uses vertices fromG1
only. Combining this path with the edge (c, d) forms a second path. Let P2 be another path from a to c in G1 that is
1084   Saroja Kanchi and Charles Welch /  Procedia Computer Science  19 ( 2013 )  1081 – 1087 
disjoint from P1. Such a path must exist sinceG1 is 3-connected. Similarly ﬁnd a path P′ from f to d in G2. Combine
P2, P′ and using the edge (c, f ) presents the third path from a to c.
Now we will prove that there are three vertex disjoint paths b to d. Let P3, P4 and P5 between three disjoint paths
from b to c in G1. If one of them goes through a, say P3 then P3 followed by (a, d) will be the ﬁrst path from b to c.
The second path will be P4 followed by (c, d). The third path will be P5 followed by edge (c, d) followed by path P′.
If none of the paths P3, P4 and P5 go through a, then ﬁrst path can use P3, followed by the (c, d). The second path
will be P4 followed by the edge (c, f ) followed by P′. The third path includes edge (b, e) followed by a path from e to
d without using any of the vertices of the path P′.
Finally the vertex c has three paths to d. One is (c, d). The second path includes a path from c to a in G1, followed
by the edge (a, d). The third path includes the edge (c, e) followed by a path from e to d in G2.
To prove that G1 ∪ G2 is redundantly rigid, let us consider the graph after removing any one of the cross edges,
say, e. Let us consider induced subgraph of G1 ∪ G2 − e. Let the number of vertices in such a subgraph be n1 + n2,
with n1 vertices from G1 and n2 vertices from G2. The maximum number of edges in the induced graph that are part
of G1 is 2n1 − 3 and similarly there can be at most 2n2 − 3 edges from G2. The induced subgraph can have at most
2n1 − 3 + 2n2 − 3 + 3 which is 2(n1 + n2) − 3. This proves that G1 ∪G2 is redundantly rigid.
3.1. Eﬃcient Localization Algorithm
Step 1: Find one-hop neighbors graph of each node and determine the globally rigid graphs among the one-hop
graphs. This can be done by using Pebble Game Algorithm [14]
Step 2: Merge the existing rigid regions using the four conditions given in Theorem 4
Step 3: Run the MDS-MAP algorithm for each globally rigid region to localize the the nodes
Step 4: Localize the nodes using anchors for each of the maximal rigid region found.
All of these steps can be done in O(n3) time.
4. Simulation Results
In our experiments, we study the performance of the new localization algorithm by varying several parameters.
First we study the performance by varying the radius. Random graphs are created on a 100 by 100 grid with varying
radius. We vary the radius from 10 to 19 for sparse graph study. To collect average data, we run the algorithm 10
times for graphs with same radius.
Figure (a) shows a sample graph of radius 15. Figure (b) shows the average number of rigid regions found in the
graph. Note that even though the radius not large, several rigid regions have been found. Figure (d) shows the number
of localizable nodes found by the new algorithm for varying radius.
Figures (e)-(h) display the same information for another class of graphs where the radius is higher. Note that even
though the number of nodes is not made higher (the graph is not really dense), the algorithm is able to localize above
ninety percent of the nodes. The reason is that algorithm travels from one region to another by annexing rigid regions.
The ﬁgures (i) and (j) show the localized nodes for networks with 400 nodes of varying radius.
5. Conclusion
The number of nodes that can eﬃciently be localized depends on the rigid regions in the network. We presented
an algorithm for eﬃciently ﬁnding large localizable regions than previous methods. The run time of our new method
is O(n3). Our future work will involve a more generalized merging theorem for a variable number of regions.
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