Abstract-We consider the generalized minimum vertexbiconnected network problem (GMVBCNP). Given a graph where nodes are partitioned into clusters, the goal is to find a minimal cost subgraph containing exactly one node from each cluster and satisfying the vertex-biconnectivity constraint. The problem is NP-hard. The GMVBCNP has applications in the design of survivable backbone networks when single component outages are considered. We propose a Memetic Algorithm with two crossover operators, three mutation operators, and a local search component based on two neighborhood structures. Furthermore, two different population management approaches are investigated. Experimental results document the efficiency of the new approach. In particular, the local search component and the population management strategies have a substantial impact on solution quality as well as running time.
I. INTRODUCTION
The generalized minimum vertex-biconnected network problem (GMVBCNP) is defined as follows. We consider an undirected, weighted, complete graph G = (V, E, c) with node set V , edge set E, and edge cost function c : E → R + . Node set V is partitioned into r pairwise disjoint clusters V 1 , V 2 , . . . , V r . A solution to the GMVBCNP defined on G is a subgraph S = (P, T ) with P = { p 1 , . . . , p r } ⊆ V and T ⊆ E connecting exactly one node from each cluster, i.e., p i ∈ V i , ∀i = 1, . . . , r. We denote P as the set of spanned nodes. Furthermore, S may not contain any cut nodes. A cut node is a node whose removal would disconnect the graph. An example is given in Figure 1 . The cost of such a vertex-biconnected network S is its total edge costs, i.e., C(T ) = (u,v)∈T c (u, v) and the objective is to identify a feasible solution with minimum costs. The GMVBCNP appears in the design of survivable backbone networks that should be fault tolerant to a single component outage.
For this problem we suggest a memetic algorithm (MA) that uses problem specific variation operators, local improvement procedures to enhance the solution quality, and population management techniques to control the diversity and to avoid over-hasted convergence. 
II. PREVIOUS WORK
There are many works in the literature on to classical vertex-biconnectivity augmentation problem (VBCAP). However the generalized version is rather new. VBCAP was first investigated by Eswaran and Tarjan [1] . They showed that it is NP-hard and introduced the so-called "block-cut graph" that allows efficient detection of cut vertices. This basic principle is used here as well. From the complexity of VBCAP it directly follows that also GMVBCNP is strongly NP-hard. A similar problem is the generalized minimum edge-biconnected network problem (GMEBCNP) where only edge-biconnectivity is required. It was introduced by Huygens [6] who proposed integer programming formulations, but no practical results were published. Hu et al. [3] presented variable neighborhood search (VNS) approaches for the GMEBCNP based on several types of neighborhood structures. They are adapted for the GMVBCNP in this work. Preliminary results of the MA were published in [5] , and in this article the approach is extended particularly by a new population management technique. Further details can also be found in the first author's master thesis [8] .
III. A MEMETIC ALGORITHM FOR THE GMVBCNP
We use a standard memetic algorithm (MA) framework [7] for approaching the GMVBCNP as illustrated in Al-Algorithm 2: Memetic Algorithm for GMVBCNP randomly create initial population Π repeat select two parental solutions S 1 , S 2 ∈ Π create a new solution S new by crossover on S 1 , S 2 mutate S new with probability p mut locally improve S new with probability p ls apply population management until no new better solution found in last l iterations gorithm 2. Tournament selection with a size of two and a worst solution replacement strategy are used. We apply two population management techniques which can be used either separately or in combination.
For the solution representation we first introduce the so-called global graph. Given a clustered graph G = (V, E, c) the global graph denoted by
) consists of nodes corresponding to clusters in G, i.e.,
. . , V r }, and the complete edge set
When given some feasible candidate solution S = P, T to the GMVBCNP, its corresponding global structure is defined as the induced global graph's subgraph Figure 2 illustrates a global structure of the solution in Figure 1 .
A feasible candidate solution S = (P, T ) is characterized by P , the set of spanned nodes that are connected from each cluster, and the corresponding global structure T g containing the global connections between clusters, i.e.,
g alone is insufficient, since decoding the solution would become NP-hard subproblems.
The initialization procedure for creating starting solutions is inspired by the fact that Hamiltonian cycles represent feasible solutions to the GMVBCNP: We first fix the set of spanned nodes P by randomly selecting p i ∈ V i , ∀i = 1, . . . , r, and then connect them in random order to a cycle. 
A. Recombination
For generating a new solution S new = (P new , T new ) from two parental solutions S 1 = (P 1 , T 1 ) and S 2 = (P 2 , T 2 ) we use two operators, the node-oriented crossover and the greedy crossover. A common step for both is the inheritance of spanned nodes. To determine P new we apply classical uniform crossover, i.e., we randomly choose the spanned node of each cluster either from P 1 or P 2 . Next we build the global structure T g new . Since the spanned nodes are already fixed, each global connection
For node-oriented crossover, T g new is derived by visiting all clusters sequentially and for each cluster V i ∈ P g new , ∀i = 1, . . . , r, we randomly decide from which parental edge set T g 1 or T g 2 the incident edges will be added. Hereby we favor the edges from the parent with lower connection cost by choosing it with probability 0.7. The resulting solution is checked by a depth-first-search algorithm and additional edges are introduced to eliminate eventually discovered cut nodes. On the other hand, greedy crossover generates T g new by simply merging all global connections of both parental solutions, i.e., T
So far, both crossover operators create solutions that in general contain more edges than needed -especially greedy crossover. Therefore, in the next step we remove edges as long as the biconnectivity constraint is not violated. During this process we consider only edges
where deg(p i ) denotes the degree of node p i . These edges are considered in a particular order for removal:
Sequence α obviously emphasizes intensification whereas γ yields a higher diversification. Each time one of the crossover operators is applied, we select the sorting criterion for edge removal randomly with probabilities (p α , p β , p γ ). These values are initially set to (0.5, 0.3, 0.2) and dynamically adapted during the search process by the population management procedure, which observes the diversity in the current population, see Section III-D. In particular, if the diversity factor div will be too small or too high, then p γ is increased and p α decreased, respectively. Figure 3 presents an example for the greedy crossover operator. Preliminary experiments suggested to use greedy crossover with probability 0.95 and node-oriented crossover significantly less frequently with probability 0.05 since it has a much stronger heuristic bias.
B. Mutation
Each time a new solution S new is generated, it is mutated with probability p mut =0.6. We have three mutation operators which introduce a small amount of randomness and ensure that all solutions in the search space have the possibility of being examined:
• Change the spanned node of a random cluster.
• Add a global connection between two random clusters.
• Exchange the set of incident edges of two random clusters. These operators are, again according to preliminary results, applied with probabilities 0.5, 0.4, 0.1, respectively.
C. Local improvement
After mutation each solution is further optimized via local improvement with probability p ls . In [3] , a graph reduction technique has been introduced and successfully applied to the GMEBCNP, which we also use here. The motivation is to reduce the search space for some neighborhood structures which the local improvement procedures are based on. Considering the global structure, we distinguish between branching clusters having a degree greater than two and path clusters having a degree of two. Note that there are no clusters with degree one, since this would violate the biconnectivity constraint.
Formally, for any global structure
edges which represent sequences of path clusters connecting these branching clusters, i.e.
Figure 4. Example for applying graph reduction on the global structure in Figure 2 .
red } and edges between any pair of nodes whose clusters are adjacent in the reduced global structure, i.e.
Each such edge (i, j) corresponds to the shortest path connecting i and j in the subgraph of G represented by the reduced structure's edge (V i , V j ), and (i, j) therefore gets assigned this shortest path's costs. Figure  4 shows an example for applying graph reduction on the global structure in Figure 2 . V 2 and V 3 are branching clusters while all others are path clusters.
Based on this graph reduction technique, we make use of two neighborhood structures: The Node Optimization Neighborhood (NON) emphasizes the selection of the spanned nodes in the branching clusters while not modifying the global structure. First graph reduction is carried out on the current solution S. When V red is the set of branching clusters, NON consists of all solutions S that differ from S by exactly one spanned node of a branching cluster. A move within NON is accomplished by changing
. . , r}. By using the graph reduction technique, spanned nodes of path clusters are computed in an efficient way. The pseudocode is given in With the Cluster Re-Arrangement Neighborhood (CRAN) we try to improve a solution with respect to the arrangement of the clusters. Given a solution S with its global structure
), let adj(V a ) and adj(V b ) be the sets of adjacent clusters of V a and V b in S g , respectively. Moving from S to a neighbor solution S in CRAN means to swap these sets of adjacent clusters, resulting in adj(V a ) = adj(V b ) and adj(V b ) = adj(V a ) with V a and V b being the clusters in S corresponding to V a and V b in S, respectively. S is further improved by performing shortest path calculations to re-choose the spanned nodes in the path clusters. Whenever two path clusters are swapped only incremental updates on the paths that contain them is necessary. In case at least one of these clusters is a branching cluster, the structure of the whole solution graph may change, and consequently the graph reduction procedure is completely re-applied. The pseudocode is given in Algorithm 4.
D. Population management
Local improvement can lead to premature convergence. For this reason we apply population management in order to maintain a certain degree of diversity when new solutions are generated and added to the population. We propose two techniques. For delta management we measure the Hamming distance between the new solution S new and each of k randomly chosen solutions in the current population Π. If the minimal distance is lower than a certain limit, S new is mutated until the distance to the solutions in the population is sufficiently high. To save computation time the new solution is compared only with 10% of the population, i.e. k = 0.1 · |P | .
The second technique is called edge management. It examines the percentage of the global connections covered by the solutions in the population in relation to all possible global connections. This ratio is calculated every t=50 iterations, and when it drops under a given threshold p edge < 70% then the crossover parameters (p α , p β , p γ ) are set to (0.2,0.2, 0.6) to increase population diversity. On the other hand, when the ratio becomes higher than p edge again, these parameters are reset to (0.5, 0.3, 0.2).
To conclude, if the number of covered global connections is too low, diversity is increased in the population. If it is too high, we put more emphasis on intensification. Parameters k and t control the granularity and time effort for the population management.
IV. COMPUTATIONAL RESULTS
We tested our MA on Euclidean TSPlib 1 instances with geographical center clustering [2] . They contain up to 442 nodes partitioned into 89 clusters. The number of nodes per cluster varies. All experiments have been performed on an AMD Opteron Processor 2214 with 8GB RAM. The program was written in C++ and gcc version 4.1.3 was used. The stopping criterion for the MA was 200 generations without improvement of the so far best solution. In order to compute average solution values and corresponding standard deviations, 30 independent runs have been performed for each instance. In the default setting for the MA we use population size |P | = 100, local improvement probability p ls = 0.2 and apply delta population management. These settings are justified by the following tests where best results are marked bold.
First we vary the population size between 50, 100, 150 and 200 individuals and keep the other parameters unchanged. Results are given in Table I . Listed are average objective values of finally best solutions C(T ), corresponding standard deviations σ, and CPU-times time in seconds. We see that best results are obtained with |P | = 100 and |P | = 150. Due to population management, using a larger population size causes more computation time. This is the reason why |P | = 100 is preferred as the default value for |P |.
Next we show results for different probability values of applying local improvement values in Table II . We observe that local improvement has a high impact on the solution quality as well as runtime. By comparing in particular the settings of p ls = 0.2 and p ls = 1.0, we see that final results were better by 1 to 5% in the latter case. However, the search process took 30% to 125% more time. Therefore the following tests have been performed with p ls = 0.2 for good balance. Table III lists results for different settings of the population management. It documents that population management is highly effective w.r.t. solution quality. Obtained results are in most cases significantly better when at least one of the strategies is turned on and usually best when both are applied. On the other hand, when both strategies were active, running times also increased considerably.
Finally, in Table IV we compare results between the default setting and an "extensive" configuration where all parameters are set towards best results, i.e., |P | = 200, p ls = 1.0, and both population management strategies activated. We see that although the extensive configuration yields in general better results, the computation times increase enormously. Surprisingly, these results are not significantly superior to those when parameters are tuned for best results one at a time, compare to the last columns of Table II and  III. In order to compare the MA with an exact approach based on integer programming, we derived a multi-commodity flow Mixed Integer Programming (MIP) model from the GMEBCNP [3] by further adding constraints to guarantee vertex-biconnectivity. Due to space reason the full MIP formulation is not given here. Based on this model, by using the general purpose MIP solver CPLEX in version 11.2 we were able to obtain optimal solutions within reasonable time for small instances with up to around 80 nodes. However, the practical limit is quickly reached when the problem size increases. Since benchmark instances used in this article have at least 137 nodes, it was not possible to obtain optimal solutions anymore.
V. CONCLUSIONS AND FUTURE WORK
In this paper we considered the minimum vertexbiconnected network problem (GMVBCNP). We developed a memetic algorithm (MA) with advanced crossover operators, local improvement methods, and two population management techniques. The parameters for crossover are adapted dynamically during the search process by population management. Best results were obtained when local improvement is always applied, but the computation time then also grows. Two different population management strategies, which can be either used together or separately, have been investigated as well. Performed experiments clearly indicate that better results are obtained when both are used, but this configuration again requires more computation time.
Future work should include more comprehensive tests also on other types of instances, e.g., Euclidean instances with random clustering or non-Euclidean instances. Other types of genetic operators might also be promising, e.g., an edgeoriented crossover that keeps the edges but re-selects nodes. On the other hand, the mixed integer program formulation can be further developed and a hybridization with MA could also be done like in [4] .
