For two-dimensional periodic Kelvin-filtered Navier-Stokes systems, both positively and negatively invariant sets M n , consisting of initial data for which solutions exist for all negative times and exhibiting a certain asymptotic behaviour backwards in time, are investigated. They are proven to be rich in the sense that they project orthogonally onto the sets of lower modes corresponding to the first n distinct eigenvalues of the Stokes operator. In general, this yields the density in the phase space of trajectories of global solutions, but with respect to a weaker norm. This result applies equally to the two-dimensional periodic Navier-Stokes equations (NSEs) and the two-dimensional periodic NavierStokes-α model. We designate a subclass of filters for which the density follows in the strong topology induced by the (energy) norm of the phase space, as
Introduction
In the Eulerian representation of fluids, Navier-Stokes equations (NSEs) express the relationship between velocity v(x, t), density ρ(x, t), and pressure p(x, t) at point x ∈ R d , d = 2, 3, and at time t ∈ R. In the case of incompressible homogenous fluids, the density is constant in space and time. Assuming for simplicity that ρ ≡ 1, the balance of momentum yields
where ν > 0 represents the kinematic viscosity and f represents a given body forcing. The constraint of incompressibility can be expressed through the divergence-free condition ∇ · v = 0. The system is nonlinear and nonlocal. Due to viscosity, the total kinetic energy is dissipated forward in time, providing the strongest source of information currently known about NSEs. The existence and uniqueness of a strong (regular) solution to the initial value problem v(0) = v 0 , subject to adequate boundary conditions, has been established definitively for all positive times only for space dimension d = 2. In this case, the equations define a forward regularizing flow for which there exists a compact absorbing set. This, in turn, gives rise to the existence of the global attractor-the essential object for understanding the long time behaviour of the solutions. In the three-dimensional case, the energy dissipation is used to construct Leray weak solutions for all positive times. In general, however, regularity and uniqueness of such solutions is guaranteed for a finite interval of time only.
In both theoretical and numerical studies of NSEs, certain approximations are often useful. Usually, they are solutions of partial differential equations that have the NSE as a limiting case. According to the properties of the NSE that they preserve, we distinguish two important classes of approximations. One class, which includes Galerkin approximations and Leray regularization (mollified equations), preserves the energy balance equation for the NSEs, but alters the vorticity equation. In the other, which includes Kelvin-filtered NSEs (KFNSEs), the opposite is the case: the vorticity equation has the same structure as the one for the NSE, whereas the energy balance equation is approximated. The KFNSEs have the following form:
The functions v and u denote the Eulerian fluid velocity and the filtered Eulerian fluid velocity, respectively. The inviscid one-dimensional version of those equations was originally derived using the Euler-Poincaré variational framework for the special choice of filter F = (I −α 2 )
(see [20] ). The so-called Navier-Stokes-α model was obtained in [2, 11] , by generalizing the equation to higher dimensions, and adding the viscous term in an ad hoc fashion. Due to the special geometric and physical properties, this system is used to model turbulent flows (see [2, 15] ). The equations can also be derived in a more general setting by filtering the velocity in the NSE in a manner that preserves a form of the Kelvin circulation theorem, or the structure of the vorticity equation (see [15] ). In this paper, the filtering operator F will be given using Fourier multipliers F = φ(− ) Many dissipative differential equations of fluid dynamics, including the NSE and the KFNSE, can be written in the following form:
where A is a closed positive self-adjoint linear operator and B is a bilinear form. Other examples include complex Ginzburg-Landau equations, Lorenz equations, KuramotoSivashinsky equations and the original Burger's equation. Under certain conditions, these systems are solved by nonlinear compact forward regularizing dissipative semigroups S(t) in adequate Hilbert spaces H . They possess global attractors-compact invariant sets consisting of all omega-limit sets, which can be characterized by A = {u 0 ∈ H : S(t)u 0 extends to, and is bounded for all negative times}. Attempts to develop practical algorithms for the study of the long time behaviour of those equations, such as various interpolation techniques to determine whether a solution is on the global attractor, have led to the study of solutions for negative times (see [12] [13] [14] ). There has been a series of results in that respect, and a wide range of phenomena was observed. For the Kuramoto-Sivashinsky equations and the complex Ginzburg-Landau equations, it was shown that all global solutions are bounded (see [22, 9] ), and thus contained in the attractor. In contrast, the global solutions to the two-dimensional periodic NSEs, which exhibit exponential backwards growth, exist, and are, in fact, quite rich (see [6] ). In this paper, we will show that this is the case for two-dimensional periodic KFNSEs, in general. Bardos and Tartar (1973) conjectured that the set of the initial data for which the solution exists backwards for a given interval of time (t 0 , 0] is dense in the phase space (see [1] ). In [6] , the authors proved that for the periodic two-dimensional NSE, the set of initial data for which the solutions extend to all negative times and grow backwards at most exponentially are dense in the phase space, but with respect to a weaker norm. In this paper, we will show that the same is generally the case also for the two-dimensional periodic KFNSEs. However, if the filter satisfies the condition lim sup n→∞ φ( n+1 )/φ( n ) = ∞ ( i being the ith distinct eigenvalue of − ), the density follows with respect to the strong topology induced by the natural energy norm of the phase space (Fv, v) 1/2 .
Kelvin-filtered NSEs

Filtered viscous fluid equations
We consider the NSEs and related equations supplemented with space-periodic boundary conditions: the velocity v(x, t) and the pressure p(x, t) will be required to be L-periodic in every space coordinate
be a strong solution of the NSE on some interval [0, T ). Two important quantities for the solution are the total kinetic energy e(t) := 1 2 |v(x, t)| 2 dx, and the enstrophy E(t) := |∇v(x, t)| 2 dx. The strongest source of quantitative information in the study of the NSE is the energy balance equation
which we obtain after multiplying the NSE by v, and integrating by parts. The nonlinear term cancels out because of the divergence-free condition and the identity 2u i (
. Another important tool is the vorticity equation, obtained by taking the curl in the NSE. Denoting the vorticity by q = curl v, it reads
2) The existence of solutions of NSE is generally proved by constructing regular approximate solutions, and passing to the limit as the approximation parameter tends to zero (or infinity). Approximations of particular interest are the ones that preserve a certain property of the NSE, for example, the energy balance equation or the vorticity equation. Here, we describe two ways of constructing regular approximate solutions, the Leray regularization and the KFNSEs. In both cases we modify the nonlinear term of the NSE by introducing a spatially filtered Eulerian fluid velocity, while the linear term remains unchanged. The velocity can be filtered by mollifying: u = Fv = J δ * v, where J is a positive, symmetric, normalized, smooth kernel that decays sufficiently fast at infinity, and J δ (ξ ) = δ d J (ξ/δ), or using the Fourier multipliers:
is a nondecreasing convex function with φ(0) = 1. The Leray regularization of the NSE is given by
3) A solution of the initial boundary value problem for (2.3) with the initial condition v(0) = v 0 exists for all positive times, and is real analytic and unique (see [4] ). One can easily see that solutions satisfy the same energy balance equation (2.1). The KFNSEs read
The solution to the initial value problem is smooth and global (see [3, 4, 11] ). Taking the curl in (2.4) yields the vorticity equation
where q = curl v is the vorticity. Observe that it has the same structure as the vorticity equation of NSE. Another important analogy to the NSEs is that KFNSEs have a Kelvin circulation theorem
where γ (u) is a closed path moving with the spatially filtered velocity u. In addition, in the two-dimensional case, the enstrophy balance equation for the NSE is preserved exactly:
In contrast, the Leray regularization does not have a Kelvin circulation theorem, does not preserve the structure of the vorticity equation, or the enstrophy balance equation in two dimensions. However, KFNSEs do not have the same energy balance as the NSEs. Instead,we have an approximate equation 
be the set of test functions. We introduce the classical spaces H and V to be closures of V in the (real) Hilbert spaces L 2 ( ) 2 and H 1 ( ) 2 , respectively. The spaces H and V are also (real) Hilbert spaces with respective scalar products
The corresponding norms are denoted by |u| = (u, u) 1/2 and u = ((u, u)) 1/2 , respectively. We denote the dual of V by V . By the Rellich embedding theorem, the natural inclusions
The Helmholtz-Leray decomposition resolves any vector field w ∈ L 2 per ( ) 2 uniquely into the sum of a curl and a gradient vector field w = u + ∇p with u ∈ H , and p ∈ H 1 per ( ). The map w → u is well defined, and it is the orthogonal projection (called the Helmholtz-
By A = −P L we define the Stokes operator with domain 
endowed with inner products
respectively. The corresponding norms are |u|
It is known that n ∼ n, as n → ∞, and n+1 − n 1 . An important spectral gap property in the two-dimensional case is lim sup n→∞ n+1 − n log n > 0 (2.5) (see [23] ). This implies, in particular, lim n→∞ n+1 / n = 1. We define P n to be the orthogonal projection in H on the spectral space of A corresponding to the eigenvalues 1 , 2 , . . . , n , respectively; also let Q n := I − P n . We have several variations of the Poincaré inequality
and, if φ is increasing,
Nonlinear terms.
Regarding the nonlinear terms that appear in the NSEs and the KFNSEs, we introduce the following trilinear forms: 
In the two-dimensional case we have the inequality
which allows us to extend b and b * on V × V × V . In particular, this allows us to define B (u, v) and
We have the following orthogonality property:
In the two-dimensional periodic case with zero space average, the inertial term satisfies a further important orthogonality property, known as the enstrophy invariance
Actually, an even stronger form of enstrophy invariance holds:
Recall that the connection between B and B * is given by the identity
Using identities (2.6)-(2.8), we obtain the following important orthogonality properties for the nonlinear term B − B * of the KFNSEs
Functional form of two-dimensional periodic KFNSEs and some elementary facts
Applying the Helmholtz-Leray projector P L on the KFNSEs (2.4), we obtain the following functional form of the equations:
where without loss of generality we assume f ∈ H . Observe that the term containing modified pressure does not occur in this equation since P L (∇Q) = 0. This new functional version of the KFNSE is understood in V . Classical theorems imply that, for every u 0 ∈ H φ , there exists a unique solution u(t) = S(t)u 0 for t 0 of (2.11), which satisfies u(0) = u 0 and
. If the solution u(t) also exists for t ∈ [t 0 , 0] for some t 0 < 0, then it is still uniquely determined by u 0 , and therefore we may denote the solution by S(t)u 0 wherever it is defined. Also, for any t 0 > 0, the solution operator S(t 0 ) : H φ → H φ is continuous.
Energy and enstrophy inequalities.
Our aim is now to find balance equations for the KFNSE that do not involve terms in which trilinear forms b and b * appear. Therefore, keeping (2.9) and (2.10) in mind, if we multiply the KFNSE by u, we obtain the so-called energy balance equation
and if we multiply it by Av, we obtain the so-called enstrophy balance equation
Using Young's inequality, these equations yield, respectively, the following useful inequalities:
Observe that relation (2.14) yields that t → |u(t)| φ is a decreasing function as long as |u(t)| φ > |f |/(ν 1 ), and (2.15) yields that t → u(t) φ 2 is decreasing as long as
If u is a solution of the KFNSE defined on some interval [t 0 , ∞), the Gronwall lemma gives
Similarly,
Also, if the solution is defined on [t, t 0 ] we have
Observe that, if the solution is defined on (−∞, t 0 ], and if |u(t 0 )| φ > |f |/ν 1 the integral 
Global solutions and attractor. Every solution u(t) = S(t)u
S(t) u
This set is the global attractor for the KFNSE. It is the smallest compact, invariant set that attracts all the solutions. Even more, it attracts all the bounded sets in H φ uniformly. It can be characterized in the following way:
The following properties will be needed (see [5] ):
• A is a nonempty compact connected subset of H φ .
• A is positively and negatively invariant, i.e. S(t)A = A for t ∈ R. Moreover, any positively invariant set containing A is connected.
Backward asymptotic behaviour of the global solutions
Dirichlet quotients. Definition and some properties of the sets
are referred to as 'filtered' Dirichlet quotients. Since both energy and enstrophy satisfy differential equations that do not involve the nonlinear term B − B * (see (2.12) and (2.13)), the Dirichlet quotients do as well. The asymptotic behaviour of the Dirichlet quotients for the NSE when t → ∞ has been studied extensively (see [17, 18] ). In [6] , the asymptotic behaviour of the Dirichlet quotients for the two-dimensional periodic NSE when t → −∞ was examined. Here, we will concentrate on the asymptotic behaviour of the 'filtered' Dirichlet quotients for the two-dimensional periodic KFNSE when t → −∞.
Let us first define the following locally compact cones.
Definition 1.
Let n ∈ N, and 0 < κ ( n+1 − n )/2. Let
The following theorem on the behaviour of the Dirichlet quotients will be the main technical tool in the study of the backwards behaviour of the two-dimensional periodic KFNSE.
Theorem 1.
There exists c φ > 0 such that for any n ∈ N, 0 < κ ( n+1 − n )/2, u 0 ∈ C n,κ , and T > 0: 
Thus, we obtain 1 2
For a given t 0 let us define µ(t) to be the solution of the equation
The latter is a positive quantity, since ψ is increasing. With
On the other hand, applying Young's inequality, and assuming for a moment that µ ∈ {λ 1 , λ 2 , . . .}, we obtain the following inequality for the term involving the force f :
Thus,
we also obtain
In the Navier-Stokes case, φ ≡ 1, so c(m, n, κ) = 1. Otherwise, because of the convexity
Therefore,
The right-hand side is negative by one of our assumptions. Therefore,
), and because of the latter, ṽ(t) cannot exceed ψ( n + κ) on the interval [0, T ]. This proves the theorem in the case v(0) ∈ D(A). Otherwise, we fix ∈ (0, T ). There exist 0 < , < such that v( ) ∈ D(A), and ṽ( ) ψ( n + κ + ).
Applying the first part of the proof and then letting → 0 completes the proof.
Definition and properties of sets M n .
Definition 2.
For n ∈ N and 0 < κ ( n+1 − n )/2, let us define the set
The set M n,κ is positively and negatively invariant: S(t)M n,κ = M n,κ for t ∈ R. As we will see, it does not really depend on κ. This enables us to define the set M n as M n,κ for an arbitrary choice of 0 < κ ( n+1 − n )/2. Let us begin with two corollaries of theorem 1. 
and 
Proof. By our previous remarks, t → |S(t)| φ is decreasing as long as |S(t)u
. By virtue of theorem 1, the last inequality follows.
Corollary 2. For each
Proof. This follows trivially from the last corollary.
Theorem 2.
We can characterize the sets M n,κ in the following way:
In particular, M n,κ does not depend on the choice of κ. Moreover, for every u 0 ∈ G\A,
we obtain the inequality
Let u 0 ∈ M n,κ \A and u(t) = S(t)u 0 . Let {t n } and {T n } be two sequences of real numbers such that t n < T n and lim n→∞ t n = lim n→∞ T n = −∞, and so that
In particular,
Integrating inequality (3.4) on the interval [t n , T n ], we obtain
Letting n → ∞, we conclude lim sup 
Since ψ is increasing, the latter expression is equal to zero. Therefore, µ ∞ ∈ { 1 , 2 , . . . , n } and 
If lim sup t→−∞ u(t)
2
Definition 3. We define
Proof. This follows trivially from corollary 2 taking κ = c φ |f |/ν|u 0 | φ .
Remark 2.
For u ∈ V φ 2 , we have because of the convexity of ψ ψ u
In particular, since ψ is increasing,
Remark 3. For the solution u of the KFNSE that satisfies the conditions in theorem 1, we obtain the estimate
Proof. From the last remark we have u(t)
By the Gronwall inequality, we then obtain (3.6).
Corollary 4. We have
The next result provides us with a method for producing elements of the sets M n . It will be used for all further results.
Suppose that S(t)u j exists on the interval [t j , ∞). Let us also assume
for some constant M > 0, and
Let there exist some n ∈ N such that
Then, there exist u ∞ ∈ M n and a subsequence {u k j } of {u k } such that
Proof. We first want to prove that, for every t ∈ R, there exists a constant C(t) > 0 such that
for k large enough. Without loss of generality, we may assume M > |f |/ν 1 . First, we fix k ∈ N. By lemma 1, there exists a unique β k t k such that
Since we are interested in extracting a subsequence, without loss of generality we may assume that either β k 0 for all k ∈ N, or that β k > 0 for all k ∈ N. Assuming that the latter is true, by (2.16) and (3.7), we obtain
.
We obtain an upper bound on β k , which covers both of the cases
(3.14)
With C 1 , C 2 , . . . being various constants, (3.6) implies now
From here, using (3.13) and (3.14), we conclude
On the other hand, for t β k from (2.18) and the previous calculations, we obtain
This and (3.15) together imply
Since H φ is compactly imbedded in V φ 2 , for every i ∈ N, we can extract a subsequence 
which means that w i belongs to the trajectory of a solution. Letting u ∞ := S(−t k 1 )w 1 , we obtain u ∞ = S(−t k j )w j , j ∈ N. Therefore, u ∞ ∈ G. Again, by the continuity of
It remains to prove that u ∞ ∈ M n . To this end, we consider two cases. If lim inf k→∞ β k = −∞, then (3.10) and (3.12) imply
and, thus, u ∞ ∈ A. If, on the other hand, lim inf k→∞ β k = β ∞ > −∞, (3.10) and (3.13), give
In both cases u ∞ ∈ M n . 
Applying theorem 3, there exists a subsequence of {u k } which converges to an element of M n in H φ .
Richness of the sets M n
One of the main results of this paper is the following theorem on the richness of the sets M n .
Theorem 5.
Let n ∈ N. For every p 0 ∈ P n H , there exists u ∞ ∈ M n such that P n u ∞ = p 0 . In other words, P n H = P n M n .
First, we need to prove a series of lemmas.
Lemma 1.
Let u ∈ C n,κ for some n ∈ N, and 0 < κ ( n+1 − n )/2. Then,
Also,
Proof. Inequality (3.17) follows from
Observe that by lemma 2 u
and (3.18) follows. The other two inequalities follow from (3.18) and the fact that
Lemma 2. Let u ∈ M n , for some n ∈ N. Let 0 < κ 1 /2. Then, the following estimates hold: In order to prove the next important step towards the proof of theorem 5 we will need the well-known theorem by Brouwer, which we will state here. Lemma 3. Let p 0 ∈ P n H for some n ∈ N. Then, for every t 0 > 0, there exists w 0 ∈ P n H such that P n S(t 0 )w 0 = p 0 . In other words, the operator P n S(t 0 ) : P n H → P n H is onto.
Proof. For r > 0 we define B H φ (r) := {u 0 ∈ H φ : |u 0 | φ r}, and let B n (r) = B H φ (r)∩P n H . Let us fix a r 0 > c φ |f |/νκ large enough that p 0 ∈ B n (2r 0 ). In order to prove the lemma, let us choose a continuous function θ : R → R such that θ(x) = 1 for x r 0 and θ(x) = 0 for x 2r 0 . Define
By (2.16), we have S(t)B(r) ⊂ B(r)
, r |f |/ν 1 , t 0. Therefore, g(B n (2r 0 )) ⊂ B n (2r 0 ). Also, g is continuous, and it satisfies g(u 0 ) = u 0 for |u 0 | φ = 2r 0 . By the previous Brouwer's theorem, there exists w 0 ∈ B n (2r 0 ) such that g(w 0 ) = p 0 . Let us assume for a moment that r 0 was chosen in such a way that |w 0 | φ r 0 . Then, by the definition of g, we would have P n S(t 0 )w 0 = g(w 0 ) = p 0 , and this is exactly the claim of this lemma.
In order to complete the proof, let 0 < κ 1 /2. For u 0 ∈ P n H such that |u 0 | φ > c φ |f |/νκ we have u 0 for infinitely many k ∈ N. Without loss of generality, we may assume that this is true for all k ∈ N. By the Poincaré inequality, we have
Repeating the arguments from theorem 3, passing to a subsequence, and using Cantor's diagonal process, we can conclude that
for some u ∞ ∈ G. From here because of the continuity of the projection P n , it follows that
and, using (3.29), u ∞ ∈ A ⊂ M n . This proves the lemma under assumption (3.28). Let us now assume that |p k | φ 2c φ |f |/ν 1 for infinitely many k ∈ N. Again, by passing to a subsequence, we may assume that this is true for all k ∈ N. Again, for each k ∈ N, either In any case, by lemma 1, since P n u k = p 0 ,
Therefore, the sequence {u k } satisfies the assumptions of theorem 3. We conclude that there exists a u ∞ ∈ M n , so that In particular, lim k→∞ |u k − u ∞ | φ = 0 and, as in the previous case, P n u ∞ = p 0 . This completes the proof of the theorem.
Density properties of the sets M n
This section is devoted to the density properties of the sets M n and G. In [1] , the authors postulated that for the solution operator S of the NSEs, the set S(t)H for t > 0 is dense in the phase space H . This conjecture was partly proven in [6] . It was shown that the set of initial data for which there exists a global solution, the set G, is dense in the phase space H , but with respect to the weaker norm of the space V . Here, we will prove that a similar result holds for two-dimensional periodic KFNSEs for any choice of the nondecreasing convex φ. However, if φ demonstrates exponential asymptotic behaviour, the density is shown with respect to the norm of the phase space H φ .
Theorem 7.
The set n∈N M n (⊂ G) is dense in H φ with respect to the norm | · | υ .
Proof. Let u 0 ∈ H φ be arbitrary. By theorem 5, for each n ∈ N there exists u n ∈ M n such that P n u n = P n u 0 , and from (3.22) we have
This implies Proof. Let u 0 ∈ H φ be arbitrary. By theorem 5, for each n ∈ N there exists u n ∈ M n such that P n u n = P n u 0 . By (2.5) there exists an increasing sequence of integers {n k } k∈N such that lim k→∞ ( n k +1 − n k ) = ∞. Let 0 < κ 1 /2. First, let us assume that for infinitely many k ∈ N, u n k ∈ A. Since A is compact, there exist a subsequence of {u n k } that converges in H φ to someũ 0 ∈ A. Without loss of generality, we can assume that |u n k −ũ 0 | φ → 0, as k → ∞. Also, |u n k −ũ 0 | υ → 0, as k → ∞. From the last theorem we know that u n k → u 0 in the norm |·| υ , so the two limits have to coincide. Thus, u 0 ∈ A and u n k → u 0 in the |·| φ norm. This shows the density in this case.
Let us now assume that for infinitely many k ∈ N, u n k ∈ M n \A. Without loss of generality we may assume that this is the case for all k ∈ N. We consider two cases. First, let us assume that for infinitely many k ∈ N, u n k 2 φ 2 /|u n k | 2 φ ψ( n k + κ). Without loss of generality, let us assume that this is the case for all k ∈ N. Then, by (3.17) we have
|P n k u n k |
