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基于随机森林方法的异常样本检测方法
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摘要 : 提出一种基于随机森林方法的异常样本 (outliers)检测方法。仿真实验表明 ,与其他 2种基于
距离的异常样本检测技术相比 ,这种方法可以更好地提高模型的准确率 ,且具有较强的鲁棒性 ,在处
理大规模数据集时还能显著地减少计算时间。
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Abstract: It introduces an outliers detection method based on random forest. Compared with the
other two common outliers detection methods based on distance, the p roposed method can imp rove
the performance and robustness of the model and can also reduce the computation time.
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0　引言
如何识别出数据集中的异常样本已经成为近
年来数据挖掘研究的热点 ,例如在大量的银行企
业信用数据中挖掘异常 ,去除建立信用评估模型
时的噪声 ,提高模型的准确率。另外 ,数据挖掘技
术还可以发现可能的异常信用欺诈行为。本文引
入一种新的能较好容忍噪声的学习算法 ———随机
森林 ( random forests,简称 : RF) ,介绍一种衡量样
本相似程度的方法 ,结合样本的相似度 ( p roxim2
ity) ,提出异常点尺度 (outlier measure)的概念来
量化度量样本的异常程度 ,并根据这一尺度筛选
出异常样本。
1　异常样本检测
1. 1　概述
异常样本是远离其他观测数据的样本 ,由于
离得太远以致于产生怀疑 ,可能由一个不同的机
制产生的。通常 ,异常样本定义为 :集合中严重偏
离大部分数据所呈现趋势的那些数据点。常规的
异常样本检测有基于统计的检测方法 ,该方法通
常需要预知样本的分布以及异常样本的数量 ;还
有在实践中应用较多的基于距离的检测方法 ,该
方法建立在距离或者核方法的基础上 ,可利用的
距离概念有欧氏距离及马氏距离等。马氏距离能
较好的消除不同数量级属性值差异的影响 ,广泛
应用于各种基于距离的检测方法。下面介绍基于
马氏距离的异常样本检测方法。
1. 2　马氏距离方法
对于一个 P维的样本总体 G,假设其数学期
望为μ、协方差矩阵为Σ,定义某一样本 x到样本
总体的马氏距离为 : d ( x, G ) = [ ( x -μ) TΣ- 1 ( x
-
μ) ]1 /2。全体数据集按不同类别可分为不同的
样本总体 G i ( i = 1, 2, ⋯) ,不同类的μi 和Σi 不全
相同 ,且μi 和Σi 未知 ,此时可用它们的无偏估计
代替 ,设 x( k)1 , x( k)2 , ⋯, x ( k)nk 为来自 Gk 的样本 :
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　　利用异常样本的定义也可以对马氏距离方法
进行改进 ,此时将所有的数据不分类别的当成样
本总体 ,计算每个样本与样本总体的马氏距离 ,并
以马氏距离的大小来衡量某个样本的异常程度。
传统的马氏距离方法中由于异常样本的存在导致
样本总体的期望和方差不稳定。最新的技术采用
各种方法增加数值计算的稳定性 ,常用方法有最
小协方差行列式法 (MCD )、多变量修剪法
(MVT)、最小半球体积法 ( SHV ) [ 1 ]、以及稳健的
马氏距离方法 [ 2 ]。以下简要介绍稳健的马氏距
离方法。
稳健的马氏距离方法其实是改进的快速
MCD方法 ,从 n行 p维的数据中随机抽取 h个样
本 ( h通常取样本总数 n的一半 ) ,计算这 h个样
本的均值μ1 和协方差矩阵Σ1 ,然后通过以下式
子计算全体 n个样本到中心 μ1 的马氏距离 : d1
( i) = ( xi -μ1 ) ′Σ - 1i ( xi -μ1 ) ;选出其中距离最
小的 h个样本 ,重新计算它们的均值μ2 和协方差
矩阵Σ2、以及每个样本距 (μ2 ,Σ2 )的马氏距离。
可以证明 det (Σ2 ) ≤det (Σ1 ) ,当且仅当μ1 =μ2 ,
Σ1 =Σ2 时等号成立 [ 3 ] ; 重复上述过程 , 直至
det(Σm ) ≤det (Σm - 1 )或者二者充分接近时停止
迭代。根据此时得到的均值μm 和协方差矩阵Σm
算出的马氏距离为稳健马氏距离。这个方法需要
计算属性值的协方差矩阵的逆阵 ,如果协方差矩
阵奇异 ,则使用伪逆来代替逆阵。
另一种较为简便的基于距离的方法是半数重
采样方法 (RHM )。预先设定程序运行迭代次数
N。从原始 n行 p维的数据中随机抽取 h个样本
( h通常取样本总数 n的一半 ) ,计算这 h个样本
的均值μ1 和协方差矩阵Σ1 ,利用这个均值和方
差阵对原始矩阵进行标准化 ,计算每个样本的向
量长度 : l ( i) = ∑
p
k = 1
[ ( xk -μ1 ( k) ) /Σ1 ( k) ]2 ;对
全体数据的向量长度进行排序 ,将长度较大的那
些样本 (例如取距离最大的前 5%样本 )进行异常
标记 ;重新抽样 ,重复上述过程。迭代 N 次之后
检查每个样本被标记异常的次数 ,将被标记次数
多的那部分样本视为异常样本。
2　利用随机森林方法检测异常样本
2. 1　随机森林
随机森林 [ 4 ]是一种组合分类器方法 ,构成随
机森林的基本分类器是决策树。决策树是一种由
结点和有向边组成的层次结构 ,树中包含 3种结
点 :根结点、内部结点、终结点。决策树仅有一个
根结点 ,是全体训练数据集合。树中的每个内部
结点是一个分裂问题 ,它将到达该结点处的样本
按某个特定属性分块。每个终结点 (又称为叶结
点 )是带有分类标签的数据集合。从决策树的根
结点到叶结点的一条路径就形成一个判别规则。
决策树算法采用自顶向下的贪婪算法 ,每个内部
结点选择分类结果最好的属性将到达该结点的数
据分成 2块或者更多块 ,继续这个过程直至这棵
树能准确的分类全部训练数据。决策树算法的核
心问题是选择较优的分裂属性。选择分裂属性的
标准很多 ,例如信息增益、信息增益比、G in i索引
等 ,对应不同的属性选择方法决策树算法有 ID3、
C4. 5、CART等。
本文中决策树算法与 CART算法相似 ,其分
裂属性的选择以 Gin i指数为指标。G in i指数是一
种不纯度分裂方法 ,它能适用于类别、二进制、连
续数值等类型的字段 ,具体算法思想是 :假设某结
点 t处的数据样本集合 T包含 k个类别的记录 ,那
么其 Gin i指标为 :
G in i ( t) = 1 - ∑
k
j =1
[ p ( j | t) ]2
其中 p ( j | t)为类别 j在 t结点处的概率 ,当 Gin i ( t)
最小为 0时 , 即在此结点处所有样本都属于同一
类别 ,表示能得到最大的有用信息 ;当此结点中的
所有样本对于类别字段来说均匀分布时 , Gin i ( t)
最大 ,此时的有用信息最小。如果集合分成 l个部
分 , 那么进行这个分割的 Gin i指数就是 :
G in i ( T) = ∑
l
i =1
( ni / n) G in i ( i)
其中 l是子结点的个数 , ni是在子结点 i处的样本
数 , n是在母结点处的样本数。Gin i指数的基本思
想是 :对于每个属性都要遍历所有可能的分割方
法 ,若能提供最小的 G in isp lit ,就被选择作为此结点
处分裂的标准 ;此时再按对应的属性值来分裂 ,并
且根据每一个属性值创建树枝 ;进一步向下划分
样本 ,直到满足停止条件 ,例如单个叶结点上的样
393
福建工程学院学报 第 5卷
本都属于同一类或者叶结点的纯度 (即该结点处
包含某类样本的频数 ) 满足某个阈值范围。预先
设定阈值 ,当叶结点纯度超过阈值时停止划分 ,这
个过程相当于对树进行剪枝。
随机森林重复上述的建树过程构建多个决策
树的组合。首先设定森林中有 M 棵树 ,即有 M 个
决策树分类器 ,且全体训练数据的样本总数为 N。
使用 bagging方法 ,即通过从全体训练样本中随机
地有放回的抽取 N 个样本 ,形成单棵决策树的训
练集。重复 M次这样的抽样过程分别得到 M棵决
策树的学习样本。除了单棵决策树的学习样本是
随机产生的 ,随机森林还将随机性加入到每棵树
的生成过程之中。设样本共有 Q 个属性 ,事先给
定 q < Q ( q通常取 Q的平方根 ) ,在选择每个结点
的分裂属性时 ,并不对所有的属性进行比较 ,而是
从全体属性中随机选择 q个属性进行比较 ,选择
其中分类结果较好的属性进行分裂。这样可以增
加每棵树之间的差异度 ,从而提高森林的泛化误
差。单棵决策树建造过程不进行剪枝 ,森林形成
之后 ,对于一个新的样本 ,每棵树都得出相应的分
类结论 ,最后由所有树通过简单多数投票决定分
类结果。与其它组合分类技术相比较 ,当树的数
目相当大时 ,随机森林并不易出现过拟合的现象。
可以证明 ,其泛化误差的上界小于 珋ρ( 1 - s2 ) / s2 ,
其中 珋ρ是树之间的平均相关系数 (代表各分类树
之间的相关程度 ) , s是单棵树的分类效能。
2. 2　样本的相似度
随机森林是多个决策树的组合 ,可以用 2个
样本在每棵树的同一个结点上出现的频率大小来
衡量这 2个样本之间的相似程度 ,或 2个样本属于
同一类的概率大小。对于样本数为 N 的训练集 ,
首先生成一个 N ×N的零元素矩阵 P rox。用每次
生成的树对所有样本进行判别 ,每个样本将到达
该树的某个叶结点上 ;对于任意两个样本 n和 k,
如果样本 n与样本 k出现在该树的同一个叶结点
上 ,则在 P rox矩阵相应的第 n行第 k列上加 1;重
复这个过程直至 M 棵树全部建好 ,得到相应的矩
阵 ,将矩阵中的每个元素都除以树的数目进行归
一化处理 ,得到最后的 P rox矩阵 ,它是一个对称
且对角线元素为 1的矩阵 ,其第 n行第 k列的元素
P rox ( n, k) 可定义为样本 n与样本 k的样本相似
度。在随机森林建成的同时 , 也得到了 P rox矩
阵。不难看出 ,如果数据集中某一类的样本数较
多 ,则该类中的样本所对应的行通常都包含较多
接近 1的元素 ,而那些包含较多接近零元素的行
所对应的样本 ,我们有较大理由相信它们和其他
样本的相似程度较小。由此 ,我们很自然的引出一
种对样本异常程度的衡量方法 ———异常点尺度。
2. 3　样本的异常点尺度
对于样本 n,定义它的原始异常点尺度为 :
raw om ( n) = nsam ple /珔P ( n)
其中 , 珔P ( n) = ∑
cl ( k) = cl ( n)
[ prox ( n, k) ]2 , nsamp le为
与样本 n同类的样本总数。在同一个类内 , 如果
某个样本的 珔P ( n) 值较低 ,则它的 raw om 值将很
大。对每一类的所有样本 ,计算出该类所有样本
的原始异常点尺度的均值 raw om 以及方差σ,标
准化后得到每个样本的最终异常点尺度 :
ou tlierm easu re ( n) = [ raw om ( n) - raw om ] /σ。
上述变换 ,避免了由于各类样本数目相差较
大而产生的数值上的差异 ,以便于比较各类样本
的异常点尺度。随机森林建成后 ,按上述计算过
程我们得到所有样本的异常点尺度 ,如果某样本
的异常点尺度较大 ,这个样本与其他样本的相似
程度较小 ,就可能存在异常。如果预知置信区间 ,
可把异常点尺度超过某个阈值的样本视为异常
点。例如本文的仿真实验中所使用的每个数据集
都已知包含 5%的异常样本 ,因此可以通过对全
体样本的异常点尺度进行排序 ,把其中最大的前
5%的样本视为异常样本。
3　仿真实验
3. 1　对照实验介绍
UC I(University of California· Irvine)机器学习
数据库是著名的机器学习检验数据库 ,广泛应用于
学习算法的建模与检验。本文使用常用的 6个标
准数据集进行仿真实验对照 ,已知这 6个数据集的
异常样本个数占全体样本总数的 5%。将本文提
出的基于随机森林技术的异常样本检测方法与上
面介绍过的 2种基于距离的检测方法 (RHM和稳
健马氏距离 )进行对照 ,比较 3种方法剔除异常
样本之后对所建模型的预测准确率的提高程度 ;
此外 ,还通过采用支持向量机 ( SVM ) [ 5 ]技术所建
的模型比较了 3种方法的鲁棒性。
首先 ,分别用 3种方法在每个数据集中删除
占总数 5%的“异常样本 ”,再将删除后的数据集
用于建立随机森林模型。根据 6个数据集样本总
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数不同 ,建立包含 500～1 000棵树规模的随机森
林 ,并将每个结点处候选分裂属性个数 q设为该
数据集属性总数的平方根 ,分别进行 5重交叉检
验 ,得到如表 1所示的模型准确率实验结果。
表 1　用 3种不同方法删除异常样本所建模型的准确率比较
Tab. 1　The accuracy com par ison between m odels ba sed on 3 outlier2d iscard ing m ethods
%
数据集 不删异常样本 RF方法 RHM方法 稳健马氏距离
Sonar 79. 03 87. 01 83. 03 80. 80
W ine 97. 49 99. 35 98. 67 97. 61
Zoo 95. 08 98. 49 97. 07 98. 07
Heart 81. 37 89. 35 83. 84 83. 22
B reast2cancer 96. 37 97. 67 96. 95 96. 72
W aveform 85. 42 87. 45 85. 90 85. 61
　　为了进一步比较 3种不同检测方法的鲁棒
性 ,我们还进行了如下实验 :分别对每个数据集进
行 5重交叉 ,得到 [训练集 i ], [测试集 i ] ( i = 1,
2, ⋯, 5)。用训练集建立 SVM 模型 ,再用测试集
进行测试 ,将所有 5次测试结果平均 ,得到 5重交
叉的准确率 ;接下来对每个 [训练集 i ]分别用 3
种方法剔除异常样本 ,用删除后的 [训练集 i - ]
建立 SVM模型 ,再用未经删除异常样本的 [测试
集 i ]进行测试 ,得到 5重交叉的准确率。SVM建
模使用 libSVM工具箱 ,工具箱采用高斯核函数 ,
并且用网格法选择最优的惩罚系数 C。实验结果
如表 2所示.
表 2　3种不同删除异常样本方法的鲁棒性比较
Tab. 2　Robustness com par ison am ong 3 outlier2d iscard ing m ethods
%
数据集 不删异常样本 RF方法 RHM方法 稳健马氏距离
Sonar 82. 69 96. 08 83. 77 85. 01
W ine 97. 78 98. 89 97. 78 98. 68
Zoo 96. 00 99. 01 98. 61 97. 00
Heart 91. 18 92. 65 88. 24 88. 31
B reast - cancer 97. 14 98. 29 97. 24 97. 41
W aveform 86. 96 87. 04 86. 04 86. 72
3. 2　结果分析
3种方法在删除数据集中的异常样本之后 ,
模型的准确率都有不同程度的提高 ,说明 3种异
常样本检测方法均为有效。比较发现 ,基于 RF
的异常样本检测方法较另 2种方法有更大的优越
性 ,较大程度地提高了模型的准确率 ,同时具有更
强的鲁棒性。
1) 3种方法删除全体数据集异常点的模型
准确率和计算时间比较
在 sonar, wine, zoo小数据集的建模中 , 3种方
法都提高了模型的准确率 ,其中 RF方法对模型
准确率的提高最为显著 ,分别提高了 2%到 6%不
等。
在 breast2cancer, heart中等容量的数据集上 ,
RF方法突显其优越性 ,比其他 2种方法的用时
短 ,并且更加准确地定位异常样本。如表 1中所
示 ,在 heart数据集中 ,模型的准确率提高了 8% ,
明显优于其他 2种方法 ,说明 RF方法识别出数
据集中的大部分异常样本。
对于 waveform这样的大数据集 ,涉及较大的
数值计算任务 ,要求算法尽量简单快捷。然而基
于距离的检测方法都存在计算时间长 ,内存消耗
多的问题。由于异常样本的存在 ,大数据集均值
和协方差矩阵的计算需要更多的迭代次数 ,例如
稳健马氏距离方法中 ,为得到稳健的均值和协方
差矩阵 ,算法运行的迭代次数超过 150次 ,所需计
算时间长。另外马氏距离的计算不仅需要较长的
计算周期 ,而且其庞大的矩阵计算占用大量内存
空间。仿真实验过程中发现 , RHM算法运行程序
时所用时间达到了运行 RF算法时的 102 数量级
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倍数 ,占用的内存也远比 RF算法大。如果数据
集的属性值较多 ,这样的问题就更加突出。RF方
法的主要运行时间在建模过程 ,而这个过程所需
的时间通常较少 ,例如对 5 000个样本容量的数
据集构建 1 000棵树规模的随机森林只需要十几
秒。随机森林模型一旦建立 ,就可以很快得到每
个样本的异常点尺度 ,它所涉及的计算都是建模
后简单的计数和标准化计算 ,与属性值矩阵大小
无关。因此 RF算法在处理大数据集上比其他 2
种方法能显著的减少计算运行时间。
2) 3种方法删除异常样本的鲁棒性比较
通过只删除训练集中的异常样本而不删除测
试集中的异常样本来建模和测试 ,这对模型的泛
化能力有较高要求。RHM 方法和稳健的马氏距
离方法需要计算协方差的逆阵 ,然而如果协方差
矩阵奇异 ,则需要用到伪逆 ,伪逆使算法的鲁棒性
受损。如表 2所示 , RF方法的鲁棒性较 RHM和
稳健马氏距离方法更好 ,在全部 6个数据集上 RF
都保证了模型的泛化能力。另外 2种方法的鲁棒
性都不如 RF算法 ,甚至在 heart数据集上还出现
准确率下降的现象。与 1)相仿 ,大数据集的内存
占用和耗时成为影响异常样本检测的一个瓶颈问
题 ,而 RF算法不存在这样的问题。这样的优点
使基于随机森林的异常样本检测方法的广泛应用
成为可能。
4　结语
本文将随机森林算法引入异常样本的检测
中 ,结合样本相似度提出异常点尺度的概念来衡
量样本的异常程度 ,并根据这一尺度筛选出异常
样本。仿真实验证明 ,与其他 2种基于距离的异
常样本检测技术相比 ,基于随机森林的异常样本
检测不论在提高模型的准确率方面 ,还是在减少
计算时间方面都比其他 2种方法有更大优势。同
时 ,该方法具有较其他 2种方法更强的鲁棒性。
样本相似度除了用在异常点检测之外 ,还可
以用于建立数据集原型 ( p rototype)、数据集坐标
描述、以及训练集和测试集缺失值的补充等方面。
随机森林提供的样本相似度在挖掘数据集自身特
性方面的研究还有更多更广的潜力。但是 ,异常
样本的尺度阈值选择仅有实验性的结果 ,还没有
定量的判断标准 ,值得做进一步研究。
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