Abstract. The evaluation sample data of green process have multi-dimensional characteristic, unknown structure, and great dimensional difference. Therefore, the high-quality evaluation sample classification is difficult, when the evaluation is operated by machine learning method. A novel kernelized fuzzy C-means algorithm is proposed in order to achieve the reasonable classification of the samples. Kernelized fuzzy C-means clustering is improved by using the penalty factor; subtraction clustering is applied to enhance the accuracy of clustering; the PBMF index is used as classification condition to obtain the optimal classification number. The experimental results show that this algorithm has good validity and robustness. When the proposed algorithm is applied to classify evaluation samples of green process, the results indicate that the optimal classification of evaluation sample can be implemented effectively.
Introduction
The production way of manufacturing companies significantly is influenced while the environmental pollution is becoming more serious and natural resources is becoming crisis in the world. The green and environmental concept of manufacturing process has become a consensus in the world. The research on Green Manufacturing (GM) and its relevant problems have been increasingly paid attention to. Evaluating the green degree of manufacturing process is one of key technologies in realizing green manufacturing. Some effective evaluation methods were put forward, such as life cycle assessment (LCA), analytic hierarchy process (AHP) and fuzzy comprehensive evaluation (FCE) [1] [2] [3] [4] [5] [6] . But in practical application, these methods are easy to occur the complicated evaluation process, long cycle, depending on subjective judgment and other problems, so that the effectiveness and practicability of the evaluation results become poor.
Recently, machine learning method has been developed greatly on the basis of the theory of artificial intelligence. This method has strong analysis ability and generalization ability, and is suitable for solving the index complexity and fuzzy problem in the complexed evaluation system [7] . But the research that machine learning method is used for green manufacturing process evaluation has rarely been reported. This is mainly due to no objective and high-quality evaluation sample classification. The main aim of classifying data sample is to provide decision support for evaluating green degree of manufacturing process using machine learning method. It is important to ensure the evaluating effectiveness using machine learning method. The evaluation sample data have multi-dimensional characteristic, unknown structure, and great dimensional difference. So obtaining the high-quality evaluation sample is an "extraordinarily complex" task.
Fuzzy C-means (FCM) algorithm is one of the most widely used classification algorithms [8] . FCM and its improved algorithms have been widely used in pattern recognition, data mining, and other fields, due to their simple design and low complexity [9] [10] [11] [12] . But these algorithms still exist some defects as follows: the number of clustering need be set in advance, the clustering performance depending on selection of the initial cluster center [13, 14] . To overcome these defects, a novel kernelized fuzzy C-means algorithm (NKFCM) is proposed, which is used to realize evaluation sample classification with the high quality in this paper. NKFCM algorithm adopts a new penalty factor to relax the constraints of membership degree and adjusted the original objective function for optimize astringency and stability; subtraction clustering to overcome the sensitive to initial clustering center; cluster validity index to obtain the optimized cluster number automatically.
The rest of this paper is organized as follows: Section 2 describes NKFCM algorithm. The experiments results of the proposed NKFCM algorithm is presented in sections 3. Evaluation sample classification for grinding process are given in Section 4. Finally, Section 5 gives the conclusions.
NKFCM Algorithm

Improved KFCM Algorithm
Kernelized fuzzy C-means algorithm are mostly based on the FCM algorithm [15, 16] . They have bad robustness, and have not discussed the parameter optimization problem of the kernel function.
Improved KFCM algorithm is built by integrating kernel means with FCM clustering. First, kernel means, performing a nonlinear data transformation into some high dimensional feature space, increases the probability of the linear separability of the patterns within the feature space. Second, the penalty factor is used to relax the constraints of membership degree and optimize astringency. Finally, a new objective function is constructed.
The
has n samples and c clusters, and P R X ∈ . Data set X is mapped into a potentially much higher dimensional feature space F by using a nonlinear mapping function Φ(X). The final clustering operation is completed in the feature space F. By the kernel function definition, inner product in the data space can be replaced by the kernel function in high-dimensional feature space. A kernel in the feature space can be represented as a function K:
, and the objective function is defined as:
Where, ) ( k x Φ is the mapping of x k in the feature space,
is the ith center in the feature space, and U is the fuzzy membership matrix. u ij is a fuzzy membership. Which is to express the relative degree of the jth sample belonging to the ith class. V is a center point set, m (m > 1) is weight of the fuzzy membership, and η i is a right positive value, which is defined as:
is the distance from the jth sample in the kernel space to the ith cluster center:
In this paper, the kernel function K(x,y) is taken as the Gaussian function:
δ is an adjustable parameter, K(x, x) =1.The objective function (1) is given by:
Therefore, through solving equation (5), the cluster center v i can be obtained from:
The fuzzy membership matrix U can be obtained from:
Subtractive Clustering
The subtractive clustering is one-pass algorithm for estimating the number of clusters and initial location of clustering centers. In subtractive clustering, all the data points are regarded as candidates for clustering center. Then, based on density of data points, this method operates by finding the highest value of neighbors as clustering center by comparing the density of surrounding data point [17] . The subtractive clustering method is described as follows:
Step 1: Density value for all data points is calculated first.
where r a is a positive constant called cluster radius.
Step 2: Data point with highest value is selected as first cluster center. Let x ci be the selected point and D ci its density value. r b is then used as radius which defines the neighbourhood where the density reduction is done. The highest density value of remaining data point is revised as follows:
Step 3: The process of acquiring new clustering center and revising density value repeats until D ci /D i <A (A is a positive constant).
The density center of subtractive clustering can appear in order of the density value. When the clustering center first appears, the density value is maximum. It is most likely to become the appropriate clustering center. It can effectively avoid the problem that the algorithm is sensitive to the initial clustering center.
Cluster Validity Index
Clustering validity index can be used to determine the optimal cluster number of sample [18] . In the case that the spatial structure of the data set is not known, it is difficult to ensure that the number of the cluster is the most suitable one. Therefore, the appropriate clustering validity index is used to select (determine) the clustering number of sample, which can realize the most reasonable clustering effect. Based on the definition of compactness within cluster and separation between clusters, PBMF is an effective index for clustering in recent years [19] .
The PBMF index is defined as follows:
Where C is the number of clusters, V i is the center of ith cluster, u ij is a partition matrix for the data,
, m is weight of the fuzzy membership.
NKFCM Algorithm
NKFCM has two level iteration. The inner iteration is a combination of subtractive clustering and KFCM algorithm, to achieve optimal clustering by minimizing the objective function (5). The outer iteration calculates the PBMF value of the inner layer clustering result. NKFCM algorithm is described as follows:
Step 1: Set the parameters: weight of the fuzzy membership m, iterative threshold value ε, Gauss kernel function parameter 2 δ , initialize cluster number C=2;
Step 2: Maximum number of clusters is obtained by subtractive clustering C max ;
Step 3: The objective function value is obtained by formula (5), the cluster center is updated by formula (6) , and the membership matrix is updated by formula (7);
Step 4: If the changes in adjacent objective function values reach the threshold ε, the algorithm is terminated. Otherwise go to step 3;
Step 5: Calculate PBMF value by formula (10), if C＜C max , C= C+1, go to step 2; otherwise terminate the algorithm. The optimal clustering number and the sample classification are determined according to the maximum value of PBMF.
Experiments Results
FCM, KFCM and NKFCM were operations respectively. Iris and Wine data set were used to test above three algorithms performance. Iris data set contained 150 4 d samples, divided into three categories. Wine data set contained 178 13 d samples, divided into three categories, including 59, 71, 48 samples respectively. Experimental conditions were: r a =r b =0.5, error ε=0.000 01, the maximum number of iterations T max =100, m=2.0. Computer configuration: 2.2GHz Intel core 2 Duo CPU, 2 GB of RAM, and MATLAB 7.0 software.
Clustering Accuracy
The experiments were carried out with Iris data set. When the clusters number was 3, the corresponding clustering center was PBMF value changed with the number of clusters, as shown in table 1. When the number of clusters was 3, PBMF had the maximum value. The result showed that the optimal clustering number of iris data set is 3. FCM, KFCM and NKFCM algorithms were operated 10 times respectively. The clustering results were shown in table 2. For the NKFCM algorithm, the number of iteration and the running time were increased, but the classification error rate was significantly lower than the other two algorithms. It showed that NKFCM algorithm had higher accuracy. In order to verify the clustering effectiveness of NKFCM algorithm for high-dimensional data samples, wine data sets was tested. The results were shown in table 3. From table 3, it could be known that the clustering effect of high-dimensional data samples was still the best with NKFCM algorithm. 
Noise Data Processing
In order to investigate the antinoise ability of the sample, the 10%, 20%, 30%, 40% noise samples were joined in the original sample set respectively. Compared results were shown as figure 2 with NKFCM and KFCM algorithm. From the figure 2, the error rates of the two algorithms were both higher than original data set. But the growth range of error rate in the NKFCM algorithm was much smaller than KFCM algorithm. And with the increase of the noise data, the error rate of NKFCM algorithm was not increased significantly compared with the KFCM algorithm. Therefore, above results presented that NKFCM algorithm had better robustness than KFCM algorithm.
Classification of Evaluation Sample in the Green Process
The sample data from the practical grinding process were used in this paper. They were collected from the automobile manufacturing enterprise. NKFCM algorithm was used to classify the evaluation samples of green process.
Establishing the Evaluation Sample
The sample data mainly included twelve environmental impact evaluation indexes, as shown in table 4. A common problem in evaluation data was how to define the input value quantificationally. Because of the ambiguity of some index values, it was difficult to give the quantitative expression. In this paper, to avoid subjective judgment of experts, the semi-quantitative method was used to quantify the evaluation indexes value. Evaluation indexes were divided into qualitative indexes and quantitative indexes. For quantitative indexes, measured values were directly used. For the qualitative indexes, the expert scored on a 10-point scale based on the specific regulation [14] . The assigned value of grinding process sample data were shown in table 5. 
Data Pre-processing
The variable was transformed into an understandable or acceptable form before the training process. It was a kind of common practice. The process known as data pre-processing was carried out to reduce the dimensionality of input data and to optimize the generalization performance [20] . The input data was normalized by the following operation:
Where x i -a required pre-processing data; x min -the minimum value of data set; x max -the maximum value of data set.
The operation of pre-processing ensured that all input data were kept within the range [0, 1], so that the result values can be effectively analyzed.
Classification of the Sample
When NKFCM algorithm was used, the change of PBMF was shown in table 6. The optimized cluster number could be determined based on PBMF maximum value. So, the optimized cluster number was 3. 
Conclusions
In this paper, a novel kernelized fuzzy C-means algorithm is proposed and applied to sample classification for green process evaluation. NKFCM algorithm is built by integrating improved KFCM, subtraction clustering and cluster validity index. Improved KFCM by using the penalty factor relaxes the constraints of membership degree and optimizes astringency; subtraction clustering is applied to enhance the accuracy of clustering; the PBMF index is used as classification condition to obtain the optimal classification number. The experiment is operated with iris and wine data sets. The results have proved that effectiveness of NKFCM algorithm. Furthermore, NKFCM algorithm is applied to the classification of the green process evaluation samples. The classification method of the samples for the evaluating grinding process is described. A better classification result is obtained.
The results presented in this paper shows potential advantage of NKFCM algorithm in process evaluating sample classification. This can effectively provide decision support for the green process evaluation with machine learning method.
