We used the Agricultural Production Systems sIMulator (APSIM) to predict and explain maize and soybean yields, phenology, and soil water and nitrogen (N) dynamics during the growing season in Iowa, USA. Historical, current and forecasted weather data were used to drive simulations, which were released in public four weeks after planting. In this paper, we 1) describe the methodology used to perform forecasts; 2) evaluate model prediction accuracy against data collected from 10 locations over 4-years; and 3) identify inputs that are key in forecasting yields and soil N dynamics. We found that the predicted median yield at planting was a very good indicator of end-of-season yields (relative root mean square error, RRMSE ~ 20%). For reference, the prediction at maturity, when all the weather was known, had a RRMSE of 14%. The good prediction at planting time was explained by the existence of shallow water tables, which decreased model sensitivity to unknown summer precipitation by 50 to 64%. Model initial conditions and management information accounted for ¼ of the variation in maize yield. End of season model evaluations indicated that the model simulated well crop phenology (R2=0.88), root depth (R2=0.83), biomass production (R2=0.93), grain yield (R2=0.90), plant N uptake (R2=0.87), soil moisture (R2=0.42), soil temperature (R2=0.93), soil nitrate (R2=0.77), and water table depth (R2=0.41). We concluded that model set-up by the user (e.g. inclusion of water table), initial conditions, and early season measurements are very important for accurate predictions of soil water, N and crop yields in this environment.
Introduction
Predicting crop growth and soil processes has the potential to provide timely information for management recommendations (Hansen and Indeje, 2004) . Such information can improve profitability, environmental quality and marketing decisions (Brandes et al., 2016; Johnson et al., 2016) . Current efforts to forecast seasonal crop yields include field surveys, expert judgement, remote sensing, statistical models, and process-based simulation models (Hammer et al., 1996; Prasad et al., 2006 , Ines et al., 2013 Basso et al., 2013; Feng et al., 2019) . There are trade-offs among approaches in terms of accuracy, explanatory power, and desired scale and resolution (Basso and Liu, 2019) . Farmer-based surveys are helpful but rely on voluntary participation and their information is restricted to events of the past. Remote sensing and statistical models are descriptive (Atzberger, 2013; Lobell et al., 2015) and offer limited insight on belowground processes that are key to environmental performance. In contrast, process-based models offer a way to understand and explain the underlying crop and soil processes driving yield and environmental outcomes, but this comes at the cost of extensive input data requirements (Basso et al., 2012; Puntel et al., 2018) . Successful yield forecasting approaches using crop models in the USA (Morell et al., 2016; Togliatti et al., 2017) and Australia (Carberry et al., 2009) , have shown potential to couple explanatory with predictive power to evaluate adaptive management strategies (Jones et al., 2017) .
Predicting yield and soil-crop dynamics during the growing season faces the challenge of capturing weather-related uncertainty and its interaction with the variability of soil properties, crop genetics, and management practices (Tollenaar et al., 2017) . Therefore, the success in forecasting yields via crop simulation methods depends on the capability of the model to accurately represent dynamic processes (van der Velde et al., 2012) , and the quality and availability of data inputs .
Although the algorithms behind crop models continue to be refined to improve the representation of biophysical processes, knowledge gaps still limit their use (Keating et al., 2003; Rötter et al., 2018; Li et al., 2019) . This is particularly evident when predictions are made under extreme weather scenarios or in environments with specific characteristics such as shallow water tables or soil constraints (Wang and Smith, 2004) . Crop models are generally capable of accurately simulating the effect of water deficits on soil-crop-atmospheric processes, but less accurate when simulating excessive water impacts (Rosenzweig et al., 2002; Warren et al., 2015; Shaw and Meyer, 2015) . For example, showed that many maize (Zea mays L.) models overestimated yields in situations with excessive precipitation due to the lack of excess moisture yield loss mechanisms. Others have shown that inclusion of waterlogging routines improved the overall model capability to predict production and environmental outcomes (Ebrahimi-Mollabashi et al., 2019) . Excessive moisture is most damaging in poorly drained soils with shallow water tables, which are present in a large portion of cropland in the US Midwest (Fan et al., 2013; Rizzo et al., 2018) .
Continuous development and testing of field-scale agronomic crop models with experimental data can improve our understanding of fundamental science, identify gaps in model function, and improve current forecasting methods to better account for extreme events (Peng et al., 2018) . To this end, we used a multi-location-year dataset that included many measurements of the crop-soil system. Data were collected during the first four years of the Forecast and Assessment of Cropping sysTemS (FACTS) project . This project aimed to develop and test a methodology to perform in-season forecasts of maize and soybean (Glycine max (L.) Merr.) yields and other important aspects of the system, related to crop management and environmental performance such as soil N availability and crop N uptake at 10 locations in Iowa, USA. In this paper, we: 1) describe the methodology used to perform forecasts of yield and crop-soil dynamics and improvements made to the model; 2) evaluate model prediction accuracy, error and uncertainty; and 3) identify inputs that are key in forecasting yields, soil water and N dynamics, and discuss lessons learned over four years.
Materials and Methods

Field experiments, management, and weather conditions
We set up 10 experimental locations with maize and soybean crops across Iowa, USA ( Fig. 1 ). Experiments covered a range of weather conditions, management practices, soil drainage systems, and soil properties. Over a 4-year period, 2015-2018, we collected data from 94 unique site-yearcrop-management combinations (hereafter test plots; 56 test plots with maize and 38 with soybean; Table S1 ). Each test plot was replicated three times and the size of each replication ranged from 300 to 4,000 m 2 , depending on location and treatments. Crops were grown under typical management practices at each location. In some locations, we added treatments to study cropping system response to planting date, N-fertilization rate, and subsurface drainage (Table S1 ). Maize and soybean crops were grown in rotation and both crop phases were present in each year with one exception of a central Iowa location, in which maize was grown in monoculture. Eight of the 10 locations had shallow water tables that fluctuated from 30 to 300 cm below the soil surface (Nichols et al., 2019; Ebrahimi-Mollabashi et al., 2019) . The existence of shallow water tables is very common in the US Corn Belt. For reference, 55%, 61% and 56% of the land in Iowa, Illinois, and Indiana, respectively, has shallow water tables ( Fig. S1 ). Three locations had subsurface tile drainage at 1.1 m depth ( Fig. 1 ; Table S1 ). Irrigation was applied in one location (Muscatine, very sandy soil; Table S2 ). In all other locations, crops were rainfed. Soil organic matter and plant available water differed across locations ( Fig 1 and Table S2 ).
Planting dates and cultivars across the test plots varied among locations ( Fig. 1b ). On average, maize was planted on May 5 th and soybean a week later. We used seven maize hybrids (range 101-115 day maturity) and 12 soybean varieties (range 1.8 to 3.6 maturity group) across the 94 test plots ( Fig. 1b and Table S1 ). Each cultivar was used for two years and in at least two locations. Target plant densities averaged 8.6 plants m -2 for maize and 36 plants m -2 for soybean ( Fig. 1b ). Row spacing was 76 cm with the exception of two soybean test plots, which was 38 cm. N-fertilization for maize was 166 kg N ha -1 in most of the trials following Iowa State University recommendations for a maizesoybean rotation (Sawyer et al., 2006) . In four locations we studied variable N-rates to maize, including zero and excessive (336 kg N ha -1 ; Table S1 ). No N fertilizer was applied to soybean except few test plots (see Table S1 ) in which we experimented with a high-input management system. The timing of N fertilizer application to maize varied by location, from two weeks before planting to two weeks after planting. N fertilizer was either broadcasted (urea-N) or injected (urea ammonium nitrate). Phosphorus, potassium, and sulfur fertilizers were applied in the fall or spring following Iowa State University recommendations and annual 15 cm soil sampling (Mallarino et al., 2013) . The target was to maintain Mehlich 3 soil test P and K levels in the higher end of the optimal soil test category (P, 16-20 ppm; K, 86-120 ppm) . Sulfur applied at a rate of 34 kg S ha -1 as ammonium sulfate. Tillage operations varied by location and crop. Typically, a disc tillage system was used to incorporate maize stover in the fall and field cultivators were used for seedbed preparation and to incorporate fertilizers in the spring. Herbicides, insecticides, fungicide and manual weeding were applied as needed to keep the plots free of weeds, pests, and diseases.
Field trials were set up next to fully automated weather stations (Iowa Environmental Mesonet, 2019) . Crops experienced a range of weather conditions across locations and years (Fig. 1a ). The average summer temperature (June, July, and August) varied from 18 to 24 o C while the summer precipitation varied from 146 to 630 mm ( Fig. 1a ). Compared to 35-year weather record, the 2015 summer was wet and cool, the 2016 summer was dry and warm in the first half and wet and cool in the second half, the 2017 summer was warm and dry, while the 2018 summer was warm and wet. Additional weather information by location and year is provided in Table S3 .
Soil and crop measurements
All of the replicated test plots were outfitted with 5TM soil moisture and temperature sensors (METER Group Inc., Pullman, WA, USA) at two depths (15 and 45 cm), except few test plots in Kanawha and NcNay. In addition, water tables monitoring wells were installed in all sites except Muscatine. Wells consisted of 5 cm diameter slatted polyvinyl chloride (PVC) pipes, outfitted with CTD-10 sensors (METER Group Inc., Pullman, WA, USA). Initially, two water table wells were installed to a depth of 1.8 m at the borders of each experiment. In 2017, wells were re-installed inside the plots to a deeper depth (2.8 m) and we also increased the number of wells to a total of 38 across all test plots. Data were recorded hourly during the growing season and in some cases during the fallow period using EM50 dataloggers.
Soil nitrate and ammonium were measured in all test plots (1370 x 3 replications = 4,110 samples). In 2015 measurements were taken every week from April to November at 0-30 cm depth. In 2016 and 2017 we added a second depth (30-60 cm) and decreased the frequency of measurements to every other week. In 2018, the same two-depth protocol was maintained but fewer samples were collected compared to 2017. Each time, eight soil cores were taken from every replication and soil samples were homogenized into one sample. Then, the sample was extracted in 2 M potassium chloride (5:1 solution/soil ratio) and passed through a Whatman filter paper #1. Nitrate plus nitrite and ammonium concentrations in the filtrate were measured in microplates using the Griess-Ilosvay reaction with vanadium (III) chloride as a reducing agent and the Berthelot reaction, respectively (Hood-Nowotny et al., 2010) . Gravimetric soil moisture was determined from these samples to scale the N concentrations to mass N dry soil and test the moisture sensors.
Crop growth and development were measured in all test plots approximately every two weeks. Crop measurements included destructive plant sampling (1 m 2 each time) and non-destructive assessments of crop staging and population density. In total, we collected 644 x 3 replications = 1,922 biomass samples. In each sample, we measured dry biomass and partitioning to different organs (green and yellow leaves, stems, cobs, husk, shank and kernels for maize; and green and yellow leaves, stems, pod walls and seeds for soybean), organ N and C concentration, green leaf area, and number of kernels per ear. Leaf area index, specific leaf area index, and tissue N uptake were calculated from these data. During biomass sampling, we also measured root depth in years 2016 and 2017 from all test plots and in year 2018 from central Iowa test plots (Ordonez et al., 2018a , Ebrahimi-Mollabashi et al., 2019 . Crop staging was assessed using the V/R system for maize and soybean (Fehr and Caviness, 1977; Ritchie and Hanway, 1982) . In addition to staging, total and actual maize leaf number and soybean node and pod numbers were counted. Combine grain yields were determined by harvesting 4-8 middle rows from each replicated test plot using the Harvest Master weight bucket.
Additional measurements included N 2 O and CO 2 emissions from the soil surface (12 test plots), residue decomposition (8 test plots), evapotranspiration (4 test plots), soybean N-fixation (8 test plots; Cordova et al., 2019) , leaf area profiles along the main stem (8 test plots), water flow and N leaching to tile drainage (15 test plots), vertical root mass and length distributions and root C and N concentrations in 36 test plots (Ordonez et al., 2018b , Nichols et al., 2019 . Measurements were used to check, improve and calibrate various APSIM routines (see below). In this manuscript, we present model performance against sensors, soil and crop data.
The APSIM software platform general description
We used the Agricultural Production Systems sIMulator (APSIM; Holzworth et al., 2014) version 7.7 in the first year and version 7.8 in subsequent years. The following modules were used: maize and soybean crop models (Keating et al., 2003) , SWIM soil water model (Huth et al., 2012) , soil N and carbon model (Probert et al., 1998) , residue model (Probert et al., 1998; Thorburn et al., 2005) , soil temperature2 (Campbell, 1985) and various management rules to account for tillage and other management operations. The crop models simulate biomass production based on a combined radiation and water use efficiency concept. The SWIM soil water model uses the Richards equation to simulate water balance processes including simulation of shallow water tables and tile drainage (Malone et al., 2009) . The soil N model simulates soil organic carbon mineralization, immobilization, and inorganic N fluxes including nitrification, denitrification, nitrous oxide emissions, N leaching, and urea fertilizer hydrolysis. The decomposition of crop residue influences soil-water-N-temperatures modules in APSIM. Information flow passes from one module to another on a daily basis to account for feedbacks among various soil, crop, and atmospheric processes. For additional information, we refer to www.apsim.info
APSIM model set up and calibration
We set up the model to simulate a water-and N-limited production situation. Each simulation started on January 1 st to allow time for the soil water balance to reach an equilibrium. Starting values for surface residue (amount and carbon to nitrogen, CN, ratio), root mass in the soil and CN ratio, soil nitrate, and water by layer were derived by simulating the previous cropping year and extracting the values on December 31 st in the first year and by field measurements in subsequent years or combination of both. Soil organic matter values by layer to 1.2 m depth were derived from baseline measurements taken in every location (6 replications per location) and then SSURGO (Soil Survey Staff, 2019) data was used to develop a 2.5 m soil profile per location (Table S2 ). The model uses three soil organic matter pools, a fast decomposing, a slow decomposing and an inert pool that does not decompose. Because the size of each pool depends on carbon inputs (crop, management, soil properties, and weather conditions interactions), a 10-year spin-up simulation was run to derive these fractions in a manner similar to that used by Dietzel et al. (2016) . The values are shown in Table S2 .
Soil hydrological parameters including drained upper limit, drained lower limit, and saturation by layer were initially taken from SSURGO and subsequently calibrated using data from moisture and water table sensors (see values in Table S2 ). The air-dry lower limit and runoff parameters were estimated similar to Archontoulis et al. (2014) . The XF parameter, which reflects soil constraints to root growth, was set to 1 (no limitation) in all sites except McNay, which has a clay pan from 30 to 80 cm soil depth and XF was set to 0.7 to constraint root penetration in these soil layers. The 0.7 value better matched root depth observations over time in this location. The KL parameter that reflects the ability of the crop to extract water was set to 0.08 day -1 from 0 to 0.8 m and then decreased exponentially to 0.03 at 1.5 m depth, similar to . Saturated hydraulic conductivity by layer was estimated using Saxton and Rawls (2006) equations that use as inputs soil organic matter and texture (Table S2 ).
Knowing that the experimental locations have a shallow water table (Fig. S1 ), we used the SWIM model, which has the capacity to simulate fluctuating water tables (Huth et al., 2012) . The simulation of the water table was implemented by using a constant head bottom boundary condition that reflected the average water table depth by location (see values in Table S4 and implementation details in Ebrahimi-Mollabashi et al., 2019) . SWIM model hydraulic conductivity and matric potential at field capacity parameters were calibrated using water table and moisture data and values ranged from 0.1 to 0.3 mm/d and -100 to -300 cm, respectively.
In the crop models, we made changes to the crop parameter files and source code, which were guided by measurements and literature. The changes are listed in Tables S4 and S5, including default and new values per crop. In brief, in the maize crop model, we increased the radiation use efficiency parameter (Soufizadeh et al., 2018) , decreased the root front velocity (Ordonez et al., 2018a), decreased the leaf appearance rates, and decreased the critical maize grain N concentration (Ciampitti and Vyn, 2012) . In the soybean model, we increased the node senescence parameter to slow down senescence (Archontoulis et al.,2014b; Wu et al., 2019) , decreased the potential fixation rate (Cordova et al., 2019) , decreased the root front velocity (Ordonez et al., 2018a) , decreased the critical grain N concentration (Balboa et al., 2018) and the pod N concentration. In addition, we decreased the fraction of dry matter allocated to pods at the early reproductive stages and decreased stem and leaf N concentrations at late reproductive stages. In both crop models, we added a new function in the source code to inhibit root front velocity when a layer is nearly saturated with water (see Ebrahimi-Mollabashi et al., 2019) . This new function is incorporated into release version 7.9.
In the soil N model, we added a new function in the source code to constrain denitrification beyond a certain depth (user-defined; 1 m depth was used). This modification was necessary because the inclusion of water table stimulated unrealistically high denitrification rates from the subsoil. That was due to the way that the denitrification equation was previously programmed in APSIM (see details in Martinez-Feria et al., 2018) . This change improved simulation of the N leaching to tile drainage. In the residue model, we used the default settings with the exception of one change in the soybean residue surface cover (from 0.0002 to 0.0004 ha kg -1 ). This change was supported by field measurements (residue cover and soil moisture) and resulted in better simulation of soil water dynamics.
Prediction protocol
To predict yields and soil water-N dynamics during the growing season we used a synthetic weather file that included: observed weather data up to a certain date, forecasted weather data for 7 days, and historical weather data from then on ( Fig. 2a ; see also Togliatti et al., 2017) . In 2015 we used the WRF model (Weather Research and Forecasting; Skamarock, 2008) for forecasted weather data while in subsequent years NDFD (National Digital Forecast Database) and CFS (Climate Forecast System) forecasted weather data. Starting at planting time, we run the models every other week to predict yields, soil nitrate and water, crop staging, and crop water and N uptake. Portions of the results (measurements and simulations) were displayed in a publicly available website ; https://crops.extension.iastate.edu/facts/ ). Both actual and benchmarking predictions (e.g. percent yield or soil N above or below normal with normal being a 35-year average) were provided in the website. The overall workflow is illustrated in Fig. S2 . At the end of each forecast season, we used the modeling framework to answer what-if farmers' questions, e.g. what-if I had planted a week earlier or used a higher seeding rate or N-rate.
Early in the growing season (June) we adjusted the model, if needed, to ensure leaf number, leaf area index, crop biomass, soil water, and soil N followed the measurements ( Fig. 2a; Fig. S3 ). In most cases, when the model simulations did not follow the measurements, the errors were due to the incorrect simulation of emergence or incorrect initial N or residue amount inputs. When we implemented a fix in the initial conditions, we re-run the simulations from planting time. No changes to model source code or crop parameter values were made during the forecast period except some ad-hoc modifications as needed to account for herbicide damage to leaf canopy in soybeans or hail damage to both crops. In these cases, we decreased photosynthesis for a few days via modifying radiation amount for the period of the event. After each growing season, we used all the measured data for a comprehensive systems evaluation of the modules. As new information became available we improved the modules year-by-year to better represent the system. The process of improvement is still in progress.
Statistical indices to assess model performance
To evaluate in-season yield predictions we calculated the relative root mean square error (RRMSE) and created y=ax (measured versus simulated) graphs from which we determined the R 2 and the slope of the plot. The RRMSE is a measure of the error, R 2 is a measure of predictive ability, while the slope is useful to identify systematic bias in predictions. The above indices were calculated for each yield prediction during the season, from planting to harvesting. As explained above, in each forecast a synthetic weather file consisting of 35 years was used, which resulted in 35 yield predictions. The median yield was used as the predicted yield and the actual yield at harvest time as the measured yield (Figs. 2 and S2) .
To estimate the uncertainty that is associated with the unknown weather during the season (Fig. 2b) , we calculated the standard deviation of the median prediction. The standard deviation was divided by the mean yield to create a normalized index to compare the two crops.
To evaluate end-of-season model performance we calculated RRMSE, R 2 , root mean square error (RMSE), and modeling efficiency (ME). Equations can be found in Archontoulis and Miguez (2015) .
Sensitivity analysis
To gain a deeper understanding of the factors determining yield prediction at planting time as well as other important variables we performed a sensitivity analysis of APSIM inputs including weather, management, crop cultivar parameters, initial conditions, and soil conditions. This analysis reflects all the decisions that a user has to make while performing in-season predictions (see Table S7 ).
We classified the factors into known (e.g. weather from January 1 to April 30), partially known (e.g. cultivar life cycle duration), and unknown (e.g. growing season weather). Within each category, we defined factors (e.g. rain) and different levels within each factor. In total 28 factors were defined per crop (Table S7 ). We used different ranges per factor to best represent reality. For example, the range of precipitation from January to April was from 83 to 393 mm and derived from analysis of 35-yr data from central Iowa. This range reflects a ± 65% variation from the median value that was 241 mm. Then we defined different levels within that range (-65, -35, -15 , +15, +30, +65%) and by using the climate control script available in APSIM we ran 35 years of simulation for each level. All other inputs were held constant. A second example is the maize thermal time parameter from silking to physiological maturity. This information is available in 'seed bag tags' but is not precise. Therefore, we included a ± 10% variation in this parameter. For a maize hybrid with a grain fill period thermal time of 800 o C-d, a 10% variation (720 to 880 o C-d) is approximately 5-8 d deviation in this region.
We performed a one-factor-at-a-time sensitivity analysis (Lenhart et al., 2002) . A baseline scenario was constructed for central Iowa using average values for each parameter (Table S7 ). A single parameter was varied from a feasible minimum and maximum value (Table S7 ). Sensitivity of grain yield, soil nitrate and other variables were assessed using a relative sensitivity index (Hamby, 1994) . Data analysis and visualization were conducted in R version 3.5.1 (R Core Team, 2013), which was expanded with the packages readxl (Wickham and Bryan, 2018) and tidyverse (Wickham, 2017) .
Sensibility analysis of yield response to summer precipitation
In addition to model testing against in-season data, a robust model should also predict known yield response to external factors such as management practices or soil and weather factors. We tested yield response to summer precipitation, with and without water table influence. We enabled simulation of water table and impacts on yields, by appropriately setting subsoil parameters (Table  S2) , bottom boundary conditions (Table S4) , and adding a new function into the model to inhibit root growth in soil layers saturated with water (Tables S5-6) . For the analysis, we used a central Iowa location, typical management, and cultivars for this region, and we ran the model for 38 historical years. Simulated yields were compared to county yield data for the Boone County, Iowa (NASS, 2019) . In this comparison, we removed the effect of management and genetics from the historical crop NASS yield increase.
Results
Yield prediction during the growing season Across locations, the weather uncertainty in yield prediction (standard deviation of the median prediction) was highest early in the season (~20%) and decreased towards physiological maturity to 0% (Fig. 3a) . Within locations, the growing season weather uncertainty was highest in the southern locations, particularly in the south-central location for both crops (Fig. S4 ).
The RRMSE (error between median prediction and measured yield) decreased much less compared to the uncertainty during the growing season, from 20% at planting to 14% at physiological maturity (Fig. 3b) . In general, the RRMSE slightly increased during June and July and then decreased during August. We observed variability in these trends from location to location as indicated by the error bars in Fig. 3b . The variability in RRMSE across locations was explained by the yield of each location and also by the yield measurement error. The higher the yield or the lower the measurement error, the lower the RRMSE for both crops (Fig. 3d and e ). This shows better model performance in high yielding environments and uniform field experiments (less within field variability). For reference, across years and management, the highest maize yield was obtained in the irrigated Muscatine location (southeast IA) and the highest soybean yield in the rainfed Sutherland location (northwest IA). The highest measurement error was obtained in McNay (southcentral IA) for both crops.
The yield prediction accuracy in May (planting time) was only surpassed by the yield prediction accuracy in September (physiological maturity; Fig. 3d ). To understand this, we performed a sensitivity analysis to determine the factors contributing to yield prediction at planting time (Fig. 4) . Results indicated that 32% of the maize yield variability was explained by known factors, 48% by partially known factors, and only 20% by unknown factors at planting time (Fig 4; Table S7 ). Summer temperature (weather factor), equilibrium water table depth (soil factor), and thermal time during reproductive phase (crop-factor) explained most of the variability in maize yield at planting time. Management and initial conditions together accounted for nearly ¼ of the variation in maize yield. Among these, only the weather is unknown at planting. Soil and crop factors at planting are known or partially known. Thus, the low RRMSE of maize yield at planting is explained by the low share of the unknown factors to the total yield variability. Similar results were obtained for the soybean yield prediction at planting time ( Figs. 3 and 4 ).
In the case of soil nitrate prediction in maize (0-30 cm depth; average of multiple predictions during summer time), we found that the contribution of unknown factors was only 8%. This shows that the model is even less sensitive than maize yield to the unknown weather during the season, which is an encouraging result for model use to assist in-season N management decisions. For soil N prediction, the model was most sensitive to initial conditions, namely initial soil nitrate, initial soil water, and previous crop roots CN ratio, which are all partially known factors ( Fig. 4 ; Table S7 ).
The sensitivity analysis revealed four additional major results. First, different model output variables have different sensitivities to model input variables or parameters (see also Fig. S5 for phenology and crop N uptake results). Second, depth to water table was more important than summer precipitation for prediction of crop yield and N uptake. Third, model initial conditions on 1 January (water and nitrate in the soil profile, residue amount and CN ratio, and previous crop roots amount and CN) accounted for 13, 37, and 25% of the total sensitivity in maize yield, soil nitrate and N uptake predictions, respectively. The soybean model predictions were less sensitive to initial conditions than maize. Fourth, management information such as N-rate, N-timing, N-application depth, planting depth, plant density, and tillage accounted for 10, 22, and 16% of the total sensitivity in maize yield, soil nitrate, and N uptake predictions, respectively.
Evaluating model performance in simulating soil and crop variables
The model performed well in simultaneously simulating many crop and soil variables as indicated by the slope of the y=ab regression that averaged at 0.98 ± 0.07 and other statistical indices presented in Table 1 . The corresponding graphs are provided in supplementary materials (Figs. S7-26), while for one of the 94 test plots the time series results are presented in Fig. 5 . Across all test plots, the mean RRMSE was 25% and it was lowest in leaf number prediction and highest in soil N prediction (Table 1) . The leaf number is simple to predict because it is mainly driven by temperature and crop parameters. On the other hand, soil N is complex to predict because it depends on many soil-crop processes, and measurements have large uncertainty and error. In terms of R 2 and ME, the simulation of soil moisture and water table depth had the lowest values compared to crop variables such as biomass production ( Table 1 ). Note that we ran the model assuming uniformity among replications.
Our systems analysis revealed that an over-or under-estimation of one crop variable had cascading effects on other variables. For example, Fig. 5 shows that APSIM overestimated maize leaf number on 7 July 2016. This resulted in an overestimation in leaf area index, biomass production, and total N uptake on that date. Either the model did not capture well a phenomenon that occurred prior to that date or there was a measurement error. This example shows how such multi-faceted data can stimulate systems thinking and further improvements to the model and detection of measurement errors.
The impact of water table on yield prediction
The inclusion of the water table in the simulation process coupled with waterlogging functions provided a yield credit in dry years (precipitation < 300 mm) and a yield penalty in wet years (precipitation > 500 mm; Fig. 6 ). Overall simulations including the water table improved maize and soybean yield response to summer precipitation compared to the simulations without the water table (Fig. 6) . In wet years, the yield penalty caused by the inhibition of root depth and also by increased N loss from the system (see Fig. S6 ). In dry years, the yield credit caused by the water uptake from the deep soil layers (data not shown). On average, the simulations including the water table increased mean simulated yields over 38-year period by 12% and decreased year-by-year yield variability by 50% in both crops (Table 2 ).
Discussion
Ten lessons learned by performing in-season yield and soil N predictions
First, it is critical that crop models include waterlogging functions and being able to simulate shallow water table in Iowa and similar temperate humid regions with shallow water tables, which account for >100 million ha of the global arable land (Schultz et al., 2007; Fan et al., 2013;  Fig. S1 ); otherwise, predictions will be mostly accurate in average weather years (Fig. 6) . This was particularly noticeable in years 2016 and 2017 in central Iowa in which crops did not receive precipitation for almost 30 days during critical growth periods (Table S3 ) and still produced high yields. Previous simulation analysis indicated that the water table provided a yield benefit of 26% in maize and 17% in soybean (see details in Archontoulis et al., 2017) . Rizzo et al. (2018) reached a similar conclusion about the contribution of water table to yield and yield stability across the Corn Belt. In this study we made significant progress to improve understanding and simulation of water table fluctuations across different soil types. The inclusion of water table improved yield response to precipitation (Figs. 6, S5); something that was recently found to be a limitation in many crop models Kimball et al., 2019) . In general, the simulation of water table in crop models has not received attention in the past, but current results suggest that it should be prioritized for even better prediction of soil-crop processes in the US Corn Belt. Yet, several knowledge gaps still remain. For example, how do we set up subsoil hydrological parameters across the landscape? How deep should a soil profile be defined to enable accurate simulation of a water table? Besides root growth, what other processes are affected by the water table and in which direction? Answers to the above questions can help guide improvements to the prediction accuracy and scalability of crop models to simulate regional scale impacts.
Second, many different factors affect yield and soil-plant N predictions (see sensitivity analysis Figs. 4 and S5). Some of these factors, especially initial conditions, are typically ignored in data collection protocols, but are important and, once integrated with other model inputs, account for a large share of the total variance. By quantifying more inputs to the model, prediction accuracy will increase. Future measurement protocols should consider a systems approach like the one we followed in this project (and not just measuring one trait, e.g. yield or leaf N) towards developing datasets that can support enhancements or development of better prediction models.
Third, the accuracy of the management information is very important for accurate model predictions as it accounted for 10-26% of the total sensitivity in maize yield, soil nitrate and crop N uptake predictions at planting. For reference, we found a 3% and 14% deviation between target plant population (used as model inputs to predict yields at planting) and measured plant counts later in the season for maize and soybean crops, respectively (Fig. 1) . Lowering this deviation is beneficial for modeling ( Figs. 4a and S4) .
Fourth, if the model accurately predicts early-season trajectories ( Figs. 2a and S3) , the chances for an accurate end-of-season prediction are high. If not, the chances for an accurate prediction are very low. Thus, attention should be placed early in the season on how the model is performing in terms of biomass and leaf area index simulation as well as soil nitrogen and water. Coupling simulation models with remote sensing, soil-plant sensors or field observations, can improve predictive ability (Lawes et al., 2019; Anderson et al., 2019) .
Fifth, although we expected the RRMSE to decrease during the season as more weather information became available, this was not the case; in contrast, the median yield prediction at planting was the second most accurate prediction after the prediction at physiological maturity (Fig. 3) . Similar results were found by Puntel et al. (2018) in central Iowa who ran the APSIM model without reset for 20 years. The June and July yield predictions were sensitive to short-term weather variability and were, in general less accurate (Fig. 2b) . We believe the relatively low RRMSE and thus high prediction accuracy in May is due to the low share of the unknown factors (summer weather) to the total yield sensitivity in this region ( Fig. 4) . Of particular note is the ranking of the summer precipitation in the sensitivity analysis ( Figs. 4 and S5) ; it was below the ranking of the water table depth. This suggests that the water table depth is a more important determinant of grain yield than the summer precipitation in this environment. This agrees with Williams et al. (2008) who analyzed 12 countylevel climatic, edaphic, and topographic environmental characteristics and found the depth to the water table and soil organic matter to explain most of the yield variability in Iowa. However, in environments without water table influence, we believe the yield will be more sensitive to the growing season precipitation, and perhaps the uncertainty and RRMSE of the yield prediction at planting time will be higher than that observed in this study (Hammer et al., 1996; Nozetto et al., 2009) . To test this, we reran the sensitivity analysis but without including water tables (data not shown). We found that water tables decrease model's sensitivity to summer precipitation by 50% in maize yield prediction (sensitivity index decreased from 0.12 to 0.06) and by 64% in soybean yield prediction (sensitivity index decreased from 0.17 to 0.06). Thus, the water table buffers the crop to variation in summer precipitation and reduces model sensitivity to unknown summer weather.
Sixth, in addition to existing model algorithm enhancements (e.g. maize N dynamics, Soufizadeh et al., 2018 ; grain growth dynamics, Messina et al., 2019) equal emphasis should be placed on adding new functions into the models to account for non-biophysical factors such as herbicide or hail damage. In this study, we had issues with temporal foliage damage caused by herbicides applied to soybeans. Once we implemented an ad-hoc fix, the model matched experimental observations and increased accuracy. More universal rules and specific measured data are needed to better model such phenomena. Inclusion of such small modifications to simulation platforms will greatly increase applicability of today's crop models to real-world conditions. Seventh, we noticed that model prediction accuracy increased in high-yielding locations and also in locations with low measurement error (less yield variability from replication to replication; Fig. 3 ). This is because APSIM can capture weather and soil water/nitrogen related growth limiting factors but not all of the limiting factors that are probably evident in low yielding locations, and thus the obtained gradient in prediction accuracy across yielding environments. To address the yield variability from plot to plot (note that some plots were big, i.e. >1,000 m 2 ), running the model for every replication or by including sub-field variability may be a better approach towards increasing prediction accuracy. Of course, this comes with additional computation cost and need for more precise inputs and better characterization of the environments.
Eighth, consistent with Togliatti et al. (2017) , the short-term weather forecast (Fig. S2) added little value to end-of-season yield predictions but did add value in planning short term field operations. The long term weather forecast from the CFS model (6-month) was quite variable with rapid changes from day to day (data not shown), and thus its use was constrained to represent one of the 35 weather historical years used in the ensemble approach (Fig. 2) . Recently Puntel et al. (2018) found that the more historical weather years included in the ensemble, the higher the prediction accuracy, with a minimum of 20 years for accurate yield predictions in this region. Similar results have been reported for different environments (Grassini et al., 2015) .
Ninth, the dissemination of yield, phenology, soil water and N predictions in a publicly available website during the growing season indicated two times more web visits in June than in August. Thus, early-season crop model predictions are the most valuable for US farmers because this time period coincides with important management decisions and also with high market prices due to weather uncertainty. Between, actual predictions and benchmarking predictions (e.g. percent yield or soil N above or below normal with normal being a 35-year average), the benchmarking approach was easier for the users to interpret and extrapolate results to their own operations. The what-if model scenario analysis (after crop harvest), which was presented at extension conferences, generated significant discussion and interest by the farmers . Over the 4-yr period, we learned that the what-if questions and interests that farmers had after crop harvest were different every year and driven by the main yield limiting factors that occurred during the growing season. For instance, in 2016, the scenarios were around crop management. In 2017, a dry year, the scenarios were around water stress. In 2018, a wet year, the scenarios were around N rate, timing and leaching.
Tenth, the APSIM software platform was found to account for and simulate well the most important soil and crop processes (Table 1, Fig. S7-26 ). Presumably, that is because of the evolution of crop models over the past decades to be more soil-centric and thus broader in the science they contain and the problems to which they can be applied (Keating and Thorburn, 2018) . Of particular note is the flexibility that this platform offers to set up various management options and simulate water tables. We made improvements to APSIM models and identified other processes that may benefit from further improvements (see above section on water tables). We found that the model simulated biomass and yields more accurately (R 2 = 0.84-0.94) than leaf area index and leaf N concentration (R 2 = 0.33-0.79; Table 1 ). The latter could be evidence that both model processes may require further improvements, although it should be noted that the measurement error is high because is difficult to accurately separate senesced from green portions within leaves.
How does our approach compare with others?
We simulated a water-and N-limited production situation and accounted for water table impacts. Thus, our approach is very complex but also comprehensive as it accounts for many different aspects of the cropping system. For reference, previous maize yield predictions in the US Corn Belt using the Hybrid-maize model considered only water-limited situations without accounting for water tables (Morell et al., 2016) . Compared to Australia's wheat yield predictions (Carberry et al., 2009 ) using the APSIM model, our approach was similar, but had two key differences: 1) we started the model approximately 4-months prior to planting (1 January) and not at planting time, and 2) we included a weather forecast component in addition to the current and historical weather. Our choice to start the model on 1 January and not at planting was to reduce the model sensitivity to initial conditions. Initializing the model at previous crop harvest (approximately 15 October) or even running the model sequentially without initialization are other options to explore in the future.
Compared to remote sensing and machine learning yield prediction approaches, the benefit of our approach is that in addition to crop yields, the model can provide actual data on soil water and N (for different soils depths) that cannot be predicted by remote sensing. Most importantly, simulation models can be used to conduct what-if scenario analyses to learn from the past (see lesson 9) to better design the future. In contrast to commercial N decision tools such as Adapt-N (Sela et al., 2016) and others (FieldView, Encirca), our aim was not to make specific input recommendations but instead to provide useful data to stakeholders to make informed decisions.
In the future, the whole system can be re-designed to address specific management questions, provide scenarios for preplant decisions, and regional scale forecasts. For the preplant decisions, a recent study found that coupling APSIM with machine learning (creation of a meta-model) to be a more cost-, time-, and scale-effective approach than using crop modeling alone (Shahhosseini et al., 2019) . Lastly, in the future the destructive measurements can be replaced with real-time sensing of soil and crop conditions to inform model initial conditions.
Conclusions
This manuscript laid the groundwork for future forecasting and research applications of the APSIM model in the US Corn Belt by providing a comprehensive evaluation of many crop and soil processes included in the model and by developing prediction protocols. Of importance was the good prediction of grain yield at planting time and of soil N dynamics throughout the growing season. Together these two aspects can assist growers with N management decisions. More accurate predictions will likely result from improving the quality of data inputs to the model (especially initial conditions and precision of management data as together accounted for nearly ¼ of the variation in maize yield), further enhancing model algorithms, and including sub-field variability. Links between crop modeling and remote sensing and soil-plant sensors can assist in this direction. Lastly, in this region, the existence of a shallow water table had a substantial influence on yield and soil N predictions, and more research is needed in this area to fully understand and predict water table impacts. Thus model set up becomes very critical to accurately predict crop and environmental aspects in the US Corn Belt. Table 1 . Summary analysis of APSIM model performance against in-season experimental data. The corresponding graphs are provided in supplementary Fig. S7-26 . N: number of replicated data; Slope: is the "a" from the y=ax regression; R 2 : is from the y=ax regression; ME: modeling efficiency (∞ to 1; 1 is best); RMSE: root mean square error (a measure of model error with unit); RRMSE: relative root mean square error (0 to ∞; 0 is best; values are presented as %). Colored symbols in panel C indicate experimental locations; red refers to soils with subsurface tile drainage and blue to soils without. Additional weather, management, and soil data are provided in Supplementary Tables S1-3.
Variable name
Figure 2: Panel A:
In-season prediction of soil nitrate on June 26, 2016, that includes measured data, simulated data using actual weather, predicted data using 7-day forecasted weather, predicted using a range of historical data and the median value that was used as the predictor. Panel B: In season yield prediction showing 90%, 50% (median) and 10% probabilities of yield being above as well as measured yield. This information was publicly available via https://crops.extension.iastate.edu/facts/ and was updated every two weeks. Data from the central Iowa, Kelley location, maize crop, year 2016 are displayed in the above panels (see also Table S1, ID = 10). Table S6 . Variables and parameters were separated into known, partially known and unknown.
Figure 5: Measured (points) versus simulated (lines) leaf number and leaf area index (a), total aboveground biomass and grain yield accumulation (b), leaf and stem nitrogen concentration (c), total, stem and grain N uptake (d), depth to the water table and root depth (e), soil temperature (f), soil nitrate (g) and soil moisture (h) for one of the 94 datasets. This example refers to Boone location, year 2016, maize crop, early planted treatment (see ID #8 in Table S1 ).
Figure 6:
Simulated maize and soybean yield response to summer precipitation in central Iowa with and without including water table impacts on the simulation process. Black line refers to the normalized NASS yield data for this county, which were used as benchmark.
