RF simulation methods
The newly developed simulation methods for radio frequency (RF) problems all somehow exploit the 'sparsity' of the signal spectra. The basic method is that of determining the (time) periodic steady-state (PSS) solution of a circuit. Conceptually this can be seen as a generalisation of the well-known DC operating point (the steady-state or Direct Current solution): for baseband circuits the spectral content around 0 Hz (the DC point) is important. For RF circuits the (narrow) spectral content around specific frequencies (of the PSS solution) is of interest. This PSS solution can he obtained in the frequency domain (e.g. by applying the harmonic balance method [16, 17] ) or in the time domain (by methods, like shooting, based on transient simulation [7, 9, 10, 13, 18] ). With baseband simulation, after determining the DC point, additional simulations like AC, noise, etc. can be done to obtain more information about the circuit. Similarly, based on the PSS solution several other simulations can be done like periodic AC, periodic noise, etc., [1, 19, 20, 21, 22] . In view of the RF circuit and signal characteristics, the PSS solution determines the non-linear behaviour of the circuit while the periodic AC, etc. deals with the frequency shift. The main difference between the time domain and frequency domain methods to obtain the PSS solution is that the former can easily deal with strongly non-linear circuits and discontinuities and have good convergence properties while the latter deal naturally with components characterised in the frequency domain. Over the years combinations of both basic methods were developed resulting in mixed timefrequency domain approaches each with their own advantages and drawbacks. A two-step approach appears to be powerful as well as practical for simulating RF mixing noise:
• Determine the noiseless Periodic Steady-State (PSS) solution as largesignal solution. This can be done in the time domain, the frequency domain or by using mixed time-frequency methods. The time-domain representation is a time-varying solution.
Of course, a noiseless PSS analysis (with or without determining the oscillation frequency), has value on its own for RF simulations.
• Apply a linearisation around the PSS solution and study noise as a small signal perturbation. The noise sources may contain frequencies that are different from the PSS solution. For simulating RF phase noise or timing jitter (i.e. shifts in zero crossings of the solution) of free oscillators, applying as second step a linearisation around the PSS solution and study noise as small signal perturbations is of limited use [4] . In fact, the results are only useful for small t, because the resulting deviations may grow large with time.
.
The non-linear perturbation analysis, proposed in [4] , is an alternative to the second step. Also in this approach, the first step is necessary. The non-linear perturbation analysis results in a correct phase deviation. For the orbital deviation, again a linearisation around the PSS solution (but including phase deviation) can be used. This implies that periodicity of the coefficients of the linear time-varying differential equation can not be assumed. It also implies that, in general, the phase deviation is a time-varying function. This paper shortly describes the PSS problem and concentrates on aspects for RF AC and RF Noise analysis.
The PSS Problem
The Periodic Steady-State (PSS) problem for one overall period T > 0 is defined
where q(t, x) denotes charges (assembled at the respective nodes) and fluxes, and where j(t, x) covers the static part (and sources as well). In general (2.1) is a system of Differential-Algebraic Equations (DAE). Clearly, for all t E R, x(t) =x(t +T). To define the PSS problem precisely, we have to introduce the concept of limit cycles and define stability for PSS solutions and limit cycles.
The limit cycle C(x) of a PSS solution x is the range of the function x(t), Le.
A set C is called a limit cycle of (2.1) if there is a PSS solution x of (2.1) so that C =C(x).
A PSS solution x is called stable (some authors prefer the term strongly stable) if there is a 8 > 0 such that for every solution x* of (2.1) that has the property
there exists a T2 > 0 such that lim Ilx*(t) -x(t + T2)11 =o.
t-+oo
A limit cycle is called stable when all of its periodic steady states are stable.
Periodic steady-state solutions that are not stable are not of interest to the IC designer, since they do not correspond to any physical behaviour of the modelled circuit. In fact, we want to actively avoid non-stable periodic steady-state solutions for this reason. An exception to the above might be the DC solution, which, in the free oscillating case, is the most well-known unstable solution. Also numerically the DC solution is of interest because it provides a way to find (approximate, initial) periodically time-varying stable solutions, by perturbing .the DC solution. For forced, or driven, (Le. non-autonomous) problems all explicit time-dependent coefficients and sources are periodic with a common (known) period T. When dealing with autonomous circuits (also called free-running oscillator circuits) the functions q and j do not explicitly depend on time and j does not have timedependent external sources. The PSS problem is defined by (2.6) : 
Hence, the problem (2.6) can also be studied on the unit interval for the function x(s) after scaling the s-derivative by a factor 1IT. In fact, T can be nicely added to the system as well
(Clearly, T automatically fulfills the periodicity condition).
Perturbation analysis
We assume that the PSS solution has been determined by some numerical procedure [7, 9, 10, 13, 18] . In this section we will consider the problem for a subsequent perturbation analysis. The PSS solution of (2.1) will be denoted by Xpss. It will also be called the noiseless time-varying large signal solution. Now we perturb the left-hand side of (2.1) by adding some small (noise) function n d .
which results in a solution of the form
where the phase shift function a(t) still has to be prescribed and xn(t) remains small.
Linear perturbation analysis for forced systems
Linearising (3.1) around Xpss (i.e. considering the case a(t) = 0), results in a
In practical applications, a basic noise term has the form (3.5) (3.6) 
G(t) + iIlG(t)]
is regular (and time-independent), the solution Yn is time-independent and simply equals the well-known AC solution. For the general case, we find that Yn and X n have expansions of the form (see also [20, 21] ) (3.9) (3.10)
Because of the periodic coefficients in (3.3) and (3.8), the determination of the y~l is called Periodic AC (PAC) analysis. The expansion of xn(t) implies that etc. This assumption is in general not a severe limitation when simulating noise in RF circuits. In [20, 21] one considers the integration of (3.3) in which case the factor {3 easilyallows adaptive re-usage of linear algebra used for solving the PSS problem (see also [2] ). However, the integration of (3.8) gives rise to even more elegant algorithms.
Note that now the result for x is obtained by an exact factor e illt .
Perturbation analysis for free oscillating systems
When dealing with perturbed oscillatory systems however, note that yet + 21l') still satisfies the differential equation]. The main reason is that the period of the large signal solution is influenced by net). This can lead to large (momentary) frequency deviations such that the difference between the noiseless and noisy solution (at the same time t) can no longer be considered to be small.
FLOQUET THEORY We start with the necessary background of Floquet
Theory when applied to oscillatory problems and which provides a way to a proper perturbation approach [4, 5, 14, 15] . We start by noting that xpss(t) satisfies the homogeneous part of (3.3)
and assume the case of index-I DAEs. For literature on the higher index cases we refer to [7] . Let d 
I (G(t) + dt C(tnz E Im(C(t))}, N(t) := Ker(C(t)).
Then one has
in the index-I case. We assume that Set) is m-dimensional. There are N independent solutions of the homogeneous problem: Similar to the not-adjoint case we introduce
with the properties
Also ST is m-dimensional. The adjoint problem has N independent solutions: Vl (t)e-I-'lt, ... , vm(t)e-f'mt, vm+t (t), .. . ,VN(t), where Vl (t), . .. ,vm(t) are a basis of ST (t) and the last, Vm+l (t), ... ,VN(t), are a basis of NT (t).
It easy to verify that if x and yare solutions of (3.3) and (3.15), respectively, the
inner-products y T(t)C(t)x(t) are constant, thus y T(t)C(t)x(t) =YT(O)C(O)x(O),
for all t~O. More specifically, the bases 'lit (t), ... ,UN(t) and Vl (t), ... ,VN(t) can be chosen such that, the N x N matrix U(t) with as columns the Ui(t) and the N x N matrix Vet) with as rows the viet) satisfy a bi-orthogonality relation w.r.t.
C(t) and a nearly one w.r.t. G(t) (3.21) V(t)C(t)U(t) = (1 0~) , V(t)G(t)U(t) = (~! Jl).
Here 1 m is an m x m identity matrix. J:" is a m x m block matrix. J;, and J,; are suitable block matrices. The monodromy matrix is the state-transition matrix after one period, i.e. 
«I>(T) = U(T)D(T)V(O)C(O), where D(T)
=
(T)D( -T)UT (O)C T (0).

PHASE NOISE BY NON-LINEAR PERTURBATION ANALYSIS We will take
Ul (t) = x pss (t). Here U1 is the tangent to the orbit. Let a(t) be a (sufficiently smooth) phase-or time-shift function and let s = t + a(t) be the shifted time.
If xpss(t) is the PSS solution of (2.6) then the phase-shifted function yet) = xpss(s) = xpss(t + a(t)) satisfies (3.22) :tq(y) + j(y) = :s q(xpss(s)).~:
XPss s
= C(t + a(t))u1 (t + a(t))a' (t).
Hence, the phase shifted function y satisfies a perturbed DAE in which the righthand side has a particular form. We now consider perturbations of the form B(x(t) )b(t) (cf. also (3.3)) to the original DAE (2.6)
24) B(x(t + a(t)))b(t) and express B(x(t+a(t)))b(t) into its components using the basis {C(t+a(t))ul(t+ a(t)), ... ,C(t+a(t))um(t+a(t)), G(t+a(t))u m +1 (t+a(t)), ... ,G(t+a(t))uN(t+ a(t))} m L Ci(X, a(t), t)C(t + a(t))Ui
(t + a(t)) i=1 N + L Ci(x,
a(t), t)G(t + a(t))u;(t + a(t)),
i=m+1 (3.25) 
c;(x, a(t), t) = Viet + a(t))b(t), where (3.26)
viet) = vi(t)B(x(t)):
Here the scalar functions Viet) are periodical in t with period T.
The first component of B(x(t+a(t)))b(t) will be used to determine a(t).
We define a(t) to satisfy the non-linear, scalar, differential equation (3.27) a
' (t) = -vi(t + a(t))B(xpss(t + a(t)))b(t), a(O)
(See also [11, 12] where a first start was made to treat the phase noise problem in the time domain.) Note that if bet) =0, for t~to, then a becomes a constant phase shift, and the phase shifted function yet) solves exactly (3.23) for t~to.
Also note that the explicit form of B(x(t)) is never used. If we take B(x(t))b(t) =
(3.28)
Clearly, for this case, non-linearity does not occur. For b(t) = sin(wt) we find a(t) =~cos(wt), which shows a l/w behaviour. In general, however, (3.28) is non-linear and this effect is really needed when modelling Phase Locked Loop oscillators. A linear model, like in [8] , is of limited use. Also even for small b, the phase shift function a(t) may increase with time (Clearly, if N =1, B == 1, b(t) == c, and vi (t) == r;" then a(t) =r;,et).
To find a, we clearly have to know Vl. In [6] this crucial vector is called Perturbation Projection Vector, or PPV. It represents a transfer between the perturbation of the DAE and the resulting phase shift. In [4] Vl is determined by performing first an eigenvalue/eigenvector analysis of the monodromy matrix of the adjoint problem to obtain Vl (0), followed by time integration (backward in time). To discern the proper initial value Vl (0) from other eigenvectors that have eigenvalues close to 0, one can exploit the bi-orthogonality relation (3.21), because Vl(O) must have a non-trivial C-inner-product with Ul(O). Another, direct, approach is found in [6] . It nicely fits a Finite Difference Method approach and again exploits the bi-orthogonality relation (3.21) in an elegant way. For deterministic perturbations one has to integrate (3.28). Because of this action in the time domain, all Fourier components of n(t) are treated in a combined way. However, for stochastic noise, such a detail is not necessary. In [4, 5] expressions for the power due to the noise are derived that depend on the asymptotic behaviour (i.e. for large t) of the variance var[a(t)]. The authors derive power spectrum expressions that depend on the Fourier components of the PSS solution xpss, on the DC component of Vi (t), and on the power spectrum of b. The power of the j-th harmonic of XPss is preserved in the power of the 'asymptotic' j-th harmonic of y (i.e. the shifted xpss). Consequently, by summing over j, we see that also the total power is preserved. In case of stochastically independent sources, one can determine the contributions to the variance var[a(t)] quite elegantly. More specifically, let (3.30)
i=-oo [4, 5] .
In practice, noise criteria are based on the the two-sided phase noise power spectral density in
j=-oo 00 L XjX;Sj(w+Wk+j).
j=-oo
Summation is performed for all j for which both j and j + k are in the range of calculated harmonics. Other well-known representations are the power spectral density in dB/ H z (3.34) dBS;p = 10 loglO (S;p), and the power spectral density with respect to the carrier in dBc/H z
dBcSpp -10 logtQ( I X kI 2 ).
ORBITAL DEVIATION
The solution x of (3.23) may be written as x(t) = y(t) + z(t), where z is the orbital deviation function, which can be analysed by a proper linear perturbation analysis (but with linearised equations which now have non-periodic coefficients!). Because n also affects the phase-shifted function, around which one linearises to study the orbital devations, there is no simple summation formula known for cumulative noise contributions. In [4, 5] it is argued that, in first order, z(t) satisfies Ilzlloo < Const.llbll oo (and even z(t) -+ 0 (t -+ 00)).
We will assume that b is a scalar function, for simplicity. Then, in first order, z satisfies a linear differential equation 
dt[Cy(t)z(t)] + [Gy(t) + By(t)b(t)]z(t) + B1(y(t))b(t)
0,
d~q(y(t)), Gy(t) :yj(y(t)), :y B(y(t)), B 1 (y(t))b(t) = [B(y(t)) -B2 (y(t))]b(t), = vi (t + a(t))B(y(t))C(t + a(t))Ul (t + a(t)),
where B 2 is the component of B in the C-inner-product along Ui. If we write z(t) = z(t +a(t)) = z(s), (3.36) 
= -[B(xpss(s)) -B 2 (xpss(s))]b(t), -[B(xpss(s)) -vi (s)B(xpss (s))C(xpss (S))Ui (s)]b(t),
T -
where b(s) is defined by b(s) = bet). We note that for the system (3.38), at the right-hand side, the term between the brackets can completely be determined in the s-variables; note that all quantities are periodic in s. The factor b(s) has to be determined in the frequency domain.
Simple RLC oscillator example
We consider a simple RLC oscillator to simulate phase noise. The schematic is shown in Fig. 1 In general one will estimate the frequency by a pole-zero analysis, or by applying the Kurokawa condition [16] , or from an initial transient analysis, or as part of a PSS analysis [9, 10] . The intended oscillation can be observed at the nodal voltage
vn (I).
From the PSS analysis one derives fo = 159.11kHz as PSS frequency. In ... ...
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