This article presents an algorithm for constructing a spanner for ad hoc networks whose nodes have variable transmission range. Almost all previous spanner constructions for ad hoc networks assumed that all nodes in the network have the same transmission range. This allowed a succinct representation of the network as a unit disk graph, serving as the basis for the construction. In contrast, when nodes have variable transmission range, the ad hoc network must be modeled by a general disk graph. Whereas unit disk graphs are undirected, general disk graphs are directed. This complicates the construction of a spanner for the network, since currently there are no efficient constructions of low-stretch spanners for general directed graphs. Nevertheless, in this article it is shown that the class of disk graphs enjoys (efficiently constructible) spanners of quality similar to that of unit disk graph spanners. Moreover, it is shown that the new construction can be performed in a localized fashion. Our results use only simple packing arguments, hence all algorithms work for every metric space of constant doubling dimension. 
INTRODUCTION
A wireless ad hoc network is composed of a collection S of n nodes distributed in the two-dimensional plane. The nodes can communicate with each other using wireless connections. As opposed to cellular networks, there is no wire infrastructure and the connections between the nodes are restricted by their transmission energy. As nodes often receive their energy from a battery, reducing energy consumption is one of the most fundamental problems in the design of ad hoc networks. A popular approach for coping with the challenge of designing an efficient ad hoc network is to find a sparse topology in which only a small number of links need to be maintained, while the degradation of paths that connect any pair of nodes is restricted.
In the common wireless network model, the power needed to transmit from p to q is | pq| α , where | pq| is the Euclidean distance between p and q and α is a constant that varies between 2 and 4. The basic assumption adopted in most of the literature on ad hoc networks is that all the nodes have the same transmission range. Consequently, the ad hoc network can be represented using a unit disk graph, that is, a graph in which two nodes share an edge if their Euclidean distance is at most 1. The size (in edges) of the unit disk graph can be as large as O(n 2 ). One fundamental object used in the design of ad hoc network topologies is a spanner [Narasimhan and Smid 2007; Peleg 2000; Peleg and Schäffer 1989] . A graph H is a t-spanner of a graph G if δ H (u, v) ≤ t · δ G (u, v) for every two nodes u and v, where δ G (u, v) denotes the shortest path distance between u and v in the graph G and H is a subgraph of G. The parameter t is referred to as the stretch factor of the spanner.
There is an extensive body of literature on spanners in both the metric space setting and the ad hoc setting. In the metric setting, the graph G to be spanned is the complete graph over a set S of n points. More formally, let (S, δ) be a finite metric space, where δ is a distance function defined for these points. The weight of each edge (u, v) of G is δ (u, v) . Yao [1982] , Vaidya [1991] , Salowe [1991] , and Callahan and Kosaraju [1995] showed how to compute a (1 + )-spanner with O(n/ d ) edges in O(n log n) time for Euclidean metric spaces. showed how to maintain a (1 + )-spanner in a distributed manner in a mobile setting, that is, when points can move.
In the ad hoc settings, where the graph to be spanned is a unit disk graph, the most popular constructions that are used as underlying network topologies for routing are the relative neighborhood graph (RNG) and Gabriel graph (GG), which are planar subgraphs [Bose et al. 2001; Karp and Kung 2000] . These graphs might suffer a very high stretch in the worst case. Subsequent work by , Wang and Li [2006a] and Li et al. [2003] considered the restricted Delaunay graph, whose worst case stretch is constant (larger than 1 + ). Wang and Li [2006b] showed how to construct a spanner of bounded degree which is also planar. That spanner too has constant stretch.
Spanners in ad hoc networks have a crucial role. Not only do they preserve the connectivity of the network but they also guarantee that the distance between every pair of nodes is within some constant factor from the shortest possible distance. Moreover, the size of the spanner is only linear. These properties made the use of spanners an attractive approach for ad hoc networks. To learn more on the tight connection between topology control in ad hoc networks and spanners, see Rajaraman [2002] .
Common to all the papers we have mentioned in the ad hoc setting is the assumption that the ad hoc network is represented by a unit disk graph, that is, all the nodes of the network are assumed to have the same transmission range and an edge is placed between two nodes if they can transmit to each other. The weight of this edge equals to the distance between the nodes. This model is of significant theoretical appeal, but its accuracy is limited because coverage areas are assumed to be disks of equal radii, implying in particular that transmission coverage must be symmetric. The focus on the restricted model of unit disk graph is partially explained by the lack of methods for dealing with more general models on one hand and the attractive properties of unit disk graphs on the other hand. There are few papers which studied more general models than the unit disk graph, such as the quasi-unit disk graph i [Kuhn and Zollinger 2003; Onus and Richa 2005] , however, these models are still limited. Li et al. [2006] considered a model similar to ours, in which every node has a different transmission range. In their model an edge connects u and v in the communication graph only if u can transmit to v and v can transmit to u. Thus, the resulting graph is still undirected.
The current article considers a more general and sometimes more natural case in which any node has a different transmission range, taken from the range [1, M] , and an edge is placed from u to v if u can transmit to v. We consider points in metric spaces of constant doubling dimension. A metric is said to be of constant doubling dimension if a ball with radius r can be covered by at most a constant number of balls of radius r/2 [Krauthgamer and Lee 2004] . The weight of the edge is δ (u, v) . This yields an intermediate model between the complete graph setting and the usual ad hoc setting of unit disk graph, as the transmission graph induced in this case is no longer a unit disk graph but a directed disk graph. In such graphs, edges are directed, since the fact that p can transmit to q does not necessarily imply that q can transmit to p. Thus, the transmission coverage is no longer symmetric. In this respect, our work can be viewed as an intermediate step towards more general coverage models.
Directed networks are worth studying since wireless links are often directed. One might raise the question of whether such links are useful, given that in most commonly encountered scenarios, communication is bidirectional, and moreover, the MAC layer often relies on acknowledgements even for unidirectional communication. Still, one may envision scenarios in which directed links make sense. For instance, consider an alerting system whose goal is issuing alarms of various types by a central authority. In such systems, it may make sense to use a powerful transmitter for an immediate broadcasting of alarms, so that each alarm may reach all receivers instantaneously, while acknowledgements may be gathered over a multi-hop network via a slower process.
The main result of the current article (in Section 2) is an algorithm for constructing a (1+ )-spanner for a given disk graph of a set of points in a metric space of constant doubling dimension with O(n/ d log M) edges. Formally, let (V, δ) be a finite metric space of constant doubling dimension d, where V is a set of n points and δ is a distance function defined for these points. Throughout the article use |uv| to denote δ (u, v) . The disk graph that corresponds to V and r(·) is a directed graph, whose vertices are the points of V and whose edge set includes a directed edge from p to q if q is inside the disk of p, that is, δ( p, q) ≤ r( p). We present an algorithm that, given an n-point, m-edge disk graph G, constructs a (1 + )-spanner with O(n/ d log M) edges for G in time O(mlog n). Notice that for the restricted case of the Euclidean metric space, a simple modification of the Yao graph construction [Yao 1982 ] to fit the directed case yields a directed spanner of size O(n/ d ). In the unit disk graph model, Furer and Kasiviswanathan [2007] showed that Yao graph is also a spanner of the corresponding unit disk graph.
Our result is of theoretical significance. Finding good spanners for directed graphs is a difficult problem. A general bound, similar to the one available for undirected graphs, cannot exist for the directed case, as indicated by considering the example of a directed bipartite graph in which all the edges are directed from one side to the other; clearly, any spanner for such a graph must contain every edge. In that sense, our spanner construction yields the first result establishing the existence of a sparse directed spanner for a non-trivial class of directed graphs.
Many routing protocols for ad hoc networks use only the local information that is stored with every node. In such algorithms a packet is routed out of a node by considering only its neighbors in the topology [Stojmenovic and Lin 2001; Bose et al. 2001; Bose and Morin 1999; Karp and Kung 2000] . As our topology is constructed on top of a directed network, our result opens a new direction for localized routing algorithms.
In addition, the article also presents (in Section 3) an algorithm for constructing a linear size (O(n/ d ) edges) (1 + )-spanner for a given unit disk graph. In particular, we show that for any > 0, any (1 + )-spanner in low doubling dimension metric can be turned into a (1 + O( ))-spanner for a unit disk graph by applying a simple process. As opposed to previous constructions [Bose et al. 2001; Karp and Kung 2000; Li et al. 2003; Li 2006a, 2006b ] our new construction works for low-doubling-dimension metric spaces.
SPANNERS FOR GENERAL DISK GRAPHS
Let S be a set of points in a metric space of doubling dimension d and assume that any point p ∈ S has a transmission radius r( p), taken from the range [1, M] . The transmission graph of S is a disk graph formally defined as follows.
Definition 2.1. Let I(S, E) be a graph whose vertices are the points of S and whose edge set includes an edge from p to q if p can transmit to q, that is, | pq| ≤ r( p). The weight of the edge ( p, q) ∈ E is | pq|. We refer to the graph I(S, E) as a disk graph.
Obviously, the resulting graph is directed, as it might happen that p can transmit to q while q cannot transmit to p.
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The Spanner Construction Algorithm
In this section we first present a centralized algorithm that computes a (1 + )-spanner with O(n/ d log M) edges for a given disk graph. The construction of the spanner is based on a hierarchal partition of the points of S that takes into account the variable transmission radii. Another important property of our construction is that only outgoing edges need to be scanned in order to compute the spanner. More specifically, this model only requires a point p to know the points q to which it can transmit, but not to know which other points q can transmit to it.
Let be an arbitrarily small positive constant and let α and β be two small constants depending on , to be fixed later on. Assume that the transmission radii are scaled so that the smallest edge in the disk graph is of weight 1. Our hierarchical partition consists of + 1 levels for = log 1+α M . For every (1+α) i . Denote the set of edges on the ith level of the hierarchy by
It follows that level i is the first level on which p can have outgoing edges. Denote this level by ( p).
The spanner construction algorithm receives as input a (directed) disk graph I(S, E) and a desired approximation factor 1 + . It constructs the set of spanner edges E On stage i, the edges of the class E(M i+1 , M i ) are considered in nondecreasing order, and for each edge, the algorithm decides whether to include it in the spanner. Towards deciding which edges should be kept, the algorithm maintains on each stage of the construction a set of level-i pivot points P i . Let x ∈ S, and let NN(x, P i ) be the nearest neighbor of x among the points of
is, the set of all points whose nearest neighbor from P i is p and that can transmit to p.
When considering the edge (x, y) for inclusion in the spanner, the algorithm acts according to the following rule:
, that is, x has no "sufficiently close" level-i pivot in P i , then x is made pivot (and is added to P i ), and the edge (x, y) is added to the spanner edge-set E DIR SP . -If |NN(x, P i )x| ≤ β M i+1 then x is not made pivot; however, if there is no edge (x , y) ∈ E DIR SP leading to y from some nearby level-i pivot x ∈ i (NN(x, P i )), then the edge (x, y) is added to the spanner edge-set E DIR SP .
When i reaches , the algorithm handles all the edges that belong to E(M +1 , M ). This includes also edges whose weight is 1, the minimal possible weight. The spanner construction algorithm disk-spanner is given in Figure 1 . The algorithm returns the directed graph H DIR (S, E
DIR SP
). In what follows we prove that
The Stretch of the Spanner
We start by showing that the stretch of the graph H DIR (S, E DIR SP ) returned by the algorithm is 1 + .
LEMMA 2.2 (STRETCH). Let > 0 and let H DIR (S, E DIR SP
) be the graph returned by Algorithm disk-spanner.
PROOF. Assume that the transmission ranges are scaled such that the shortest edge is of weight 1. Set α = β < /6. We prove that every outgoing directed edge (x, y) of an arbitrary node x ∈ S is approximated in the constructed spanner, H DIR (S, E DIR SP ), with stretch 1 + . Let i ∈ [0, ]. The proof is by induction on i. For a given node x, the base of the induction is the maximal value of i for which x has an edge in E(M i+1 , M i ). Let j be this value for x, that is, the set E(M j+1 , M j ) contains the shortest outgoing edge of x. Every other node is at distance at least M j+1 away from x, hence x is made a pivot at this stage, and moreover, every edge from the set E(M j+1 , M j ) that touches x, including in particular (x, y), is added to the spanner edge-set E DIR SP . We now turn to prove the induction hypothesis. Let (x, y) ∈ E(M i+1 , M i ) for some i < j and let p = NN(x, P i ). If the edge (x, y) is not in the spanner, then two conclusions follow: (a) there must be an edge (x, y) ∈ E DIR SP , wherex ∈ i ( p), and (b) |xp| ≤ β M i+1 . It also holds that |x p| ≤ β M i+1 , asx ∈ i ( p). This situation is depicted in Figure 2 .
By the choice of β we have that 2β < 1, hence |xx| ≤ |xp| + |px| ≤ 2β M i+1 < M i+1 . The crucial observation is that the transmission range of x is at least M i+1 , hence (x,x) ∈ E, that is, the graph I contains the edge (x,x). Thus, there is a (directed) path in I from x to y of the form x,x, y , whose length is 2β M i+1 + M i . However, only the edge (x, y) is in E DIR SP . By the inductive hypothesis, the edge (x,x), whose weight is 2β M i+1 , is approximated with stretch 1 + . Thus, there is a path in the spanner from x to y whose length is at most (1 + )|xx| + M i , and this can be bounded by
As the edge (x, y) ∈ E(M i+1 , M i ) it follows that |xy| ≥ M i+1 . It remains to prove that 1 + 2 β + 2β + α ≤ 1 + , which follows directly from the choice of α and β.
The Size of the Spanner
We now prove that the size of the spanner
As a first step, we state the following well-known property, which can be demonstrated via a repetitive application of the doubling property.
LEMMA 2.3 (PACKING PROPERTY). For set S with doubling dimension d, if the minimum interpoint distance in S is at least α, and the diameter of S is at most
The next lemma establishes a bound on the maximum number of incoming spanner edges that a point may be assigned on stage i ∈ [0, ] of the algorithm. PROOF. Let (x, y) be a spanner edge and let NN(x, P i ) = p, where P i is the pivot set after iteration i. We associate (x, y) with p. By the spanner construction algorithm, it follows that this is the only incoming edge of y whose source is in i ( p). Thus, this is the only incoming edge of y which is associated with p in level i. Now consider all the incoming edges of y on stage i. The source of each of these edges is associated with a unique pivot within distance at most M i + β M i+1 from y and any two pivots are at distance β M i+1 or more from each other. Using Lemma 2.3, we get that the number of edges entering y is at most
Lemma 2.4 implies the following.
COROLLARY 2.5. The total number of edges that were added to E DIR SP in the main loop is O(n/ d log M).

The Construction Time
We now describe how to efficiently implement the algorithm. Let n be the number of vertices and let m be the number of edges in the disk graph I(S, E).
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First, the algorithm has to partition the set E into the sets E(M +1 , M ), . . . , E(M 1 , M 0 ). This can be done in O(m) time. The algorithm also performs nearest neighbor queries. It is easy to see that at most O(m) such queries are processed. To obtain an efficient implementation, we maintain the set P i using the dynamic nearest neighbor data structure of Cole and Gottlieb [2006] . Every operation is supported in O(log n) time. However, their data structure is only capable of answering -approximate nearest neighbor queries. Luckily, it is enough for our purposes. The only effect of using an approximation is that the separation between any two pivots becomes (1 + )β M i+1 for some arbitrarily small > 0, instead of β M i+1 , which has a negligible effect on our bounds. (Notice that is a universal constant and does not depend on the constant governing the stretch of the spanner.)
Any new pivot selected by the algorithm is inserted into the data structure in O(log n) time. The set of pivots on the (i + 1)st stage is initially set to be the set of pivots of the ith stage. Thus, any point is inserted exactly once into that data structure.
By the previous discussion, it follows that the total running time of the construction algorithm is O(mlog n).
A Distributed Localized Algorithm
We now turn to describe a localized implementation of the algorithm. We assume a synchronous model in which a unique ID is assigned to each node, and every node knows the IDs of its outgoing neighbors (i.e., the nodes it can reach).
Similarly to the centralized algorithm, the localized algorithm at every node u consists of one main loop. In each iteration of that loop, the pivots of the current level are chosen by a simple adaptation of the standard distributed algorithm for finding a maximal independent set (cf. Peleg [2000] ; chapter 8). More specifically, for a node u currently running the algorithm, let N i (u) be the set of nodes at distance at most β M i+1 from u whose transmission radius is at least M i+1 . Had the graph been undirected, this set could be easily identified. In the directed case, however, u may have neighbors whose transmission range it too small, and thus should not be in N i (u) . This problem can be overcome by a simple procedure, without having to introduce any additional assumption to our model. Notice that every node in N i (u) can transmit to u. Thus, u can broadcast a message within its transmission range, asking every neighbor z that gets the message to send back an acknowledgment, which u will get if it is within z's transmission range. By this procedure, u can find the set of its neighbors that can transmit to it; this is the only information that is needed in order to form the set N i (u) . It follows that the extra communication cost that is incurred by the fact that the graph is directed is exactly the number of edges in the disk graph, since a vertex v ∈ N i (u) that sends an acknowledgement to u must also have an outgoing directed edge to u.
The pivot selection is performed as follows. The node v with minimal id in N i (u) is extracted from N i (u), and if u's id is smaller than v's, then u marks itself as a pivot in level i. If u is not a pivot, then nothing further is done. However, if u is a pivot, then it performs a centralized computation of the PROOF. In the ith iteration every node v sends its edge set E v (M i+1 , M i ) to every pivot u where v ∈ N i (u). By packing arguments, it follows that there is a constant number of pivots that have v in their close neighbor set. Thus, every edge of E v (M i+1 , M i ) is passed to a constant number of pivots, and in total v generates O(deg(v) ) messages, where deg(v) is v's degree. When a pivot computes the spanner edges, it sends messages only to points that have to maintain a link that corresponds to a spanner edge. The total number of such messages is simply the number of spanner edges, which is O(n/ d ).
Topology Updates
A fundamental question in topology control is what will happen when the underlying communication graph is being changed (for example, points are removed from the network or new points are added). In our case, it is easy to see that a deletion or an insertion of one point may remove or add many links that are essential to the connectivity of the network, and thus must be in the spanner regardless of the distances. As a result, in the worstcase it may take (n) time to update the spanner. Deleting and inserting the point u incurs an update cost proportional to the number of points with small transmission range that are within the transmission range of u. 
Simulations
We have implemented our spanner construction algorithm and tested it on randomly generated disk graphs in the Euclidean metric case. The graphs were generated by picking random points in a region of predefined size. Each point was also assigned a random transmission range from a predefined interval. A disk graph was then created by adding an edge from a point p to q if q is within the transmission radius of p. We have constructed spanners with required stretch factors of 2 and 3. Given a region size and a maximal radius, 100 different graphs were generated and the results were averaged over all these graphs. The results are summarized in Table I and Table II. A careful look at the spanner construction reveals that the average degree of a node in the spanner is at most 25 log M. As the results indicate (and as one may expect), when the random disk graph becomes denser, the spanner obtains a better compression rate. The average degree of a node in the random disk graph is reduced by half or more in most of the cases, and the average degree of the resulting spanner is less than 25 log M. This implies that there are many natural instances in which bounds better than the worse case bound can be obtained by our spanner construction algorithm.
A (1 + )-SPANNER FOR UNIT DISK GRAPHS
In this section we show how to compute a (1 + )-spanner for a unit disk graph. More specifically, we show that given a set of points S in low doubling dimension metric space, any (1 + )-spanner of S can be turned into (1 + O( ))-spanner of the unit disk graph of S.
The Spanner Construction Algorithm
Let H(S, E SP ) be a (1 + )-spanner of S and let I(S, E) be the unit disk graph of S. The following lemma shows that the distances induced by the graph I(S, E) are approximated with stretch 1 + in H(S, E SP ). PROOF. Let p, q ∈ S, and let p = x 1 , x 2 , . . . , x = q be the vertices on a shortest path between p and q in I (S, E) 
Lemma 3.1 states that for any pair of points there exists a path in H that approximates the shortest path between them in the unit disk graph I. However, H is not necessarily a spanner of I, as it might have edges that are not included in I, while a spanner must be a subgraph of the original graph. At first glance it might seem that a possible solution to this problem is to remove every edge whose length is strictly greater than 1 from H. Indeed, by doing so we ensure that the resulting graph is a subgraph of I. However, it might no longer be a (1 + )-spanner for I. In particular, consider two points p and q such that | pq| = 1. It might so happen that the path σ that approximates this distance in G is composed of two edges, ( p, r) and (r, q), where | pr| = 1 + /2 and |rq| = /2. In such a situation, if all edges whose weight is greater than 1 are removed from H, then the path σ is disconnected.
Our solution to this problem is as follows. Starting from a (1 + ) spanner H(S, E SP ) of S, every edge whose length is in the range (1, 1 + ] is removed from E SP . In compensation, for any removed edge we add, if possible, at most three replacement edges. Each of these three new edges belongs to the unit disk graph and their total length is at most 1 + 2 .
Specifically, let (x, y) be an edge whose weight is in the range (1, 1 + ]. We look for a pair of points u and v such that |xu| ≤ , |vy| ≤ and (u, v) ∈ E. If such a pair of points exists, we add the edges (x, u), (u, v) and (v, y) to the spanner instead of the edge (x, y). Such a situation is depicted in Figure 4 . Notice that it might be that u = x or v = y. If no such pair of points u and v is found, then nothing is done. Denote the resulting spanner by H UDG (S, E
UDG SP
). The algorithm is given in Figure 5 .
The Properties of the Spanner
In this section we show that the unit disk graph spanner constructed by our algorithm has the same properties as a regular spanner. is of weight at most 1. From Lemma 3.1 it follows that every edge of I(S, E) is approximated by the spanner. The removal of an edge whose weight is strictly greater than 1 + has no effect on the approximation of edges of the unit disk graph, since these edges are of weight 1 or less, so edges of weight greater than 1 + do not participate in approximating them. When an edge whose weight is in the range (1, 1+ ] is replaced with a path of length at most 1+2 , only the approximation factor is affected, increasing from 1 + to at most (1 + )(1 + 2 ) ≤ 1 + 5 . It remains to show that if a removed edge whose weight is from the range (1, 1 + ] has no replacement path, then its removal is harmless, that is, there is no edge in the unit disk graph whose approximation is affected. Consider such a removed edge (x, y), and assume that there is no edge (u, v) ∈ E such that |xu| ≤ and |vy| ≤ . It follows that for every edge in the unit disk graph, at least one of its end points is at distance strictly greater than from both x and y. Thus, the edge (x, y) cannot be used in the approximation of any edge of the unit disk graph and it can be removed without effecting the approximation factor.
The size of E UDG SP
remains O(n/ d ), as at most three edges are added for any removed edge.
The Construction Time
In this section we explain how to efficiently implement the algorithm for a set of points S in a low doubling dimension metric space.
The main idea is to compute an -discrete center set C of S, that is, with the property that every point x ∈ S has a point y ∈ C such that δ(x, y) ≤ , and every two points in C are away from each other. In addition to the set C, we construct a list L(x) for each x ∈ S that indicates which of the points of C are within distance 2 from x. The set C and the lists L(x) for every x can be constructed in O(m) time as follows. Scan the points of S in arbitrary order. For each x ∈ S, scan its edges in the unit disk graph whose weight is at most 2 . If none of the neighbors of x within a distance of is in C, add x to C. In this case, for each neighbor y of x at distance at most 2 , add x to the list L(y) of C points that are within distance 2 from y.
We now describe how to remove from the spanner all edges of weight more than 1 and replace them by edges of weight at most 1 while keeping the original size and stretch (up to constant factors). When removing an edge (x, y) whose weight is in the range (1, 1+ ], we save with each of the 2 -centers that contain x (centers within distance of 2 of x) all the 2 -centers that contain y. The same is done with the 2 -centers that contain y. We also save the actual pair (x, y) at each center. We now scan the edges of the graph whose weight is in the range [1 − /(1 + ), 1]. Only edges of this weight can be approximated using an edge of weight larger than 1. For each such edge ( p, q), we go to all the centers that contain p and q within distance . If we find a pair of centers that has an unused removed spanner edge (x, y), we add the edge ( p, q) and mark the edge (x, y) as used in all the pairs of centers that contain x and y within radius 2 . Any two points p and q whose distance is in the range [1 − /(1 + ), 1] and whose connecting path in the spanner is using an edge whose weight is in the range (1, 1 + ] will have a pair of centers within distance with a removed spanner edge. If, by the time the edge ( p, q) is reached, the removed spanner edge has not been used yet, then we add ( p, q) and mark the removed edge as used. It is easy to see that the number of edges in the spanner remains the same and the stretch is 1 + O( ). The time spent for each edge is O(1), thus the total running time is O(m).
The next theorem summarizes the previous arguments. 
CONCLUDING REMARKS
We have presented in this article two constructions. The first is a construction of spanners for disk graphs. This result raises many other questions, both practical and theoretical. From the perspective of routing it is interesting to use this construction as a topology for greedy based routing algorithms in adhoc networks. Our spanner construction allows routing in ad-hoc networks with variable transmission radii. It is also interesting to consider the question of whether efficient compact routing schemes exhibiting a trade-off between the space usage of each node and the stretch of the paths exist for the model of disk graphs. From a theoretical perspective it is interesting to explore which other natural classes of directed graphs have good spanners.
