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a b s t r a c t
The present work advances a recently introduced approach based on combining the Generalized Integral
Transform Technique (GITT) and a single domain reformulation strategy, aimed at providing hybrid
numerical–analytical solutions to convection–diffusion problems in complex physical configurations
and irregular geometries. The methodology has been previously considered in the analysis of conjugated
conduction–convection heat transfer problems, simultaneously modeling the heat transfer phenomena at
both the fluid streams and the channels walls, by making use of coefficients represented as space variable
functions with abrupt transitions occurring at the fluid–wall interfaces. The present work is aimed at
extending this methodology to deal with both fluid flow and conjugated heat transfer within arbitrarily
shaped channels and complex multichannel configurations, so that the solution of a cumbersome system
of coupled partial differential equations defined for each individual sub-domain of the problem is
avoided, with the proposition of the single-domain formulation. The reformulated problem is integral
transformed through the adoption of eigenvalue problems containing the space variable coefficients,
which provide the basis of the eigenfunction expansions and are responsible for recovering the transi-
tional behavior among the different regions in the original formulation. For demonstration purposes,
an application is first considered consisting of a microchannel with an irregular cross-section shape, rep-
resenting a typical channel micro-fabricated through laser ablation, in which heat and fluid flow are
investigated, taking into account the conjugation with the polymeric substrate. Then, a complex config-
uration consisting of multiple irregularly shaped channels is more closely analyzed, in order to illustrate
the flexibility and robustness of the advanced hybrid approach. In both cases, the convergence behavior
of the proposed expansions is presented and critical comparisons against purely numerical approaches
are provided.
 2014 Elsevier Ltd. All rights reserved.
1. Introduction
Along the last few decades, the research efforts towards the
development of numerical solutions of conjugated heat and fluid
flow formulations [1–3] has been quite remarkable. The level of
scientific maturity in this area is quite evident in the quite general
state-of-the-art computer codes, flexible enough to handle most
engineering applications, such as [4,5]. Nevertheless, the solution
of the related set of mass, momentum and energy balance equa-
tions remains an important and still growing research area due
to its relevant technological implications. While the main research
front has always been driven by developments on discrete compu-
tational approaches, a few research groups devoted their attention
to the parallel development of hybrid numerical-analytical tech-
niques, aimed at reducing overall computational costs and achiev-
ing more robust accuracy control schemes, which to some extent
resulted in a revival of some classical analytical methods. The Gen-
eralized Integral Transform Technique (GITT) [6–9] is a typical
example of such hybrid methods, which employs eigenfunction
expansions to analytically express the sought potential in all but
one independent variable, and numerically (or eventually
http://dx.doi.org/10.1016/j.ijheatmasstransfer.2014.11.007
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analytically) solve the transformed ordinary (or partial) differential
system in the remaining independent variable (or variables).
The application of the integral transform approach to either
conjugated heat transfer problems with wall lumped models
[10–13] or internal forced convection problems in regularly shaped
channels [14–17] is well documented in a number of contributions
along the last two decades, mostly addressed to benchmarking and
verification in the realm of classical test problems, profiting of the
method’s intrinsic characteristic of finding solutions with auto-
matic global error control. In addition, the GITT approach has been
advanced, since the early phases of its development, in handling
diffusion problems within irregular domains, including fully devel-
oped and developing flow within irregularly shaped channels [18–
24], by considering integral transformations with space dependent
eigenvalues.
Convective heat transfer within irregularly shaped ducts is
found in several practical applications, for instance, in the flow of
liquids in chemical processing plants, air flow in cooling, heating
and ventilation units, and cooling of electronic equipment. In the
context of microfluidics and microsystems, besides the cooling of
electronic components, one may also recall the crucial importance
of convection within microchannels in various applications that
require micro-heat exchangers, micro-heat spreaders, and micro-
reactors [25,26]. In some of these situations the flow in irregular
geometries must be tackled, either because of the complex geom-
etries involved, or as a result of micro-fabrication irregularities. In
fact, for the conception and design of thermal microsystems, sev-
eral works have been devoted to building and revisiting reliable
models and solution methodologies capable of describing the
physical phenomena that take place in such microscale heat and
fluid flow problems [27,28].
Motivated by the theoretical discussion in [29], the experimen-
tal and theoretical results in [13] have shown the importance of
considering heat conduction along microchannels walls in certain
situations, leading to a conjugated conduction–internal convection
heat transfer problem, in this case handled through integral trans-
formation with an improved wall lumping procedure, which
yielded results in better agreement with the reported experimental
data. More recently, the reformulation of conjugated conduction–
convection problems as a single region model has been proposed
[30], accounting for the local heat transfer at both the fluid flow
and the channel wall regions, by making use of coefficients repre-
sented as space-variable functions, with abrupt transitions occur-
ring at the fluid-solid interfaces. In this single region formulation,
the mathematical model incorporates the information concerning
the multiple original domains of the problem. The excellent agree-
ment between the proposed methodology and the exact solution
for a fairly simple test case presented in [30], motivated the exten-
sion of the approach, which has been demonstrated to be extend-
able to the solution of more involved problems, for example when
dealing with axial conduction both at the channel walls and in the
fluid stream [31], when taking into account the heat conduction to
the upstream region of the heat exchange section [32], which may
be important in problems with low Péclet numbers, in fully three
dimensional conjugated heat transfer problems [33], and in a real
application of multiple circular microchannels etched onto a nano-
composite substrate [34].
In these recent contributions [30–34] on conjugated heat trans-
fer analysis, it is always considered that the duct has a regular
shape such as parallel plates, circular tubes or rectangular chan-
nels, and that the fully developed velocity field is known from
available analytical expressions. However, this novel approach is
flexible enough to deal with arbitrarily shaped channels, even in
a more direct way than previously proposed in the solution of dif-
fusion problems through integral transforms [18,21]. Thus, in the
present work we advance the combined integral transforms and
single domain formulation approach to solve the flow and energy
equations for conjugated heat transfer within a channel with arbi-
trarily shaped cross-section and its associated solid substrate.
Hence, both the fully developed velocity field and temperature dis-
tributions in the fluid and the solid, are represented as eigenfunc-
tion expansions. The idea is to represent the complex domain as a
simpler single domain problem with spatially variable coefficients,
which account for the transitions between the original problem
regions. Following the solution methodology developed in previ-
ous works [30–34], the GITT is then employed in the direct integral
transformation of the problem with space-variable coefficients, as
well as on the solution of the associated eigenvalue problem
[35,36], in order to transform the original differential eigenvalue
problems into algebraic eigensystems, to be readily solved through
available built-in routines, such as in the Mathematica system [37].
In order to verify the adequacy of the proposed approach, first a
test case is investigated, which consists of the flow inside a channel
with an arbitrary cross-section shape, inspired by an actual situa-
tion of micro-fabrication through laser ablation. In addition, a more
complex multichannel configuration is considered more closely,
Nomenclature
d linear dissipation operator
K diffusion operator coefficient
k dimensionless thermal conductivity in problem (11)
Lx, Ly, Lz domain length in x, y, and z directions, respectively
M truncation order of the eigenvalue problem solution
N truncation order of the velocity field expansions
p pressure field
P source term
r radial coordinate in the exact analytical solution of a cir-
cular tube
R radius of the circular channel
T dimensionless potential
t dimensionless time variable
u velocity field component in the longitudinal direction




Dp pressure difference between outlet and inlet
a, b boundary conditions coefficients
/ source term in boundary conditions








f quantity corresponding to the fluid regions
i, j order of eigenquantities
s quantity corresponding to the solid regions
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allowing for an illustration of the flexibility and capability of the
proposed hybrid methodology. The derived fully developed veloc-
ity fields and the temperature distributions, from both conjugated
heat transfer formulations, are critically compared against purely
numerical solutions obtained through the finite element method,
employing the commercial CFD solver COMSOL Multiphysics.
2. Single domain formulation and integral transforms solution
A fairly general problem formulation is now analyzed and
solved, which may be applied to different physical situations, not
only to the specific convection–conduction conjugated problems
here of major interest. Thus, consider a general transient diffusion
or convection–diffusion problem defined in a complex multidi-
mensional configuration that is represented by nV different
sub-regions with volumes Vl, l = 1,2, . . . ,nV, with potential and flux
continuity at the interfaces among themselves, as illustrated in
Fig. 1(a). We consider that a certain number of potentials are to
be calculated in each sub-region, Tk,l(x, t), k = 1,2, . . . ,nT, for instance
temperature, concentrations, velocity components, and pressure,
governed in the corresponding sub-region through a fairly general
formulation including general equation and boundary source




¼ r  ðKk;lðxÞrTk;lðx; tÞÞ  dk;lðxÞTk;lðx; tÞ
þ Pk;lðx; t;TÞ; x 2 Vl; t > 0; k ¼ 1;2; . . . ;nT ;
l ¼ 1;2; . . . ; nV ð1aÞ
with initial, interface and boundary conditions given, respectively,
by
Tk;lðx;0Þ ¼ f k;lðxÞ; x 2 Vl ð1bÞ












Tk;lðx; tÞ ¼ /k;lðx; t;TÞ; x 2 Sl; t > 0
ð1eÞ
where n denotes the outward-drawn normal to the interfaces, Sl,m,
and external surfaces, Sl. The source terms may incorporate non-lin-
ear coefficients, convective terms, or even partial derivatives with
respect to a certain spatial coordinate, chosen not to be integral
transformed, such as when a partial transformation scheme is
adopted in the GITT solution [38]. In the case of partial transforma-
tion, the position vector x and corresponding regions Vl are
defined only in terms of the spatial coordinates to be eliminated
by integral transformation. Also, the appropriate boundary
conditions on this specific remaining coordinate have to be
provided, apart from those specified for the coordinates that
compose vector x [38].
The Generalized Integral Transform Technique (GITT) [6–9] can
be directly applied to solve system (1) above, either by construct-
ing an individual eigenfunction expansion basis for each potential,
with adequate implicit filtering, and then coupling all the trans-
formed systems and potentials for each sub-region, or by con-
structing a multiregion eigenvalue problem that couples all of
the sub-regions into a single set of eigenvalues, which in general
involves cumbersome computations in multidimensional applica-
tions. However, in this case, one single transformed system and
one single set of transformed potentials is obtained by employing
the appropriate orthogonality property.
Fig. 1 provides two possibilities for representation of the single
domain, either by keeping the original overall domain after defini-
tion of the space variable coefficients, as shown in Fig. 1(b), or, if
desired, by considering a regular overall domain that envelopes
the original one, as shown in Fig. 1(c). Irregular domains can be
directly integral transformed, as demonstrated in several previous
works, for example in refs. [18–24] and, in principle, there is no
need to consider the second representation possibility pointed
out above. However, some computational advantages may be
achieved by enveloping the original irregular domain by a simple
regular region, especially in the context of automatic solution pro-
cedures, such as when using the UNIT (UNified Integral Trans-
forms) algorithm and open source code [38,39].
Therefore, as already demonstrated in the analysis of a few spe-
cific conjugated problems [30–34], it is possible to rewrite problem
(1) as a single domain formulation with space variable coefficients




¼ r  ðKkðxÞrTkðx; tÞÞ  dkðxÞTkðx; tÞ þ Pkðx; t;TÞ;
x 2 V ; t > 0 ð2aÞ
with initial and boundary conditions given, respectively, by














and where the potentials vector is given by
T ¼ fT1; T2; . . . ; Tk; . . . ; TnT g ð2eÞ
The space variable coefficients in Eq. (2), besides the new equa-
tion and boundary source terms and initial conditions, now with-
out the subscript l for the sub-regions Vl, incorporate the abrupt
transitions among the different sub-regions and permit the repre-
sentation of system (1) as a single domain formulation, to be
directly handled by integral transforms.
The formal integral transform solution of problem (2) requires
the proposition of eigenfunction expansions for the associated
potentials. The linear situation, when the equation and boundary
source terms in Eq. (2) do not depend on T, i.e. with Pk(x, t,T) 
Pk(x, t) and /k(x, t,T)  /k(x, t), allows for an exact solution via the
Fig. 1. (a) Diffusion or convection-diffusion in a complex multidimensional
configuration with nV sub-regions; (b) Single domain representation keeping the
original overall domain; (c) Single domain representation considering a regular
overall domain that envelopes the original one.
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classical integral transform approach [6], and naturally leads to the
eigenvalue problems to be preferred in the analysis of the nonlin-
ear situation. They appear in the direct application of the separa-
tion of variables methodology to the linear homogeneous purely
diffusive version of the proposed problem. Thus, the suggested
set of uncoupled auxiliary problems is given by:





wkiðxÞ ¼ 0; x 2 S ð3bÞ
where the eigenvalues, lki, and corresponding eigenfunctions,
wki(x), are assumed to be known from application of the GITT itself
in the solution of Sturm–Liouville type problems, by reducing Eqs.
(3a) and (3b) to standard algebraic eigenvalue problems (Appendix
A). In fact, the written form of Eq. (2) already reflects the choice of
eigenvalue problems given by Eq. (3), via prescription of the linear
coefficients in both the equations and boundary conditions, since
any remaining term in the original formulation is directly incorpo-
rated into the general nonlinear source terms, without loss of gen-
erality. Problem (3) allows, through the associated orthogonality


















with Nki being the normalization integrals.




~wkiðxÞðÞdV and making use of the bound-
ary conditions given by Eqs. (2c) and (3b), yielding:
@TkiðtÞ
@t
þ l2kiTkiðtÞ ¼ gkiðt; TÞ þ bkiðt; TÞ; i ¼ 1;2; . . . ; t > 0;
k ¼ 1;2; . . . ;nT ð5aÞ
where the first transformed source term gkiðt; TÞ is due to the inte-
gral transformation of the equation source term, and the second,
















The boundary conditions contribution may also be expressed in
terms of the boundary source terms, after manipulating Eqs. (2c)











The initial conditions given by Eq. (2b) are transformed through
the operator
R
V wkðxÞ~wkiðxÞðÞdV ; to provide:
Tkið0Þ ¼ f ki 
Z
V
wkðxÞ ~wkiðxÞf kðxÞdV ð5eÞ
Under the total transformation scheme, more frequently
employed in the GITT literature [38,39], Eq. (5) form an infinite
coupled system of nonlinear ordinary differential equations
(ODE’s) for the transformed potentials, TkiðtÞ. If one chooses to
adopt the partial transformation scheme [38], the transformed
source term is a function also of the coordinate chosen not to be
integral transformed and its corresponding differential operators
grouped into the source term. In this case, the resulting trans-
formed problem (5) is a system of partial differential equations
(PDE’s), and the corresponding transformed boundary conditions
in this untransformed spatial coordinate have to be obtained
through the same integral transformation operator employed for
the initial condition (5e). The resulting infinite coupled nonlinear
system of differential equations, either ordinary or partial, is unli-
kely to be analytically solvable. Nevertheless, reliable algorithms
are readily available to numerically handle this system, after trun-
cation of the infinite coupled system to a sufficiently large finite
order. For instance, the Mathematica system [38,39] provides the
built-in routine NDSolve for solving differential systems such as
the ones here obtained, under automatic absolute and relative
error control. It must also be recalled that for a t-independent for-
mulation, such as for a steady state convection–diffusion problem,
the corresponding transformed system (5a) for the total transfor-
mation, results in a linear or nonlinear algebraic problem to be
numerically solved for the transformed potentials.
Once the transformed potentials have been numerically com-
puted, the inversion formula, Eq. (4b), can be recalled to yield
the potential field representation at any desired position x and
time t, and again, for a partial transformation scheme, also as a
function of the untransformed spatial coordinate. The formal solu-
tions above derived provide the basic working expressions for the
integral transform method. However, it should be highlighted that
for an improved computational performance, it is always recom-
mended to reduce the importance of the equation and boundary
source terms, for instance through analytical filtering, in order to
enhance the eigenfunction expansions convergence behavior
[6–9].
3. Application to fluid flow and conjugated heat transfer in
irregularly shaped ducts
3.1. Flow problem
Consider steady-state laminar incompressible fully developed
flow of a Newtonian fluid in a channel with arbitrarily-shaped,
but longitudinally constant, cross-section, as schematically shown
in Fig. 2. The momentum equation in the longitudinal direction (z),
formulated as a single region model, is given by:
@
@x









qðx; yÞ ¼ 0 ð6aÞ
Fig. 2. Schematic representation of a channel with arbitrarily shaped cross section
in a rectangular domain.
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@z ¼ Dp=Lz; in the fluid region
0; in the solid wall region
(
ð7aÞ
where the kinematic viscosity and density, v(x,y) and q(x,y), are
given, respectively, by:
mðx; yÞ ¼
mf ; in the fluid region




qf ; in the fluid region
qs; in the solid wall region

ð7cÞ
where mf and qf stand for the kinematic viscosity and density of the
fluid, and ms and qs for the solid. For ms it suffices to choose a suffi-
ciently large value, when the value for qs will no longer affect the
final result and the calculated velocities in the solid region will
result to be zero, as physically expected.
Following the Generalized Integral Transform Technique for-
malism, the transform/inverse pair for solving problem (6) is
defined as follows:





~viðx; yÞuðx; yÞdxdy ð8aÞ














v2i ðx; yÞdxdy ð8dÞ
where the eigenfunctions ~viðx; yÞ and corresponding eigenvalues gi
are calculated from the solution of a properly chosen eigenvalue
problem. As discussed in Section 2, adopting the eigenvalue prob-
lem obtained by directly applying separation of variables to prob-
lem (6) is desirable, so that all the information concerning the
transition of the two original domains may be represented within









mðx; yÞ @viðx; yÞ
@y
 
þ g2i vi ¼ 0 ð9aÞ
vð0; yÞ ¼ vðLx; yÞ ¼ vðx;0Þ ¼ vðx; LyÞ ¼ 0 ð9bÞ
Problem (9) does not allow for an explicit analytic solution, but
the Generalized Integral Transform Technique itself can be
employed in order to provide a hybrid numerical-analytical solu-
tion, by reducing Eqs. (9a) and (9b) to a standard algebraic eigen-
value problem (see Appendix A). Once this solution is made






~viðx; yÞðÞdxdy, yielding a linear decoupled algebraic











qðx; yÞdxdy; i ¼ 1;2; . . . ð10Þ
The transformed potentials ui given by Eq. (10) above can be
readily substituted into the inverse formula given by Eq. (8b),
yielding an analytic representation for the velocity field u(x,y).
3.2. Conjugated heat transfer problem
Considering again Fig. 2 as the single domain representation, we
now deal with the conjugated heat transfer problem involving
thermally developing fluid flow within the irregular channel and
the surrounding solid walls. It should be clarified that the bound-
ing domain for the analysis of the flow problem is not required
to be the same as the actual physical domain in the conjugated
heat transfer analysis, including the whole solid region, since the
objective of proposing a bounding domain for the flow problem
is merely to simplify the solution of the original problem, by per-
forming the integral transformation over a regular domain. The
transient single domain formulation for the energy balance is then
written as:












þ Pðx; t; TÞ ð11aÞ
with
Pðx; t; TÞ ¼ uðx; yÞwðx; yÞ @T
@z




with boundary conditions, already made homogeneous in the x and
y directions, given by:
aþ bkðx; yÞ @
@n
 
Tðx; y; z; tÞ ¼ 0; x; y 2 Sxy;
0 < z < Lz; t > 0 ð11cÞ
where Sxy refers to the outside wall surface, where the boundary
conditions can be of first, second or third kind, depending on the
chosen values of the coefficients a and b. The initial condition is
written in general form as:
Tðx; y; z; t ¼ 0Þ ¼ f ðx; y; zÞ; 0 < x < Lx; 0 < y < Ly; 0 < z < Lz
ð11dÞ
while the boundary conditions in the longitudinal direction are
taken in the present case as:





¼ 0; 0 < x < Lx; 0 < y < Ly; t > 0
ð11e; fÞ
The space variable coefficients are given by:
uðx; yÞ ¼
uf ðx; yÞ; within the channel ðfluidÞ




wf ; within the channel ðfluidÞ




kf ; within the channel ðfluidÞ
ks; within the wall ðsolidÞ

ð11iÞ
One may observe that the terms with partial derivatives with
respect to the coordinate z were represented within the source
term P(x, t,T), already reflecting the choice of adopting the partial
transformation scheme in this case, i.e., to eliminate by integral
transformation only the coordinates x and y, in which the diffusive
effects are predominant, and not applying the integral transforma-
tion over the coordinate z.
Hence, In solving problem (11) via the GITT, the following inte-






wðx; yÞ~wiðx; yÞTðx; y; z; tÞdxdy transform ð12aÞ
Tðx; y; z; tÞ ¼
X1
i¼1
~wiðx; yÞTiðz; tÞ inverse ð12bÞ
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where the eigenfunctions ~wiðx; yÞ and corresponding eigenvalues li
are obtained from the solution of the following eigenvalue problem:
@
@x





kðx; yÞ @wiðx; yÞ
@y
 
þ l2i wðx; yÞwi ¼ 0
ð13aÞ
aþ bkðx; yÞ @
@n
 
wiðx; yÞ ¼ 0; x; y 2 Sxy ð13bÞ









wðx; yÞw2i ðx; yÞdxdy ð14a;bÞ
Again, the GITT itself is employed in the solution of problem
(13), yielding analytical representations for the eigenfunctions,
after the integral transformation process reduces it to an algebraic
eigenvalue problem (see Appendix A). Problem (11) is then integral






the one-dimensional partial differential transformed system:
@Tiðz; tÞ
@t
þ l2i Ti ¼ giðz; t; TÞ; i ¼ 1;2; . . . ð15aÞ



















kðx; yÞ~wiðx; yÞ~wjðx; yÞdxdy ð15bÞ
where
T ¼ fT1; T2; . . .g ð15cÞ
with the transformed boundary and initial conditions:

















wðx; yÞ~wiðx; yÞf ðx; y; zÞdxdy ð15fÞ
The partially transformed system given by Eq. (15), upon truncation
to a user prescribed finite order N, is numerically solved for the
transformed potentials Tiðz; tÞ, with i = 1,2, . . . ,N. Then, the inver-
sion formula given by Eq. (12b), can be directly employed to recover
the original temperature field T(x,y,z, t).
4. Results and discussion
The first step in the present analysis is the comparison of the
flow problem integral transformation in a single domain, against
an exact analytical solution. A quite simple case is then first inves-
tigated, consisting of the flow inside a circular channel (Hagen–
Poiseuille flow). For the definition of a single region model defined
in a rectangular domain, consider Fig. 3, where it is depicted the
circular channel with radius R = 1 inside a square with side 2R. In
Fig. 3, the gray filled region is considered to be the solid channel
walls, whereas the blank region is considered to be the region of
the fluid stream. This cross section is supposed to remain constant
along the flow direction. In the same figure, it can also be observed
the lines r1 and r2, which are going to be used later for plotting the
velocity profiles.
As an illustration, consider Dp/Lz =  4, mf = 1 and qf = 1, then
the exact analytical solution for the fully developed velocity field
inside the circular duct is given by:
uðrÞ ¼ 1 r2 ð16Þ
which is going to be used as a benchmark for verification purposes.
For the solution through the single domain methodology
described in Section 2, besides the pressure difference and the fluid
properties, already defined above, the following values have been
assigned to the parameters related to the solid region: ms = 102
and qs = qf. Tables 1a and 1b illustrate the convergence behavior
of the velocity field, presenting the calculated velocity u at some
different positions along directions r1 and r2 (defined in Fig. 3),
respectively, by varying the truncation order in the velocity eigen-
function expansion, N = 50, 65, 80, 95, 110, with a fixed number of
terms in the solution of the eigenvalue problem (M = 120). It is
observed a convergence of at least three significant digits with
the increase in the truncation order, and an agreement of at least
two significant digits with the exact velocities at the selected posi-
tions, calculated from Eq. (16). It is inspected that in the worst case
the relative error remains below 3%, which occurs near the fluid–
solid interface.
So as to have an overall picture of the approximate solution for
the flow problem obtained through the single domain formula-
tion, in Figs. 4a and 4b this approximate solution is critically
compared to the exact analytical velocity profiles along the two
directions r1 and r2 (defined in Fig. 3), respectively, where an
excellent agreement between the approximate and exact results
is observed throughout, even for the region near the interface
between the fluid and solid regions. The figures also clearly show
that the solid region presents zero velocity, as it should be, and
the no-slip condition at the circular contour corresponding to
the channel walls is satisfied. Agreement may also be improved
by employing an integral balance approach to rewrite the eigen-
function expansions with improved convergence, as described in
more details in [8].
Fig. 3. Schematic representation of the domain cross section (flow in circular tube)
employed in the single domain formulation – the grey filled regions correspond to
solid regions and the blank region corresponds to the fluid flow region.
Table 1a
Convergence behavior of the velocity field (along r1) with respect to the truncation
order of velocity field expansion (N), with fixed M = 120 terms in the eigenvalue
problem solution (flow in circular tube).
N u
r1 = 0.2 r1 = 0.4 r1 = 0.6 r1 = 0.8
N = 50 0.9600 0.8365 0.6326 0.3497
N = 65 0.9594 0.8366 0.6321 0.3493
N = 80 0.9599 0.8363 0.6322 0.3492
N = 95 0.9599 0.8368 0.6326 0.3498
N = 110 0.9596 0.8367 0.6326 0.3498
Exact 0.96 0.84 0.64 0.36
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In order to further illustrate the solution methodology herein
presented, it is proposed the investigation of the flow in a channel
with the cross-section shape presented in Fig. 5, which also defines
the single region model in a rectangular domain, where the grey
filled region is considered to be the region of solid walls, whereas
the blank region is considered to be the region of the fluid stream,
where the fully developed velocity field is first to be determined.
For this case, since there is no exact solution available, the problem
was also modeled on the commercial CFD solver COMSOL Multi-
physics [4], in order to provide a numerical solution through the
finite element method for comparison purposes.
In Figs. 6a and 6b, the GITT solution of the flow problem is
critically compared to the velocity profiles obtained through
the COMSOL Multiphysics [4] software along y (for x = 0,0.3,0.6)
and along x (for y = 0.3,0.5,0.8), respectively, and an excellent
agreement between the hybrid and numerical solutions is
observed throughout. Again, it becomes evident that the single
domain formulation solution recovers the expected null velocity
fields at the solid region, also respecting the no-slip boundary
condition, while allowing for a more straightforward integral
transformation of the complex configuration, by enveloping the
irregular channel within a simpler regular domain with the help
of the space variable coefficients.
The analysis of the conjugated heat transfer problem is now
considered, for the proposed geometry of a laser ablated micro-
channel on a polymeric substrate, as presented in Fig. 7. A particu-
lar numerical case with Tin = 0 and external walls boundary
Table 1b
Convergence behavior of the velocity field (along r2) with respect to the truncation
order of velocity field expansion (N), with fixed M = 120 terms in the eigenvalue
problem solution (flow in circular tube).
N u
r2 = 0.2 r2 = 0.4 r2 = 0.6 r2 = 0.8
N = 50 0.9591 0.8362 0.6393 0.3669
N = 65 0.9588 0.8357 0.6392 0.3665
N = 80 0.9592 0.8361 0.6389 0.3663
N = 95 0.9590 0.8359 0.6390 0.3663
N = 110 0.9589 0.8361 0.6392 0.3664
Exact 0.96 0.84 0.64 0.36
Fig. 4a. Comparison between exact and single domain formulation solution (flow in
circular tube) – velocity profile along r1.
Fig. 4b. Comparison between exact and single domain formulation solution (flow
in circular tube) – velocity profile along r2.
Fig. 5. Schematic representation of the domain cross section employed in the single
domain formulation – the grey filled regions correspond to solid regions and the
blank region corresponds to the fluid flow region.
Fig. 6a. Comparison between finite elements solution (COMSOL [4]) and GITT with
single domain formulation solution for flow in irregular channel – velocity profiles
along y.
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condition T = 1 (a = 1 and b = 0), dimensionless solid thermal con-
ductivity, ks = 0.25, and fluid thermal conductivity, kf = 1, is more
closely analyzed to report a few representative results.
Fig. 8(a) provides the temperature distributions along the x
coordinate at y = 1, from the centerline of the channel up to the
external wall surface, while Fig. 8(b) shows the temperature distri-
butions along the vertical y coordinate at the centerline x = 0, all
the way from the bottom to the top base of the polymeric struc-
ture. Again, the agreement of the hybrid GITT solution with the
purely numerical solution of the COMSOL system [4] is remarkable,
all along the thermally developing region, as can be seen from the
various curves for different values of the longitudinal coordinate, z.
A tabular inspection for selected positions along the x axis (x = 0,
0.3, 0.6, and 0.9) for y = 1;, and for selected positions along the y
axis (y = 1, 1.3, 1.6, and 1.9), for x = 0, indicated that the maximum
deviation between the two solutions was below 1.5% in the worst
case.
A comparison of the GITT and the COMSOL [4] solutions is also
provided along the actual transient behavior of the conjugated
problem, by showing in Fig. 9 the time evolution of the channel
centerline temperature (x = 0, y = 1), for different values of the lon-
gitudinal coordinate, z. Again, the curves from the hybrid and
Fig. 6b. Comparison between finite elements solution (COMSOL [4]) and GITT with
single domain formulation solution for flow in irregular channel – velocity profiles
along x.
Fig. 7. Schematic representation of micro-channel on polymeric substrate for
analysis of conjugated heat transfer in irregular channel and surrounding substrate.
Fig. 8. Comparison of GITT and numerical (COMSOL Multiphysics [4]) solutions of
conjugated heat transfer in complex configuration. (a) temperature distributions
along x; (b) temperature distributions along y.
Fig. 9. Comparisons between GITT and COMSOL [4] solutions of the channel
centerline temperature (x = 0, y = 1) as a function of time (t), and for different
longitudinal positions (z).
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numerical solutions are practically coincident to the graphical
scale, throughout both the time and longitudinal coordinate
domains.
Aiming at further illustrating the robustness and flexibility of
the approach consolidated in this work, an additional example is
provided by considering a multi-stream heat exchanger with five
microchannels, as shown in Fig. 10. The wall and fluid temperature
profiles are plotted in Fig. 11(a) and (b), comparing the GITT and
COMSOL [4] solutions for different longitudinal positions (z), (a)
along x, at y = 0.2, and (b) along y at x = 0. Both across the thickness
of the micro-system and along its width, taking just half of the
width due to symmetry, one may observe the perfect adherence
to the graphical scale between the two sets of temperature results.
Clearly, the transitions between the solid and fluid regions are
accurately accounted for by the single domain formulation and
its corresponding eigenfunctions. It should be highlighted that this
problem employs the same entrance and boundary conditions pre-
viously used, i.e. Tin = 0 and T = 1 (a = 1 and b = 0), and dimension-
Fig. 10. Schematic representation of the multi-stream heat exchanger cross section.
Fig. 11. Comparisons between GITT and COMSOL [4] solutions for the fluid and wall
temperature profiles: (a) along x, at y = 0.2, and (b) along y at x = 0, for different
longitudinal positions (z), for the multi-stream heat exchanger.
Table 2a
Convergence behavior of the steady state temperature profile along x with respect to
the truncation order of the expansion (N), with fixed M = 120 terms in the eigenvalue
problem solution (multi-stream heat exchanger), at z = 0.1.
N T(x, y = 0.2, z = 0.1)
x = 0.0 x = 0.3 x = 0.6 x = 0.9
N = 75 0.3703 0.3794 0.4076 0.5869
N = 85 0.3700 0.3792 0.4073 0.5867
N = 95 0.3698 0.3798 0.4085 0.5867
N = 105 0.3695 0.3811 0.4084 0.5867
N = 115 0.3687 0.3786 0.4094 0.5867
COMSOL [4] 0.37 0.38 0.41 0.59
Table 2b
Convergence behavior of the steady state temperature profile along x with respect to
the truncation order of the expansion (N), with fixed M = 120 terms in the eigenvalue
problem solution (multi-stream heat exchanger), at z = 0.2.
N T(x, y = 0.2, z = 0.2)
x = 0.0 x = 0.3 x = 0.6 x = 0.9
N = 75 0.6424 0.6488 0.6808 0.8257
N = 85 0.6421 0.6486 0.6803 0.8248
N = 95 0.6421 0.6489 0.6809 0.8248
N = 105 0.6418 0.6497 0.6808 0.8249
N = 115 0.6411 0.6474 0.6817 0.8249
COMSOL [4] 0.64 0.64 0.68 0.82
Table 3a
Convergence behavior of the steady state temperature profile along y with respect to
the truncation order of the expansion (N), with fixed M = 120 terms in the eigenvalue
problem solution (multi-stream heat exchanger), at z = 0.1.
N T(x = 0, y, z = 0.1)
y = 0.1 y = 0.2 y = 0.3
N = 75 0.5151 0.3703 0.5010
N = 85 0.5147 0.3700 0.5007
N = 95 0.5150 0.3699 0.5013
N = 105 0.5146 0.3695 0.5025
N = 115 0.5145 0.3688 0.5022
COMSOL [4] 0.51 0.37 0.51
Table 3b
Convergence behavior of the steady state temperature profile along y with respect to
the truncation order of the expansion (N), with fixed M = 120 terms in the eigenvalue
problem solution (multi-stream heat exchanger), at z = 0.2.
N T(x = 0, y, z = 0.2)
y = 0.1 y = 0.2 y = 0.3
N = 75 0.7504 0.6424 0.7382
N = 85 0.7505 0.6421 0.7384
N = 95 0.7505 0.6421 0.7386
N = 105 0.7502 0.6418 0.7393
N = 115 0.7501 0.6411 0.7391
COMSOL [4] 0.75 0.64 0.74
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less solid thermal conductivity, ks = 0.25, and fluid thermal conduc-
tivity, kf = 1. Thus, the multi-stream heat exchanger problem can
be modeled as a single domain by properly defining the space var-
iable coefficients so as to capture the five microchannels geometry.
Besides the remarkable adherence between the hybrid and
numerical solutions observed in Fig. 11, Tables 2 and 3 illustrate
the convergence behavior of the GITT solution with respect to
the number of terms employed in the temperature field expansion,
where it can be observed a convergence of two significant digits
within the truncation orders considered, while the adherence to
the COMSOL [4] solution can be confirmed in tabular form.
5. Conclusions
The Generalized Integral Transform Technique in conjunction
with a single domain formulation strategy has been advanced to
propose a procedure for obtaining hybrid numerical-analytical
solutions to fluid flow and conjugated heat transfer problems in
multiple coupled regions and irregularly shaped domains. The GITT
itself is employed in the solution of the auxiliary eigenvalue prob-
lem that provides the basis for the eigenfunction expansions of the
velocity field and temperature distributions. The methodology is
here illustrated in determining the fully developed velocity profile
and temperature distribution for a conjugated heat transfer prob-
lem in a complex configuration, involving laminar flow in an irreg-
ularly shaped channel with the surrounding substrate, followed by
the solution of a more complex configuration of a multichannel
exchanger. Excellent agreement was achieved between the pro-
posed hybrid solutions and the finite element numerical solutions
obtained through the well-known commercial CFD solver COMSOL
Multiphysics [4], demonstrating the adequacy of the general
approach herein proposed, extending the applicability of the inte-
gral transforms method. The analytical nature in the advanced
methodology is particularly suitable for very computationally
intensive tasks such as in optimization procedures, inverse prob-
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Appendix A. Solution of eigenvalue problems with the
Generalized Integral Transform Technique
The auxiliary eigenvalue problems that provide the basis for the
eigenfunction expansions can be efficiently solved through the
Generalized Integral Transform Technique itself, as introduced in
[6] and successfully employed in several works, such as
[30,35,40], just to cite a few recent contributions. The procedure
constitutes a very useful way to handle more general eigenvalue
problems, such as in multidimensional problems, complex
domains, and non-classical systems, and, therefore, is essential
for the solution through integral transforms of the problem pro-
posed in this work.
The basic idea is to employ the Generalized Integral Transform
Technique formalism to reduce the eigenvalue problem described
by partial differential equations into standard algebraic eigenvalue
problems, which can be solved by existing routines for matrix
eigensystem analysis. Therefore, the eigenfunctions of the original
auxiliary problem can be expressed by eigenfunction expansions
based on a simpler auxiliary eigenvalue problem, for which exact
analytic solutions exist.
Consider the following problem defined in region V and bound-
ary surface S:
LwðxÞ ¼ l2wðxÞwðxÞ; x 2 V ðA1aÞ
BwðxÞ ¼ 0; x 2 S ðA1bÞ
where the operators L and B are given by:
L ¼ r  ðkðxÞrÞ þ dðxÞ ðA1cÞ
B ¼ aðxÞ þ bðxÞkðxÞ @
@n
ðA1dÞ
wherew(x), k(x), and d(x) are known functions in region V, and a(x),
b(x) are known functions on the boundary surface S.
The problem given by Eqs. (A1a)–(A1d) can be rewritten as:
L̂wðxÞ ¼ ðL̂ LÞwðxÞ þ l2wðxÞwðxÞ; x 2 V ðA2aÞ
B̂wðxÞ ¼ ðB̂ BÞwðxÞ; x 2 S ðA2bÞ
where L̂ and B̂ are the operators given by:
L̂ ¼ r  ðk̂ðxÞrÞ þ d̂ðxÞ ðA2cÞ
B̂ ¼ âðxÞ þ b̂ðxÞk̂ðxÞ @
@n
ðA2dÞ
which are employed to select an auxiliary problem:
L̂XðxÞ ¼ k2ŵðxÞXðxÞ; x 2 V ðA3aÞ
B̂XðxÞ ¼ 0; x 2 S ðA3bÞ
where ŵðxÞ, k̂ðxÞ, d̂ðxÞ, âðxÞ, and b̂ðxÞ are known coefficients in V and
S, properly chosen so that the eigenvalue problem given by Eqs.
(A3a) and (A3b) allows for exact analytic solution for the eigen-
values k and corresponding eigenfunctions X(x).
Therefore, making use of eigenfunctions orthogonality property,
problem (A3) allows the definition of the following integral trans-
form pair:
















Eq. (A2a) is now operated with
R
V












~XiðxÞwðxÞwðxÞdV ; i ¼ 1;2; . . . ðA5aÞ
ci ¼





After introducing the truncated to the Mth term inversion formula,
Eq. (A4b), into Eq. (A5a), the resulting system is written in matrix
form as:
ðAþ CÞfwg ¼ l2Bfwg ðA6aÞ
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l2 ¼ fl21;l22; . . . ;l2Mg ðA6eÞ
where dij is the Kronecker delta.
By choosing to use the relationZ
V










k̂ðxÞr~XiðxÞ  r~XjðxÞdV ðA7Þ




























ðdðxÞ  d̂ðxÞÞ~XiðxÞ~XjðxÞdV ðA8Þ
Therefore, the eigenvalue problem given by Eqs. (A1a) and (A1b) is
reduced to the standard algebraic eigenvalue problem given by Eq.
(A6a), which can be solved with existing software for matrix eigen-
system analysis, directly yielding the eigenvalues l, whereas the
corresponding calculated eigenvectors from this numerical solution,
wi, are to be used in the inversion formula, given by Eq. (A4b), to
find the desired eigenfunction. By increasing the number of terms
in the truncated expansion, one can obtain the results with pre-
scribed accuracy.
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