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a b s t r a c t
Elimination methods are highly effective for the solution of linear and nonlinear systems
of equations, but reversal of the elimination principle can be beneficial as well: competent
incorporation of additional independent constraints and variables or more generally
immersion of the original computational problem into a larger task, defined by a larger
number of independent constraints and variables can improve global convergence of
iterative algorithms, that is their convergence from the start. A well known example is
the dual linear and nonlinear programming, which enhances the power of optimization
algorithms.Webelieve that this is just an adhoc application of general Principle of Expansion
with Independent Constraints; it should be explored systematically for devising iterative
algorithms for the solution of equations and systems of equations and for optimization. At
the end of this paper we comment on other applications and extensions of this principle.
Presently we show it at work for the approximation of a single zero of a univariate
polynomial p of a degree n. Empirical global convergence of the known algorithms
for this task is much weaker than that of the algorithms for all n zeros, such as
Weierstrass–Durand–Kerner’s root-finder, which reduces its root-finding task to Viète’s
(Vieta’s) system of n polynomial equations with n unknowns. We adjust this root-finder to
the approximation of a single zero of p, preserve its fast global convergence and decrease
the number of arithmetic operations per iteration from quadratic to linear. Together with
computing a zero of a polynomial p, the algorithm deflates this polynomial as by-product,
and then could be reapplied to the quotient to approximate the next zero of p. Alternatively
by using m processors that exchange no data, one can concurrently approximate up to m
zeros of p. Our tests confirm the efficiency of the proposed algorithms.
Technically our root-finding boils down to computations with structured matrices,
polynomials and partial fraction decompositions. Our study of these links can be of
independent interest; e.g., as by-product we express the inverse of a Sylvester matrix via
its last column, thus extending the celebrated result of Gohberg and Sementsul (1972) [22]
from Toeplitz to Sylvester matrix inverses.
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1. Introduction
1.1. Principle of expansion with independent constraints
Elimination of variables is a fundamental approach, employed by Gauss, Macaulay and more recently Buchberger for the
solution of linear and polynomial systems of equations. This is a natural, popular and highly successful technique, but we
can see some benefits of reversing the elimination principle when we devise iterative algorithms for solving equations and
systems of equations or for optimization.
Namely, we observe empirical support for the following general Principle of Expansion with Independent Constraints, for
whichweuse the acronym PEIC: one can strengthen global convergence of iterative root-finding and optimization by competently
expanding the original computational problem with new independent constraints and variables or more generally by immersing
the original computational problem into a larger one, defined by a larger number of independent constraints and variables.
The idea underlying this principle has been well reflected in proverbs such as ‘‘One’s as good as none’’, ‘‘There’s strength
in numbers’’, ‘‘One man does not make a team’’, ‘‘Odin v pole ne voin’’ (Russian) (‘‘One man does not make an army’’), ‘‘Unus
homo non facit choream’’ (medieval Latin) (‘‘One man does not make a dance ensemble’’), ‘‘One swallow does not make a
summer’’ (the Aristotelian), but the principle seems to have never been explicitly stated in mathematics or computational
sciences, even though the power of the PEIC is transparent in its ad hoc application in the form of dual linear and nonlinear
programming.
Our present study of the classical problem of univariate polynomial root-finding provides yet another support for the
PEIC and an additional motivation for its systematic exploration in the areas of solving equations, systems of equations and
optimization.
The problem of polynomial root-finding has been extensively studied for at least four millennia (see [1–3]) and
still remains a highly important research subject of modern computations (see [4–7]) with applications to algebraic
computations, geometric modeling, robotic, control, and signal processing. The algorithms of Pan [8–11] solve this problem
(aswell as the related problems of univariate polynomial factorization and root isolation) by using nearly optimal arithmetic
and Boolean time. Namely the estimated running time of these algorithms is optimal up to polylogarithmic factors in the
input size under both sequential and parallel models of computing. The algorithms extend the work of Schönhage [12],
whose solution of all the three cited computational problems was slower by order of magnitude.
The papers of both authors employ Newton’s iteration and invest substantial and relatively costly effort to ensure its
global convergence (that is convergence from the start) for the worst case input. The users, however, skip this initial stage
because empirical convergence of Newton’s as well as some other popular iterations is rather satisfactory under various
heuristic initialization policies. In this paper, we concur with users’ preference and focus on refining Newton’s iteration
toward enhancing its global convergence power for a typical input.
We recall the extension of Schönhage’s algorithms in [13], based on approximating and refining the associated partial
fraction decompositions and similarly to Schönhage [12] and Pan [8–11] directed to factorization of a degree n polynomial
into the product of n linear factors (we also comment on [13] and some related works in Sections 5 and 12). Hereafter we
will use the acronym ‘‘PFD’’ for ‘‘partial fraction decomposition’’.
Such a factorization is an important goal in its own right due to its applications to the time series analysis,Weiner filtering,
noise variance estimation, covariance matrix computation, and the study of multi-channel systems (see [14–19]).
Computing such a factorization of a degree n polynomial is equivalent to solving a system of n polynomial equationswith
n unknowns. The task becomes similar to root-finding directed to all n roots and based on Viète’s (Vieta’s) equations as well
as on matrix methods. The latter root-finders produce eigenvectors of the companion or a generalized companion matrix
of the input polynomial p and thereby boil down to solving systems of n polynomial equations for the n coordinates of an
eigenvector and for an eigenvalue (see [7], Chapter 6; [20], and the bibliography therein on these methods).
Empirical global convergence of the known algorithms of the latter classes (such as Durand–Kerner iteration (traced back
to Weierstrass [21] and hereafter referred to as the WDK iteration), Ehrlich–Aberth iteration (also called Aberth’s), and the
ones based on matrix methods) is much superior to global convergence of Newton’s classical iteration
x(k+1) = x(k) − p(x
(k))
p′(x(k))
, k = 0, 1, . . . (1.1)
and of various other known iterations for a single complex root of a univariate equation. Apparently the latter iterations are
vulnerable to adverse random impacts and readily lose their direction to a root unless the current approximation is already
close to it. By incorporating some additional equationswe could arrive at a larger systemwhose approximate solution should
not be so easily pushed astray from its trajectory to a root.
These observations suggest that we can advance Newton’s approximation of a single root of a univariate polynomial
equation by redefining the task with engaging n constraints.
1.2. Polynomial root-finding for a single root and many roots
In Section 10 we link Kirrinnis’ algorithm to the WDK iteration, which has strong empirical global convergence. Both
algorithms have been devised for the approximation of all n zeros of a polynomial p(x) of a degree n, but can we employ
them for the approximation of a single zero?
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Wedonotmind to approximate the other n−1 zeros as by-product, but the arithmetic cost per an iteration loop increases
from linear in (1.1) to nonlinear in [13] and the WDK iteration, and both of the latter algorithms require a lot of initial
information besides a single approximate zero.
These observations have led us to devising Laser Root-finders. Such a root-finder should be initialized just with an ap-
proximation z to a single zero of p (see Section 9 on some initialization policies). This is usually easier than obtaining initial
approximations to all n roots for theWDK iteration. The root-finder should use linear arithmetic time per iteration loop and
preserve fast and consistent global convergence of the WDK iteration. As soon as the iteration converges to a zero zi, one
could deflate the polynomial p and reapply the algorithm to the quotient p/(x − zi) to obtain the next zero of p. Our Laser
Root-finders, however, do not need the deflation stage; they produce the quotient p/(x−zi) as by-product. Alternatively one
can run a Laser Root-finder concurrently onm processors exchanging no data, to approximate up tom roots for 1 < m ≤ n.
We achieve our goal based on the factorization equation p = f1f2 · · · fm, which imposes n constraints on the coefficients
and for m = 2 enables us to compute an approximate factor f (k)1 of degree n − 1 given an approximate factor f (k)2 . We can
compute an approximate factor f (k+1)1 (either as a quotient of polynomial division of p by the computed approximate factor
f (k+1)2 or as a least squares solution of the Cauchy convolution linear system associated with the equation p = f1f2).
1.3. Structured linear systems of equations and PFDs
Our Laser Root-finders recover the factor f1 from f2 only initially and then update both factors by employing Newton’s
iteration for the associatedmultivariate polynomial system of equations. Every iteration loop boils down to the solution of a
Sylvester linear systemof equations, andwe exploit its structure and its associationwith PFDs to solve the system efficiently.
We present our algorithms for generalized Sylvester linear system of equations associated with the factorization p =
f1f2 · · · fm for anym, 2 ≤ m ≤ n. We solve it by using only O(n) arithmetic operations provided
n− deg f1 = O(1). (1.2)
In the case of two basic polynomials one of which is linear, the associated Sylvester matrix turns into a scaled and
shifted companion matrix. In this case we solve the associated Sylvester linear system of n equations by means of Gaussian
elimination with no pivoting; this involves 6n− 5 arithmetic operations. Furthermore by reusing the techniques of Pan and
Zheng [20] we numerically stabilize the elimination stage of this solution.
As by-product of our study, we employ the PFD-Sylvester link to extend the celebrated formula of Gohberg and
Sementsul [22] for Toeplitz inverse to the inverses of Sylvester and generalized Sylvestermatrices. Our least squares solution
algorithm for a bidiagonal Toeplitz linear system of equations can be of independent interest as well.
We have tested convergence of the resulting root-finding iteration (Algorithm 7.1) depending on the techniques used for
the recovery of the initial factor f1 from f2 = x−z. Namelywe recovered the factor f1 as the quotient of approximate division
f1 ≈ p/f2 (Algorithm4.1) or as eitherweighted or unweighted least squares solution of the Cauchy convolution linear system
associatedwith the equation p = f1f2, wherewe applied either unscaled Givens rotations using 6n+1 arithmetic operations
and producing weighted least squares solution (Algorithm 4.2) or the Matlab lsqlin() function, producing unweighted
solution.
In our tests (which are the contribution of the second author) the convergence behavior was similar in all these cases
and essentially the same as for the matrix methods in [20].
1.4. Organization of the paper and further research
We organize our presentation as follows. We introduce some definitions in the next section. In Sections 3 and 4 we
develop two initialization techniques for Laser Root-finders, directed to a single zero of a polynomial and using linear
arithmetic time per iteration loop. We recall Kirrinnis’ expressions for Newton’s updates of polynomial factorization and
PFD in Section 5. In Section 6 we relate PFDs and the solution of Sylvester linear systems of equations. We present their
fast solution under (1.2) by means of matrix methods in Section 7. In Section 8 we achieve the same goal and also extend
the Gohberg–Sementsul formula from Toeplitz to Sylvester matrices by employing the PFD-Sylvester link. In Section 9 we
comment on the initialization policies for root-finding. In Section 10we recall further details of Kirrinnis’ algorithm and link
it to theWDK iteration. In Section 11 we present the results of our numerical tests, which are the contribution of the second
author. Section 12 is devoted to a summary and discussion, continued in the Appendix.
We plan further theoretical and experimental study of polynomial root-finding and the PEIC, in particular extensions of
the PEIC and its applications to the computation of an approximate greatest commondivisor for a pair or a set of polynomials,
to matrix computations, and optimization.
2. Definitions and preliminaries
We use the acronyms ‘‘PFD’’ for ‘‘partial fraction decomposition, ‘‘WDK’’ for ‘‘Weierstrass–Durand–Kerner’’, and ‘‘GCD’’
for ‘‘greatest common divisor’’.
We use the abbreviation ‘‘op’’ for ‘‘arithmetic operation’’.
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2.1. Polynomials
We represent a polynomial u(x) with its coefficient vector u and write u to denote such a polynomial wherever this
causes no confusion.
deg u denotes its degree.
lc(u) denotes its leading coefficient.
z is a zero of a polynomial u(x) if it is a root of the equation u(x) = 0, that is if u(z) = 0.
gcd(u, v) denotes the monic GCD of two polynomials u = u(x) and v = v(x). We call these polynomials co-prime if
gcd(u, v) = 1.
p denotes a monic polynomial
p = p(x) =
n−
i=0
pixi = pn
n∏
j=1
(x− zj), pn = 1. (2.1)
prev denotes the reverse polynomial
prev =
n−
i=0
pn−iyi = pn
n∏
j=1
(1− zjy), pn = 1. (2.2)
For two polynomials f and v we write
vf = v mod f .
Given five polynomials h = h(x), d = d(x), n = n(x), f = f (x) and g = g(x) such that
hd = n+ fg, deg h < deg f ,
and d and f are co-prime, we write
h = (n/d) mod f = (nf /df ) mod f . (2.3)
Observe that
(n(x)/d(x)) mod (x− z) = n(z)/d(z) (2.4)
and if n = qf + r and deg r < deg f , then nf = r, h = r/df mod f .
Fact 2.1. One can multiply and divide a pair of polynomials of degrees at most n by using O(n log n) ops.
Proof. See, e.g. [23], Sections 2.4 and 2.5. 
Fact 2.2. Assume three polynomials n, d, and f where d and f are co-prime and write k = deg f and l = max{deg d, deg n}.
Then we can compute the polynomial h of (2.3) by using O(k log2 k+ l log l) ops.
Proof. Fact 2.2 follows from Fact 2.1 and [23], Theorem 2.9.3. 
2.2. Matrices
MT denotes the transpose of a matrix or vectorM;MH is its Hermitian transpose.MH = MT for real matricesM .
[M1 | M2 | · · · | Ms] is a 1× s block matrix with the blocksM1, . . . ,Ms.
diag(M1,M2, . . . ,Ms) is an s× s block diagonal matrix with the diagonal blocksM1, . . . ,Ms.
I = In = [e1 | · · · | en] denotes the n × n identity matrix, with the columns e1 = [1 | 0 | · · · | 0]T , . . . , en = [0 | · · · |
0 | 1]T .
T is a Toeplitz matrix if its entries are invariant in their shift into the diagonal direction, that is if T = [ti−j]i,j.
Cl(u) =

uk O
...
. . .
...
. . .
. . .
...
. . .
. . . uk
u0
...
. . .
...
. . .
...
. . .
...
O u0

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denotes the lth Cauchy convolution matrix of a polynomial u(x) = ∑ki=0 uixi, that is the (k + l + 1) × (l + 1) Toeplitz
matrix having the first row [uk | 0 | · · · | 0], the first column [uk | uk−1 | · · · | u0 | 0 | · · · | 0]T , and the bandwidth
k+ 1.
Note that C0(u) = u is a vector.
2.3. Polynomial factorization and structured matrices
Fact 2.3. Suppose u = ∑ki=0 uixi, v = ∑lj=0 vjxj, w = ∑k+lh=0whxh, and let u, v and w denote the coefficient vectors of the
polynomials u, v and w, respectively. Then each of the vector equations Cl(u)v = w and Ck(v)u = w is equivalent to the
convolution equation uv = w.
Assume a polynomial factorization
f = f1f2 · · · fm ≈ p (2.5)
where deg f1 ≥ deg f2 ≥ · · · ≥ deg fm, define the polynomials
qi = f /fj, j = 1, . . . ,m, (2.6)
and the 1×m block matrix
S(q1, . . . , qm) = [Cd1−1(q1) | · · · | Cdm−1(qm)], (2.7)
call it generalized Sylvester matrix and call f1, . . . , fm its basic polynomials. Form = 2 we arrive at a Sylvester matrix
S(q1, q2) = S(f2, f1).
We call a generalized Sylvester matrix S(q1, . . . , qm) and a linear system of equations with such a coefficient matrix
regular if them basic polynomials f1, . . . , fm are pairwise co-prime.
Fact 2.4. A square Sylvester matrix S(f2, f1) is nonsingular if and only if it is regular, that is if and only if its basic polynomials f1
and f2 are co-prime.
3. WDK and Laser iterations for a single zero of a polynomial
Given the coefficients of a polynomial of (2.1) and an initial approximation z(0) to its zero z, Newton’s iteration (1.1)
recursively updates this approximation:
z(k+1) = z(k) + t(k), t(k) = − p(z
(k))
p′(z(k))
, k = 0, 1, . . . . (3.1)
The WDK iteration is Newton’s iteration applied to Viète’s (Vieta’s) system of equations for the approximation of all n
zeros of p. Given the coefficients of a polynomial of (2.1) and initial approximations z(0)1 , . . . , z
(0)
n to its n distinct zeros, the
WDK iteration recursively, for k = 0, 1, . . . , computes the polynomial
f (k) =
n∏
j=1
(x− z(k)j )
(cf. (2.5) for fj = x− zj, j = 1, . . . , n), its derivative (f (k)(x))′ and the updated approximations
z(k+1)j = z(k)j + t(k), t(k) = −
p(z(k)j )
(f (k)(z(k)j ))′
, j = 1, . . . , n. (3.2)
Write q(k)j = f (k)/(x− z(k)j ) for j = 1, . . . , n (cf. (2.6) for fj = x− zj) and observe that
(f (k)(z(k)j ))
′ = q(k)j (z(k)j ) =
∏
i≠j
(z(k)j − z(k)i ). (3.3)
(In (3.2) one can avoid computing the coefficients of the polynomials q(k)j and just compute the values
q(k)j (z
(k)
j ) =
∏
i≠j
(z(k)j − z(k)i )
by using 2n− 3 ops for every pair {j, k}.)
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Both Newton’s iteration (1.1) and (3.1) and WDK iteration (3.2) have local quadratic convergence, but empirically the
WDK iteration has much stronger global convergence, and in Sections 5–8 we extend it to approximating a single zero z1 of
p by using O(n) ops per iteration.
We have f (0) ≈ p by assumption. Thus given an initial approximation z(0)2 just to a single zero of p, we can define the
polynomial
q(0)2 ≈ p/(x− z(0)2 ) (3.4)
and devise Laser Root-finders, which approximate a single zero z2 of p and as by-product the factor q2 = p/(x − z2). They
differ depending on the ways of computing initial approximate quotients, which we cover next.
4. Approximate solution of convolution equation
4.1. Approximation via polynomial division
Suppose p(z(0)2 ) ≈ 0, then
p(x) ≈ (x− z(0)2 )q(0)2 (x)+ p(z(0)2 ), (4.1)
and we can compute polynomial q(0)2 as the quotient of the division with a remainder of the polynomials p by x− z(0)2 .
This computation takes 2n − 3 ops and is numerically stable where |z(0)2 | ≤ 1; if |z(0)2 | > 1 we should work with the
reverse polynomial prev. Overall the algorithm relies on the above recipe for updating q
(0)
2 and on Eq. (3.2) for updating z
(0)
2 .
Hereafter we refer to it as Algorithm 4.1. It takes 6n− 6 ops.
4.2. Approximation via least squares solution
As an alternative to polynomial divisionwe can compute a least squares solution of the convolution equation f (0)1 f
(0)
2 ≈ p,
which is equivalent to the linear system Cd1(f
(0)
2 )f
(0)
1 ≈ p by virtue of Fact 2.3.
Given an approximate zero z(0) of pwe can assume that z(0) = z(0)2 , substitute f (0)2 = x− z(0)2 and compute the coefficient
vector f(0)1 of the polynomial f
(0)
1 as a least squares solution to the resulting linear system
Cn−1(x− z(0)2 )f(0)1 ≈ p (4.2)
of n + 1 linear equations with n unknowns. Involving SVD at this stage would be quite expensive, but we can apply QR
factorization based on Givens rotations or the method of normal equations (see Sections 5.3.2 and 5.3.3 in [24]).
The latter method requires O(n) ops in the case of structured linear systems (4.2) (see [25]) and allows parallel
acceleration to polylogarithmic timebymeans of cyclic reduction (see [24], Section 4.5.4; [26], Section 9.3, and the references
therein).
The former method generally tends to have stronger numerical stability; it uses O(nd2) ops and involves computation of
square roots. One can employ the fast Givens transformations in [24], Section 5.1.13, to accelerate the algorithm (in particular
by removing most of the computations of square roots); this weakens numerical stability but in a controlled way.
We can skip normalization and completely avoid computing square roots; this causes almost no penalty in our case
where the Cauchy convolution matrix
Cn−1(x− z) =

1 O
−z 1
. . .
. . .
. . . 1
O −z

is bidiagonal. Here we write z = z(0)2 to simplify the notation.
Let us specify these computations. We first define the scaled Givens matrices
Gj = diag(Ij,G, In−j−1) for G =

1 −z
z 1

, j = 0, . . . , n− 1
and write
W =
n−1∏
j=0
Gj.
We readily verify the following facts by induction.
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Fact 4.1. W =∏n−1j=0 Gj is the n× n Toeplitz matrix
1 −z
z 1 −z
z2 z 1 −z
...
. . .
. . .
. . .
. . .
zn−2 · · · z2 z 1 −z
zn−1 zn−2 · · · z2 z 1
 ,
with the first row [1 | −z | 0 | · · · | 0] and the first column [1 | z | z2 | · · · | zn−1]T .
Fact 4.2. WCn−1(x− z) =∏n−1j=0 GjCn−1(x− z) is the bidiagonal upper triangular Toeplitz matrix

B
0T

=

y −z O
0 y −z
. . .
. . .
. . .
0 y −z
0 y
O 0
 ,
having the last row 0T and the first row [y | −z | 0 | · · · | 0] where
y = 1+ z2.
The matrix B is nonsingular unless z2 = −1 and is well conditioned if
|y| = |1+ z2| ≤ |z|.
We can deflate the polynomial p if its root z satisfies z2 = −1, so hereafter we assume that z2 ≠ −1 and the matrix B
is nonsingular. If z2 ≈ −1, one can avoid numerical problems by scaling the variable x, say by 1/2 or exp(t√−1) for an
appropriate real t .
The bidiagonal Toeplitz matrix B is defined by its two entries z and y = 1+ z2. For a given value z, we compute the entry
y in two ops, compute the vector
p = [In | 0]Wp
by using 4n ops, and finally compute the solution
f(0)1 = B−1p
to the bidiagonal Toeplitz linear system
Bf(0)1 =p
by using n− 1 subtractions and either n divisions or a single division by y and nmultiplications.
Overall we need 6n+ 1 or 6n+ 2 ops to compute the vector f(0)1 as a least squares solution of the linear system
WCn−1(f (0)2 )f
(0)
1 = Wp,
and then we can use the polynomial f (0)1 with this coefficient vector as an approximate solution to the convolution
equation
f (0)1 f
(0)
2 ≈ p.
The quality of the approximation could be poor only if the matrixW is ill conditioned. In virtue of Fact 4.1 this does not
occur where |z| < 1/2, and we can ensure such a bound on |z| by scaling the variable x.
We can assume that |z| ≤ 1 because we can work with the reverse polynomial prev otherwise. Under this assumption it
is sufficient to scale x by 1/4 or 0.4, say, and for a typical input even scaling by 1/2 is sufficient.
Hereafter we refer to this algorithm for an approximate quotient as Algorithm 4.2.
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5. Kirrinnis–Newton’s updates of factorization and PFD
Given an initial approximation f (0)2 to the factor f2 of a polynomial p = f1f2, we can apply the recipes of the previous
section to compute an approximate factor f (0)1 ≈ f1 and then recursively update both factors until convergence by applying
Newton’s iteration. Here are some details (more in Section 10) for a more general factorization
p = f1f2 · · · fm,
wherem ≥ 2 and we are given initial approximations
f (0)j ≈ fj for j = 1, . . . ,m.
In the kth iteration for k = 0, 1, . . . (cf. [13]) we compute at first the polynomial
f (k) =
m∏
j=1
f (k)j ≈ p, (5.1)
then Newton’s corrections t(k)1 , . . . , t
(k)
m defined by the PFD
p− f (k)
f (k)
= t
(k)
1
f (k)1
+ · · · + t
(k)
m
f (k)m
, deg t(k)j < deg f
(k)
j , (5.2)
j = 1, . . . ,m, and finally the improved approximations
f (k+1)j = f (k)j + t(k)j , j = 1, . . . ,m. (5.3)
Suppose m = 2 and f (k)2 = x− z(k)2 . Then given the correction polynomials or scalars t(k)1 and t(k)2 , we can compute both
polynomials f (k+1)1 and f
(k+1)
2 in n additions, the polynomial f
(k+1) in 2n ops, and the polynomial p − f (k+1) in n ops, thus
using 4n ops overall.
6. A PFD and Sylvester linear solving
Let us compute the corrections t(k)j of (5.2) and (5.3) for k = 0, 1, . . . .
Assume a fixed k and get rid of the superscripts (k) by writing
f = f (k), r = p− f (k), fj = f (k)j , tj = t(k)j , dj = deg fj (6.1)
for j = 1, . . . ,m. Now for m pairwise co-prime monic polynomials f1, . . . , fm, their product f , and the residual polynomial
r = r(x) of a degree at most n − 1 and co-prime with p, our task can be restated as the computation of a unique set of
polynomials t1, . . . , tm satisfying the PFD
r
f
= t1
f1
+ · · · + tm
fm
, f = f1f2 · · · fm (6.2)
and such that
deg tj < deg fj = dj, j = 1, . . . ,m,
2 ≤ m ≤ d1 + · · · + dm = n.
Multiply this PFD by f and obtain an equivalent polynomial equation
q1t1 + · · · + qmtm = r (6.3)
where
qj = ffj , tj =
rfj
f
mod fj, j = 1, . . . ,m. (6.4)
Alternatively the coefficient vectors of the polynomials t1, . . . , tm can be obtained from a linear system of equations
S(q1, . . . , qm)t = r. (6.5)
Here tT = [tT1 | · · · | tTm], tj denote the coefficient vectors of the polynomials tj, j = 1, . . . ,m, r is the coefficient vector of
polynomial r , and S(q1, . . . , qm) = [Cd1−1(q1) | · · · | Cdm−1(qm)] is the generalized Sylvester matrix defined by its m basic
polynomials f1, . . . , fm (cf. (2.7)).
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7. Solution by matrix methods
We can compute the updating vector t of Newton’s iteration by solving a generalized Sylvester linear system (6.5) by
matrix methods. The coefficient matrix S(q1, . . . , qm) has structure of Toeplitz type and has displacement rank at most m;
so it can be solved in O(m2n log2 n) ops (cf. [23], Chapter 5). We will specify faster algorithms under (1.2).
7.1. All but one basic polynomials are linear or having small degrees
Assume that
fj = x− zj
are monic linear factors of p for j = 2, . . . ,m, and so
q1 =
m∏
j=2
(x− zj).
Then we have
S(q1, . . . , qm) = [Cn−m(q1) | Q ]
where Q is the n × (m − 1)matrix whose jth column is the coefficient vector of the polynomial qj+1 for j = 1, . . . ,m − 1
and Cn−m(q1) is the (n−m)th Cauchy convolution matrix of the polynomial q1.
Now apply Gaussian elimination or block cyclic reduction algorithms. In both cases the computations take O(n) ops if
m = O(1); watch for numerical problems and counter themwith heuristic tricks. Similar approach and the same arithmetic
cost estimate apply wherem = O(1) and all but one basic polynomials have constant degrees, of O(1).
7.2. Two basic polynomials, one linear
Let us specify the above solution in the important case of the Sylvester linear system (6.5), where
m = 2, q1 = f2 = x− z and q2 = f1;
furthermore assume that the polynomials q1 = f2 and
q2 = f1 =
n−1
i=0
f (1)i x
i
are co-prime. Then the Sylvester matrix
S(q1, q2) = S(f2, f1)
turns into a scaled and shifted companion matrix
1 O f (1)n−1
−z 1 f (1)n−2
−z 1 f (1)n−3
. . .
. . .
...
. . . 1 f (1)1
−z f (1)0

,
and Gaussian elimination with no pivoting solves the Sylvester linear system
S(f2, f1)t = r
for any vector r by using 3n− 3 subtractions, 2n− 2 multiplications and n divisions; this means 6n− 5 ops for computing
the vector t and 10n − 5 ops per iteration loop overall. Hereafter we refer to this algorithm as Algorithm 7.1. Toward its
parallel acceleration one can replace Gaussian elimination with cyclic reduction.
The elimination stage of Gaussian elimination aswell as cyclic reduction are numerically stablewhere |z| ≤ 1. For |z| > 1
and large n the (n− 1)× (n− 1) leading principal block of the matrix S(f2, f1) is ill conditioned, but we can avoid numerical
problems by working with the reverse polynomials
prev, rrev, f2,rev = zx− 1, f1,rev, t1,rev, t2,rev = t2,
defined by Eq. (2.2). Note that t1 = (t1,rev)rev.
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We can also ensure diagonal dominance of thematrix S(f2, f1) by scaling the variable x, although such a scaling canmake
the coefficients of f2 very uneven in magnitude.
In the case where |z| > 1we have an alternative simple and painless stabilization recipe: cyclically interchange the rows
of the linear system to arrive at a linear system having the coefficient matrix
−z 1 O f (1)n−2
0 −z 1 f (1)n−3
0
. . .
. . .
...
. . .
. . . 1 f (1)1
−z f (1)0
1 0 f (1)n−1

.
7.3. The case of any pair of basic polynomials
Keep assuming thatm = 2, q1 = f2, q2 = f1,
1 ≤ d2 = deg f2 ≤ d1 = deg f1 = n− d2 < n− 1,
S(f2, f1) = [Cd1−1(f2) | Cd2−1(f1)].
Here Cd1−1(f2) is an n× d1 banded Toeplitz matrix having bandwidth d2+ 1, whereas Cd2−1(f1) is an n× d2 banded Toeplitz
matrix having bandwidth d1 + 1.
By using O(n log d1) ops, that is O(n) ops in the case of a constant d1, we can transform a linear system of equations
S(f2, f1)t = r into block diagonal form with the coefficient matrix

Id1 G
O H

(see [27]).
Strong numerical stability at this stage is observed if the matrix Cd1−1(f2) is strongly diagonally dominant, which is the
case under sufficiently strong domination of the leading coefficient of the polynomial f2 over the other coefficients. We can
ensure this by scaling the variable x, assisted by shifting to the reverse polynomial prev.
7.4. The general case of variable leading coefficients
By scaling the variable x one can move all zeros of p into the disc D(0, 1) = {x : |x| ≤ 1}. Otherwise seeking numerical
factorization of a polynomial we can naturally allow non-monic input polynomials p and its non-monic factors, e.g.
p =
n∏
j=1
(ujx− vj) (7.1)
where for every jwe have uj = 1 > |vj| or vj = 1 > |uj|.
Generally, seeking factorization p ≈ f = f1f2 · · · fm where all coefficients of allm factors f1, . . . , fm are unknownvariables,
we arrive at a system of n+ 1 equations with n+m unknowns.
We can fix k variables, for k in the rangem− 1 ≤ k < m+ n, and arrive at a system of n+ 1 equations withm+ n− k
unknowns. By fixing the leading (or trailing) coefficient for each of the polynomials f2, . . . , fm we arrive at a system of n+ 1
equations with n+1 unknowns. In this case in every Newton’s step the Jacobian is an (n+1)×(n+1) generalized Sylvester
matrix, and our previous study is readily extended.
8. Solution of a generalized Sylvester linear system of equations via PFD
As an alternative to the matrix algorithms of the previous section, we can compute the updating vector t of Newton’s
iteration bymeans of PFD-based algorithms for Sylvester and generalized Sylvester linear systemsof Eq. (6.5). The algorithms
based on these alternative techniques also take linear arithmetic time provided Eq. (1.2) holds. In the next subsection we
exploit the link PFD-Sylvester to extend the Gohberg–Sementsul formula from Toeplitz to the Sylvester and generalized
Sylvester matrices.
8.1. Extension of the Gohberg–Sementsul formula
Theorem 8.1. Let S(q1, . . . , qm) denote an n× n regular generalized Sylvester matrix. Then for any right hand side vector r the
generalized Sylvester linear system of Eq. (6.5) can be solved in O((n log n) logm) ops provided its solution is known in the case
where r = [0 | · · · | 0 | 1]T is the coefficient vector of the constant polynomial r = 1.
Proof. The theorem follows from Eq. (6.4) and Fact 2.1. 
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8.2. Solution where all but one basic polynomials have small degrees
According to the following theorem we can solve a regular generalized Sylvester linear system of n equations (cf.
Eq. (6.5)) for any right hand side vector r by using O(n) ops provided that Eq. (1.2) holds or equivalently that m = O(1)
and the factors f2, . . . , fm have degrees of O(1) (cf. Section 7.1).
Theorem 8.2. Suppose we are given an n × n regular generalized Sylvester matrix S = S(q1, . . . , qm) defined by m unknown
pairwise co-prime polynomials f1, . . . , fm such that
f =
m∏
j=1
fj, qj = ff j
, deg f = n, deg fj = dj (8.1)
for j = 1, . . . ,m and constants m, d2, . . . , dm of O(1). Then a generalized Sylvester linear system St = r of n equations with
this matrix and any vector r of dimension n can be solved by using O(n) ops.
Proof. Here is our algorithm supporting the theorem.
Algorithm 8.1 (Generalized Sylvester Solving via PFD).
Input: m + 1 polynomials r, q1, . . . , qm such that Eqs. (6.2) and (6.4) hold for m unknown basic pairwise co-prime
polynomials f1, . . . , fm and deg r < deg(f1 · · · fm).
Computations: Successively compute the polynomials
1. g1,2 = gcd(q1, q2),
2. f2 = q1/g1,2,
3. f = f2q2,
4. fj = f /qj for j = 3, . . . ,m (cf. (6.4)),
5. tj = (r/qj) mod fj for j = 2, . . . ,m (cf. (6.4)),
6. w1 = r −∑mj=2 qjtj and
7. t1 = w1/q1 (cf. (6.3)).
Output the vector t = [tT1 | · · · | tTm]T satisfying (6.5). Here t1, . . . , tm denote the coefficient vectors of the polynomials
t1, . . . , tm, respectively.
To verify correctness of steps 1 and 2 of the algorithm observe that
q1 = f2 · · · fm and q2 = f1f3f4 · · · fm,
so that
g1,2 = f3 · · · fm and q1/g1,2 = f2
because the polynomials f1, . . . , fm are assumed to be pairwise co-prime. Correctness of steps 4, 5 and 7 follows from
Eqs. (6.3) and (6.4).
The bound of O(n) ops involved follows from Facts 2.1 and 2.2 because both integer valuesm and
deg q1 = n− d1 =
m−
j=2
dj
are assumed to be of O(1). 
In the Sylvester case, wherem = 2, we can simplify the algorithm as follows.
Algorithm 8.2 (Sylvester Solving via PFD).
Input: two co-prime polynomials f1 and f2 and a polynomial r such that
d2 = deg f2 = O(1) and deg r < deg(f1f2) = d1 + d2.
Computations. Successively compute the polynomials
1. t2 = (r/f1) mod f2 (cf. (6.4)),
2. w = r − t2f1 and
3. t1 = w/f2 (cf. (6.3)).
Output the vector t = [tT1 | tT2]T satisfying the vector equation
S(f2, f1)t = r (cf. (6.5)).
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8.3. Solution where all but one basic polynomials are linear
Assume that
fj = x− zj for j = 2, . . . ,m. (8.2)
Then we can simplify the above computations based on (2.4) and (6.4) as follows.
Algorithm 8.3 (Generalized Sylvester Solving via PFD Where All But One Basic Polynomials are Linear).
Input and Output as in Algorithm 8.1 where Eq. (8.2) holds.
Computations. Successively compute the following scalars and polynomials,
1. qj(zj) and r(zj) for j = 2, . . . ,m,
2. tj = r(zj)/qj(zj) for j = 2, . . . ,m (cf. (6.4) and (2.4)),
3. w1 = r −∑mj=2 tjqj and
4. t1 = w1/q1.
In the case ofm = 2, we have q1 = f2, q2 = f1, deg q2 = n− 1 ≥ deg r, deg q1 = 1, and so we apply 4n− 5 ops at Stage
1, one op at Stage 2, 2n− 1 ops at Stage 3, and 2n− 3 ops at Stage 4, that is 8n− 8 ops overall.
9. Initialization policies
9.1. Initialization via approximate factorization
In the previous two sections we assumed that some crude or good initial approximations to the factors f1, . . . , fm have
been supplied from outside. e.g., an auxiliary root-finder can supply crude approximate zeros z(0)1 , . . . , z
(0)
m form ≤ n. Then
for every j, j = 1, . . . ,m, we obtain an approximate linear factor of p equal to either
x− z(0)j where |z(0)j | ≤ 1
or
1− x/z(0)j where |z(0)j | ≥ 1.
In this case we can apply our algorithms or their extensions to non-monic inputs as root-refiners.
9.2. Initialization based on a single approximate factor
We can initialize our algorithms even where we are given only a single approximate factor f (0)2 , e.g., x− z(0). In this case
we can letm = 2 and apply or extend Algorithms 4.1 and 4.2 to computing the second approximate factor f (0)1 ≈ p/f (0)2 .
Extending Algorithm 4.2 we can allow variation of the leading coefficient lc(f (0)1 ), but then the residual polynomial
r (0) = p− f (0) would generally have degree n, Eqs. (6.2)–(6.5) would not hold, and we would have to modify our algorithms
substantially.
We can keep our construction essentially intact if we apply Algorithm 4.1, based on Eq. (4.1), as well as if we extend
Algorithm 4.2 by fixing the leading coefficient lc(f (0)1 ) = lc(p)/lc(f (0)2 ) and substituting it into the convolution equation. In
that case we arrive at the following linear system of n+ 1 equations with n unknowns,
Cd1−1(f¯
(0)
2 )f¯
(0)
1 = p¯;
here f¯ (0)j = f (0)j − lc(f (0)1 )xdj for j = 1, 2 and p¯(x) = p(x)− lc(f (0)2 )xd2 f (0)1 (x).
We can readily extend Algorithm 4.2 to this system; if the polynomials p and f (0)2 are monic, we can just apply this
algorithm for n replaced by n− 1, p by p¯, f (0)1 by f¯ (0)1 and f (0)2 by f¯ (0)2 .
9.3. Some choices of approximate factors
We have consistently observed reasonably good global convergence of our algorithms of the previous sections when
we tested them under the latter initialization policies and the standard heuristic choice of a random initial values of
approximate zeros of p near the origin, near the center of gravity −pn−1/(npn) of the n zeros of p, and on the circle
{x : |x| = r} for r = cmaxi>0 |pn−i/pn| and a moderate scalar c , say c = 10 or even c = 2.
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These choices naturally lead us to parallel algorithms for the approximation of all zeros of p or of a large fraction of them;
in the latter case we can deflate the polynomial and reapply the algorithm.
To increase our chances for fast approximation of all n zeros of p we can choose up to n or even more than n initial
approximations. Habbard et al. [28] proved that Newton’s univariate iteration is expected to converge fast to all zeros of p
provided order n log n random initial points on a large circle have been selected.
Toward further empirical improvements one can adopt the alternative of using n initial approximations on Bini’s circles
in [29,30] and can combine approximation to the zeros of the input polynomial p and of its reverse polynomial prev.
By employing root-squaring techniques (see [20], Section 7) one can direct iterative root-finders to an absolutely largest
or absolutely smallest zero of p.
10. Kirrinnis’ computation of PFDs and links to the WDK iteration
Kirrinnis [13] refines factorization (5.1) and PFD (5.2) by working with polynomials and PFDs but does not use structured
matrices. Let us further comment on his iteration and link it to the WDK iteration.
In its basic version (cf. Sections 5 and 6) his iteration starts with approximate factors f (0)1 , . . . , f
(0)
m and for k = 0, 1, . . .
successively computes the quotient polynomials
q(k)j = f (k)/f (k)j , j = 1, . . . ,m, (10.1)
their reciprocals modulo f (k)j ,
v
(k)
j = (1/q(k)j ) mod f (k)j , j = 1, . . . ,m, (10.2)
the corrections
t(k)j = (pv(k)j ) mod f (k)j , j = 1, . . . ,m, (10.3)
and the updated approximate factors
f (k+1)j = f (k)j + t(k)j , j = 1, . . . ,m. (10.4)
The iteration repeats its loop for k replaced by k+ 1 until the approximate factors f (k)1 , . . . , f (k)m are obtained within a fixed
error tolerance.
Remark 10.1. The system of Eqs. (10.1) and (10.2) is equivalent to the unique PFD
1
f (k)
= t
(k)
1
f (k)1
+ · · · + t
(k)
m
f (k)m
≈ 1
p
.
Indeed for every j, j = 1, . . . ,m, multiply both sides of the PFD by f (k)j and then reduce both sides modulo f (k)j .
One can combine Eqs. (10.2) and (10.3) into the equations
t(k)j = (p/q(k)j ) mod f (k)j , j = 1, . . . ,m.
In particular for f (k)j = x− z(k)j we obtain
t(k)j = p(z(k)j )/q(k)i (z(k)j ), j = 1, . . . ,m, (10.5)
(cf. (2.4)); this defines the WDK corrections
f (k+1)j = f (k)j + p(z(k)j )/q(k)j (z(k)j ),
z(k+1)j = z(k)j − p(z(k)j )/q(k)j (z(k)j ).
Given n initial approximations to n distinct monic linear factors of p, we arrive at theWDK iteration, which is proved to have
quadratic local convergence; it has excellent empirical global convergence.
Kirrinnis has ignored this WDK link, but his algorithm generalizes the WDK iteration to refining a factorization of a
polynomial p = p(x) into the product of m factors for any integer m, 1 < m ≤ n. He has extended to this case the classical
results on local quadratic convergence of Newton’s iteration and has estimated the Boolean (that is bitwise) operation
complexity provided that the factors f1, . . . , fm as well as their initial approximations
f (0)1 ≈ f1, . . . , f (0)m ≈ fm
have their zero sets pairwise isolated and lying in the unit disc D(0, 1) = {x : |x| ≤ 1}. We can move all zeros of p into this
disc by scaling the variable x.
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Table 11.1
Number of ops in three algorithms.
Algorithm 4.1 4.2 7.1 (per iteration loop)
ops 6n− 6 6n+ 1 10n− 5
One can extend Kirrinnis’ estimates for the basin of convergence of his iteration to the WDK iteration by employing the
link between these two iterations.
Under the assumption that all zeros of p lie in the discD(0, 1)Kirrinnis proposes to replace expressions (10.2) for updating
the polynomials v(k)i for i = 1, . . . ,m and k > 0 by the following expressions,
v
(k)
i = v(k−1)i + (2− v(k−1)i q(k)i )v(k−1)i p mod f (k)i . (10.6)
This replacement is aimed at avoiding the computation of PFDs and the modular reciprocals together with the implied
problems of numerical stability of these computations. We, however, rely on alternative Eqs. (5.1)–(5.3); the problems of
numerical stability aremild in our case of computing the reciprocalmodulo a polynomial of a small degree di; these problems
disappear where di = 1 (cf. (10.5)). Furthermore in the case where m = 2 and d1 = O(1) we compute the corrections t(k)1
and t(k)2 by using O(n) ops versus order n log n ops, required for updating l
(k)
1 and l
(k)
1 based on (10.6).
11. Numerical experiments
We performed a series of numerical experiments in the Graduate Center of the City University of New York by using a
Dell server with a dual core 1.86 GHz Xeon processor and 2G memory running Windows Server 2003 R2. The test Fortran
code was compiled with the GNU gfortran compiler within the Cygwin environment.
In our tests we used random numbers generated with the random_number intrinsic Fortran function assuming the
uniform probability distribution over the range {x : 0 ≤ x < 1}. To shift to the range {y : b ≤ y ≤ a + b} for fixed real a
and b, we applied the linear transform x → y = ax+ b.
We tested the presented algorithms for the approximation of complex zeros of polynomialswith randomreal coefficients.
We stopped the iteration and reported convergence as soon as ‖p − f (k)1 f (k)2 ‖2 ≤ 10−6‖p‖2 assuming the Euclidean norm
‖u‖2 =
∑
i |ui|2
1/2 for a polynomial u =∑i uixi.
Table 11.2 displays the observed numbers of iterations performed until convergence of Algorithm 7.1 initialized with
an approximate zero z(0). They are marked by ‘‘Alg. 7.1/4.1’’, ‘‘Alg.7.1/4.2’’ and ‘‘Alg.7.1/Matlab’’, which sorts the displayed
results depending on the way of computing the initial factor f (0)1 of degree n − 1. Namely for that task we employed
Algorithms 4.1 and 4.2, and the Matlab lsqlin() function (which computes a least squares solution of a linear system of
equations) and marked the rows in the table respectively.
Tables 11.3 and 11.4 display the similar data from Pan and Zheng [20] on the approximation of complex roots of the same
polynomials as the eigenvalues of the associated companionmatrices. The eigenvalues have been approximated bymeans of
the Rayleigh quotient (RQ) iteration and by means of its modification from Pan and Zheng [20] which computed simplified
quotients (SQ), decreasing the arithmetic cost per iteration; we marked the respective rows of the tables ‘‘RQ’’ and ‘‘SQ’’.
We further partitioned the test results depending on whether we used or did not use preprocessing, which decreased the
arithmetic cost per iteration.
For the initialization of all these iterations we have chosen random points on the ‘‘large’’ circle {x : |x| = 10‖p‖2}.
For each input size and each iterative algorithm we generated 100 input instances and run 100 tests. Tables 11.2–11.4
show the minimum, maximum, and average (mean) numbers of iteration loops in these runs until convergence in the
columns marked by ‘‘min’’, ‘‘max’’, and ‘‘mean’’, respectively. The columns marked by ‘‘std’’ display the standard deviations.
The other tables display only average (mean) numbers of iteration loops and the standard deviations.
Tables 11.5–11.10 show the percent of the zeros of the polynomials p (average over 100 tests) computed by the same
algorithms initialized at 3n log2 n equispaced points on the unit circle {x : |x| = 1} and on the ‘‘large’’ circle above, as well
as at n points on Bini’s circles from Bini [29] and Bini and Fiorentino [30]. The tables show variation of this percent with the
choice of an initial circle and with including the computed roots of the reverse polynomial prev.
The algorithms of the present paper and Pan and Zheng [20] perform about as many ops per iteration, and our tests show
similar patterns and rates of their convergence. This also applies to other algorithms in Pan and Zheng [20], in particular to
the algorithms approximating complex zeros of p as the eigenvalues of the associated generalized companion matrices.
In Table 11.1we display the number of ops in our three algorithms. For comparison the SQ algorithmswith preprocessing
from Pan and Zheng [20] use from 2n+ 3 to 4n+ 1 ops in the case of companion matrices of the nth degree polynomials.
12. Summary and discussion
We have devised Laser Root-finders, each approximating a single zero of a polynomial p of a degree n, using O(n) ops per
iteration loop, and converging right from the start about as fast as the WDK algorithm. They rely on recursive refinement
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Table 11.2
Numbers of iterations for computing a linear factor.
Method n Min Max Mean Std
Alg.7.1/4.1 64 2.00 12.00 4.93 1.67
Alg.7.1/4.1 128 2.00 11.00 4.92 1.97
Alg.7.1/4.1 256 1.00 10.00 4.79 1.77
Alg.7.1/4.2 64 2.00 12.00 4.73 1.91
Alg.7.1/4.2 128 2.00 12.00 5.13 1.94
Alg.7.1/4.2 256 2.00 14.00 5.20 2.22
Alg.7.1/Matlab 64 1.00 9.00 3.58 1.58
Alg.7.1/Matlab 128 1.00 9.00 3.94 1.65
Alg.7.1/Matlab 256 2.00 11.00 4.07 1.93
Table 11.3
Numbers of RQ and SQ iterations without preprocessing
from Pan and Zheng [20].
Iteration n Min Max Mean Std
RQ 64 4.00 12.00 6.10 1.65
RQ 128 4.00 11.00 6.21 1.48
RQ 256 4.00 13.00 6.18 1.50
SQ 64 4.00 16.00 7.75 2.27
SQ 128 5.00 17.00 8.37 2.49
SQ 256 4.00 19.00 7.65 2.86
Table 11.4
Numbers of RQ and SQ iterations with preprocessing
from Pan and Zheng [20].
Iteration n Min Max Mean Std
RQ 64 5.00 13.00 8.52 1.48
RQ 128 5.00 14.00 9.38 1.56
RQ 256 7.00 14.00 10.24 1.36
SQ 64 5.00 21.00 10.39 2.89
SQ 128 4.00 18.00 11.40 3.00
SQ 256 5.00 19.00 12.24 3.65
Table 11.5
Percent of all roots computed by Algorithm 7.1 from
3n log2 n initial points on the unit circle.
Polynomials Method n Mean Std
p(x) Alg.7.1/4.2 32 88.81 6.27
p(x) Alg.7.1/4.2 64 84.86 4.50
p(x) Alg.7.1/Matlab 32 96.66 3.39
p(x) Alg.7.1/Matlab 64 95.44 2.78
Table 11.6
Percent of all roots computed by Algorithm 7.1 from
3n log2 n initial points on the ‘‘large’’ circle.
Polynomials Iteration n Mean Std
p(x) Alg.7.1/4.2 32 92.28 3.88
p(x) Alg.7.1/4.2 64 88.69 3.09
p(x) Alg.7.1/Matlab 32 74.50 7.85
p(x) Alg.7.1/Matlab 64 69.31 7.03
Table 11.7
Percent of all roots computed byAlgorithm7.1 from n initial
points on Bini’s circles.
Polynomials Iteration n Mean Std
p(x) Alg.7.1/4.2 32 53.13 7.86
p(x) Alg.7.1/4.2 64 55.34 5.29
p(x) Alg.7.1/Matlab 32 45.66 9.80
p(x) Alg.7.1/Matlab 64 47.91 5.76
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Table 11.8
Percent of all roots computed by means of RQ and SQ
iterations without preprocessing from 3n log2 n initial
points on the unit circle.
Polynomials Iteration n Mean Std
p(x) RQ 32 73.16 10.53
p(x) RQ 64 67.58 8.24
p(x) SQ 32 91.00 6.75
p(x) SQ 64 91.67 5.64
prev(x) RQ 32 75.06 8.44
prev(x) RQ 64 74.78 5.89
prev(x) SQ 32 95.06 4.89
prev(x) SQ 64 97.19 2.08
Both RQ 32 94.56 5.99
Both RQ 64 93.84 5.07
Both SQ 32 99.00 2.03
Both SQ 64 99.38 1.11
Table 11.9
Percent of all roots computed by means of RQ and SQ
iterations without preprocessing from 3n log2 n initial
points on the ‘‘large’’ circle.
Polynomials Iteration n Mean Std
p(x) RQ 32 4.63 2.45
p(x) RQ 64 2.20 1.00
p(x) SQ 32 11.72 6.16
p(x) SQ 64 7.81 3.28
prev(x) RQ 32 4.97 6.48
prev(x) RQ 64 2.80 3.29
prev(x) SQ 32 18.31 12.14
prev(x) SQ 64 15.70 9.77
Both RQ 32 5.81 6.97
Both RQ 64 3.16 3.08
Both SQ 32 20.63 12.69
Both SQ 64 16.97 8.84
Table 11.10
Percent of all roots computed by means of RQ and SQ
iterations without preprocessing from n initial points
on Bini’s circles.
Polynomials Iteration n Mean Std
p(x) RQ 32 24.03 7.62
p(x) RQ 64 22.31 4.35
p(x) SQ 32 33.66 7.84
p(x) SQ 64 34.03 4.68
prev(x) RQ 32 20.41 7.79
prev(x) RQ 64 22.42 5.79
prev(x) SQ 32 32.66 7.85
prev(x) SQ 64 35.38 5.95
Both RQ 32 40.03 8.98
Both RQ 64 40.75 6.06
Both SQ 32 51.56 7.94
Both SQ 64 52.73 6.04
of an initial approximate factorization of p into the product of two factors, of degrees one and n − 1, respectively. Their
initial approximate linear factor is defined by an initial approximate zero of p; its counterpart of degree n−1was computed
by means of either approximate polynomial division or least squares solution of the associated structured linear systems
representing the convolution equation.
For Newton’s update of both factors we recalled Kirrinnis’ algorithm for polynomial factorization (which we link to the
WDK iteration);wehavemodified its PFD computation stage by reducing the task to the solution of a Sylvester or generalized
Sylvester linear systemof equations.Wewish to cite [31–33], the references therein, and the recent unpublished root-refiner
by P. Strobach on similar applications of Sylvester linear systems to Newton’s update of polynomial factorization.
The resulting algorithms preserve strong empirical global convergence of theWDK iteration but decrease the arithmetic
time per iteration loop from quadratic to linear when we narrow the WDK task to the approximation of a single zero of p.
As soon as the iteration converges to a zero zi, it produces the complementary factor qi = p/(x− zi) as by-product, and one
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can apply the algorithm to this factor to approximate the next zero of p. If m processors are available for 1 < m ≤ n,
one can employ them to run a Laser Root-finder concurrently, exchanging no data, to approximate up to m roots. The
algorithms can compete or be combined with the root-finders of [20] and can be applied as root-refiners as long as crude
initial approximations are available.
Our auxiliary techniques for solving Sylvester and generalized Sylvester linear systems, their link to PFDs, our by-product
extension of the Gohberg–Sementsul inversion formula from Toeplitz to Sylvester and generalized Sylvester matrices,
numerical stabilization of the solution and our modified least squares solution of bidiagonal Toeplitz linear systems of
equations can be of independent interest.
Weplan further theoretical and experimental study of our univariate polynomial root-finders and root-refiners, including
comparative tests of their global and local convergence and of the impact of various implementation ‘‘details’’ such as the
recipes for the formation of approximate factors in Section 7.4, shifting to the reverse polynomial prev, scaling the variable
x, root-squaring techniques, adjusting our algorithms to the approximation of complex conjugate pairs of the zeros of a
polynomial with real coefficients, and extension to the case of polynomials with small leading and trailing coefficients as
well as to the approximation of multiple and clustered zeros of p. For the latter important but non-trivial task we consider
the approach in [34], which combines the computation of approximate polynomial GCDs with the algorithm in [35], pages
65–68. An important direction is an extension of the algorithms in [20] (based on the Rayleigh quotient iteration) that
selectively approximate only real zeros of polynomials having both real and non-real zeros. Our present algorithms can
naturally substitute for the Rayleigh quotient iteration in this approach (see [36]). Initialization at Bini’s circles could be a
resource for improving its global convergence in both old and new versions.
Our study has demonstrated the power of our conjectured general Principle of Expansion with Independent Constraints
(PEIC) in the special case of root-finding for a univariate polynomial equation.
According to the PEIC one can enhance global convergence of iterative solution of an equation, a system of equations and
optimization problems by enlarging the original task with additional independent constraints and variables, e.g. with dual
constraints inmathematical programming, ormore generally by immersing the original computational problem into a larger
one, defined by a larger number of independent constraints and variables (aswe have done in this paper for polynomial root-
finding). Apparently we are the first who stated the PEIC as a general principle, whose successful applications have been ap-
pearing ad hoc so far. Its explicit statement and newdemonstrations of its power shouldmotivate its systematic exploration.
A promising directions to explore is the PIEIC, that is the Principle of Implicit Expansion with Independent Constraints. We
recall the algorithms in [37,38], employed in the Eigensolve root-finding program as ad hoc applications of this principle.
The algorithms strengthen convergence to the roots of a univariate polynomial equation by combining two independent
root-finding iterations, based on Viète’s (Vieta’s) equations and on eigendecomposition of generalized companionmatrices,
respectively.
There are attractive directions for further exploration of this idea. Would it help to include Ehrlich–Aberth’s algorithm
into this game? Shouldwe expect further progress by applying this approach to our present algorithms and the ones in [20]?
Let usmove frompolynomial root-finding to the adjacent subject of approximate polynomial GCDs. So farmost successful
algorithms for this task rely on Newton’s iteration applied to the systems of equations defined by either Sylvester and
subresultant matrices or Bezout matrices associated with the GCD problem (cf. [25,39,40,31–33]). Will global convergence
of the iteration be strengthened if we combine these two systems explicitly or implicitly, in the style of the Eigensolve
program? Of course there are chances for success only if these two systems are sufficiently independent.
So far in our PEIC andPIEIC examples,we could immediately recover the solution of the original problem from the solution
of an auxiliary problem of a larger size. By removing this restriction we arrive at the more general PEICP, that is PEIC with
preprocessing, where we just require that the computational cost of the recovery of the solution be substantially less than
the cost of the known solution algorithms for the original problem. For an example of the PEICP, having flavor quite distinct
from our previous examples of PEIC and PIEIC, recall scaled randomized augmentation of an ill conditioned matrix. If the
matrix has a small numerical nullity, then such an augmentation tends to decrease the condition number dramatically, and
then the respective matrix computations can be substantially accelerated (see [41–46] on these results and on the related
study of randomized preprocessing).
We show another example of PEICP at work in the Appendix and hope to see many more applications of the PEIC, PIEIC,
and PEICP to iterative solution of equations, systems of equations and optimization problems.
Appendix. Newton’s structured iteration combining the PIEIC and PEICP
Recall Newton’s iteration for matrix inversion
Xi+1 = Xi(2I −MXi), i = 0, 1, . . . . (A.1)
Its ith loop squares the residual I −MXi, that is, we have
I −MXi+1 = (I −MXi)2 = (I −MX0)2i+1 . (A.2)
Therefore
‖I −MXi+1‖ ≤ ‖I −MXi‖2 = ‖I −MX0‖2i+1 , i = 0, 1, . . . , (A.3)
so that the approximations Xi quadratically converge to the inverseM−1 right from the start provided that ‖I −MX0‖ < 1.
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We can ensure that ‖I −MX0‖ ≤ 1− 2n(κ(M))2(1+n) for κ(M) = ‖M‖‖M−1‖ by choosing X0 = 2nM
H
(1+n)‖M‖1‖M‖∞ (see [47]).
The iteration is intensive in matrix multiplications, which makes it quite attractive in the case of matrices M having
displacement structure, in particular of Toeplitz types, because multiplication of such matrices can be performed very fast
(see [23] on fundamentals of computations with structured matrices).
Preserving the structure in the process of iteration is the main issue. The matrix structure of Toeplitz type is preserved
in the mapM H⇒ X0, but is it maintained further throughout the iteration? Not automatically. In fact a Newton’s loop can
triple the displacement rank of thematrix Xk (cf. [23], Chapter 6). The structure can bemaintained via recursive compression
of the displacement (also called recompression), in which case we arrive at Newton’s structured iteration. In particular we
can periodically set to zero the smallest singular values of the displacements of the matrices Xi to keep the length of the
displacements within a fixed tolerance t , equal to or a little exceeding the displacement rank of the input matrixM .
We refer the reader to Pan [23], Chapter 6, on the history, variations, and analysis of this approach, proposed in [48–50].
According to the estimates in [23], Chapter 6, the structured iteration converges quadratically right from the start
provided
‖I −MX0‖ < 1
(1+ ‖Ze‖ + ‖Zf ‖)κ(M)‖L
−1‖, ‖L−1‖ ≤ ce,f n,
L denotes the operator∇Ze,Zf (M) for e ≠ f or∆Ze,ZTf (M) for ef ≠ 1, and ce,f is a constant defined by e and f (for the definitions
see [23]).
We can improve an initial approximate inverse X0, e.g., by applying iterative refinement, but this would be a slow start
stage. The experiments reported in [23], Table 6.21, however, suggest that we can avoid this stage in the case of a large
subclass of Toeplitz matricesM . Namely these experiments show global convergence of Newton’s structured iteration with
compression in about 25% of tests, including the cases where the initial residual norm ‖I −MX0‖was very close to one and
in the first iterations slightly exceeded one.
Motivated by these tests we propose concurrent application of a number of variations of Newton’s structured iteration
(including variations of its compression policy in [23], Chapter 6, and [51]) to a number of scaled randomized small rank
modifications and small size augmentations of the inputmatrix; in both caseswe limit randomization by preserving Toeplitz
structure of the input. As soon as one of these applications produces the inverse of an auxiliary matrix, we can recover the
inverse of the originalmatrixM via the Sherman–Morrison–Woodbury formula (cf. [24], page 50) applied to generalmatrices
M and the following expressions applied to Toeplitz matricesM = T .
Theorem A.1. Suppose K = (ti,j)ni,j=0 is a nonsingular (n + 1) × (n + 1) Toeplitz matrix, write T = (ti,j)n−1i,j=0,v = (vi)ni=0 =
K−1e1, v = (vi)n−1i=0 , v′ = (vi)ni=1,w = (wi)ni=0 = K−1en+1,w = (wi)n−1i=0 , and w′ = (wi)ni=1. (a) If v0 ≠ 0, then the matrix
T = (ti,j)n−1i,j=0 is nonsingular and v0T−1 = Z(v)ZT (Jw′) − Z(w)ZT (Jv′). (b) If vn ≠ 0, then the matrix T10 = (ti,j)n,n−1i=1,j=0 is
nonsingular and vnT−1 = Z(w)ZT (Jv′)− Z(v)ZT (Jw′).
Proof. Part (a) was proved in [22], part (b) in [52] (Theorem 7 in [53] reproduces part (b)). 
Likewisewe can apply the iteration to (n−r)×(n−r) block submatrices of thematrixM for small integers r . The success
of this application of the PIEIC with preprocessing would enable extension of the power of Newton’s structured iteration to
the inversion of all or most of Toeplitz input matrices.
Extension to other classes of structured matrices is a natural subject of further study [54].
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