Recent work has shown that salient perceptual singularities occur in visual textures even in the absence of feature gradients. In smoothly varying orientation-defined textures, these striking non-smooth percepts can be predicted from two texture curvatures, one tangential and one normal [Proc. Natl. Acad. Sci. USA 103, 15704 (2006)]. We address the issue of detecting these perceptual singularities in a biologically plausible manner and present three different models to compute the tangential and normal curvatures using early cortical mechanisms. The first model relies on the response summation of similarly scaled even-symmetric simple cells at different positions by utilizing intercolumnar interactions in the primary visual cortex (V1). The second model is based on intracolumnar interactions in a two-layer mechanism of simple cells having the same orientation tuning but significantly different scales. Our third model uses a three-layer circuit in which both evensymmetric and odd-symmetric receptive fields (RFs) are used to compute all possible directional derivatives of the dominant orientation, from which the tangential and normal curvatures at each spatial position are selected using nonlinear shunting inhibition. We show experimental results of all three models, we outline an extension to oriented textures with multiple dominant orientations at each point, and we discuss how our results may be relevant to the processing of general textures.
INTRODUCTION
The ability to effortlessly segregate texture stimuli into coherent parts has long been attributed to rapid changes (or high contrast) in the spatial distribution of elementary visual features-a notion that had become known in the study of texture segregation as feature gradients [1] [2] [3] [4] [5] and which motivated some of the most popular texture segregation models to date (e.g., [6] ). However, recent work on orientation-defined textures (ODTs) and orientation-based texture segmentation (OBTS) has shown that salient perceptual boundaries occur also in textures whose dominant feature (in this case, orientation) changes slowly and smoothly without discontinuities or outstanding feature contrasts whatsoever [7] . Furthermore, it was demonstrated that these perceptual singularities have no apparent relationship to the orientation gradient of the pattern [Figs. 1(a) and 1(b)], and it was proved psychophysically that patterns of identical orientation gradient can elicit a drastically different perceptual experience [ Fig. 1(c) ] even in rapid preattentive setups [7] . Moreover, it is easy to show that these perceptual singularities are robust to the specific method by which the ODT is depicted (e.g., dense texture versus sparse array of texels) and that they occur also in ODTs of multiple dominant orientation at a point (see Fig. 2 ). Finally, it is also easy to demonstrate that these perceptual singularities are not related to, and cannot be explained by, the distribution of energy in the frequency domain. As Fig. 3 shows, perceptual singularities can occur in stimuli with unbiased global amplitude spectra, while at the same time biased spectra may occur (either locally or globally) in parts of stimuli with no perceptual singularities whatsoever.
Given all these findings, it is clear that in order to correctly model texture segregation, the detection of salient perceptual boundaries, and the extraction of global structure, something beyond orientation gradient must be considered. Such a revised theory was indeed proposed [8] , and its fundamental aspects are briefly reviewed below. The goal of the present paper is to examine the biological plausibility of this theory by developing biologically plausible computational models that pursue the detection of salient perceptual singularities in smoothly varying ODTs using early vision cortical mechanisms. To that end we propose three such models, each based on different mechanisms; we examine their segregation performance; and we discuss their relevance to general textures and natural images. Furthermore, in this work we attempt to examine the biological plausibility of our models not only in terms of known cortical computational mechanisms but also in terms of the cortical representation of the visual information to which these mechanisms are applied at various stages of the process. In particular, we examine how the sparse representation of oriented structure in the primary visual cortex entails certain constraints and operative requirements on second-order computations that are an essential component in our models, as well as in numerous other models presented in the literature. While most past models ignore these constraints, here we show that despite the transformation from the retinal represen- (a) A smoothly varying ODT defined by the function ͑x , y͒ = x + y and its orientation gradient magnitude (as a graph). The fundamental gap between the (inhomogeneous) perceptual outcome and the (constant) orientation gradient is evident. Here and throughout the paper, dense ODTs are depicted as line integral convolution (LIC) patterns [62] of constant local luminance. (b) Another example of an ODT whose perceptual structure is a (double) spiral, while its orientation gradient is concentric in nature. (c) Phased pair of ODTs are two ODTs that are different only by a constant phase shift of 90°, i.e., lower ͑x , y͒ = upper ͑x , y͒ + / 2. Despite having an identical orientation gradient across the pattern, the perceptual outcome is drastically different. In particular, note the strong segregation to concentric rings in the lower pattern but not in the upper one. The same ODT depicted now as a sparse array of oriented segments (texels). Note that the same global structure mediated by the perceptual singularities is equally salient in both patterns. Note further that collinear structure, which classically is predicted to be perceptually dominant [63] [64] [65] , could in fact be the least salient in such displays (as is between the black dots). (c) A dense multioriented ODT with two dominant orientations at each point. Note that the global perceptual structure of a mosaic of diamonds although no orientation discontinuities are present. tation to the cortical representation, second-order computations (e.g., filtering) can be implemented by proper neural circuits (see Section 7).
GEOMETRICAL FOUNDATIONS AND CURVATURE-BASED PERCEPTUAL SINGULARITIES
In order to handle, predict, and compute perceptual singularities in ODTs more reliably, the geometry of these patterns must be reexamined, and new factors that could effect their local saliency must be explored. Here we briefly summarize the relevant analyses by Ben-Shahar [8] and Ben-Shahar and Zucker [9] that are the basis for our present work.
Consider an ODT in the image plane. An abstract representation for this ODT would make explicit the orientation at each point; hence an ODT can be described as an orientation function ͑x , y͒ in the image plane, or as a unit length vector field E ᠬ T ͑x , y͒ tangent to the ODT at each point. In this sense an ODT is an oriented pattern [10] , an oriented texture field [11] , or a texture flow [9] . Here we follow the theoretical foundations developed in the latter to derive a computational measure that makes accurate predictions of the perceptual outcomes.
An extension of the vector field representation E ᠬ T ͑x , y͒ that makes tools from differential geometry readily available is the frame field representation [12] . More specifically, by attaching a second unit vector E ᠬ N ͑x , y͒ to each point such that E ᠬ T · E ᠬ N = 0, one obtains a frame at each point on the ODT, and therefore a frame field ͕E ᠬ T , E ᠬ N ͖ in the image domain. This frame field is not simply a redundant representation. It also provides a local coordinate system in which all other vectors can be represented in a natural object centered view (Fig. 4) . Perhaps the most important vectors (other than the frame vectors themselves) that benefit from such an object centered representation are the covariant derivatives of E ᠬ T and E ᠬ N . These covariant derivatives represent the initial rate of change of the frame in any given direction V, a quantity that in the ͕E ᠬ T , E ᠬ N ͖ coordinates is captured by Cartan's connection equation [12] : . Note how it is virtually identical to the previous spectrum, although one patch includes a singularity while the other does not. (h) The orientation analysis of the distribution of energy in the spectra from panels (f) and (g). Shown is only one graph because the two spectra indeed have identical distributions. Hence, note how the same spectra can emerge from a patch that contains a singularity and from a patch that does not include such a singularity.
The coefficient w 12 ͑V͒ is a function of the vector V, which reflects the fact that the local behavior of the flow depends on the direction along which it is measured. Fortunately, w 12 ͑V͒ is a 1-form [12] and thus linear. This allows us to fully represent it with two scalars at each point since
The freedom in selecting a basis ͕E ᠬ 1 , E ᠬ 2 ͖ for the representation of the vector V is naturally resolved by making, once again, the choice of E ᠬ 1 = E ᠬ T and E ᠬ 2 = E ᠬ N , which yields the following two numbers:
These two scalars, defined at each point of the ODT, are called its tangential curvature ͑ T ͒ and normal curvature ͑ N ͒, respectively [9] , and they represent the initial rate of change of the ODT orientation in its tangential and normal directions, respectively. In other words, T and N are the coordinate functions of the differential d with respect to ͕E ᠬ T , E ᠬ N ͖, or the directional derivatives of the scalar function ͑x , y͒ in the tangential and normal directions, respectively. Practically, these two curvatures can be evaluated at each point as the coefficients of the orthogonal expansion of the orientation gradient ٌ of the ODT:
We note that although Eq. (2) provides signed curvatures, as indeed is possible in the plane (e.g., [13] ), in the following we will be interested in their absolute values (i.e., in ͉ T ͉ and ͉ N ͉) since the orientation of the ODT is determined only up to 180°(rather than 360°) and since the sign of curvature appears to play no role in the segregation process. It is easy to be convinced that the structure of the two ODT curvature maps derived above is much more intimately linked to the perceptual outcome than the orientation gradient of the patterns. One example where this match is practically perfect is shown in Fig. 5 . Fig. 4 . Intrinsic local geometry of smooth ODTs is best captured by its representation as a differentiable frame field, which is everywhere tangent and normal to the direction of the flow. An infinitesimal translation of the frame in some direction V rotates it by some angle determined by the connection form of the frame field. Since the connection form is a linear operator, it is fully characterized by two numbers obtained by orthogonal expansion. The natural expansion based on the frame itself yields the two curvatures T and N . This figure exemplifies all these notions on a blown-up (and brightened) section of the spiral-like stimuli from Fig. 1 In general, however, neither the tangential nor the normal curvature is a reliable predictor for the perceptual singularities (see [8] ). On the other hand, a computational measure that involves both curvatures can accurately pinpoint perceptual singularities and salient curves in ODTs. Termed the perceptual singularity measure, or PSM [7, 8] , this measure is defined as follows:
͑3͒
where T ͑x , y͒ and N ͑x , y͒ are defined by Eq. (1), Ridges͑͒ returns the ridge points [14] [15] [16] [17] [18] [19] of its argument function, and the operator ∧ rectifies its argument by the condition specified. Computational results [8] and psychophysical evaluation of this measure [7] demonstrate that it has a striking predictive power for perceptual singularities and ODT saliency, both for smoothly varying ODTs and for patterns with genuine singularities (i.e., discontinuities) in their feature distribution. Analytical results on selected ODTs are illustrated in Fig. 6 . Our goal in this paper is to achieve comparable performance on image data (rather than analytical input) using biologically plausible computations based on early visual mechanisms.
ELEMENTARY BIOLOGICALLY PLAUSIBLE COMPUTATIONAL BUILDING BLOCKS
Since the curvature-based theory of perceptual singularities and texture saliency has strong perceptual and psychophysical support [7] , it is natural to explore the mechanisms that could predict the perceptual outcome using visual cortical machinery. While some previous work has argued for curvature-related computations at the anatomical and physiological levels (e.g., [20] [21] [22] ), we further pursue this goal by suggesting computational algorithms that would provide accurate predictions of the perceptual outcome while employing only biologically plausible computational mechanisms. As we further discuss throughout this paper, additional byproducts of this line of research are several possible (and surprising) new ways to compute curvature(s) in the primary visual cortex, each of which with verifiable (or refutable) predictions about its functional organization. Addressing the main goal above, we propose three different biologically plausible algorithms that compute the PSM and predict perceptual singularities in images of piecewise-smooth ODTs. Before we turn to these models, however, this section discusses several basic biologically plausible computational building blocks that become handy in one or more of the models that follow.
A. Local Estimation of Oriented Texture Structure via Even-Symmetric Receptive Fields
A critical computational block in all our models is the estimation of oriented structure, a computation that is used in many texture segregation models (e.g., [6, 23] ). Such a local estimation is based on the convolution of the input image with a bank of directionally tuned filters, each resembling an even-symmetric simple cell in structure and implemented as a difference of anisotropic Gaussians, which are offset perpendicularly to their dominant orientation. The horizontally tuned filter from this family can be described by
where G͑x , y͒ is a 2D anisotropic Gaussian centered at ͑x , y͒, the coefficients e and i define the amplitude of the excitatory and inhibitory subcomponents, respectively, while y i = is the offset of the inhibitory lobes from the excitatory center. The anisotropy of the filter is determined by the two standard deviations x = a · and y = , where a is the aspect ratio. We note that instead of linear combinations of Gaussians, one could also use Gabor functions. As was already noted in the past (e.g., [6] ), the particular choice of filters is not critical and most simple cell models would work equally well. Based on this horizontal filter, the rest of the filter bank is constructed by rotating F 0 e appropriately, and the amount of oriented structure at orientation is estimated by r = I * F e , i.e., via the convolution of the visual signal against the appropriate filter. In this paper we will denote by ⌰ e the set of orientations for which even-symmetric filters are constructed. Motivated by the estimated physiological angular resolution (e.g., [24, 25] ), and by practical considerations, we construct our filter bank at a angular resolution of 10°for a total of 18 filters; i.e., in this paper we use ⌰ e = ͕0°,10°,20°, . . . ,170°͖. Since the estimation of oriented structure should be contrast-independent, the desired computation is R ͉r ͉, i.e., the absolute value of r . Computationally, this nonlinear operation can of course be computed directly. A biologically plausible implementation, however, should avoid negative values as dictated by the physiological constraints. Hence, computing R in a biologically plausible manner could be based on the sum of the half-wave rectification of r and the half-wave rectification of r , where r is a contrast-reversed version of r , i.e., the result of convolving the visual stimulus with an off-centered oriented RF with excitatory side bands.
Following the brief discussion above, the complete process of estimating oriented structure locally in a biologically plausible way is sketched in Fig. 7 . We note that since we focus on oriented patterns only, circularly symmetric filters of the sort found in layer 4c in V1 (refer to Fig. 14) are excluded from our present filter bank.
An important comment that should be made in relation to this estimation of oriented structure is that it is local in nature and therefore expected to be noisy and unreliable. To handle such difficulties, biologically plausible methods that can remove noise and replace inconsistent measurements with locally coherent ones have already been suggested in the past. Such methods are based on distributed processes of global optimization (e.g., [9] ) and have been shown to produce excellent results. This topic, however, is outside the main focus of our present work, and therefore we do not include such processes in our discussion. We do keep in mind that the inclusion of such a computational step does not harm the biological plausibility of the estimation phase and therefore of the proposed computational models as a whole.
B. Computation of Directional Derivatives via OddSymmetric Receptive Fields
V1 simple cells with odd-symmetric RFs are characterized by two elongated adjacent antagonistic regions of equal strength. While these cells are often described as "edge detectors" (e.g., [26] ), their function could be interpreted more generally as the estimation of the directional derivative of a signal, in the direction perpendicular to the preferred orientation of the cell. Importantly, here we emphasize the possibility that this computation is feasible not only to the raw retinotopic visual signal, as has been commonly used in the past, but more generally, for any intermediate representation and signals throughout the early visual process. The horizontally tuned filter from this family of oddsymmetric RFs can be described by a difference of anisotropic Gaussians, which are offset perpendicularly to their dominant orientation:
where all parameters are the same as in Subsection 3.A. Clearly, this filter can estimate the rate of change of signals along the vertical axis, i.e., the directional derivative along the vertical direction. Based on this filter, we construct filters for directional derivative in all directions by rotating F 0 o appropriately for all orientations in ⌰ o = ͕0 , 10, . . . , 340,350͖. A convolution of a signal against such filters would approximate the signal's initial rate of change along the direction perpendicular to the filter orientation, a computation which can be described formally by
where I is the input signal and e ជ is a unit vector in the directions. Following the brief discussion above, the process of estimating directional derivative in a biologically plausible way is depicted in Fig. 8 .
C. Nonlinear Gating via Shunting Inhibition
Nonlinear operations are the key to the complexity and diversity of information processing in general and to those carried in the visual cortex in particular. The most basic of all nonlinear manipulations is perhaps the ability to gate a data signal based on the value of a control signal, an operation which in logic is sometimes referred to as an AND-NOT gate. Previous studies have indeed argued that such a synaptic veto mechanism is underlying various processes in the visual cortex (e.g., [27, 28] ), by reducing an input signal down to zero upon the arrival of a second synaptic input (see Fig. 9 for schematics). Mechanistically, it was suggested that these inhibitory synaptic inputs are activating ionic conductances with an equilibrium potential near the membrane resting potential and thus can effectively veto excitatory inputs [28] . Computationally, dynamic models have been proposed for an AND-NOT gate behavior, most notably in the context of directional selectivity [27, 29] . Following such theoretical contributions, recent neurophysiological inquiries have employed new recording techniques in vivo to provide quantitative support to the existence of shunting inhibition in the primary visual cortex [30, 31] . In this work we make significant use of a gating mechanism as a substrate for selection (one-out-of-many) processes (e.g., in Section 6), and also as a building block for other nonlinear operations such as maximum selection (see below). According to the above, we assume that both the gating itself and its derived operations are biologically plausible.
D. Selection and Computation of Maximum Values
The MAX function can be formalized as the operation that returns the largest of its inputs, and several studies have suggested that various visual processes are based on MAX-like operations (e.g., recognition [32] ). Such studies have motivated a growing body of recent evidence suggesting that there are neurons in the early visual system that perform a MAX-like operation on their afferent inputs. For example, the presence of MAX-like behavior was tested experimentally [33] by comparing neural responses to two bars presented both separately and simultaneously to an anesthetized cat. It has been shown that there are complex cells whose response to the two-bar stimulation is similar to the larger response of two simple cells that respond to each bar individually [ Fig. 10(a) ].
In addition to physiological studies, biologically plausible models for MAX-like behavior have also been suggested, and a number of neural circuits that provide good approximation to the MAX operation have been presented and analyzed. Some of these models rely on nonlinear suppression of nonmaxima values, while others achieve the same goal by iteratively applying nonmaxima inhibition till convergence [34] . In the end, both of these approaches obtain an output value that matches the maximum of the input values. Furthermore, once the availability of a nonlinear gating is assumed (cf. Subsection 3.C), the construction of a MAX circuit is in fact straight forward since all it takes is the shunting of the smaller input based on a control signal obtained from a rectified combination of the two input signals. Such a circuit is depicted as a block diagram in Fig. 10(b) and will be referred to in the rest of the paper as the MAX circuit. Clearly, while such a circuit selects the maximum of two signals S 1 and S 2 , concatenation of such units provides a trivial extension to any number of inputs, i.e., to the operator max͑S 1 , S 2 , . . . ,S n−1 , S n ͒.
A variation on the MAX operator and the gates discussed above is a gating circuit that passes on its input unless its gating signal is larger than the input. If S and G represent some input and gating signals, respectively, the output of such a gate can be written formally as Out = S · ͑S ജ G͒, where the second (logical) term is 1 if the condition holds and 0 otherwise. Such a variation is conceptually very similar to nonlinear gating in its basic form (cf. Subsection 3.C), and one way to construct it is shown in Fig. 11(a) . We denote such a gate by MAX-GATING, and its extension to arbitrary number of gating signals is immediate as shown in Fig. 11(b) .
The MAX-like behavior, the suppression of nonmaxima inputs, and the gating based on relative values are fundamental computational building blocks in our different models for curvature calculations. According to the above, we consider these operations to be biologically plausible.
It should be noted that the evidence for early visual cells with MAX behavior is still limited and controversial. Nevertheless, since usage of the MAX operation is common in previous biologically plausible models (e.g., [6, 23, 35] ), in this work we follow these models and also consider this operation to be biologically plausible.
MODEL 1: CURVATURE ESTIMATION VIA SPATIAL RF SUMMATION
Our first biologically plausible model for the computation of perceptual singularities relies on the fact that the notion of curvature is intimately related to differences of orientations at nearby positions. Hence, in physiological terms, the directional derivative of orientation at a point Here the triangle represents a neuron with one excitatory input and one inhibitory input, and its output represents the signed summation of these values up to the usual rectification (red function drawn inside the triangles online). Hence, the output of these units is zero unless the excitatory input is larger than the inhibitory one. These control signals are then fed to gating circuits (Subsection 3.C and Fig. 9 ), which effectively feed the final summation unit a zero value in one input and max͑S 1 , S 2 ͒ in the other.
can be estimated by examining the responses of oriented RFs with carefully selected spatial positions. In our first model we therefore implement such an operation both in the tangential direction and the normal direction of each RF.
First, the oriented structure R at each orientation is estimated using the filter bank as discussed in Subsection 3.A [ Fig. 12(a) ]. Then, using the "oriented response maps" [ Fig. 12(b) ], we indirectly evaluate the degree of orientation change in the tangential and normal directions at each point q = ͑q x , q y ͒ by summing up the R responses in the corresponding directions around q. Specifically, given a hypothetical dominant orientation at point q, the tangential curvature at q can be implicitly estimated by summing up the values of the response map R along a short straight line, or elongated region, centered at ͑x , y͒ and directed along the orientation [ Fig. 12(b) , cyan ellipses]. The normal curvature at q can be estimated similarly, by summing up the values of the response map R along a short straight line, or elongated region, centered at ͑x , y͒ and directed along the + 90°orientation [ Fig. 12(b) , red ellipses].
Let S T ͑q͒ and S N ͑q͒ denote these summation results,
i.e., let
where N T͑͒ ͑q͒ and N N͑͒ ͑q͒ are the "-tangential neighborhood" and the "-normal neighborhood" of q, respectively [e.g., the elliptical neighborhoods in Fig. 12(b) ]. It should be noted that both of these summations are indirect estimations of the two curvatures since both provide complementary values: If S T ͑q͒ turns out to be high, it is because R is high both at q and at its "tangential neighbors," implying that the oriented structure in this region changes very little in the tangential direction and therefore that the tangential curvature is very small. A similar argument holds for S N ͑q͒ and the normal curvature. To compensate for this transformation, a negation operation is used later to map these intermediate results to curvature values (see below).
As implied above, the RF summation operations are carried out for all possible orientations at each point q. As a result, S T ͑q͒ and S N ͑q͒ are of little relevance unless happens to be the true dominant orientation at q, i.e., that orientation for which R is high at q. While in our subsequent models we exploit this relationship to nonlinearly mask (or gate) irrelevant results, here we capitalize on the observation that the dominant orientation changes slowly relative to the scale of the RF and hence that the response of nearby filters of the same orientation will be highly correlated almost everywhere. Consequently, if R is small or zero at q, so are its values at nearby points, which entails a zero or small summation values when is not the dominant orientation at q. All this suggests that relevant S T ͑q͒ and S N ͑q͒ values can be obtained simply by a selection of the maximum S T ͑q͒ and S N ͑q͒values across the orientation dimension [ Fig. 12(c) ] by employing biologically plausible mechanisms as described in Subsection 3.D.
The entire process thus far can be described by the following expressions:
where T , N denote the "complementary curvature" values in the sense discussed above. To complete the estimation process, the curvature values themselves are obtained by subtracting T and N from a predefined reference value (which could be thought of as the maximal curvature value permitted or measurable by the visual system). Then curvature maps are squared to yield their "energy" [23] , which is used to compute the PSM map. Finally, ridge (or local maxima) points are identified via usual filter convolution and thresholding to obtain the final result [ Fig. 12(d) ]. The entire process, including a sample experimental result, are shown in Fig. 12 . In summary, our first model for computing perceptual singularities in ODTs uses an estimation of the two curvatures based on lateral interactions between oriented RF having the same scale but different spatial position. These kinds of interactions are well documented in the anatomical and physiological literature in the form of intercolumnar connections between nonoverlapping RFs, 
While a "parallel" construction is possible also, it is omitted here for space considerations. or what is commonly termed the long-range horizontal connections (e.g., [25, [36] [37] [38] ). Additional experimental results of this model, along with a comparative evaluation against the other two models, are discussed in Section 8.
MODEL 2: CURVATURE ESTIMATION VIA MULTISCALE RF INTERACTIONS
Our second biologically plausible model is based on intracolumnar interactions that facilitate the interactions between RFs, or filters, of similar orientation preference but significantly different scale. Similar to the previous model, an "orientation response map" R is first computed for each orientation using the oriented structure estimation process discussed in Subsection 3.A [ Fig. 13(a) ]. Then each R map is fed into two even-symmetric filters, this time having much larger scale and tuned either to the map's defining orientation (i.e., ) or to its perpendicular orientation (i.e., + 90). This way, instead of summing up responses in R along elongated regions as in the previous model, here we evaluate the degree of orientation change in the tangential and normal direction by convolving R with two larger scale filters [ Fig. 13(b) ]. Finally, the same maxima selection process employed in Model 1 (cf. Subsection 3.D) is used to obtain the complementary tangential and normal curvatures [ Fig. 13(c) ]. The entire process up to this point can be described by the following expressions:
where F e indicates filters of the sort mentioned in Subsection 3.A and k is the relative scale of the second layer filters compared to the first layer filters. Having obtained T and N , Model 2 continues identically to Model 1 to compute the PSM and the perceptual singularities.
The biological plausibility of Model 2 stems from the fact that vertical connections do exist in each orientation Note that these two second layer filters in channel are tuned to the direction and the + 90 direction. (c) The T and N maps obtained by applying maximum selection among all corresponding second layer outputs. The higher the value in the final maps, the slower the change of orientation along its own (i.e., tangential) or perpendicular (i.e., normal) directions, respectively.
column [36] and that each column contains cells of similar orientation preference but different scales [24] . Hence, Model 2 capitalizes on intracolumnar interactions rather than the intercolumnar interactions that motivated Model 1 (Fig. 14) . We do note that the use of intracolumnar interactions for curvature estimation was suggested already 20 years ago in the context of curve detection by Dobbins et al. [21] , and here we extend this possibility to 2D patterns and two curvatures.
Although Models 1 and 2 are very similar, it is important to comment about their differences. From a computational point of view, the usage of a filter instead of summation gives a more accurate curvature approximation because, in contrast to the previous model, here the summation is "weighted" according to spatial distance, and it incorporates lateral inhibition, which has a "sharpeninglike" effect. These and other differences between the suggested models are discussed in Section 8 next to the experimental results.
MODEL 3: CURVATURE ESTIMATION VIA NONLINEAR GATING
Our last (and best) model is a feed-forward three-layer circuit that computes curvatures using a different biologically plausible mechanism altogether. We begin by estimating the amount of oriented structure at each point using the estimation process described in Subsection 3.A. While our first two models estimated the curvatures from each R in isolation, and leveraged channel interaction only in later stages (e.g., for the MAX computation), this time we employ such interactions much earlier in the process. Specifically, we compare the "oriented responses" from all different R maps at each spatial position in order to determine the dominant orientation on each point-that channel whose "oriented response" is the highest at each point. Formally, this can be described by ͑x,y͒ = arg max ͕R ͑x,y͒: ⌰ e ͖, a computation that is implemented by the MAX-GATING gate (Subsection 3.D) as depicted in Fig. 15(a) . The end result of the computation above is a dominant orientation map ͑x , y͒ whose evaluation is facilitated by intrahypercolumnar interactions. As mentioned also at the end of Subsection 3.A, such a computation can be further enhanced by employing biologically plausible contextual inference processes, which facilitate long-range spatial interactions as well (e.g., [9] ).
Once the map ͑x , y͒ is obtained (see Section 7 for issues related to its cortical representation), its directional derivative d͑e ជ ͒͑x , y͒ in all possible directions e ជ = ͑cos , sin ͒ , ⌰ o is computed by convolving it with tuned odd-symmetric filters in the manner described in Subsection 3.B and depicted in Fig. 15(b) , i.e., a 10°resolution) . Each of these directional derivatives is then being gated (in red) by the dominant orientation in order to preserve only those directional derivatives along and perpendicular to the dominant orientation. The end result are two curvature maps used for the PSM final computation.
Computing the directional derivatives in all possible directions is a necessity resulting from the inability to create content-dependent operators (i.e., filters) on the fly. Indeed, of the complete range of directional derivative maps d͑e ជ ͒, only two are needed: d͑e ជ ͒, which represents the tangential curvature, and d͑e ជ +90 ͒, which represents the normal curvature. Hence, we next select only these two maps while "shutting down" all the rest. This vital step is being done by a nonlinear gating mechanism, which can be implemented with shunting inhibition, as described in Subsection 3.C. Naturally, the veto, or gating signal itself comes from the dominant orientation ͑x , y͒ at the same spatial position, as depicted via the red channels in Fig. 15(b) . Once all irrelevant channels have been shunted, the tangential and normal curvatures can be obtained by simple summation (since all but one channel have been turned to zero). Hence
where the gating signal is expressed in these equations by the Kronecker delta, i.e.,
As discussed in Section 8, this last model provides the best approximations of the tangential and normal curvatures. Having the two curvatures maps, we calculate the PSM and PSM ridges as done also in the previous models.
CORTICAL COMPUTATIONS UNDER IMPLICIT REPRESENTATIONS
Like many biologically plausible computational models in the literature, ours employ stages of computations, each operating on the output of its predecessor. Almost always, the ability to apply such successive computations is taken for granted-first, the retinotopic input is represented as a spatial map to which receptive field filtering is applied as convolution, often followed by some pointwise nonlinearity. Then the output of this first stage is again considered to be available as a spatial map over retinotopic coordinates, to which a second phase of filtering is applied directly as before (e.g., [5, 6, 23, 39] ).
However, one should keep in mind that the cortical representation of the output of the first-stage computation may be fundamentally different from the representation of its input-while the input is explicit and dense, the output might be implicit and sparse. For example, the incident radiance at each retinotopic position ͑x , y͒ is explicitly related to (and hence represented by) the firing rate of a ganglion cell or a lateral geniculate nucleus (LGN) cell having the same positional tuning ͑x , y͒. This input is fed to simple cell RFs whose output-the degree of stimulus orientation-is organized in orientation hypercolumns [24] . Thus, the cortical tissue does not represent the stimulus orientation at position ͑x , y͒ explicitly via different firing rates of an "orientation neuron" tuned spatially to ͑x , y͒. Rather, if the evidence supports the hypothesis that orientation is present at point ͑x , y͒, then a neuron representing the combination of position ͑x , y͒ and orientation will fire up. Hence, in abstract terms, while the input of such a computation is a continuous intensity function over image space R 2 , the output is not a continuous orientation function on the same space but rather an indicator (binary) function of the space R 2 ϫ S 1 , where R 2 is the standard Euclidean plane and S 1 is the unit circle representing all orientations.
Based on the above, one issue of concern is if and how the second or later phases of computation can operate in a biologically plausible fashion despite the transformation of the representation that is inherent to the cortical mechanisms employed. This concern clearly is relevant to our own models; Model 2 applies a second stage of largescale filters to the first-stage output channels R , and Model 3 computes directional derivatives of the dominant orientation map ͑x , y͒, which was estimated in a previous stage. Furthermore, we do believe that this issue is relevant to all (previous and future) biologically plausible computational models in order to support their biological plausibility.
In the rest of this section we consider the consequences of the implicit representation in the context of our Model 3. More specifically, we ask how one can compute the directional derivatives of the dominant orientation function ͑x , y͒ obtained from the first stage of Model 3. In Section 6 we described this computation via a second stage of oddsymmetric filters applied to ͑x , y͒ as if the latter was given explicitly via a map over retinotopic coordinates in R 2 . Given the discussion above, we now ask how this computation can be done if ͑x , y͒ is given only implicitly via an indicator function over R 2 ϫ S 1 . Assuming a single dominant orientation at each spatial position (but see Section 9 for an extension), the dominant orientation map ͑x , y͒ could be represented as an indicator binary function in the hypercolumnar structure if the neurons corresponding to the dominant orientation fire while those corresponding to other orientations at the same position are silent. As elaborated in Section 6, such a representation can be obtained from the population RF response via maxima selection within the hypercolumn. In Fig. 16 we depict this sparse representation (where at most one orientation column fires within a hypercolumn) as a binary vector having a single "1" in each hypercolumn C x,y , or as a population response that resembles a delta function in the orientation domain (blue graphs in the online figure) . Given this distribution of neural activity in the hypercolumnar structure, one way to proceed with the computation of directional derivatives is to dedicate a special "neuron" for each possible directional derivative value for each direction of derivation possible at This goal could be achieved by carefully wiring up N d,,x,y to axons of these neighborhood neurons to collect the evidence they provide. Optimally, N d,,x,y would fire up only if all its afferent inputs are positive. Practically, this logical operation can be approximated by a linear summation whose graded output could represent the degree to which the evidence supports the signaling of the corresponding directional derivative. Figure 16 depicts this computational process graphically.
The proposed computation described above results in an extremely sparse and implicit representation of directional derivatives, which carries over to subsequent stages in a similar fashion. Surprisingly, however, the neural infrastructure allows for an alternative circuit that results in a more explicit representation where a single neuron employs different firing rates to represent all possible values of directional derivatives for each direction of derivation possible at C x,y . Denote now by N ,x,y a neuron whose firing rate d would signal the directional derivative d͑e ជ ͒ at position ͑x , y͒; N ,x,y should fire at rate d if and only if the evidence supports such a directional derivative along direction at ͑x , y͒. As above, this should happen if and only if certain neurons in nearby hypercolumns show activity and, in particular, if the active orientation at these nearby hypercolumns would have d orientation difference. Instead of wiring up N ,x,y to these very selected neurons as above, we now connect the inputs of N ,x,y to all neurons in these neighboring hypercolumns as dictated by the derivation direction . The correct output firing rate is then achieved by carefully setting the synaptic weights along all these input afferents such that when multiplied by their binary (either 0 or 1) values and summing up with the correct sign, one yields the correct directional derivative value at the output of N ,x,y .
Although setting the synapse weights correctly seems a daunting computation, it is in fact a strikingly straightforward task; all it takes is to encode the orientation directly via these weights and rely on the sparse representation assumption that in each hypercolumn only one such weight will participate in the computation. Hence, if C x,y is the binary value representing whether is the dominant orientation at C x,y [i.e., C x,y =1 if = ͑x , y͒, otherwise C x,y = 0], then one could set the projection weight from this neuron to w = c + , where c is any constant. Figure 17 shows a schematic of this circuit for one such neuron N ,x,y . If all these synapses are set as excitatory or inhibitory as shown in this figure (i.e., excitatory from one side of C x,y and inhibitory from the other), then N ,x,y would effectively compute the orientation difference between the two points on the two sides of C x,y in the direction of derivation. Since what is found on these two sides are the dominant orientations at these positions, the output of N ,x,y would be the directional derivative of the dominant orientation. Obviously, complete representation of the directional derivative maps requires a large population of neurons to cover all possible derivation directions at all possible spatial locations. Finally, we note that while the sketch in Fig. 17 considers only two neighborhood neurons for the computation of the directional derivative, an extension could also consider larger spatial neighborhoods from which orientation data are taken into account, with synaptic weights adjusted as defined by numerical approximations of the derivative operator.
EXPERIMENTAL RESULTS
The three models presented in this paper are designed to offer different mechanisms to compute ODT curvatures and perceptual singularities in a biologically plausible fashion. We have compared the performance of these algorithms on ODT image data to results obtained analytically (cf. Section 2 and Fig. 6) . Selected results are shown in Fig. 18 and include both the PSM map computed by each model and its predicted perceptual singularities.
As is evident from the figure, while all models are able to correctly detect the perceptual singularities, their performances vary in terms of accuracy. In particular, there seem to be progressive improvement as we move from Model 1 through Model 3, and since all models use the same method to estimate oriented structure (Subsection 3.A), these differences must stem from their different approaches to curvature computation. As we implied before, Model 2 is advantageous to Model 1 in its use of secondorder filtering instead of simple summations, since the former represents weighted summation that also takes into account spatial distance, involves a more elaborate integration region, and incorporates lateral inhibition that is inherent in even-symmetric filters and provides a "sharpening-like" effect.
As the results imply, Model 3 seems to provide better performance still. We argue that this is not accidental, since this model incorporates computational components essential to the accurate estimation of curvature. In particular, Model 3 makes use of the dominant orientation at each point [which relates to the curvatures via Eq. (2)], and it evaluates its directional derivatives (or, in the language of Section 2, its covariant derivatives) explicitly. This, in turn, facilitates the estimation of curvatures directly as defined [cf. Eq. (1)], which contrasts the implicit evaluation employed in Models 1 and 2.
As was also shown analytically (see Fig. 6 ), we confronted our algorithms not only with smoothly varying ODTs but also with stimuli with genuine singularities (i.e., discontinuities) at the signal level. Figure 19 shows selected results of Model 3 for both piecewise-constant ODT and piecewise-smooth ODT having different types of perceptual singularities (both within and between smoothly varying regions). Additionally, the same figure shows results of the same model on sparse ODTs depicted as arrays of oriented texels. Note that in all cases the same algorithm results in accurate predictions regarding the perceptual singularities.
Although perceptual singularities in smoothly varying ODTs have been introduced only recently [7] , orientationdefined perceptual structures due to orientation discontinuities and high orientation gradients have long been discussed in the literature (e.g., [35, [40] [41] [42] [43] [44] ) and are commonly referred to as second-order structures (e.g., [45] [46] [47] [48] [49] ). Computational models that have been shown to successfully predict human performance in perceiving second-order structures are usually based on filterrectify-filter (FRF) cascades (e.g., [5, 6, [49] [50] [51] [52] ). It is therefore interesting to examine the response of such FRF models to smoothly varying ODTs and the degree to which they are able to predict their perceptual singularities. Figure 20 shows several such results of one of the classical FRF models [6] and compares it to predictions obtained by our Model 3. To further emphasize the role of curvature versus orientation gradients in the detection of perceptual singularities, we applied both our and the FRF models to phased pairs [cf. Fig. 1(c) ], whose orientation gradients are identical but whose perceptual structures are qualitatively different. The results in Fig. 20 shows clearly not only the failure of the selected FRF model to make accurate predictions of human perception, but also how these predictions do not chance between the two phased ODTs, a wrong result that is consistent with the orientation gradient but not with perception. For example, note how the response of the Malik and Perona model generates concentric perceptual boundaries on both spiral ODTs. Expectedly, this structure is also the one of the orientation gradients of these patterns [c.f. Fig.  1(b) ]. Additionally, in both cases shown, the structures predicted by the Malik and Perona model for the original and phased ODTs exhibit striking alignment (see the zoomed sections) as opposed to the major perceptual dif- ferences between the pair. As Fig. 20 shows, all these failures do not happen with our proposed models and the detection of perceptual singularities based on curvatures.
A final comment that should be made in terms of our experimental results relates to the time complexity of the different algorithmic models when executed on a serial machine. Since all three models are designed for massively parallel "brain-like" machinery, where most computations are performed concurrently, it is irrelevant to discuss their computational complexity when they are executed on their "native hardware." Indeed, under such conditions each model requires a fixed number of time steps as dictated by its corresponding neural circuit, i.e., an O͑1͒ performance in all cases. When these parallel algorithms are simulated on a serial machine, as we did in our experiments, the time complexity becomes dependent on several implementation parameters. In particular, it is easy to see that if the input image is n ϫ n pixels and the number of orientation channels is N , then the three models will operate with the following time complexities:
where f 1 is the radius of first-order filters and f 2 is both the radius of second-order filters in Model 2 and the length of the -neighborhood used for the summation stage in Model 1. All the results shown in this section were computed on images of size 400ϫ 400, with N = 18, f 1 = 10, and f 2 = 60. Run time using these sizes on a Pentium-based desktop (2.33 GHz, 1G RAM) and implementation based on MATLAB and C were 240 s, 240 s, and 80 s for Models 1, 2, and 3, respectively.
DISCUSSION
This paper addresses the issue of detecting salient perceptual singularities and ODT boundaries in a biologically plausible fashion. While most popular models that attempt to solve this problem rely on the detection of feature gradients, recent theoretical and behavioral work has shown that such an approach is lacking [7] . Following these studies, here we explored computational approaches that compute feature curvatures and presented three biologically plausible models that provide better than state-of-the-art performance on ODT stimuli. Contrary to previous work, our models are able to predict and localize perceptual singularities not only when texture orientation changes drastically and abruptly but also where the orientation changes smoothly without an outstanding orientation gradient. Previous works have already claimed that curvature plays a key role in various visual processes [53] [54] [55] , and here we show that multiple curvatures also are a significant factor in the early visual process of texture segregation. That no less than three different biologically plausible models presented here could support the computation of curvatures implies that curvature computation in the early visual cortex is readily possible with the mechanisms known to exist at this stage. Following theoretical and behavioral arguments for the importance of curvature to visual computation, our results thus support the possibility that curvature is indeed a critical component of early visual processing. More specifically, the models proposed in this paper rely on and exploit several mechanisms: Even-and oddsymmetric RFs at various scales or frequency tuning, nonlinear gating, and maximum selection. What is the locus of these mechanisms in the cortex? For example, could our models be implemented fully in the striate cortex alone? As we discussed in Section 3, physiological and anatomical evidence indeed supports (or at least does not exclude) this last possibility, where intercolumnar and intracolumnar interactions provide the substrate for the type of interactions needed. This possibility is further supported by physiological findings for the detection of second-order structures in V1 (e.g., [56] ) and computational models for curvature computation that exploit only well-documented features of the mammalian primary visual cortex (e.g., [21, 57] ). However, it is also possible that the computation of curvature and perceptual singularities is spanned across multiple cortical regions and facilitated by interactions between striate and extrastriate neurons, as has been proposed in the context of FRF cascades (e.g., [51] ), surround modulations (e.g., [58] ), and form vision (e.g., [50] ). Although this possibility is less appealing for Models 1 and 3, where the participating cells all have small and similar scale, it is clearly relevant for Model 2, where large-scale and low-frequency-tuned cells are a fundamental component.
Of course, one cannot avoid noticing that the models proposed in our paper are designed for, and provide accurate predictions for, perceptual singularities in ODTs (be they smoothly varying or piecewise continuous) rather than general textures. Indeed, while ODTs (and usually piecewise-continuous ODTs) are frequent in natural and artificial visual stimuli, textures are rarely characterized solely by orientation. Nevertheless, we believe that understanding the effect of orientation on texture segregation is essential due to its neurophysiological basis [24] , its central role in perceptual organization [3, 59] , and its close relationship to shape perception [60, 61] . Still, it is natural to ask how the proposed computational processes could be extended to general textures and natural images-after all, it is unlikely that the early cortical machinery has evolved to deal with ODTs separately from all other visual textures.
We believe that this question is best addressed through the consideration of multioriented ODTs, since, in the limit, any texture or natural image can be represented as a superposition of oriented components, possibly at different frequencies. Indeed, as implied by numerous papers in the field, any texture (or, for that matter, any image) can be viewed (and indeed represented, classified, and described) as a population code based on oriented filters (e.g., [5, 6, 23] ) and hence as a distribution of orientations at each point. Since curvature-based perceptual singularities in smoothly varying ODTs do occur in multioriented patterns ([see Fig. 2(c) ], it implies that curvature-based segregation of general textures may be possible by decomposing the texture into a set of smoothly varying orientation maps, each of which gives rise to its own perceptual singularities defined by the PSM proposed here.
Consider again the texture pattern from Fig. 2(c) , which is reproduced in Fig. 21(a) . This pattern was made by superposition of two different smoothly varying line in- tegral convolution (LIC) layers [62] , each at 50% transparency. In this example, several perceptual singularities are clearly visible, which create the global perception of diamonds that tile the image plane. Can these singularities be detected by the proposed PSM and our proposed models? We hypothesize that perceptual singularities in multioriented patterns are the union of the perceptual singularities of each of the dominant orientation maps when considered in isolation. Hence, separating these dominant orientations, applying the PSM to each, and combining the results should predict the perceptual structure in the multioriented pattern. While separating the dominant orientations into separate piecewise-continuous maps is not a trivial but a doable task [see Figs. 21(b)-21(d)], doing it in a biologically plausible way for an unknown number of dominant orientations is a very challenging problem. Clearly, in order to further apply this approach to general textures, it may be necessary to extend this idea to use multiscale representations as well, a direction that is central to our short-term future research.
