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In this study, we try to generalize Bruhat-Tits’s theory to the case of a Kac-Moody group, that is to define an affi e
building for a Kac-Moody group over a local field. Actually, we will obtain a geometric space wich lacks some of
the incidence properties of a building, so that it is called ahovel, following Guy Rousseau’s terminology. Hovels have
already been obtained for split Kac-Moody groups by Guy Rousseau and Stéphane Gaussent ; here we define them for
any group with a (generalized) valuated root datum, a situation wich contains the Kac-Moody groups over local fields,
split and nearly split.
Résuḿe
Le but de ce travail est de généraliser la théorie de Bruhat-Tits au cas des groupes de Kac-Moody, c’est-à-dire
de construire un immeuble affine pour un groupe de Kac-Moody sur un corps local. L’objet obtenu ne sera en fait
pas un immeuble, car il ne vérifie pas toutes les conditions d’i ci ence nécessaires, il s’agira plutôt d’une ”masure”,
selon la terminologie de Guy Rousseau. Des masures ont déj`a ét´ définies par Guy Rousseau et Stéphane Gaussent
pour des groupes de Kac-Moody déployés ; ici on propose uneco struction valable pour n’importe quel groupe muni
d’une donnée radicielle valuée (généralisée pour comprendre le cas d’un système de racines infini), ce qui fournira en
particulier des masures pour les groupes de Kac-Moody déploy s, mais aussi presque déployés, sur un corps local.
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3.7.4 Décomposition de Lévi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.8 La bonne famille de parahoriques maximale . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . 41
3.9 Très bonnes familles de parahoriques . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . 42
3.9.1 Action de~I surI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.9.2 Existence d’isomorphismes entre appartements . . . . .. . . . . . . . . . . . . . . . . . . . 43
3.9.3 Intersection d’appartements . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . 45
4 Descente 47
4.1 Contexte et notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . 47
4.2 Descente dans l’immeuble vectoriel . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . 48
4.3 Descente de la valuation . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . 51
4.4 Descente de la famille de parahoriques . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . 52
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1 Introduction
LorsqueG est un groupe réductif sur un corps localK, la théorie de François Bruhat et Jacques Tits permet de
lui associer, outre son immeuble vectoriel, ou sphérique,o ”de Tits”, un immeuble affine, dit ”de Bruhat-Tits”. Cet
immeuble est plus précis que l’immeuble vectoriel, au sensoù la connaissance du premier permet de reconstruire le
second. Comme tout immeuble, il s’agit d’une réunion d’appartements, et on le qualifie d’”affine” car ces appartements
sont des espaces affines, dont les espaces vectoriels directeurs peuvent en faitêtre vus comme les appartements de
l’immeuble vectoriel.
Maintenant, siG est un groupe de Kac-Moody, déployé ou presque déployé,n sait construire son immeuble
vectoriel. Il s’agit en fait de la réunion de deux immeublesjumelés, voir par exemple [Ré02]. Le but du travail présent
est, dans le cas oùG est un groupe de Kac-Moody sur un corps local, de définir un objet ”affine”, similaire à l’immeuble
de Bruhat-Tits du cas réductif.
Ceci a déjà été fait dans [GR08] par Stéphane Gaussent et Guy Rousseau, pour un groupe déployé sur un corps
K dont le corps résiduel contientC. L’objet défini est appelé ”masure” car il ne satisfait pastoutes les conditions
demandées à un immeuble habituel. Pour un corps plus gén´eral, mais toujours un groupe déployé, Guy Rousseau
([Rou06]) a défini des ”immeubles microaffines”, que l’on peut voir comme une partie du bord à l’infini d’une masure,
semblable au bord rajouté à un immeuble affine lorsqu’on définit sa compactification polygonale. Il a ég l ment défini
des masures, dans [Rou10].
On se propose ici de se placer dans le cadre général des groupes munis d’une donnée radicielle valuée, cadre
qui inclut les groupes de Kac-Moody déployés mais aussi presque déployés sur un corps muni d’une valuation réelle
quelconque. Nous construirons simultanément une ”masure” et son bord (qui contiendra deux ”immeubles microaf-
fines”) car celui-ci sera utile à l’étude des propriétésg ométriques de la masure. L’objet obtenu sera appelé unmasure
bordée.
On se rend compte que plusieurs choix peuvent être faits, menant à différentes masures bordées. Pour rentrer un
peu dans le détail, la construction d’un appartementA e présente pas de difficulté (partie 3.1) , et on cherche donc
ensuite, selon le procédé habituel de Bruhat et Tits, à construire un objet immobilier comme quotient deG × A par la
relation d’équivalence déterminée par le choix des sous-groupes deG qui seront les fixateurs des points deA. Ces sous-
groupes sont appelés, comme dans le cas réductif, des ”sou-gr pes parahoriques”, et contrairement au cas réductif,
leur définition n’est pas évidente : plusieurs possibilités sont envisageables. Ainsi, dans [GR08], Stéphane Gaussent
et Guy Rousseau définissent les familles de groupes parahoriquesPmin, Ppm, Pnm dont la définition est quelque peu
indirecte, et nécessite l’emploi de ”complétions” du groupe de Kac-MoodyG considéré.
Toujours par soucis de généralité, nous optons pour une approche axiomatique, c’est-à-dire que nous définissons
abstraitement la notion de ”famille de parahoriques”, et nous étudions les objets immobiliers que l’ont peut construire,
en fonction des propriétés vérifiées par une telle famille. C’est la partie 3. On étudiera plus particulièrement deux
familles de parahoriques : la ”minimale” puis la ”maximale”. Au 4, on essaie de descendre les structures précédentes
(valuation et famille de parahoriques) à un sous-groupe. Dans la partie 5 enfin, on étudie le cas d’un groupe de Kac-
Moody. Pour un groupe déployé, la partie 3 s’applique directement, mais pour un groupe presque-déployé, il faut
d’abord utiliser les résultats de la partie 4 pour obtenir ue valuation et une famille de parahoriques. Le résultat finl
est le suivant :
Théorème. Soit G un groupe de Kac-Moody presque déployé sur un corpsK, déployé sur la clôture séparable deK.
On supposeK muni d’une valuation réelle discrète non triviale, telleque son corps résiduel soit parfait.
Alors il existe une masure bordéeIK pour G(K), qui provient d’une valuationϕK et d’une bonne famille de
parahoriques QK vérifiant (para2.1+)(sph). Pour toute facette sphérique~fK de~I(K), la façadeIK, ~fK s’injecte dans la
façadeI
L, ~f , de la masure bordéeIL pour G(L), où
~f est la facette de~I(L) contenant un ouvert de~fK.
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2 Rappels et notations
Lorsqueα : X → R est une fonction sur un ensembleX, on notera pourY ⊂ X, α(Y) = 0 siα(Y) = {0}, α(Y) > 0
si α(Y) ⊂ R+∗, α(Y) ≥ 0 siα(Y) ⊂ R+ etc...
Si A est un complexe simplicial,F (A) sera l’ensemble de ses facettes. Sif est une facette deA, f ∗ est la réunion des
facettes bordées parf . Ainsi, lorsque~f est une facette dans un immeuble~I, ~f ∗ désignera la réunion des facettes de
~I dont l’adhérence contient~f . Si ~Z est un appartement de~I, la réunion des facettes de~Z dont l’adhérence contient~f
sera donc~f ∗ ∩ ~Z.
2.1 Immeubles vectoriels
Ce que nous appelons ici les immeubles vectoriels sont les immeubles décrits dans [Ré02]. Ce sont des immeubles
jumelés, donc en fait la réunion de deux immeubles classique . Dans la réalisation géométrique de ces immeubles que
nous considérons, les appartements sont inclus dans des espaces vectoriels, d’où l’appellation ”immeubles vectoriels”.
Une autre appellation fréquente est ”immeubles coniques”, car les appartements sont des cônes dans ces espaces vec-
toriels.
Dans cette sous-partie, nous rappelons les principaux résltats concernant ces immeubles, et fixons les notations.
2.1.1 Donńee radicielle
Il y a plusieurs définitions possibles pour une donnée radicielle, selon que l’on considère qu’un système de racines
est un sous-ensemble d’un espace vectoriel réel (comme dans [Ré02] 6.2.4) ou un ensemble de demi-complexes de
Coxeter (comme dans [Ré02] 1.4.1). La seconde possibilit´e est plus générale, la première plus précise, elle permet no-
tamment de distinguer une racine et son double. Un système dracines du premier type sera dit vectoriel, un système
du second type sera dit géométrique.
Si α, β sont deux racines d’un systèmeφ, l’intervalle [α, β] est défini de la sorte :
– [α, β] = {pα + qβ | p, q ∈ N et pα + qβ ∈ φ} lorsqueφ est un système de racines vectoriel.
– [α, β] = {γ ∈ φ | α ∩ β ⊂ γ} lorsqueφ est un système de racines géométrique.
On définit aussi ]α, β[= [α, β] \ {α, β} ainsi que ]α, β] et [α, β[ de la manière évidente.
Une partieψ d’un système de racine est dite close lorsque pour toutα, β ∈ ψ, [α, β] ⊂ ψ. La partieψ est dite de plus
nilpotente si elle est finie. Enfin, une partieψ est dite prénilpotente s’il existe un système positifφ+ deφ et un élément
w ∈ W(φ) du groupe de Weyl associé àφ tel queψ ⊂ φ+ ∩ w(−φ+). Une partieψ est nilpotente si et seulement si elle
est close et prénilpotente.
La notion de prénilpotence est principalement utilisée pour les paires de racines. Si{α, β} est une telle paire, il est
presque immédiat que l’intervalle [α, β] est clos, ainsi{α, β} est prénilpotente si et seulement si [α, β] est fini.
Dans la suite, sauf mention du contraire, les systèmes de racines considérés seront toujours de type vectoriel. Ainsi,
l’existence d’un système de racinesφ ous-entend l’existence d’unR-espace vectoriel~V tel queφ ⊂ ~V∗. On suppose
de plusφ à base libre, c’est-à-dire que toute baseΠ du système de racinesφ est aussi une base de l’espace vectoriel
sous-jacent~V∗.
L’ensemble des ker(α), α ∈ φ est alors appelé l’ensemble des murs de~V, t pour toute racineα ∈ φ, il existe une
réflexion dansGl(~V), notéerα, d’hyperplan fixe ker(α) qui préserve l’ensemble des murs de~V. Le groupe engendré
par cesrα est le groupe de Weyl deφ, notéW(φ). Il existe une famille (α∨)α∈φ de vecteurs de~V telle que pour tout
α ∈ φ, la réflexionrα est donnée par la formulerα(~v) = ~v− α(~v).α∨. On note pour toutα, β ∈ φ, 〈 α, β 〉 = β(α∨). On a
clairement〈 α, α 〉 = 2.
Un système de racinesφ est dit réduit si pour toutα ∈ φ, φ ∩ R.α = {±α}. Lorsqueφ n’est pas réduit, la seule
possibilité est en faitφ ∩ R.α = {±α,±2α} ouφ ∩ R.α = {±α,± 12α}. On notera alorsφred = {α ∈ φ | 1/2α < φ}.
Définition 2.1.1. Soitφ un système de racines, etφ+ un système positif dansφ. Soit G un groupe et(Uα)α∈φ une famille
de sous-groupes de G. On note T=
⋂
α∈φ NG(Uα) l’intersection des normalisateurs des Uα, U
+ = 〈 {Uα | α ∈ φ+} 〉 et
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U− = 〈 {Uα | α ∈ −φ+} 〉.
Le couple(G, (Uα)α∈φ) est appelé une donnée radicielle de typeφ si :
– (DR1) : Chaque Uα est un sous-groupe de G non trivial.
– (DR2) : Pour toute paire prénilpotente de racines{α, β}, le groupe[Uα,Uγ] des commutateurs de Uα et Uγ est
inclus dans
〈 {
Uγ | γ ∈]α, β[
} 〉
.
– (DR3) : Siα ∈ φ et2α ∈ φ, alors U2α est inclus strictement dans Uα.
– (DR4) : Pour toutα ∈ φ, et tout u∈ Uα \ {e}, il existe u′, u′′ ∈ U−α tels que n(u) := u′uu′′ conjugue chaque
Uβ, β ∈ φ en Urα.β. De plus, les différents n(u) peuvent être choisis de sorte que pour tout u, v ∈ Uα \ {e},
n(u).T = n(v).T.
– (DR5) : T.U+ ∩ U− = {e}.
Cette donnée radicielle est dite génératrice si de plus :
– (DRG) : G est engendré par T et les Uα.
Enfin, lorsque le système de racinesφ est fini, on dira queD est de type fini.
Remarques:
– C’est la définition utilisée dans [Rou06], 1.5, elle équiva t à la définition de ”donnée radicielle jumelée enti` re”
de [Ré02] 6.2.5. Dans la terminologie de [Ré02], le qualificatif ”entière” sert à indiquer que le système de
racines est de type vectoriel. La définition d’une donnée radicielle pour un système de racines géométriques est
exactement la même, à ceci près que la définition d’un intervalle de racines utilisée en (DR2) a changé, et que
(DR3) devient inutile.
Le qualificatif ”jumelé” sert quand à lui à se rappeler quedans le cas oùφ est infini, cette donnée radicielle
mènera à un immeuble jumelé. Il n’a aucune signification formelle, ce qui explique son omission ici.
Signalons enfin que c’est la notion géométrique de donnéeradicielle qui est définie dans [AB08].
– Dans [BT72], la classen(u)T, u ∈ Uα est notéeMα. La condition (DR4) y est exprimée avec lesMα plutôt que
lesn(u).
LorsqueD = (G, (Uα)α∈φ) est une donnée radicielle, on notera toujoursT =
⋂
α∈φ NG(Uα) comme dans la
définition, c’est le tore maximal associé àD. On prouve que les élémentsn(u) dans (DR4) sont uniques, on peut donc
conserver la notation(u). On note enfinN le sous-groupe deG engendré par ces éléments et parT. On prouve facile-
ment quen(u−1) = n(u)−1, que pour toutm ∈ N, n(mum−1) = mn(u)m−1, et que siu′ et u′′ sont tels quen(u) = u′uu′′,
alorsn(u) = n(u′) = n(u′′) (la preuve de ce dernier point sera rappelée en 3.1.11).
On prouve queN est le normalisateur deT dès que la condition ”(CENT)” définie dans [Ré02] 1.2.5 est vérifiée.
Cette condition s’exprime ainsi :
(CENT) : ∀α ∈ φ, ZUα (T) = {e} .
Cette condition est vérifiée par tous les groupes de Kac-Moody sur un corps de cardinal au moins 4 (voir infra), et nous
verrons qu’elle l’est aussi pour tous les groupes munis d’une donnée radicielle ”valuée” (voir 2.2). On la supposera
toujours vraie dans la suite.
Le groupe quotientN/T s’identifie au groupe de Weyl du système de racineφ en associant pour tout∈ Uα \ {e},
n(u).T à la réflexionrα.
Le groupeT et tous ses conjugués sont appelés les tores maximaux deG, avec un abus de langage puisque leur
définition dépend en fait de la donnée radicielleD. Si T′ = gTg−1 est un tore maximal, on noteN(T′) = gNg−1 son
normalisateur. On note aussig.~V etgφ ⊂ (g~V)∗ l’espace vectoriel et le système de racines abstraitementisomorphes à
~V et φ via les applications~v 7→ g.~v etα 7→ gα. Si g′ ∈ G est un autre élément tel queT′ = g′Tg′−1, alorsg−1g′ ∈ N
doncg−1g′ agit sur~V et surφ, on peut donc identifierg′~V à g~V et g′φ à gφ via g′.~v 7→ g.(g−1g′)~v et g′α 7→ g(g−1g′).~v.
Pour toutα ∈ φ, on note enfinUgα = gUαg−1, ceci est compatible à l’identificationgφ = g′φ. Alors (G, (Ugα)gα∈gφ) est
encore une donnée radicielle.
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Dans la suite, on évitera de particulariser la donnée radicielle (G, (Uα)α∈φ) (correspondantau toreT), on considérera
plutôt queG est muni d’une classe d’équivalence, pour la conjugaison,de données radicielles. Pour chaque toreT on
noteraφ(T) ⊂ ~V(T)∗ le système de racine et (Uα)α∈φ(T) les groupes radiciels correspondants.
SiD = (G, (Uα)α∈φ) est une donnée radicielle, pour toute partieψ deφ, on noteraG(ψ) = 〈 {Uα | α ∈ ψ} 〉. Ainsi,
lorsqueD est génératrice, on aG = T.G(φ).
Par définition même, un groupe de Kac-Moody déployé admet un donnée radicielle. Et c’est un des buts de [Ré02]
que de prouver que c’est encore le cas pour une classe de groupes de Kac-Moody plus générale. Le terme employé
dans [Ré02] pour qualifier ces groupes est ”presque déploy”.
Proposition 2.1.2.Si G est un groupe de Kac-Moody déployé ou presque déploy´, alors il admet une donnée radicielle
de type un système de racineφ vectoriel à base libre (comme ci-dessus). SiK est un corps de cardinal au moins 4,
alors G(K) vérifie la condition (CENT).
Référence: [Ré02] 8.4.1. 
2.1.2 L’immeuble d’une donńee radicielle
Une donnée radicielle permet de définir un immeuble vectoriel. On notera dans la suite~I l’immeuble obtenu à
partir de la donnée radicielle (G, (Uα)α∈φ), ou plutôt sa réalisation géométrique (voir [Ré02] chapitre 5). Dès queφ est
infini, il s’agit en fait de la réunion de deux immeubles jumelés comme définis dans [Abr96].
Sesappartementsont en bijection avec les tores maximaux deG. L’appartement correspondant à un tore maximal
T est inclus dans leR-espace vectoriel~V(T) tel queφ(T) ⊂ ~V(T)∗. Le choix d’une baseΠ deφ(T) définit un cône
~C = ~CΠ =
{
x ∈ ~V(T) | α(x) > 0, ∀α ∈ Π
}
, c’est la chambre positive relative àΠ. Les ensembles obtenus en remplaçant
certaines des inégalités> 0 par des égalités= 0 dans la définition de~C sont lesfacettesde ~C. La réunion des facettes
de ~C est donc l’adhérence~C de ~C. L’appartement~A(T) est alorsW(φ(T)). ~C∪W(φ(T)).(− ~C) ⊂ ~V(T), ses facettes sont
les±w~f , pourw ∈ W(φ(T)) et ~f une facette de~C. Leschambressont les facettes de dimension maximales, donc les
images de± ~C par unw ∈W(φ(T)), et lescloisonssont les facettes de codimension 1. C’est un cône, réunionde deux
cônes convexes~A+(T) = W(φ(T)). ~C et ~A−(T) = −~A+(T). Le cône positif~A+(T) est appelé le cône de Tits. Chacun de
ces deux cônes convexes, avec sa structure de facettes, estun complexe de Coxeter pourW(T).
L’intérieur, noté ~Asph, de ~A(T) dans~V(T) est une réunion de facettes, appelées lesfacettes sphériques. Ce sont
précisément les facettes dont le fixateur dansW(φ(T)) est fini. Les chambres et les cloisons sont toujours sphériqu s,
leur fixateur dansW(φ(T)) étant respectivement{e} et un groupe d’ordre 2.
On pourra noter le groupe de WeylW(φ(T)) parW(T), ou W(~A(T)) pour rappeler qu’il s’agit du groupe de Weyl
”vectoriel”.
L’immeuble ~I est obtenu en collant les~A(T) pour tous les tores maximauxT. Ces appartements sont permutés
transitivement parG, selon la formuleg. ~A(T) = ~A(gTg−1) ([Ré02] 2.6.2). En conséquence,N(T) est le stabilisateur de
~A(T). Pourα ∈ φ, u ∈ Uα, l’élémentn(u) agit sur~A(T) comme la réflexion selon le mur ker(α). Le groupeT quand à
lui est le fixateur de~A(T). L’ensemble des facettes de~I muni de la relation d’ordre ”être dans l’adhérence de” estun
complexe simplicial, c’est un immeuble au sens abstrait.
Pour toute racineα ∈ φ(T), ~D(α) :=
{
x ∈ ~A(T) | α(x) ≥ 0
}
est ledemi-appartementdirigé parα. Le groupeUα fixe
ce demi-appartement, et est simplement transitif sur les appartements le contenant.
Si on fixe un tore maximalT, et une base deφ(T), on définit~I+ = G. ~A+(T) et ~I− = G. ~A−(T). Ce sont deux immeubles
au sens classique. Lorsqueφ st fini, ils coı̈ncident. Lorsqueφ est infini, leur intersection ne contient que des facettes
non sphériques, et contient toujours{0}. Le découpage~I = ~I+ ∪ ~I− est indépendant des choix deT et de la base de
φ(T), mais~I+ et ~I− sont échangés si on remplace par exemple une base deφ(T) par son opposée. Ces deux immeubles
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sont jumelés.
Pour toute partie~Ω d’un appartement~A, on note Cl~A(~Ω) sonenclos, il s’agit de l’intersection de tous les demi-
appartements de~A contenant~Ω. Une partie égale à son enclos sera diteclose. On verra (2.1.4) que l’enclos d’une partie
~Ω est généralement indépendant de l’appartement~A la contenant considéré, et on pourra éliminer l’indice~A dans la
notation Cl~A(~Ω).
Lorsque~C et ~D sont deux chambres de même signe, on peut définir leur distance (à valeur dansN, pour l’usage
qu’on en aura). Lorsque~C et ~D sont de signe opposé, on définit leur codistance. Celle-ciest nulle si et seulement si~C
et ~D sontopposées, c’est-à-dire si~C = −~D dans un certain appartement~A les contenant. Dans ces conditions, on note
~C = op~A(~D).
Lorsque~f est une facette sphérique de~I, on peut définir laprojectionsur ~f ([Abr96] I.4). On commence par la
définir pour les chambres de~I : si ~C est une chambre de~I, alors sa projection sur~f , notéepr ~f ( ~C) est l’unique chambre
de ~f ∗ qui est à distance minimale (si~C et ~f sont de même signe) ou à codistance maximale (dans le cas contraire) de
~C. Ensuite, si~g est une facette quelconque, on posepr ~f (~g) =
⋂
~C∈ ~f ∗ pr ~f ( ~C). Insistons sur le fait que la projection sur
une facette~f n’est définie que lorsque~f est sphérique. (Lorsque~f n’est pas sphérique, elle est en fait quand même
définie pour les facettes~g de même signe que~f .)
On prouve que si~f et ~g sont dans un appartement~A, alorspr ~f (~g) ⊂ ~A (voir [Abr96], I.4, corollaire 3). On peut
alors donner une caractérisation géométrique depr ~f (~g) :
Proposition 2.1.3. Soient~f une facette sphérique et~g une facette quelconque alors pr~f (~g) est la plus grande facette
de ~f ∗ incluse dans Cl~A( ~f ∪ ~g).
De plus,pr ~f (~g) est l’intersection de
~f ∗ et de tous les murs de~A contenant~f ∪ ~g.
Démonstration:Pour tout demi-appartement~D contenant~f ∪ ~g, il existe un appartement~B tel que ~D = ~A ∩ ~B.
Comme on vient de le rappeler,pr ~f (~g) ⊂ ~A∩ ~B = ~D. On prouve ainsi quepr ~f (~g) ⊂ Cl(
~f ∪ ~g).
La première assertion découle alors de la deuxième, montrons celle-ci. SoitM l’ensemble des murs de~A contenant
~f ∪ ~g. Soit ~M ∈ M , soient~C et ~D les deux chambres de~g∗ ∩ ~A ayant une cloison commune dans~M. Alors ~M ne peut
séparer~C de pr ~f ( ~C), ni ~D depr ~f (~D) sans quoi~C serait plus proche (ou à codistance plus grande) der ~M .pr ~f ( ~C) que de
pr ~f ( ~C). Alors pr ~f (~g) ⊂ pr ~f ( ~C) ∩ pr ~f (~D) ⊂ ~M.





Pour l’autre inclusion, soit~M un mur contenantpr ~f (~g), montrons que~M ∈ M . Il existe deux chambres~C et ~D de
~g∗ ∩ ~A telles que~M séparepr ~f ( ~C) de pr ~f (~D). Comme précédemment,~M ne peux séparer~C ni ~D de leur projections
sur ~f et par conséquent,~M sépare~C de ~D. Donc ~M ⊃ ~C ∩ ~D ⊃ ~g. 
Pour toute partie~Ω d’un appartement~A(T), on noteP(~Ω) son fixateur dansG, c’est lesous-groupe paraboliquede
G associé à~Ω. Rappelons les propriétés essentielles de ces groupes :
Proposition 2.1.4.
1. Si ~f et ~g sont deux facettes d’un appartement~A(T), alors G = P( ~f ).N(T).P(~g). Lorsque~f et ~g sont de même
signe, cette décomposition est dite de Bruhat, sinon de Birkhoff. Ceci entraine que pour toutes facettes~f et~g de
~I, il existe un appartement les contenant.
Si ~f = ±~g, et si ~f est une chambre, on a une décomposition plus précise : G=
⊔
n∈N(T) U( ~f )nU(~g), et pour tout
t ∈ T il y a écriture unique dans la double classe U( ~f )tU(~g).
7
2. Soit~Ω une partie de~A(T) incluse dans~A+(T), incluse dans~A−(T) ou rencontrant~A+(T)sph et ~A−(T)sph. Alors
⋂
~f∈~Ω N(T).P(
~f ) = N(T).P(~Ω), ce qui signifie qu’entre deux appartements contenant~Ω existe un isomorphisme
induit par un élément de G fixant~Ω. Autrement dit, le groupe P(~Ω) est transitif sur les appartements contenant~Ω.
3. Soit~Ω une partie de~A(T) incluse dans~A(T)+, incluse dans~A(T)−, ou rencontrant~A+(T)sph et ~A−(T)sph. Alors
P(~Ω) = P(Cl(~Ω)).
Au vu du point 2, ceci signifie que l’intersection de deux appartements~A et ~B est une partie close dans chacun
des appartements~A et ~B si elle est incluse dans~A+, ou dans~A−, ou si elle rencontre~Asph.
Démonstration:
1. Voir [Ré02] partie 1. On prouve qu’un groupe muni d’une donnée radicielle est également muni d’une ”BN-paire
raffinée” en 1.5.4, puis qu’un tel groupe vérifie une version plus récise que celle énoncée ici de la décomposition
de Bruhat en 1.2.3 et de la décomposition de Birkhoff en 1.2.4.
Déduisons-en la version géométrique : soient~f e ~g deux facettes de~I, soit ~A(T) un appartement contenant~f et
h. ~A(T), avech ∈ G, un appartement contenant~g (h et ~A(T) existent car~I est la réunion de ses appartements, et
carG permute ces derniers transitivement). On utilise alors la décomposition de Bruhat/Birkhoff dans l’appar-
tement~A(T) avec les facettesh−1~g et ~f : il existe p ∈ P(h−1~g), n ∈ N(T) et q ∈ P( ~f ) tels queh = qnp. Alors
l’appartementq. ~A(T) contient~f ∪ ~g.
2. La version géométrique de ce résultat est prouvée dans [AB08], 6.73 lorsque~Ω est l’adhérence d’une réunion
de chambres. Elle est de plus connue si~Ω ⊂ A+ ou ~Ω ⊂ A− ([AB08] 4.5).
Étudions le cas général, où~Ω rencontre~A+sph et ~A
−
sph. Soit ~B un autre appartement contenant
~Ω, soient ~f et ~g
des facettes maximales de~A+ ∩ ~B+ et ~A− ∩ ~B−, respectivement. Soit~C une chambre de~A contenant~f dans son
adhérence, et~D une chambre de~B contenant~g dans son adhérence. Il existe un appartement~Z contenant~C∪ ~D.
On sait que~Z+ ∩ ~A+ est une partie close (??) contenant la chambre~C, donc c’est l’adhérence d’un ensemble de
chambres. Du côté négatif, comme~g est une facette sphérique incluse dans~Z− ∩ ~A−, ce dernier ensemble est
clos et contient la chambrepr~g( ~C). Il s’agit donc également de l’adhérence d’un ensemble de chambres. Donc
~A∩ ~Z est l’adhérence d’un ensemble de chambres, et par [AB08], 6.73 il existeg1 ∈ G tel queg. ~A = ~Z, etg fixe
~C, donc ~f , et~g.
De même, il existeg2 ∈ G tel queg.~Z = ~B et g2 fixe ~f ∪ ~g. Au final, g2g1 fixe ~f ∪ ~g et envoie~A sur ~B. Par??,
g2g1 fixe alors~A+ ∩ ~B+ et ~A− ∩ ~B−. En particulierg2g1 fixe ~Ω.
Pour en déduire la version algébrique du résultat, sig ∈
⋂
~f∈~Ω N.P(
~f ), posons~B = g. ~A, et soitg2g1 ∈ P(~Ω)
comme ci-dessus, alorsg−1g2g1. ~A = ~A doncg−1g2g1 ∈ N et g ∈ N.P(~Ω).
3. Encore une fois, ceci est classique lorsque~Ω ⊂ ~A± (voir ??), on peut donc supposer que~Ω contient des points
sphériques positifs et négatifs. On peut aussi supposer que ~Ω contient Cl(~Ω ∩ ~A+) et Cl(~Ω ∩ ~A−), en particulier
~Ω est l’adhérence d’une réunion de facettes sphériques.
Lorsque~Ω est une partie ”équilibrée” (c’est-à-dire une réunionfinie de facettes sphériques en contenant au
moins une positive et une négative), on aP(~Ω) = T.G(φ(~Ω)) (voir [Ré02], chapitre 6, ceci sera détaillé un peu
au paragraphe suivant). Chaque groupe radicielUα, α ∈ φ(~Ω) fixe un demi-appartement contenant~Ω, donc fixe
aussi Cl(~Ω).
Si ~Ω est l’adhérence d’un ensemble de chambres, alors Cl(~Ω) est la plus petite partie de~A fermée et stable par
projection sur ses cloisons ([AB08] 5.193, où une partie convexe est par définition un ensemble de chambres
stable par projection sur ses cloisons intérieures). Si~f et ~g sont deux facettes sphériques de signes opposés,
alors ~f ∪ ~g est une partie équilibrée, et le paragraphe précédent mo re queP( ~f ∪ ~g) fixe Cl(~f ∪ ~g), qui contient
pr ~f (~g). Il est alors évident queP(
~Ω) fixe P(Cl(~Ω)).
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Pour traiter le cas général, on reprend la démonstrationde [AB08] 5.193. On commence par le
Lemme 2.1.5.SoitC une partie close de~A+ ou de~A− contenant un point sphérique. AlorsC est l’intersection
des demi-appartements contenantC et dont le bord contientC ou une cloison sphérique deC .
Remarque:Une cloison deC est par définition une facette de codimension 1 dansC .
Preuve du lemme:Supposons par exempleC ⊂ ~A+. Soit ~f une facette de~A+ \ C , montrons qu’il existe un
demi-appartement comme dans l’énoncé qui sépare~f d C . Soit~c une chambre deC , à distance minimale de
~f (rappelons qu’une partie close d’un système de Coxeter estun complexe de chambre, d’après??), ~c est donc
une facette sphérique de~A+.
Supposons dans un premier temps quepr~c( ~f ) , ~c. Soit ~M un mur contenant~c, et doncC , mais paspr~c( ~f ), il ne
contient alors pas~f . Le demi-appartement délimité par~M et ne contenant pas~f est comme requis dans l’énoncé,
contientC et pas~f .
Supposons à présent quepr~c( ~f ) = ~c. Il existe alors une unique cloison~m de ~c à distance minimale de~f .
Remarquons que puisqueC est fermé,~f 1 ~c, doncpr~m( ~f ) est une facette de même dimension que~c, différente
de~c, et incluse dans Vect~A(~c). Sachant que~c est sphérique donc dans l’intérieur du cône de Tits, toutp int de
~mest dans un segment ouvert reliant un point depr~m( ~f ) et un point de~c, donc~m est dans l’intérieur du cône de
Tits, donc~m est une cloison sphérique deC . Soit ~M un mur contenant~m et pas~c, soit ~D le demi-appartement
délimité par ~M contenant~c, alors ~D contientC , sans quoipr~m( ~f ) serait dansC , contredisant la définition de~c.
De plus,~f 1 ~D. 
On montre alors la version géométrique du point 3. Soit~B un appartement tel que~A ∩ ~B contient des points
sphériques positifs et négatifs. Soitǫ un signe. La partieC ǫ := ~Aǫ ∩ ~Bǫ est close dans~Aǫ , c’est l’intersection
des demi-appartements la contenant et dont le bord contientC ǫ ou une cloison sphérique deC ǫ . NotonsDǫ cet
ensemble de demi-appartements. Soit~D ∈ Dǫ , et ~m une chambre ou une cloison sphérique deC incluse dans
∂~D. Comme~A∩ ~B est stable par projection, et que la projection sur~m est bien définie puisque~m est sphérique,
C ǫ contient tous lespr~m(d) pourd une facette de~A−ǫ ∩ ~B−ǫ. Et ceci entraine que~D contient~A−ǫ ∩ ~B−ǫ.
On prouve ainsi que Cl(~A∩ ~B) est égal à l’intersection des demi-appartements deD+∪D−, puis que Cl(~A∩ ~B) =
C + ∪ C − ⊂ ~A∩ ~B.
Pour en déduire la version algébrique du résultat, soitg ∈ P(~Ω), posons~B = g. ~A. Par le point 2, il existe
h ∈ P(~A∩ ~B) tel queh. ~A = ~B, doncg−1h ∈ N(~Ω). Or N(~Ω) = N(Cl(~Ω)), et Cl(~Ω) ⊂ ~A∩ ~B d’où h ∈ P(Cl(~Ω)).
Au final, on obtient bieng ∈ P(Cl(~Ω)).

2.1.3 D́ecomposition de Ĺevi
On se réfère ici à [Ré02] chapitre 6. On fixe dans ce paragrphe un toreT, et on note~A = ~A(T) etφ = φ(T).
Soit ~Ω une partie de~A. On note :
– φu(~Ω) =
{




α ∈ φ | α(~Ω) = 0
}
– φ(~Ω) = φu(~Ω) ⊔ φm(~Ω) =
{
α ∈ φ | α(~Ω) ≥ 0
}
.
L’ensemble de racinesφm(~Ω) est un sous-système de racines deφ. Lorsque~Ω contient un point sphérique, il est fini.
On définit ensuite les sous-groupes deP(~Ω) suivants :
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– M~A(~Ω), le facteur de Lévi de P(~Ω) par rapport ~A :
Il est définit parM~A(~Ω) := FixG(Vect~A(~Ω)) = FixG(~Ω ∪ op~A(~Ω)). Il est d’après 2.1.4 transitif sur les appar-
tements contenant Vect~A(




Uα | α ∈ φm(~A)(~Ω)
}
〉 = T.G(φm(~Ω)). Enfin, le couple (M(~Ω), (Uα)α∈φm(~Ω)) est une donnée radicielle de
système de racinesφm(~Ω), voir [Ré02] 6.2.3. En particulier, lorsque~Ω contient un point sphérique,φm(~Ω) est un
système de racines fini, etM(~Ω) est muni d’une donnée radicielle de type fini.
– U(~Ω), le facteur unipotent de P(~Ω) :
C’est le sous-groupe distingué deP(~Ω) engendré parG(φu(~Ω)) =
〈 {
Uα | α ∈ φu(~A)(~Ω)
} 〉
. Il est donc indépendant
de l’appartement~A contenant~Ω considéré. Si~Ω contient un point sphérique positif et un point sphériquenégatif,
il admet la décomposition avec écriture unique :U(~Ω) =
∏
α∈φu(~A)(~Ω) Uα, quel que soit l’ordre des facteurs. En
particulier, on a alorsU(~Ω) = G(φu(~Ω)). Lorsque~Ω est une chambre,U(~Ω) = G(φu(~Ω)), et lorsque~Ω est une
facette,U(~Ω) est l’intersection desU( ~C) pour ~C les chambres de~A contenant~Ω dans leur adhérence. On prouve
enfin que si~Ω est une facette sphérique,U(~Ω) = U( ~C) ∩ U(~D) dès que~C et ~D sont deux chambres opposées
dans~Ω∗ ∩ ~A.
Une partie équilibrée dans~I est une partie d’appartement qui contient des points positifs e négatifs et qui est
recouverte par un nombre fini de facettes sphériques (éventuellement fermées).
Dans le cas où~Ω est soit une facette soit une partie équilibrée de~A, P(~Ω) admet une décomposition de Lévi
([Ré02], 6.2.2 et 6.4.1) :
P(~Ω) = M~A(~Ω) ⋉ U(~Ω)
Une extension vectorielle de~Ω est une partie de~I de la forme Vect~B(~Ω) pour un appartement~B contenant~Ω. La
décomposition de Lévi peut aussi s’exprimer en disant queU(~Ω) est simplement transitif sur les extensions vectorielles
de ~Ω.
2.2 Valuation d’une donńee radicielle
A l’exemple de [BT72], on ajoute maintenant une structure supplémentaire à notre donnée radicielle qui permet
de rendre compte, dans le cas d’un groupe sur un corps local, de la valuation du corps.
Définition 2.2.1. Soitφ un système de racines. Soit(G, (Uα)α∈φ) une donnée radicielle et pour toutα ∈ φ soitϕα une
fonction de Uα dansR ∪ {∞}. Pour toutλ ∈ R on note Uα,λ = ϕ−1α ([λ,∞]).
On dit que la famille(ϕα)α∈φ est une valuation de la donnée radicielle(G, (Uα)α∈φ), ou que(G, (Uα, ϕα)α∈φ) est une
donnée radicielle valuée si :
– (V0) :∀α ∈ φ, ϕα(Uα) a au moins trois éléments.
– (V1) : Pour toutα ∈ φ etλ ∈ R, Uα,λ est un sous-groupe de Uα, et Uα,∞ = {e}.





= ϕβ(v) − 〈α, β〉ϕα(u)
– (V2.2) : Pour toutα ∈ φ, pour tout t∈ T,
Uα \ {e} → Λ
v 7→ ϕα(v) − ϕα(tvt−1)
est constante.
– (V3) : Pour toute paire prénilpotente de racines{α, β}, pour tousλ, µ ∈ R :
[Uα,λ,Uβ,µ] ⊂
〈 {
Upα+qβ,pλ+qµ | p, q ∈ N
∗ et pα + qβ ∈ φ
} 〉
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– (V4) : Siα ∈ φ et 2α ∈ φ alorsϕ2α est la restriction deϕα à U2α.
Lorsque(G, (Uα, ϕα)α∈φ) est une donnée radicielle valuée, on garde la notation Uα,λ qu’on vient d’introduire.
Si de plus pour toutα ∈ φred, 0 ∈ ϕα(Uα), on dit queϕ est une valuation spéciale.
Remarques:
– Soitα ∈ φ, etu ∈ Uα \ {e}. Par (V1), on voit queϕα(u) = ϕα(u−1), et par (V2.1) on obtientϕ−α(n(u).u.n(u)−1) =
−ϕα(u).
– Avec (V0) et (V2.1), on voit qu’il existe un sous groupe deR non trivialΛ tel queφα(Uα) + Λ = φα(Uα).
L’ensemble des valuation deD est muni d’une action de~V : pour tout~v ∈ ~V et ϕ une valuation deD, on définit
ϕ + ~v par∀α ∈ φ, u ∈ Uα, (ϕ + ~v)α(u) = ϕα(u) + α(~v). Il est immédiat de vérifier queϕ + ~v est encore une valuation
deD. Deux valuationsϕ etϕ′ telles qu’il existe~v ∈ ~V tel queϕ = ϕ′ + ~v sont dites équipollentes. Soitϕ une valuation
quelconque. Le fait queφ engendre~V∗ entraine que l’action de~V sur l’ensembleϕ + ~V des valuations équipollentes à
ϕ est simplement transitive, doncϕ + ~V est un espace affine sous~V.
Si Π est une base deφ, il s’agit aussi d’une base de~V et on peut donc trouver~v ∈ ~V tel que pour toutα ∈ φ,
0 ∈ ϕα(Uα) + α(~v). En utilisant (V2.1), on vérifie alors que cette relation reste vraie pour toutα ∈ φred. Ainsi, ϕ + ~v
est une valuation spéciale équipollente àϕ. On peut donc toujours se ramener à une valuation spéciale, à équipollence
près.
Notons enfin que pour toutg ∈ G, la famille de fonctiong.ϕ définie par∀α ∈ g.φ, ∀u ∈ Uα, (g.ϕ)α(u) =
ϕg−1α(g−1ug) est une valuation de la donnée radicielleg.D.
Dans la définition de la valuation d’une donnée radiciellefinie de [BT72], ou même dans la définition de la va-
luation d’une donnée radicielle quelconque de [Rou06], l’axiome (V2) est beaucoup plus faible que celui présenté ici.
Par contre on ajoute un cinquième axiome à savoir :
(V5) : Pour toutα ∈ φ, pour toutu ∈ Uα \ {e}, pour tousu′, u′′ ∈ U−α tels quen(u) = u′uu′′, alors−ϕα(u) =
ϕ−α(u′) = ϕ−α(u′′).
On prouvera (en 3.1.11) que pour une donnée radicielle finie, la définition présente équivaut à celle de [BT72],
autrement dit que d’une part l’axiome (V2) présenté ici est conséquence de sa version faible et de (V0), (V1), (V3),
(V4), (V5), et que d’autre part (V5) découle des (V0)...(V4) ci-dessus. Dans le cas oùφ est infini, l’auteur n’a pas pu
se passer de la version forte de (V2).
Proposition 2.2.2. SoitD = (G, (Uα)α∋φ) une donnée radicielle admettant une valuationϕ = (ϕα)α∈φ. AlorsD vérifie
la condition (CENT).
Démonstration:Soitα ∈ φ, u ∈ Uα \{e}. Nous devons trouvert ∈ T tel queutu−1 , t. Par (V0), il existev ∈ Uα \{e}
tel queϕα(u) , ϕα(v). Posonst = n(u)n(v), il est clair par (DR4) quet normalise chaqueUβ, donct ∈ T. Montrons
quet−1ut , u. On calculeϕα(t−1ut) en utilisant deux fois (V2.1) :
ϕα(n(v)−1n(u)−1.u.n(u)n(v)) = ϕ−α(n(u)−1un(u)) − 〈 −α, α 〉ϕα(v)
= ϕα(u) − 〈 α, α 〉ϕα(u) + 2ϕα(v) = 2ϕα(v) − ϕα(u)
, ϕα(u)
Donct−1ut , u. 
Proposition 2.2.3.
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1. Soit G un groupe de Kac-Moody déployé, soitK un corps muni d’une valuation non triviale̟ : K → R ∪ {∞}.
Alors il existe une valuation(ϕα)α∈φ de la donnée radicielle(G(K), (Uα(K))α∈φ), elle est définie parϕα(uα(k)) =
̟(k), où (uα)α∈φ est un système de Chevalley pourφ.
2. SoitD = (G, (Uα)α∈φ) une donnée radicielle avecφ un système de racines fini. Soitϕ = (ϕα)α∈φ une valuation
deD au sens de [BT72] 6.2.1. Alorsϕ est aussi une valuation deD au sens présent.
Démonstration:
Pour le cas Kac-Moody, on trouvera dans [Rou06] 2.2 des réf´erences qui prouvent toutes les conditions (Vx) sauf
(V2). Dans le cas d’un système de racines fini, ces conditions s t les même dans [BT72] et ici.
Il ne reste qu’à étudier (V2). Cette condition découle rapidement de l’existence d’un espace affine muni d’une
action convenable deN (un appartement en fait). Expliquons comment sous forme d’un lemme :
Lemme 2.2.4. Soitφ ⊂ ~V∗ un système de racines, etD = (G, (Uα)α∈φ) une donnée radicielle. Soitϕ = (ϕα)α∈φ une
famille de fonctions avec∀α ∈ φ, ϕα : Uα → R ∪ {∞} etϕ−1α {∞} = {e}.
On suppose qu’il existe un espace affine A sous~V, un point o ∈ A et une action de N sur A par automor-
phismes affines telle que pour toutα ∈ φ et u ∈ Uα \ {e}, n(u) agit comme la réflexion d’hyperplan M(α, ϕα(u)) :=
{
x ∈ A | α( ~ox) + ϕα(u) = 0
}
dont la direction est la réflexion rα ∈ W(φ). Alors la familleϕ vérifie (V2.1). Si de plus T
agit sur A par translation, alorsϕ vérifie (V2.2).



















= n(u).n(v).n(u)−1, et l’ensemble de
ses points fixes estn(u).FixA(v). Il existe un pointa ∈ Fix(n(u)) et un réelx tel quea+ x.α∨ ∈ Fix(n(v)) (si α etβ sont
colinéaires, pour touta ∈ Fix(n(u)) il existe un telx, sinon il existea ∈ Fix(n(u)) ∩ Fix(n(v)), alorsx = 0 convient).
Alors n(u).(a+ x.α∨) = a− x.α∨, on a donc :
−ϕα(u) = α(a) ,
−ϕβ(v) = β(a+ x.α
∨) = β(a) + x〈α, β〉 ,
et : − ϕrα .β(n(u).v.n(u)
−1) = (rα.β)(a− x.α∨) = (β − 〈α, β〉α)(a− x.α∨)
= β(a) − 〈α, β〉α(a) − x〈α, β〉 + 2x〈α, β〉
= β(a) − 〈α, β〉α(a) + x〈α, β〉
= −ϕβ(v) + 〈α, β〉ϕα(u) .
Ceci prouve (V2.1). On procède de même pour (V2.2) : soitα ∈ φ, u ∈ Uα \ {e} et t ∈ T. On vérifie facilement que
n(tut−1) = tn(u)t−1, c’est donc une réflexion d’hyperplanM(α, ϕα(u)) + ~vt, si ~vt désigne le vecteur de la translation
induite part surA. Alorsϕα(u) − ϕα(tut−1) = α(~vt) ne dépend pas deu. 
Pour conclure la preuve de la proposition, dans les deux cas il existe un espace affine A muni d’une action deN
comme dans le lemme, voir [Rou06] partie 2 et [BT72] 6.2.10. 
3 Construction générale
On fixe pour toute cette partie une donnée radicielle valuée génératriceD = (G, (Uα, ϕα)α∈φ), avecϕ spéciale. On
rappelle que la condition (CENT) de [Ré02] 1.2.5 est alors vérifiée d’après 2.2.2, donc le normalisateurN(T) d’un
tore maximalT est le groupe engendré parT et lesn(u), u ∈ Uα, α ∈ φ(T).
On construit un objet immobilierI de manière tout à fait similaire à [BT72] : on commence pardéfinir pour
tout tore maximalT un appartementA(T) muni d’une action deN(T) ; on définit ensuite les sous-groupes, appelés
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”parahoriques”, qui seront les fixateurs dansG des points deA ; et on définit finalementI comme quotient deG×A(T)
par la relation imposant que les sous-groupes parahoriquessoi nt effectivement les fixateurs des points deA(T).
3.1 L’appartement
On fixe un tore maximalT dansG. On définit dans ce numéro l’objetA(T) qui sera l’appartement relatif àT. Il
s’agit d’une réunion disjointe d’espaces affines sous~V(T) et certains de ses sous-espace vectoriels. Dans toute cette
partie, on noteraφ = φ(T), ~V = ~V(T), ~A = ~A(T) et N = N(T).
3.1.1 Façades d’appartement
Soit Y(T) un espace affine sous~V. Un cône dansY(T) est une partie deY(T) de la formef = x + ~f , où ~f est un
cône de~V(T). Le cône vectoriel~f est uniquement déterminé, c’est la direction dex+ ~f . Deux cônes de même direction
sont dits parallèles, on noteg ∥ f . Lorsqueg est parallèle et inclus dansf , on dit que c’est un sous-cône parallèle,
abrégé en ”scp”.
On définit une relation d’équivalence∼ (ou∼T lorsqu’il faut préciser) sur l’ensemble des cônes convexes deY(T).
Soient f = x+ ~f et g = y+ ~g, on pose :
f ∼ g ⇔ ( f ∥ g et f ∩ g , ∅) ⇔ ( f ∩ g contient un scp def et deg ) ⇔ ( f ∥ g et ~xy ∈ Vect(~f ))
Pour tout cône convexe~f on noteY(T) ~f l’ensemble des cônes dirigés par
~f quotienté par∼. C’est lafaçadede
Y(T) dedirection ~f . C’est un espace affine isomorphe àY(T)/Vect(~f ), et l’action de~V(T) surA passe au quotient sur
Y(T) ~f .
SoitF (~A(T)) l’ensemble des facettes de~A(T), ce sont en particulier des cônes convexes de~V(T). L’ appartement





On noteraA(T) ~f pour désigner la façadeY(T) ~f , et les façades deY(T) seront appelées les façades deA(T).
Les façades ainsi construites seront appelées façades d’appartement, pour les distinguer des façades d’immeubles dont
la définition est à venir. Lorsquea est un point deA(T), on notera~fa la direction de la façade le contenant. L’espace~V
agit sur l’appartementA(T) par translation et les orbites sont ses façades.
On noteA(T)sph la réunion des façades sphériques deA(T), c’est-à-dire des façades de type une facette vectorielle
sphérique. On note aussiA(T)+, A(T)− la réunion des façades positives et négatives,A(T)+sph et A(T)
−
sph la réunion des
façades sphériques positives et négatives. Dans la terminologie de [Rou06],A(T)+sph et A(T)
−
sph sont les réalisations de
Satake de deux appartements microaffines.
On définit une topologie surA(T), telle que les voisinages d’un point [x+ ~f ] sont les :
V (U, ~f ) =
{
a ∈ A(T) | un représentant dea est inclus dansU + ~f
}
,
pour tous les voisinagesU de x dans l’espace affineY(T). Cette topologie induit la topologie classique d’un espace
affine de dimension finie sur chaque façade et l’adhérence d’une façadeA~f est l’union des façadesA~g pour
~f ⊂ ~g.
Cette topologie est séparée, et si~f est une facette sphérique, alorsA~f =
⋃
~g tq ~f⊂~g A~g est compact (??).
Comme les bases deφ sont des bases de~V∗, la plus petite facette de~A(T) est{0}. La façadeA(T){0} = Y(T) est
appeléela façade principaledeA(T), c’est l’intérieur deA(T). On la notera donc̊A(T), et on pourra oublier la notation
Y(T).
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Si ~f et~g sont deux facettes de~A telles que~f ⊂ Vect(~g), l’applicationpr~g :
A~f → A~g
[a+ ~f ] 7→ [a+ ~g]
est bien définie,
c’est laprojectionsur la façadeA~g.
SiΩ ⊂ A = A(T) est dans une façadeA~f , et si ~E est un sous-espace vectoriel de~Y(T) contenant







(Ω) + ~E, le sous-appartement engendré parΩ et ~E..














coupe toujours la façade principale.
Jusqu’à la fin de 3.1, on noteraA = A(T).
3.1.2 Murs et demi-appartements
On fixe une origineo ∈ Å, et on identifie les formes linéaires sur~V = ~̊A à des formes affines surÅ qui s’annulent
eno, autrement dit on pose pour toutα ∈ φ et a ∈ A, α(a) := α( ~oa). Soitα ∈ φ une racine. Si~f ∈ F est une facette
telle queα( ~f ) = 0, alorsα définit encore une forme affine surA~f . Si α(
~f ) > 0, on dit queα prend la valeur∞ surA~f .
Enfin siα( ~f ) < 0, on dit queα prend la valeur−∞ sur A~f . De la sorte,α définit une fonction surA, à valeurs dans
R ∪ {±∞}.
Ces définitions permettent une caractérisation pratiquede la topologie deA :
Lemme 3.1.1.La topologie de A est engendrée par les demi-espaces ouverts {x ∈ A | α(x) > a} pour a∈ R etα ∈ φ.
Autrement dit, une suite xn tend vers une limite x si et seulement si∀α ∈ φ, α(xn)→ α(x).

Pour toutα ∈ φ etλ ∈ R, on poseM(α, λ) = {x ∈ A | α(x) + λ = 0} et D(α, λ) = {x ∈ A | α(x) + λ ≥ 0}. On notera
égalementD(α,∞) = A. L’ensemble desM(α, λ) ainsi obtenus pourα ∈ φ etλ ∈ ϕα(Uα \ {e}) est l’ensemble desmurs
deA ; l’ensemble desD(α, λ) correspondants est l’ensemble desmi-appartementsdeA.
Si M = M(α, λ) est un mur deA(T), on notera~M = ker(α) ⊂ ~V la directiondeM, c’est un mur de~A (ou plutôt sa trace
sur ~A est un mur de~A). Lorsqu’une intersection de murs est réduite à un seul point, ce point est appelé unsommet.
Lorsqu’un sommet est inclus dans un mur de chaque direction possible, c’est unsommet spécial. Par exempleo est un
sommet spécial (ceci est en fait équivalent à la condition ”ϕ est spéciale”).






Un isomorphisme affineψ entre les façades principales de deux appartementsA(T) et A(T′) dont la partie vecto-
rielle préserveF induit une bijection, encore notéeψ, entreA(T) et A(T′). Si cette bijection préserve l’ensemble des
murs, on dit queφ est unisomorphisme d’appartements. Remarquons qu’un isomorphisme d’appartements ainsi défini
ne préserve pas forcément les types des facettes de~A(T) ni même leur signe.
Pour tout murM = M(α, λ), rM désigne la réflexion de directionrα qui fixe M ∩ Å. Elle induit un automorphisme
involutif de A(T), qu’on appelle laréflexion selon M.
Soit M un mur deA(T) et ~f ∈ F . Alors M∩A(T) ~f est soit vide, soit un hyperplan deA(T) ~f . Ces hyperplans seront
appelés les murs deA(T) ~f .
On notera pour toute partie ou filtreΩ deA, et pour toutα ∈ φ, Uα(Ω) = {u ∈ Uα | Ω ⊂ D(α, ϕα(u))}. Par exemple,
Uα(∅) = Uα et Uα(A) = {e}. Pour toute partieψ de φ, on notera aussiG(ψ,Ω) = 〈 {Uα(Ω) | α ∈ ψ} 〉. Enfin,G(Ω)
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désigneraG(φ,Ω).
Remarque:Dans [BT72],Å est par définition l’espace affine des valuations équipollentes àϕ. Il est isomorphe à
celui défini plus haut viao+ ~v 7→ ϕ + ~v. En particulier, la valuationϕ est identifiée au pointo.
3.1.3 Parties closes
Définition 3.1.2. Une partie close de A(T) est une intersection finie de demi-appartements. L’enclos d’une partie ou
d’un filtre E de A(T) est le filtre noté Cl(E) engendré par les parties closes de A(T) contenant E.
Remarques:
– Avec cette définition, Cl(∅) = ∅.
– Cette définition de partie close est plus restrictive que celle de [GR08], elle conduit donc à des enclos plus
grands. En effet, dans [GR08], on autorise des demi-appartements dirigés par des racines imaginaires, et une
intersection infinie de demi-appartements est close, pourvu que ces demi-appartements soient dirigés par des
racines distinctes.
Si Ω est une partie deA, on notera~Ω la réunion des directions des façades rencontrées parΩ. LorsqueΩ est un
filtre, ~Ω sera la réunion des directions des façades rencontrées par tous les éléments deΩ.
Exemples3.1.3.
1. Soit ~C une chambre de~A etΩ = A~C. Alors Cl(Ω) est le filtre des voisinages deΩ, ~Ω = ~C, et Cl(~Ω) =
−−−−→
Cl(Ω) = ~C.
En effet tout élément du filtre Cl(Ω) contient des points de chaque façade dirigée par une facette d ~C, même si
Cl(Ω) ne contient aucun point d’aucune façadeA~f pour
~f ⊂ ∂ ~C.
2. Soit~mune cloison de~A, prenonsΩ = A~m∪A−~m. Alors ~Ω = ~m∪−~m, et Cl(~Ω) est l’hyperplan contenant~m. Mais
Cl(Ω) = A, donc
−−−−→
Cl(Ω) = ~A , Cl(~Ω). (Il suffit même de prendreΩ = A~m∪ {x} avecx un point deA−~m.)
3. Avec encore~m une cloison de~A, en prenantΩ = A~m, on obtient
−−−−→
Cl(Ω) = ~m∗ , Cl(~Ω) = ~m. Ainsi même en
restant dansA+ ou A− on n’a pas
−−−−→
Cl(Ω) = Cl(~Ω).
Proposition 3.1.4. Pour toute partieΩ de A,
−−−−→




Soit ~f ⊂ Cl(
−−−−→
Cl(Ω)), montrons que~f ⊂
−−−−→
Cl(Ω). Il s’agit de prouver que tout élément du filtre Cl(Ω) contient un point de
A~f . Soit doncD1 ∩ ... ∩ Dk ∈ Cl(Ω) une intersection finie de demi-appartements contenantΩ. Pour touti, Cl(Ω) ⊂ Di
donc
−−−−→
Cl(Ω) ⊂ ~Di , donc ~f ⊂ ~Di . Si ~f est dans l’intérieur de~Di , alorsA~f ⊂ Di . On peut donc, quitte à retirer lesDi






, qui contient bien au moins un point deA~f siΩ , ∅. Le casΩ = ∅ est trivial.. 
Le résultat suivant fournit une description plus ou moins constructive de la trace de l’enclos d’une partieΩ dans
une façadeA~f0.
Proposition 3.1.5. SoitΩ une partie de A. SoitD l’ensemble des facettes de
−−−−→
Cl(Ω)). On effectue les opérations
suivantes surΩ :
1. Pour chaque couple(a, ~g) tel que a∈ Ω, ~g ∈ D et a est dans la façade A~f avec
~f ⊂ Vect(~g), on rajoute pr~g(a) à
Ω.
15
2. Pour chaque couple(b, ~f ), avec b∈ Ω, ~f ∈ D, tels que b est dans la façade A~g avec ~f ⊂ Vect(~g), on choisit
a ∈ pr−1
~g
(b) ∩ A~f et on rajoute a+ ~g àΩ.
AppelonsΩ1(C1) l’ensemble ainsi obtenu, où C1 représente les choix eff ctués à chaque opération 2. Si de nou-
veaux couples(a, ~g) ou (b, ~f ) vérifiant les conditions ci-dessus sont apparus, on effectue à nouveau les opérations 1
et 2, et on noteΩ2(C2) l’ensemble obtenu. On obtient ainsi par récurrence un ensembl Ωn(Cn) pour tout n∈ N, on
noteΩ∞(C) la réunion de tous ces ensembles, il dépend de la suite C de tous les choix effectués à chaque opération 2.
NotonsC l’ensemble de toutes les suites de choix possibles. Alors pour tout~f0 ∈ F (~A(T)) :




Ou plutôt, Cl(Ω) ∩ A~f0 est le filtre engendré par les Cl(Ω
∞(C) ∩ A~f0), pour C∈ C .
Remarque:Ceci signifie grosso modo que Cl(Ω) est la clôture deΩ sous les opérations 1, 2, et ”prendre la clôture
dans chaque façade”. La difficulté de rédaction vient du fait que l’opération 2 n’est pas bien définie puisqu’elle dépend
d’un choix.
Démonstration:
Pour montrer l’inclusion ”⊃ ”, il suffit de vérifier que pour tout demi-appartementD contenantΩ, il existe un choix
C ∈ C tel queD ⊃ Ω∞(C). Ceci revient à vérifier que siD contient une partieΘ, alors il contient toute partie obtenue
à partir deΘ par une opération 1, et que pour chaque couple (b, ~f ) vérifiant les conditions de 2, il existe un choix de
a ∈ pr−1
~g
(b) tel que la partie obtenue par l’opération 2 à partir deΘ st encore incluse dansD. Ces vérifications sont
immédiates.
Pour montrer l’autre inclusion, il faut prouver que siD est un demi-appartement, dirigé par une racineα ∈ φm( ~f0),
contenant unΩ∞(C) ∩ A~f0, pour unC ∈ C , alorsD ⊃ Ω. Soit doncD un tel demi-appartement, et supposons par l’ab-
surde qu’il existeω ∈ Ω \ D. Soit~g la direction de la façade contenantω. Soit~h = pr ~f0(~g), en appliquant l’opération 1
àΩ avec le couple (ω,~h), on voit quepr~h(ω) ∈ Ω
∞(C). Ensuite, en appliquant l’opération 2 avec le couple (r~h(ω),
~f0),
on voit queΩ∞(C) ∩ A~f0, et donc en particulierD, contient un cône de la formea +
~h. Ceci entraine queα(~h) ≥ 0,
d’oùα(~g) ≥ 0. D’autre part,α(~g) ≤ 0 sans quoi on auraitω ∈ A~g ⊂ D. Ainsi, α(~g) = 0 : ~g, ~f0 et donc aussi~h sont dans
ker(α). Doncα(ω) = α(pr~h(ω)) = α(a). Mais ceci contredit le fait queω < D alors quea ∈ D. 
Corollaire 3.1.6. Soient~f , ~g deux facettes incluses dans
−−−−→
Cl(Ω), telles que~f ⊂ Vect(~g). On noteΩ~g = Cl(Ω) ∩ A~g,
Ω ~f = Cl(Ω) ∩ A~f . AlorsΩ~g = pr~g(Ω ~f ).
Pour utiliser le résultat de la proposition 3.1.5 lorsqu’on ne connait pas précisément les directions des façades
rencontrées par Cl(Ω), on pourra utiliser le lemme suivant :
Lemme 3.1.7.On se place à nouveau dans les conditions de la proposition 3.1.5. On suppose en outre que~f0 ⊂ Cl(~Ω).
Alors le résultat de la proposition 3.1.5 est encore valable si on définit lesΩ∞(C) de la même manière, mais en
n’effectuant les opérations 1 et 2 que lorsque les facettes~f ou~g concernées sont dans Cl(~Ω).
Preuve du lemme:
Les ensemblesΩ∞(C) obtenus ici sont plus petits que ceux obtenus en 3.1.5, doncl’inclusion







Pour l’inclusion réciproque, la preuve de 3.1.5 est encorevraie puisqu’elle ne passe que par des facettes~g ⊂ ~Ω et




Définition 3.1.8. Soit x ∈ A, soit ~f la direction de la façade contenant x. On note~Ax l’espace vectoriel~A~f , muni
des directions des murs contenant x. C’est donc un complexe de Coxeter, a priori non essentiel, de groupe W(~Ax) =
{
~w ∈W(~A) | w.x = x
}
⊂ FixW(~A)(
~f ). On y pense comme à l’espace tangent de A en x.
Soit x ∈ A(T), soitA(T) ~f la façade contenantx. Soit ~F ⊂
−−−−→
A(T) ~f une facette de~Ax. On noteF(x, ~F) = Germ x(x+ ~F)
le filtre engendré par les parties closes deA(T) contenant un voisinage dex dansx + ~F (pour la topologie induite).
Insistons sur le fait queF(x, ~F) est engendré uniquement par des parties closes.
L’ensemble de ces filtres est l’ensemble des facettes deA(T). Si F = F(x, ~F) est une facette deA(T), la facette vec-
torielle ~F est uniquement déterminée parF, c’est la direction deF. Le pointx par contre n’est uniquement déterminé
que lorsqueΛ est non discret ou quex est un sommet deA.
Dans le cas oùΛ est discret, et oùφ(T) est fini, les facettes sont en fait les filtres associés à des ensembles, et ces
ensembles sont les facettes affines fermées habituelles.
Remarque:Cette définition est identique à celle de [Rou06] pour une fac tte sphérique, bien que non présentée de
la même manière. Elle diffère cependant de celle de [GR08] pour une facette deÅ.
3.1.5 Action deN
Le normalisateurN du toreT agit sur l’appartement vectoriel~A, et même sur l’espace~V. On notera~ν : N →
W(~A) = Gl(~V) cette action. On va définir (suivant l’exemple de [BT72]) une action affineν deN sur Å, qui s’étendra
à A, dont la partie vectorielle sera~ν, et telle que l’élémentn(u), pouru ∈ Uα, α ∈ φ agira par réflexion selon le mur
M(α, ϕα(u)). Remarquons que puisque le toreT fixe ~V, il devra agir surA par translation.
Proposition 3.1.9. Pour tout t∈ T, il existe un unique vecteur~vt ∈ ~V tel que pour toutα ∈ φ, pour tout u∈ Uα \ {e},
D(α, ϕα(tut−1)) = D(α, ϕα(u)) + ~vt .
Ce vecteur est caractérisé par les égalitésα(~vt) = ϕα(u) − ϕα(tut−1), pour toutα ∈ φ et u∈ Uα \ {e}.
L’application qui à t associe la translation de vecteur~vt est une action de T sur Y(T).
Démonstration:
On commence par prouver l’unicité. Si~vt est un vecteur convenable, alors pour toutα ∈ φ etu ∈ Uα \ {e}, on a :
D(α, ϕα(u)) + ~vt = {a ∈ A | α(a) + ϕα(u) ≥ 0} + ~vt
=
{








a ∈ A | α(a) − α(~vt) + ϕα(u) ≥ 0
}
= D(α, ϕα(u) − α(~vt)) .
On en déduitϕα(tut−1) = ϕα(u) − α(~vt) ou encoreα(~vt) = ϕα(u) − ϕα(tut−1). Commeφ est une famille génératrice
de~V∗, ces conditions pour tous lesα ∈ φ forcent l’unicité de~vt.
Passons à l’existence. D’après le calcul précédent, lacondition D(α, ϕα(tut−1)) = D(α, ϕα(u)) + ~vt équivaut à
α(~vt) = ϕα(u) − ϕα(tut−1). SoitΠ un système de racines simples dansφ, il s’agit donc d’une base de~V∗. Pour chaque
α ∈ φ, on choisit unuα ∈ Uα \ {e}. Il existe alors un unique~vt ∈ ~V tel que∀α ∈ Π, α(~vt) = ϕα(uα)−ϕα(tuαt−1). D’après
la condition (V2.2) des valuations de données radicielles, la quantitéϕα(uα)− ϕα(tuαt−1) est indépendante du choix de
uα, donc l’égalité précédent reste vraie pour toutu ∈ Uα \ {e}. Il reste à montrer que l’ensemble des racines vérifiant
cette propriété est stable par n’importe quelle réflexion rβ, β ∈ Π.
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C’est une conséquence de (V2.1). Soitα ∈ φ une racine vérifiant∀u ∈ Uα \ {e}, α(~vt) = ϕα(uα) − ϕ(tuαt−1). Soitβ
une racine simple. Alors :
rβ.α(~vt) = α(~vt) − 〈β, α〉β(~vt)
= ϕα(uα) − ϕα(tuαt












−1) − 〈β, α〉ϕβ(tuβt
−1)
)
Mais par (V2.1), le premier terme estϕrβα(n(uβ).uα.n(uβ)
−1) et le second estϕrβα(n(tuβt
−1).tuαt−1.n(tuβt−1)−1)).
Commen(tuβt−1) = tn(uβ)t−1, ce dernier vautϕrβα(tn(uβ).uα.n(uβ)t
−1), d’où le résultat.
Enfin, si t1 et t2 sont deux éléments deT, alors pour toutα ∈ φ et u ∈ Uα \ {e}, on aD(α, ϕα(t1t2ut−12 t
−1
1 )) =




1 )) = D(α, ϕα(u)) + ~vt2 + ~vt1. Par unicité des~vt, on obtient~vt1.t2 =
~vt1 + ~vt2 : on a bien une action de groupe. 
Proposition 3.1.10. Il existe une unique actionν de N sur A par automorphismes d’appartement telle que pour tout
α ∈ φ et u ∈ Uα \ {e}, ν(n(u)) est la réflexion orthogonale selon le mur M(α, ϕα(u)) et pour tout t∈ T, ν(t) est la
translation de vecteur~vt.
Pour tout n ∈ N, on a
−−→
ν(n) = ~ν(n), autrement dit la partie vectorielle de cette action est~ν. Enfin, cette action
échange les demi-appartements de A selon la formule :
∀n ∈ N, α ∈ φ et u∈ Uα \ {e}, ν(n).D(α, ϕα(u)) = D(~ν(n).α, ϕ~ν(n).α(nun
−1)) .
Démonstration:
Rappelons qu’on a fixé un pointo ∈ Å tel que pour toutα ∈ φ, le mur M(α, 0) passe paro. NotonsNo =
〈 {n(u) | α ∈ φ, u ∈ Uα \ {e} etϕα(u) = 0} 〉. On commence par définirν surNo en posant que∀n ∈ No, ν(n) est l’auto-
morphisme affine deY(T) qui fixeo et dont la partie vectorielle est~ν(n).
On veut ensuite définirν surT en posant pourt ∈ T queν(t) soit la translation de vecteur~vt, il faut vérifier que les
deux définitions sont compatibles surNo ∩ T. Déjà,~ν(T) = {id~Y}, doncν(No ∩ T) = {idY(T)}. Il reste donc à prouver
que pour tout ∈ No ∩ T, ~vt = ~0. Fixons un telt, au vu de la proposition précédente, il suffit de prouver que pour tout
α ∈ φ et u ∈ Uα \ {e}, ϕα(u) = ϕα(tut−1). Fixons de telsα et u. Il découle de (V2.1) que pour toutβ ∈ φ et v ∈ Uβ tel
queϕβ(v) = 0, ϕrβ .α(n(v).u.n(v)
−1) = ϕα(u). Ceci entraine que pour toutn ∈ No, ϕn.α(nun−1) = ϕα(u), et en particulier,
ϕα(u) = ϕα(tut−1).
On a ainsi définiν surNo ∪ T. Montrons queN = No.T. Pour toutα ∈ φ et u ∈ Uα \ {e}, il existeuo ∈ Uα \ {e} tel
queϕα(uo) = 0. Doncn(u)n(uo) ∈ T et n(uo) ∈ No, on prouve ainsi queN = 〈 No,T 〉. Mais commeNo normaliseT,
on obtient bienN = No.T.
On définit alorsν surN parν(not) = ν(no) ◦ ν(t), pour tousno ∈ No et t ∈ T. Ceci est bien défini carν est trivial
sur No ∩ T. Comme~ν(T) = {id}, il est évident que la partie vectorielle deν(n) est~ν(n) pour toutn ∈ N. Montrons
queν est une action de groupe. Soientn1, n2 ∈ No et t1, t2 ∈ T, par définition on aν(n1t1n2t2) = ν(n1n2n−12 t1n2t2) =
ν(n1)ν(n2)ν(n−12 t1n2)ν(t2). Ceci devrait valoirν(n1)ν(t1)ν(n2)ν(t2), nous devons donc prouver queν(n2)ν(n
−1
2 t1n2) =
ν(t1)ν(n2) autrement dit que~ν(n−12 ).~vt1 = ~vn−12 t1n2. Il suffit de traiter le cas où~ν(n2) est une réflexion : il existe alorsβ ∈ φ
et v ∈ Uβ \ {e}, avecϕβ(v) = 0 tel quen2 = n(v). Soitα ∈ φ etu ∈ Uα \ {e}. Alors :











1 ) − 〈 β, α 〉ϕβ(v)
= ϕα(u) + rβα(~vt1) − ϕrβα(n2un
−1
2 ) − 〈 β, α 〉ϕβ(v)




Ceci, étant vrai quelque soitα ∈ φ, prouve bien que~ν(n−12 ).~vt1 = ~vn−12 t1n2.
Comme la partie vectorielle de cette action est~ν, qui préserve l’ensemble des facettes de~A, elle s’étend à une
action surA. Prouvons qu’elle stabilise l’ensemble des demi-appartements deÅ selon la formule annoncée. Soitα ∈ φ,
u ∈ Uα \ {e}. La relationν(n).D(α, ϕα(u)) = D(~ν(n).α, ϕ~ν(n).α(nun−1)) est déjà vraie pourn ∈ T, par la définition des~vt.
Soit n ∈ N0, on a déjà vu qu’alorsϕ~ν(n).α(nun−1) = ϕα(u). Il ne reste plus qu’à calculer :
ν(n).D(α, ϕα(u)) =
{































A présent, soitα ∈ φ, u ∈ Uα \ {e}, montrons queν(n(u)) est la réflexion selon le murM(α, ϕα(u)). On sait déjà
que la partie vectorielle deν(n(u)) est une réflexion selon le mur ker(α), doncν(n(u)) est la composée d’une réflexion
et d’une translation de vecteur~w ∈ ker(α).
Alors ν(n(u))2 est la translation de vecteur 2~w = ~vn(u)2. Mais pour toutβ ∈ φ, v ∈ Uβ, on a :
ϕβ(n(u)2.v.n(u)−2) = ϕrαβ(n(u).v.n(u)
−1) − 〈 α, β 〉ϕα(u)
= ϕβ(v) − 〈 α, rαβ 〉ϕα(u) − 〈 α, β 〉ϕα(u)
= ϕβ(v)
car〈 α, rαβ 〉 = 〈 rαα, β 〉 = − 〈 α, β 〉. Ceci prouve que~w = 0, doncν(n(u)) est une réflexion.
Maintenant, par le résultat précédent,ν(n).M(α, ϕα(u)) = M(−α, ϕ−α(n(u).u.n(u)−1). Mais par (V2.1),
ϕ−α(n(u).u.n(u)
−1) = ϕα(u) − 〈 α, α 〉ϕα(u) = −ϕα(u) .
Donc ν(n).M(α, ϕα(u)) = M(−α,−ϕα(u)) = M(α, ϕα(u)). Sachant que l’hyperplan fixe deν(n(u)) est parallèle à
M(α, ϕα(u)), ceci entraine que c’est précisémentM(α, ϕα(u)), et donc queν(n(u)) est la réflexion annoncée.
L’unicité deν est claire carN est engendré parT et lesn(u), pouru ∈ Uα \ {e}, α ∈ φ. 
La définition de cette action deN permet de prouver la condition ”(V5)” présente dans la définition de la valuation
d’une donnée radicielle pour [BT72] ou [Rou06] :
Corollaire 3.1.11. Soitα ∈ φ, u ∈ Uα \ {e} et u′, u′′ ∈ U−α tels que n(u) = u′uu′′. Alorsϕα(u) = −ϕ−α(u′) = −ϕ−α(u′′).
Lorsqueφ est un système de racines fini, la définition de valuation d’u e donnée radicielle donnée en 2.2 équivaut
à celle de [BT72] 6.2.1 .
Démonstration:Il est classique quen(u) = n(u′) = n(u′′). Rappelons tout de même la preuve : on au′uu′′ =
uu′′n(u)−1u′n(u). Mais n(u)−1u′n(u) ∈ Uα, d’où le résultat. Orn(u), n(u′), n(u′′) agissent respectivement par les
réflexions selonM(α, ϕα(u)), M(−α, ϕα(u′)) et M(−α, ϕα(u′′)). L’égalité de ces trois murs entraine bien les égalit´es
annoncées.
Comme la condition (V2) de 2.2 est clairement plus forte que celle de [BT72], et comme les autres conditions
( (V0), (V1), (V3), (V4) ) sont inchangée, le point précédent prouve qu’une valuation au sens de 2.2 est aussi une
valuation pour [BT72]. Nous avons vu l’autre implication en2.2.3. 
En conséquence de ce corollaire, pour tout facette sphérique ~f , la famille (ϕα)α∈φm( ~f ) est une valuation au sens de
[BT72] de la donnée radicielle (M~A( ~f ), (Uα)αinφm( ~f )). La donnée radicielle valuée (M~A(
~f ), (Uα, ϕα)αinφm( ~f )) sera notée
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D ~f .
Définition 3.1.12. Le fixateur dans N d’un point ou d’une partie a de A ou de~A sera noté N(a) (et donc N(T)(a) s’il
faut préciser le tore). Le fixateur de A sera noté H(T), ou juste H s’il est inutile de préciser le tore.
Dans la suite, on omettra souvent de noterν t~ν pour l’action d’un élément deN sur un point deA ou de~A.
Exemple3.1.13. Remarquons tout de suite que pour une partieΩ ⊂ A, N(Ω) 1 N(Cl(Ω)). Il suffit de choisir deux
chambres~c et ~d de ~A(T), séparées par une cloison~m, et de trouvert ∈ T qui induit une translation dont la direction
n’est pas incluse dans~m. Alors t fixe A~c ∪ A~d mais pasA~m, alors que Cl(A~c ∪ A~d) = A~c ∪ A~d ∪ A~m.





. La proposition suivante améliore un peu ce résultat, en permettant de remplacer Cl(~Ω) par
−−−−→
Cl(Ω).
Notons que les différentes translations induites sur chaqueω+Vect(
−−−−→
Cl(Ω)) ne sont a priori pas selon le même vecteur.




Soitn ∈ N(Ω), soit ~E = Fix ~A(n), c’est une partie close de~A contenant Cl(~Ω). Supposons~E ,
−−−−→
Cl(Ω). Alors il existe
α ∈ φ tel que~E ⊂ ~D(α) et un pointa ∈ Cl(Ω) tel queα(a) = −∞. Ce pointa n’est donc dans aucun demi-appartement
dirigé parα, et pourtant il est dans Cl(Ω) : il n’existe donc pas de demi-appartement dirigé parα qui contienneΩ. Il
existe donc (ω) ∈ ΩN tel queα(ωi) ∈ R ∀i ∈ N et limi→∞ α(ωi) = −∞.
L’ensemble~E∩kerα ⊂ ~A est clos et non vide puisqu’il contient les directions des façades contenant lesωn. Soit ~f une
facette maximale de~E∩kerα, alors tous lesωn se projettent surA~f , et ces projetés sont fixes parn. Soit (ω
′
n)n ∈ (A~f )
N












n, puis la facette~g contenant cette direction. Donc~g ⊂ ~E, maisα(~g) = R




Remarque:La définition des façadesA~f ≃ A/Vect(
~f ) revient à essentialiser~A pour le groupe de Coxeter FixW(~A)( ~f ).
Cette construction est semblable à la compactification polyhédrale, ou de Satake, d’un appartement d’un immeuble
affine. Elle permet d’avoir surA une topologie séparée, et telle que l’adhérence d’une façade sphérique est compacte.
Elle a cependant le défaut de perdre une partie de l’action du tore. En effet, si t induit une translation de direction
incluse dans Vect(~f ) surY(T), alorst agit trivialement surA~f . Dans la première réalisation d’un appartement microaf-
fine dans [Rou06] par exemple, les façades sont toutes isomorphes comme espaces affines àY(T), ce qui évite ce souci.
3.1.6 Opposition
Définition 3.1.15. Si a= [x+ ~f ] ∈ A(T), le point opposé à a dans A(T) est opA(T)(a) = [x− ~f ].
L’applicationopA(T) est une involution qui permute les façades deA(T), préserve l’ensemble des murs et commute
à l’action deW(T). Plus généralement, elle commute à tout isomorphisme d’appartements. Cependant, ce n’est pas
un automorphisme d’appartement car l’action sur le bord d’une façade n’est pas induite par l’action sur cette façade
(opA(T) n’est pas continue). En fait,opA(T) fixe la façade principale, et le seul automorphisme d’appartement deA(T)
fixant la façade principale estidA(T).
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3.2 Familles de sous-groupes parahoriques
Maintenant que nous disposons des appartementsA(T), il faut, pour définir un immeuble selon la méthode usuelle,
déterminer quels seront les fixateurs des points deA(T). Ces fixateurs seront appelés des sous-groupes parahoriques
deG.
Dans cette sous-section, on étudie quelles sont en général les propriétés qu’on peut espérer d’une famille de sous-
groupes parahoriques. On étudie également l’exemple le plus simple de telle famille : la ”famille minimale de paraho-
riques”.
On fixe un tore maximalT, et on noteA = A(T), N = N(T).
3.2.1 D́efinition
Définition 3.2.1. Soit Q= (Q(a))a∈A une famille de sous-groupes de G. SiΩ est une partie de A, on note Q(Ω) =
⋂




On dit que Q est une famille de sous-groupes parahoriques pour D si elle vérifie :
– (para 0.1) : Si a∈ A~f , alors U(
~f ) ⊂ Q(a) ⊂ P( ~f ). (compatibilité avec l’immeuble vectoriel)
– (para 0.2) :∀a ∈ A(T), N(T)a ⊂ Q(a). (compatibilité de l’action de N(T))
– (para 0.3) :∀a ∈ A(T), ∀(α, λ) ∈ φ(T)×R tel que a∈ D(α, λ), Uα,λ ⊂ Q(a). (points fixes des groupes radiciels)
– (para 0.4) :∀n ∈ N(T), ∀a ∈ A(T), nQ(a)n−1 = Q(na).
Si Q1 et Q2 sont deux familles de parahoriques, on dira que Q2 contient Q1 si ∀a ∈ A, Q1(a) ⊂ Q2(a).





On définit encore les condition suivantes sur Q, certaines d´ pendent d’une facette~g ∈ F (~A(T)), d’une partie
Ω ⊂ A, d’un point a∈ A ou d’une chambre~C de ~f ∗a ∩ ~A :
– (para in j) : ∀a ∈ A(T), N(T)a = Q(a) ∩ N(T). (inclusion des appartements dans l’immeuble)
– (para sph) : Pour tout a∈ Asph, Q(a) = P(a). (valeur sur les points sphériques)
– (para 2) (lien entre une façade et son bord) qui s’énonce en plusieurs variantes :
– (para 2.1)(~g) : ∀ ~f ∈ F (~g), ∀a ∈ A~f , Q(a) ∩ P(~g) = Q({a, pr~g(a)}).
– (para 2.2)(~g) : ∀ ~f ∈ F (~g), ∀a ∈ A~f , N(T)Q(a) ∩ N(T)P(~g) = N(T)Q({a, pr~g(a)}).
– (para2.1+)(~g) : ∀ ~f ∈ F (~g), ∀a ∈ A~f , Q(a) ∩ P(~g) = Q(a+ ~g).
– (para dec)(~C, a) : Q(a) = (Q(a) ∩ U( ~C)) . (Q(a) ∩U(− ~C)) . N(a). (décomposition de Q(a))
– (para6)(Ω) : Q(Ω) = NΩ.Q(Cl(Ω)). (intersections d’appartements)
– (para5)(Ω) :
⋂
a∈Ω(N(T).Q(a)) = N(T).Q(Ω). (isomorphismes entre appartements)
Lorsque Q vérifie (para 2.1)(~f ) (ou une de ses variantes) pour toute facette~f , on dira juste que Q vérifie (para
2.1). Lorsqu’elle vérifie (para 2.1)(~f ) pour toute facette sphérique~f ∈ F (~A), on dira qu’elle vérifie (para 2.1)(sph),
lorsqu’elle vérifie (para 2.1)(~m) pour toute cloison~m de~A, on dira qu’elle vérifie (para 2.1)(cloison), etc...




– Ici, pour une partieΩ deA, Q(Ω) désigne par définition
⋂
ω∈Ω Q(ω). Dans [GR08] ou [Rou10], on définit direc-
tement les valeurs d’une famille de parahoriques sur chaquepartieΩ deA, et on prouve ensuite, au moins dans
les bons cas, la relationQ(Ω) =
⋂
ω∈Ω Q(ω).
– On prouvera en 3.7.1 qu’une bonne famille de parahoriques vérifie automatiquement (para 2.1)(sph).
– Il est immédiat que pour toute facette~g, la conjonction de (para 2.1+)(~g) et de (para 2.2)(~g) équivaut à :
(para 2.2+)(~g) : ∀ ~f ∈ F (~g), ∀a ∈ A~f , N(T)Q(a) ∩ N(T)P(~g) = N(T)Q(a+ ~g) .
– Pour toute famille de parahoriquesQ, et pour toute partieΩ deA, G(Ω) ⊂ Q(Ω), par (para 0.3). De même pour
toute facette~f , G(φm( ~f ),Ω) est en quelque sorte le plus petit groupe évidemment inclus dansQ(Ω) ∩ M( ~f ).
Proposition 3.2.2. La familleP est la plus petite famille de parahoriques.
Démonstration:Rappelons queG(a) =
〈 {
Uα,k | a ∈ D(α, k)
} 〉
. Par (para 0.1), (para 0.2) et (para 0.3), toute famille
de parahorique doit être supérieure àP. Mais il est clair que cette dernière vérifie (para 0). 
Toute famille de parahoriques permettra de définir une masure bordée. Le but est bien sûr de trouver une famille
de parahoriques vérifiant un maximum de conditions (para x), ce qui mènera à une masure possédant un maximum de
propriétés semblables à celles d’un immeuble.
Nous verrons que, au moins dans le cas Kac-Moody, la familleP est une bonne famille de parahorique, et nous
étudierons les propriétés de la masure bordée que définit une telle famille.
Nous prouverons au 3.8 l’existence d’une bonne famille de parahoriques maximalēP, de sorte que toute bonne
famille de parahoriques sera à chercher entreP et P̄.
3.2.2 La famille minimale de parahoriques
Dans ce paragraphe, on étudie le premier exemple de famillede parahoriques disponible : la famille minimaleP.
Lorsque~f est sphérique, la théorie de Bruhat-Tits décrit bien lesfacteursM~A( ~f ) ∩ P(a), permettant de prouver la
proposition suivante (qui est la raison d’être de la condition (parasph)) :
Proposition 3.2.3. Soit ~f une facette sphérique, etΩ ⊂ A~f .
1. P(Ω) ∩ M~A( ~f ) est le sous-groupe parahorique de M~A( ~f ) associé à la partieΩ de l’appartement A~f pour la
donnée radicielle valuée finieD ~f := (M~A(
~f ), (Uα, ϕα)α∈φm( ~f )), au sens de [BT72].
2. P(Ω) = U( ~f ) ⋊
(
M~A( ~f ) ∩ P(Ω)
)





3. P(Ω) = N(Ω).P(ClA~f (Ω)), autrement dit,P vérifie (para6) sur les parties de A~f .
4.
⋂
ω∈Ω N.P(ω) = N.P(Ω), autrement dit,P vérifie (para5) sur les parties de A~f .
5. Pour tout a∈ A~f , et~g ∈
~f ∗ ∩ ~A, P(a) ∩ P(~g) = P(a+ ~g).
6. Pour toute chambre~C de ~f ∗, P(Ω) = (P(Ω) ∩ U( ~C)) . (P(Ω) ∩ U(− ~C)) . N(Ω), autrement dit, P vérifie
(para dec)(Ω).
Démonstration:




Uα(a) | α ∈ φm( ~f )
} 〉




Uα(a) | α ∈ φm( ~f )
} 〉
.
Ceci est précisément la définition du sous groupe parahorique deM~A( ~f ) au pointa. Ensuite,P(Ω) ∩ M~A( ~f ) est
l’intersection de tous ces groupes poura ∈ Ω, c’est bien le sous-groupe parahorique deM~A( ~f ) pour la partieΩ.
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2. Par la décomposition de Lévi deP( ~f ), on aP(Ω) ⊂ P( ~f ) = U( ~f ) ⋊ M~A( ~f ). Mais U( ~f ) ⊂ P(Ω) d’où P(Ω) =
U( ~f ) ⋊ (M( ~f ) ∩ P(Ω)). Et par [BT72],M~A( ~f ) ∩ P(Ω) = N(Ω).G(φ
m( ~f ),Ω).
3. Découle immédiatement de 1, carG(φm( ~f ),Ω) = G(φm( ~f ),ClA~f (Ω)).










U( ~f ) . N( ~f ) .
〈 {
Uα(a) | α ∈ φ
m( ~f )
} 〉
= N.U( ~f ) .
⋂
ω∈Ω
. N( ~f ) .
(
M( ~f ) ∩ P(a)
)
= N.U( ~f ) . N( ~f ).
(
M( ~f ) ∩ P(Ω)
)
= N.P(Ω)
La première égalité est vraie car pour toutω ∈ Ω, P(ω) ⊂ P( ~f ). La troisième vient de l’unicité de la décomposition
de Lévi deP( ~f ), et la quatrième est le résultat classique dans les immeubles, voir [BT72].
5. Soitg ∈ P(a) ∩ P(~g) = U( ~f ) . (M( ~f ) ∩ P(a)) ∩ P(~g). Pour tout~h ∈ ~f ∗ ∩ ~A, U( ~f ) ⊂ P(A~h). En particulier,
U( ~f ) ⊂ P(a+ ~g), on peut donc supposerg ∈ M( ~f ) ∩ P(a) ∩ P(~g). Le résultat est alors classique.
6. Le groupeM( ~f ) ∩ P(Ω) admet par [BT72] une telle décomposition, elle s’écrit ici :
M( ~f ) ∩ P(Ω) = G(φ( ~C) ∩ φm( ~f ),Ω) . G(φ( ~C′) ∩ φm( ~f ),Ω) . N(Ω)
, où ~C′ est la chambre opposée à~C dans~f ∗. Maisφ( ~C′) ∩ φm( ~f ) = φ(− ~C) ∩ φm( ~f ), d’où
M( ~f ) ∩ P(Ω) ⊂ G(φ( ~C),Ω) . G(φ(− ~C),Ω) . N(Ω) ⊂ (P(Ω) ∩U( ~C)) . (P(Ω) ∩ U(− ~C)) . N(Ω) .
CommeU( ~f ) ⊂ P(Ω) ∩ U( ~C) et P(Ω) = U( ~f ).(M( ~f ) ∩ P(Ω), on arrive au résultat annoncé.

Corollaire 3.2.4. Les résultats de la proposition précédente sont vrais pour n’importe quelle famille Q de paraho-
riques vérifiant(para sph).
Dans le cas oùD vient d’un groupe de Kac-Moody déployé, Guy Rousseau a prouvé en [Rou10] 4.6 queP vérifie
(paradec). Pour le cas d’un groupe de Kac-Moody sur unC((t)), c’est [GR08] 3.4.1.
Proposition 3.2.5. SiD est la donnée radicielle valuée issue d’un groupe de Kac-Moody déployé G, alors la famille
minimale de parahoriques attachée àD vérifie (para dec).

Remarque:Si on retire la condition∀a ∈ A, U( ~fa) ⊂ Q(a) dans (para 0), on obtient une famille minimale plus
petite queP. Il s’agit deP0, avecP0(a) = 〈 N(a),G(a) 〉. On peut étudier rapidement cette famille de sous-groupesde
G.
Soit a ∈ A, et ~f la direction de la façade dea. Pour toutα ∈ φu( ~f ), on aUα(a) = Uα, et pourα ∈ φ \ φ( ~f ),
Uα(a) = {e}. DoncG(a) = G(φ( ~f ), a) =
〈 {
Uα(a) | α ∈ φ( ~f )
} 〉
. Sachant queP0(a) ⊂ P( ~f ) = U( ~f ) ⋊ M~A( ~f ), le groupe
〈






Uα(a) | α ∈ φm( ~f )
} 〉
, qui est inclus dansM~A( ~f ), normaliseU( ~f )∩P0(a), et on prouve :
P0(a) =
(






φm( ~f ), a
) 〉
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CommeN(a) normalise à la foisU( ~f ) ∩ P0(a) etG
(
φm( ~f ), a
)
, on a aussi les décompositions :
P0(a) =
(














φm( ~f ), a
)
Le groupeU( ~f ) ∩ P(a) est le sous-groupe distingué deP(a) engendré parG(φu( ~f )), et plus précisément le plus
petit sous-groupe deP(a) contenantG(φu( ~f )) et normalisé parG
(
φm( ~f ), a
)
. Il peut être strictement inclus dansU( ~f ).
LorsqueΩ est une partie deA~f , par l’unicité dans la décomposition de LéviP(
~f ) = U( ~f ) ⋊ M~A( ~f ), on obtient :
P0(Ω) =
(




M~A( ~f ) ∩ P0(Ω)
)
.
Notons que la familleP0 bénéficie d’une propriété de plus queP : si ~f est une facette sphérique et siΩ ⊂ A~f , alors
tout p ∈ P0(Ω) fixe une partie deA de la forme
⋃
ω∈Ω0 ω0 +
~f , avecΩ0 une partie de̊A telle quepr ~f (Ω0) = Ω.
3.2.3 La condition (fonc)
Si a est un sommet spécial, alorsN(a), et doncQ(a) pour n’importe quelle familleQ de parahoriques, contient
un système de représentants pourW(~A). Donc N.Q(a) = T.Q(a), ceci est un bon point de départ pour prouver par
exemple (parain j), (para 2.2), ou (para 2. +). On est donc souvent capable de prouver ces conditions pourdes sommets
spéciaux.
Pour passer à un pointa plus général, l’idée retenue ici est de plonger l’appartementA pour la donnée radicielle
valuéeD dans un appartementA∆ pour une donnée radicielleD∆ qui soit identique àA comme ensemble, mais muni
de plus de murs, de sorte quea soit spécial dansA∆. Il s’agit donc de trouver une donnée radicielle valuée, sur le même
système de racines queD, mais dont le groupe d’arrivée de la valuation soit plus grand queΛ. Dans le cas d’un groupe
de Kac-Moody déployé, ceci revient juste à considérer une extension (ramifiée) du corps de base.
Ceci est axiomatisé par la condition ”(fonc)” :
Définition 3.2.6. La donnée radicielle valuéeD = (G, (Uα, ϕα)α∈φ) vérifie la condition (fonc) si pour tout sous-groupe
∆ deR, il existe une donnée radicielle valuée notéeD ∆ = (G∆,∆, (U∆α , ϕ
∆
α)α∈φ) telle que, avec les notations évidentes :
1. G⊂ G∆ et T ⊂ T∆.
2. Pour toutα ∈ φ, Uα = U∆α ∩G.
3. Pour toutα ∈ φ, ϕα = ϕ∆α |Uα .
4. Pour toutα ∈ φ, ϕ∆α(Uα) est stable par addition avec∆.
Lorsqu’une donnée radicielleD = (G, (Uα, ϕα)α) vérifie (fonc), on notera pour tout sous-groupe∆ deR,D∆, G∆,
U∆α , N
∆, T∆, P∆ = (P∆(a))a∈A, ... tous les objets obtenus grâce à la donnée radicielleva uéeD∆.
On notera A∆ l’appartement pourD∆, muni de ses murs, facettes et son action de N∆, défini à partir de l’espace
affineÅ et du point de base o (c’est-à-dire les mêmes que pour A).
Proposition 3.2.7. Un groupe de Kac-Moody G déployé sur un corps localK vérifie toujours la condition (fonc).
Démonstration:LorsqueG est un groupe de Kac-Moody déployé sur un corpsK, il s’agit en fait de la valeur enK
d’un foncteurG desK-algèbres vers les groupes munis d’une donnée radicielled système de racine fixé, et pour toute
K-algèbreK′, les sous-groupes radiciels deG (K′) sont isomorphes à (K′,+). Étant donné∆, il suffit donc de choisir
une extensionK∆ deK ramifiée de sorte que̟ (K∆) = ∆, puis de prendreG∆ = G (K∆). Le lemme 8.4.4 de [Ré02]
prouve queG∆ est muni d’une donnée radicielle vérifiant le point 2 ci-dessus, les points 1 et 3 sont clairs. 
Remarque:LorsqueG n’est que presque déployé, il s’agit encore d’un foncteurdesK-algèbres vers les groupes
munis d’une donnée radicielle, mais le système de racine vari , et les groupes radiciels ne sont plus isomorphes au
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groupe additif du corps.
Proposition 3.2.8. SoitD une donnée radicielle valuée vérifiant (fonc), soit∆ un sous-groupe deR. Alors :
1. T = T∆ ∩G, et N= N∆ ∩G.
2. L’action de N sur~A est la restriction de l’action de N∆, c’est-à-dire~ν = (~ν∆)|N. En particulier, pour toute facette
~f de ~A, G∩ N∆( ~f ) = N( ~f ).
3. Pour tout~f ∈ F (~A), P∆( ~f )∩G = P( ~f ), puis U( ~f ) = U∆( ~f )∩G, M( ~f ) = M∆( ~f )∩G, et N∆.P∆( ~f )∩G = N.P( ~f ).
4. L’immeuble~I = ~I(D) s’injecte dans~I∆ = ~I(D∆), les appartements de ces deux immeubles sont isomorphes.
5. Pour tout a∈ Asph, P(a) = P∆(a) ∩G.
6. ν = ν∆|N. En particulier, pour tout a∈ A, N(a) = N∆(a) ∩G.
7. Lorsque∆ = R, tout point de A est un sommet spécial dansI∆.
Démonstration:
1. On rappelle que par définitionT =
⋂
α∈φ NG(Uα), oùNG(Uα) est le normalisateur deUα. Soitg ∈ G∩ T
∆, alors
pour toutα ∈ φ, gUαg−1 ⊂ G ∩U∆α = Uα. Doncg ∈ T.
ÉtudionsN∆ ∩G. Le groupeN∆ est engendré parT∆ et par unn(u), pour unu ∈ U∆α pour chaqueα ∈ φ. On peut
choisiru ∈ Uα, il vient alorsN∆ = N.T∆. Pour conclure,N∆ ∩G = N.T∆ ∩G = N.(T∆ ∩G) = N.T = N.
2. L’action deN∆ sur ~A se fait viaW∆ = N∆/T∆, et celle deN via W = N/T. Mais N∆ = N.T∆ et T∆ ∩ N = T,
doncW∆ = N/T =W.
3. Soit ~f une facette de~A etg ∈ P∆( ~f )∩G. Soit ~C une chambre de~f ∗ ∩ ~A, on noteraU+ = U( ~C) etφ+ = φ( ~C). On









Soitg = u1nu2 l’unique écriture deg selon cette décomposition.
La même décomposition pourP∆( ~f ) donne :








Soit g = u∆1n










⊂ U∆+nU∆+ sont disjointes. Doncn = n∆ ∈ N ∩ N∆( ~f ) = N( ~f ). Ensuite,




entraineu1 = u∆1 ∈ U( ~C) etu2 = u
∆
2 ∈ U( ~C). Ceci
prouve queg ∈ U+N( ~f )U+ ⊂ P( ~f ).
Ensuite, l’unicité de l’écriture dans la décompositionde Lévi P∆( ~f ) = U∆( ~f ) ⋊ M∆( ~f ), et les inclusions
U( ~f ) ⊂ U∆( ~f ) et M( ~f ) ⊂ M∆( ~f ) entrainent les deux égalitésU( ~f ) = U∆( ~f ) ∩G, M( ~f ) = M∆( ~f ) ∩G.
Soit enfing ∈ G ∩ N∆.P∆( ~f ). CommeN et N∆ induisent le même groupe de transformations sur~A (c’est juste
le groupe de Weyl associé au système de racinesφ), il existen ∈ N tel queng∈ P∆( ~f ). Alors ng ∈ P∆( ~f ) ∩G =
P( ~f ).
4. Par construction,~I = G × ~A/~∼ où ~∼ est la relation d’équivalence (g, a)~∼(h, b) ⇔ ∃n ∈ N tq b = naet g−1bn ∈
P( ~f ), où ~f est la facette contenanta. Pour~I et ~I∆, les deux appartements de référence sont les mêmes, et le
point précédent permet facilement de vérifier que~I s’injecte dans~I∆.
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5. Soit ~f une facette sphérique,a ∈ A~f et p ∈ P
∆(a)∩G. Alors p ∈ U∆( ~f )⋊M∆(a)∩G = (U∆( ~f )∩G)⋊(M∆(a)∩G)
grâce au point 2 et à l’unicité dans la décomposition de Lévi deP∆( ~f ). Le groupeM∆(a) ∩ G est le fixateur
dansG du pointa de l’immeuble de Bruhat-Tits de la donnée radicielle (M∆ ~f ), (U∆α )α∈φm( ~f )). D’après [BT72]
proposition 9.1.17, il s’agit deM(a). D’autre part, il a déjà été vu queU∆( ~f ) ∩G = U( ~f ).
6. Comme le point de baseo est le même dansA et A∆, les actionν et ν∆ coı̈ncident surNo. Il reste à étudier
l’action de T. Rappelons que pourt ∈ T, ν(t) est par définition la translation deY de vecteur~vt tel que
α(~vt) = ϕα(u) − ϕα(tut−1) pour toutα ∈ φ et u ∈ Uα \ {e}. L’égalité deν(t) et deν∆(t) est alors conséquence du
troisième point de la définition de la condition (fonc).
7. Clair.

Lorsqu’une donnée radicielle valuéeD vérifie (fonc), il sera utile, étant donnée une famille deparahoriquesQ pour
D de savoir siQ se comporte bien vis-à-vis des extensionsD∆ données par (fonc). Ceci justifie d’introduire encore
une définition :
Définitions 3.2.9. Soit Q une famille de parahoriques pour une donnée radicielle valuéeD.
– Pour toute partieΩ de A, on dira que Q vérifie la condition (fonc)(Ω) siD vérifie (fonc) et si pour tout∆ ≤ R il
existe une famille de parahoriques Q∆ pourD∆ telle que∀a ∈ Ω, Q∆(a) ∩G = Q(a).
– On dira que Q vérifie un ensemble de conditions (para x1, ..., xk) ”fonctoriellement” siD vérifie (fonc) et si pour
tout groupe∆ ≤ R, il existe une famille de parahoriques Q∆ pourD∆, contenant Q, et vérifiant (para x1, ..., xk).
– On dira que Q vérifie (fonc)(Ω) et un ensemble de conditions (para x1, ..., xk) ”fonctoriellement” siD vérifie
(fonc) et si pour tout groupe∆ ≤ R, il existe une famille de parahoriques Q∆ pourD∆, vérifiant (para x1, ..., xk),
et telle que∀a ∈ Ω, Q∆(a) ∩G = Q(a).
– Les notations (fonc) et (fonc)(sph) désigneront respectiv ment (fonc)(A) et (fonc)(Asph).
Nous avons vu par exemple que dès queD vérifie (fonc), alors la famille minimale de parahoriques as ociée vérifie
(fonc)(sph). De plus, toutes les propriétés que nous prouverons être vérifiées par la famille minimale de parahoriques
P le seront en fait fonctoriellement. En particulier :
Proposition 3.2.10. SiD est la donnée radicielle valuée attachée à un groupe de Kac-Moody G, alors la famille
minimale de parahoriques P vérifie (para dec) fonctoriellement.
3.2.4 Relations directes entre les conditions (para x)
Nous étudions les relations les plus directes entre les différentes conditions introduites en 3.2.1 et 3.2.3. La phi-
losophie est la suivante : les conditions (para 5) et (para 6)sont équivalentes aux propriétés d’incidence classiques
attendues d’un immeuble. Elles ne sont pas vérifiées en général pour une donnée radicielle sur un système de racine
infini, on tâchera cependant de déterminer des partiesΩ pour lesquelles elles sont vraies (dans [GR08] par exemple,
on détermine des ”parties avec un bon fixateur” qui en particulier vérifient (para 5) et (para 6)).
Nous nous appuirons plutôt pour construire la masure sur les conditions (parain j), (parasph) et les variantes
de (para 2.1). Celles-ci ont déjà une interprétation géom´ trique, et ceci permettra de les descendre d’un groupe de
Kac-Moody déployé à un groupe presque déployé.
Les conditions (paradec) et (fonc) sont plutôt des intermédiaires techniques, v´erifiés par les groupes de Kac-
Moody déployés et qui entrainent les conditions précédntes. On ne s’en préoccupera a priori plus lors de l’étuded’un
groupe presque déployé.
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On étudiera les relations un peu moins directes entre ces conditions après avoir défini la masureI(D,Q), car cer-
taines implications sont plus facilement prouvées grâceà t outil géométrique.
Proposition 3.2.11.Soit Q une famille de parahoriques vérifiant (para dec) fonct riellement. Alors pour tout point a
et toute facette sphérique~f de ~f ∗a ∩ ~A, Q(a) ∩ P( ~f ) = Q(a) ∩ P(pr ~f (a)).
En particulier,Q vérifie fonctoriellement (para sph) et (para 2.1)(sph).
Démonstration:Comme~f est sphérique, on a la décomposition de Bruhat deM~A( ~f ), d’où :
P( ~f ) = U( ~f ) ⋊ M~A( ~f )
= U( ~f ) ⋊ (G(φm( ~f ), a) . N~f . G(φ
m( ~f ), a))
= G(φm( ~f ), a) . U( ~f ) . N~f . G(φ












Soitg ∈ Q(a) ∩ P( ~f ), nous pouvons donc supposerg ∈ Q(a) ∩ (U( ~f ) ⋊ N~f ).
Dans un premier temps, supposons quea st un sommet spécial. Alors quitte à multiplier par un élément de
N(a + ~f ), on peut supposerg ∈ Q(a) ∩ (U( ~f ) ⋊ T). Soit u ∈ U( ~f ), t ∈ T tels queg = u.t. Par ailleurs, soit~C
une chambre de~f ∗ ∩ ~A, et soientu+ ∈ U( ~C) ∩ Q(a), u− ∈ U(− ~C) ∩ Q(a) et n ∈ Na tels queg = u+u−n. Alors
g = u+nn−1u−n = ut, et par l’unicité moduloT du facteur dansN dans la décomposition de Birkhoff pour les chambres
~C et−n−1 ~C, on obtient quen.T = T, doncg est dans la double classeU+TU−. Enfin, par unicité d’écriture dans cette
double classe, on obtientu+ = u ∈ U( ~f ) ∩ Q(a), n = t ∈ T ∩ N(a) et n−1u−n = e d’où u− = e. L’élémentt ∈ N(a) ∩ T
fixe a, sa façade et son adhérence, etu ∈ U( ~f ) ∩ Q(a) fixe a et A~f en entier. Doncg ∈ Q(a) ∩ P(pr ~f (a)).
Lorsquea n’est pas un sommet spécial deA, il l’est dans un certainA∆ grâce à (fonc). Le paragraphe précédent
entraine alors queQ(a) ∩ P( ~f ) ⊂ Q(a) ∩ P∆(pr ~f (a)). MaisG∩ P
∆(pr ~f (a)) = P(pr ~f (a)) d’après 3.2.8. 
Proposition 3.2.12.Toute famille Q de parahoriques vérifiant fonctoriellement (para sph) et (para 2.1)(~m) pour toute
cloison~m de~A vérifie (para in j).
Démonstration:
Soita ∈ A et g ∈ N ∩ Q(a). Soit∆ tel quea est un sommet spécial dansA∆, soientD∆ = (G∆, (U∆α )), N
∆, T∆... les
groupes donnés par la condition (fonc).
Il existen ∈ N∆(a) tel queng∈ T∆∩n.Q(a) ⊂ T∆∩Q∆(a). Pour toute cloison~mde ~f ∗a ∩ ~A,Q
∆ vérifie (para 2.1)(~m)
d’où ng ∈ T∆ ∩ Q∆(pr~m(a)). Comme~m est sphérique, par (parasph) on obtientng ∈ T∆ ∩ P∆(pr~m(a)) ce qui vaut
T∆ ∩ U∆(~m) ⋊ (M∆( ~f ) ∩ P∆(pr~m(a)) par la proposition 3.2.3. CommeT∆ ⊂ M∆(~m) on obtientng∈ T∆ ∩ M∆(pr~m(a))
et par [BT72], ceci est le fixateur dansM∆(~m) deA∆
~m
, donc l’ensemble dest ∈ T∆ induisant une translation de vecteur
~vt ∈ Vect~A(~m).
Ceci étant pour chaque cloison~m de ~f ∗a ∩ ~A, et comme l’intersection deA
∆
~fa
et des murs contenant ces cloisons est
triviale (car ~A~fa est essentiel), on voit queng induit une translation triviale surA
∆
~fa
, autrement dit,ng ∈ T∆ ∩ N∆(A∆
~fa
)
d’où g ∈ N∆(a) ∩G. Or ceci vautN(a) par 3.2.8. 
Remarque:L’hypothèse la plus précise pour cette proposition est enfait ”Q vérifie fonctoriellement (parasph) et
(para 2.1)(~f ) pour ~f dans une familleF de facettes sphériques de~A telle que
⋂
~f∈F Vect(
~f ) = {0}. Par exemple la
familleF des cloisons bordant une chambre donnée convient. En gén´eral, ous appliquerons ce résultat à des familles
vérifiant (para 2.1)(sph), ce qui entraine bien (para 2.1)(~m) pour toute cloison~m.
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En assemblant les deux propositions précédentes, on trouve :
Corollaire 3.2.13. Toute famille vérifiant fonctoriellement (para dec) vérifi fonctoriellement (para in j), (para sph)
et (para 2.1)(sph).
C’est en particulier le cas, lorsqueD est la donnée radicielle valuée issue d’un groupe de Kac-Moody G déployé,
pour la famille minimale de parahoriquesP.
3.3 Définition de la masure bord́ee
3.3.1 La relation d’équivalence
SoitQ = (Q(a))a∈A une famille de sous groupes deG vérifiant (para 0.2).
Définition 3.3.1. Soit∼Q la relation sur G× A définie par :
(g, a) ∼Q (h, b) ⇔ ∃n ∈ N(T) tq b= na et g
−1hn∈ Q(a)
Proposition 3.3.2. La relation∼Q est une relation d’équivalence si et seulement siQ vérifie (para 0.4).
Démonstration:
Déjà,∼Q est toujours réflexive.
Supposons queQ vérifie (para 0.4).
Commençons par montrer que∼Q est symétrique. Soient (g, a) et (h, b) tels que (g, a) ∼Q (h, b). Soitn ∈ N(T) tel que
b = naet g−1hn∈ Q(a). Alors a = n−1b et h−1gn−1 = n(g−1hn)−1n−1 ∈ nQ(a)n−1 = Q(b).
Pour la transitivité, soient (g, a), (h, b) et (k, c) tels que (g, a) ∼Q (h, b) ∼Q (k, c). Soit n ∈ N(T) tel queb = na et
g−1hn∈ Q(a), et soitm ∈ N(T) tel quec = mbeth−1km∈ Q(b).
Alors c = mnaetg−1kmn= (g−1hn)n−1(h−1km)n ∈ Q(a).n−1Q(b)n = Q(a).
Réciproquement, supposons∼Q une relation d’équivalence. Soitn ∈ N(T) et a ∈ A(T). soit q ∈ Q(na), alors
(1, na) ∼Q (q−1n, a). D’où par symétrie, (q−1n, a) ∼Q (1, na), donc il existen′ ∈ N(T) tel quena= n′a etn−1qn′ ∈ Q(a).
Alors n−1n′ ∈ FixN(T)(a) ⊂ Q(a) par (para 0.2). D’oùn−1qn ∈ Q(a). Nous avons montré quen−1Q(na)n ⊂ Q(a). L’in-
clusion inverse s’obtient en appliquant ce résultat àn−1. 
3.3.2 D́efinition
On fixe un tore maximalT0, et une famille de parahoriquesQ surA(T0). On va construire l’objet immobilierI(Q)
en se basant sur l’appartementA(T0), la construction sera bien sûr indépendante du choix deT0.
Définition 3.3.3. SoitI(Q) = G × A(T0)/ ∼Q. C’est la masure bordée associée à(D,Q). Lorsque le contexte sera
clair, on notera juste g.a pour la classe de(g, a) dansI(Q). Sinon on la notera[g, a]Q.
On définit une action de G surI par g′.[g, a] = [g′g, a].
Soit ιT0,Q :
A(T0) → IQ
a 7→ [1, a]Q
. C’est l’injection canonique de A(T0) dansI(Q). Son image est l’appartement
deI(Q) associé à T0. Les images de ce dernier par les éléments de G sont les appartements deI(Q).




La N(T0)-équivariance découle de la définition de∼Q.
Si Q vérifie (parain j), soienta, b ∈ A(T0) tels que (1, a) ∼Q (1, b). Alors il existen ∈ N(T0) tel queb = na et
n ∈ Q(a). Doncn ∈ Q(a) ∩ N(T0) = FixN(T0)(a), donca = b.
Réciproquement, supposonsιQ injective. L’inclusion FixN(T0)(a) ⊂ Q(a) ∩ N(T0) est vraie par (para 0.2). Pour
l’autre inclusion, soitq ∈ Q(a) ∩ N(T0). Alors qa ∈ A(T0) et (1, a) ∼Q (1, qa) d’où par injectivité deιQ, a = qa et
q ∈ Fix(a). 
On suppose désormais queQ vérifie (parain j), et on identifieA(T0) à ιT0,Q(A(T0)).
Proposition 3.3.5. Le stabilisateur de A(T0) dans G est N(T0).
Démonstration:L’inclusion N(T0) ⊂ StabG(A(T0)) est vraie par la définition de∼Q (ou par laN(T0)-équivariance
de l’inclusion deA(T0) dansI).
Réciproquement, soitg ∈ G tel queg.A(T0) = A(T0). Soit ~f ∈ F (~A(T0)), soit a ∈ A~f . Alors g.a ∈ A(T) et par la
définition de∼Q, il existen ∈ N(T0) tel queg.a = n.a. Doncg ∈ n.P(a) ⊂ N(T0).P( ~f ). Ceci étant valable pour toute
facette ~f ∈ F (~A(T0)), on obtientg ∈
⋂
~f∈F (~A(T0))
N(T0).P( ~f ) = N(T0).P(~A(T0)) = N(T0).T0 = N(T0) (2.1.4 pour la
première égalité). 
Les deux propositions précédentes permettent de définirla st ucture des appartements deI(Q) :
Définition 3.3.6. La structure d’appartement sur A(T0) (i.e. les murs et la structure affine sur chaque façade) est celle
qui fait de ιT0,Q un isomorphisme d’appartements. Pour tout autre appartement g.A(T0), la structure d’appartement
sur g.A(T0) est celle qui fait de g|A0 un isomorphisme d’appartements dont la partie vectoriellest l’application
~V(T0) → g.~V(T0)
~v 7→ g.~v
(voir la fin de 2.1.1).
Si A= g.A(T0) est un appartement, l’addition d’un point de A et d’un vecteur de g.~V(T0) sera notée+A.
Par exemple, siA est un appartement,a un point deA, ~v un vecteur de~V(T), et g ∈ G, alors g(a +A ~v) =
g(a) +gA g(~v). Si n ∈ N(T), alorsn(a+A ~v) = n(a) +A ~ν(n).~v.
Proposition 3.3.7. Soit T un tore maximal de G. Soit g∈ G tel que T = gT0g−1. Pour toutα ∈ φ(T0), on pose
g.ϕα :
Ugα \ {e} → Λ
u 7→ ϕα(g−1ug)
, et g.ϕα(e) = ∞. Alors la famille(gϕα)α∈φ est une valuation de la donnée ra-
dicielle (G, (Uα)α∈g.φ), et l’appartement abstrait A(T) qu’elle définit est isomorphe de manière N(T)-équivariante à
l’appartement de g.A(T0) deI.
Remarque:Le système de racineg.φ et la donnée radicielle (G, (Uα)α∈g.φ) ne dépendent pas du choix deg ∈ G tel
queT = gTg−1, contrairement à la valuationgφ.
Démonstration:Il est immédiat queg.ϕ est une valuation. Pour celle-ci, on a pour toutα ∈ φ et k ∈ Λ ∪ {∞},
g.Uα,kg−1 = Ugα,k. En conséquence, sio ∈ A(T) (resp.o0 ∈ A(T0)) est le point de base pourgϕ (resp.ϕ), alors le
groupeN(T)0 =
〈 {
n(u) | u ∈ Uα, α ∈ gφ, et gϕg−1α(u) = 0
} 〉
qui sert à définir l’action deN(T) surA(T) dans 3.1.5 est
égal àg.N(T0)0g−1, et fixe le pointg.o0.
Alors l’application
A(T) → A(T0)
o+ ~v 7→ g.o0 +T ~v
est un isomorphismeN(T)-équivariant. En effet, elle est clairement
N(T)0-équivariante, et concernant l’action deT, on vérifie directement avec la proposition 3.1.9 que pour tt t ∈ T,
~vt = g(~vg−1tg). 
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Grâce à cette proposition, on identifie désormais pour tot g ∈ G l’appartementg.A(T0) deI(Q) avec l’apparte-
ment abstraitA(gT0g−1).
Voici quelques propriétés immédiates deI :
Proposition 3.3.8.
1. Le fixateur d’un point x∈ A(T0) est Q(x). Plus généralement, pour un appartement B= g.A(T0) = A(gT0g−1),
le fixateur d’un point x∈ B est gQ(g−1x)g−1.
2. Soit T un tore maximal, a∈ A(T), g ∈ G. Si g.a ∈ A(T), alors il existe n∈ N(T) tel que g.a = n.a.
3. Pour tout x∈ I, le groupeFixG(x) est transitif sur les appartements contenant x.
Démonstration:
1. Si (g, x) ∼Q x, alors il existen ∈ N(T0) tel quenx = x et g−1n ∈ Q(x). Alors n ∈ FixN(T0)(x) ⊂ Q(x) par (para
0.2), et doncg ∈ Q(x). La réciproque est claire, le cas général aussi.
2. DansA(T0), c’est la définition de∼Q. Le cas plus général s’y ramène carhN(T0)h−1 = N(hT0h−1).
3. SoientA etg.A deux appartements contenantx. On peut supposerA = A(T0). Alors g−1x ∈ A(T0), et par le point
précédent, il existen ∈ N(T0) tel queg−1x = nx. Alors gn∈ FixG(x), etg.A(T0) = gnA(T0).

On prolonge naturellement la définition des sous-groupes parahoriques, de manière cohérente avec les notations
Q(x), Q(Ω) déjà introduites :
Définition 3.3.9. Pour tout x∈ I, on note Q(x) = FixG(x). Pour toute partieΩ deI, on note Q(Ω) = FixG(Ω).
Remarques:
– Si A est un appartement, sia ∈ A et~v ∈ ~A, alors le pointa +A ~v ∈ A est bien défini par la formulea +A ~v =
g(g−1(a)+A(T0) g
−1(~v)), oùg ∈ G est tel queg.A(T0) = A. Mais ceci dépend a priori de l’appartementA contenant
a et tel que~v ∈ ~A considéré. On ne peut donc pas noter ce pointa+ ~v. En terme de condition sur la familleQ ,
le pointa+ ~v est bien défini siN.Q(g−1a) ∩ N.P(g−1~v) ⊂ N.(Q({g−1a, g−1(a+ ~v)}) ∩ P(g−1~v)) (où l’addition est
faite dansA(T0)). Ceci est une conséquence de (para 2.2+), voir la section 3.9.
– Il en va de même pour les projections : sia ∈ A et ~f ∈ F (~A), on peut noterprA, ~f (a) la projection dea sur la
façadeA~f dans l’appartementA. Le projetépr ~f (a) est bien défini siN.Q(a) ∩ N.P(
~f ) ⊂ N.Q({a, pr ~f (a)}), en
particulier siQ vérifie (para 2.2)(~f ). Voir 3.7.
– Pour l’enclos enfin, siΩ est une partie d’un appartementA, on notera ClA(Ω) l’enclos deΩ dansA. Ceci sera
indépendant deA si Q vérifie (para 5)(Ω) et (para 6)(Ω).
Enfin, on montre une caractérisation géométrique des sou-groupes radiciels valuésUα,k.
Proposition 3.3.10.Soit T un tore maximal,α ∈ φ(T), u ∈ Uα. Alors l’ensemble des points fixes de u dans A(T) est
précisémentD(α, ϕα(u)).
Démonstration:
Notonsk = ϕα(u). Par (para 0.3) et comme pour touta ∈ A, Q(a) = Fix(a), Uα,k fixeD(α, k).
Supposons queu fixe un pointx ∈ D(−α,−k) \ M(α, k). Soientu′, u′′ ∈ U−α tels quen(u) = u′uu′′. D’après 3.1.11,
ϕ−α(u′) = ϕ−α(u′′) = −k doncu′ et u′′ fixent x. Ainsi n(u) ∈ Q(x). Or n(u) induit la réflexion selon le murM(α, k) qui
ne contient pasx. Doncn(u) ∈ (Q(x) ∩ N) \ N(x), ceci contredit (parain j). 
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Corollaire 3.3.11. Pourα ∈ φ(T) et x∈ A(T), Uα(x) = {u ∈ Uα | u fixe x}.
Corollaire 3.3.12. Soitα ∈ φ(T), x ∈ A(T), et g∈ G. Alors gUα(x)g−1 = Ugα(g.x).
Proposition 3.3.13.Soient Q et R deux familles de parahoriques avec Q⊂ R. Alors il existe une projection naturelle
G équivarianteφ : I(Q)։ I(R), [g, a]Q 7→ [g, a]R. En particulier, la masure bordéeI(P) correspondant à la famille
minimale de parahoriques se projette sur toutes les autres masures bordées de G.
Démonstration:Si (g, a) ∼Q (h, b), alors il existen ∈ N tel queb = naet g−1hn∈ Q(a). CommeQ(a) ⊂ R(a), ceci
entraine (g, a) ∼R (h, b). Doncφ est bien définie. Le reste est évident. 
3.3.3 Façades d’immeuble
Rappelons que, par définition, les façades d’appartements dansI sont toutes les parties de la formeg.(A0~f ), avec
g ∈ G et ~f ∈ F (~A0).
Lemme 3.3.14.Soientf = (hA0)h~f et e = (gA0)g~e deux façades d’appartements. Sif ∩ e , ∅, alors h~f = g~e.
Preuve du lemme:On peut supposerh = e. Soita ∈ A0~f ∩ (gA0)g~e. Alors g
−1a ∈ A0~e donc il existen ∈ N tel que
gn∈ Q(a). En particulier,gn ∈ P( ~f ) doncg−1 ~f = n~f , et d’autre partg−1a = nad’où n. ~f = ~e. Au final, g−1 ~f = ~e. 
En conséquence de ceci, la direction d’une façade d’appartement dansI est bien définie :
Définition 3.3.15. Soitf = g.(A0~f ) une façade d’appartement, alors la facette vectorielle g.
~f est appelée la direction
def. La réunion de toutes les façades d’appartement dirigées par une facette vectorielle~f est appelée la façade deI
de direction~f . On la noteI ~f .
Proposition 3.3.16. Les façades deI forment une partition deI. De plus, l’application~f 7→ I ~f est une bijection
G-équivariante entre les facettes de~I et les façades deI. En conséquence, le stabilisateur dans G de la façadeI ~f st
P( ~f ).
Démonstration:Le lemme prouve que deux façades sont disjointes ou égales. De plus,A0 est la réunion de ses
façades, doncI = G.A0 est la réunion de ses façades d’appartement, et donc de sesfaçades d’immeuble.
L’application ~f 7→ I ~f est clairement surjective etG-équivariante. SiI ~f = I~g, soit f une façade d’appartement de
direction ~f et a ∈ f. Par hypothèse, il existeg de direction~g contenanta. Le lemme entraine alors~f = ~g. 
Proposition 3.3.17. Si ~f est une facette sphérique de~I, et si Q vérifie (para sph), la façadeI ~f est l’immeuble de
Bruhat-Tits du groupe M~A( ~f ), pour tout appartement~A contenant~f .
Pour une facette~f générale, la façade ferméeI ~f :=
⋃
~g∈ ~f ∗ I~g est la masure bordée pour la donnée radicielle
valuée(M( ~f ), (Uα, ϕα)α∈φm( ~f )) avec la famille de parahoriques Q restreinte àA~f .
Démonstration:Soit ~f une facette de~I. Soit g = B~f une façade d’appartement de direction
~f . Il existe p ∈ P( ~f )
tel queB = p.A et doncg = p.A~f . Ainsi,I ~f = P(
~f ).A~f . Mais commeU(
~f ) fixe A~f , on aI ~f = M~A(
~f ).A~f .
Supposons~f sphérique. AlorsA~f est un appartement pour la donnée radicielle valuée finieD~A, ~f . Le fait que pour
touta ∈ A~f , M~A(
~f )∩P(a) soit le sous-groupe parahorique pourD~A, ~f au pointa permet de vérifier immédiatement que
I ~f est l’immeuble de Bruhat-Tits deD~A, ~f .
Dans le cas général,A~f =
⋃
~g∈ ~f ∗∩~A A~g est un appartement pourD~A, ~f . De plusI ~f = M~A(
~f ).A~f , et on vérifie
directement sur la définition que ceci est la masure deD~A, ~f pour la famille de parahoriques (M~A(
~f ) ∩ Q(a))a∈A~f . 
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3.4 Décomposition d’Iwasawa
On prouve ici la décomposition d’IwasawaG = P( ~C) . N(T) . G(F), valable pour toute chambre~C de ~A(T) et pour
toute facetteF ⊂ A. Rappelons que selon nos notations, le groupeG(F) est défini parG(F) = 〈 {Uα(F) | α ∈ φ(T)} 〉,
avecUα(F) := {u ∈ Uα | F ⊂ D(α, ϕα(u))}. Pour toute famille de parahoriqueQ, on aG(F) ⊂ Q(F), donc la décomposition
d’Iwasawa impliqueG = P( ~f ) . N(T) . Q(F), pour toute facette~f de ~A(T) et F deA(T).
3.4.1 La d́ecomposition
Lemme 3.4.1.Soit ~C une chambre de~A(T), soitα ∈ φ(T) qui s’annule sur une cloison~m de ~C. Autrement dit,α est
une racine simple deφ( ~C). Alors :
U( ~C) = U(~m) ⋊ Uα
Remarque:On rappelle que pour une chambre~C, U( ~C) = G(φ( ~C)).
Preuve du lemme:
Le groupeUα fixe la cloison~m donc normaliseU(~m). Soit u ∈ Uα ∩ U(~m), alorsu fixe les deux chambres de~A qui
bordent~m, et u ∈ Uα, ceci entraineu = e. Ainsi le groupe engendré parUα et U(~m) est bien un produit semi-direct.
Il est inclus dansU( ~C) carUα tout commeU(~m) le sont (U(~m) = U( ~C) ∩ U(r~m. ~C) si r~m est la réflexion dans~A par
rapport à~m). Enfin, pour toute racineβ ∈ φ( ~C), on a soitβ = α, soitβ ∈ φu(~m), et dans les deux casUβ ⊂ U(~m) ⋊ Uα.
D’où le résultat. 
Proposition 3.4.2. (Décomposition d’Iwasawa) Soit~C une chambre de~A(T) et F une facette de A(T). Alors :
G = U( ~C) . N(T) . G(F) .
Démonstration:
La preuve est classique. Il suffit de prouver que l’ensembleZ := U( ~C) . N(T) . G(F) est stable par multiplication à
gauche par n’importe quel élément deG. Or G est engendré parT, par lesUα avecα ∈ φ( ~C) et par lesUβ avecβ une
racine simple deφ(− ~C). Déjà,Z est clairement stable par multiplication à gauche parT et lesUα. Soit doncβ = −α
une racine simple deφ(− ~C), montrons queZ est stable par multiplication à gauche parUβ.
Par le lemme précédent,U( ~C) = U(~m) ⋊ Uα, avec~m la cloison de~C qui est incluse dans le noyau deβ. Le groupe
U(~m) est normalisé parUβ, etUβ.Z ⊂ U(~m).Uβ.Uα.N(T).G(F). L’ensemble{α, β} = {α,−α} est un système de racine




= Uα.T{e, rα}Uα = Uα.T ⊔ UαU−αTrα ⊂ UαU−αN, où rα = n(u) est la
réflexion générée par un élément quelconqueu d Uα.
Ainsi, Uβ.Z ⊂ U(~m) . Uα . U−α . N(T) . G(F) = U( ~C) . U−α . N(T) . G(F).
Étudions maintenant le produitU−α.N(T).G(F). Pour toutn ∈ N(T), U−α.n = nn−1U−αn = nU−n−1.α. Dans la
donnée radicielle de type finie (〈 U−n−1.α,Un−1.α,T 〉 , ((U−n−1.α, ϕ−n−1.α, (Un−1.α, ϕn−1.α))), en utilisant la décomposition
d’Iwasawa ou de Bruhat selon quen−1α(F) est fini ou non, il vientU−n−1.α ⊂ Un−1α.N(T).G(F). D’où U−α.N(T).G(F) ⊂
Uα.N(T).G(F).
On a alors obtenu :Uβ.Z ⊂ U(~m).Uα . N(T) . G(F) ⊂ U( ~C) . N(T) . G(F). 
Corollaire 3.4.3. Pour toutes facettes~f ⊂ ~A(T) et F ⊂ A(T), pour toute familleQ de parahoriques sur A(T), on a
G = P( ~f ).N(T).Q(F)
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Corollaire 3.4.4. Soit F une facette deI et ~f une facette de~I. Pour tout appartement A contenant F, il existe q∈ Q(F)
tel que~f ⊂ q. ~A. En particulier, il existe un appartement contenant F dontl’appartement directeur contient~f .
Démonstration:Soit g ∈ G tel que ~f ⊂ g. ~A. SoitT le tore maximal tel queA = A(T). Par le corollaire précédent,
g ∈ Q(F)N(T)P(g−1 ~f ). Soitg = qnpune écriture deg correspondante. Alors~f ⊂ q. ~A. 
3.4.2 Unicit́e
LorsqueQ vérifie (paradec) pour une facetteF, on prouve un résultat d’unicité pour le facteur dansN pour toute
décomposition d’Iwasawa faisant intervenirF.
Proposition 3.4.5. Soient~C une chambre de~A et F une facette de A, F′ ⊂ A un élément du filtre F. Soient n, ′ ∈ N
tels que U( ~C).n.G(F′) ∩ U( ~C).n′.G(F′) , ∅. On suppose de plus que~f ⊂ n~C ou ~f ⊂ n′ ~C, ou ~f est la direction de la
façade de F.
Pour tout a ∈ F′, si Q vérifie (para dec)(a), alors n−1n′ ∈ N(a). Autrement dit, le facteur dans N dans la
décomposition de Lévi est unique modulo N(a).
En particulier, si Q vérifie (para dec)(a) pour tout a∈ F′, alors n−1n′ ∈ N(F).
Démonstration:
Soita ∈ F′ tel queQvérifie (paradec)(a). On an′ ∈ U( ~C).n.Q(F′) , d’oùn−1n′ ∈ U(n−1 ~C) . Q(F′) ⊂ U(n−1 ~C) . Q(a) =
U(n−1 ~C) . (U(−n−1~C)∩Q(a)) . N(a) par (paradec)(a). Donc il existena ∈ N(a) tel quen−1n′na ∈ U(n−1 ~C) . U(−n−1 ~C).
Par unicité du facteur deN dans la décomposition de Birkhoff vectorielle, on obtientn−1n′na = e. 
En fait, l’unicité moduloN(a) d’un facteurn ∈ N dans la décomposition d’IwasawaG = U( ~C).N.Q(a), avec
~f ⊂ n~C, équivaut à l’égalité :N ∩ U(n−1 ~C).Q(a) = N(a). Nous avons juste vérifié que cette dernière est conséquence
de (paradec)(a). Nous verrons plus loin (3.7.6) qu’elle est également vraie lorsqueQ est une bonne famille de para-
horiques.
Corollaire 3.4.6. Soit a∈ A. SoitQ une famille de parahoriques vérifiant (para dec)(a) fonctoriellement. Alors pour
tout sous-groupe∆ deR, G∩ N∆( ~fa).Q∆(a) = N( ~fa).(G∩ Q∆(a)).
Et donc siQ vérifie en outre (fonc)(a), alors G∩ N∆.Q∆(a) = N.Q(a).
Démonstration:Soit g = u.n.p une écriture deg dans la décomposition d’IwasawaG = U( ~C) . N . Q(a), pour
~C une chambre de~f ∗a ∩ ~A. CommeP(a) ⊂ P
∆(a), N ⊂ N∆, et U( ~C) ⊂ U∆( ~C), c’est aussi une écriture deg dans
G∆ = U∆( ~C) . N∆ . Q∆(a).
Par ailleurs, soitg = n∆.q∆ une écriture venant de l’hypothèseg ∈ N∆( ~fa).Q∆(a). Par la proposition précédente,
n.N∆(a) = n∆.N∆(a). Doncg ∈ n.Q∆(a), puisg ∈ n.(Q∆(a) ∩G), ce qui vautn.Q(a) si (fonc)(a) est vrai. 
Remarque:Le même raisonnement permettra la même conclusion lorsqu’on étudiera un groupe presque déployé
par descente galoisienne.
3.5 Décomposition de Bruhat/Birkhoff
Proposition 3.5.1. Soient F1 et F2 deux facettes d’un appartement A(T). On suppose qu’au moins une des deux est
sphérique. Alors G= U( ~f1)G(F1)N(T)G(F2)U( ~f2), où ~f1, respectivement~f2, est la direction de la façade de F1,
respectivement F2.
Remarque:En fait, l’hypothèse minimale sur les facettesF1 et F2 pour que la décomposition soit vraie, et prouvée
par la preuve à suivre est : si~f1 et ~f2 sont les directions des façades deF1 et F2, alors pour toutw ∈ W(~A(T)),
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φm( ~f1 ∪w~f2) est fini.
Démonstration:
On fixeg ∈ G. Pour cette preuve, l’appartement par défaut estA(T), c’est-à-dire qu’on noteraN pourN(T), M( f )
pourMA( f )... .
Par la décomposition d’Iwasawa deG, g ∈ P( ~f1) . N . G(F2) = U( ~f1).M( ~f1) . N . G(F2). CommeU( ~f2) est
normalisé parG(F2), on peut supposer qu’il existen ∈ N tel queg ∈ M( ~f1) . n.
On utilise alors la décomposition d’Iwasawa dansM( ~f1), avec la facette affineF1 et la facette vectoriellepr ~f1(n
~f2).
Le sous-groupe parabolique deM( ~f1) fixant cette facette vectorielle est le groupe engendré pales Uα avecα ∈
φm( ~f1) ∩ φ(n~f2) = φ(~Ω), en notant~Ω = conv(~f1 − ~f1 + n~f2). DoncM( ~f1) = (G(F1) ∩ M( ~f1)) . N( ~f1) . P(~Ω). Notons
que~Ω est équilibrée, car les deux facettespr ~f1(
~f2) et pr− ~f1(
~f2) sont sphériques, incluses dans~Ω, et de signes opposés.
DoncP(~Ω) = M(~Ω) ⋉ U(~Ω) ⊂ M(~Ω) ⋉ U(n~f2). Ainsi,
g ∈ G(F1) . N( ~f1) . M(~Ω) . U(n~f2).n = G(F1) . N( ~f1) . M(~Ω) . n.U( ~f2)
On peut donc supposer qu’il existen1 ∈ N( ~f1) tel que :
g ∈ n1.M(~Ω).n
Les facettesnF2 et n−11 F1 se projettent surA~Ω. Et par la décomposition de Bruhat dans le groupe muni d’une
donnée radicielle valuée finieM(~Ω), on aM(~Ω) = G(φm(~Ω), pr~Ω(n
−1
1 F1)) . N(
~Ω) . G(φm(~Ω), pr~Ω(nF2)). Enfin, sachant





), on arrive à
M(~Ω) ⊂ G(n−11 F1) . N(~Ω) . G(nF2)
, puis :
g ∈ n1G(n−11 F1) . N(~Ω) . G(nF2)n = G(F1) . n1N(~Ω)n . G(F2) ⊂ G(F1) . N . G(F2)

Corollaire 3.5.2. Pour toute famille Q de parahoriques, pour toutes facettes F1 et F2 d’un appartement A(T), si l’une
des deux est sphérique, alors :
G = Q(F1) . N(T) . Q(F2)
Corollaire 3.5.3. Pour toute famille Q de parahoriques, pour toutes facettes F1 et F2 deI(Q), si l’une des deux est
sphérique, alors il existe un appartement contenant F1 ∪ F2.
Démonstration:Soit A(T) un appartement contenantF1, soit g ∈ G tel queF2 ⊂ g.A(T). Par la décomposition
de Bruhat/Birkhoff, G = Q(F1) . N(T) . Q(g−1F2). Soit g = q1nq2 l’écriture correspondante deg. Alors F1 ∪ F2 ⊂
q1.A(T). 
3.6 Construction de familles v́erifiant (para dec)
Lemme 3.6.1.Soit ~C une chambre de~A, ~m une cloison de~C, et a∈ A tel que~fa ⊂ ~m. Soitα ∈ φ la racine telle que
α( ~C) > 0 etα(~m) = 0. Pour toute famille Q de parahoriques vérifiant (para sph) et (para 2.1)(~m) on a :






Preuve du lemme:Soit g ∈ Q(a) ∩ U( ~C). On sait par le lemme 3.4.1 queU( ~C) = U(~m) ⋊ Uα, il existe donc une
décompositiong = u.uα avecu ∈ U(~m) et uα ∈ Uα. CommeU( ~C) ⊂ P(~m), on ag ∈ Q(a) ∩ P(~m) = Q({a, pr~m(a)})
par (para 2.1)(~m). Le facteuru ∈ U(~m) fixe toute la façadeA~m, on en déduit queuα ∈ Uα ∩ P(pr~m(a)), c’est-à-dire
uα ∈ Uα(a). En particulier,uα fixe a, doncu aussi :u ∈ U(~m) ∩ Q(a). 
Proposition 3.6.2.Soitǫ un signe, soit Q une famille de parahoriques vérifiant (parasph) et (para 2.1)(~m) pour toute
cloison ~m de signeǫ. On suppose que la famille minimale P vérifie aussi(para2.1)(~m) pour toute cloison~m. Alors
pour tout a∈ Aǫ et toute chambre~C de ~f ∗a ∩ ~A
ǫ , l’ensemble :
R(a) =
(




P(a) ∩ U(− ~C)
)
. N(a)
est un sous-groupe de Q(a) contenant P(a). Il est en outre indépendant de la chambre~C de ~f ∗a ∩ ~A
ǫ choisie.
Si on définit en outre R(a) = Q(a) pour tout a∈ A \ Aǫ , on obtient une famille de parahoriques R incluse dans Q
et vérifiant (para dec) pour les chambres de signeǫ.
Démonstration:
Supposonsǫ = +. Soita ∈ A et ~C une chambre de~A+, notonsR~C(a) =
(







Commençons par montrer queR~C(a) est indépendant de la chambre~C de ~f
∗
a : il suffit de prouver queR~C(a) =
Rrα ~C(a) pour toute racine simpleα deφ(
~C) ∩ φm( ~fa). Soitα une telle racine, et~mα la cloison de~C correspondante.
D’après le lemme précédent,Q(a)∩U( ~C) = (Q(a)∩U(~mα)) . Uα(a) et de mêmeP(a)∩U(− ~C) = (P(a)∩U(−~mα)) ⋊
U−α(a). De plus,Uα(a) normaliseP(a) ∩ U(−~mα). Ainsi :
R~C(a) = (Q(a) ∩ U(~mα)) . Uα(a) . (P(a) ∩ U(−~mα)) . U−α(a) . N(a)
= (Q(a) ∩ U(~mα)) . (P(a) ∩ U(−~mα)) . Uα(a).U−α(a) . N(a)
L’ensembleUα(a).U−α(a) est inclus dans le groupe avec donnée radicielle valuée finie M(~mα). Il est même inclus
dans le fixateur FixM(~mα)(pr~mα (a)) du point pr~mα (a) de I~mα , l’immeuble de Bruhat-Tits deM(~mα). Or ce fixateur
est égal àUα(a).U−α(a).(N(a) ∩ M(~mα)) = U−α(a).Uα(a).(N(a) ∩ M(~mα)) d’après [BT72]. DoncUα(a).U−α(a) ⊂
U−α(a).Uα(a).N(a) et finalement :
R~C(a) = (Q(a) ∩U(~mα)) . (P(a) ∩ U(−~mα)) . U−α(a).Uα(a).N(a)
= (Q(a) ∩U(~mα)).U−α(a) . (P(a) ∩ U(−~mα)).Uα(a) . N(a)
Or φ(rα ~C) = (φ( ~C) \ {α}) ∪ {−α} et similairement pourφ(−rα ~C), donc le lemme précédent indique que (Q(a) ∩
U(~mα)).U−α(a) = Q(a) ∩ U(rα ~C) et (P(a) ∩ U(−~mα)).Uα(a) = P(a) ∩ U(rα ~C). Nous avons bien prouvé queR~C(a) =
Rrα ~C(a).
On peut maintenant noterR(a) au lieu deR~C(a). Pour montrer qu’il s’agit d’un groupe, il suffit de montrer qu’il
est stable par multiplication à gauche parG(a) et parN(a). Commençons par la stabilité par multiplication parG(a).
CommeG(a) = U( ~fa).
〈 {
Uα(a) | α ∈ φm( ~fa)
} 〉
, il suffit de voir la stabilité sous la multiplication parU( ~fa) et par
les Uα(a), α ∈ φm( ~fa). Pour toutα ∈ φm( ~fa), il existe une chambre~C ⊂ ~f ∗a positive telle queα ∈ φ( ~C). Alors
Uα(a) ⊂ Q(a) ∩ U( ~C) d’où Uα(a).R(a) ⊂ R(a). Passons àU( ~fa) : pour n’importe quelle chambre~C de ~f ∗a , on a
U( ~fa) ⊂ Q(a) ∩ U( ~C), d’où U( ~fa).R(a) ⊂ R(a).
Pour finir, soitn ∈ N(a), fixons ~C une chambre positive. Alorsn.R(a) = n.R~C(a) = n(Q(a) ∩ U( ~C)) . (P(a) ∩
U(− ~C)) . N(a) = (Q(a) ∩U(n~C)) . (P(a) ∩ U(−n~C)) . nN(a) = Rn~C(a) = R(a).
Ceci prouve queR(a) est un groupe. Il est clair queP(a) ⊂ R(a) ⊂ Q(a), et ceci entraine immédiatement que
(R(a))a∈A est une famille de parahoriques. De plus, pour toute chambre~C positive,Q(a) ∩ U( ~C) = R(a) ∩ U( ~C) et
P(a) ∩ U(− ~C) ⊂ R(a) ∩U( ~C) doncR vérifie (paradec)( ~C). 
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Remarque:Ceci et la proposition 3.2.11 prouvent que pour la famille mini ale de parahoriquesP, les conditions
(para 2.1)(sph) fonctorielle (et même (para 2.1) fonctoriel sur les cloisons) et (paradec) fonctorielle sont équivalentes,
car pourQ = P, on obtientR= P, quel que soit le signeǫ choisi.
Corollaire 3.6.3. S’il existe une famille de parahoriques vérifiant (para sph) et (para 2.1)(~m) pour chaque cloison~m,
alors la famille minimale P vérifie (para dec).
Démonstration:Pour toute cloison~m, le fait queQ vérifie (parasph) et (para 2.1)(~m) entraine queP vérifie aussi
(para 2.1)(~m), nous sommes donc bien dans les conditions d’application de la proposition.
Soit a ∈ A, soit ~C une chambre de~f ∗a ∩ ~A. Soit ǫ le signe de~C. Soit R
ǫ la famille de parahoriques construite par
la proposition, alorsRǫ(a) = (Q(a) ∩ U( ~C)).(P(a) ∩ U(− ~C)).N(a). Prenant l’intersection avecP(a), il vient P(a) =
P(a) ∩ Rǫ(a) = (P(a) ∩ U( ~C)).(P(a) ∩ U(− ~C)).N(a). 
3.7 Bonnes familles de parahoriques
3.7.1 Une condition suffisante pour (para 2.2)
Nous avons déjà vu au 3.2.13 que la condition (paradec) fonctorielle implique (parain j), (parasph) et (para
2.1)(sph). Nous pouvons maintenant, grâce à la décomposition d’Iwasawa, prouver qu’elle implique également (para
2.2)(sph), autrement dit que toute famille vérifiant (paradec) fonctoriellement est une bonne famille de parahoriques.
Proposition 3.7.1.
1. Soit Q une famille de parahoriques qui vérifie (para dec) fonctoriellement. Alors Q vérifie (para 2.2)(sph)
(fonctoriellement).
2. Soit ~f une facette telle que Q vérifie (para 2.2)(~f ). On suppose de plus que Q vérifie (para in j). Alors Q vérifi
(para 2.1)(~f ). En particulier, toute bonne famille de parahoriques vérifi (para 2.1)(sph).
Remarque:Les conditions du deuxième point sont plutôt plus faiblesque celles du premier point, et sa preuve plus
simple, on peut donc considérer (para 2.1) comme plus faible que (para 2.2).
Démonstration:
1. Rappelons queQ vérifie (parasph), (para 2.1) et (parain j) par la proposition 3.2.11. Soita ∈ A et ~f une facette
sphérique dans~f ∗a . Soit g ∈ N.Q(a) ∩ N.P( ~f ), on peut supposerg ∈ Q(a) ∩ N( ~fa).P( ~f ). Grâce à (fonc), soit∆
tel quea est spécial dansA∆, puis soitn ∈ N∆(a) tel queng ∈ P∆( ~f ). CommeQ vérifie fonctoriellement (para
2.1)(~f ) puis (parasph), on ang∈ Q∆(a)∩P∆( ~f ) = Q∆({a, pr ~f (a)}) ⊂ P
∆(pr ~f (a)). D’où g ∈ N
∆(a).P∆(pr ~f (a))∩
G. Le pointpr ~f (a) étant sphérique, la familleQ vérifie (fonc)(pr ~f (a)) (par 3.2.8, 5) et (paradec)(pr ~f (a)) (grâce
à 3.2.3, 6). Par le corollaire 3.4.6, puis la proposition 3.2. , 1, on obtientg ∈ Q(a) ∩ N.P(pr ~f (a)) = Q(a) ∩
N.U( ~f ).G(φm( ~f ), a). CommeG(φm( ~f ), a) ⊂ Q({a, pr ~f (a)}), on peut supposerg ∈ Q(a) ∩ NU(
~f ).
Soit ~C une chambre dont l’adhérence contient~f . Soit g = nu une écriture deg correspondant àg ∈ N.U( ~f )
et g = n′u−ǫuǫ une écriture correspondant àg ∈ Q(a) = N(a).(U(− ~C) ∩ Q(a)).(U( ~C) ∩ Q(a)) (obtenue par
(paradec)(a)). Alors n−1n′ = u(uǫ)−1(u−ǫ)−1. Et u(uǫ)−1 ∈ U( ~C). Donc par l’unicité dans la décomposition de
Birkhoff vectorielle deG, on obtientu = uǫ ∈ U( ~f ) ∩ Q(a) ⊂ Q({a, pr ~f (a)}). Doncg = nu∈ N.Q({a, pr ~f (a)}).
2. Soitg ∈ Q(a) ∩ P( ~f ). D’après (para 2.2)(~f ), on a alorsg ∈ N.Q({a, pr ~f (a)}). Soitg = nq l’écriture correspon-
dante, on aa = g.a = n.a, d’oùn ∈ Q(a)∩N = N(a) grâce à (parain j). De même,~f = g. ~f = n. ~f d’où n ∈ N( ~f ).
Mais commeN agit de manière affine surA, n ∈ N(a) ∩ N( ~f ) = N(a+ ~f ) ⊂ Q({a, pr ~f (a)}).

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Corollaire 3.7.2. Toute famille de parahoriquesQ vérifiant fonctoriellement (para dec) vérifie fonctoriellement (para sph),
(para in j), (para 2.1)(sph) et (para 2.2)(sph), c’est donc une bonne famille de parahoriques.
C’est en particulier le cas pour la famille minimale de parahoriques dans un groupe de Kac-Moody déployé.
Démonstration:C’est une conséquence du corollaire 3.2.13 et de la proposition ci-dessus. 
3.7.2 Projections
La condition (para 2.2)(~f ) entraine que la projectionpr ~f (a) est bien définie dansI, dès que
~fa ⊂ ~f , indépendamment
de l’appartement contenanta et ~f considéré. Ainsi, dans une bonne famille de parahoriques, la conjonction de (para
2.2)(sph) et de (parasph) permettra souvent de ramener une preuve à une étude dans une façade sphérique, donc dans
un immeuble affine, bien connu grâce à [BT72].
Proposition 3.7.3. SiQ vérifie (para 2.2)(~f ), alors la projection pr~f est bien définie sur la réunion des A(T)~g tels que
~f ∪ ~g ⊂ ~A(T) et~g ⊂ ~f . Pour tout g∈ G, on a g.pr ~f (a) = prg~f (g.a).
Démonstration:
Soita dans une façadeA(T)~g telle que~f ∪ ~g ⊂ ~A(T) et~g ⊂ ~f . SoitT0 un tore maximal de référence, soitg ∈ G tel que
g.A(T) = A(T0). Alorsg. ~f etg.~g sont deux facettes de~A(T0) telles queg.~g ⊂ Vect~A(T0)(g.
~f ) donc la projectionprg~f (ga)
est bien définie dansA(T0). On veut poserpr ~f (a) = g
−1(prg~f (ga)), il s’agit de vérifier que ceci est indépendant deT t
deg.
Soient doncT′ et g′ d’autres choix possibles. Alorsg′g−1 envoiega et g~f sur un autre point deA(T0) et une autre
facette de~A(T0). Doncg′g−1 ∈ N(T0)Q(ga) ∩ N(T0)P(g~f ). Ceci vautN(T0)Q({ga, prg~f (ga)}) par (para 2.2)(g
~f ). Soit
n ∈ N(T0) tel queg′g−1 ∈ n.Q({ga, prg~f (ga)}). Alors g
′g−1(prg~f (ga)) = n(prg~f (ga)) = prng~f (nga) = prg′ ~f (g
′a). Ceci




On rassemble ici quelques petits résultats obtenus au moyen des projections pour une bonne famille de paraho-
riques.
On peut dans une certaine mesure caractériser un point deI par ses projetés dans diverses façades. Par exemple,
on prouve le :
Lemme 3.7.4. Soit ~f une facette de~A, et Q une famille de parahoriques vérifiant (para sph) et (para 2.2)(~m) pour
toute cloison~m de~f ∗ ∩ ~A. Alors pour tout u∈ U( ~f ), pour tout a∈ A tel que~f ⊂ ~f ∗a , ou u.a = a, ou bien u.a < A.
En terme de groupes, ceci s’écrit U( ~f ) ∩ N.Q(a) ⊂ Q(a).
Preuve du lemme:Soit a ∈ A, supposonsu.a ∈ A. Soit ~m une cloison de~f ∗ ∩ ~A ∩ ~f ∗a , alorsu ∈ P(~m), donc
u.pr~m(a) = pr~m(u.a) ∈ A~m. Ainsi u envoie le pointpr~m(a) sur un autre point de l’appartementA~m. Sachant queu fixe
par ailleurs un cône ouvert deA~m (c’est-à-dire une demi-droite, puisque dim(A~m) = 1), et queI~m est un immeuble
affine (en fait un arbre), ceci entraine que.pr~m(a) = pr~m(a), d’où pr~m(u.a) = pr~m(a).
Donca et u.a sont deux points deA dont les projetés sur tous lesA~m, pour~m une cloison de~f ∗ ∩ ~A∩ ~f ∗a coı̈ncident.
Ceci entraine que
−−−−→
a u(a) est dans l’intersection de ces~m. Mais celle-ci est triviale dansA~fa. 
Voici la première conséquence de ce lemme :
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Proposition 3.7.5.Toute famille de parahoriques vérifiant (para sph), (para in j), (para 2.1)(~m) et (para 2.2)(~m) pour
toute cloison~m vérifie aussi (para dec).
Remarque:grâce à 3.7.1, on peut remplacer l’hypothèse (para 2.1)(~m) par (parain j).
Démonstration:
Soit a ∈ A et ~C ∈ F ( ~f ∗a ∩ ~A). Par la décomposition d’Iwasawa,G = U( ~C).N.P(a). Prenant l’intersection avec
Q(a), il vient Q(a) = (U( ~C).N∩Q(a)).P(a). Mais le lemme entraine facilement (avec (parain j)) queU( ~C).N∩Q(a) =
(U( ~C) ∩ Q(a)).N(a). D’où Q(a) = (U( ~C) ∩ Q(a)).P(a).
Maintenant,P vérifie (paradec) par le corollaire 3.6.3, doncP(a) = (U( ~C)∩P(a)).(U(− ~C)∩P(a)).N(a) ⊂ (U( ~C)∩
Q(a)).(U(− ~C)∩Q(a)).N(a). D’où le résultat :Q(a) = (U( ~C)∩Q(a)).(U(− ~C)∩P(a)).N(a) ⊂ (U( ~C)∩Q(a)).(U(− ~C)∩
Q(a)).N(a). 
Remarque:Le résultat obtenu est même un peu plus fort : on a vu queQ(a) = (U( ~C)∩Q(a)).(U(− ~C)∩P(a)).N(a).
Vu le corollaire 3.7.2 et la proposition 3.2.12, dans le cas où la donnée radicielle est fonctorielle, on a donc pour
toute famille de parahoriquesQ équivalence entre les assertions suivantes :
– Q est fonctoriellement une bonne famille de parahoriques.
– Q vérifie fonctoriellement (paradec).
– Q vérifie fonctoriellement (parasph), (para 2.1)(~m) et (para 2.2)(~m) pour toute cloison~m.
– Q vérifie fonctoriellement (parasph), (parain j), et (para 2.2)(~m) pour toute cloison~m.
Pour une familleQ vérifiant (parasph), (parain j), et (para 2.2) pour les cloisons, le lemme implique aussi l’égalité
N ∩ U( ~C).Q(a) = N(a), pour toute chambre~C de ~A et tout pointa ∈ A tels que~fa ∈ ~C. Et ceci permet, comme en
3.4.5, de prouver l’unicité moduloN(a) du facteur dansN de la décomposition d’Iwasawa :
Proposition 3.7.6. Soit Q une bonne famille de parahoriques. Soient~C une chambre de~A et a ∈ A. Alors N∩
U( ~C).Q(a) = N(a) si ~fa ⊂ ~C.
En conséquence, pour tous n, n′ ∈ N tels que~fa ⊂ n~C ou ~fa ⊂ n′ ~C, on a :
U( ~C).n.Q(a) ∩U( ~C).n′.Q(a) , ∅ ⇒ n−1n′ ∈ N(a) ⇒ U( ~C).n.Q(a) = U( ~C).n′.Q(a).
Démonstration:Le premier point découle du lemme 3.7.4, la suite est immédiat (voir la partie 3.4.2). 
Proposition 3.7.7. On suppose que Q vérifie (para 2.2)(~m) pour toute cloison~m. Soitψ = {α1, ..., αk} ⊂ φu( ~C) un
ensemble réduit de racines, rangées dans un ordre grignotant. (Ceci signifie que pour tout i,ker(αi) contient une
cloison incluse dans l’intérieur de
⋂
j>iD(α j), voir par exemple [Ré02] 9.1.2).







D(αi , ϕαi (ui))
Démonstration:
La seconde égalité vient de 3.3.10. Pour la première, l’inclusion ”⊃” est claire.
Soit a ∈ FixA(u). Par hypothèse, il existe une cloison~m1, incluse dans ker(α1) et dans l’intérieur de
⋂
j>1D(α j).
Ainsi, u ∈ P(~m1), et pour toutj > 1, u j fixe A~m1. Doncu agit surA~m1 commeu1. Par la proposition 3.7.3,u etu1 fixent
le pointpr~m1(a). Ceci entraineu1 ∈ Uα1(pr~m1(a)) = Uα1(a).
Maintenant l’élémentu−11 u = u2...uk fixe a et est le produit dek − 1 éléments de groupes radiciels dans un ordre
grignotant, par récurrence on obtient que pour touti ∈ ~2, k, ui ∈ Uαi (a).




3.7.4 D́ecomposition de Ĺevi
La proposition suivante donne dans certains cas une décomposition de Lévi pourQ(Ω) :
Proposition 3.7.8. Soit ~f une facette sphérique de~A, soit Q une famille de parahoriques vérifiant (para 2.1)(~f ) et
(para 2.2)(~m) pour chaque cloison~m de~f ∗ ∩ ~A. SoitΩ une partie de A telle que Cl(~Ω) = ~f . Alors :
Q(Ω) =
(




















Il est clair que
(



















Soit g ∈ Q(Ω). NotonsΩ ~f = pr ~f (Ω), d’après (para 2.1)(




m( ~f ),Ω ~f )
)
. MaisG(φm( ~f ),Ω ~f ) = G(φ
m( ~f ),Ω), on peut donc supposerg ∈ (U( ~f ).N(Ω ~f )) ∩ Q(Ω). Mainte-
nant, le lemme 3.7.4 entraineg ∈ (U( ~f ) ∩ Q(Ω)) . N(Ω). 
Cette proposition permet, pour prouver queQ vérifie (para 2.1+)( ~f ), de se ramener à l’étude deU( ~f ) ∩ Q(a),
comme l’indique le corollaire suivant :
Corollaire 3.7.9. Soit Q une famille de parahoriques vérifiant les hypothèses de la proposition. Si a est un point d’une
façade A~g avec~g ⊂ ~f , alors :
Q(a) ∩ P( ~f ) =
(



















Démonstration:Ayant remarqué queQ(a)∩ P( ~f ) = Q({a, pr ~f (a)}), on applique la proposition àΩ = {a, pr ~f (a)}.
Nous avons ainsi obtenu une décomposition de Lévi pour le goupeQ(Ω) lorsque Cl(~Ω) est l’adhérence d’une
facette~f sphérique. Cette décomposition repose sur la décomposition de Lévi vectorielle deP( ~f ). Il y a un autre cas
où on dispose d’une décomposition de Lévi vectorielle : c’est pour le fixateur d’une partie~Ω équilibrée (c’est-à-dire
une union finie de facettes sphériques dont au moins une est positive et une négative). Ceci fournit naturellement une
décomposition des groupesQ(Ω) correspondants. De plus, dans le cas équilibré on dispose d’une bonne description
du facteur unipotent.
Proposition 3.7.10.SoitΩ une partie de A contenant au moins un point sphérique positif et un point sphérique négatif.
On suppose que Q est une bonne famille de parahoriques. Alors:










M(~Ω) ∩ Q(Ω) = N(Ω).G(φm(~Ω),Ω) .
(Le produit dans U(Ω) peut s’effectuer dans n’importe quel ordre.)
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Démonstration:
Soient ~f + et ~f − des facettes maximales de Cl(~Ω) ∩ ~A+ et Cl(~Ω) ∩ ~A−. Alors Vect(~f +) = Vect(~f −) = Vect(Cl(~Ω)),
doncM( ~f +) = M( ~f −) = M(Cl(~Ω)) = M(~Ω). De plus,~f + ∪ ~f − est une partie équilibrée, donc son fixateur admet la
décomposition de LéviP( ~f + ∪ ~f −) = U( ~f + ∪ ~f −) ⋊ M(~Ω).
Soitg ∈ Q(Ω). En particulier,g ∈ P(~Ω) = P(Cl(~Ω)) ⊂ P( ~f + ∪ ~f −), doncg ∈ Q(Ω) ∩ (U( ~f + ∪ ~f −) ⋊ M(~Ω)). Soient
u ∈ U( ~f + ∪ ~f −) et m ∈ M(~Ω) tels queg = um. Montrons queu etm fixentΩ.
Soitω ∈ Ω. Alors ~f + ∪ ~f − ∪ ~fω est une partie équilibrée, donc
P( ~f + ∪ ~f − ∪ ~fω) = U( ~f + ∪ ~f − ∪ ~fω) ⋊ M( ~f + ∪ ~f − ∪ ~fω) = U( ~f + ∪ ~f − ∪ ~fω) ⋊ M(~Ω) .
Le groupeU( ~f + ∪ ~f − ∪ ~fω) fixe toute la façadeA~fω , donc
g ∈ Q(ω) ∩ P( ~f + ∪ ~f − ∪ ~fω) = U( ~f





Mais U( ~f + ∪ ~f − ∪ ~fω) ⊂ U( ~f + ∪ ~f −), doncg = um est également l’écriture deg dans la décomposition de
Q(ω) ∩ P( ~f + ∪ ~f − ∪ ~fω) qu’on vient d’obtenir. En particulier,u etm fixentω.






































Étudions le premier facteur. Comme~f + ∪ ~f − sont deux facettes sphériques de signes opposés, on sait par [Ré02]
6.3.1 queU( ~f + ∪ ~f −) = G(φu( ~f + ∪ ~f −)) =
∏
α∈φured(




~f −) (carφ(T) est réduit). Alors la proposition 3.7.7 permet de montrerque :





Mais siα < φu(~Ω), alorsUα(Ω) = {e}. D’où finalement :





Passons à la description deM(~Ω)∩Q(Ω). Soitm ∈ M(~Ω)∩Q(Ω). Soitω ∈ Ω. Soit ~f = pr ~fω (
~f ǫ), oùǫ est un signe
de ~fω. Il s’agit d’un facette sphérique. Par (para 2.1)(~f ) puis 3.2.3,m ∈ Q(pr ~f (ω)) ∩M(
~Ω) = N(pr ~f (ω)).G(φ
m(~Ω), ω).
CommeN(pr ~f (ω)) = N(pr ~f+ (ω)), on obtientm ∈ Q(pr ~f+ (ω)). Au final, m fixe la partiepr ~f+ (Ω), d’où, encore avec
3.2.3 :
m ∈ N(pr ~f+ (Ω)).G(φ
m(~Ω),Ω) ∩ Q(Ω) = N(Ω).G(φm(~Ω),Ω) .

Corollaire 3.7.11. Dans les conditions de la proposition, Q(Ω) = N(Ω).Q(Cl(Ω)).
Exemple3.7.12. LorsqueΩ = D(α, k) est un demi-appartement dans un appartementA, la proposition donneQ(Ω) =
Uα,k ⋊ H. SoitΩ′ = (Ω ∩ Å) ∪ M(α, k), alors Cl(Ω′) = Ω, N(Ω′) = N(Ω), ~Ω′ = ~M(α), et la proposition donne alors
Q(Ω) = Q(Ω′) = {e}⋉ (H.Uα,k). On peut ainsi obtenir plusieurs décompositions de type Lévi d’un même groupe, selon
que les facteurs de la formeUα(Ω) tels queU−α(Ω) = {e} sont considérés comme inclus dans le facteur unipotent ou
dans le facteur de Lévi.
On préfèrera sûrement les placer dans le facteur unipotent, et pour obtenir ce résultat il faut appliquer la propositi n
à la partie Cl(Ω) au lieu deΩ.
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3.8 La bonne famille de parahoriques maximale
Définition 3.8.1. Soit Q une bonne famille de parahoriques. On définit :
Q̄(a) =
{
g ∈ P( ~fa) | ∀ ~f ∈ ( ~f ∗a ) ∩ ~Isph, g.pr ~f (a) = prg. ~f (a)
}
Ainsi Q̄(a) est l’ensemble des éléments deG qui permutent les projetés dea dans les façades sphériques.
Lemme 3.8.2.Soit Q une famille de parahoriques vérifiant (para sph) et (para 2.2)(sph) fonctoriellement. Soit∆ un
sous-groupe deR. Alors l’application
ψ :
I(Q) → I(Q∆)
[g, a]Q 7→ [(g, a)]Q∆
est bien définie, G-équivariante, et compatible aux projections (c’est-à-direψ(pr ~f (a)) = pr ~f (ψ(a)) pour toute facette
~f sphérique et tout a∈ A~g avec~g ⊂ ~f ). Elle induit une injection deI(Q)sph dansI(Q∆)sph, et plus généralement,
l’image inverse d’un point[(g, a)]Q∆, a ∈ A et g∈ G est de cardinal 1 dès que G∩ N∆.Q∆(a) = N.Q(a).
Preuve du lemme:Il est clair queψ est bien définie etG-équivariante. Elle est également compatible aux projecti ns
dans l’appartementA, puis parG-équivariance surI(Q).
Détaillons un peu l’injectivité : soientg, h ∈ G, a, b ∈ A tels que (g, a) ∼Q∆ (h, b). Alors g−1h ∈ N∆.Q∆(a) ∩G, et
par hypothèse (ou par 3.2.8 pour un pointa sphérique),N∆.Q∆(a) ∩G = N.Q(a). D’où (g, a) ∼Q (h, b). 
Proposition 3.8.3. Pour toute famille de parahoriques Q fonctoriellement bonne, Q̄ est encore une famille de para-
horiques fonctoriellement bonne pourD. Elle vérifie en outre (fonc), et (para 2.1), et non juste (para 2.1)(sph).
Démonstration:
Pour touta ∈ A, Q̄(a) est un sous-groupe deP( ~fa) contenantQ(a) et doncP(a) d’après 3.7.3. De plus, (para 0.4)
est claire, donc̄Q est une famille de parahoriques.
Si a ∈ Asph, alors ~fa est une facette sphérique de~f ∗a donc par définition deQ̄(a), on a pour toutg ∈ Q̄(a),
g.a = g.pr ~fa(a) = prg~fa(a) = a. DoncQ̄(a) = Q(a) = P(a), carQ vérifie (parasph). DoncQ̄ vérifie (parasph).
Montrons (fonc). Soita ∈ A et g ∈ Q̄∆(a) ∩G. Soit ~f ∈ ( ~f ∗a )sph. Soitψ : I(Q) → I(Q
∆) comme dans le lemme.
On aψ(g.pr ~f (a)) = g.ψ(pr ~f (a)) = g.pr ~f (ψ(a)) = prg~f (ψ(a)) = ψ(prg~f (a)). Mais commepr ~f (a) est un point sphérique
etψ est injective surI(Q)sph, ceci entraine queg.pr ~f (a) = prg~f (a).
On prouve ainsi queg ∈ Q̄(a).
Étudions (para 2.1). Soita ∈ A, ~f ∈ ~f ∗a etq ∈ Q̄(a)∩P( ~f ). Pour montrer queq ∈ Q̄(pr ~f (a)), il suffit de montrer que
pour toute facette~h ∈ ( ~f ∗)sph, q.pr~h(pr ~f (a)) = prq.~h(pr ~f (a)). Mais pr~h(pr ~f (a)) = pr~h(a), et prq.~h(pr ~f (a)) = prq~h(a), le
résultat en découle.
La condition (parain j) est alors conséquence de 3.2.12.
Il reste à voir (para 2.2)(sph). Soit donca ∈ A, ~f une facette sphérique de~f ∗a , etg ∈ NQ̄(a) ∩ P( ~f ) = N( ~fa)Q̄(a) ∩
P( ~f ). Soit∆ ≤ R tel quea soit spécial dansA∆, il existe alorst ∈ T∆ tel quetg ∈ Q̄∆(a)∩P∆( ~f ), donc par (para 2.1)(~f )
pourQ̄∆, tg ∈ Q̄∆({a, pr ~f (a)}) puisg ∈ T
∆Q̄∆({a, pr ~f (a)})∩G ⊂ T
∆P∆(pr ~f (a))∩G. Alors, commepr ~f (a) est sphérique,
P∆ vérifie (paradec)(pr ~f (a)) donc par 3.4.6, 3.2.8 point 5, puis 3.2.3,g ∈ N(
~f ).P(pr ~f (a)) = N(
~f ).U( ~f ).G(φm( ~f ), a).
Quitte à multiplierg à droite par un élément deG(φm( ~f ), a), et à gauche par un élément deN( ~f ), on peut donc supposer
g ∈ N( ~fa).Q̄(a) ∩U( ~f ).
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DansG∆, ceci donneg ∈ T∆.Q̄∆(a) ∩ U∆( ~f ) puisquea est spécial dansA∆. Soit t ∈ T∆ tel queg ∈ t.Q̄∆(a),
alors t−1g ∈ Q̄∆(a) ∩ P( ~f ∗ ∩ ~A), donct−1g fixe tous les projetés dea sur les façades sphériques de direction dans
~f ∗ ∩ ~A∩ ~f ∗a . En particulier, soit~m une cloison dans~f ∗ ∩ ~A∩ ~f
∗
a , alorsg.pr~m(a) = t.pr~m(a) ∈ A~m. CommeA~m est une
façade sphérique, le lemme 3.7.4 y est toujours vrai, et lefait queg ∈ U∆( ~f ) entraine alorsg.pr~m(a) = pr~m(a). Donct
fixe la façadeA~m. Au total, t induit surA~fa une translation de vecteur inclus dans chaque Vect(~m) pour ~m une cloison
dans~f ∗ ∩ ~A∩ ~f ∗a . L’intersection de ces hyperplans et de~A~fa est triviale, donct fixe A~fa, etg ∈ Q̄
∆(a) ∩ U∆( ~f ) ∩G.
Appliquant (para 2.1)(~f ), puis (fonc), on obtientg ∈ Q̄∆({a, pr ~f (a)}) ∩G = Q̄({a, pr ~f (a)}). 
Lemme 3.8.4.Soient Q et R deux familles de parahoriques vérifiant (para sph) et (para 2.2)(sph). On suppose que
pour tout a∈ A, Q(a) ⊂ R(a). Alors le morphisme surjectif G-équivariant d’immeublesψ :
I(Q) → I(R)
[g, a]Q 7→ [g, a]R
induit un isomorphisme entreI(Q)sph etI(R)sph, et pour toute facette sphérique~h, pour tout point a tel que~fa ⊂ ~h, on
a ψ(pr~h(a)) = pr~h(ψ(a)).
Preuve du lemme:Il est clair queψ envoieI(Q)sph surI(R)sph. Montrons qu’elle est injective surI(Q)sph. Soient
g, h ∈ G, a, b ∈ Asph tels que (g, a) ∼R (h, b). Alors il existen ∈ N tel queb = naet g−1hn ∈ R(a). MaisR(a) = P(a) =
Q(a) carRet Q vérifient (parasph). D’où (g, a) ∼Q (h, b).
LorsqueQ et R vérifient (para 2.2)(~h) pour une certaine facette~h, la compatibilité entreψ et pr~h est claire sur la
définition. 
Proposition 3.8.5. Pour toute bonne famille de parahoriques Q, sa complétionQ̄ est égale à celle de P.
Démonstration:Soit ψ : I(P) → I(Q) comme dans le lemme. Soita ∈ A, g ∈ P̄(a) et ~f ∈ ( ~f ∗a )sph. Alors
g.pr ~f (a) = prg~f (a), d’où, puisqueψ estG-équivariante et compatible aux projections,g.pr ~f (a) = g.pr ~f (ψ(a)) =
prg~f (ψ(a)) = prg~f (a). On obtient ainsig ∈ Q̄(a), puisP̄ ⊂ Q̄.
Pour l’autre inclusion, soitg ∈ Q̄(a), ~f ∈ ( ~f ∗a )sph. Alors ψ(g.pr ~f (a)) = g.pr ~f (ψ(a)) = prg~f (ψ(a)) = ψ(prg~f (a)).
Alors par injectivité deψ surI(Q)sph, on obtient dansI(Q), g.pr ~f (a) = prg~f (a). D’où Q̄ ⊂ P̄.
Maintenant, pour toute bonne familleQ de parahoriques, on aQ ⊂ Q̄ = P̄. 
Corollaire 3.8.6. Supposons qu’il existe une famille de parahoriques fonctoriellement bonne pourD.
Alors P̄ est l’unique bonne famille de parahoriques maximale, et P est l’unique bonne famille de parahorique
minimale.
Ceci est en particulier le cas dans un groupe de Kac-Moody déploy´ .
Démonstration:On a déjà vu queP est l’unique famille de parahoriques minimale, et grâce aux corollaires 3.6.3
et 3.7.2 qu’elle est bonne dès qu’il existe une famille de parahoriques fonctoriellement bonne pourD. Concernant̄P,
il s’agit des deux propositions précédentes. 
3.9 Très bonnes familles de parahoriques
On donne maintenant quelques propriétés deI(Q) lorsqueQ est une bonne famille de parahoriques vérifiant
certaines hypothèses supplémentaires. Ces hypothèsessupplémentaires sont vérifiées par exemple par la famille de
parahoriques construite par Guy Rousseau pour un groupe de Kac-Moody déployé ([Rou10]), elles le seront encore
par la famille de parahoriques que nous obtiendrons pour un goupe presque déployé dans la partie 5.
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3.9.1 Action de~I sur I
Proposition 3.9.1. Soit ~f une facette de~A. Si Q vérifie (para2.2+)( ~f ), alors pour tout~v ∈ ~f et a∈ A tel que~fa ⊂ ~f ,
pour tout appartement B contenant a et~f , on a a+A ~v = a +B ~v. Autrement dit, l’opération a+ ~v est bien définie, et
indépendante de l’appartement contenant a et~f considéré.
De plus, tout appartement contenant a et~f contient alorsa+ ~f
A
, et cet ensemble est indépendant de A. On pourra
donc le noter justea+ ~f .
Démonstration:
Soit g ∈ G tel queg.B = A. Alors g ∈ N.Q(a) ∩ N.P( ~f ) = N.Q(a+ ~f
A
) (adhérence dansA). On peut supposer
g ∈ Q(a+ ~f
A
), en particulier,g fixe a+A ~v, doncg−1(a+A ~v) = a+A ~v. Mais par définition de la structure affine sur les
appartements,g−1(a+A ~v) = g−1(a) +g−1A g−1(~v) = a+B ~v. D’où a+A ~v = a+B ~v.
Ensuite, le fait queB = g−1A, avecg−1 ∈ Q(a+ ~f
A
) entraine quea+ ~f
A
⊂ A ∩ B. Or de manière générale,
g−1.a+ ~f
A
= g−1a+ g−1 ~f
g−1A





3.9.2 Existence d’isomorphismes entre appartements
La condition (para 2.2+)(sph) permet également de prouver (para 5) pour certainespartiesΩ. Cependant, une
condition un peu plus faible suffit, il s’agit de :
(para 2.1+−)( ~f ) : ∀g ∈ U( ~f ), il existea ∈ Å tel queg ∈ Q
(




– CommeU( ~f ) =
⋂
~C U( ~C), où ~C parcourt l’ensemble des chambres de~f
∗ ∩ ~A, un élémentu ∈ U( ~f ) fixe toujours
un cône dirigé par chacune de ces chambres. Lorsque~f est déjà une chambre, (para 2.1+−)( ~f ) est donc toujours
vérifiée. Pour une facette générale, cette condition impose que la réunion de ces cônes fixés soit connexe.
– Cette condition est clairement vérifiée siQ vérifie (para 2.1+)( ~C) pour toute chambre~C de ~f ∗ ∩ ~A.
Lemme 3.9.2.Soit Q une bonne famille de parahoriques vérifiant (para2.1+−)(sph).
1. Soit A un appartement deI(Q), soit ~f ∈ F (~Asph), Ω ⊂ A~f et g ∈ P(Ω). Alors il existe une partieΩ0 ⊂ Å et
n ∈ N(Ω) tels que pr~f (Ω0) = Ω et ng∈ Q(Ω0 +
~f ).
2. Soit ~f une facette sphérique. Soit a∈ A tel que~fa ⊂ Vect~A( ~f ) et telle que soit~fa est sphérique, soit~fa et ~f sont
de même signe. Alors :
– ∀g ∈ Q(a) ∩ P( ~f ), ∃b ∈ a+ ~f tel que g∈ Q({a} ∪ b+ ~f ) ⊂ Q({a, pr ~f (a)})
– ∀g ∈ NQ(a) ∩ P( ~f ), ∃b ∈ a+ ~f tel que g∈ NQ({a} ∪ b+ ~f ) ⊂ NQ({a, pr ~f (a)}).
3. La projection pr~f (a) d’un point a ∈ I sur une façadeI ~f avec
~f sphérique est bien définie lorsqu’il existe un
appartement~A contenant~fa ∪ ~f , tel que~fa ⊂ Vect~A( ~f ) et { ~fa est de même signe que~f ou ~fa est sphérique}. On
a alors pour tout g∈ G, g.pr ~f (a) = prg~f (ga).
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Le deuxième point constitue un renforcement de (para 2.1)(sph et de (para 2.2)(sph), non seulement car il prouve
qu’un cône dirigé par~f est fixé, mais aussi car il s’applique lorsque~fa ⊂ Vect(~f ) et non seulement lorsque~fa ⊂ ~f .
Preuve du lemme:On sait par 3.2.3 queP(Ω) = N(Ω).U( ~f ).G(φm( ~f ),Ω). Soientn ∈ N(Ω), u ∈ U( ~f ) et m ∈
G(φm( ~f ),Ω) tels queng= um. Par (para 2.1+−)( ~f ), il existea ∈ A tel queu fixe a+ ~f ∗ ∩ ~A, et ceci contient une partie





qui contientΩ0 + ~f . Ceci prouve le
premier point.
Soient~f eta comme dans l’énoncé du second point. Soitg ∈ Q(a)∩P( ~f ). En particulier,g ∈ P( ~fa∪ ~f ) = P(Cl( ~fa∪
~f )) par 2.1.4. Soit~h = pr ~fa(
~f ) ⊂ Cl( ~fa ∪ ~f ), alors~h est une facette sphérique et Vect(~h) = Vect(~f ). Par (para 2.1)(~h),
g ∈ Q(pr~h(a)). Par le premier point, il existen ∈ N(pr~h(a)) et a0 ∈ Å tels quepr~h(a0) = pr~h(a) et ng ∈ Q(a0 +
~h). Le
cônea0 + ~h contient un sous cône de la formeb+ ~h avecb ∈ a+ ~h. En particulier,b ∈ A~fa doncb+
~h = b+ ~f . Finale-
ment,g ∈ Q(a)∩N(pr~h(a)).Q(b+
~f ). ModuloG(φm(~h), a), on peut supposerg ∈ Q(a)∩N(pr~h(a)).(U(
~h)∩Q(b+ ~f )).
Alors le lemme 3.7.4 entraine que le facteur dansN(pr~h(a)) fixe a, et donca+
~h. Ainsi, g ∈ Q(a) ∩ Q(b+ ~f ).
Si maintenantg ∈ NQ(a)∩P( ~f ), alors en particulierg ∈ N.P( ~fa)∩P( ~f ) et d’après 2.1.4, ceci vautN.P(Cl( ~fa∪ ~f )).
On peut donc supposerg ∈ P(Cl( ~fa∪ ~f )), en particulier,g ∈ P(~h) en notant encore~h = pr ~fa(
~f ). Alors par (para 2.2)(~h),
g ∈ N(~h).Q({a, pr~h(a)}). Mais nous venons de voir que tout élément deQ({a, pr~h(a)}) fixe un cône de la formeb+
~f
avecb ∈ a+ ~f .
Le troisième point se prouve alors tout comme 3.7.3. 
Proposition 3.9.3. Soit Q une bonne famille de parahoriques vérifiant (para2.1+−)(sph). SoitΩ une partie de A
contenant au moins un point sphérique et incluse dans A+ ou dans A−, ou contenant au moins un point sphérique








ω∈Ω N.Q(ω). En particulier,g ∈
⋂
~f∈~Ω N.P(
~f ) = N.P(~Ω) = N.P(Cl(~Ω)) par la proposition 2.1.4, on peut
donc supposerg ∈ P(Cl(~Ω)), d’où g ∈
⋂
ω∈Ω N( ~fω).Q(ω).
On traite le cas où~Ω contient des facettes sphériques positives et négative,le cas où~Ω ⊂ ~A± étant plus simple.
Soient ~f + et ~f − des facettes maximales de Cl(~Ω) ∩ ~A+ et Cl(~Ω) ∩ ~A−, respectivement. Ces facettes sont sphériques,
pr ~f+ (
~f −) = ~f +, et pr ~f− (
~f +) = ~f −, d’où Vect(~f +) = Vect(~f −) et N( ~f +) = N( ~f −) = N(~Ω). NotonsΩ+ = Ω ∩ A+ et
Ω− = Ω ∩ A−.
D’après le deuxième point du lemme,g ∈
⋂
ω∈Ω+ N( ~f
+).Q(pr ~f+(ω)), et ceci vautN(
~f +).Q(pr ~f+(Ω
+)), par 3.2.3. De
même,g ∈ N( ~f −).Q(pr ~f− (Ω
−)).
Par le premier point du lemme, il existeΘ−0 ⊂ Å telle quepr ~f− (Θ
−
0 ) = pr ~f− (Ω
−) et g ∈ N( ~f −).Q(Θ−0 +
~f −).
Appliquant alors (para 2.2)(~f +) sur la partieΘ−0 , puis 3.2.3 4, on trouveg ∈ N(
~f +).Q(pr ~f+(Ω
+∪Θ−0 )). Mais Vect(
~f +) =
Vect(~f −) doncpr ~f+ (Ω
+ ∪Θ−0 ) = pr ~f+ (Ω).
Finalement, on peut supposerg ∈ Q(pr ~f+ (Ω)), puis encore par le lemme, qu’il existe une partieΩ
+
0 ⊂ Å et
n+ ∈ N( ~f +) tels quepr ~f+ (Ω
+
0) = pr ~f+ (Ω) et n
+g fixe Ω+0 +
~f +. De même, il existeΩ−0 ⊂ Å et n




0 ) = pr ~f− (Ω) et n
−.g fixeΩ−0 +
~f −.
On peut supposern+ = e. Soitω ∈ Ω−0 +
~f −. Alors g ∈ N.Q(ω) ∩ P( ~f +) = N.Q({ω, pr ~f+ (ω)}), et il existe d’après
le lemme un pointω′ ∈ Å tel queg ∈ N.Q({ω} ∪ ω′ + ~f +). Soitn ∈ N tel queng ∈ Q({ω} ∪ ω′ + ~f +). L’intersection
(ω′ + ~f +) ∩ (Ω+0 +
~f +) contient un scp deω′ + ~f +, carΩ+0 contient un point dont la projection surA~f+ est la même que
celle deω etω′. Commeg fixeΩ+0 +
~f +, n fixe l’intersectionω′ + ~f + ∩Ω+0 +
~f +, et en particulier ce scp. D’où, puisque
n agit par automorphisme affine surÅ, n fixeω. Finalement,g ∈ Q(ω).
Ainsi, g fixe (Ω+0 +
~f +) ∪ (Ω−0 +
~f −).
Enfin, soitω ∈ Ω, soit ǫ un signe deω. Soit~h = pr ~fω (
~f ǫ) (bien défini car~fω et ~f ǫ sont de même signe), alors
g ∈ N.Q(ω) ∩ P(~h) = N.Q({ω, pr~h(ω)}), et il existeω
′ ∈ ω +~h etn ∈ N( ~fω) tels quengfixeω′ + ~h. D’autre part,g fixe
pr~h(Ω
ǫ
0) = pr~h(Ω), par (para 2.1)(sph), doncg ∈ N(
~h).U(~h).G(φm(~Ω),Ω). Le fait queg fixeΩǫ0 entraine avec le lemme
3.7.4 que le facteur dansN(~h) fixeΩǫ0, et doncΩ
ǫ
0 +
~h, doncg fixe unΩ~h +
~h avecΩ~h ⊂ Å, pr~h(Ω~h) = pr~h(Ω), et ceci
contient en particulier un scp deω′ +~h. On en déduit alors, comme au paragraphe précédent,n ∈ N(ω) d’où g ∈ Q(ω).
On a bien prouvég ∈ Q(Ω). 
Corollaire 3.9.4. Si Q est une bonne famille de parahoriques vérifiant (para2.1+−)(sph), et si A et B sont deux
appartements deI(Q) dont l’intersection contient un point sphérique de signeǫ, alors il existe g∈ G tel que g.A = B
et g induit de A sur B un isomorphisme fixant Aǫ ∩ Bǫ .
Si A∩ B contient un point sphérique de chaque signe, alors il exist g∈ G tel que g.A = B et g fixe A∩ B.
Autrement dit, siΩ est une partie d’un appartement A, contenant un point sphériqu et incluse dans A± ou bien
contenant un point sphérique de chaque signe, alors Q(Ω) est transitif sur les appartements contenantΩ.
Corollaire 3.9.5. SoitΩ une partie d’un appartement A contenant au moins un point sphérique positif et un point
sphérique négatif. Alors pour tout appartement B contenantΩ, il existe g∈ G qui induit un isomorphisme de A sur B
fixant ClA(Ω).
En particulier, la partie Cl(Ω) est bien définie, indépendamment de l’appartement contena Ω considéré.
Démonstration:C’est la concaténation de 3.9.4 et de 3.7.11. 
3.9.3 Intersection d’appartements
On passe maintenant à l’étude de (para 6).
On a vu en s’appuyant sur la décomposition de Lévi deQ(Ω), que cette condition est vérifiée pour des partiesΩ ⊂ A
contenant un point sphérique positif et un point sphérique négatif, dès queQ est une bonne famille de parahoriques
(corollaire 3.7.11). Nous allons maintenant étudier le cas d’une partieΩ composée de points sphériques d’un même
signe. On ne dispose pas pour le fixateur d’une telle partie dela ´ composition de Lévi, mais on prouve tout de même
(para 6), sous l’hypothèse (para 2.1+−)(sph).
Proposition 3.9.6. SoitΩ ⊂ Asph. Soit Q une bonne famille de parahoriques vérifiant (para2.1+−). Alors :
Q(Ω) = NΩ.Q(Cl(Ω) ∩ Asph) .
Démonstration:
L’inclusion ” ⊃ ” est claire. Le cas oùΩ coupeA+sph et A
−




Soit g ∈ Q(Ω). En particulier,g ∈ P(Cl(~Ω)) par 2.1.4. Par le lemme 3.9.2, il existe un choixC ∈ C tel que défini
dans le lemme 3.1.7, tel queg ∈
⋂
ω∈Ω′(C ) N~fω .Q(ω), où
~fω est la direction de la façade contenantω, et oùΩ′(C ) est
l’intersection deΩ∞(C ) avec l’union des façades sphériques de direction incluse dans Cl(~Ω). Lorsque~f est une facette
sphérique de Cl(~Ω), on obtient alorsg ∈ N~f .Q(Cl(Ω
∞(C) ∩ A~f ) ∩ A~f ). Or la partie Cl(Ω
∞(C) ∩ A~f ) ∩ A~f contient
Cl(Ω) ∩ A~f , d’après le lemme 3.1.7, d’oùg ∈ N~f . Q(Cl(Ω) ∩ A~f ).
Nous voulons maintenant prouver le résultat similaire lorsque ~f est une facette sphérique de
−−−−→
Cl(Ω). Supposons
qu’il existe ~f une telle facette non incluse dans Cl(~Ω). Quitte à projeter~f sur une facette adéquate de Cl(~Ω), on peut
supposer qu’une face~m de ~f de codimension 1 est incluse dans Cl(~Ω). La facette~m est dans l’intérieur de l’enclos de
~Ω∪ ~f (pour la topologie induite), elle est donc sphérique. Le fait que ~f 1 Cl(~Ω) signifie qu’il existeα ∈ φ(~Ω) telle que
α( ~f ) < 0. Tout demi-appartement dirigé parα ne contient aucun point deA~f , or
~f ⊂
−−−−→
Cl(Ω), ceci implique qu’aucun
demi-appartement dirigé parα ne contientΩ. Il existe donc (ω) ∈ ΩN telle queα(ωn) →n→∞ −∞ etα(ωn) ∈ R pour
tout n (autrement dit,~fωn ⊂ kerα pour toutn). La facette~m est maximale dans Cl(~Ω) ∩ ker(α), donc tous lesωn ont
un projetéω′n dansA~m. Comme~m est sphérique,A~m est compact, et la suite (ω
′) a une valeur d’adhérenceω∞ dans
A~m. Commeα(ω∞) = −∞, ω∞ est dans une facette~g 1 Cl(~Ω), sphérique. Or, par 3.9.2,g fixe tous lesω′n, n ∈ N, puis
comme~g est sphérique,g fixe Cl{ω′n|n ∈ N}. Doncg fixe un cônec ⊂ A~m tel queω∞ = [c]A~m. Ainsi g ∈ Q(ω∞) ⊂ P(~g),
on peut donc rajouterω∞ àΩ, et~g à ~Ω. On arrive ainsi à prouver queg ∈ P(
−−−−→
Cl(Ω)).
Alors il existe un choixC ∈ C etΩ∞(C), comme définis cette fois à la proposition 3.1.5, tels queg ∈
⋂
ω∈Ω∞(C) N~fωQ(ω).
Donc pour chaque facette sphérique de
−−−−→
Cl(Ω), g ∈ N~f .Q(A~f ∩ Cl(A~f ∩ Ω
∞(C))), or A~f ∩ Cl(A~f ∩ Ω
∞(C)) contient
Cl(Ω) ∩ A~f , d’après la proposition 3.1.5. On conclut alors grâce à la proposition 3.9.3 queg ∈ NΩ.Q(Cl(Ω) ∩ Asph).
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4 Descente
Il est facile de généraliser au cas présent le théorème9.2.10 de [BT72] qui permet sous certaines hypothèses de
descendre la valuation deD à un sous-groupe. Pour obtenir une masure bordée pour ce sous-gr upe, il faudra ensuite
descendre la famille de parahoriques. Ce sont bien sûr ces résultats qui serviront pour définir une valuation dans un
groupe de Kac-Moody presque déployé.
4.1 Contexte et notations
On fixe un tore maximalT et on noteφ = φ(T), ~V = ~V(T), ~A = ~A(T). On fixe également une bonne famille de
parahoriquesQ et on noteI = I(Q).
On se donne un autre système de racinesφ♮ ⊂ (~V♮)∗ avec~V♮ un sous-espace de~V. On noteraW(φ♮) ⊂ Gl(~V♮) le
groupe de Weyl et~A♮ ⊂ ~V♮ l’appartement correspondants. On notera aussi~A♮ = ~A∩ ~V♮, la trace de l’appartement~A sur
~V♮. On adopte la convention de noter en lettres latines les racines deφ♮. On suppose :
– (DSR) :φ♮ est un système de racines à base libre, et il existe une chambre ~C♮ de ~A♮ telle que toute facette de~C♮
rencontre~A et toute facette sphérique de~C♮ rencontre~Asph.
On noteraΠ♮ la base deφ♮ correspondant à la chambre~C♮ donnée par (DSR). On ne suppose pas queφ♮ engendre
(~V♮)∗, autrement dit (φ♮, ~V♮) n’est pas forcément essentiel.
On se donne ensuite une donnée radicielleD♮ = (G♮, (U♮a)a∈φ♮) de système de racinesφ
♮. On notera avec un♮ en
exposant tous les objets associés à la donnée radicielleD♮, par exempleN♮, T♮ ...
Pour touta ∈ φ♮, k ∈ R, on note :
φa :=
{









x ∈ ~A♮ | a(x) ≥ 0
}
Ua := U(~D(a)) = G(φa) = 〈 {Uα | α ∈ φa} 〉
Ua,k :=
〈 {








Uα | α ∈ φ etα(~V♮) = 0
} 〉
.
Pour toute racine simplea ∈ Π♮, l’ensembleφa n’est autre queφu(~D(a)). De plus,P(ker(a)∩ ~A) = M~A(ker(a)∩ ~A) =
〈 Z,Ua,U−a 〉, c’est un groupe muni d’une donnée radicielle de système de racineφa ∪ φ−a ∪ φ0.
On suppose vérifiées les conditions suivantes de compatibilité des données radicielles :
– (DDR 1) :G♮ ⊂ G et∀a ∈ φ♮, U♮a ⊂ Ua.
– (DDR 2) :∀a ∈ φ♮ tel que 2a ∈ φ♮, Card
{
α




– (DDR 3.1) :T♮ ⊂ Z.
– (DDR 3.2) : Pour touta ∈ φ♮, etu ∈ U♮a, n♮(u).Z.n♮(u)−1 = Z, n♮(u)Uan♮(u)−1 = U−a et n♮(u)U−an♮(u)−1 = Ua.
Remarquons que (DDR 1) entraine que pour touta, φa , ∅. En particulier, il existeα ∈ φ tel que ker(a) =
ker(α) ∩ ~V♮, et même
{




x ∈ ~V♮ | α(x) ≥ 0
}
.
Concernant l’immeuble vectoriel, on suppose :
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– (DIV) : G♮. ~A♮ ∩ ~A = ~A♮.
On se donne encore une partieI♯ deI. On noteA♯ = Å∩ I♯, et on suppose :
– (DM 1) :I♯ est stable parG♮ et pour toute facette sphérique~f ⊂ ~I, I♯ ∩ I ~f est une partie convexe deI ~f .
– (DM 2) : A♯ est un sous-espace affine deÅ(T) dirigé par~V♮, etA∩ I♯ est l’adhérence dansA deA♯.
– (DM 3) : Pour toute facette sphérique~f rencontrant~A♮, il existe une facetteF deA~f , rencontrantI♯, qui n’est
pas contenue dans l’adhérence d’une autre facetteF′ deI ~f rencontrantI♯.
– (DM 4) : A♯ est stable parN♮.
La condition (DM 3) est non triviale : par exemple siA♯ est un mur, il pourrait exister un autre appartementZ
contenantA♯ tel queZ ∩ I♯ soit une bande dansZ, contenantA♯ dans son intérieur. Alors siF est une facette deA
maximale dansA♯ (une cloison), elle est dans l’adhérence d’une chambre deZ coupantI♯.





k ∈ R ∪ {∞} | u ∈ Ua,k
}
.
On suppose enfin les deux hypothèses suivantes concernant les valuations :
– (DV1) : ”ϕ ∈ A♯” autrement dit, le pointo ∈ A(T) tel que∀α ∈ φ, Uα,0 fixe o est dansA♯.
– (DV 2) : ∀a ∈ φ♮, Card(ϕ♮a(U
♮
a)) ≥ 3.
Les conditions (DV 1) et (DM 2) imposent donc queA∩ I♯ = o+ ~V♮.
Hormis le fait qu’on ne suppose pasφ fini, ces hypothèses sont plus fortes que celles de [BT72] : on a rajouté
(DSR), (DIV) et (DM 4). (Par ailleurs, on a renommé les (DI x)en (DM x).)
4.2 Descente dans l’immeuble vectoriel
Conformément à nos notations,~A♮ est le cône de Tits dans~V♮ défini par le système de racinesφ♮. En général, on
verra qu’il est plus grand que~A♮, ce qui empêche immédiatement de plonger l’immeuble~I♮ dans~I. Cependant, nous
allons voir que~A intersecte chaque facette de~A♮, ce qui permettra quand même d’identifier à l’intérieur de ~I une
réalisation de l’immeuble deD♮. Cette réalisation sera notée~I♮.
Lemme 4.2.1.Soit a∈ Π♮ une racine simple. Alors :
– Il existe une partie équilibrée~Ω de ~A telle que~Ω ⊂ ~D(a) ⊂ Cl~A(~Ω),
– P(~D(a)) = Z ⋉ Ua,
– Pour tout u∈ U♮a \ {e}, n♮(u) permute~D(a) et ~D(−a),
– N♮ ⊂ (N ∩ Stab(~A♮)) . Z.
En particulier, l’action de N♮ sur ~I stabilise~A♮.
Remarque:Ceci entraine en particulier queφa est fini, et permet de prouver que les groupesUa,λ définis plus haut
sont les mêmes que ceux définis à partir deϕ♮ comme dans la définition 2.2.1.
Preuve du lemme:
Soit ~m♮ la cloison de~C♮ telle que ker(a) = Vect~V♮ (~m
♮), alors d’après (DSR),~m♮ coupe~Asph. Comme~Asph est un
cône ouvert dans~V, il existe un cône~m ⊂ ~m♮, inclus dans une facette sphérique de~A t contenant un ouvert de~m♮.
Alors l’enveloppe convexe de~m∪ −~m est ker(a). Soit encore~x ∈ ~C♮ ∩ ~Asph, alors~Ω := ~m∪ −~m∪ {~x} est une partie
équilibrée, incluse dans~D(a), et ~D(a) ⊂ Cl~A(
~Ω).
Le sous-groupe paraboliqueP(~D(a)) = P(~Ω) admet donc une décomposition de Lévi. Son facteur de Lévi est
FixG(~D(a) ∪ −~D(a)) = FixG(~A♮) = Z, et son facteur unipotent estUa, par définition. D’oùP(~D(a)) = Z ⋉ Ua.
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Soit u ∈ U♮a \ {e}. Alors (DDR 3.2) entraine quen♮(u) conjugueP(~D(a)) enP(~D(−a)). Mais P(~D(a)) est un sous-
groupe parabolique deM(ker(a)) (correspondant à la facette contenant~D(a)/ ker(a)). Choisissons un BorelB+ pour
M(ker(a)) dansP(~D(a)), et un autreB− dansP(~D(−a)), alors il existen ∈ N ∩ M(ker(a)) tel queB− = nB+n−1. Alors
n.P(~D(a))n−1 et P(~D(−a)) = n♮(u).P(~D(a)).n♮(u)−1 sont deux paraboliques conjugués dansM(ker(a)) (remarquer que
n♮(u) ∈ M(ker(a)) ) contenant un même Borel : ils sont égaux. (On a en fait prouvé que les deux facettes contenant
~D(a)/ ker(a) et ~D(−a)/ ker(a) sont de même type.)
Dès lors,nn♮(u)−1 ∈ M(ker(a)) stabilise les deux paraboliquesP(~D(a)) et P(~D(−a)). Doncnn♮(u)−1 ∈ P(~D(a)) ∩
P(~D(−a)) = Z etn♮(u) ∈ N.Z.
Doncn♮(u). ~A♮ = n. ~A♮ ⊂ ~A. Avec l’hypothèse (DIV), on obtient en plusn♮(u). ~A♮ ⊂ G♮. ~A♮ ∩ ~A = ~A♮. Doncn♮(u)
stabilise~A♮. CommeZ fixe ~A♮, l’élémentn ∈ Z.n♮(u) stabilise aussi~A♮.
Enfin, le fait quen♮(u) échangeP(~D(a)) et P(~D(−a)) entraine quen♮(u) échange Cl~A(~D(a)) et Cl~A(~D(−a)), mais
Cl~A(~D(a)) ∩ ~A♮ = ~D(a), et similairement pour−a, doncn





n♮(u) | a ∈ Π♮, u ∈ U♮a
} 〉
, et T♮ ⊂ Z par (DDR 3.1), l’inclusionN♮ ⊂ (N ∩ Stab(~A♮)).Z est
maintenant claire. 
Définition 4.2.2. Pour tout n∈ N♮, soient n′ ∈ N ∩ Stab(~A♮) et z∈ Z tels que n= n′z. On pose~ν♮(n) = ~ν(n′)|~V♮ .
Ceci est bien défini carN∩Z fixe ~V♮. Notons qu’il s’agit juste de la restriction à~A♮ de l’action den sur~I, étendue
par linéarité à~V♮, ce qui est possible car~A♮ engendre~V♮, par (DSR).
Proposition 4.2.3.
1. Pour tout n∈ N♮, ~ν♮(n) stabilise~V♮ et ~A♮. L’application~ν♮ est une action de groupe, elle stabilise l’ensemble des
facettes de~A♮, et induit sur cet ensemble la même action que~ν♮.
2. Chaque facette~f ♮ de ~A♮ rencontre~A, et ~f ♮ ∩ ~A est l’intersection de~V♮ avec une réunion de facettes de~A. Si ~f ♮
est sphérique, elle rencontre~Asph.
Remarque:En conséquence, la condition (DSR) est vérifiée pour n’importe quelle chambre~C♮ de ~A♮, et le lemme
précédent est vrai pour n’importe quelle racinea ∈ φ♮ (et non seulementa ∈ Π♮).
Démonstration:
Soit t ∈ T♮. Par (DDR 3.1),t ∈ Z donc~ν♮(t) = id = ~ν♮(t). Ainsi ~ν♮ et~ν♮ coı̈ncident surT♮.
De plus, la description de~ν♮ comme extension par linéarité de l’action deN♮ sur ~A♮ montre qu’il s’agit d’une action
de groupe.
Ensuite, soita ∈ Π♮, u ∈ Ua\{e} etn = n♮(u). Comme~A♮ engendre~V♮, par la condition (DSR), le lemme montre que
~ν♮(n) stabilise~V♮. De plus, il fixe ker(a) et échange les demi-espaces délimités par cet hyperplan. Enfin,~ν♮(n)2 = ~ν♮(n2)
maisn2 ∈ T♮ donc~ν♮(n2) = Id~V♮ , par la première phrase de cette preuve. Ceci prouve que~ν♮(n) est une réflexion
d’hyperplan ker(a).
Montrons maintenant que~ν♮(n) préserve l’ensemble des murs de~A♮. Soitb ∈ Π♮. D’après le lemme,Z ∩Ub = {e}.
Soit ub ∈ U
♮
b \ {e}, alorsub < Z. L’élémentub fixe ~D(b), et s’il fixait également une facette
~f rencontrant~A♮ mais pas
~D(b), alors en appliquant, grâce au lemme, la proposition 2.1.4, 3,ub fixerait Cl(~D(b) ∪ ~f ), ce qui contient~A♮. Mais
c’est impossible carub < Z. Ainsi Fix~A♮ (ub) =
~D(b).
Alors Fix~A♮ (nubn
−1) = ~ν♮(n). ~D(b), et par ailleurs, commenubn−1 ∈ Ura.b, nubn
−1 fixe le demi-cône~D(r♮a.b). Donc
~D(r♮a.b) ⊂ ~ν♮(n). ~D(b). De la même manière,~D(r
♮




a(−b)) = ~A♮ = ~D(b) ∪
~D(−b), on obtient l’égalité~D(r♮a.b) = ~ν♮(n). ~D(b). En particulier, le bord de~D(r
♮
a.b) rencontre~Asph et engendre un




Nous avons en particulier prouvé que pour toutes racines simplesa, b ∈ Π♮, le mur ker(r♮a.b) rencontre~Asph. Ceci
permet de recommencer le raisonnement du paragraphe préc´dent, et de prouver que pour toute racine simplec ∈ Π,








a.b). Puis finalement, nous obtenons que tout mur de~V♮ rencontre~Asph,
et que~ν♮ permute l’ensemble de ces murs de la même manière que~ν♮.
Soita ∈ Π♮, u ∈ U♮a\{e}. Alors l’image~ν♮(n). ~C♮ de la chambre~C♮ donnée par (DSR) est une autre chambre de~A♮, t
son adhérence contient~C♮∩ker(a), il s’agit doncr♮a. ~C♮. Le même résultat est encore vrai pour− ~C♮, puis par l’argument
standard des complexes de chambre minces, on prouve que~ν♮(n) agit commer
♮
a sur l’ensemble des chambres de~A♮, et
ceci entraine que~ν♮(n) agit commer
♮
a sur l’ensemble des facettes de~A♮. En particulier,~ν♮(n) stabilise~A♮.
Le premier point est ainsi prouvé.
Le second point est maintenant facile. On a~A♮ = ~ν♮(N♮). ~C♮ ∪ ~ν♮(N♮).− ~C♮, donc toute facette de~A♮ s’écrit~ν♮(n). ~f ♮
pour un certainn ∈ N♮ et ~f ♮ une facette de~C♮. Par définition de~ν♮, ~ν♮(n). ~f ♮ = ~ν(n′). ~f ♮ pour un certainn′ ∈ N. Comme
~A et ~Asph sont stables par~ν, ceci intersecte~A, et même~Asph si ~f ♮ est sphérique.
De plus, ~f ♮ ∩ ~A est délimitée par des cônes de la forme ker(a) ∩ ~A qui sont traces de murs de~A. Ceci entraine
l’existence d’une famille de facettes (~fi) telle que~f ♮ ∩ ~A = (
⋃
i
~fi) ∩ ~V♮. 
On définit les murs de~A♮ comme étant les ker(a) ∩ ~A♮ pour a ∈ φ♮. D’après la proposition,~A♮ muni de~ν♮ est,
tout comme~A♮ muni de~ν♮, une réalisation géométrique du complexe de Coxeter associé àφ♮ muni de son action de
N♮. Cependant, ni l’une ni l’autre ne sont en général l’appartement de référence pour l’immeuble~I♮ de la donnée
radicielleD♮, au sens de 2.1.2 car ils ne sont pas forcément essentiels. Soit ~f ♮0 =
⋂
a ker(a) la plus petite facette de~A
♮.




coı̈ncident en général pas sur~V♮, puisqu’on peut modifier la famille (a∨)a∈φ♮ par n’importe quelle famille d’éléments
dans~f0, tout en gardant une famille de coracines pourφ♮.
Par contre, sur~V♮e := ~V♮/ ~f
♮
0, on peut montrer que~ν
♮ et~ν♮ coı̈ncident. En effet, pour toutt ∈ T♮, ~ν♮(t) = Id = ~ν♮(t).
Ensuite, soita ∈ φ♮ et n ∈ n♮(Ua \ {e}). Alors ~ν♮(n)~ν−1♮ (n) stabilise chaque facette, donc en particulier induit une ho-
mothétie de rapport positif sur chaque facette de dimension 1. En conjuguant par d’autres éléments deN♮, on voit que
le rapport d’homothétie est le même dans chaque facette dedimension 1 d’un même type. Finalement,~ν♮(n)~ν♮(n)−1 est
une homothétie sur chaque composante irréductible de~V♮e. Alors~ν♮(n)~ν♮(n)−1 commute à~ν♮(n), permettant de voir que
(~ν♮(n)~ν♮(n)−1)2 = ~ν♮(n2)~ν♮(n2)−1 = Id carn2 ∈ T♮. Donc le rapport d’homothétie est partout 1.
On pose~I♮ = G♮. ~A♮ ⊂ ~I, on définit ses appartements, ses facettes, ses murs comme ´etant les images par les
éléments deG♮ de l’appartement~A♮ et de ses murs et facettes.
Proposition 4.2.4. ~I♮ est une réalisation géométrique de l’immeuble deD♮, autrement dit le complexe simplicial
formé des facettes de~I♮, avec son action de G♮ et la relation d’ordre ”être dans l’adhérence de” est isomrphe à
l’immeuble abstrait deD♮.
Démonstration:
On veut définir une application entre les facettes de~I♮ t celles de~I♮. On pose :
~ :
F (~I♮) → F (~I♮)
g. ~f 7→ g.(( ~f + ~f ♮0) ∩ ~A)
, pour toutg ∈ G♮ et ~f facette de~A♮.
Vérifions que~ est bien définie. Sig. ~f = h.~e dans~I♮, avecg, h ∈ G♮ et ~f , ~e ∈ F (~A♮), alors il existen ∈ N♮ tel que




~f + ~f ♮0. Soientn
′ ∈ N et z ∈ Z tels que
n = n′z, alors par définition de~ν♮, ~ν♮(n) = ~ν(n′)|~V♮ . D’où ~e+ ~f
♮
0 = ~ν(n).(
~f + ~f ♮0) dans
~I.
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Commeg−1hn′ = g−1hnz−1 ∈ P♮( ~f ).P( ~f + ~f ♮0), et comme, d’après (DDR 1) et (DDR 3.1),P
♮( ~f ) ⊂ P( ~f + ~f ♮0), on
prouve queg. ~f = h.~b dans~I.
Ainsi ~j est bien définie. Elle est clairementG♮-équivariante, son image est~I♮, et sa restriction àF (~A
♮
e) est un
isomorphisme de complexe de Coxeter surF (~A♮). Maintenant, le fait que tout couple de facettes de~I♮ st inclus dans
un appartement, qui est image de~A♮ par un élément deG♮, prouve l’injectivité. 
















0 est une partie de facette de
~I♮, mais son fixateur et ses facteurs unipotent et de Lévi sont ´egaux
aux fixateur, facteur unipotent et facteur de Lévi de cette fac tte.
Proposition 4.2.6. Soit ~f♮ une facette de~I♮, et ~f une facette de~I rencontrant~f♮. Alors :
– P♮( ~f♮) = P( ~f♮) ∩G♮ = P( ~f ) ∩G♮,
– U♮( ~f♮) = U( ~f ) ∩G♮ = U( ~f♮) ∩G♮,
– M♮
~A♮
( ~f♮) = M~A( ~f♮) ∩G
♮ = M~A( ~f ) ∩G
♮, si ~f♮ est dans l’appartement~A♮,
– T♮ = Z ∩G♮,
– pour tout a∈ φ♮, U♮a = Ua ∩G
♮.
Démonstration:
Par la proposition précédente,P♮( ~f♮) = FixG♮ ( ~f♮/ ~f
♮
0) = P(
~f♮ ∩ ~A)∩G♮ ⊂ P( ~f )∩G♮. De plus, sig ∈ G♮ ∩ P( ~f ), alors
g fixe une partie de la facette~f♮, et doncg fixe cette facette. D’où l’inclusionG♮ ∩ P( ~f ) ⊂ P♮( ~f♮).
Maintenant, on obtient directement, si~f♮ est dans~A♮, M
♮
~A♮
( ~f♮) = P♮( ~f♮) ∩ P♮(op~A♮ (
~f♮)) = G♮ ∩ P( ~f♮) ∩ P(op~A( ~f♮)) =
G♮ ∩ M~A( ~f♮) = G
♮ ∩ P( ~f ) ∩ P(op~A( ~f )) = G
♮ ∩ M~A( ~f ).
Ensuite,U♮( ~f♮) est le sous-groupe distingué deP♮( ~f♮) engendré par lesU
♮
a, a ∈ φ♮u( ~f♮). Chacun de cesU
♮
a est
bien inclus dansU( ~f♮) et dansU( ~f ), et P♮( ~f♮) ⊂ P( ~f♮) ∩ P( ~f ), doncU( ~f♮) et U( ~f ) sont normalisés parP♮( ~f♮). D’où
l’inclusion U♮( ~f♮) ⊂ U( ~f♮) ∩ U( ~f ) ∩G♮.
Une fois choisi un appartement contenant~f♮, les décompositions de LéviP♮( ~f♮) = M♮( ~f♮) ⋉ U♮( ~f♮) et P( ~f ) =
M( ~f ) ⋉ U( ~f ) permettent de prouverU( ~f ) ∩G♮ ⊂ U♮( ~f♮).
On a alorsU♮( ~f♮) = G♮ ∩U( ~f ) ⊂ G♮ ∩U( ~f♮). L’inclusion manquante est évidente carU( ~f♮) ⊂ U( ~f ), car ~f♮ contient
une partie de la facette~f .
Par le premier point, pour toute partie~Ω de ~A♮, P♮(~Ω) = P(~Ω) ∩G♮. En particulier, pour touta ∈ φ♮, P♮(~D(a)) =
P(~D(a))∩G♮ = (Z⋉Ua)∩G♮, comme on l’a vu dans le lemme 4.2.1. MaisP♮(~D(a)) admet par ailleurs la décomposition
de Lévi P♮(~D(a)) = T♮ ⋉ U♮a. Les inclusionsT♮ ⊂ Z et U
♮
a ⊂ Ua permettent alors de prouver queT♮ = Z ∩ G♮ et
U♮a = Ua ∩G♮. 
4.3 Descente de la valuation
On suppose désormais queQ vérifie (para 2.1+−)(sph).
Lemme 4.3.1.N♮ ⊂ N.Q(A♯).
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Preuve du lemme:Le groupeN♮ stabiliseA♯ par (DM 4). Et le groupeQ(A♯) est transitif sur les appartements conte-
nantA♯, par le corollaire 3.9.4, carA♯ contient des points sphériques positifs et négatifs, etQ vérifie (para 2.1+−)(sph).

On étudie maintenant l’action deG♮ surA, et on prouve queϕ♮ est une valuation pourD♮.
Commeo ∈ A♯, on peut identifier chaquea ∈ φ♮ à une forme affine surA♯ s’annulant eno, et on note pour tout
a ∈ φ♮ etλ ∈ R, D(a, λ) =
{
x ∈ A♯ | a(x) + λ ≥ 0
}
et M(a, λ) =
{
x ∈ A♯ | a(x) + λ = 0
}
.
Proposition 4.3.2. Pour tout a∈ φ♮, pour tout u∈ U♮a, FixA♯ (u) = D(a, ϕ
♮
a(u)), et l’action de n(u) surI induit sur A♯
une réflexion selon l’hyperplan M(a, ϕ♮a(u)).
La familleϕ♮ forme une valuation pourD♮.
Démonstration:
Soita ∈ φ♮, k ∈ R. Pour toutα ∈ φa, soitr ∈ R+∗ tel queα|~V♮ = r.a, alorsUα,rk = Uα(D(a, k)). Or
∏
α∈φa,red Uα(D(a, k))
est égal au groupeQ(D(a, k)) ∩ Ua, grâce à 3.7.10 carφa,red est une partie nilpotente de racines. Le fait qu’il s’agisse
d’un groupe prouve que c’estUa,k. DoncUa,k =
∏
α∈φa,red Uα(D(a, k)) = Ua ∩ Q(D(a, k)).
Soit u ∈ U♮a. Sachant que FixA(u) est une intersection de demi-appartements dirigés par des ~D(α), α ∈ φa (3.7.7),
on voit que FixA♯ (u) est un demi-espace dirigé par~D(a). La description qu’on vient d’obtenir desUa,k entraine alors
que FixA♯ (u) = D(a, ϕ
♮
a(u)).
Soit ~m♮ une cloison de~A♮ contenue dans ker(a). Comme~m♮ intersecte~Asph, il existe une facette~mde ~A, sphérique,
contenant un ouvert de~m♮. On noteD~m = (M~A(~m), (Uα, ϕα)α∈φm(~m)). Il s’agit d’une donnée radicielle valuée de type






a)a∈φ♮m(~m♮)), il s’agit d’une donnée radicielle de type fini. Avec la partie
d’immeubleI♯~m = I♯ ∩ I~m, ces deux données radicielles vérifient les hypothèses du théorème [BT72] 9.2.10. En
conclusion, la valuation (ϕα)α∈φm(~m) se descend à une valuation deD
♮
~m♮
, qui n’est autre (si on compare la définition de
[BT72] 9.1.6 à celle du présent texte) que (ϕ♮a)a∈φ♮m(~m♮). Ainsi, (ϕ
♮
a)a∈φ♮m(~m♮) est une valuation. Commeφ
♮m(~m♮) contient
au moinsa et−a, on obtient directement (V2.2) et (V5) pour la racinea.
Soientu′, u′′ ∈ U−a tels quen(u) = u′uu′′. Alors par (V5),ϕ−a(u′) = ϕ−a(u′′) = −ϕa(u). Doncu′ et u′′ fixent
D(−a,−ϕa(u)), etn(u) fixe M(u, ϕ
♮
a(u)).
Montrons quen(u) agit surA♯ comme une réflexion. Soient′ ∈ N et q ∈ Q(A♯) ⊂ Z tels quen(u) = n′.q. Alors
~ν♮(n(u)) = ~ν(n′)|~V♮ et c’est une réflexion dans~V
♮ (4.2.3, 1). Doncn′ induit une réflexion surA♯. Maisn(u) agit surA♯
commen′ carn(u)−1n′ ∈ Q(A♯). Doncn(u) induit bien surA♯ une réflexion selon l’hyperplanM(a, ϕ
♮
a(u)).
Il est maintenant facile de vérifier queϕ♮ est une valuation. On a déjà supposé (V 0) : il s’agit de (DV2). Le (V 1)
est clair, (V 2) découle du lemme 2.2.4, valide car~ν♮ et~ν♮ coı̈ncident. La condition (V 3) est facilement vérifiée grâce
à (DR 2) (D♮ est une donnée radicielle) et grâce à la caractérisation deϕ♮a(u) par les points fixes deu. Enfin (V 4) est
évident sur la définition deϕ♮. 
4.4 Descente de la famille de parahoriques
La dernière étape avant d’obtenir une masure bordée pourle groupeG♮ est de définir une famille de parahoriques
pour (D♮, ϕ♮). Pour commencer, on décrit une réalisationA♮ de l’appartement affineA♮ en utilisant la masure bordéeI.
Commeφ♮ est à base libre dans (~V♮)∗, on peut, quitte à remplacerϕ par une valuation équipollente, supposer que
ϕ♮ est spéciale, comme dans la partie 3.
On construit alors l’appartementA♮ comme dans 3.1 : il s’agit de l’ensembleA♮ des cônes dansA♯ dirigés par une
facette de~A♮, quotienté par la relationf ∼ g ⇔ f ∩g contient un scp def et deg. Pour une facette~f♮ de ~A♮, l’ensemble
des classes de cônes dirigés par~f♮ est appelé la façade de direction~f♮ et notéA♮ ~f♮ . Remarquons que pour toute facette
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~f de ~A contenant un ouvert de~f♮, la façadeA♮ ~f♮ est isomorphe àpr ~f (A♯) ou encore àA♯ ∩ A~f , on pourra noterpr ~f cet
isomorphisme, etpr ~f♮ sa réciproque. La façade principale estA♮ ~f ♮0
, où ~f ♮0 est la plus petite facette de~A♮.
Les murs, demi-appartements, facettes sont définis à partir de φ et deϕ comme dans 3.1. L’action deN♮ stabilise
A♯ et l’ensemble des facettes de~A♮, elle induit donc une action surA♮ par automorphismes.
Soit ~f♮ une facette de~A♮, soient (~fi)i∈I les facettes de~A qui contiennent un ouvert de~f♮, autrement dit les facettes




Q(pr ~fi (a)) ∩G
♮ .
Remarque:Si ~f♮ est sphérique, alors les~fi le sont aussi et en utilisant 3.9.2 puis (para 2.1)(~fi) pour chaquei, on
voit que tous lesQ(pr ~fi (a)) ∩ P
♮( ~f♮) sont égaux, de sorte queQ♮(a) est égal à n’importe lequel de ces groupes.
Lemme 4.4.1.Soit a∈ A♮, soit ~f♮ la direction de la façade de a, soient( ~fi)i∈I les facettes de~A contenant un ouvert de
~f♮, notons pour tout i∈ I ai = pr ~fi (a).
Alors




L’inclusion⊃ vient deN♮ ⊂ N.Q(A♯).
Réciproquement, soitg = nq ∈ G♮ ∩ stabN( ~f♮).Q({ai}i∈I ). Soitg = u♮n♮q♮ une écriture deg dans la décomposition
d’IwasawaG♮ = U♮( ~C♮).N♮.G♮(a), avec~C♮ une chambre dont l’adhérence contient~f♮.
Soit i ∈ I . Soit ~Ci une chambre de~A dont l’adhérence contient un ouvert de~C♮ et n−1 ~fi . Soientn′ ∈ N, z ∈ Q(A♯)
tels quen♮ = n′z. Alors pour touti ∈ I , g = e.n.q = u♮.n′.(zq♮) sont deux écritures deg dans la décomposition
d’IwasawaG = U( ~Ci).N.Q(ai). Par la proposition 3.7.6, applicable car~fi ⊂ n~Ci , n−1n′ ∈ N(ai). Au total, n−1n′ =
n−1n♮z−1 ∈ N({ai}i∈I ) d’où n ∈ n♮.Q({ai}i∈I ). Alors g = nq∈ n♮.Q({ai}) ∩G♮ ⊂ N♮.(Q({ai}i∈I ) ∩G♮) = N♮Q♮(a). 
Proposition 4.4.2. La famille Q♮ est une bonne famille de parahoriques pour(D♮, ϕ♮). Si Q vérifie (para2.1+)(sph),
alors Q♮ aussi.
Remarque:La condition (para 2.1+−)(sph) ne semble pas se descendre àQ♮, en tout cas pas de manière évidente.
Démonstration:
On fixe une facette~f♮ ∈ F (~A♮) et un pointx ∈ A♮ ~f♮ , on note (
~fi)i∈I l’ensemble des facettes de~A contenant un ouvert
de ~f♮, et pour touti ∈ I , on posexi = pr ~fi (x).
Pour touti ∈ I , on aU♮( ~f♮) ⊂ U( ~f♮) ⊂ U( ~fi), doncU♮( ~f♮) ⊂ Q♮(x). D’autre part, pour touti ∈ I , Q♮(x) ⊂ P( ~fi)∩G♮ =
P♮( ~fi) = P♮( ~f♮). D’où Q♮(x) ⊂ P♮( ~f♮), doncQ♮ vérifie (para 0.1).
Soit n ∈ N♮(x). Modulo un élémentz ∈ Q(A♯), qui fixe donc tous lesxi , on peut supposern ∈ N(x). Alors
il existe un représentantf♮ = y + ~f♮ de x inclus dansA♯, tel que f♮ ∩ n. f♮ contient un scp def♮. Autrement dit,
n ∈ N( ~f♮) et
−−−→
yn(y) ∈ Vect(~f♮). Ceci implique directementn ∈ N( ~fi) et
−−−→
yn(y) ∈ Vect(~fi) (car Vect(~f♮) = Vect(~fi)). D’où
n ∈ N(pr ~fi (y)) = N(xi). Ceci prouve (para 0.2).
Les deux conditions (para 0.3) et (para 0.4) sont claires, donc Q♮ est une famille de parahoriques.
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Soit~g♮ une facette sphérique de~f ∗♮ ∩
~A♮. Soitg ∈ Q♮(x)∩ P♮(~g♮). Soit~g une facette de~A contenant un ouvert de~g♮,
il existe i ∈ I tel que~fi ⊂ ~g, alorsg ∈ Q(xi) ∩ P(~g) ⊂ Q(pr~g(xi)) = Q(pr~g(pr~g♮(x))). D’où (para 2.1)(sph).
Montrons (parasph) : supposons~f♮ sphérique et montrons queQ♮(x) = P♮(x) = U♮( ~f ♮).N♮(x).G♮(φ♮m( ~f ♮), x). Soit
i ∈ I , alors ~fi est sphérique (proposition 4.2.3) et :
Q♮(x) = Q(xi) ∩ P♮( ~f♮)
= P(xi) ∩ P♮( ~f♮)
= U( ~fi) ⋊ (N(xi).G(φ
m( ~fi), x)) ∩ P
♮( ~f♮)







N(xi).G(φm( ~fi), x) ∩G♮
)
= U♮( ~f♮) ⋊
(
N(xi).G(φm( ~fi), x) ∩G♮
)
.
C’est la proposition 9.1.17 de [BT72], appliquée aux donn´ees radiciellesD ~fi etD
♮
~f♮
, et avecS♮ = T♮, qui indique alors
queN(xi).G(φm( ~fi), x) ∩ G♮ = N♮(xi).G♮(φ♮m( ~fi), x). CommeN♮(xi) ⊂ N♮(x) et φ♮m( ~fi) = φ♮m( ~f♮), on a bien obtenu
Q♮(x) ⊂ P♮(x).
Montrons (parain j) : soit n ∈ N♮ ∩ Q♮(a) = N♮ ∩ P( ~f♮) ∩ Q({ai}i∈I ). Soit a0 ∈ A♯ tel quea = [a0 + ~f♮],
alors n.a = [n.a0 + ~f♮]. De plus, pour uni ∈ I quelconque, le fait quen.ai = n.[a0 + ~fi ] = ai entraine que
−−−−−→
a0n(a0) ∈ Vect(~fi) = Vect(~f♮). Doncn.[a0 + ~f♮] = [a0 + ~f♮], autrement ditn ∈ N♮(a).
Il ne manque àQ♮ plus que (para 2.2)(sph) pour être une bonne famille de parahoriques. Soit donc~g♮ une facette
de ~f ∗
♮
∩ ~Asph et g ∈ N♮.Q♮(x) ∩ P(~g♮) = N♮( ~f♮).Q♮(x) ∩ P(~g♮). Soient (~gi)i∈I des facettes de~A contenant un ouvert de~g♮,
telles que pour touti ∈ I ~fi ⊂ ~gi .
Pour touti ∈ I , on ag ∈ N( ~f♮)Q(xi) ∩ P(~gi) ⊂ N( ~fi).Q(xi) ∩ P(~gi) = N( ~fi).Q({xi , pr~gi (xi)}). Donc par 3.9.3,
g ∈ P(~g♮) ∩
⋂
i∈I N( ~fi).Q({xi , pr~gi (xi)}) ⊂ N.Q({xi , pr~gi (xi)}i∈I ) ∩ P(~g♮) = N(~g♮).Q({xi , pr~gi (xi)}i∈I ). Si ~g est une facette
de ~A contenant un ouvert de~g♮ qui ne figure pas parmi les~gi, alorsQ({xi , pr~gi (xi)}i∈I ) ⊂ Q(pr~g(x) (voir la remarque
précédant le lemme). Alors comme de plusg ∈ G♮, on obtient par le lemmeg ∈ N♮(~g♮).Q♮(pr~g♮ (x)).
Supposons queQ satisfasse à (para 2.1+)(sph). Soit~g♮ ∈ ~f ∗♮ ∩
~A♮, soit g ∈ Q♮(a) ∩ P♮(~g♮). Alors pour touti,
g ∈ Q(ai) ∩ P(~gi) = Q(ai + ~gi). Ceci entraine bien queg ∈ Q♮(a+ ~g♮). 
4.5 Injection des façades
SoitI♮ = I(Q♮) la masure bordée pourG♮ qu’on vient d’obtenir. Le but de ce paragraphe est d’identifier certaines
façades deI♮ à des parties deI. Soit ~f♮ une facette de~A♮, soit ~f une facette de~A contenant un ouvert de~f♮. Comme on
l’a déjà dit, l’injectionA♮ ~f♮ →֒ A~f est bien définie par [a♯ +









[g, [a♯ + ~f♮]] 7→ [g, [a♯ + ~f ]]
est bien définie et G♮-équivariante.
Si ~f est sphérique, elle est de plus injective.
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Démonstration:Soientg, h ∈ G♮ et a, b ∈ A♮ ~f♮ tels que (g, a) ∼Q♮ (h, b). Soienta♯, b♯ ∈ A♯ tels quea = [a♯ +
~f♮] et
b = [b♯ + ~f♮], notons encorea′ = [a♯ + ~f ] et b′ = [b♯ + ~f ].
Soit n ∈ N♮ tel quen.a = b et g−1hn ∈ Q♮(a). Doncn.(a♯ + ~f♮) ∩ (b♯ + ~f♮) , ∅. Comme~f contient un ouvert de~f♮,
ceci entrainen.(a♯ + ~f ) ∩ (b♯ + ~f ) , ∅. Il existen′ ∈ N et z ∈ Q(A♯) tels quen = n′z, alorsn′.(a♯ + ~f ) = n.(a♯ + ~f ), et
nous venons de voir que ce cône est équivalent àb♯ + ~f . Ainsi, n′.a′ = b′.
De plusg−1hn′ = g−1hnz−1 ∈ Q♮(a).Q(a′) = Q(a′). Donc (g, a) ∼Q (h, b), et la fonctionj ~f♮ est bien définie. Elle est
clairement équivariante.
Gardant les notations précédentes, supposons maintenant ~f♮ sphérique et (g, a′) ∼Q (h, b′). Doncg−1h.b′ = a′ et
g−1h ∈ Q(a′).N ∩ P♮( ~f♮). CommeQ(a′) ⊂ P( ~f ), on a en faitg−1h ∈ Q(a′).N( ~f ). Mais N( ~f ) = N( ~f♮) d’où finalement
g−1h ∈
(
(Q(a′) ∩ P( ~f♮)).N( ~f♮)
)
∩ P♮( ~f♮). Soient (~fi)i∈I les facettes de~A contenant un ouvert de~f♮, et (ai)i∈I les projetés
dea dans les façadesA~fi . Comme les




~fi) = Q({ai}i∈I ). Alors le lemme 4.4.1 prouve queg−1h ∈ Q♮(a).N♮( ~f♮). Soitn ∈ N♮( ~f♮) tel queg−1h ∈ Q♮(a)n−1, il
reste à prouver quen.a = b. Sachant queQ♮(a) ⊂ Q(a′) etg−1h.b′ = a′, on a déjàn.a′ = b′. Doncn.(a♯+ ~f )∩(b♯+ ~f ) , ∅.
Donc
−−−−−→
n(a♯)b♯ ∈ Vect(~f ) ∩ ~V♮ = Vect(~f♮). Doncn.(a♯ + ~f♮) ∩ (b♯ + ~f♮) , ∅. 
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5 Le cas Kac-Moody
On adopte la définition de J. Tits pour les groupes de Kac-Moody, et on se réfère principalement à [Ré02].
5.1 Rappels et notations
5.1.1 Groupes de Kac-Moody d́eployés
Soit G un groupe de Kac-Moody déployé sur un corpsK, il s’agit donc d’un foncteur desK-algèbres vers les
groupes. Comme tout groupe de Kac-Moody,G vient avec une algèbre de Kac-Moodyg et une actionAd : G→ Aut(g)
appelée l’action adjointe.
Pour chaque tore maximalT, on noteT∗ son groupe de caractères etT∗ son groupe de cocaractères. On définit une
forme bilinéaire〈., .〉 : T∗ × T∗ → Z par〈χ, h〉 = n si χ ◦ h(k) = kn pour toutk ∈ K.
A chaque tore maximalT correspond un système de racinesφc(T) tel que l’algèbre de Kac-Moodyg(K) est graduée
parφc(T) ∪ {0}. On note toujours~V(T) l’espace vectoriel réel tel queφc(T) ⊂ ~V(T)∗, toute base deφc(T) est une base
de ~V(T). On note aussiQ(T) = Z.φc(T) le réseau des racines, il existe un morphisme deQ(T) dansT∗, notéα 7→ ᾱ,
qui s’étend à une application linéaire de~V(T)∗ dansT∗ ⊗ R.
Une racine est soit réelle, soit imaginaire, on noteφ(T) l’ensemble des racines réelles, etφim(T) celui des racines
imaginaires. L’ensembleφc(T) est appelé le système complet de racines. Dans la suite, ce sera le plus souventφ(T)
qui interviendra, ce qui explique qu’on ait choisi la notation la plus courte pour le désigner.
Il existe une base de Chevalley (ea)a∈φ⊔Im deg. Pour chaqueα ∈ φ, gα est de dimension 1 et la base contient un
élément notéeα degα \ {0}. Par contre pourα une racine imaginaire, ouα = 0, gα peut être de dimension supérieure,
et la base contiendra plusieurs élément degα. A chaque racine réelleα ∈ φ(T) correspond un sous-groupeUα deG,
isomorphe au groupe additif. Il existe un choix des isomorphismes (uα)α∈φ entre lesUα(K) et (K,+) tels que pour




n! ) ∈ Aut(g) (l’algèbre de Kac-Moodyg(K) vautK ⊗ gZ, oùgZ est une
Z-algèbre de Lie stable par lesad(eα)
n
n! , n ∈ N). Le toreT agit diagonalement, parAd(t).eα = ᾱ(t).eα.
Le groupeUα est normalisé parT, plus précisément, la formule suivante est vérifiée pour k ∈ K et t ∈ T(K) :
tuα(k)t−1 = uα(ᾱ(t).k)
On noteN(T) le normalisateur deT, il est engendré parT et les élémentsnα(k) := u−α(k−1)uα(k)u−α(k−1)
pour α ∈ φ et k ∈ K. On note égalementW(T) = N(T)/T le groupe de Weyl vectoriel relatif àT. La paire
(W(T), (nα(1).T)α∈π) forme un système de Coxeter pour toute baseΠ deφ.
Tout ceci entraine que la famille (G K), (Uα(K))α∈φ(T)) est une donnée radicielle génératrice.
Supposons maintenantK muni d’une valuation non trivialeω : K→ R ∪ {∞}. Comme on l’a déjà dit (proposition
2.2.3), la famille de fonctionϕ = (ϕα)α∈φ(T) définie par :
ϕα :
Uα(K) → R ∪ {∞}
uα(k) 7→ ω(k)
est une valuation de cette donnée radicielle.
Dans le cas d’un groupe de Kac-Moody, l’action deT surA(T) peut être décrite un peu plus directement que dans
le cas général d’une donnée radicielle (3.1.9).
Proposition 5.1.1. Soit T un tore maximal de G. Alors pour tout t∈ T, le vecteur~vt est l’unique vecteur de~V(T) tel
que :
∀α ∈ φ, α(~vt) = −ω(ᾱ(t)) .
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Démonstration:
Par la proposition 3.1.9, le vecteur~vt est caractérisé parα(~vt) = ϕα(u) − ϕα(tut−1), pour toutα ∈ φ et toutu ∈
Uα(K) \ {e}.
Soitα ∈ φ, et prenonsu = uα(1) (u , epuisqueu−1α (e) = 0). Alors :
α(~vt) = ϕα(uα(1))− ϕα(tuα(1)t−1)
= 0− ϕα(uα(ᾱ(t).1))
= −ω(ᾱ(t)).
Donc~vt vérifie les égalités annoncées. L’unicité de~vt st claire carφ engendre~V∗. 
Nous avons vu (3.8.6) que les familles minimale et maximale de parahoriqueP et P̄ sont fonctoriellement de
bonnes familles de parahoriques.
D’après [Rou10], il existe une bonne famille de parahoriquesQ pourD, qui vérifie en outre (para 2.1+)(sph) et
(paradec). En particulier, tous les résultats de 3 s’appliquent àQ.
5.1.2 Groupes de Kac-Moody presque d́eployés
Soit maintenant un groupe de Kac-MoodyG presque déployé sur un corpsK. On supposeG déployé sur la clôture
séparableKs deK. Il existe alors une extension galoisienne finieL deK, incluse dansKs qui déploieG. On fixe un
toreK-déployéTK. Il existe un tore maximalT K-défini contenantTK, et quitte à remplacerL par une autre extension
galoisienne un peu plus grande, on peut supposerT L-déployé.
Le groupeG(L) est tel que décrit au paragraphe précédent, et il admet une masure bordéeIL. On notera parfoisG
pourG(L), ~I pour~I(L) etI pourIL
On supposeK muni d’une valuation non trivialeω : K → R ∪∞ (en particulier,K est infini). SoitΓ = Gal (L|K).
On supposeK complet, ce qui entraı̂ne en particulier queω se prolonge de manière unique àKs, et donc àL, la valua-
tion obtenue est alors nécessairementΓ-s able.
Bertrand Rémy a décrit dans [Ré02] chapitres 11,12 un immeuble vectoriel, et sa donnée radicielle pourG(K).
Voici un résumé :
Le groupe de GaloisΓ agit par définition d’un groupe presque déployé surG(L) et sur son algèbre de lieg(L),
en vérifiantσ(Ad(g).x) = Ad(σg).σx pourg ∈ G et x ∈ g. Ceci définit une action deΓ sur ~IL, par automorphismes
d’immeubles, qui préserve les immeubles positif et négatif, mais qui ne préserve pas le type des facettes.On note
~I(K) = ~IΓ, on prouve qu’il s’agit d’un immeuble pourG(K).
Les appartements de~I(K), qu’on appellera lesK-appartements vectoriels, sont les parties maximales de~I(K) de
la forme ~E ∩ ~A(T) avec~E un sous-espace vectoriel de~V(T) rencontrant~Asph(T). Ils sont en bijection avec l’ensemble
des toresK-déployés maximaux deG(K). CommeΓ ne respecte pas les types, unK-appartement n’est généralement
pas une réunion de facettes de~I(L). Un appartement de~I(K) est toujours inclus dans un appartement de~I qui estΓ-
stable, ceci correspond à l’inclusion d’un toreK-déployé maximal dans un tore maximal défini surK. Réciproquement,
si Td ⊂ T est l’inclusion d’un tore déployé maximal dans un tore maxi al défini surK, alors~A(T) est un appartement
Γ-stable, dont le lieu des points fixes sousΓ est ~AK(Td). Le fixateur duK-appartement~AK(Td) est le centralisateur de
Td, notéZ(Td). Le fixateur de~AK(Td) dansG(K) est doncZ(Td)(K) = Z(Td)Γ. Le stabilisateur de~AK(Td) estN(Td), il
agit donc sur~AK via W(~AK) := N(Td)/Z(Td).
Soit ~AK unK-appartement vectoriel inclus dans un appartement vectoril ~A. Ses murs sont les~AK ∩ M pourM un
mur d’un appartement~A contenant~AK et tel que~AK ∩ M ∩ ~Asph , ∅ (cette dernière condition signifie que~AK ∩ M
est un murréel). Ces murs font de~AK un complexe de Coxeter, dont le groupe de Coxeter estW(~AK). Les facettes
de ~AK sont des réunions de parties de la forme~f Γ pour ~f une facette de~A Γ-stable. Une facette de~AK est sphérique
si et seulement si elle coupe~Asph (et donc contient une~f Γ, avec ~f une facette sphérique de~A). Les racines pour~AK
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sont lesα|~AK pourα ∈ φ(
~A) telle que ker(α) ∩ ~AK est un mur réel, autrement dit rencontre~Asph et n’est pas égal à~AK
(doncα|~AK , 0). L’ensemble des racines de
~AK notéφ(~AK) ou φ(Td) est un système de racines, pas forcément réduit
contrairement àφ(~A), et son groupe de Weyl estW(~AK). LesK-racines géométriques sont les demi-appartements de
~AK.
Pour touta ∈ φ(Td), on note, conformément à 4.1,φa =
{
α ∈ φ(T) | α|~AK ∈ R
+∗.a
}
et Ua = 〈 Uα 〉α ∈ φa. Le
sous-groupe radiciel associé àa est alorsUa(K). La familleDK := (G(K), (Ua(K))a∈φ(Td)) est une donnée radicielle
pourG(K) ([Ré02] 12.6.3). Il y a ici un petit conflit de notation puisque le groupe jouant le rôle deT pour la donnée
radicielleDK, c’est-à-dire
⋂
a NG(K)(Ua(K)), est en faitZ(Td)(K).
L’immeuble que définit cette donnée radicielle n’est pas exactement~I(K) = ~IΓ, cependant ce dernier en est tout
de même une bonne réalisation géométrique (voir [Ré02] 12.4.4 et 13.4.2). L’immeuble~I(K) correspond en fait à
l’immeuble~I♮ de la partie 4, et l’immeuble de la donnée radicielleDK correspond à~I♮.
Le cas d’un groupe de Kac-Moody presque déployé comporte une simplification notable par rapport à la situation
générale étudiée en 4 : pour toute facette sphérique~fK de ~AK, il n’existe qu’une seule facette de~A contenant un ouvert
de ~fK. En effet, dans le cas contraire il existerait un mur de~A coupant l’intérieur de~fK. Comme~fK est sphérique, ce
mur coupe~Asph∩ ~AK, et donc induit un mur de~AK coupant~fK, ce qui est impossible.
5.2 Action du groupe de Galois
On définit dans ce paragraphe une action du groupeΓ sur l’immeubleIL. On rapelle qu’on a fixé un toreK-déployé
maximalTK inclus dans un tore maximalK-défini etL-déployéT. Le toreT est doncΓ-stable, ce qui permettra de
définir une action deΓ sur l’appartementA(T). L’extension de cette action àI ne posera ensuite aucun problème.
5.2.1 Action deΓ sur A
Dans cette partie, on note~A = ~A(T), A = A(T), φ = φ(T), ~V = ~V(T). Le fait queT est défini surK implique que
~A estΓ-stable, et cette action deΓ sur ~A s’étend par linéarité à~V. De plusΓ permute les racines et les sous-groupes
radiciels relatifs àT, de manière compatible à son action sur l’algèbre de Lie.On a précisément, pourσ ∈ Γ etα ∈ φ :
σuα(k) = uσα(σ(k).kσα )




σU(α, λ) = U(σ(α), λ + ωσα )
oùωσα ∈ R vautω(k
σ
α ).
Par conséquent, on veut définir une action deΓ surA telle queσ envoieD(α, λ) surD(σ(α), λ + ωσα ). Cette action
doit être compatible avec l’action vectorielle deΓ sur~V, il ne reste donc qu’à déterminer l’image du pointo. Voici en
quelques mots la justification de la définition qui va suivre:
Nous voulonsσM(α, λ) = M(σα, λ + ωσα ), c’est-à-dire
{σx ∈ Y0 | α(x) + λ = 0} =
{
x ∈ Y0 | σα(x) + λ + ωσα = 0
}
Il faut donc queα(σ−1(x)) = (σα)(x) + ωσα , et ce pour toutα ∈ φ. Soit ~u ∈ ~V tel que x = o + ~u, alors
(σα)(x) = (σα)(~u) = α(σ−1(~u)). D’autre part, si nous définissons une action affine deσ sur A, dont la partie vec-
torielle coı̈ncide avec l’action déjà connue deσ sur ~V, nous auronsσ−1(x) = o+
−−−−−−→
oσ−1(o) + σ−1(~u), puisα(σ−1(x)) =
α(
−−−−−−→
oσ−1(o)) + α(σ−1(~u)). Finalement, il nous faut faire en sorte queα(
−−−−−−→
oσ−1(o)) = ωσα .
Lemme 5.2.1. Soitσ ∈ Γ, on noteωα = ωσα pour α ∈ φ. Soit S ⊂ W(T) un système générateur de réflexions, et
Π = (αs)s∈S ⊂ φ la base deφ correspondante. Soientα, β ∈ φ, s ∈ S tels queα = s.β = β− < αs, β > αs. Alors
ωα = ωβ− < αs, β > ωαs.
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Remarque:On rappelle que par définition,< α, β >= β(α∨).
Preuve du lemme:On note pourγ ∈ φ, kγ = kσγ , doncωγ = ω(kγ). On note égalementks = k
σ
αs
, et on reprend les
notations de [Ré02] chapitres 7 et 8.
Puisqueα = s.β, on aeα = ±s∗eβ = ±Ad(nαs(1)).eβ. (La notations
∗ désigne un automorphisme deg qui relève
l’élément du groupe de Weyls ∈ W(φ), en caractéristique nulle,s∗ = exp(adfs) exp(ades) exp(adfs)). Appliquantσ









= ± ± kβk
−<αs,β>
s eσ(s).σ(β)
= ± ± kβk
−<αs,β>
s eσα
D’où ωα = ωβ− < αs, β > ωαs. 




Alors d’après le lemme, on a aussiα(~vσ) = ωσ
−1
α pour touteα ∈ φ.
Définition 5.2.2. Pourσ ∈ Γ et~u ∈ ~V, on pose
σ(o+ ~u) = o+ ~vσ + σ(~u)
Proposition 5.2.3.La formule ci-avant s’étend à une action de groupe deΓ sur A, par isomorphismes d’appartements,
compatible avec celle de N(T) au sens où(σn).x = σ(n(σ−1.x)), et compatible avec l’action deΓ sur les sous-groupes
radiciels au sens oùσ.D(α, λ) = D(σα, µ) si σ.Uα,λ = Uσα,µ. L’ensemble de ses points fixes est l’adhérence d’un
sous-espace affine deÅ dirigé par~VΓ.
Démonstration:
Pour vérifier qu’il s’agit d’une action de groupe, on vérifie la condition de cocycle attendue sur lesωσα . Soientα ∈ φ,
σ, γ ∈ Γ, on calcule dans l’algèbre de Lieg :















σα, la deuxième égalité carΓ préserve la valuationω.
Maintenant, siγ, σ ∈ Γ, on a pour~u ∈ ~V, γ(σ(o+ ~u)) = o+~vγ + γ(~vσ) + γσ(~u). Par conséquent, il faut vérifier que
~vγσ = ~vγ + γ(~vσ).
Soitα ∈ φ, alorsα(~vγ+γ(~vσ)) = ω
γ−1










α(~vγσ). Comme~vγσ est l’unique vecteur de~V vérifiant cette relation pour toutα ∈ φ, on obtient bien~vγσ = ~vγ + γ(~vσ),
et l’action deΓ surA est bien une action de groupe.
Par construction,Γ agit par automorphismes affines et préserve l’ensemble des murs, cette action, a priorisur Å,
s’étend donc à une action surA par automorphismes d’appartements.
Montrons la compatibilité avec l’action deN. Pour commencer, un élément de la formenα(l), avecα ∈ φ et l ∈ L,
induit surA la réflexionr selon le murM(α, ω(l)). L’élémentσ(nα(l)) = nσα(σ(l)kσα ) induit alors la réflexion selon le
mur M(σα, ω(l) + ωσα ) = σ.M(α, ω(l)). C’est bien la conjugaison par l’action deσ de la réflexionr. CommeN est
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engendré par lesnα(l) et T, il reste à vérifier que (σt).x = σ(t(σ−1x)) pourt ∈ T.
Soit donct ∈ T, d’après 5.1.1,t agit surΓ par translation selon le vecteur~vt défini par
α(~vt) = −ω(ᾱ(t)), ∀α ∈ φ ⊂ ~V∗
Or pourα ∈ φ, α ◦ σ = σ−1.α est encore dansφ etσ−1.α = σ−1 ◦ ᾱ ◦ σ ∈ T∗ d’où :
α(σ~vt) = −ω(σ−1 ◦ ᾱ ◦ σ(t)) = −ω(ᾱ(σt)), ∀α ∈ T∗ ⊂ ~Y∗.
(la deuxième égalité car la valuationω estΓ-stable.)
Ceci entraine~vσt = σ(~vt) d’où la relation de compatibilité entre les actions det et deσ.
Enfin, commeΓ est fini, son action sur̊A fixe un point, disonso′. Dès lors,AΓ = o′ + ~VΓ. 
5.2.2 Action deΓ sur I
On dira qu’une familleQ de parahoriques surA(T) estΓ-stable si pour touta ∈ A(T) et toutσ ∈ Γ, σ.Q(a) =
Q(σa). Les familles minimale et maximale de parahoriques sont clairementΓ-stables, il en est de même de la famille
construite dans [Rou10].
Soit Q une bonne famille de parahoriquesΓ-stable, par définitionI(Q) = G × A(T)/ ∼, où ∼ est la relation
d’équivalence définie par (g, x) ∼ (h, y) ⇔ ∃n ∈ N(T) tq y = nx et g−1hn∈ Q(x). CommeN(T) estK-défini, l’action
deΓ surG × A(T) parσ.(g, x) = (σg, σx) passe au quotient et définit une action surI(Q), cette action stabiliseA(T)
et prolonge l’action définie précédemment.
Lemme 5.2.4.Le groupeΓ agit surI par automorphismes de masure bordée, c’est-à-dire qu’ilpréserve l’ensemble
des appartements deI et induit entre deux appartements un isomorphisme d’appartements.
De plus, pour tous x∈ I, g ∈ G, etσ ∈ Γ, σ(gx) = σ(g)σ(x). Pour tout tore maximal T′, σ(A(T′)) = A(σ(T′)).
Enfin, pour toute facette~f de~I, σ.I ~f = Iσ ~f .
Preuve du lemme:
SoitZ un appartement, soitg ∈ G tel queZ = g.A(T). AlorsσZ = σ(g).A(T), c’est donc un appartement, l’appartement
vectoriel lui correspondant estσ(g). ~A(T) = σ(g. ~A(T)) = σ(~Z). De plus, en notantσZ la restriction de l’action deσ à
Z, etσA(T) sa restriction àA(T), on aσZ = σ(g) ◦σA(T) ◦ g−1. Commeg−1, σ(g) etσA(T) induisent des isomorphismes
entre les appartements concernés,σZ est bien un isomorphisme d’appartements.
La relationσ(gx) = σ(g)σ(x) vient de la définition de l’action deΓ. Si T′ est un autre tore maximal, soitg ∈ G
tel queT′ = gTt−1, alorsA(T′) = g.A(T), d’où σ.A(T′) = σ(g).σ(A(T)) = σ(g).A(T) = A(σ(g)Tσ(g)−1). Mais
σ(g)Tσ(g)−1 = σ(gTg−1) = σ(T′).
Enfin, si ~f est une facette de~A, alorsI ~f = P(
~f ).A~f doncσ.I ~f = σ(P(
~f )).σ(A~f ) = P(σ
~f ).Aσ~f = Iσ~f . Le cas où
~f 1 ~A s’obtient par conjugaison par un élémentg ∈ G tel queg. ~f ⊂ ~A. 
En particulier, si dans un appartementZ y= x+Z ~v, alors dansσZ σ(y) = σ(x) +σZ σ(~v).
5.3 Action du normalisateur du tore déployé
Nous avons obtenu pour tout tore maximalK-défini etL-déployéT contenantTK une partieA(T)Γ stable par
N(T)(K) . Nous allons voir qu’on peut, au moins sous l’hypothèse qule corpsL est ”maximalement complet”,
trouver un autre espace affine dirigé par~AK qui soit stable parN(TK)(K), c’est-à-dire qui permette de vérifier (DM 4).
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Cette partie n’est pas utilisée dans la suite.
Soit ~fK une facette maximale de~AK, ~f une facette de~A contenant un ouvert de~fK. SoitJ := I ~f , c’est un immeuble
affine car~f est sphérique, c’est en fait l’immeuble de Bruhat-Tits du groupeM~A( ~f ) = FixG(~AK) = Z(TK).
Les groupesZ(TK) etΓ agissent surJ, etZ(TK)(K) préserve l’ensembleJΓ, qui contient le singletonpr ~f (A(T)
Γ).
Lemme 5.3.1.L’ensembleJΓ est une partie non vide, bornée et convexe deJ.
Preuve du lemme:L’immeubleJ est l’immeuble de Bruhat-Tits deZ(TK), c’est donc aussi l’immeuble du semi-
simplifié deZ(TK), c’est-à-dire deZ(TK)/Z(Z(TK)). CommeTK ⊂ Z(Z(TK)), etTK est un toreK-déployé maximal, ce
semi-simplifié n’a pas de toreK-déployé, il est anisotrope. Alors la proposition 5.2.1 de [Rou77] entraine queJΓ est
borné.
C’est une partie convexe carΓ agit surJ par automorphismes d’immeuble, et non vide car elle contient pr ~f (A(T)
Γ).

Remarque:Sans supposer que la valuation deK st discrète, il n’est en général pas clair que l’immeubldeZ(TK)
contienne un pointΓ-fixe (voir [BT84] 5.1.6). Ici, c’est le fait d’avoir choisiL de manière à assurer l’existence d’un
tore maximalL-déployé etK défini contenantTK qui a cette conséquence.
Proposition 5.3.2.Si l’immeubleJ est complet, il existe un sous-espace affine Y(K) d’un appartement A deI, stable
par N(TK)(K), fixe parΓ, dirigé parVect~A(~AK).
Remarque:L’immeubleJ est complet si et seulement siL est ”maximalement complet”, d’après [BT72] 7.5.4 et
7.5.5, ce qui est le cas par exemple dès que la valuation deL est discrète.
Démonstration:
Le produitZ(TK)(K) × Γ agit surJ en stabilisantJΓ. D’après le lemme et le fait queJ est complet, le théorème de
point fixe de Bruhat-Tits prouve l’existence d’un pointp ∈ JΓ fixe parZ(TK)(K). SoitT′ un tore maximal deZ(TK)
tel quep ∈ A(T′) ~f . SoitY = pr
−1
~f
(p) ∩ A(T′), il s’agit de l’adhérence d’un espace affine deA(T′) stable parN(TK)(K)
et parΓ, et dirigé par Vect~A(T′)( ~f ). AlorsΓ agit surY par automorphismes affines, avec des orbites finies, doncY admet
lui même un pointΓ-fixe p. Finalement,Y(K) := YΓ = p+ Vect~A(T′)( ~f
Γ) = p+ Vect~A(~AK) convient. 
On obtient de la sorte un espaceY(K) ⊂ IΓ sur lequel agitN(TK)(K). Cependant, on ne sait pas si il existe un
appartementA le contenant tel queA∩ IΓ = Y(K). Autrement dit, en modifiantY(K) pour satisfaire à (DM 4), on a
perdu la condition (DM2).
Pour résoudre cette difficulté, nous aurons besoin d’hypothèses sur le groupeG ou le corpsK, et nous devrons
choisir unI♯ plus petit queIΓ.
5.4 Descente
5.4.1 V́erification des premìeres conditions de descente
Proposition 5.4.1. Soit G un groupe de Kac-Moody presque déployé sur un corpsK, déployé sur une extension
galoisienneL. On noteDK etDL les données radicielles pour G(L) et G(K), correspondant à un tore maximalL-
déployé TL et un toreK-déployé maximal TK inclus dans TL. Alors le couple(DL,DK) vérifie les conditions (DSR),
(DDR) et (DIV).
SiK est muni d’une valuation non trivialeω, alors toute valuationϕL deDL associée comme en 2.2.3 vérifie (DV
2).
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Supposons de plus TL K-défini, soit QL une bonne famille de parahoriques vérifiant (para2.1+−)(sph) pour
(DL, ϕL), soitIL = I(QL), etΓ = Gal (L|M), qui agit donc surIL. Alors la donnée(DL, ϕL,DK,IΓL) satisfait aussi
aux conditions (DM 1), (DM 2).
Les conditions manquantes sont donc (DM 3) et (DM 4), ainsi que (DV 1), mais on peut toujours remplacerϕL par
une valuation équipollente pour satisfaire à cette dernière.
On rappelle que, contrairement à ce que les notations pourraient faire croire, le groupe jouant le rôle deT dans la
donnée radicielleDK est en faitZ(TK)(K), qui contient en général strictementTK.
De plus, on a pris~AK = ~AΓL, de manière à voir
~IK comme une partie de~IL. C’est donc en général un complexe de
Coxeter non essentiel, et ce n’est pas l’appartement obtenuabstraitement à partir deφ(Td).
Pour le reste, on notera avecK en indice tous les objets habituellement obtenus à partir d’une donnée radicielle.
Voici le dictionnaire entre les objetsK-rationels considérés ici et les objets de la partie 4 que l’on obtient :
– D = DL,D♮ = DK,
– G♮ = G(K), T♮ = Z(TK)(K), N♮ = N(TK)(K),
– φ♮ = φ(TK), U
♮
a = Ua,K pour touta ∈ φ(TK),
– ~V = ~V(TL), ~V♮ = Vect~V(TL)(
~AK),
– ~I♮ = ~I(K), ~A♮ = ~AK,
– ϕ = ϕL, ϕ♮ = ϕK,
– pour la deuxième partie de la proposition, on auraI♯ = IΓL, doncA♯ = Å(TL)
Γ.
Démonstration:On note~VL = ~V(TL), ~VK = Vect~VL(
~AK), AL = A(TL) etφK = φ(TK).
– (DSR) : On aφK =
{
α|~AK | α ∈ φ et ker(α) ∩
~ALsph, ∅
}
. Par [Ré02] 12.4.4, toutes les facettes de~IK coupent~I ;
par 12.6φK est à base libre ; enfin si~fK est une facette sphérique de~AK, alorsφmK(
~fK) est fini, mais pour tout
a ∈ φm
K
( ~fK), φmL (ker(a)) est aussi fini (cara est uneK-racine réelle), donc au finalφ
m
L ( ~fK) est fini, donc~fK coupe
au moins une facette sphérique.
– (DDR1) : Pour touta ∈ φK, on aUa,K =
〈 {
Uα,L | α ∈ φL etα|~VK ∈ {a, 2a}
} 〉Γ
. Ceci est clairement inclus dans le
groupeUa =
〈 {




– (DDR2) : Pour touta ∈ φK, si α ∈ φL est telle queα|~VK ∈ R
+∗.a, alorsα|~VK ∈ φK. CommeφK est un système de
racines, il ne peut y avoir plus de deux telsα|~VK .
– (DDR3) : Le groupeT♮ pour la donnée radicielleDK est en faitZ(TK)(K), avecZ(TK) le centralisateur du tore
déployé maximalTK, autrement dit le fixateur de~AK. Or le groupeZ défini dans 4.1 est précisément ce fixateur.
D’où l’inclusion Z(TK)(K) ⊂ Z(TK) = Z.
Pour touta ∈ φK, u ∈ UKa, n(u) stabilise~AK et donc normaliseZ. Il agit sur~AK comme une réflexion d’hyperplan
kera, d’où n(u)Uan(u)−1 = U−a etn(u)U−an(u)−1 = Ua.
– (DIV) : L’immeuble ~I(K) = ~IΓ est stable parG(K), et ~I(K) ∩ ~A = ~AK. D’où (DIV).
– (DV2) : Soit t ∈ TK(K), t induit surA une translation de vecteur~vt et t stabiliseAK donc~vt ∈ ~VK. Pour tout
a ∈ φK et k ∈ R, on atUa,kt−1 = Ua,k+a(~vt). Donc l’image deϕKa est stable par le groupeZ.a(~vt), et il nous faut
maintenant prouver qu’il existet ∈ TK(K) tel quea(~vt) , 0.
Le vecteur~vt est caractérisé par le fait que pour toutα ∈ φL, α(~vt) = −ω(ᾱ(t)) (proposition 5.1.1). En par-
ticulier, si α ∈ φL est telle queα|~VK = a, alorsa(~vt) = α(~vt) = −ω(ᾱ(t)) = −ω(ā(t)), car ā = ᾱ|TK . Mais
a(TK) ⊃ a(a∨(K∗)) = (K∗)2, car〈a, a∨〉 = 2, et le résultat découle de ce queω est une valuation non triviale sur
K, donc sur (K∗)2.
62




– (DM1) : La partieIΓ
L
est clairement stable parG(K). Soit ~f une facette sphérique. SiIΓ
~f
= ∅, alors il s’agit bien




– (DM2) : Conséquence de 5.2.3.

Dans toute la suite, on fixe une bonne famille de parahoriquesQ pourDL.
5.4.2 Corps intermédiaire
SoitTK un toreK-déployé maximal. On suppose désormais qu’il existe uneext nsion galoisienneM modérément
ramifiée deK, incluse dansL, telle que le groupe réductifZ(TK) soit quasi-déployé surM. Ceci est par exemple le cas
dès que la valuation deK est discrète et que son corps résiduel est parfait.
Il existe alors un sous-groupe de BorelBM du groupe réductifZ(TK) défini surM. Ce Borel contient un tore
maximalTL défini surM. CommeTK ⊂ Z(BM), TL contientTK. Soit TM la partieM-déployée deTL, c’est-à-dire
le groupe engendré par les image des cocaractères deTL fixes parΓM := Gal (L|M). Cette partie contient encoreTK
puisque tout cocaractère deTK est un cocaractère deTL fixe parΓM.
Prouvons queTL = ZZ(TK)(TM). A priori, ZZ(TK)(TM) est le sous-groupe de Lévi deZ(TK) engendré parTL et par
les groupes radicielsUα pourα ∈ φ(TL) tels queα(TM) = {1} (cette condition entraine automatiquementα ∈ φm(TK),
doncUα ⊂ Z(TK)).
Le système de racines deZ(TK) par rapport au tore maximalTL estφm(TK), où φ = φ(TL) est le système de
racines pourG par rapport àTL. SoitΠ la base deφm(TK) correspondant àBM, etΠ∨ sa base duale. CommeBM est




Soit maintenantα ∈ φm(TK) tel queα(TM) = {1}. Alors α s’annule sur tout cocaractère deTM, donc pour toute




ρ∈O 〈 α, ρ 〉 = 0. CommeO ⊂ Π
∨, tous les〈 α, ρ 〉 sont de même signe, donc
finalement, ils sont tous nuls. Au total,α s’annule sur tous les élément deΠ∨, ceci est impossible. Il n’existe donc pas
de racineα ∈ φm(TK) s’annulant surTM. DoncZZ(TK)(TM) = TM.
Vérifions queTM est un toreM-déployé maximal. SiT est un toreM-déployé contenantTM, alorsT ⊂ Z(TM) = TL.
Si ρ est un cocaratère deT, commeT estM-déployé,ρ estΓM-fixe. Donc par définition deTM, son image est dansTM.
On prouve ainsi queT ⊂ TM.
Maintenant, le fait queTK ⊂ TM entraine queZZ(TK)(TM) = ZG(TM), donc finalementZG(TM) = TL, et le groupeG
est lui aussi quasi-déployé surM.
On a finalement trois toresTK ⊂ TM ⊂ TL. Le premier estK-déployé maximal, le second estM-déployé maximal,
le troisième est maximal (etL-déployé), etM-défini. De plus l’extension de corpsK ⊂ M est modérément ramifiée, et
G est quasi-déployé surM.
On a déjà introduitΓM = Gal (L|M), on notera de plusΓK = Gal (M|K). Le groupeΓM est distingué dansΓ et
ΓK ≃ Γ/ΓM. SoientAL = A(TL), ~AL = ~A(TL), ~AM = ~A(TM) ⊂ ~AL et ~AK = ~A(TK) ⊂ ~AM. CommeTL estM-défini, le
groupeΓM agit surAL, et l’ensembleAM = A
ΓM
L
est l’adhérence d’un espace affine sous~AM.
Remarque:On ne peut définir un espaceAK aussi simplement, il faudra attendre 5.4.4.
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5.4.3 Descente quasi-d́eployée
On commence par appliquer la partie 4 aux données radiciellesDM etDL. D’après la proposition 5.4.1, toutes les
conditions de descente sauf (DM 3) et (DM 4) sont vérifiées,n prenantIΓM
L
pour jouer le rôle deI♮, et en remplaçant
ϕ par une valuation équipollente basée en un point deAM.
Nous avons vu queG est quasi-déployé surM, c’est-à-dire que nous avons trouvé un toreM-déployé maximalTM
tel queTL = Z(TM) est un tore maximal deG. Le toreTL est doncM-défini, et c’est l’unique tore maximal contenant
TM.
On a N(TM) ⊂ N(TL).Z(TM) = N(TL), d’où N(TM)(M) ⊂ N(TL)(M). Comme la partieAM = A(TL)ΓM est en
général stable parN(TL)(M), elle l’est ici aussi parN(TM)(M), ainsi la condition (DM 4) est-elle vérifiée.
Concernant (DM 3), soit~CM une chambre de~AM et ~C une chambre de~AL rencontrant~CM. Soit x ∈ AM et F la
facette deAL contenantGerm x(x+ ~C). C’est une chambre deI qui coupeAM et doncI
ΓM . Pour toute facette sphérique
~f ∈ F (~AL), la facette contenantpr ~f (F) coupeA♯, est une chambre deI ~f et donc n’est incluse dans aucune autre
facette deI ~f .
On obtient donc par la partie 4 une valuationϕM de la donnée radicielleDM, un appartementAM = AM(TM), une
bonne famille de parahoriquesQM vérifiant (para 2.1+)(sph), puis une masure bordéeIM = I(QM) pourG(M).
On noteraJM = G(M).AM ⊂ IΓM , c’est l’analogue des ”points invariants ordinaires” de [Rou77] 2.4.13. Par la
proposition 4.5.1, pour toute facette sphérique~fM de~IM, la façadeIM ~fM deIM s’identifie àJM∩ I ~f , où
~f est l’unique
facette de~I contenant un ouvert de~fM (voir la remarque à la fin de 5.1.2).
Soit σ ∈ Γ, alorsσ.TM est un autre toreM-déployé maximal deG, donc il existeg ∈ G(M) tel queσ.TM =
g.TM.g−1. Montrons queσ.AM = g.AM.
Pour commencer,σ.AM = σ.(A
ΓM
L
) = (σAL)ΓM . En effet, si x ∈ A
ΓM
L
, alorsσ.x ∈ σ.AL, et pour toutγ ∈ ΓM,
γ.σ.x = σσ−1γσx = σx carσ−1γσ ∈ ΓM. Doncσ.(A
ΓM
L
) ⊂ (σAL)ΓM , l’autre inclusion est semblable.
Doncσ.AM = (σAL)ΓM = AL(σTL)ΓM . Maisσ.TL = gTLg−1 car c’est l’unique tore maximal contenantσTM. Donc
σ.AM = (g.AL)ΓM = g.A
ΓM
L
= g.AM carg estΓM-fixe.
Ceci prouve queJM est stable parΓ.
5.4.4 Descente mod́erément ramifiée
On étudie maintenant le groupeG(K). On va utiliser les résultats de la partie 4, appliqués aux données radicielles
DL etDK, le travail surDM de la partie précédente servira à définir une partieI♯K deIL, et à prouver les conditions
(DM x).
On a vu queΓ agit surJM, on peut donc poserI♯K = JΓM = J
ΓK
M
. La masure bordéeIL admet des pointsΓ-fixes car
G contient des tores maximauxL-déployés etK-définis. DoncIΓ
L





soit non vide. Nous serons en fait obligés de le supposer, mais c’est une hypothèse qui, tout comme l’hypothèse sur
l’existence de l’extensionM, est vérifiée dès que la valuation deK est discrète. C’est en fait l’analogue de la condition
(DE) de [BT84] 5.1.5.
Proposition 5.4.2.On suppose que la famille Q vérifie (para2.1+−)(sph), et que l’immeuble de Bruhat-TitsIM(Z(TK))
du groupe réductif Z(TK) sur le corpsM admet un pointΓ-fixe.
Alors il existe un tore maximal T tel que les conditions de descente de la partie 4 sont vérifiées pour les données
radiciellesDL(T) etDK(TK), et pour la partieI♯K deIL.
Comme pour 5.3.2, par le théorème de point fixe de Bruhat,IM(Z(TK))Γ est non vide dès que l’immeubleIM(Z(TK))
est complet, et ceci est vrai dès que la valuation deK est discrète.
Démonstration:
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Pour toute facette sphérique~f de ~IL, I♯K ∩ IL, ~f est vide si
~f ∩ ~IM = ∅. Sinon, il s’agit de l’ensemble des points
Γ-fixes dans la façadeI
M ~fM
où ~fM est une facette de~IM contenant~f ΓM . Cette façade est un immeuble, etΓ y agit par
automorphismes, doncIΓ
M ~fM
est une partie convexe. Ainsi (DM 1) est vérifié, pour la partie d’immeubleI♯K.
La proposition 5.4.1 prouve encore les conditions (DSR), (DDR), (DIV), et (DV 2), pour n’importe quel tore maxi-
malT contenantTK et pour n’importe quelle valuation deDL(T). Il reste à voir (DM 2, 3 et 4) ainsi que (DV 1).
Le fait que l’extensionK ⊂ M soit modérément ramifiée entraine que le lieuIM(Z(TK))ΓK des pointsΓK-fixes de
l’immeubleIM(Z(TK)) de Z(TK) sur le corpsM est de diamètre nul. En eff t le groupeZ(TK), ou plutôt son semi-
simplifiéZ(TK)/Z(Z(TK)) estK-anisotrope, donc sachant que le degré de sauvageries(M|K) est nul, c’est la proposition
5.2.1 de [Rou77]. Comme nous avons supposé qu’il est non vide, il s’agit d’un singleton{p}, et le pointp est donc fixé
parZ(TK)(K).
Le groupeZ(TK) est le fixateur dansG duK-appartement~AK. Pour toute chambre~fK de ~AK, on notera~f la facette
de ~A contenant un ouvert de~fK. La facette~f est sphérique, et l’immeubleI(Z(TK)) est isomorphe àI ~f , la façade de
I = IL(G) de type~f . L’immeubleM-rationnelIM(Z(TK)) est alors isomorphe àI ~f ∩ JM, par la proposition 4.5.1.
Cet immeuble est inclus dansIΓM , de sorte que l’action deΓ y coı̈ncide avec celle deΓK.
On notep~f l’unique pointΓ-fixe deI ~f ∩ JM. SoitE l’ensemble des points deJM ainsi obtenus pour toutes les
chambres de~AK. L’ensembleE est donc fixé parZ(TK)(K), et stabilisé parN(TK)(K).
Il existe z ∈ Z(TK)(M) tel que le pointΓ-fixe deIM(Z(TK)) est dans l’appartement correspondant au toreT :=
zTLz−1. Soit Z = A(T) = z.AL. Alors ZΓM est inclus dansJM et contientE. Notons que commez ∈ Z(TK), ~AK ⊂ ~Z.
Nous allons montrer queZ∩I♯K est l’adhérence d’un espace affine dirigé par Vect(~AK), et qu’il est stable parN(TK)(K).
CommeE est constitué de points sphériques des deux signes, ClZ(E) est en fait indépendant de l’appartement le
contenant considéré (corollaire 3.9.5). En conséquence, cet enclos est stable parΓ et parN(TK)(K). Il s’agit d’une
partie convexe deZ, donc l’action deΓ fixe un pointx ∈ Z̊ ∩ Cl(E). Soit σ ∈ Γ. Par le corollaire 3.9.5, il existe
g ∈ Q(Cl(E)) tel queσ.Z = g.Z. Alors g−1σ est un automorphisme deZ qui fixeE, donc sa partie vectorielle fixe~AK.
Il fixe de plusx, et ceci entraine qu’il fixex+ Vect(~AK). Commeg fixe Cl(E) qui contientx+ Vect(~AK), on voit queσ
fixe x+ Vect(~AK). Finalement,x+ Vect(~AK) ⊂ ZΓ. CommeZΓ ⊂ ZΓM ⊂ JM, on obtientx+ Vect(~AK) ⊂ Z ∩ I♯K.
Réciproquement, soity ∈ Z ∩ I♯K, montrons quey ∈ x+ Vect(~AK). Supposons dans un premier tempsy ∈ Z̊. Soit
~f une facette de~Z contenant un ouvert d’une chambre de~AK. Le pointpr ~f (y) estΓ-fixe, et commey ∈ JM, c’est un
point deI ~f ∩ JM, c’est doncp~f . Ceci et le résultat similaire pour−
~f prouve déjà quey ∈ Cl(E). Ensuite, comme
x et y ont la même projection surI ~f , quitte à déplacery selon Vect(~AK), on peut supposery ∈ x +
~f . Soit~v ∈ ~f tel
quey = x +Z ~v. Alors pour toutσ ∈ Γ, y = σ(y) = σ(x) +σZ σ(~v) = x +σZ σ(~v). Comme au paragraphe précédent,
soit q ∈ Q(Cl(E)) tel queσ.Z = q.Z. Alors q−1σ.y = y (cary ∈ Cl(E)) d’où, dansZ, x +Z ~v = x +Z q−1σ(~v), donc
~v = q−1σ(~v), et commeq fixe ~f , ~v = σ(~v).
Ainsi,~v ∈ ~f Γ ⊂ ~AK, ety ∈ x+Vect(~AK). De la même manière, on obtient pour toute façadeZ~g t lle que~g∩ ~AK , ∅,
Z~g ∩ I♯K = pr~g(x) + Vect(~AK).
Ainsi, Z ∩ I♯K est l’adhérence d’un espace affine sous Vect(~AK). On le noteZK, son intérieur jouera le rôle duA♯
de la partie 4.
La condition (DM 2) est donc vérifiée pour l’appartementZ (c’est-à-dire le tore maximalT ou la donnée radicielle
DL(T)). De plus nous avons vu queZK ⊂ Cl(E) doncZK = Cl(E) ∩ I♯K, et comme ces deux ensembles sont stabilisés
parN(TK)(K), ZK aussi, d’où (DM 4).
Étudions (DM 3). Soit~g une facette sphérique de~Z coupant~AK. SoitF = Germ x(x+ ~F) une facette deZ~g coupant
ZK de dimension maximale, doncF contient un ouvert deZK ∩ Z~g, et il existe une facette~f de ~Z ∩ ~g∗ contenant un
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ouvert de~AK telle que~F = ~f /Vect(~g) (ou plutôt ~F = ( ~f + Vect(~g)).Vect(~g). Supposons qu’il existe une autre facette
F′ deI~g rencontrantI♯K et telle queF ⊂ F̄′. Il existe un appartementB~g deI~g contenantF′ et tel que~f ⊂ ~B~g. Soient
x ∈ F′ ∩ I♯K et y ∈ F ∩ I♯K. Alors pr ~f (x) tout commepr ~f (y) sont deux pointsΓ-fixes dansJM ∩ I ~f : ils sont égaux.
Donc x ∈ y+ Vect~B~g(
~f ) = AffB~g(F). Mais x ∈ F
′ et F′ ∩ Aff(F) = ∅ : on obtient une contradiction, et il n’existe pas
de telle facetteF′.
Enfin, soitϕ une valuation deDL(T) basée en un pointo ∈ ZK, elle vérifie immédiatement (DV 1).

5.5 Conclusion
Résumons les résultats précédents. SoitG un groupe de Kac-Moody presque déployé sur un corps valuéK, d ployé
sur la clôture séparable deK. SoitTK un toreK-déployé maximal, il existe une extension galoisienneL d K qui déploie
G et telle qu’il existe des tore maximauxL-déployés contenantTK.
Pour tout tel toreT, la famille de parahoriquesQ définie dans [Rou10] est une bonne famille de parahoriques
pourDL(T), et elle vérifie en outre (para 2.1+)(sph). Alors la proposition 5.4.1 s’applique, permettantde vérifier les
conditions de descente (DSR), (DDR) et (DIV), ainsi que (DV 2) pour toute valuation surDL(T).
Si de plus la valuation deK est discrète, et le corps résiduel parfait, alors il existune extension intermédiaire
M ⊂ L telle queG est quasi-déployé surM et telle que l’extensionK ⊂ M est non ramifiée. Ceci permet la définition
de la partieI♯K = JM ∩ IΓ. L’hypothèse de discrétion de la valuation deK permet également d’appliquer la proposi-
tion 5.4.2, prouvant que la partieI♯K vérifie les conditions (DM). La condition (DV 1) est obtenued` s qu’on choisit
une valuation basée en un point deI♯K , alors toutes les conditions de descente de la partie 4 sont vérifiées.
On obtient donc une valuation pour la donnée radicielleDK, puis un appartement, une bonne famille de para-
horiques vérifiant (para 2.1+)(sph), et enfin une masure bordée. On sait en outre que les façades sphériques de cette
masure bordée sont incluses dans des façades sphériquesde la masure bordéeIL pourDL.
Théorème 5.5.1.Soit G un groupe de Kac-Moody presque déployé sur un corpsK, déployé sur la clôture séparable
deK. On supposeK muni d’une valuation réelle discrète non triviale, telleque son corps résiduel soit parfait.
Alors il existe une masure bordéeIK pour G(K), qui provient d’une valuationϕK et d’une bonne famille de pa-
rahoriques QK vérifiant (para2.1+)(sph). Pour toute facette sphérique~fK de ~I(K), la façadeIK, ~fK s’injecte dans la
façadeI
L, ~f , de la masure bordéeIL pour G(L), où
~f est la facette de~I(L) contenant un ouvert de~fK.
Remarque:Les hypothèses sur le corpsK (valuation discrète et corps résiduel parfait) intervienn nt pour résoudre
deux difficultés : pour assurer l’existence d’une extensionM on ramifiée deK qui quasi-déploie le groupe réductif
Z(TK), puis pour assurer l’existence d’un pointΓ-fixe dans l’immeuble de ce dernier. Ces deux difficultés ne font inter-
venir qu’un groupe réductif, et sont rencontrées de la même manière dans [BT84]. Ainsi, si on veut affiner le résultat
précédent en affaiblissant les hypothèses sur le corpsK, ceci devrait être possible de la même manière que dans [BT84].
5.6 Questions
Signalons finalement deux points qui restent non résolus.
En premier lieu, on ne sait pas s’il existe en général, pourt te donnée radicielle valuée, une bonne famille de
parahoriques. Nous ne disposons a priori que de la famille minimale de parahoriques; même la définition de la famille
maximale n’est possible que si l’on suppose l’existence d’au moins une bonne famille. Ce n’est que dans le cas d’une
donnée radicielle valuée venant d’un groupe de Kac-Moodyque l’on sait, grâce à [Rou10] que la famille minimale est
66
bonne, et qu’il existe en outre une bonne famille vérifiant en plus (para 2.1+).
Par ailleurs, pour construire la masure bordée d’un groupede Kac-Moody presque déployé, on définit un apparte-
ment, puis une famille de parahoriques, puis on applique la construction générale. Il n’est alors pas clair que la masure
obtenue s’injecte (ou au moins que chacune de ses façades s’inj cte) dans la masure du groupe déployé. On a seule-
ment prouvé que ses façades sphériques s’injectent dansdes façades sphériques de la masure du groupe déployé, et il
est facile d’en déduire l’existence d’un plongement pour les immeubles microaffines deG(K).
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Références
[AB08] Peter Abramenko and Kenneth S. Brown.Buildings, theory and applications. Springer, 2008.
[Abr96] Peter Abramenko.Twin buildings and applications to S-arithmetic groups. Number 1641 in Lecture notes
in mathematics. Springer, 1996.
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[GR08] Stéphane Gaussent and Guy Rousseau. Kac-Moody groups, hovels and Littelman paths.Annales de l’Institut
Joseph Fourier, 58 :2605–2657, 2008.
[Rou77] Guy Rousseau.Immeubles des groupes réductifs sur les corps locaux. thèse d’état, Université Paris sud,
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