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ISOMORPHISMES DE GRAPHES EN TEMPS QUASI-POLYNOMIAL
[d’apre`s Babai et Luks, Weisfeiler-Leman, . . .]
par Harald Andre´s HELFGOTT
Re´sume´ : Soient donne´s deux graphes Γ1, Γ2 a` n sommets. Sont-ils isomorphes ? S’ils le
sont, l’ensemble des isomorphismes de Γ1 a` Γ2 peut eˆtre identifie´ avec une classe H · π
du groupe syme´trique sur n e´le´ments. Comment trouver π et des ge´ne´rateurs de H ?
Le de´fi de donner un algorithme toujours efficace en re´ponse a` ces questions est
reste´ longtemps ouvert. Babai a re´cemment montre´ comment re´soudre ces questions
– et d’autres qui y sont lie´es – en temps quasi-polynomial, c’est-a`-dire en temps
exp
(
O(logn)O(1)
)
. Sa strate´gie est base´e en partie sur l’algorithme de Luks (1980/82),
qui a re´solu le cas de graphes de degre´ borne´.
1. INTRODUCTION
Soient x, y deux chaˆınes de caracte`res, a` savoir, deux applications Ω → Σ, ou` Σ
(l’alphabet) et Ω (le domaine) sont des ensembles finis. Tout groupe de permutations (1)
G < Sym(Ω) agit sur l’ensemble ΣΩ des chaˆınes de domaine Ω sur un alphabet Σ. Pour
nous, de´crire un groupe G, ou eˆtre donne´ un groupe G, voudra toujours dire « donner,
voire eˆtre donne´, un ensemble de ge´ne´rateurs de G » ; de´crire une classe Hπ voudra
dire « donner un e´le´ment π de la classe et un ensemble de ge´ne´rateurs de H ».
Le proble`me de l’isomorphisme de chaıˆnes consiste a` de´terminer, e´tant donne´s x, y et
G, s’il y a au moins un e´le´ment π de G qui envoie x sur y, et, si de tels e´le´ments (isomor-
phismes) existent, a` les de´crire. Il est clair que l’ensemble des isomorphismes IsoG(x,y)
forme une classe AutG(x)π du groupe AutG(x) d’automorphismes de x dans G, c’est-
a`-dire du groupe consistant dans les e´le´ments de G qui envoient x sur lui-meˆme.
Le de´fi consiste a` donner un algorithme qui re´solve le proble`me en temps polynomial
en la taille n = |Ω| de Ω, voire en temps raisonnable. Par exemple, le temps employe´
pourrait eˆtre quasi-polynomial en n, ce qui veut dire exp
(
O(logn)O(1)
)
. Ici, comme
toujours, O(f(n)) de´signe une quantite´ borne´e par C · f(n), pour n assez grand et
C > 0 une constante, et Oǫ indique que la constante C de´pend de ǫ.
Une grande partie de la motivation pour le proble`me de l’isomorphisme de chaˆınes
vient du fait que le proble`me de l’isomorphisme de graphes se re´duit a` lui. Ce proble`me
1. Pour nous, G < S (ou S > G) veut dire « G est un sous-groupe de S, pas forcement propre. »
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consiste a` de´terminer si deux graphes finis Γ1 et Γ2 sont isomorphes, et, s’ils le sont,
a` de´crire la classe de leurs isomorphismes. (Un isomorphisme π : Γ1 → Γ2 est une
bijection π de l’ensemble de sommets de Γ1 vers celui de Γ2 telle que π(Γ1) = Γ2.) Une
solution permettrait, par exemple, de trouver une mole´cule dans une base de donne´es.
Le proble`me de l’isomorphisme de graphes se re´duit en temps polynomial au proble`me
de l’isomorphisme de chaˆınes, de la fac¸on suivante. Supposons sans perte de ge´ne´ralite´
que Γ1 et Γ2 ont le meˆme ensemble de sommets V . Alors, nous pouvons de´finir Ω
comme l’ensemble des paires d’e´le´ments de V (ordonne´s ou non ordonne´s, suivant que
nos graphes sont oriente´s ou pas). La chaˆıne xi, i = 1, 2, est de´finie comme suit : pour
la paire a = {v1, v2} (ou a = (v1, v2), si nos graphes sont oriente´s), la valeur de xi(a)
est 1 s’il y a une areˆte entre v1 et v2 en Γ1, et 0 dans le cas contraire. Soit G l’image de
l’homomorphisme ι : Sym(V ) → Sym(Ω) de´finie par σι({v1, v2}) = {σ(v1), σ(v2)}, ou`
σι = ι(σ). Alors ι induit une bijection entre la classe des isomorphismes de Γ1 a` Γ2 et
la classe IsoG(x1,x2).
The´ore`me 1.1 (Babai). — Le proble`me de l’isomorphisme de chaıˆnes Ω→ Σ peut eˆtre
re´solu en temps quasi-polynomial en le nombre d’e´le´ments du domaine Ω.
En novembre 2015, Babai a annonce´ une solution en temps quasipolynomial, avec
un algorithme explicite. La pre´paration de cet expose´ m’a conduit a` trouver une erreur
non triviale dans l’analyse du temps, mais Babai a re´ussi a` le re´parer en simplifiant
l’algorithme. La preuve est maintenant correcte.
Corollaire 1.2 (Babai). — Le proble`me de l’isomorphisme de graphes peut eˆtre re´solu
en temps quasi-polynomial en le nombre de sommets.
Notre re´fe´rence principale sera [Ba] ; nous nous servirons aussi de la version courte
[Ba2]. Nous essayerons d’examiner la preuve de la fac¸on la plus de´taille´e possible dans
un expose´ de ce format, en partie pour aider a` e´liminer tout doute qui pourrait rester
sur la forme actuelle du re´sultat.
La meilleure borne ge´ne´rale connue ante´rieurement pour le temps requis par le
proble`me de l’isomorphisme de graphes, due a` Luks [BKL], e´tait exp(O(
√
n logn)),
* * *
L’usage de la canonicite´ joue un roˆle crucial dans la strate´gie de Babai. Comme
dans la the´orie de cate´gories, voire dans l’usage courant, un choix est canonique s’il est
fonctoriel. La situation typique pour nous sera la suivante : un groupe G < Sym(Ω)
agit sur Ω, et donc sur ΣΩ ; il agit aussi sur un autre ensemble S, et donc aussi sur
les applications S → C , ou` C est un ensemble fini. Une application S → C s’appelle
un coloriage ; l’ensemble C s’appelle l’ensemble de couleurs. Un choix canonique (en
relation a` G) d’un coloriage de Ω pour chaque chaˆıne x ∈ ΣΩ est une application qui
va de ΣΩ aux coloriages et qui commute avec l’action de G.
En particulier, un choix canonique peut eˆtre un outil pour de´tecter des non-
isomorphismes : si les coloriages C(x) et C(y) induits canoniquement par x et y
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ne sont pas isomorphes l’un a` l’autre – par exemple, s’ils ont un nombre diffe´rent
d’e´le´ments vermeils – alors x et y ne sont pas isomorphes l’un a` l’autre. Meˆme quand il
y a des isomorphismes dans G qui envoient C(x) sur C(y), la classe IsoG(C(x), C(y))
de tels isomorphismes sert a` de´limiter la classe d’isomorphismes IsoG(x,y) de x a` y,
puisque cette dernie`re est force´ment un sous-ensemble de IsoG(C(x), C(y)).
La preuve assimile aussi plusieurs ide´es de´veloppe´es lors d’approches ante´rieures au
proble`me. La premie`re e´tape de la proce´dure consiste a` essayer de suivre ce qui est
en essence l’algorithme de Luks [Lu]. Si cet algorithme s’arreˆte, c’est parce qu’il s’est
heurte´ contre un quotient H1/H2 isomorphe a` Alt(Γ), ou` H2 ⊳ H1 < G et Γ est plutoˆt
grand.
Notre taˆche majeure consiste a` e´tudier ce qui se passe a` ce moment-la`. La strate´gie
principale sera de chercher a` colorier Γ d’une fac¸on qui de´pend canoniquement de x.
Cela limitera les automorphismes et isomorphismes possibles a` conside´rer. Par exemple,
si la moitie´ de Γ est colorie´e en rouge et l’autre en noir, le groupe d’automorphismes
possibles se re´duit a` Sym(|Γ|/2)×Sym(|Γ|/2). Un coloriage similaire induit par y limite
les isomorphismes aux applications qui alignent les deux coloriages. Nous trouverons
toujours des coloriages qui nous aident, sauf quand certaines structures ont une tre`s
grande syme´trie, laquelle, en revanche, permettra une descente a` Ω conside´rablement
plus petit. Cette double re´cursion – re´duction du groupe H1/H2 ou descente a` des
chaˆınes conside´rablement plus courtes – re´soudra le proble`me.
2. FONDEMENTS ET TRAVAUX PRE´CE´DENTS
En suivant l’usage courant pour les groupes de permutations, nous e´crirons rg pour
l’e´le´ment g(r) auquel g ∈ Sym(Ω) envoie r ∈ Ω. E´tant donne´s une chaˆıne x : Ω→ Σ et
un e´le´ment g ∈ Sym(Ω), nous de´finissons xg : Ω→ Σ par xg(r) = x
(
rg
−1
)
.
Par contre, nous e´crivons Ωk pour l’ensemble des ~x = (x1, . . . , xk) avec l’action a`
gauche donne´e par (φ(~x))r = ~xφ(r). L’ide´e est que ceci est de´fini non pas seulement pour
φ une permutation, mais pour toute application φ : {1, . . . , k} → {1, . . . , k}, meˆme non
injective. Nous appelons les e´le´ments de Ωk tuples plutoˆt que chaıˆnes.
2.1. Algorithmes de base
2.1.1. Schreier-Sims. — Plusieurs algorithmes essentiels se basent sur une ide´e de
Schreier [Sch]. Il a remarque´ que, pour tout sous-groupe H d’un groupe G et tout
sous-ensemble A ⊂ G qui engendre G et contient des repre´sentants de toutes les classes
de H dans G,
A′ = AAA−1 ∩H = {σ1σ2σ−13 : σi ∈ A} ∩H
est un ensemble de ge´ne´rateurs de H .
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L’e´tape suivante est celle de Sims [Si1], [Si2], qui a montre´ l’utilite´ de travailler avec
un groupe de permutations G < Sym(Ω), Ω = {x1, . . . , xn}, en termes d’une chaıˆne de
stabilisateurs
G = G0 > G1 > G2 > . . . > Gn−1 = {e},
ou` Gk = G(x1,x2,...,xk) = {g ∈ G : ∀1 ≤ i ≤ k xgi = xi} (stabilisateur de points).
L’algorithme de Schreier-Sims (Algorithme 1 ; description base´e sur [Lu, §1.2])
construit des ensembles Ci de repre´sentants de Gi/Gi+1 tels que ∪i≤j<n−1Cj engendre
Gi pour tout 0 ≤ i < n− 1. Le temps pris par l’algorithme est O(n5 + n3|A|), ou` A est
l’ensemble de ge´ne´rateurs de G qui nous est donne´ : la fonction Filtre prend O(n) de
temps, et tout g pour lequel elle est appele´e satisfait g ∈ AC ∪ CA ∪ C2, ou` C est la
valeur de ∪iCi a` la fin de la proce´dure. Bien suˆr, |C| ≤ n(n+ 1)/2.
Graˆce a` l’algorithme lui-meˆme, nous pourrons toujours supposer que nos ensembles
de ge´ne´rateurs sont de taille O(n2). Le temps pris par l’algorithme est donc O(n5). (2)
Algorithme 1 Schreier-Sims : construction d’ensembles Ci
1: fonction SchreierSims(A, ~x) ⊲ A engendre G < Sym({x1, . . . , xn})
assure ∪i≤j<n−1Cj engendre Gi et Ci 7→ Gi/Gi+1 est injectif ∀i ∈ {0, 1, . . . , n− 2}
2: Ci ← {e} pour tout i ∈ {0, 1, . . . , n− 2}
3: B ← A
4: tantque B 6= ∅
5: Choisir g ∈ B arbitraire, et l’enlever de B
6: (i, γ) ← Filtrer(g, (Ci), ~x)
7: si γ 6= e alors
8: ajouter γ a` Ci
9: B ← B ∪⋃j≤iCjγ ∪⋃j≥i γCj
10: retourner (Ci)
11: fonction Filtrer(g, (Ci), ~x) ⊲ retourne (i, γ) tel que γ ∈ Gi, g ∈ C0C1 · · ·Ci−1γ
requiert Ci ⊂ Gi et Ci → Gi/Gi+1 injectif ∀i ∈ {0, 1, . . . , n− 2}
assure g /∈ C0C1 · · ·CiGi+1 sauf si (i, γ) = (n− 1, e)
12: γ ← g
13: pour i = 0 jusqu’a` n− 2
14: si ∃h ∈ Ci tel quel xhi = xgi alors
15: γ ← h−1γ
16: sinon
17: retourner (i, γ)
18: retourner (n− 1, e)
2. Nous supposons que l’ensemble de ge´ne´rateurs initial, spe´cifiant le groupe G du proble`me, est
de taille O(nC), C une constante. Le temps pris par la premie`re utilisation de l’algorithme est donc
O
(
nmax(5,3+C)
)
.
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Une fois les ensembles Ci construits, il devient possible d’accomplir plusieurs taˆches
essentielles rapidement.
Exercice 2.1. — Montrer comment accomplir les taˆches suivantes en temps polyno-
mial, e´tant donne´ un groupe G < Sym(Ω), |Ω| = n :
(a) De´terminer si un e´le´ment g ∈ Sym(Ω) est dans G.
(b) E´tant donne´s un homomorphisme φ : G → Sym(Ω′), |Ω′| ≪ |Ω|O(1), et un sous-
groupe H < Sym(Ω′), de´crire φ−1(H).
(c) [FHL] Soit H < G avec [G : H ] ≪ nO(1). E´tant donne´ un test qui de´termine
en temps polynomial si un e´le´ment g ∈ G appartient a` H, de´crire H. Astuce :
travailler avec G > H > H1 > H2 > . . . a` la place de G = G0 > G1 > G2 > . . . .
Ici, comme toujours, « de´crire » veut dire « trouver un ensemble de ge´ne´rateurs », et
un groupe nous est « donne´ » si un tel ensemble nous est donne´.
L’algorithme de Schreier-Sims de´crit le stabilisateur de points G(x1,...,xk) pour
x1, . . . , xk ∈ Ω arbitraires. Par contre, nous ne pouvons pas demander alle`grement
un ensemble de ge´ne´rateurs d’un stabilisateur d’ensemble G{x1,...,xk} = {g ∈ G :
{xg1, . . . , xgk} = {x1, . . . , xk}} pour G, xi arbitraires : faire ceci serait e´quivalent a`
re´soudre le proble`me de l’isomorphisme lui-meˆme.
2.1.2. Orbites et blocs. — Soit donne´, comme toujours, un groupe de permutations
G agissant sur un ensemble fini Ω. Le domaine Ω est l’union disjointe des orbites
{xg : g ∈ G} de G. Ces orbites peuvent eˆtre de´termine´es en temps polynomial (3) en
|Ω|. Ceci est un exercice simple. La taˆche se re´duit a` celle – simple elle aussi – de
trouver les composantes connexes d’un graphe.
Supposons que l’action de G soit transitive. (Il y a donc une seule orbite.) Un bloc
de G est un sous-ensemble B ⊂ Ω, B /∈ {∅,Ω}, tel que, pour g, h ∈ G quelconques,
soit Bg = Bh, soit Bg ∩ Bh = ∅. La collection {Bg : g ∈ G} (syste`me de blocs) pour B
donne´ partitionne Ω. L’action de G est primitive s’il n’y a pas de blocs de taille > 1 ;
autrement, elle s’appelle imprimitive. Un syste`me de blocs est minimal (4) si l’action de
G sur lui est primitive.
Voyons comment de´terminer si l’action de G est primitive, et, s’il ne l’est pas, com-
ment trouver un syste`me de blocs de taille > 1. En ite´rant la proce´dure, nous obtien-
drons un syste`me de blocs minimal en temps polynomial. (Nous suivons [Lu], qui cite
[Si1].)
Pour a, b ∈ Ω distincts, soit Γ le graphe avec Ω comme son ensemble de sommets et
l’orbite {{a, b}g : g ∈ G} comme son ensemble d’areˆtes. La composante connexe qui
3. Pour eˆtre pre´cis : O
(|Ω|O(1) + |A||Ω|), ou` A est la taille de l’ensemble de ge´ne´rateurs de G qui
nous est donne´. Nous omettrons toute mention de cette taille par la suite, puisque, comme nous l’avons
de´ja` dit, nous pouvons la garder toujours sous controˆle.
4. Pour paraphraser [Lu, §1.1] : il faut avouer qu’un tel syste`me pourrait s’appeler plutoˆt maximal.
La taille des blocs est maximale, leur nombre est minimal.
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contient a et b est le bloc le plus petit qui contient a et b. (Si Γ est connexe, alors le
« bloc » est Ω.) L’action de G est imprimitive ssi Γ est non connexe pour un a arbitraire
et au moins un b ; dans ce cas-la`, nous obtenons un bloc qui contient a et b, et donc
tout un syste`me de blocs de taille > 1.
Un dernier mot : si G < Sym(Ω), nous disons que G est transitif, voire primitif, si
son action sur Ω l’est.
2.2. Luks : le cas de groupes avec facteurs d’ordre borne´
Luks a montre´ comment re´soudre le proble`me de l’isomorphisme de graphes en temps
polynomial dans le cas spe´cial de graphes de degre´ borne´. (Le degre´, ou valence, d’un
sommet dans un graphe non oriente´ est le nombre d’areˆtes qui le contiennent.) Il re´duit
ceci au proble`me de de´crire le groupe d’automorphismes de chaˆınes dans le cas d’un
groupe G tel que tout facteur de composition de G – c’est-a`-dire, tout quotient dans une
suite principale (Jordan-Ho¨lder) de G – est borne´. Le processus de re´duction, e´le´gant
et loin d’eˆtre trivial, ne nous concerne pas ici. Voyons plutoˆt comment Luks re´sout ce
cas du proble`me de l’isomorphisme de chaˆınes.
Nous suivrons la notation de [Ba], meˆme si les ide´es viennent de [Lu].
De´finition 2.2. — Soient K ⊂ Sym(Ω) et ∆ ⊂ Ω (la « feneˆtre »). L’ensemble
d’isomorphismes partiels Iso∆K est
Iso∆K(x,y) = {τ ∈ K : x(x) = y(xτ ) ∀x ∈ ∆}.
L’ensemble d’automorphismes partiels Aut∆K(x) est e´gal a` Iso
∆
K(x,x).
Iso∆K est donc l’ensemble de toutes les permutations g ∈ K qui envoient x sur y – au
moins a` en juger par ce qui peut se voir par la feneˆtre ∆. Nous travaillerons en ge´ne´ral
avec K de la forme Hπ, ou` H laisse ∆ invariante (en tant qu’ensemble).
Il est clair que, pour K,K1, K2 ⊂ Sym(Ω) et σ ∈ Sym(Ω),
(1) Iso∆Kσ(x,y) = Iso
∆
K
(
x,yσ
−1
)
σ,
(2) Iso∆K1∪K2(x,y) = Iso
∆
K1
(x,y) ∪ Iso∆K2(x,y).
Il est aussi clair que, si G est un sous-groupe de Sym(Ω) et ∆ est invariant sous G,
alors AutG(x) est un sous-groupe de G, et, pour tout σ ∈ Sym(Ω), IsoGσ(x,y) est soit
vide, soit une classe a` droite de la forme AutG(x)τ , τ ∈ Sym(Ω). Soient ∆1,∆2 ⊂ Ω,
∆1 invariant sous G. Pour G′ = AutG(x) et σ, τ tels que Iso
∆1
Gσ(x,y) = G
′τ ,
(3) Iso∆1∪∆2Gσ (x,y) = Iso
∆2
G′τ (x,y) = Iso
∆2
G′
(
x,yτ
−1
)
τ,
ou` la deuxie`me e´quation est une application de (1). Babai appelle (3) la re`gle de la
chaıˆne.
L’e´nonce´ suivant n’utilise pas la classification de groupes finis simples.
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The´ore`me 2.3 ([BCP] (6)). — Soit G < Sym(Ω) un groupe primitif. Soit n = |Ω|. Si
tout facteur de composition de G est d’ordre ≤ k, alors |G| ≤ nOk(1).
Ici, comme d’habitude, Ok(1) de´signe une quantite´ qui de´pend seulement de k.
The´ore`me 2.4 (Luks [Lu]). — Soient Ω un ensemble fini et x,y : Ω→ Σ deux chaıˆnes.
Soit donne´ un groupe G < Sym(Ω) tel que tout facteur de composition de G est d’ordre
≤ k. Il est possible de de´terminer IsoG(x,y) en temps polynomial en n = |Ω|.
Preuve — Cas 1 : G non transitif. Soit ∆1 ( Ω, ∆1 6= ∅, ∆1 stable sous l’action
de G. De´finissons ∆2 = Ω \ ∆1. Alors, par (3), il suffit de calculer Iso∆1G (x,y) (e´gal a`
une classe que nous notons G′τ) et Iso∆2G′ (x,y
′) pour y′ = yτ
−1
. Or, pour de´terminer
Iso∆1G (x,y), nous de´terminons, de fac¸on re´cursive, IsoG (x|∆1,y|∆1), puis, par Schreier-
Sims, le stabilisateur de points G(∆1). De la meˆme manie`re, de´terminer Iso
∆2
G′ (x,y
′) pour
y
′ = yτ
−1
se re´duit a` de´terminer le groupe d’isomorphismes (dans un groupe G′) entre
deux chaˆınes de longueur |∆2|. Comme |∆1|+ |∆2| = n et Schreier-Sims prend du temps
O(n5), tout va bien. (La comptabilite´ est laisse´e au lecteur.)
Cas 2 : G transitif. Soit N le stabilisateur d’un syste`me de blocs minimal pour G ;
donc, G/N est primitif. Par le The´ore`me 2.3, |G/N | ≤ mOk(1), ou` m est le nombre de
blocs. Or, pour σ1, . . . , σℓ (ℓ = |G/N |) tels que G = ∪1≤i≤ℓNσi,
(4) IsoG(x,y) = Iso∪iNσi(x,y) =
⋃
1≤i≤ℓ
IsoNσi(x,y) =
⋃
1≤i≤ℓ
IsoN(x,y
σ−1i )σi
par (1) et (2). Comme les orbites de N sont contenues dans les blocs, qui sont de taille
n/m, de´terminer IsoN(x,yi) (yi = yσ
−1
i ) se re´duit – par la re`gle (3) – a` de´terminer les
groupes d’isomorphismes de m paires de chaˆınes de longueur n/m. Nous avons donc
re´duit le proble`me a` la solution de ℓ·m = mOk(1) proble`mes pour des chaˆınes de longueur
n/m.
Le pas final consiste a` faire l’union de classes en (4). Nous avons une description de
chaque IsoN(x,yi), soit comme l’ensemble vide, soit comme une classe a` droite Hτi du
groupe H = AutN(x), dont nous avons trouve´ une description, c’est-a`-dire un ensemble
de ge´ne´rateurs A. Alors
IsoG(x,y) =
⋃
1≤i≤ℓ
IsoN (x,yi)σi =
⋃
1≤i≤ℓ
Hτiσi
=
〈
A ∪ {τiσi(τ1σ1)−1 : 1 ≤ i ≤ ℓ}〉 τ1σ1.
Nous aurions pu e´viter quelques appels a` Schreier-Sims en travaillant toujours avec
des isomorphismes partiels, mais cela a peu d’importance qualitative.
6. A` vrai dire, [BCP, Thm 1.1] est plus ge´ne´ral que ceci ; par exemple, des facteurs abe´liens arbi-
traires (non borne´s) sont admis. Cela donne une ge´ne´ralisation du The´ore`me 2.4.
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2.3. Relations, partitions, configurations
Soit C (« couleurs ») un ensemble fini que nous pouvons supposer ordonne´ (disons, de
rouge a` violet). Une relation k-aire sur un ensemble fini Γ est un sous-ensemble R ⊂ Γk.
Une structure (relationnelle) k-aire est une paire X = (Γ, (Ri)i∈C ), ou`, pour chaque
i ∈ C , Ri est une relation k-aire sur Γ. Si les Ri sont tous non vides et partitionnent Γk,
nous disons que X est une structure de partition k-aire. Dans ce cas-la`, nous pouvons
de´crire X par une fonction c : Γk → C qui assigne a` chaque ~x ∈ Γk l’indice i de la
relation Ri a` laquelle il appartient. Nous disons que c(~x) est la couleur de ~x.
Un isomorphisme entre deux structures k-aires X = (Γ, (Ri)i∈C ) et X′ = (Γ′, (R′i)i∈C )
est une bijection Γ→ Γ′ qui envoie Ri a` R′i pour chaque i. Il est possible de construire
un foncteur F1 qui envoie chaque structure k-aire X sur Γ a` une structure de partition
k-aire F1(X) sur Γ ; qui plus est, Iso(X,Y) = Iso(F1(X), F1(Y)). La proce´dure est plutoˆt
triviale ; nous la de´taillons (Algorithme 2) pour montrer ce qu’indexer veut dire. Cela
nous permet de ne pas utiliser plus de min
(|Γ|k, 2|C |) couleurs, ou` n = |Ω|, tout en gar-
dant leur signification en termes des couleurs originales C . Le temps pris pour calculer
F1(X) est O(|C ||Γ|O(k)). Nous ne nous occupons pas des de´tails d’imple´mentation de la
collection de tuples I , mais il peut s’agir tout simplement d’une liste ordonne´e lexi-
cographiquement ; dans ce cas, |Γ|O(k) est |Γ|2k. (Dans la re´alite´, I serait imple´mente´e
avec du hachage, ce qui n’est que l’art de bien organiser une bibliothe`que.)
Algorithme 2 Raffinement d’une structure de relation. Indexeur.
1: fonction F1(Γ,k,C ,(Ri)i∈C )
2: I ← ∅
3: pour ~x ∈ Γk
4: a ← {i ∈ C : ~x ∈ Ri}
5: c(~x)← Indexeur(I , a)
6: retourner (I , c) ⊲ retourne c : Γk → C ′
7: ⊲ C ′ est l’ensemble d’indices de I ; I explique C ′ en termes de C
8: fonction Indexeur(I ,a) ⊲ I est une collection modifiable
9: si a n’est pas dans I alors
10: ajouter a a` I
11: retourner indice de a dans I
Un e´le´ment ~x ∈ Γk de´finit une relation d’e´quivalence ρ(~x) sur {1, . . . , k} : i ∼ j ssi
xi = xj . Le mono¨ıde M(S) (S un ensemble) consiste en les applications S → S, avec la
composition comme ope´ration.
De´finition 2.5. — Une structure de partition k-aire X = (Γ, c) est dite configuration
k-aire si
(a) Pour tous ~x, ~y ∈ Γk, si c(~x) = c(~y), alors ρ(~x) = ρ(~y).
(b) Il y a un homomorphisme de mono¨ıdes η : M({1, . . . , k}) → M(C ) tel que, pour
tout τ ∈M({1, . . . , k}), c (τ(~x)) = τ η(c(~x)) pour tout ~x ∈ Γk.
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Alors, par exemple, pour k = 2, (a) veut dire que la couleur de ~x = (x1, x2) « sait » si
x1 = x2 ou pas, dans le sens ou`, si nous connaissons c(~x), alors nous savons si x1 = x2
ou pas. De la meˆme fac¸on, (b) nous indique que la couleur de ~x connaˆıt les couleurs de
(x2, x1), (x1, x1) et (x2, x2).
Nous pouvons de´finir un foncteur F2 qui envoie chaque structure de partition k-aire X
sur Γ a` une configuration k-aire ; comme pour F1, le fait que F2(X) est un raffinement
de X implique que Iso(X,Y) = Iso(F2(X), F2(Y)). La proce´dure pour calculer F2 est
tre`s similaire a` celle pour calculer F1 (Algorithme 2). Au lieu d’assigner a` ~x la couleur
{i ∈ C : ~x ∈ Ri}, nous lui assignons la couleur
(
ρ(~x), (c(φ(~x)))φ∈M({1,...,k})
)
.
Il est aise´ de voir que F2(X) est le raffinement le plus grossier d’une structure de
partition X qui est une configuration, de la meˆme manie`re que F1(X) est le raffinement
le plus grossier d’une structure X qui est une structure de partition.
De´finition 2.6. — Soit X = (Γ, c), c : Γk → C , une structure de partition k-aire.
Pour 1 ≤ l ≤ k, nous de´finissons c(l) : Γl → C comme suit :
c(l)(~x) = c(x1, x2, . . . , xl, xl, . . . xl).
La structure de partition l-aire X(l) =
(
Γ, c(l)
)
est dite le (l-)squelette de X.
La chaˆıne vide sera viride.
Exercice 2.7. — Tout squelette d’une configuration est une configuration.
Ici le fait que l’axiome (b) dans la de´finition de configuration soit valable meˆme pour η
non injectif est crucial.
Pour X = (Γ, c) une structure de partition et Γ′ ⊂ Γ, la sous-structure induite X[Γ′]
est la structure (Γ′, c|Γ′) de´finie par la restriction de c a` Γ′. Il est clair que, si X est une
configuration, alors X[Γ′] l’est aussi.
* * *
Il ne faut pas confondre une structure de partition (partition structure) avec ce que
nous appellerons un de´coupage (colored partition). Un de´coupage d’un ensemble Γ est
un coloriage de Γ supple´mente´ d’une partition de chaque classe de couleur. (Une classe
de couleur est l’ensemble de sommets d’une couleur donne´e.) Un de´coupage est dit
admissible si chaque ensemble B dans chaque partition est de taille ≥ 2. Pour α < 1,
un α-de´coupage est un de´coupage admissible tel que |B| ≤ α|Γ| pour chaque B.
Un de´coupage est une structure plus fine que le coloriage qu’il raffine, mais moins fine
que la structure que nous obtiendrions si nous donnions a` chaque e´le´ment de chaque
partition une couleur diffe´rente. Un automorphisme ou isomorphisme d’un de´coupage
doit pre´server les couleurs de celui-ci, mais pourrait permuter les ensembles de la meˆme
taille qui appartiennent a` la partition d’une couleur. Comme les ensembles de taille
diffe´rente ne peuvent, e´videmment, eˆtre permute´s, il est clair que nous pouvons supposer
sans perte de ge´ne´ralite´ que toute couleur est partitionne´e en ensembles de la meˆme
taille. Nous ajoutons ceci a` la de´finition de α-de´coupage a` partir de maintenant.
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2.4. Configurations cohe´rentes k-aires
Pour ~x ∈ Γk, z ∈ Γ et 1 ≤ i ≤ k, nous de´finissons ~xi(z) ∈ Γk comme suit :
~xi(z) = (x1, x2, . . . , xi−1, z, xi+1, . . . , xk).
De´finition 2.8. — Une configuration cohe´rente k-aire X = (Γ, c) est une configuration
k-aire ayant la proprie´te´ suivante : il y a une fonction γ : C k × C → Z≥0 telle que,
pour ~k ∈ C k et j ∈ C arbitraires et tout ~x ∈ Γk tel que c(~x) = j,
|{z ∈ Γ : c(~xi(z)) = ki ∀1 ≤ i ≤ k}| = γ(~k, j).
Les valeurs γ(~k, j) sont appele´es nombres d’intersection de X.
Une configuration cohe´rente est dite classique si k = 2.
Remarque 2.9. — Les configurations cohe´rentes classiques ont e´te´ introduites par Hig-
man [Hi]. Les premiers exemples e´taient du type schurien : une configuration est schu-
rienne si elle est la partition de Γ2 dans ses orbites (« orbitales ») sous l’action d’un
groupe G < Sym(Γ).
De´finition 2.10. — Si une configuration cohe´rente classique n’a que deux couleurs,
une pour {(x, x) : x ∈ Γ} et l’autre pour son comple´ment, la configuration est dite une
clique, ou triviale.
Exercice 2.11. — Tout squelette d’une configuration cohe´rente est cohe´rent.
Encore une fois, l’axiome (b) des configurations joue un roˆle cle´.
Exercice 2.12. — Soient X = (Γ, c) une configuration cohe´rente et Γ′ ⊂ Γ une classe
de couleurs en relation au coloriage induit par c sur Γ. Alors la sous-structure induite
X[Γ′] est une configuration cohe´rente.
Ici, c’est un cas spe´cial de (b) qu’il faut utiliser : la couleur c(x1, . . . , xn) « connaˆıt »
les couleurs c(x1), . . . , c(xn), puisque c(xi) = c(xi, . . . , xi).
Soient 0 ≤ l < k et ~x ∈ Γl. Nous colorions Γk−l comme suit : pour ~y ∈ Γk−l,
c~x(~y) = c(~x~y).
En re´sulte une structure de partition (k − l)-aire X~x = (Γ, c~x).
Exercice 2.13. — Soit X = (Γ, c) une structure de partition ; soit ~x ∈ Γl, 0 ≤ l < k.
Alors
(a) c~x est un raffinement du coloriage du squelette X
(k−l).
(b) Si X est cohe´rente, X~x l’est aussi.
Il est clair que, de plus, X~x est canonique en relation a` ~x, ce qui veut dire que X→ X~x
commute avec l’action sur Γ du stabilisateur dans Sym(Γ) des points x1, . . . , xl.
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De´finition 2.14. — Une configuration cohe´rente (Γ, c) est dite homoge`ne si la couleur
c(x, x, . . . , x) de tout sommet x ∈ Γ est la meˆme. Une configuration cohe´rente classique
est dite primitive si elle est homoge`ne et les graphes Gr = {(x, y) : x, y ∈ Γ, c(x, y) = r}
(pour toute couleur r telle que c(x, y) = r pour au moins une paire (x, y) avec x 6= y)
sont tous connexes. Elle est dite uniprimitive si elle est primitive et non triviale.
Nous n’avons pas besoin de pre´ciser si ces graphes son connexes dans le sens propre
(a` savoir, il y a un chemin de tout sommet a` tout autre, respectant l’orientation)
ou dans le sens faible (sans compter l’orientation) : le fait que (Γ, c) soit cohe´rente,
classique et homoge`ne implique que d+r (x) = |{y ∈ Γ : (x, y) ∈ Gr}| est inde´pendant
de x (pourquoi ?), ce qui implique que toute composante faiblement connexe de Gr est
connexe (exercice).
Exercice 2.15. — Soit X = (Γ, c) une configuration cohe´rente classique uniprimitive.
Il n’y a aucun ensemble B ⊂ Γ, |B| > |Γ|/2, tel que la restriction de X a` B soit une
clique.
Solution – Si les areˆtes de la grande clique sont sense´es eˆtre blanches, soit noir une
autre couleur d’areˆtes de X, et soit G = Gnoir. Or, pour un graphe oriente´ bire´gulier (7) G
non vide avec Γ comme ensemble de sommets, il est impossible qu’il y ait un ensemble
B ⊂ Γ, |B| > |G|/2, tel que la re´duction du graphe a` B soit vide (pourquoi ?).
Exercice 2.16. — Soit (Γ, c) une configuration cohe´rente classique homoge`ne.
(a) Soit r0, . . . , rk une se´quence de couleurs. Alors, si x0, xk ∈ Γ sont tels que
c (x0, xk) = r0, le nombre de x1, . . . , xk−1 ∈ Γ tels que c (xi−1, xi) = ri pour tout
1 ≤ i ≤ k de´pend seulement de r0, . . . , rk.
(b) Pour toute couleur r, toute composante connexe de Gr est de la meˆme taille.
Solution (esquisse) — En (a), le cas k = 2 vaut par la de´finition de « cohe´rent » ;
prouvez les cas k > 2 par induction. Pour prouver (b), utilisez (a).
2.5. Le raffinement canonique k-aire a` la fac¸on de Weisfeiler-Leman
De´finissons un foncteur F3 qui envoie une configuration X = (Γ, c) a` une configura-
tion cohe´rente F3(X) = (Γ, c′). Comme F3(X) sera un raffinement de X, nous aurons
Iso(X,Y) = Iso(F3(X), F3(Y)).
L’algorithme 3, qui calcule F3, est base´ sur une ide´e de Weisfeiler et Leman (8) [WL].
Il s’agit d’ite´rer une proce´dure de raffinement. Si, dans une ite´ration, aucun raffinement
ne se produit – c’est-a`-dire, si les classes d’e´quivalence du nouveau coloriage Ci sont les
meˆmes que celles de l’ancien coloriage Ci−1 – alors, (a) aucun raffinement ne se produira
dans le futur, (b) le coloriage Ci−1 est de´ja` cohe´rent.
7. Voir la de´finition du §2.6.
8. Aussi appele´ Lehman, mais [Ba] indique que le deuxie`me auteur pre´fe´rait Leman. Deux trans-
formations naturelles L→ Л, Л→ L peuvent ne pas eˆtre l’inverse l’une de l’autre.
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Si le coloriage C = C0 a r couleurs diffe´rentes du de´but, il est clair qu’il ne peut
eˆtre raffine´ que |Γ|k− r fois. Alors, |Γ|k− r ite´rations sont suffisantes pour produire une
configuration cohe´rente. En particulier, si l’indexation est faite en temps logarithmique,
et le vecteur dans le pas 6 de l’algorithme 3 est repre´sente´ comme un vecteur creux
(puisque son nombre d’entre´es non-nulles est au plus |Γ|), le temps pris par l’algorithme
est O(k2|Γ|2k+1 log |Γ|). (En outre, [Ba, §2.8.3] affirme une borne plus forte.)
Les algorithmes de type Weisfeiler-Leman e´taient autrefois regarde´s comme une ap-
proche plausible au proble`me de l’isomorphisme de graphes. Depuis [CFI], [EvP], il est
clair qu’il ne se suffisent pas a` eux-meˆmes. Ils sont quand meˆme un outil pre´cieux. La
version k-aire ici est due a` Babai-Mathon [Ba3] et Immerman-Lander [ImL].
Algorithme 3 Weisfeiler-Leman pour les configurations k-aires.
1: fonction WeisfeilerLeman(Γ, k, c : Γk → C )
2: C0 ← C ; c0 ← c ; i0 ← |Γk| − |c(Γk)|
3: pour i = 1 jusqu’a` i0
4: Ii ← ∅
5: pour ~x ∈ Γk
6: ν ←
(
ci−1(~x), (|{z ∈ Γ : ci−1(~xj(z)) = rj ∀ 1 ≤ j ≤ k}|)~r∈C ki−1
)
7: ci(~x) = Indexeur (Ii, ν) ⊲ Indexeur est comme dans l’algorithme 2
8: Ci ← indices de Ii
9: retourner
(
cn−i0 : Γ
k → Cn−i0 , (Ii)1≤i≤n−i0
)
⊲ (Ii) donne du sens a` Cn−r
2.6. Graphes, hypergraphes et designs en blocs
Nous savons de´ja` qu’un graphe est une paire (V,A), ou` V est un ensemble (« som-
mets ») et A est une collection de paires d’e´le´ments de V (voire de sous-ensembles de V
avec deux e´le´ments, si le graphe est non oriente´). Un graphe non oriente´ est dit re´gulier si
le degre´ de tout sommet est le meˆme ; un graphe oriente´ est dit bire´gulier si le degre´ sor-
tant d+(v) = |{w ∈ V : (v, w) ∈ A}| et le degre´ entrant d−(v) = |{w ∈ V : (v, w) ∈ A}|
sont inde´pendants de v. (Pour V fini, ils sont force´ment la meˆme constante.)
Un graphe biparti est un triplet (V1, V2;A) avec A ⊂ V1 × V2. Un graphe biparti est
semire´gulier si le degre´ (9) d+(v1) est inde´pendant de v1 ∈ V1, et le degre´ d−(v2) est
inde´pendant de v2 ∈ V2.
Exercice 2.17. — Soit X = (Γ, c) une configuration cohe´rente classique homoge`ne.
(a) Soient C1, C2 deux classes de couleur, et soit vert une couleur d’areˆtes en C1×C2.
Alors, le graphe biparti (C1, C2;Gvert) est semire´gulier.
9. Nous omettons les mots « entrant » et « sortant », puisqu’il est e´vident qu’il s’agit du degre´
entrant dans le cas de v1 et du degre´ sortant dans le cas de v2.
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(b) Soit y ∈ Γ, et Li(y) = {x ∈ Γ : c(x, y) = i}. Soient lin, bis et terre trois couleurs
d’areˆtes. Alors, pour L1 = Llin(y) et L2 = Lbis(y), le graphe biparti (L1, L2;Rterre∩
(L1 × L2)) est semire´gulier.
Exercice 2.18. — Soit X une configuration cohe´rente classique homoge`ne. Soient C1,
C2 deux classes de couleur. Soient vert une couleur d’areˆtes en C1 × C2 et rouge une
couleur d’areˆtes en C2 × C2. Soient B1, . . . , Bm les composantes connexes de Grouge en
C2. De´finissons le graphe biparti Y = (C1, {1, . . . , m};D) comme suit : (x, y) ∈ D ssi
(x, y) ∈ Gvert pour au moins un y ∈ Bi. Alors Y est semire´gulier.
Solution — Notez que, pour y ∈ Bi et x ∈ C1, (x, y′) est vert pour au moins un
y′ ∈ Bi ssi il existe x0 = x, x1, . . . , xm tels que (xi, xi+1) est rouge pour 0 ≤ i < m et
(xm, y) est vert. Concluez par l’exercice 2.16a que tous les sommets en {1, . . . , m} ont
le meˆme degre´ en Y .
De fac¸on analogue, montrez que, pour x ∈ V1 et y ∈ Bi tels que (x, y) est rouge,
le nombre de z ∈ Bi tels que (x, z) est rouge ne de´pend pas de x, y ou i. Notons ce
nombre q. Alors, le degre´ de tout v ∈ C1 est son degre´ en X, divise´ par q. Par (a), il ne
de´pend donc pas de v.
Un graphe biparti est complet (en tant que graphe biparti) si A = V1×V2. Un graphe
biparti qui n’est ni vide ni complet est appele´ non trivial.
Un hypergraphe H = (V,A ) consiste en un ensemble V (« sommets ») et une collec-
tion A de sous-ensembles de V (« areˆtes »), peut-eˆtre avec des sous-ensembles re´pe´te´s.
Un hypergraphe est dit u-uniforme si |A| = u pour tout A ∈ A . Il est dit re´gulier de
degre´ r si tout v ∈ V appartient a` exactement r ensembles A dans A .
L’hypergraphe u-uniforme complet sur V est (V, {A ⊂ V : |A| = u}), ou` chaque
ensemble A est compte´ une fois. Un coloriage des areˆtes de l’hypergraphe complet est
une application de {A ⊂ V : |A| = u} a` un ensemble fini C .
Un block design e´quilibre´ (BDE) de parame`tres (v, u, λ) est un hypergraphe avec
|V | = v sommets, u-uniforme et re´gulier de degre´ r ≥ 1, tel que toute paire {v1, v2} de
sommets distincts est contenue dans exactement λ ≥ 1 areˆtes (« blocks »). Un block
design de´ge´ne´re´ a la meˆme de´finition, mais avec λ = 0, et la condition additionnelle
d’eˆtre un hypergraphe re´gulier. (La re´gularite´ peut eˆtre de´duite de la de´finition si λ ≥ 1.)
Un block design est incomplet si u < v. Notons b le nombre |A | d’areˆtes d’un BDE.
Proposition 2.19 (Ine´galite´ de Fisher (11) [F]). — Pour tout block design e´quilibre´
incomplet, b ≥ v.
Il est aise´ de voir que cette ine´galite´ est vraie meˆme pour les designs de´ge´ne´re´s.
Les blocks designs admettent une ge´ne´ralisation. Un design t-(v, u, λ) est un hyper-
graphe (V,A ) u-uniforme avec v = |V | sommets tel que tout T ⊂ V de taille t est
contenu dans exactement λ areˆtes. Ici t ≥ 2 et λ ≥ 1. Nous e´crivons toujours b = |A |.
11. Si, R. A. Fisher, le statisticien. Ici design vient d’experimental design.
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Proposition 2.20 ([RChW]). — Pour tout design t-(v, u, λ) et tout s ≤ min(t/2, v−u),
nous avons b ≥ (v
s
)
.
2.7. Sche´mas de Johnson
Un sche´ma d’association est une configuration cohe´rente classique (Γ, c : Γ2 → C )
telle que c(x, y) = c(y, x) ∀x, y ∈ Γ. (Il s’agit donc d’un sens du mot sche´ma qui n’a
rien a` voir avec les sche´mas de la ge´ome´trie alge´brique.)
Soient s ≥ 2 et r ≥ 2s+ 1. Un sche´ma de Johnson J (r, s) = (Γ, c) est donne´ par
Γ = Ss(Λ) = {S ⊂ Λ : |S| = s}, c(S1, S2) = |S1 \ (S1 ∩ S2)|,
ou` Λ est un ensemble a` r e´le´ments. La relation Ri est bien suˆr l’ensemble
Ri = {(S1, S2) : c(S1, S2) = i}.
Notons que nous avons de´fini implicitement un foncteur de la cate´gorie d’ensembles Λ
avec |Λ| = r a` la cate´gorie de sche´mas de Johnson. Ceci est un foncteur plein ; autrement
dit, les seuls automorphismes de J (r, s) sont ceux qui sont induits par Sym(Λ).
2.8. Identification de groupes et de sche´mas
Il est une chose de de´montrer que deux groupes G, H sont isomorphes, et une autre
de construire un isomorphisme φ de fac¸on explicite entre eux. Cette dernie`re taˆche
implique, au moins, de donner les images φ(g1), . . . , φ(gr) de ge´ne´rateurs g1, . . . , gr de
G.
Voyons un cas particulier qui nous sera crucial. Nous aurons un groupe de permutation
G < Sym(Γ), et nous saurons qu’il est isomorphe au groupe abstrait Altm. Comment
construire un isomorphisme ?
Si m n’est pas trop petit en relation a` n = |Γ|, il est connu que G doit eˆtre isomorphe
a` un groupe de permutation de la forme Alt(k)m , qui n’est autre que le groupe Altm
agissant sur l’ensemble Sk(Λ0) = {S ⊂ Λ0 : |S| = k} a`
(
m
k
)
e´le´ments, ou` Λ0 est un
ensemble a` m e´le´ments. (12) En d’autres termes, il existe une bijection ι0 : Γ → Sk(Λ0)
et un isomorphisme φ0 : G→ Alt(Λ0) tels que
ι0 (ω
g) = ι0(ω)
φ0(g).
Le proble`me consiste a` construire ι : Γ → Sk(Λ) et φ : G → Alt(Λ), calculables en
temps polynomial, avec ces meˆmes proprie´te´s.
Nous suivons [BLS]. Soient Υ ⊂ Γ×Γ l’orbitale la plus petite de G (hors la diagonale
({ω, ω} : ω ∈ Γ}) ; soit ∆ ⊂ Γ × Γ l’orbitale la plus grande. Nous supposerons que
12. Babai nomme les groupes Alt(k)m groupes de Johnson, par analogie avec les sche´mas de John-
son. Puisque Alt(k)m n’est qu’un de´guisement de Altm, ne faudrait-il pas appeler ce dernier groupe de
Ramerrez ?
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m > (k + 1)2 − 2, ce qui revient a` dire que n n’est pas trop grand en relation a` m. (13)
Alors,
(5)
φ(Υ) = R1 = {(S1, S2) ∈ Sk(Λ0) : |S1 ∩ S2| = k − 1},
φ(∆) = Rk = {(S1, S2) ∈ Sk(Λ0) : S1 ∩ S2 = ∅}.
De´finissons, pour (x, y) ∈ Υ,
B(x, y) = {z ∈ Γ : (x, z) /∈ ∆, (y, z) ∈ ∆}.
Ceci est l’ensemble de tous les z tels que ι0(z) intersecte ι0(x) mais pas ι0(y). Soit
C(x, y) = Γ \
⋃
z∈B(x,y)
{r : (z, r) ∈ ∆(z)}.
Alors
ι0(C(x, y))
= {S ∈ Sk(Λ0) : S ∩ S ′ 6= ∅ ∀S ′ ∈ Sk(Λ0) t.q. S ′ ∩ ι0(x) 6= ∅, S ′ ∩ ι0(y) = ∅}
= {S ∈ Sk(Λ0) : i ∈ S},
ou` i est l’e´le´ment de ι0(x) qui n’est pas dans ι0(y).
Soit Λ la collection {C(x, y) : (x, y) ∈ Υ}, sans multiplicite´s. Nous pouvons calculer et
comparer C(x, y) pour (x, y) donne´, et calculer et indexer Λ, tout en temps polynomial.
Nous calculons, aussi en temps polynomial, l’action de G sur Λ induite par l’action de
G sur Υ. Ceci de´finit φ : G→ Alt(Λ).
Il y a une bijection naturelle j : Λ→ Λ0 qui commute avec l’action de G : elle envoie
C(x, y) a` i, ou` i est l’e´le´ment de Λ0 tel que ι0(C(x, y)) = {S ∈ Sk(Λ0) : i ∈ S}. Il
est clair que, pour ω ∈ Γ, ω ∈ C(x, y) ssi j(C(x, y)) ∈ ι0(ω). Ainsi, nous obtenons la
bijection ι : Γ → Sk(Λ), donne´e par
ι(ω) = {γ ∈ Λ : ω ∈ γ}.
Celle-ci satisfait ι (ωg) = ι(ω)φ(g).
Les applications φ, ι sont donc celles que nous de´sirions ; nous avons construit un
isomorphisme explicite entre G et Alt(Λ). Notons que cette meˆme proce´dure nous per-
met de construire un isomorphisme explicite entre, d’un coˆte´, un sche´ma d’association
(§2.7) qu’on sait eˆtre isomorphe a` un sche´ma de Johnson J (m, k), et, de l’autre coˆte´,
ce meˆme sche´ma.
13. Si m ≤ (k + 1)2 − 2, alors n est si grand que m! = nO(logn). En ce cas, nous pouvons enlever
le groupe G (c’est-a`-dire, dans l’application qui nous inte´ressera, un quotient G/N) de fac¸on brutale,
comme dans le cas 2 de la preuve du the´ore`me 2.4 (Luks). Nous pourrions aussi nous passer de la
supposition m > (k + 1)2 − 2 au couˆt de quelques complications en ce qui suit. En particulier, φ(∆)
ne serait pas Rk comme dans (5), sinon un autre Rj .
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3. LA PROCE´DURE PRINCIPALE
Fonction Isomorphisme-de-Chaˆınes
input :
G < Sym(Ω)
x,y : Ω→ Σ
output :
IsoG(x,y)
G
transitif ?
G/N ∼
Altm ?
re´cursion
n′ ≤ n/2
re´cursion
n′ < n
aligner
m petit ?blocs ∼ (Γ
k
)
G
primitif ? k = 1 ? cas trivial
syme´trie
> 1/2 ?
pullback
x,y →
relations
k-aires
sur Γ
Weisfeiler
- Leman
k-aire
certificats
locaux
coupe ou
relations ?
ple´nitude
> 1/2 ?
re´duction
de G/N
a` Altm′
m′ ≪ √m
coupe ou
Johnson ?
re´duction
de G/N
a` Altm′
m′ ≤ |m|/2
une
couleur
domine ?
Lemme
des designs
non
oui
non
oui : G/N ∼ Alt(Γ)
oui
non
oui oui
non
oui
non
non
non
rels.
oui
non
oui
coupe
J
coupe
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3.1. Premiers pas : re´cursion a` la fac¸on de Luks
G
transitif ?
G/N ∼
Altm ?
re´cursion
n′ < n
re´cursion
n′ ≤ n/2
m petit ?
non
oui
oui
non
oui
Les premiers pas de la proce´dure sont ceux de la preuve du The´ore`me 2.4 (Luks). En
particulier, si G < Sym(Ω) n’est pas transitif, nous proce´dons exactement comme dans
le cas non transitif de la preuve du The´ore`me 2.4. Bien qu’il soit possible que n = |Ω|
ne de´croisse que tre`s le´ge`rement, la re´cursion marche, puisque son couˆt est aussi tre`s
le´ger dans ce cas : nous n’avons qu’a` subdiviser le proble`me selon les orbites de G.
Supposons que G soit transitif. Nous savons que nous pouvons trouver rapidement
un syste`me de blocs minimal R = {Bi : 1 ≤ i ≤ r}, Bi ⊂ Ω (§2.1.2). Par Schreier-Sims,
nous trouvons aussi, en temps polynomial, le sous-groupe N ⊳ G des e´le´ments g ∈ G
tels que Bgi = Bi pour tout i. Le groupe H = G/N agit sur R.
Au lieu du The´ore`me 2.3 [BCP], nous utiliserons une conse´quence de la Classification
des Groupes Finis Simples (CGFS). Elle a e´te´ de´rive´e pour la premie`re fois par Cameron,
puis raffine´e par Maro´ti.
The´ore`me 3.1 ([Cam], [Ma]). — Soit H < Sym(R) un groupe primitif, ou` |R| = r est
plus grand qu’une constante absolue. Alors, soit (14)
(a) |H| < r1+log2 r, soit
(b) il y a un M ⊳ H tel que R se subdivise (15) en un syste`me de
(
m
k
)
blocs sur lequel
M agit comme un groupe Alt(k)m , m ≥ 5. En plus, [H : M ] ≤ r.
La borne [H : M ] ≤ r se de´duit de m > 2, |H| ≥ r1+log2 r, |H| ≤ m!ss!, ms ≤ r et
[H : M ] ≤ 2ss!, ou` s ≥ 1 est un parame`tre dans Cameron-Maro´ti.
Il est possible [BLS] de trouver en temps polynomial le sous-groupe normal M et les
blocs de l’action de M . Nous avons de´ja` vu au §2.8 comment identifier explicitement
l’action de M avec celle de Alt(k)m .
Par ailleurs, l’algorithme de Schreier-Sims nous permet de calculer |H| en temps
polynomial, et donc nous dit aussi si nous sommes dans le cas (a). Si c’est le cas, nous
14. Pour nous, log2 de´signe le logarithme en base 2, et non pas le logarithme ite´re´ log log.
15. L’e´nonce´ dans [Cam], [Ma] est plus fort : il de´crit toute l’action de H sur R. A` vrai dire, le groupe
M est isomorphe, en tant que groupe de permutation, a` (Alt(k)m )
s, s ≥ 1. Nous avons r = (m
k
)s
.
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proce´dons comme dans le cas transitif de la preuve du The´ore`me 2.4. Nous re´duisons
ainsi le proble`me a` r1+log2 r instances du proble`me pour des chaˆınes de longueur ≤ n/r.
Si nous sommes dans le cas (b) nous commenc¸ons toujours par re´duire le proble`me a`
[H : M ] instances du proble`me avec M a` la place de H : par l’e´quation (2) et comme
dans l’e´quation (4),
IsoH(x,y) =
⋃
σ∈S
IsoM
(
x,yσ
−1
)
σ,
ou` S est un syste`me de repre´sentants des classes de M dans H .
Si m ≤ C log n, ou` C est une constante,
|M | = m!
2
< mm ≤ mC logn ≤ (m′)C logn,
ou` m′ =
(
m
k
)
. Donc, ici comme dans le cas (a), nous nous permettons de proce´der
comme dans le cas transitif de la preuve du The´ore`me 2.4. Nous obtenons une re´duction
a` ≤ r · (m′)C logn = (m′)O(logn) instances du proble`me pour des chaˆınes de longueur
n/m′. Ceci est tout a` fait consistant avec l’objectif d’avoir une solution en temps quasi-
polynomial en n (ou meˆme en temps nO(logn)).
Il reste a` savoir que faire si nous sommes dans le cas suivant : il y a un isomorphisme
φ : G/N → Alt(Γ), |Γ| > C logn, C une constante. (Ici nous avons de´ja` (i) remplace´ G
par la pre´image de M dans la re´duction G→ G/N , et, apre`s cela, (ii) remplace´ N par
le stabilisateur des blocs dans la partie (b) du The´ore`me 3.1.) Ce cas nous occupera
pour le reste de l’article.
* * *
Babai indique comment enlever la de´pendance de CGFS a` cette e´tape. Soient G et N
comme avant, avec G transitif. Alors G/N est un groupe primitif agissant sur l’ensemble
de blocs R.
Si un groupe de permutations sur un ensemble R est tel que son action sur l’ensemble
des paires d’e´le´ments distincts de R est transitive, le groupe est dit doublement transitif.
Or, un re´sultat de Pyber qui ne de´pend pas de CGFS [Py2] nous dit qu’un tel groupe
est soit Alt(R), soit Sym(R), soit d’ordre ≤ |R|O(log2 |R|).
Si G/N est Alt(R) ou Sym(R), nous sommes dans le cas que nous discuterons d’ici
jusqu’a` la fin. Si G/N est doublement transitif, mais n’est e´gal ni a` Alt(R) ni a` Sym(R),
nous pouvons proce´der comme dans le cas transitif de la preuve du The´ore`me 2.4,
puisque |G/N | ≤ rO(log2 r), r = |R| ≤ n. (Babai propose aussi un traitement alternatif,
meˆme plus efficace et e´le´mentaire.)
Supposons donc que G/N n’est pas doublement transitif. Alors la configuration
cohe´rente schurienne (§2.4) qu’elle induit n’est pas une clique. En conse´quence, nous
pouvons donner cette configuration a` la proce´dure Coupe-ou-Johnson (§5.2), et re-
prendre le fil de l’argument a` ce point-la`.
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4. LA STRUCTURE DE L’ACTION DE Alt
4.1. Stabilisateurs, orbites et quotients alternants
Nous aurons besoin de plusieurs re´sultats sur les e´pimorphismes G→ Altk. Ils joue-
ront un roˆle crucial dans la me´thode des certificats locaux (§6.1). Dans la version ori-
ginale [Ba], ils ont aussi e´te´ utilise´s dans le roˆle joue´ par [BLS] dans cet expose´.
Lemme 4.1. — Soit G < Sym(Ω) primitif. Soit φ : G → Altk un e´pimorphisme avec
k > max(8, 2 + log2 |Ω|). Alors φ est un isomorphisme.
Prouver ce lemme est a` peu pre`s un exercice en the´orie des groupes finis ; il faut
utiliser [BaPS, Prop. 1.22] pour le cas de socle abe´lien et la conjecture de Schreier pour
le cas de socle non abe´lien. La conjecture de Schreier est un the´ore`me, mais un the´ore`me
dont la preuve de´pend, a` son tour, de CGFS.
Par contre, Pyber [Py] a donne´ une preuve du Lemme 4.1 qui n’utilise pas CGFS,
avec une condition plus stricte : k > max(C, (log |Ω|)5), C constante. La de´pendance
de CGFS a donc e´te´ comple`tement enleve´e de la preuve du the´ore`me principal.
De´finition 4.2. — Soit G < Sym(Ω). Soit φ : G → Symk un homomorphisme dont
l’image contient Altk. Alors x ∈ Ω est dit atteint si φ(Gx) ne contient pas Altk.
Lemme 4.3. — Soit G < Sym(Ω). Soit φ : G → Altk un e´pimorphisme avec k >
max(8, 2 + log2 n0), ou` n0 est la taille de la plus grande orbite de G.
(a) Si G est transitif, tout x ∈ Ω est atteint.
(b) Au moins un x ∈ Ω est atteint.
Preuve (esquisse) — (a) Ceci de´coule imme´diatement du Lemme 4.1 si G est primitif,
ou si K < ker(φ) pour K le stabilisateur d’un syste`me de blocs minimal. Il reste le cas
de φ : K → Altk surjectif. En ge´ne´ral :
Lemme.— Pour Ki arbitraires, K < K1 × · · · × Ks et un e´pimorphisme
φ : K → S, S simple, il doit y avoir un i tel que φ se factorise comme suit :
K → Ki ψ→ S, ψ un e´pimorphisme.
En utilisant ce lemme pour les restrictions Ki de K aux orbites de K, nous passons a`
une orbite Ki, et proce´dons par induction.
(b) Soient Ω1, . . . ,Ωm les orbites de G, et soit Gi = G|Ωi la restriction de G a` Ωi. Par
le Lemme en (a), il doit y avoir un i tel que φ se factorise en G → Gi ψ→ Altk, ψ un
e´pimorphisme. Alors, par (a), (Gx)ψ = ((Gi)x)ψ 6= Altk pour tout x ∈ Ωi.
La proposition suivante jouera un roˆle crucial au §6.
Proposition 4.4. — Soient G < Sym(Ω) transitif et φ : G→ Altk un e´pimorphisme.
Soit U ⊂ Ω l’ensemble des e´le´ments non atteints.
(a) Supposons que k ≥ max(8, 2 + log2 n0), ou` n0 est la taille de la plus grande orbite
de G. Alors (G(U))
φ = Altk.
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(b) Supposons que k ≥ 5. Si ∆ est une orbite de G qui contient des e´le´ments atteints,
alors chaque orbite de ker(φ) contenue dans ∆ est de longueur ≤ |∆|/k.
Rappelons que G(U) = {g ∈ G : xg = x ∀x ∈ U} (stabilisateur de points).
Preuve — (a) Il est facile de voir que G fixe U en tant qu’ensemble. Alors, G(U) ⊳ G,
et donc (G(U))φ ⊳Gφ. Or, Gφ = Altk. Supposons que (G(U))φ = {e}. Alors φ se factorise
comme suit :
G→ G|U ψ→ Altk,
puisque G(U) est le noyau deG→ G|U . Ici ψ est un e´pimorphisme, et donc, par le Lemme
4.3 (b), il existe un x ∈ U tel que ((G|U)x)ψ 6= Altk. Or ((G|U)x)ψ = (Gx)φ = Altk,
parce que x est dans U , c’est-a`-dire non atteint. Contradiction.
(b) Comme ∆ contient des e´le´ments atteints et est une orbite de G, tout e´le´ment de
∆ est atteint. Soit N = ker(φ), x ∈ ∆. La longueur de l’orbite xN est∣∣xN ∣∣ = [N : Nx] = [N : (N ∩Gx)] = [NGx : Gx] = [G : Gx]
[G : NGx]
=
|∆|
[Gφ : (Gx)φ]
=
|∆|
[Altk : (Gx)φ]
.
Or, tout sous-groupe propre de Altk est d’indice ≥ k. Donc
∣∣xN ∣∣ ≤ |∆|/k.
4.2. Le cas de grande syme´trie
G
primitif ? k = 1 ? cas trivial
syme´trie
> 1/2 ?
pullback
oui oui
non
oui
Conside´rons le cas de G primitif. Nous pouvons supposer que G est isomorphe en
tant que groupe de permutation a` Alt(k)m , puisque nous avons de´ja` e´limine´ les autres
cas au §3 (peut-eˆtre en passant a` un groupe non primitif M ; le cas non primitif sera
traite´ au §6). Comme nous l’avons vu au §2.8, nous pouvons construire une bijection ι
entre Ω et l’ensemble Sk(Γ) des sous-ensembles avec k e´le´ments d’un ensemble Γ. Cette
bijection induit un isomorphisme φ : G→ Alt(Γ).
Si k = 1, alors Ω est en bijection avec Γ, et G ∼ Altn = Altm. Nous sommes donc
dans le cas trivial : le groupe AutG(x) consiste en les e´le´ments de Altn qui permutent
les lettres de x de la meˆme couleur, et IsoG(x,y) est non vide ssi x et y ont exactement
le meˆme nombre de lettres de chaque couleur – ou`, si aucune lettre n’est re´pe´te´e ni en x
ni en y, nous ajoutons la condition que la permutation de {1, . . . , n} qui induit x 7→ y
soit dans Altn.
Alors, soit G primitif, k > 1.
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Deux e´le´ments γ1, γ2 ∈ Γ sont des jumeaux par rapport a` un objet si la transposition
(γ1γ2) le laisse invariant. Il est clair que les jumeaux forment des classes d’e´quivalence,
et que, pour toute telle classe d’e´quivalence C, tout Sym(C) laisse l’objet invariant.
Notre objet sera la chaˆıne x (ou y) : γ1, γ2 sont des jumeaux par rapport a` x si, pour
tout i ∈ Ω, x(i) = x(τφ−1(i)), ou` τ = (γ1γ2).
Nous pouvons donc de´terminer facilement (et en temps polynomial) les classes
d’e´quivalence en Γ (dites classes de jumeaux), et ve´rifier s’il y a une classe d’e´quivalence
C de taille > |Γ|/2. Examinons cette possibilite´ puisque nous devrons l’exclure apre`s.
La classe C de taille > |Γ|/2 est e´videmment unique et donc canonique. Si x a une
telle classe et y ne l’a pas, ou si les deux ont de telles classes, mais de tailles diffe´rentes,
alors x et y ne sont pas isomorphes.
Si x, y ont des classes de jumeaux Cx, Cy de la meˆme taille > |Γ|/2, nous choisissons
σ ∈ Alt(Γ) tel que Cx = (Cy)σ. (Nous supposons m > 1.) En remplac¸ant y par yσ′ , ou`
σ′ = φ−1 (σ−1), nous re´duisons notre proble`me au cas Cx = Cy. (Voila` l’exemple le plus
simple de ce que Babai appelle aligner ; nous avons aligne´ Cx et Cy.)
Alors, soit C = Cx = Cy. La partition {C,Γ\C} de Γ induit une partition {Ωj}0≤j≤k
de Ω : ω ∈ Ωj ssi ψ(ω) contient k − j e´le´ments de C et j e´le´ments de Γ \ C. Il est aise´
de montrer que αk−j(1 − α)j(k
j
)
< 1/2 pour α ∈ (1/2, 1], 1 ≤ j ≤ k ; donc, |Ωj| < n/2
pour 1 ≤ j ≤ k.
Nous avons re´duit notre proble`me a` celui de de´terminer IsoH(x,y), ou` H =
φ−1 (Alt(Γ)C). Ici le besoin de prendre un stabilisateur d’ensemble (a` savoir, Alt(Γ)C)
ne pose aucun souci : nous engendrons H en prenant des pre´images φ−1(h1), . . . , φ−1(h5)
de deux ge´ne´rateurs h1, h2 de Alt(C) < Alt(Γ), deux ge´ne´rateurs h3, h4 de
Alt(Γ \ C) < Alt(Γ) et un e´le´ment h5 ∈ Alt(Γ) de la forme (γ1γ2)(γ3γ4), ou` γ1, γ2 ∈ C,
γ3, γ4 ∈ Γ \ C. (Si |Γ| < 8, le nombre de ge´ne´rateurs est moindre, et la discussion se
simplifie.) Notre proble`me se re´duit a` celui de de´terminer IsoH′(x,y′) pour y′ = y et
y
′ = yh5, ou` H ′ = φ−1(Alt(C)× Alt(Γ \ C)) = φ−1(〈h1, . . . , h4〉).
Comme C est une classe de jumeaux pour x, tout e´le´ment de φ−1(Alt(C)) laisse x
invariant. Si x|Ω0 6= y|Ω0, alors IsoH′(x,y) = ∅.
Soit alors x|Ω0 = y|Ω0. Nous avons re´duit notre proble`me a` celui de de´terminer
IsoH′|Ω′ (x|Ω′ ,y|Ω′), ou` Ω′ = Ω \ Ω0. Rappelons que H ′|Ω′ agit sur Ω′ avec des orbites
de longueur |Ωi| < n/2. Nous proce´dons donc comme dans le cas non transitif de la
me´thode de Luks (preuve du Thm. 2.4).
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5. DES CHAIˆNES AUX SCHE´MAS DE JOHNSON
x,y →
relations
k-aires
sur Γ
Weisfeiler
- Leman
k-aire
Lemme
des designs
une
couleur
domine ?
coupe ou
Johnson ?
re´cursion
n′ ≤ n/2
oui
non
Discutons maintenant le cas de G primitif et, plus pre´cise´ment, G isomorphe a` Alt(k)m ,
k ≥ 2. Maintenant nous pouvons supposer que nos chaˆınes x,y n’ont pas de classes de
jumeaux de taille > m/2. Les outils principaux que nous de´velopperons (Lemme des
designs, coupe-ou-Johnson) nous seront utiles, voire essentiels, aussi dans le cas de G
imprimitif.
Nous avons une bijection entre les e´le´ments de Ω et {S ⊂ Γ : |S| = k}. Pour
x : Ω → Σ donne´, nous avons donc une structure relationnelle X = (Γ, (Ri)i∈Σ) k-aire
sur Γ : (x1, . . . , xk) ∈ Ri si x1, . . . , xk sont tous diffe´rents et x(ω) = i, ou` ω est l’e´le´ment
de Ω qui correspond a` {x1, . . . , xk}.
Nous appliquons a` X le foncteur F1 (§2.3), qui fait d’elle une structure de partition,
puis le foncteur F2 (encore §2.3), qui nous donne une configuration k-aire, et, finale-
ment, le foncteur F3 de´fini par Weisfeiler-Leman k-aire (§2.5). Nous obtenons ainsi un
raffinement F3(F2(F1(X))) = (Γ, cx : Ωk → C ) qui est une configuration cohe´rente
k-aire.
Comme F1, F2, F3 sont des foncteurs, l’assignation de cx a` x est canonique. Elle nous
sera donc utile : si cx et cy ne sont pas isomorphes sous l’action de Altm, alors x et y
ne sont pas isomorphes sous l’action de Alt(k)m non plus.
Nous obtiendrons une configuration cohe´rente classique de fac¸on canonique a` partir
de cx (Lemme des designs). Soit cette nouvelle configuration sera non triviale, soit nous
obtiendrons un coloriage canonique sans couleur dominante, ce qui nous permettra
imme´diatement de re´duire le proble`me a` un certain nombre de proble`mes pour des
chaˆınes plus courtes, comme dans l’algorithme de Luks.
Supposons, alors, que nous disposons d’une configuration cohe´rente classique non tri-
viale assigne´e de fac¸on canonique a` x. La proce´dure Coupe-ou-Johnson nous donnera
l’un ou l’autre de ces deux re´sultats : soit un de´coupage canonique de Γ, soit un sche´ma
de Johnson plonge´ de fac¸on canonique dans Γ. Dans un cas comme dans l’autre, avoir
une telle structure canonique limite fortement l’ensemble d’isomorphismes et automor-
phismes possibles. Nous pourrons re´duire G a` un sous-groupe ∼ Altm′ , avec m′ ≤ m/2,
dans le cas du de´coupage, ou m′ ≪ √m, dans le cas de Johnson. De´ja` m′ ≤ m/2 est
suffisante pour une re´cursion re´ussie.
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5.1. Lemme des designs
E´tant donne´s une configuration X = (Γ, c : Γk → C ) et un parame`tre 1/2 ≤ α < 1,
une couleur i est dite α-dominante si c(γ, . . . , γ) = i pour ≥ α|Γ| valeurs de γ ∈ Γ. La
classe de couleurs {γ ∈ Γ : c(γ, . . . , γ) = i} est, elle aussi, dite dominante. Par contre,
si, pour toute couleur i, la classe {γ ∈ Γ : c(γ, . . . , γ) = i} est de taille < α|Γ|, le
coloriage est dit un α-coloriage.
Comme avant, deux e´le´ments γ1, γ2 ∈ Γ sont des jumeaux par rapport a` une struc-
ture X (ici, une configuration cohe´rente sur Γ) si (γ1γ2) ∈ Aut(X).
Proposition 5.1 (Lemme des designs). — Soit X = (Γ, c : Γk → C ) une configuration
cohe´rente k-aire, ou` 2 ≤ k ≤ |Γ|/2. Soit 1/2 ≤ α < 1. Supposons qu’il n’y a aucune
classe de jumeaux dans Γ avec > α|Γ| e´le´ments.
Alors, au moins une des options suivantes est vraie :
(a) il existe x1, . . . , xℓ ∈ Γ, 0 ≤ ℓ < k, tels que X(1)~x n’a pas de couleur α-dominante ;
(b) il existe x1, . . . , xℓ ∈ Γ, 0 ≤ ℓ < k − 1, tels que X(1)~x a une couleur α-dominante C
et (X~x)
(2)[C] n’est pas une clique.
La notation a e´te´ de´finie dans les sections 2.3 – 2.4 . En particulier, le 1-squelette
X
(1)
~x est tout simplement un coloriage de Γ.
Lemme 5.2 (Lemme de la grande clique). — Soit X = (Γ, c) une configuration cohe´rente
classique. Soit C ⊂ Γ une classe de couleurs avec |C| ≥ |Γ|/2. Si X[C] est une clique,
alors C est une classe de jumeaux.
Preuve — Supposons que C n’est pas une classe de jumeaux. Il y a donc un x ∈ Γ
et une couleur (disons, azur) telle que c(x, y) est de cette couleur pour au moins un
y ∈ C mais pas pour tous. Comme X[C] est une clique, x /∈ C. Appelons la couleur de
C carmin, et celle de x bronze. Soit B ⊂ Γ l’ensemble des e´le´ments de couleur bronze.
Il s’agit de construire un block design e´quilibre´ (§2.6) qui contredise l’ine´galite´ de
Fisher (Prop. 2.19). De´finissons Ab = {y ∈ Γ : c(by) = azur} pour b ∈ B. Comme
x ∈ B et c(xy) = azur pour au moins un y ∈ C, et c(xy) connaˆıt la couleur de y, tous
les e´le´ments de Ab sont carmin.
Par la cohe´rence de X et la de´finition des nombres d’intersection (Def. 2.8),
|Ab| = γ(azur, azur−1, bronze),
et donc |Ab| ne de´pend pas de b. Comme nous l’avons dit au de´but, 1 ≤ |Ax| < |C| ;
donc, 1 ≤ |Ab| < C pour tout b ∈ B.
Montrez de fac¸on similaire que, pour v ∈ C, la taille de {b ∈ B : v ∈ Ab} = {b ∈ B :
c(bv) = azur} ne de´pend pas de b. Comme X[C] est une clique, c(v, v′) est de la meˆme
couleur pour tous v, v′ ∈ C, v = v′ ; appelons cette couleur dore´. Montrez que
{b ∈ B : v, v′ ∈ Ab} = γ(azur, azur−1, dore´).
Alors (C, {Ab}b∈B) est un block design e´quilibre´ incomplet.
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En conse´quence, par l’ine´galite´ de Fisher, |B| ≥ |C|. Or, nous savons que |C| > |Γ|/2,
B,C ⊂ Γ et B ∩ C = ∅. Contradiction.
Preuve du Lemme des designs (Prop. 5.1) — Supposons que pour chaque ~x ∈ Ωℓ,
0 ≤ ℓ < k, C~x a une couleur α-dominante C(~x), et, en plus, si ℓ < k − 1, (X~x)(2)[C] est
une clique. Nous arriverons a` une contradiction.
Soit C = C(vide). Comme |C| > α|Γ|, C est trop grande pour eˆtre un ensemble de
jumeaux. Donc il existe u, v ∈ C, u 6= v, tels que τ = (uv) /∈ Aut(X). Soit ~y de longueur
minimale r entre les chaˆınes satisfaisant c(~yτ) 6= c(~y). Par cette minimalite´ et les re`gles
dans la de´finition 2.5, y1, . . . yr sont tous distincts. En les permutant, nous pouvons
assurer que u, v /∈ {y1, y2, . . . , yr−2}, et, sans perte de ge´ne´ralite´, que soit (i) yr−1 6= u, v,
yr = u, soit (ii) yr−1 = u, yr = v. Dans le cas (i), nous choisissons ~x = y1, . . . , yr−1,
ℓ = r−1, et voyons que c~x(u) 6= c~x(v) ; dans le cas (ii), nous choisissons ~x = y1, . . . , yr−2,
ℓ = r−2, et obtenons c~x(u, v) 6= cx(v, u). Nous aurons donc une contradiction avec notre
supposition une fois que nous aurons prouve´ que u, v ∈ C(~x).
Le fait que u, v ∈ C(~x) s’ensuivra imme´diatement de l’e´galite´ C(~x) = C\{x1, . . . , xℓ} ;
cette e´galite´, a` son tour, se de´duit par ite´ration du fait que, pour ~y de longueur ≤ k−2
et ~x = ~yz, z ∈ Ω,
(6) C(~x) = C(~y) \ {z}.
Pourquoi (6) est-il vrai ? Nous sommes en train de supposer que X(2)~y [C(~y)] est une
clique, et que |C(~y)| > α|Γ| ≥ |Γ|/2. Donc, par le lemme de la grande clique, tous
les e´le´ments de C(~y) sont des jumeaux en X(2)~y . En particulier, pour u ∈ C(~y) \ {z},
c~x(u) = c~y(zu) ne de´pend pas de u. Puisque le coloriage de sommets en C~x est un
raffinement de celui en C~y (par la deuxie`me re`gle de la de´finition 2.5), il s’ensuit que,
soit C(~x) = C(~y) \ {z}, soit C(~x) ⊂ Γ \C(~y), soit C(~x) = {z}. Comme |C(~x)|, |C(~y)| >
α|Γ| ≥ |Γ|/2, les deux dernie`res possibilite´s sont exclues.
Nous appliquons le Lemme des designs (avec α = 1/2) a` la configuration cohe´rente
k-aire X′ = F3(F2(F1(X))), ou` X est donne´e par x de la fac¸on de´crite au de´but de la
section. Nous parcourons tous les tuples possibles ~x = (x1, . . . , xℓ) ∈ Γℓ, 0 ≤ ℓ < k,
jusqu’a` trouver un tuple pour lequel la premie`re ou la deuxie`me conclusion du Lemme
des designs est vraie.
Si la premie`re conclusion est vraie, nous de´finissons cX = X
(1)
~x et sautons a` la section
5.3.1. Si la deuxie`me conclusion est vraie, nous passons au §5.2, ayant de´fini X′′ =
X
(2)
~x [C], ou` C est la couleur α-dominante de X
(1)
~x .
5.2. Coupe ou Johnson
Nous avons une configuration classique cohe´rente homoge`ne non triviale X′′ = (Γ, c).
(Nous rappelons que ceci est un coloriage c du graphe complet sur Γ tel que (a) les som-
mets ont leur couleur propre (« couleur diagonale »), (b) les areˆtes (x, y), x 6= y, ne sont
pas toutes de la meˆme couleur, (c) la couleur c(x, y) de l’areˆte (x, y) de´termine c(y, x),
et (d) l’axiome de cohe´rence (2.8) se ve´rifie.) Nous voudrions trouver des structures qui
de´pendent canoniquement de X′′ et qui contraignent son groupe d’automorphismes.
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Il est raisonnable de s’attendre a` ce que de telles structures existent : par le The´ore`me
3.1, si le groupe d’automorphismes est transitif, soit il est imprimitif (et donc il laisse
une partition invariante), soit il est pre`s d’eˆtre Alt(k)m , k ≥ 2, (qui laisse invariant un
sche´ma de Johnson), soit il est petit (et donc le stabilisateur de quelques points aura
des orbites petites, et ainsi nous donnera un coloriage sans couleur dominante). Le de´fi
est de trouver de telles structures, et de le faire canoniquement.
Si X′′ n’est pas primitif (De´f. 2.14), la taˆche est plutoˆt facile : soit r la couleur non
diagonale la plus rouge telle que le graphe Gr = {(x, y) : x, y ∈ Γ, c(x, y) = r} est
connexe ; par l’exercice 2.16, ceci donne une partition de Γ dans des ensembles de la
meˆme taille ≤ |Γ|/2.
The´ore`me 5.3 (Coupe ou Johnson). — Soit X = (Γ, c) une configuration classique
cohe´rente uniprimitive. Soit 2/3 ≤ α < 1. En temps |Γ|O(1), nous pouvons trouver
— soit un α-de´coupage de Γ,
— soit un sche´ma de Johnson plonge´ sur Γ0 ⊂ Γ, |Γ0| ≥ α|Γ|,
et un sous-groupe H < Sym(Γ) avec
[Sym(Γ) : H ] = |Γ|O(log |Γ|)
tel que le de´coupage, voire le sche´ma, est canonique en relation a` H.
Le groupe H sera de´fini comme un stabilisateur de points en Γ. La valeur 2/3 dans
l’e´nonce´ est assez arbitraire ; toute valeur > 1/2 serait valable. Une valeur proche a` 1/2
affecterait les constantes implicites.
Preuve — Choisissons un x ∈ Γ arbitraire. Donnons a` chaque y ∈ Γ la couleur de
c(x, y). Ce coloriage est canonique en relation a` Gx. S’il n’y a aucune classe de couleur
C de taille > α|Γ|, la partition triviale (non-partition) de chaque classe nous donne un
α-de´coupage de Γ, et nous avons fini.
Supposons, par contre, qu’il y ait une classe de couleur – disons, Clin – de taille> α|Γ|.
Comme αn > n/2, la relation Rlin de cette couleur est non oriente´e (c(y, z) = lin ssi
c(z, y) = lin). Le comple´ment de Rlin (ou de toute autre relation) est de diame`tre 2
(exercice). Soient x, z ∈ Γ tels que c(x, z) = lin, et soit y ∈ Γ tel que c(x, y), c(z, y) 6= lin.
Appelons c(x, y) bis et c(z, y) terre.
Conside´rons le graphe biparti (V1, V2;A) avec sommets V1 = Clin, V2 = Cbis et areˆtes
Rterre ∩ (V1 × V2). Le graphe est non vide par de´finition et semire´gulier par l’exercice
2.17b. Par homoge´ne´ite´ et cohe´rence, le nombre de y tels que c(y, w) est d’une couleur
donne´e c0 est inde´pendant de w. Donc, il est toujours ≤ (1− α)n < n/2 pour c0 6= lin.
Appliquant ceci a` c0 = terre et V2, nous voyons que le degre´ |{v1 ∈ V1 : (v1, v2) ∈ A}|
est < n/2, et donc, comme |V1| > n/2, le graphe n’est pas complet.
Nous appliquons donc la Proposition 5.7 a` (V1, V2;A) avec β = α|Γ|/|V1|. Notons que
|V2| ≤ β|V1|.
Nous travaillerons donc avec un graphe biparti (V1, V2;A). La strate´gie sera d’essayer,
soit de rendre V2 plus petit (par au moins un facteur constant), soit de trouver des
structures en lui. Soit ces structures nous permettront de re´duire V2 quand meˆme, soit
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elles nous aideront a` de´couper V1, ou a` trouver un sche´ma de Johnson assez grand
sur V1.
Tout d’abord, nous devrons borner la syme´trie en V1, c’est-a`-dire re´duire, voire
e´liminer les jumeaux. Il y a deux raisons a` ceci.
— Meˆme si nous de´couvrions une structure assez riche en V2, cela impliquerait peu
ou rien sur V1 si beaucoup d’e´le´ments de V1 se connectent a` V2 de la meˆme fac¸on.
— Si V2 est petit, nous colorierons chaque sommet de V1 par son ensemble de voisins
en V2. Ceci nous donnera un coloriage canonique en relation a` G(V2). Or, dans ce
coloriage, deux sommets en V1 auront la meˆme couleur ssi ils sont des jumeaux ;
donc, si aucune classe de jumeaux en V1 n’a > α|V1| e´le´ments, nous aurons un
α-coloriage.
Exercice 5.4. — Soit (V1, V2;A) un graphe biparti semire´gulier et non trivial. Alors,
aucune classe de jumeaux en V1 n’a plus de |V1|/2 e´le´ments.
Solution — Nous assurons que |A| ≤ |V1||V2|/2 en prenant le comple´ment s’il est
ne´cessaire. Soient d2 le degre´ des sommets en V2 et S une classe de jumeaux en V1.
Montrez que d2 ≥ |S|, et donc |A| ≥ |S||V2|.
Exercice 5.5. — Soit (V1, V2;A) un graphe biparti sans jumeaux en V1. Soient V2 =
C1 ∪ C2, C1 ∪ C2 = ∅. Montrez que, pour au moins un i = 1, 2, il n’y a aucune classe
de ≥ |V1|/2 + 1 jumeaux en V1 dans le graphe (V1, Ci;A ∩ (V1 × Ci)).
Exercice 5.6. — Soit X = (Γ, c) une configuration cohe´rente. Soient C1, C2 deux
classes de couleurs en Γ. Soit brun une couleur d’areˆtes en A× B. Alors, pour x, y ∈
C1, la couleur c(x, y) de´termine si x et y sont des jumeaux dans le graphe biparti
(C1, C2;Gbrun).
Proposition 5.7 (Coupe ou Johnson biparti, ou « Una partita a poker »)
Soit X = (V1, V2;A) un graphe biparti avec |V2| < β|V1|, ou` 2/3 ≤ β < 1, et tel
qu’aucune classe de jumeaux en V1 n’ait plus de 2|V1|/3 e´le´ments. Alors, nous pouvons
trouver, en temps |V1|O(1),
— soit un β-de´coupage de V1,
— soit un sche´ma de Johnson plonge´ sur V0 ⊂ V1, |V0| ≥ β|V1|,
et un sous-groupe H < G, G = Sym(V1)× Sym(V2), avec
[G : H ] = |V1|O(log |V1|)
tel que le de´coupage, voire le sche´ma, est canonique en relation a` H.
La condition sur les classes de jumeaux ici e´tait remplie (meˆme avec 1/2 a` la place
de 2/3) a` la fin de la preuve du Thm. 5.3, graˆce a` l’exercice 5.4.
En ce qui concerne le temps de la proce´dure, nous expliciterons quelques de´tails qui
pourraient ne pas eˆtre e´vidents. Ce qui sera le de´tail le plus de´licat est l’indice [G : H ].
Le groupe H sera de´fini comme un stabilisateur de points ; nous devons bien controˆler
le nombre de points que nous stabilisons.
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Esquissons la strate´gie ge´ne´rale de la preuve. Ce que nous voulons est une re´duction
a` la Proposition 5.8, “Coupe-ou-Johnson cohe´rent”. Nous pouvons produire une configu-
ration cohe´rente classique sur V1∪V2 a` partir du graphe X, tout simplement en utilisant
Weisfeiler-Leman. Ce qui demande de la ruse est de garantir que la restriction X[C2] a`
la classe de couleurs dominante (s’il y a une) soit non triviale.
Pour obtenir une configuration non-triviale sur C2, nous noterons que le graphe X
induit lui-meˆme une relation d-aire sur C2, ou` d est au plus le degre´ de la majorite´
d’e´le´ments de V1 (si telle chose existe ; sinon, les degre´s nous donnent une partition de
V1). Si la relation est triviale, dans le sens de contenir toutes les d-tuples d’e´le´ments
distincts dans C2, nous obtenons un sche´ma de Johnson. Si elle est non triviale mais
contient beaucoup de jumeaux, elle nous donne une manie`re de descendre a` un C2
plus petit. S’il n’y a pas beaucoup de jumeaux, nous utilisons le Lemme des Designs
(supple´mente´ par un lemme standard sur les designs) pour obtenir une configuration
cohe´rente classique non-triviale sur C2, ce qui e´tait a` trouver.
Preuve — Si |V1| ≤ c, ou` c est une constante, nous colorions chaque v ∈ V1 par
lui-meˆme. Ce coloriage est canonique en relation a` H = {e} ; autrement dit, il n’est
pas canonique du tout. Peu importe : trivialement, |G| ≤ (c!)2 ≤ |V1|O(log |V1|). Nous
pouvons donc supposer que |V1| > c.
Si |V2| ≤ (6 log |V1|)3/2 (disons), alors, par la discussion ci-dessus, nous obtenons un
(2/3)-coloriage de V1 (et donc : un (2/3)-de´coupage de V1). Ce coloriage est canonique
en relation a` un H d’indice
|V2|! ≤ |V2||V2| ≤ (6 log |V1|) 32 (6 log |V1|)
3
2 ≪ |V1|log |V1|.
Nous pouvons donc supposer que |V2| > (6 log |V1|)3/2.
Notre premie`re taˆche est d’e´liminer les jumeaux. Nous divisons V1 dans ses classes
de jumeaux et colorions chaque v ∈ V1 par son nombre de jumeaux et par son degre´
dans le graphe (V1, V2;A). Nous obtenons un β-de´coupage de V1, sauf s’il y a un entier
d1 tel que l’ensemble V ′1 des sommets v sans jumeaux et de degre´ d1 est de taille
|V ′1 | > β|V1|. Supposons dore´navant que cela est le cas. Comme |V ′1 | > |V2| et qu’il n’y
a pas de jumeaux en V ′1 , nous voyons que 1 < d1 < |V2| − 1 ; nous pouvons supposer
que d1 ≤ |V2|/2 en remplac¸ant A par son comple´ment, si ne´cessaire.
Soit H = (V2,A ) l’hypergraphe dont les areˆtes sont les voisinages en (V1, V2;A) des
sommets dans V ′1 . (Elles sont toutes contenues en V2.) L’hypergraphe est d1-uniforme.
Comme il n’y a pas de jumeaux dans V ′1 , il n’y a pas d’areˆtes identiques. Si H est l’hy-
pergraphe complet d1-uniforme, alors V ′1 peut eˆtre identifie´ avec le sche´ma de Johnson
Sd1(V2). (Scoppia in un pianto angoscioso e abbraccia la testa di Johnson.)
Supposons alors que H n’est pas complet. Nous voudrions avoir un coloriage cano-
nique sur V d2 pour un d≪ l, l = (log |V ′1 |)/ log |V2|, tel que les e´le´ments de V2 ne soient
pas tous jumeaux. Si d1 ≤ 6⌈l⌉, nous de´finissons d = d1 et colorions {(v1, . . . , vd) ∈ V d2 :
{v1, . . . , vd} ∈ H } en e´carlate, et tout le reste en gris.
Supposons, par contre, que d1 > 6⌈l⌉. Soit d = 6⌈l⌉. Nous colorions ~v = (v1, . . . , vd)
en gris si les vi ne sont pas tous distincts ; dans le cas contraire, nous donnons a` ~v la
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couleur
(7) |{H ∈ H : {v1, . . . , vd} ⊂ H}|.
Cette ope´ration de coloriage peut eˆtre faite en temps de l’ordre de
|V1| ·
(
d1
d
)
≤ |V1| · |V2|d = |V1| · |V2|
6
⌈
log |V ′1|
log |V2|
⌉
= |V1| · |V ′1 |O(1) = |V1|O(1).
Si les tuples avec v1, . . . , vd distincts n’avaient pas tous la meˆme couleur λ, nous
aurions un design d− (|V2|, d1, λ) avec |V ′1 | areˆtes. Donc, par la Proposition 2.20, |V ′1 | ≥(
|V2|
s
)
pour s = 3⌈l⌉. Comme |V2| ≥ (6 log |V ′1 |)3/2 et |V ′1 | peut eˆtre suppose´ plus grand
qu’une constante,(|V2|
s
)
≥
( |V2|
s
)s
>
( |V2|
6l
)s
>
(|V2|1/3)3l = |V2| log |V ′1|log |V2| = |V ′1 |,
ce qui donne une contradiction.
Donc, pour d1 arbitraire, les tuples avec v1, . . . , vd distincts n’ont pas tous la meˆme
couleur ; en d’autres termes, les e´le´ments de V2 ne sont pas tous jumeaux en relation
a` notre nouvelle structure d-aire. S’il y a une classe S de jumeaux de taille > |V2|/2,
alors, par l’exercice 5.5, au moins un des deux graphes (V ′1 , S;A ∩ (V ′1 × S)), (V ′1 , V2 \
S;A ∩ (V ′1 × (V2 \ S))) n’a aucune classe de > |V ′1 |/2 + 1 jumeaux dans V1. Comme
2|V ′1 |/3 ≥ |V ′1 |/2 + 1 pour |V1| ≥ 8, nous appliquons la Proposition 5.7 elle-meˆme a` un
de ces deux graphes (disons, celui sur V ′1 × S si les deux sont valables), et terminons.
(Peut-eˆtre que la taille de V2 est descendue seulement a` |V2| − 1, mais tous nos choix
ont e´te´ canoniques – des non-choix, si l’on veut – donc gratuits. Nous n’avons perdu
que du temps ; pour eˆtre pre´cis, |V1|O(1) de temps, ce qui est acceptable.)
Alors, nous avons un coloriage de V d2 en relation auquel il n’y a aucune classe de
jumeaux en V2 de taille > |V2|/2. Nous appliquons les foncteurs F1, F2, F3 (Weisfeiler-
Leman) a` ce coloriage. Puis nous utilisons le Lemme des designs (Prop. 5.1) avec α =
2/3. Nous trouvons les e´le´ments x1, . . . , xℓ ∈ V2 (ℓ = d− 1 ou ℓ = d− 2) dans l’e´nonce´
de la Proposition 5.1 par force brute, en temps proportionnel a` |V2|d = |V1|O(1). Nous
les fixons, et nous imposons que H fixe x1, . . . , xℓ, ce qui a un couˆt de |V1|O(1), dans le
sens ou`
[G : Gx1,...,xℓ] ≤ |V2|d = |V1|O(1).
Si nous sommes dans le premier cas du Lemme de designs (pas de couleur dominante),
nous cueillons les classes de couleur, en commenc¸ant par la plus rouge (interpre´tez
la quantite´ en (7) comme une longueur d’onde), jusqu’a` avoir une union des classes
S ⊂ V2 avec |V2|/3 < |S| ≤ 2|V2|/3. (Ceci marche s’il n’y a aucune classe de taille
> |V2|/3 ; si telles classes existent, nous de´finissons S comme la classe la plus grande de
ce type.) Nous appliquons l’exercice 5.5, et obtenons un graphe (V ′1 , V
′
2 , A ∩ (V ′1 ∩ V ′2))
remplissant les conditions de notre Proposition 5.7 avec V ′2 = S ou V
′
2 = V2 \ S, et
donc |V ′2 | ≤ α|V2|. Donc, nous appliquons la Proposition 5.7 a` ce graphe ; la re´cursion
marche. (Il est important ici que |V ′2 | ≤ α|V2|, puisque nous avons de´ja` encouru un couˆt
conside´rable (|V1|O(1)) dans l’indice.)
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Restons donc dans le deuxie`me cas du Lemme des designs : nous avons un coloriage
de V2 avec une classe de couleurs C ⊂ V2 telle que |C| ≥ 2|V2|/3, et une configuration
cohe´rente homoge`ne classique Y non triviale sur C.
Nous de´finissons un graphe avec des sommets V ′1 ∪ V2, ou` V ′1 est de couleur nacre´e et
V2 vient d’eˆtre colorie´ par le Lemme des Designs ; les areˆtes seront non pas seulement
celles en A ∩ (V ′1 × V2) (colorie´es en noir) mais aussi les areˆtes entre les e´le´ments de
V2, dans les couleurs donne´es par Y. Nous appliquons les raffinements F1, F2 et F3
(Weisfeiler-Leman) a` ce graphe, et obtenons une configuration cohe´rente X.
La configuration X[V2] est un raffinement deY. Si elle n’a pas de couleur α-dominante,
nous re´duisons notre proble`me a` celui pour (V ′1 , V
′
2 , A∩ (V ′1 ∩V ′2)), |V ′2 | ≤ α|V2|, comme
avant ; nous pouvons appliquer la proposition 5.7 a` un tel graphe sans changer β parce
que
|V ′2 | ≤
2
3
|V2| ≤ β|V2| < β|V ′1 |.
La re´cursion marche ici aussi parce que |V ′2 | ≤ 2|V2|/3 : il est important que V ′2 soit
plus petit que V2 par un facteur constant, puisque le couˆt entraˆıne´ jusqu’a` maintenant
dans l’index [G : H ] est de´ja` conside´rable (|V1|O(1)).
Supposons donc qu’il y a une classe de couleurs (2/3)-dominantes C2 dans X[V2]. Elle
doit eˆtre un sous-ensemble de C car 2/3+2/3 > 1. La restriction de X[C2] n’est pas une
clique : si elle l’e´tait, la restriction de Y a` C2 l’aurait e´te´ aussi, et cela est impossible
par l’exercice 2.15.
Nous pouvons supposer qu’il existe une classe de couleurs C1 ⊂ V ′1 en X1 qui satisfait
|C1| > β|V1| ; sinon, nous avons un β-coloriage de V1, et pouvons finir. Le fait que
|C1| > β|V1| implique que |C1| > |V2| ≥ |C2|.
Nous pouvons supposer aussi que les areˆtes de X en C1 × C2 ne sont pas toutes de
la meˆme couleur. Si elles l’e´taient, il y aurait une classe de ≥ |C1| > β|V1| > |V1|/2 + 1
jumeaux en V1 dans le graphe (V1, C2;A∩(V1×C2)), dont X[V1×C2] est un raffinement.
Dans ce cas, par l’exercice 5.5, nous aurions une re´duction a` (V1, V2 \C2;A∩ (V1× (V2 \
C2))), et nous pourrions finir en utilisant la Proposition 5.7 de fac¸on re´cursive.
Ainsi, nous avons tout re´duit a` la Proposition 5.8 : nous l’appliquons a` X[C1 ∪ C2].
Nous obtenons, soit un (1/2)-de´coupage de C1, soit un graphe biparti (W1,W2;A′),
W1 ⊂ C1, W2 ⊂ C2, avec |W1| ≥ |C1|/2, |W2| ≤ |C2|/2 ≤ |V2|/2, tel qu’aucune
classe de jumeaux en W1 n’a plus que |W1|/2 e´le´ments. Nous pouvons supposer que
|W1| > β|V1|, parce que, dans le cas contraire, nous avons obtenu un β-de´coupage de
W1. Alors, |W2| < |W1|/2. Nous pouvons, alors, faire de la re´cursion : nous appliquons
la Proposition 5.7 avec (W1,W2;A′) a` la place de (V1, V2;A).
La re´cursion se finit apre`s pas plus que O(log |V2|) pas puisque |W2| ≤ |V2|/2. Si la
taille de W1 (ou de V1) de´croˆıt en dessous de β|V1| (pour la valeur originale de |V1|),
alors nous avons obtenu un β-de´coupage de V1.
Comme nous l’avons vu, Coupe ou Johnson biparti utilise Coupe ou Johnson cohe´rent.
A` son tour, Coupe ou Johnson cohe´rent se re´duira a` Coupe ou Johnson biparti pour un
graphe biparti (V1, V2;A) avec V2 de taille au plus une moitie´ de la taille du V2 original.
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Proposition 5.8 (Coupe ou Johnson cohe´rent). — Soit X = (C1 ∪ C2; c) une confi-
guration cohe´rente avec des classes de couleurs de sommets C1, C2, ou` |C1| > |C2|.
Supposons que ni c|C1×C2 ni c|C2×C2 est une fonction constante.
Alors, nous pouvons trouver, en temps |C1|O(1), soit
— un (1/2)-de´coupage de C1, ou
— un graphe biparti (V1, V2;A), Vi ⊂ Ci, |V1| ≥ |C1|/2, |V2| ≤ |C2|/2, tel que toute
classe de jumeaux en V1 contient au plus |V1|/2 e´le´ments,
et un e´le´ment y ∈ C2, tel que le de´coupage, voire le graphe biparti, est canonique en
relation a` Gy, ou` G = Sym(C1)× Sym(C2).
Il va de soi que dire que c|C2×C2 est constant e´quivaut a` dire que X[C2] est une clique.
Preuve —
Si la restriction X[C1] e´tait une clique, alors, par cohe´rence, pour toute couleur en
C1 × C2 – pourpre, disons – les voisinages dans (C1, V2;Gpourpre) des sommets en C2
nous donneraient un block design e´quilibre´ (et peut-eˆtre de´ge´ne´re´) sur C1. Le design
est incomplet parce que c n’est pas monochrome sur C1×C2. L’ine´galite´ de Fisher nous
donne que |C2| ≥ |C1|, en contradiction avec nos suppositions. Donc, X1[C1] n’est pas
une clique.
Si X[C1] n’est pas primitive, la plus rouge de ses relations non connexes nous donne
un (1/2)-de´coupage canonique de V1, par l’exercice 2.16. Nous pouvons donc supposer
que X[C1] est primitif.
Nous avons deux cas a` conside´rer : X[C2] primitive et X[C2] imprimitive.
Supposons d’abord que X[C2] est imprimitive. La relation non connexe la plus rouge
dans X[C2] nous donne une partition de C2 dans des ensembles B1, . . . , Bm, m ≥ 2, tous
de la meˆme taille ≥ 2. Nous avons donc trouve´ une structure en C2, et nous l’utiliserons,
soit pour de´couper C1, soit pour re´duire |C2| par un facteur constant. Le premier pas
consiste a` montrer qu’il n’y a pas de jumeaux dans C1.
Comme notre configuration est cohe´rente, la couleur d’une areˆte en C1 sait si ses
sommets sont des jumeaux en relation a` C2 (Ex. 5.6) ; donc, s’il y avait des jumeaux
dans C1 en relation a` C2, nous aurions, soit qu’une des couleurs d’areˆtes en C1 donne
une relation non connexe – ce qui contredit le fait que X[C1] est uniprimitive – soit que
tous les e´le´ments de C1 sont des jumeaux en relation en C2. Dans ce dernier cas, par
l’exercice 5.4, c|C1×C2 serait monochrome, ce qui n’est pas le cas. En conclusion, il n’y
a pas de jumeaux dans C1 en relation a` C2.
Notre intention est d’appliquer l’exercice 2.18 pour obtenir un graphe biparti
contracte´ C1 × {1, 2, . . . , m} avec m ≤ |C2|/2. Nous devons seulement faire attention a`
ce que ce graphe ne soit pas trivial.
Soit dk le degre´ de tout w ∈ C2 dans le graphe biparti (C1, C2;Gk) pour une couleur k
donne´e, ou` Gk consiste en les areˆtes de couleur k. (Par l’ex. 2.17a, le degre´ dk ne
de´pend pas de w.) Si dk ≤ |C1|/2 pour tout k, nous fixons un w ∈ C2 (non canonique)
et obtenons un (1/2)-coloriage de C1 en assignant la couleur c(x, w) au sommet x ∈
C1. Supposons donc qu’il y a une couleur – que nous appellerons violet – telle que
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dviolet > |C1|/2. S’il y a un 1 ≤ i ≤ m tel qu’il n’y a aucune classe de plus que |C1|/2
jumeaux dans C1 en relation a` Bi, nous fixons un e´le´ment y ∈ Bi d’un tel i (non
canoniquement), fixant ainsi cet i. De cette fac¸on, nous obtenons une re´duction au
graphe biparti (C1, Bi;Gviolet ∩ (C1 × Bi)).
Supposons que cela n’est pas le cas. Donc, pour chaque i, il existe une classe Ti ⊂ C1
de jumeaux en relation a` Bi telle que |Ti| > |C1|/2. Pour chaque w ∈ Bi, les areˆtes
de w a` tout v ∈ Ti sont de la meˆme couleur ; alors, elles doivent eˆtre violettes. Soit
vert une couleur d’areˆtes en C1 × C2 qui ne soit pas violet. Alors, le graphe X =
(C1, {1, . . . , m};D) dans l’exercice 2.18 n’est pas vide ; comme (vi, i) est violet pour
tout v ∈ Ti, X n’est pas complet non plus. Comme X est bire´gulier, il n’y a aucune
classe de jumeaux en C1 en relation a` {1, . . . , m} avec > |C1|/2 e´le´ments (ex. 5.4). Nous
avons donc tout re´duit a` un graphe biparti X du type que nous de´sirions.
Conside´rons maintenant le cas de X[C2] primitive (16). Fixons un y ∈ C2 arbitraire
(non canoniquement). Nous pouvons supposer qu’il y a une couleur – disons, violet
– telle que dviolet > |C1|/2, puisque, sinon, les couleurs des areˆtes qui connectent les
e´le´ments de C1 avec y nous donneraient un (1/2)-coloriage de C1. E´crivons V1 =
Lviolet(y) = {x ∈ C1 : c(x, y) = violet}. Donc |V1| > |C1|/2. Soit bleu une couleur
d’areˆtes en X[C2] telle que le degre´ de Gbleu est (positif et) < |C2|/2 ; une telle cou-
leur existe parce que X[C2] n’est pas une clique. (S’il y a plusieurs couleurs comme
cela, nous choisissons la plus bleue d’entre elles.) Alors, V2 = Lbleu(y) ⊂ C2 satisfait
1 ≤ |V2| < |C2|/2.
Le graphe biparti (V1, V2;Gviolet∩(W ×U)) est semire´gulier par l’exercice 2.17b. Il est
non vide parce que, pour tout u ∈ V2, |Lviolet(u)| > |C1|/2, et donc Lviolet(u) ∩ V1 6= ∅.
S’il e´tait complet, nous aurions V1 ⊂ Lviolet(u) pour tout u ∈ V2 ; comme |V1| =
|Lviolet(y)| = |Lviolet(u)|, ceci impliquerait que V1 = Lviolet(u). Or, cela voudrait dire
que y et u sont des jumeaux dans le graphe (C1, C2;Gviolet). Par le meˆme argument
qu’avant (base´ sur l’exercice 5.6), la primitivite´ de X[C2] et le fait que c|C1×C2 ne soit
pas monochrome impliquent qu’il n’y a pas de jumeaux dans C2 en relation au graphe
(C1, C2;Gviolet). Donc, (V1, V2;Gviolet ∩ (V1 × V2)) n’est pas complet. Par l’exercice 5.4,
nous obtenons qu’aucune classe de jumeaux dans (V1, V2;Gviolet ∩ (V1× V2)) n’a plus de
|V2|/2 e´le´ments. Nous avons donc termine´.
16. Le proble`me dans la preuve originale de Babai e´tait a` ce point pre´cis. Ce qui suit est un argument
alternatif propose´ par lui (col rumore sordo di un galoppo) lorsque cet article e´tait en train d’eˆtre e´dite´.
Il est plus concis et e´le´gant que l’argument d’origine, en plus d’eˆtre correct. Avant, la preuve faisait
deux fois (ou plus) recours a` la proposition elle-meˆme, ce qui faisait croˆıtre l’indice [G : H ] de fac¸on
catastrophique.
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5.3. Re´cursion et re´duction
G transitif ?, etc.aligner
re´duction
de G/N
a` Altm′
m′ ≤ |m|/2
re´duction
de G/N
a` Altm′
m′ ≪ √m
une
couleur
domine ?
re´cursion
n′ ≤ n/2
non
5.3.1. Le cas sans couleurs dominantes. — Nous sommes dans le cas dans lequel un
coloriage cX : Γ → C n’a pas de couleur dominante. Ici cX est l’image d’une structure
X sous un foncteur F qui commute avec l’action de H(x1,...,xℓ), ou` H = Alt(Γ), xi ∈ Γ.
Le fait que cX n’a pas de couleur dominante nous servira pour trouver ou e´carter ses
isomorphismes possibles en H~x = H(x1,...,xℓ). Pour trouver ou e´carter des isomorphismes
en tout H = Alt(Γ), nous n’avons qu’a` travailler avec un ensemble de repre´sentants
{σ1, . . . , σs}, s ≤ |Γ|ℓ = mℓ, des classes deH~x dans H , et a` faire l’union de IsoH~x (cX, cYi)
pour Yi = Yσ
−1
i :
(8) IsoH(X,Y) =
⋃
1≤i≤s
IsoH~x (X,Yi) σi, IsoH~x(X,Yi) ⊂ IsoH~x(cX, cYi).
Ceci est similaire a` l’e´quation (4), en §2.2. Le couˆt de la proce´dure est multiplie´ par
s ≤ mℓ.
Si le coloriage cX n’est pas une permutation (en H~x) du coloriage cYi, alors
IsoH~x(cX, cYi) = ∅. Supposons, par contre, qu’il y a au moins un τi ∈ H~x tel que
cX = c
τi
Yi
. (Nous disons que τi aligne cX et cYi .) Il est trivial de trouver τi. Or
IsoH~x (X,Yi) = IsoH~x (X,Y
τi
i ) τ
−1
i ⊂ AutH~x(cX)τ−1i .
Comme cX n’a pas de couleur dominante, ceci est assez contraignant, ce que nous
voulions.
Appliquons cette proce´dure ge´ne´rale au cas de G primitif que nous sommes en train
de discuter. Il y a une bijection ι : Ω→ {S ⊂ Γ : |S| = k} ; donc, cX induit un coloriage
c′ : Ω→ {(ki)i∈C : ki ≥ 0,
∑
i ki = k}. Nous sommes dans une situation similaire a` celle
de la fin du §4.2, mais en mieux : il est facile de montrer que, comme aucune classe de
couleur de c posse`de plus de α|Γ| e´le´ments, aucune classe de couleur de c′ posse`de plus
de α|Ω| e´le´ments.
Nous proce´dons alors comme dans le cas intransitif de la preuve de Luks (Thm. 2.4),
ce qui re´duit le proble`me a` ≤ n proble`mes d’isomorphisme de chaˆınes pour des chaˆınes
de longueur ≤ αn et de longueur totale ≤ n. Le dernier pas (lifting, « rele`vement »)
consiste a` trouver des e´le´ments de G qui induisent τi. E´tant donne´e une bijection ι, ceci
est trivial.
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5.3.2. Le cas du de´coupage. — Conside´rons maintenant un α-de´coupage (fin de §2.3)
d’un ensemble de sommets Γ. Ce de´coupage sera donne´ canoniquement, a` savoir, en tant
que l’image d’une structure X sous un foncteur, tout comme le coloriage au §5.3.1. Nous
pouvons supposer que le de´coupage a une classe de couleurs C dominante (|C| > α|Γ|,
α > 1/2), puisque, dans le cas contraire, nous pouvons passer au §5.3.1.
Nous voulons savoir quels e´le´ments de Alt(Γ) respectent le α-de´coupage ; ceci nous
aidera a` contraindre les isomorphismes de X, tout comme en (8). Par la de´finition de
α-de´coupage, C est partitionne´ en ℓ ≥ 2 ensembles de la meˆme taille ≥ 2. Les seules
permutations en Altm0 ,m0 = C, qui sont permises sont celles qui respectent la partition.
Le groupe qui respecte la partition est isomorphe a` Altm0/ℓ.
Nous avons donc re´duit notre proble`me a` un proble`me avec m′ = m0/ℓ ≤ m/2. Apre`s
avoir re´solu ce proble`me, nous travaillons – comme dans le §5.3.1 – sur les autres classes
de couleurs.
E´tant donne´s deux α-de´coupages, nous ve´rifions si les partitions des deux de´coupages
ont le meˆme nombre d’ensembles de la meˆme taille pour chaque couleur, puis nous
alignons les deux de´coupages, et proce´dons exactement comme pour le proble`me de
l’automorphisme.
5.3.3. Le cas du sche´ma de Johnson. — Soit donne´ un sche´ma de Johnson sur un
ensemble de sommets Γ, ou plutoˆt deux sche´mas de Johnson J (mi, ki), 2 ≤ ki ≤ mi/2,
sur des ensembles de sommets Γ1, Γ2 de la meˆme taille. Nous avons vu au §2.8 comment
identifier Γi (la`, Ω) explicitement avec les ensembles de taille ki d’un ensemble Λi (la`, Γ)
de taille mi. Si k1 6= k2 et m1 6= m2, nos structures ne sont pas isomorphes. Si k1 = k2 et
m1 = m2, nous e´tablissons une bijection entre Λ1 et Λ2 et alignons les deux structures.
Nous avons re´duit notre proble`me a` un proble`me avec m′ ≪√m a` la place de m.
La situation nous est donc meˆme plus favorable que dans le cas du de´coupage. A`
nouveau, nous laissons la comptabilite´ au lecteur.
* * *
Une petite confession : le cas de G primitif, que nous venons de finir de traiter,
pourrait eˆtre traite´ exactement comme le cas de G imprimitif, que nous examinerons
maintenant. La motivation du traitement se´pare´ pour G primitif est pe´dagogique. Au-
cune peine n’est perdue, puisque toutes les techniques que nous avons e´tudie´es nous
seront essentielles dans le cas imprimitif.
6. LE CAS IMPRIMITIF
Nous avons une application surjective explicite
φ : G→ Alt(Γ),
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ou` G < Sym(Ω) est un groupe de permutation, |Γ| = m, |Ω| = n. Nous pouvons
supposer que |Γ| ≥ C logn, C arbitraire. L’application φ se factorise comme suit
G→ G/N → Alt(Γ),
ou` N est le stabilisateur d’un syste`me de blocs, et G/N → Alt(Γ) est un isomorphisme.
Nous devons de´terminer IsoG(x,y), ou` x, y sont des chaˆınes. Nous avons de´ja` re´solu
le cas N = {e}.
Nous attaquerons le proble`me de fac¸on locale : pour T ⊂ Γ, nous arriverons a` obtenir
un certificat, soit du fait que φ(AutGT (x))|T contient Alt(T ) (« certificat de ple´nitude »),
soit du contraire. (Ici GT de´signe le groupe {g ∈ G : T φ(g) = T}.) Nous calculerons tous
ces certificats pour T d’une taille k mode´re´e. Si le nombre de certificats de ple´nitude est
tre`s grand, nous aurons prouve´ que φ(AutG(x)) contient un grand groupe alternant ; ce
qui restera a` faire sera une version de la proce´dure du §4.2 (« pull-back »).
Dans le cas contraire, les certificats formeront une structure k-aire dont la syme´trie
est borne´e. Nous pourrons donc appliquer le Lemme des designs, suivi de Coupe-ou-
Johnson, comme avant. Il y a aussi quelques autres cas particuliers, mais ils nous
ame`nent a` des α-de´coupages, α < 1, ce qui est aussi bien.
6.1. Les certificats locaux
6.1.1. Certificats d’automorphismes. — Un certificat local (17) pour T ⊂ Γ est
— soit une paire (« pas plein »,W,M(T )), ou` W ⊂ Ω, M(T ) < Sym(T ), M(T ) 6=
Alt(T ) (donc « pas plein ») et φ
(
AutWGT (x)
) |T < M(T ),
— soit une paire (« plein », K(T )), ou` K(T ) < AutGT (x), et φ(K(T ))|T = Alt(T ).
Le certificat local de´pend de x de fac¸on canonique. Il est clair qu’un certificat plein,
voire pas plein, garantit que φ(AutGT (x))|T est Alt(T ), voire ne l’est pas.
Si T est donne´ en tant que tuple ordonne´, son certificat de´pend de l’ordre de T seule-
ment dans le sens de ne pas en de´pendre : le meˆme groupe {(23), e} < Sym({1, 2, 3})
(disons) a une apparence diffe´rente si nous le regardons du point de vue de l’ordre
(1, 2, 3) ou de l’ordre (2, 1, 3).
Nous construisons le certificat par une proce´dure ite´rative. Au de´but de chaque pas,
W ⊂ Ω et A(W ) est le groupe AutWGT (x) ; la feneˆtre W sera invariante sous A(W ). Au
tout de´but de la proce´dure, W = ∅ et A(W ) = GT . (Nous pouvons calculer GT comme
dans l’exercice 2.1c en temps |Ω|O(k), ou` k = |T |.) A` chaque pas, nous ajoutons a` W
tous les e´le´ments atteints par A(W ) (voir §4.1), puis nous mettons A(W ) a` jour, selon
le nouveau W . Nous nous arreˆtons si φ(A(W ))|T 6= Alt(T ) (non-ple´nitude) ou si W ne
croˆıt plus, ce qui veut dire qu’aucun e´le´ment de Ω \W n’est atteint par A(W ).
Il est clair qu’il y aura ≤ |Ω| ite´rations. A` la fin, dans le cas de non-ple´nitude,
nous retournons (« pas plein »,W, φ(A(W ))) ; dans le cas de ple´nitude, nous retournons(
« plein », A(W )(Ω\W )
)
. Il est clair que le stabilisateur des points A(W )(Ω\W ) est contenu
17. Ou « local-global », dans la nomenclature de Babai. « Global » fait re´fe´rence a` AutGT (x) <
Sym(Ω).
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non pas seulement dans AutWGT (x), mais aussi dans AutGT (x), puisqu’il fixe tous les
points de Ω \W . Nous savons que φ (A(W )(Ω\W )) = Alt(T ) par la Proposition 4.4a,
sous la condition que |T | ≥ max(8, 2 + log2 |Ω|).
Ve´rifier si φ(A(W ))|T = Alt(T ) est facile : nous n’avons qu’a` ve´rifier, en utilisant
Schreier-Sims, si deux ge´ne´rateurs arbitraires de Alt(T ) sont en φ(A(W ))|T . De la meˆme
fac¸on, il est simple de de´terminer quels e´le´ments sont atteints par A(W ) : nous calculons
A(W )x pour chaque x ∈ Ω (par Schreier-Sims) et, toujours par Schreier-Sims, ve´rifions
si φ(A(W )x)|T = Alt(T ). Ceci prend du temps polynomial en |Ω|.
Il reste a` voir comment mettre a` jour A(W ), e´tant donne´ A (W−), ou` nous e´crivons
W− pour l’ancienne valeur de W . Tout e´le´ment de A(W ) est dans A(W−), et donc
A (W ) = AutWA(W−)(x). Comme dans l’e´quation (4),
(9) AutWA(W−)(x) =
⋃
σ
AutWNσ(x) =
⋃
σ
IsoWN
(
x,xσ
−1
)
,
ou` N est le noyau de φ|A(W−) et σ parcourt des repre´sentants des k!/2 classes de N
en A(W ). Nous pouvons trouver rapidement un σ ∈ A(W−) ∩ φ−1({τ}) pour tout
τ ∈ Sym(Γ), par Schreier-Sims.
La Proposition 4.4b nous donne que toute orbite de N contenue en W (l’ensemble
d’e´le´ments atteints par A(W−)) est de longueur ≤ |W |/k ≤ |Ω|/k. En conse´quence, par
la re`gle (3), mettre A(W ) a` jour se re´duit a` |Ω| · (k!/2) proble`mes de de´termination de
Iso pour des chaˆınes de longueur ≤ |Ω|/k.
Comme le nombre d’ite´rations est ≤ |Ω|, la proce´dure fait appel a` Isomorphisme-
de-Chaˆınes ≤ |Ω|2 · (k!/2) fois pour des chaˆınes de longueur ≤ |Ω|/k. Ceci – comme
la routine qui prenait |Ω|O(k) de temps – est acceptable pour k ≪ (log |Ω|)κ. Nous
choisirons κ = 1.
6.1.2. Comparaisons de certificats. — Une le´ge`re modification de la proce´dure ci-
dessus nous permet d’e´lucider la relation entre deux certificats locaux pour deux
chaˆınes. Soient x,x′ : Ω→ Σ, T, T ′ ⊂ Σ, |T | = |T ′| = k. Pour S ⊃ T , soit xS la chaˆıne
x
S(i) =
{
x(i) si i ∈ S,
glauque si i /∈ S
ou` glauque /∈ Σ. Nous voulons calculer
(10) IsoGT ·τT,T ′
(
x
W ,xW
′
)
,
ou` GT · τT,T ′ est la classe des e´le´ments de G qui envoient l’ensemble T a` T ′, et W ′ est
la valeur de W retourne´e quand la donne´e est T ′ a` la place de T .
Pour de´terminer (10), nous suivons la proce´dure (§6.1.1), modifie´e de la fac¸on sui-
vante : nous mettrons a` jour, dans chaque ite´ration, non pas seulement A(W ), mais
aussi la classe A(W )τ d’isomorphismes en GT · τT,T ′ de xW a` (x′)W ′. Voila` comment le
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faire, de fac¸on analogue a` (9) :
(11)
⋃
σ
IsoNσ
(
x
W , (x′)
W ′
)
=
⋃
σ
IsoN
(
x
W ,
(
(x′)
W ′
)σ−1)
,
ou` N est le noyau de φ|A(W−) et σ parcourt des repre´sentants des k!/2 classes de N
contenues en A(W−)τ−. Comme W est stabilise´ par A(W−) (et donc par N), le fait que
σ envoie W sur W ′ ou non de´pend seulement de la classe de N a` laquelle σ appartient.
(La classe Iso dans la dernie`re expression de (11) est vide si W σ 6= W ′.)
Comme avant, toute orbite de N contenue en W est de longueur ≤ |W |/k, et le
proble`me se re´duit a` |Ω| · (k!/2) appels par ite´ration a` Isomorphisme-de-Chaˆınes pour
des chaˆınes de longueur ≤ |W |/k ≤ |Ω|/k.
Par ailleurs, si T et T ′ nous sont donne´es comme tuples ordonne´s (T ), (T ′), il est
facile de de´terminer
(12) I(x,x′, T, T ′) = IsoG(T )·τ(T ),(T ′)
(
x
W , (x′)
W ′
)
,
ou` G(T ) ·τ(T ),(T ′) est la classe des e´le´ments de G qui envoient le tuple ordonne´ (T ) a` (T ′).
En effet, nous n’avons qu’a` de´terminer (10), puis utiliser Schreier-Sims pour de´celer les
e´le´ments de (10) qui envoient (T ) a` (T ′) dans le bon ordre.
6.2. L’agre´gation des certificats
certificats
locaux
ple´nitude
> 1/2 ?
pullback
coupe ou
relations ?
Weisfeiler-
Leman,
Lemme des
designs,
etc.
re´duction
de G/N
a` Altm′
m′ ≪ √m
re´cursion
n′ ≤ 3n/4
re´duction
de G/N
a` Altm′
m′ ≤ |m|/2
relations
oui
coupe coupe
pas de couleur dominante
Johnson
En suivant la proce´dure du §6.1.1 pour une chaˆıne x, nous trouvons des certificats
locaux pour chaque T ⊂ Γ de taille k, ou` k est une constante ∼ C log |Ω| (C > 1/ log 2)
et k < |Γ|/10. Soit F < AutG(x) le groupe engendre´ par les certificats pleins K(T ).
Soit S ⊂ Γ le support de φ(F ), c’est-a`-dire l’ensemble des e´le´ments de Γ qui ne sont
pas fixe´s par tout e´le´ment de φ(F ).
Notre objectif est de de´terminer les isomorphismes IsoG(x,x′) de x a` une autre
chaˆıne x′. Puisque les certificats sont canoniques, l’assignation de F et S a` une chaˆıne
l’est aussi. Donc, si nous arrivons a` deux cas diffe´rents ci-dessous en suivant la proce´dure
pour x et pour x′, les deux chaˆınes ne sont pas isomorphes.
Cas 1 : |S| ≥ |Γ|/2, mais aucune orbite de φ(F ) n’est de longueur > |Γ|/2.
Alors, nous colorions chaque e´le´ment de Γ par la longueur de l’orbite qui le contient.
Ceci est un coloriage canonique. Soit aucune classe de couleurs n’est de taille > |Γ|/2,
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soit une classe de couleurs de taille > |Γ|/2 est de´coupe´e en ≥ 2 ensembles de la meˆme
taille ≥ 2. Dans un cas comme dans l’autre, nous passons a` une re´duction/re´cursion.
Cas 2 : |S| ≥ |Γ|/2 et une orbite Φ de φ(F ) est de longueur > |Γ|/2.
Cas 2a : Alt(Φ) < φ(F )|Φ. Nous sommes dans le cas de grande syme´trie. Nous
proce´dons comme au §4.2, jusqu’au point ou` nous devons de´terminer IsoH(x,y) (ou` y
est (x′)σ
′
, σ′ ∈ G, et H = φ−1 (Alt(Γ)Φ)). De´finissons K = φ−1
(
Alt(Γ)(Φ)
)
, et soient
σ1, σ2 ∈ G des pre´images (arbitraires) sous φ de deux ge´ne´rateurs de Alt(Φ) < Alt(G),
trouve´es par Schreier-Sims. Nous savons que les classes AutKσi(x), i = 1, 2, sont non
vides, puisque Alt(Φ) < φ(F )|Φ. Comme K n’a pas d’orbites de longueur > |Ω|/2, nous
pouvons de´terminer ces deux classes par des appels a` Isomorphisme-de-Chaˆınes pour
des chaˆınes de longueur ≤ |Ω|/2 et longueur totale ≤ 2|Ω|. Elles engendrent AutH(x).
Encore par le fait que Alt(Φ) < φ(F )|Φ, la classe IsoH(x,y) sera non vide ssi
IsoK(x,y) est non vide. Nous pouvons de´terminer cette dernie`re classe par des appels
a` Isomorphisme-de-Chaˆınes comme ci-dessus, puisque K n’a pas d’orbites de longueur
> |Ω|/2. Si elle est non vide, nous obtenons la re´ponse
IsoH(x,y) = AutH(x) IsoK(x,y).
Cas 2b : Alt(Φ) ≮ φ(F )|Φ. Soit d ≥ 1 l’entier maximal avec la proprie´te´ que
φ(F )|Φ est d-transitif, c’est-a`-dire, φ(F )|Φ agit transitivement sur l’ensemble des d-
tuples d’e´le´ments distincts de Φ. Par CGFS, d ≤ 5 ; si nous ne voulons pas utiliser
CGFS, nous avons la borne classique d≪ log |Γ|.
Choisissons x1, . . . , xd−1 ∈ Φ arbitrairement. Le reste de notre traitement de ce cas
sera donc seulement canonique en relation a`
G(x1,...,xd−1) = {g ∈ G : xφ(g)i = xi ∀1 ≤ i ≤ d− 1},
ce qui, comme nous le savons, n’est pas un proble`me ; voir le de´but du §5.3.1.
La restriction du groupe φ(F )(x1,...,xd−1) a` Φ
′ = Φ\{x1, . . . , xd−1} est transitive sur Φ′,
mais elle n’est pas doublement transitive. Donc, la configuration cohe´rente schurienne
qui lui correspond n’est pas une clique. Nous livrons cette configuration a` Coupe-ou-
Johnson (§5.2), tout comme a` la fin du §5.2.
Pour comparer les configurations qui correspondent a` deux chaˆınes x, x′, nous ali-
gnons leurs classes Φ d’abord. (Si elles ne sont pas de la meˆme taille, ou si une chaˆıne
nous donne le cas 2a et l’autre pas, les chaˆınes ne sont pas isomorphes.) Les isomor-
phismes seront donc contenus dans le stabilisateur H < G de l’ensemble Φ (facile a`
de´terminer, comme vers la fin du §4.2, puisque φ est surjective). Nous pouvons remplacer
φ par l’application g 7→ φ(g)|Φ de H a` Alt(Φ). Puis nous construisons les configurations
comme ci-dessus, et comparons ce que Coupe-ou-Johnson nous donne.
Tout a` la fin, nous nous occupons du comple´ment de C. Il s’agit, comme d’habitude,
d’appels a` Isomorphisme-de-Chaˆınes pour des chaˆınes de longueur ≤ |Ω|/2 et longueur
totale < |Ω|.
Cas 3 : |S| < |Γ|/2. Nous commenc¸ons en alignant les supports S pour les chaˆınes x,
x
′, et en remplac¸ant φ par g 7→ φ(g)|Γ\S, tout comme dans le cas 2(b).
1125–38
Nous allons de´finir une relation k-aire avec tre`s peu de jumeaux, pour la donner apre`s
au Lemme des designs.
Regardons la cate´gorie de toutes les chaˆınes Ω→ Σ, ou` Ω et Σ sont fixes, une action
de G sur Ω est donne´e, et φ : G → Γ est aussi donne´e. Nous la regardons depuis
longtemps, puisque nous devons comparer les couleurs sur des configurations induites
par des chaˆınes diffe´rentes pour de´cider si ces dernie`res sont isomorphes.
Cette fois-ci, nous de´finirons des couleurs par des classes d’e´quivalence : deux paires
(x, (T )), (x′, (T ′)) (T, T ′ ⊂ Γ \ S, |T | = |T ′| = k) sont e´quivalentes si l’ensemble des
isomorphismes en (12) est non vide. Nous colorions (T ) – dans le coloriage de (Γ \ S)k
correspondant a` x – par la classe d’e´quivalence de (x, (T )). Ici, (T ) est un k-tuple
ordonne´ sans re´pe´titions ; si (T ) a des re´pe´titions, elle est colorie´e en gris.
Pour x donne´, aucune classe de jumeaux en Γ ne peut avoir ≥ k e´le´ments : s’il existait
un tel ensemble avec ≥ k e´le´ments, il contiendrait un ensemble T avec k e´le´ments, et
tous les ordres (T ) de T auraient la meˆme couleur. Ceci voudrait dire que l’ensemble
des isomorphismes en (12) serait non vide pour n’importe quels ordres (T ), (T ′) de T .
En conse´quence, AutGT (x
W ) contiendrait des e´le´ments donnant toutes les permutations
possibles de T . Ceci nous donnerait une contradiction, puisque T , e´tant contenu en Γ\S,
n’est pas plein.
Alors, pourvu que k ≤ |Γ|/4, nous avons un coloriage de (Γ\S)k sans aucune classe de
jumeaux avec ≥ |Γ \ S| e´le´ments. Nous pourrons donc appliquer le Lemme des designs,
apre`s une application de raffinements habituels F2, F3 (Weisfeiler-Leman).
Mais – pouvons-nous calculer ces coloriages ? Les classes d’e´quivalence sont e´normes.
Par contre, il n’y a aucun besoin de les calculer. Tout ce dont nous aurons besoin,
pour comparer des structures qui viennent de chaˆınes x, y, sera d’eˆtre capables de
comparer deux tuples (T ) (sur la configuration donne´e par x ou y) et (T ′) (sur la
configuration donne´e par x′ = x ou x′ = y) et dire si elles sont de la meˆme couleur.
En d’autres termes, nous devrons calculer – au tout de´but de la proce´dure, pour toute
paire ((T ), (T ′)), |T | = |T ′| = k, et pour les paires de chaˆınes (x,x), (x,y), (y,y) –
l’ensemble d’isomorphismes en (12), ce que nous savons de´ja` faire. Les couleurs sont
donc, dans la pratique, des entre´es dans un index que nous enrichissons et auquel nous
faisons re´fe´rence durant nos proce´dures.
Nous invoquons donc le Lemme des Designs, suivi par Coupe-ou-Johnson, et le reste
de la proce´dure.
— Fine dell’opera —
Le lecteur peut ve´rifier que les informations pre´cise´es jusqu’a` ici (temps pris
par des proce´dures, type de re´cursion) sont assez pour donner une borne du type
exp(O(log |Ω|)c) pour le temps de l’algorithme qui re´sout le proble`me de l’isomorphisme
de chaˆınes. Ceci donne une borne exp(O(logn)c) pour le proble`me de l’isomorphisme de
graphes avec n sommets. Avec un peu plus de travail, il devient clair que, dans un cas
comme dans l’autre, c = 3. Nous donnons les de´tails dans l’appendice. L’exposant c = 3
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est plus petit que celui d’origine ; il est devenu possible graˆce a` quelques ame´liorations
et simplifications que j’ai e´te´ capable d’apporter.
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APPENDICE A. ANALYSE DU TEMPS D’EXE´CUTION
A.1. Quelques pre´cisions sur la proce´dure principale
A` tout moment donne´, nous travaillons avec un groupe transitif G < Sym(Ω) qui
agit sur un syste`me de blocs B = {Bi}, Ω =
⋃
iBi, Bi disjoints ; nous notons N le
noyau de l’action sur B. A` vrai dire, nous aurons toute une tour de syste`mes de blocs
B1,B2, . . . ,Bk, ou` Bi est un raffinement de Bi+1 ; B signifiera Bk, le syste`me le moins
fin. Au de´but, il n’y a qu’un syste`me, B1, dont les blocs Bi sont tous de taille 1, et dont
le noyau N est trivial.
Nous voudrions que l’action de G sur B soit primitive. Donc, si elle ne l’est pas, nous
ajoutons a` la tour un syste`me minimal Bk+1 tel que Bk soit un raffinement de Bk+1.
Nous rede´finissons B = Bk+1 ; N sera le noyau du nouveau B.
Si G/N est petit (≤ bO(log b), ou` b = |B| ; cas (a) du The´ore`me 3.1 (Cameron)), nous
re´duisons notre proble`me a` plusieurs instances du proble`me avec N a` la place de G.
Chacune de ces instances se de´compose en plusieurs instances – une pour chaque orbite
de N . Chaque orbite Ω′ de N est contenue dans un bloc de B. Les intersections de Ω′
avec les blocs de B1,B2, . . . nous donnent une tour de syste`mes de blocs pour N |Ω′ .
Si nous sommes dans le cas (b) du The´ore`me 3.1, nous passons a` ≤ b instances du
proble`me avec M ⊳ G (ou` [G : M ] ≤ b) a` la place de G. Nous passons a` un nouveau
syste`me (18) B′ dem′ =
(
m
k
) ≤ b blocs, et l’ajoutons a` la tour comme son nouveau dernier
niveau. Nous notons N ′ le noyau de l’action de M sur B′. Alors, M/N ′ = Alt(k)m . Nous
remplac¸ons G par M et rede´finissons B = B′, N = N ′.
Donc, nous avons un isomorphisme deG/N a` Altm. Nous sommes dans le cas principal
que Babai attaque. Ses me´thodes ame`nent a` une re´duction de Altm, soit a` un groupe
intransitif sans grandes orbites, soit a` un produit Alts1 ≀Alts2 , s1, s2 > 1, s1s2 ≤ m, soit
a` un groupe Altm′ , m′ ≪
√
m. (Nous simplifions quelque peu. Nous pourrions avoir,
disons, un produit Alts1 ≀Alts2, agissant sur une orbite de grande taille s1s2 ≤ m, et
18. Ce syste`me peut eˆtre e´gal a` B seulement si M = G ; voir la deuxie`me note de pied de page dans
l’e´nonce´ du The´ore`me 3.1. Dans ce cas-la`, le passage de G a` M est bien suˆr gratuit.
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d’autres groupes sur des petites orbites, ou plusieurs produits agissant sur des petites
orbites.)
Dans le cas intransitif sans grandes orbites, nous proce´dons comme dans la preuve
de Luks. (La proce´dure aura e´te´ plus couˆteuse que dans Luks, mais graˆce au manque
de grandes orbites, le gain dans la re´cursion est aussi plus grand.) Dans le cas de Altm′ ,
m′ ≪√m, nous ite´rons la proce´dure. Dans le cas de Alts1 ≀Alts2 – qui correspond a` un
de´coupage dans des ensembles de taille r de la meˆme couleur – nous avons une action
primitive de Alts sur un syste`me de s blocs de taille r. Nous passons, alors, a` cette
action et a` ces blocs, sans oublier les blocs B′, auxquels nous retournons plus tard,
apre`s avoir fini de travailler sur Alts.
Il est clair que ce type de proce´dure re´duit comple`tement Altk en un nombre
d’ite´rations qui n’est pas supe´rieur a` log2m.
A.2. Re´cursion et temps
Examinons le temps total d’exe´cution de l’algorithme qui trouve les isomorphismes
entre deux chaˆınes. Les pas individuels sont peu one´reux ; aucun ne pre´cise plus de
nO(logn) de temps. Notre attention doit se porter avant tout sur la re´cursion.
Dans la proce´dure ge´ne´rale, une re´cursion est toujours d’une descente, soit vers des
chaˆınes plus courtes, soit vers un groupe plus petit, ou au moins coupe´ dans des tranches
plus fines par une tour de syste`mes de blocs ayant plus de niveaux. Dans le premier
type de descente, le groupe reste le meˆme ou, plutoˆt, est remplace´ par une restriction de
lui-meˆme. Dans le deuxie`me cas, la longueur des chaˆınes reste la meˆme. (Nous pouvons
aussi avoir un me´lange des deux cas – tant mieux : le groupe devient plus petit et les
chaˆınes se raccourcissent aussi.)
La descente la moins couˆteuse, et moins avantageuse, est celle du cas intransitif de
la proce´dure de Luks. Il pourrait arriver que G ait deux orbites sur Ω (|Ω| = n), une
de longueur n − 1 et une de longueur 1. Ceci serait meˆme compatible avec une borne
polynomiale sur le temps, pourvu que le temps pris avant la descente soit lui-meˆme
polynomial : nc+1 ≤ (n− 1)c+1 + 1c+1 + nc pour c ≥ 1.
D’autres types de descente sont plus couˆteux, mais aussi plus avantageux : nous
descendons a` des chaˆınes de longueur ≤ n/2 (ou ≤ 2n/3), ou de Altm a` Alts1 ≀Alts2 ,
s1s2 ≤ m, s1, s2 ≤ m/2, par exemple. Il est clair qu’il est impossible de descendre plus
qu’un nombre logarithmique de fois de cette fac¸on.
Il est crucial de ne pas oublier qu’un couˆt (conside´rable) peut eˆtre cache´ dans une
perte de canonicite´. Si nos choix ne sont canoniques qu’en relation a` un sous-groupe H
de notre groupe G, le couˆt de leur application sera multiplie´ par [G : H ]. (Voir §5.3.1.)
* * *
Conside´rons, alors, le couˆt de chaque proce´dure. Le cas intransitif de Luks est, comme
nous l’avons de´ja` vu, compatible meˆme avec une borne polynomiale. Concentrons-nous
alors sur le cas ou` G agit de fac¸on primitive sur un syste`me de blocs ; soit N le noyau.
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Si nous sommes dans le cas (a) du The´ore`me 3.1, ou dans le cas (b), mais avec
m ≤ C logn, nous faisons appel a` (m′)O(logn) instances de la proce´dure principale pour
des chaˆınes de longueur n/m′ (ou` m′ ≥ m). Ceci est consistant avec une borne totale
du type exp(O((logn)c)), c ≥ 2. Nous pouvons, donc, nous concentrer sur le cas ou` il
existe un isomorphisme φ : G/N → Alt(Γ), |Γ| = m > C log n. (La proce´dure du §2.8
rend cet isomorphisme explicite.)
Le premier pas a` conside´rer est la cre´ation de certificats locaux, avec, comme objectif,
la cre´ation d’une relation k-aire sur Γ. (Si G est primitif, cre´er une telle relation est
trivial ; voir le de´but du §5.) Il y a nk certificats locaux, ou` k = 2 logn (disons) ; nous
devons les calculer et aussi comparer toute paire de certificats. De´ja` le premier pas du
calcul d’un certificat, a` savoir le calcul de GT , prend un temps nO(k) (plus pre´cise´ment,
O((n/k)O(k))). D’autres calculs prennent moins de temps. L’usage de la re´cursion, par
contre, est relativement lourd : nous faisons appel a` la proce´dure principale ≤ n2 · k!
fois pour des chaˆınes de longueur ≤ n/k. Ceci se passe pour chaque ensemble T de
taille k, c’est-a`-dire ≤ nk/k! fois. La proce´dure pour comparer des paires de certificats
est analogue.
Nous faisons donc appel a` la proce´dure principale O(n2k+1) fois pour des chaˆınes de
longueur ≤ n/k. Dans chacun de ces appels, notre tour de stabilisateurs est he´rite´e :
notre groupe est un groupe transitif, e´gal a` la restriction de N− a` une de ses orbites,
ou` N− (note´ N au §6) est un sous-groupe d’un sous-groupe A(W−) de G.
Pour deux syste`mes de blocs conse´cutifs Bi, Bi+1, notons ri le nombre de blocs de
Bi dans chaque bloc de Bi+1. Il est clair que ce nombre n’augmente pas quand nous
passons a` la restriction d’un sous-groupe de G (par exemple, N−) a` une de ses orbites.
Examinons maintenant l’agre´gation des certificats locaux (§6.2). Il y a trois cas. Dans
le premier, le temps de calcul additionnel est a` peu pre`s trivial, et nous obtenons une
re´duction, soit a` un groupe intransitif sans grandes orbites, soit a` un produit Alts1 ≀Alts2
sur une grande orbite et e´ventuellement d’autres groupes sur des orbites plus petites.
Ici, de´ja`, l’analyse devient de´licate. Nous devons prendre en conside´ration non seule-
ment la taille du domaine mais aussi le groupe qui agit sur lui. Plus pre´cise´ment, nous
devons borner le nombre de fois que notre tour B1,B2, . . . ,Bk pourrait eˆtre raffine´ ou
raccourci encore. Ceci sera mesure´ par
ρ =
∑
1≤i≤k−1
(2⌊log2 ri⌋ − 1),
ou` nous supposons que nous avons enleve´ des syste`mes re´pe´te´s de la tour (donc ri > 1).
Notons F (n, r) le temps d’exe´cution de la proce´dure principale pour des chaˆınes de
longueur n et pour une tour de syste`mes de blocs pour G telle que le parame`tre ρ est
≤ r. Une re´duction de G/N fait de´croˆıtre r par au moins 1 ; un coloriage sans aucune
grande classe de couleurs assure une descente vers des chaˆınes de longueur ≤ n/2. Nous
devrons aussi inclure un facteur de log n2k, prenant en conside´ration le temps requis
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pour acce´der a` nos comparaisons de paires de certificats locaux (19). Donc, dans le cas
que nous examinons, F (n, r) est borne´ par
nO(k) +
(
n2k+1F (n/k, r) + F (n1, r − 1) +
∑
i≥2
F (ni, r)
)
· O(k logn),
ou`
∑
ni = n et ni ≤ n/2 pour i ≥ 2, ou
nO(k) +
(
n2k+1F (n/k, r) +
∑
i
F (ni, r)
)
· O(k log n),
ou`
∑
ni = n et ni ≤ n/2 pour i ≥ 1. Puisque k ≪ log n, ceci est consis-
tant avec F (n, r) = exp (O (r + log n)c) pour c ≥ 3, ou meˆme avec F (n, r) =
exp (O ((log n)c1 + (log r)c2)) pour c1 ≥ 3 et c2 ≥ 1, par exemple.
Le cas 2a a un couˆt tre`s similaire, a` un facteur constant pre`s. Le cas 2b et 3 sont
diffe´rents. Dans les deux cas, nous arrivons a` construire une relation d-aire, avec d ≤ 5,
dans le cas 2b, et d = k ≪ log n dans le cas 3. Puis, nous appelons Weisfeiler-Leman,
suivi du Lemme des Designs pour des configurations d-aires, et, finalement, Coupe-ou-
Johnson.
Weisfeiler-Leman prend un temps |Γ|O(d) = mO(d). Le Lemme des designs garantit
l’existence d’un tuple (x1, . . . , xℓ) ∈ Γ, ℓ ≤ d − 1, avec certaines proprie´te´s. Nous
cherchons un tel tuple par force brute, ce qui prend un temps O(md). Ce qui est plus
important est que ce choix n’est pas canonique. Donc, le temps d’exe´cution de tout ce
qui reste est multiplie´ par md = mO(logn).
Coupe-ou-Johnson prend un temps O(md). Ici, a` nouveau, nous faisons des choix qui
ne sont pas comple`tement canoniques ; ils imposent un facteur de mO(logm) sur tout ce
qui suit. Le re´sultat de Coupe-ou-Johnson est soit un β-de´coupage, ce qui implique une
re´duction a` un produit du type Alts1 ≀Alts2 et/ou a` des chaˆınes plus courtes, soit un
sche´ma de Johnson, ce qui implique une re´duction a` Altm′ , m′ ≪
√
m. Donc, soit
(13)
F (n, r) ≤ nO(k) +O (kn2k+2F (n/k, r))+mO(logn)
(
1 + F (n1, r − 1) +
∑
i≥2
F (ni, r)
)
,
ou`
∑
ni = n, et ni ≤ n/2 pour i ≥ 2, ou
(14) F (n, r) ≤ nO(k) +O (kn2k+2F (n/k, r))+mO(logn)
(
1 +
∑
i
F (ni, r)
)
,
ou`
∑
ni = n et ni ≤ n/2 pour i ≥ 1.
Ici m ≤ n. (Nous pourrions travailler avec une borne moins grossie`re, mais cela
nous servirait peu.) Donc, les ine´galite´s (13) et (14) sont consistantes avec F (n, r) =
exp (O (r + log n)c) pour c ≥ 3.
19. Faire ce type de comparaisons a` l’avance nous aide, mais ne pas les faire a` l’avance ne changerait
pas l’ordre du temps utilise´, asymptotiquement.
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Comme r ≤ 2 log2 n, nous concluons que le temps total d’exe´cution de la proce´dure
pour de´terminer les isomorphismes entre deux chaˆınes de longueur n est
F (n, r) ≤ eO(logn)3 .
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