The last line of defense in the cache hierarchy before going to off-chip memory is very critical in chip multiprocessors (CMPs) 
Introduction
The ability to pack billions of transistors on-chip has opened the doors to an important trend in building high-performance computer systems. Rather than throwing all these resources into a single processing core and making this core very complex to design and verify, chip-multiprocessors (CMPs) consisting of several simpler processor cores can offer a more cost-effective and simpler way of exploiting these higher levels of integration. CMPs also offer a higher granularity (thread/process level) at which parallelism in programs can be exploited by compiler/runtime support, rather than leaving it to the hardware to extract the parallelism at the instruction level on a single (larger) multiple-issue core. All these compelling reasons motivate the trends toward CMP architectures, and there is clear evidence of this trend in the several commercial offerings and research projects addressing CMP designs [16, 10, 13, 14, 15, 3] .
The advantage of moving to multiple cores within one die reduces off-chip communication costs (both time and power) between the processor cores that are incurred in traditional SMPs (symmetric multiprocessors). At the same time, this tighter integration exerts an even higher pressure on off-chip accesses to the memory system -there are several cores that need to access the memory system, and they may have to possibly contend for the same buses/pins to get there. With inter-processor communication/sharing costs going down in CMPs (compared to SMPs), the latencies and contention for off-chip accesses to the memory system become even more significant.
As always, caches are an elegant solution to this problem and one needs to use larger and smarter caches to control off-chip costs. A considerable space and power budget in CMPs is consequently devoted to the cache hierarchy. Closest to the processing datapaths are the L1 caches that serve the most frequent case of the requests, and where access times are extremely critical. Rather than making L1 caches very large, or providing numerous ports for concurrent access by all cores, it is more important to not increase their access times by doing so. Consequently, L1 caches are kept private to a datapath, and may not be as large. We use the term private to imply that a datapath does not have to go across a shared interconnect to get to its assigned unit. Further, data in one of these units can get replicated in unit(s) assigned to others as will be detailed later. Note that L1 caches assigned to each datapath to service its requests, that also service/snoop coherence traffic coming from an interconnect (without loss of generality, we will use a bus as the shared interconnect), are still classified as private in our terminology.
We can keep adding further levels of caches to exploit program locality, until we get to the "last line of defense" before we have to go off-chip. At this level, it is more important to reduce the probability of going off-chip than optimizing its access times. Consequently, we have to provide large capacities for this level of the hierarchy, which raises the following question -How should we organize this level of the cache hierarchy to provide good performance in a fairly power-efficient manner? -that this paper sets out to explore. Note that this last line of defense has not only got to reduce the off-chip accesses to memory, but also serves a vital role in facilitating sharing and inter-processor communication.
Without loss of generality, in this paper, we use L2 as the last line of defense, i.e., the last level of the cache hierarchy, before a request needs to go off-chip. We assume that any additional levels of the cache hierarchy between L1 and this last level to be subsumed by the reference stream coming to L2. L2 is the last line of defense in several CMPs [16, 3] .
There are two obvious alternatives for organizing the L2 structure for CMPs:
• The first approach is to use a Private L2 organization [8] . Here, the L2 cache space is partitioned between the processor cores equally, and each core can access its L2 space without going across the shared bus. Typically, upon an L2 miss, you also consult other L2 units (they snoop on the bus) to find out if they have data and go off-chip otherwise.
• The second approach, which is also the organization in current chip multiprocessors such as the Piranha [3] and Hydra [16] , is to use a Shared L2, wherein the L2 cache is placed on the other side (not on the processor side) of the bus, i.e., the shared bus is between L1s and L2, and the coherence actions take place between the L1s. Upon missing in the L1s, L2 is looked up and only upon a miss is an off-chip access needed.
There are pros and cons for each approach. In the private L2 case, the cache units are closer to a processor, not requiring bus accesses in the common case, reducing both access latency and bus contention. The downside is that data blocks can get duplicated across the different L2 units, depending on how prevalent data sharing is. This can lessen the overall effectiveness of how many blocks can be maintained on-chip. The other drawback is that physically partitioning these L2s and pre-assigning them to each core can introduce load balancing problems, i.e., one L2 unit may be over-utilized while another is grossly under-utilized. These drawbacks are not a problem in the case of the shared L2, since the L2 structure can be viewed as one big shared unit, where there is no duplication of blocks, and load balancing can be addressed with possible non-uniform distribution of L2 space. The downside for the shared L2 organization is the possible interference between the CPUs in evicting each other's blocks, together with the higher latency (and contention) in getting to the L2 over the shared interconnect upon an L1 miss.
The other organization issue with shared L2 is that it is not very desirable to maintain this structure as one big monolithic unit (note that private L2 automatically keeps this as several equally-sized chunks). The dynamic power consumption per access for a cache structure [18, 5] is largely dependent on its size amongst other factors, and for reasons of thermal cooling and reliability considerations we want to keep the power consumption low for this on-chip structure. The common solution for handling this is to split the L2 cache into multiple banks that are individually addressed so that the dynamic power expended for an access becomes much smaller. The addresses can be interleaved between these banks, causing successive blocks to fall in different banks, and we refer to this structure as Shared Interleaved (SI) L2.
To our knowledge, there is no prior in-depth investigation of how to organize this last line of defense from the memory wall for CMPs by evaluating the trade-offs between these different approaches. In addition to evaluating these trade-offs using several applications from the SPEC OMP [2] suite and the Specjbb [23] commercial benchmark, on the Simics [21] full system simulator, this paper makes the following contributions:
• We present a new L2 cache organization called Shared Processor-Based Split L2 cache as the last line of defense. This structure is similar to a shared interleaved L2 in that there are multiple (smaller) L2 units on the other (opposite side of the processor cores) side of the bus, but is different in that the units for lookup are selected based on the processor cores (henceforth referred to as CPUs) that issued the requests. This allows better utilization of the L2 space to balance the load between CPUs, while still relatively insulating such usage between the CPUs.
• We detail the architectural issues that are important for implementing this new L2 cache organization. Our solution can be implemented using a simple table structure, can work with existing buses, and can easily integrate with existing cache coherence protocols.
• This new solution provides a flexible way of configuring L2 caches based on application workload characteristics, without extensive hardware support. In particular, L2 demands vary (i) across applications, (ii) temporally within an application, and (iii) spatially across the CPUs running an application. Consequently, we may want to allocate different fractions of the L2 storage to different CPUs at different times. In this study, we use a simple profile-driven approach for such allocations, though our mechanisms are general enough to be exploited by a more viable/better allocation strategy. At the same time, one can always resort to equally splitting up the L2 storage between the cores whenever needed. We demonstrate the benefits of this shared processorbased L2 organization detailing when our mechanisms give the most savings. Our results show as much as 42.50% improvement in IPC over the private organization (with 11.52% on the average), and as much as 42.22% improvement over the traditional shared organization (with 9.76% on the average).
The rest of this paper is organized as follows. The next section presents the CMP architecture under consideration, the existing L2 cache organizations, and the mechanisms needed to implement our shared processor-based split organization. The details of the workloads, our simulation platform, the methodology for the evaluation, and our experimental results are given in Section 3. A discussion of related work is presented in Section 4. Finally, Section 5 summarizes the contributions of this paper and outlines directions for future work.
L2 Organizations and Proposed Architecture

CMP Hardware and L2 Organizations
The CMP under consideration in this paper is of the shared multiprocessor kind, where a certain number of CPUs (of the order of 4-16) share the memory address space. As mentioned earlier, we assume L2 to be the last line of defense before going off-chip, and consequently each CPU has its own private L1 that it can access without going across a shared interconnect. It is also possible that a data block can get duplicated across these private L1s. Several proposed CMP designs from industry and academia already use such private L1-based configurations. We keep the subsequent discussion simple by using a shared bus as the interconnect (though one could use fancier/higher bandwidth interconnects as well). We also use the MOESI [20] protocol (the choice is orthogonal to the focus of this paper) to keep the caches coherent across the CPUs.
For the L2 organization, as mentioned earlier, there are two possibilities. The first option is to place the L2 units on the CPU side of the interconnect (the L2 is also private) as is shown in Figure 1 (a). These private L2 units are of equal size, and can directly serve the misses coming from L1 in case it can be satisfied from its local storage. If not, it needs to arbitrate for the bus and place the request on the bus to get back a reply either from another cache or from off-chip memory. The other L2 caches need to snoop on the bus to check if any transaction pertains to them so that they can take appropriate actions (responses for read/write requests or invalidates for upgrade requests). In this case, the coherence actions take place between the L2 caches, and not all bus transactions may need to permeate to L1 because of filtering effects by L2 (as noted in [20] ). The private nature of L2 units can cause a data block to come into multiple L2 units based on the application access/sharing patterns, thereby reducing the aggregate L2 size.
The other option is to move the L2 to the opposite side of the bus, i.e., it becomes a shared unit that is equally accessible across the shared interconnect to all the CPUs with equal cost (see Figure 1(b) ). Note that while logically in this case the L2 appears as one big monolithic unit (from the viewpoint of the CPUs), it is typically banked (divided into subunits/splits) to reduce the per-access dynamic power. The data blocks are placed in these banks based on their addresses, e.g., one could either interleave consecutive blocks on successive banks, or one could fill one bank first with consecutive addresses before going to another bank (in our study it does not matter which of these two options is chosen and we simply use the first option in the experimental evaluation). With this shared L2 organization (SI), there is at most one copy of a block within this structure, thereby utilizing the space more effectively (note that banking the L2 into multiple units has the same hit/miss behavior as a single monolithic non-banked structure). The downside of this approach is that upon an L1 miss, the requests need to go on the shared bus to get the data either from another L1, or from L2, or from off-chip memory. In SI, the coherence protocol is performed between the L1 caches.
Proposed Architecture
As observed, the advantages of private L2 are in reducing on-chip interconnect traffic (latency and contention). The downside is the possible increase in off-chip memory accesses because of reduced aggregate L2 capacity (due to duplication). The other problem may be due to the fact that the load induced on the L2 units may be different across the CPUs (i.e., one may have higher locality while another may exhibit poor locality). Consequently, we expect private L2 to perform better when (i) the sharing is not high across the CPUs (so that fewer duplicates reside across the L2 units) and (ii) the locality behavior is balanced across the CPUs. The shared L2 organization described above does not have these two drawbacks. Despite the level of sharing across the CPUs, there is at most one copy of a data block that can reside in L2. Further, since all of L2 (and all its banks) are equally usable by any of the CPUs (the banking is done by addresses rather than by the CPUs using them), the imbalance of the locality behavior across the CPUs can be addressed by letting one CPU use up more space compared to another. The downside of the shared L2 organization is that (i) the load on the on-chip interconnect may become higher and (ii) there could be interference between the CPUs when utilizing L2 (one could evict the blocks used by another).
Having looked at the pros and cons of both these approaches, we next present our Shared Processor-Based Split L2 cache organization. The main goal here is to try to reduce off-chip accesses since we are at the last line of defense. It may be easier to provision additional hardware for on-chip components, e.g., wider buses, multiple buses, or fancier interconnects, and the more serious issue is to avoid the memory wall, i.e. avoid going off-chip as much as possible. This cost is eventually going to be the limiting factor on performance (and perhaps even power) with the ever-growing application datasets, and the widening gap between processor and memory speeds.
Consequently, our solution strategy is to:
• Try to approach the behavior of private L2s when the sharing is not very significant and when the load is more evenly balanced. On the other hand, we would like to approach the behavior of shared L2 for higher sharing behavior and when the load is less balanced, while still insulating one CPU from another.
• Possibly pay a few extra cycles on-chip (perhaps not in the common case) if doing so will reduce the off-chip accesses. Our shared processor-based split L2 uses the underlying organization of the Shared L2 described above, i.e., the L2 is on the other side of the bus, so that we can accommodate high data sharing whenever needed. However, in order to reduce the interference between the CPUs on this shared structure, our splits are based on the CPU ids rather than memory addresses, i.e., each CPUs is assigned one or more units/splits of the L2 structure. A request coming from an L1 miss goes across the shared bus, and checks the split(s) assigned to the corresponding CPU (note that the other L1s may snoop as usual). If the request can be satisfied by the split(s) being accessed -it is to be noted that as in the shared L2 case, there are no duplicates for a block in L2 -then the data is returned and the execution proceeds as usual. However, when the data does not reside in any of these split(s), instead of immediately going off-chip, the other (i.e., the ones that are not assigned to this CPU) splits are consulted to see if the requested block resides on any of those splits. If it does, then the data block is returned to the requesting L1 to continue with the execution. Only when the block is not found in any of the splits is an off-chip memory access needed.
Note that there are three scenarios for an L2 lookup in our proposal:
• Local Hit: When the lookup finds the data block in the L2 split(s) assigned to the CPU issuing the request, all the splits assigned to that CPU are accessed in parallel and the performance cost is the cost of looking up any one split (taking say a cycles).
• Remote Hit: In this case, the lookup amongst its assigned split(s) fails, but the data block is found in another split that is not assigned to it. Consequently, the cost of servicing the request becomes 2a cycles.
• L2 Miss: In this case, the data block is not in any of the splits, and requires an off-chip access. The cost in this case will involve the cost of the off-chip access, in addition to the 2a cycles. One may have opted to remove the Remote Hit case by looking up all the L2 splits (ignoring the CPU id) in parallel. Though performance efficient, the reason we refrain from doing this is due to the dynamic power issue, i.e., the dynamic power in this case is not going to be any lower than an unbanked monolithic L2 structure, which we discarded in the first place for this reason.
Having looked at the costs of lookup and servicing the requests, we next need to examine how the data blocks get placed in the different splits. Since we perform placement at the time of a miss, we need to consider the following cases:
• Local Miss + Remote Miss: Since the block is not in L2 (any of its splits), we assume that the CPU issuing the request is the one that will really need it. We randomly pick one of the splits assigned to the requesting CPU, and then place the block within that split based on its address (as is usually the case).
• Local Miss + Remote Hit: In this case, we assume that the CPU issuing the latest request needs the block more than the CPU currently associated with the split where the block resides (i.e., we expect temporal locality). Consequently, we move the block over from the remote split to one of the splits (chosen randomly) for the requesting processor. We present a simple table-based mechanism for implementing the shared processor-based split L2 proposal. We propose to maintain a table in the L2 controller as shown in Figure 2 (a) for an architecture with 4 processors and 8 L2 splits. The columns denote the splits of the L2 and the rows denote the CPUs, and an "X" in the table indicates that the corresponding split is assigned to the specified CPU. When an L1 miss is incurred, the bus carries not just the address of the block being referenced, but also the id (which is usually the case, e.g., [22] ) of the CPU initiating the request. The L2 controller (see Figure 2 (b)) has already been given (downloaded to it in software) this table a priori, and it simply needs to lookup the table based on this CPU id, and can generate the chip selects (CS) for the corresponding L2 splits that need to be looked up. If these lookups fail (which will be sensed by the Hit Line in the figure), then the chip select is sent to the other splits (that were not looked up in the previous try). Only when this lookup fails as well do we need to go off-chip.
Hardware Support
We would like to point out that this mechanism can easily fit into many asynchronous bus designs, since the interface to L2 is not very different from the external viewpoint (for the bus or the CPUs). Further, the coherence mechanism that takes place between L1s is not affected with this enhancement (it is not any different from a monolithic or an address-banked L2).
We propose the following simple extensions to the operating system (OS) to work with this hardware: (i) a system call that specifies how the "X"s for the CPUs should be allocated to the application, which can be invoked at any point during its execution, (ii) the operating system updating the table on the L2 controller appropriately during this system call, as well as updating its (shadow) software copy of this table that it maintains for each application, and (iii) the context switch mechanism at each CPU looking up the corresponding row of the OS shadow copy and updating the L2 hardware table accordingly. Note that protection is not really compromised, and if ever the OS wants to disallow a process from being allocated too many splits (or a specific split) the access control can be performed at the time of the system call. In addition, there could be OS issues in figuring out how to partition the L2 space between applications over the course of execution, which is beyond the scope of this paper.
Exploiting the Proposed Mechanism
There are several benefits that we would like to point out with this implementation:
• There could be more than one "X" in each column of the table, meaning that a split could be shared by different CPUs. Consequently, if we know that some CPUs have a high degree of data sharing, then we could assign them the same splits so that the local hit case is optimized.
• There could be more than one "X" in each row, and we do not necessarily have to assign an equal number of "X"s across the rows. This allows assigning more than one split to a processor, based on its L2 space demand, and also optimizing for a non-uniform (heterogeneous) assignment (i.e., giving different number of splits to different processors) if the L2 locality behavior is different across the behaviors at any one time.
• We can disallow two CPUs interfering with each other, i.e., one evicting the blocks of another, by not giving them an "X" on the same column.
• This table can be dynamically loaded to the L2 controller (possibly by memory mapping in some registers) using an operating system call, during the course of execution. This allows the ability to convey application-level information dynamically to the L2 hardware for the best performance-power trade-offs at any instant.
One can always opt for filling in the table to provision an equal allocation of splits to the CPUs -we refer to this as the Shared Split Uniform (SSU) case. This is the simplest of the options, where one may not want to analyze high-level workload behavior to further refine the table settings. However, our table-based implementation of the shared processor-based split L2 mechanism allows scope for non-uniform allocation of splits to the CPUs, i.e., different CPUs can get different number of L2 splits, and we refer to this as the Shared Split Non-Uniform (SSN) case in this paper. In general, this software controlled table-based mechanism allows us to exploit the following workload characteristics:
• Intra-Application Heterogeneity: This is the L2 load imbalance within an application, and can be further classified as:
execution of an application, we can dynamically change the number of splits allocated to a CPU at different points of time, depending on how its dynamic locality behavior changes.
• Inter-Application Heterogeneity: Applications can have entirely different L2 behaviors. Whether they are running one after another, or even if they are running at the same time (on different CPUs or when they are time-sliced on the same CPUs), our mechanism provides a way of controlling the L2 split allocation according to their specific demands. There are several techniques/algorithms that one can employ to fill the table values at possibly every instant of time. Such a detailed evaluation of all possible techniques is beyond the scope of this work. Rather, our objective here is to show the flexibility of our mechanisms, and we illustrate/use a simple profile-driven approach to set the table values to benefit from the uniformity/heterogeneity of the L2 locality/sharing behavior.
Experiments
Methodology and Experimental Setup
The design space of L2 configurations for comparison is rather extensive to do full justice in terms of evaluation within this paper. Consequently, in our experiments where we compare the four approaches -Private (P), Shared Interleaved (SI), Shared Split Uniform (SSU) and Shared Split Non-uniform (SSN) -we set some of the parameters as follows. In the Private case, the number of L2 units has to obviously match the number of CPUs, say p. In the experiments for SI, we use p banks as well, with the address based interleaving of blocks. In the SSU case, we use p splits each with the same size as the private case. Note that in the case of SI and SSU, we are not restricted by p, i.e. we could have more (of smaller size) or less (of larger size) banks/splits, while keeping the overall L2 capacity the same as the private case. In our experiments, we simply set the number of splits/banks to p, since it is closest to the private case (in terms of access times). In the SSN case, the splits are themselves all of the same size. The way that we provide different cache capacities for different CPUs is by giving different number of splits to the different CPUs. In order to examine the benefits of such heterogeneous allocations, our experiments use more than p splits. More specifically, our default experiments use a 8 processor configuration with 2 MB overall L2 capacity as in shown in Table 2 , and we use 16 splits of 128K each in the SSN case.
There are several techniques/algorithms that one can employ to fill the table values at possibly every instant of time to accommodate the different kinds of application/spatial/temporal heterogeneity explained in the previous section for SSN. Such a detailed evaluation of all possible techniques is beyond the scope of this work. Rather, our objective here is to show the flexibility of our mechanisms, and we use a rather simple scheme. Specifically, we categorize CPUs into three groups based on the load that they impose on L2 -high, medium, and low -and accordingly give them 512K, 256K, and 128K of L2 cache space, respectively. For instance, if a CPU is categorized at some instant as high L2 load, then it would be allocated 512K, i.e., 4
SSN Configuration
Allocation Chunks SSN-152 1*512K, 5*256K, 2*128K SSN-224 2*512K, 2*256K, 4*128K SSN-304 3*512K, 4*128K Table 2 . Base simulation parameters used in our experiments.
splits of 128K each. The SSN schemes that we consider (for the 2MB L2) are given in Table 1 . For example, SSN-152 denotes, that the L2 space is divided into one 512K (i.e., 4 splits of 128K) chunk, five 256K chunks (i.e. each of 2 splits of 128K), and two 128K chunks (i.e., one split each). Note that the total size of the chunks matches the total L2 capacity, which is 2 MB in this case. A CPU, over the course of the execution, can move from one chunk to another. However, we do not vary the number of chunks or the size of the chunks over the course of execution (though our table-based mechanism allows that as well). The allocation of chunks to CPUs is performed using a profile-based approach in this study. Specifically, we divide the execution into a certain number of epochs (256 in this case), and for each epoch we sort the CPUs in decreasing order of L2 miss rates, and then allocate the largest chunk to the CPU with the highest miss rate, the second largest chunk to the CPU with the second highest miss rate, and so on. This is a rather simple scheme that can use profile information to make reasonable allocations during the run. It is conceivable that future research can develop much more sophisticated (and dynamic) split allocation algorithms, and our table-based mechanism allows that. To conduct our experiments, we modified Simics [21] (using Solaris 9 as the operating system) and implemented the different L2 organizations. The default configuration parameters are given in Table 2 , and these are the values that are used unless explicitly stated/varied in the sensitivity experiments.
In this study, we evaluated nine applications (eight from SPEC OMP [2] and Specjbb [23] ). The important characteristics of these applications are given in Table 3 . The second column in this table gives the number of L1 misses (averaged over all processors) and the third column the L1 miss rate (averaged over all processors) when the P version is used. The corresponding L2 statistics are given in columns four and five. The last column shows the total number of instructions simulated. All benchmarks have been simulated for 4 billion cycles and use all 8 processors in our base configuration, unless stated otherwise. While many of the experiments use one application running on Simics where spatial and temporal heterogeneity during its execution may arise, we also conduct experiments with running two applications concurrently to stress application heterogeneity. We use four processors for running each application, i.e., we use space sharing rather than time slicing for multiprogramming.
Base Results
We first summarize the overall results to illustrate the benefits of shared processor-based split L2, by comparing its IPC results with those for the two other organizations (P and SI) which are the current state-of-the-art (see Table 4 ). The last two columns in Table 4 give the best IPC value for a given workload across all the L2 configurations considered (and -within the parentheses-the percentage improvement it brings over the private L2 case), as well as the version that gives this best IPC, respectively. These results are given for each application running individually, as well as some multiprogrammed workloads with two applications A and B running concurrently on four different processors each (specified as A+B).
We can make several observations from these results. First, we find that except in two workloads (applu and swim+apsi), the shared L2 organization based on processorbased split (our SSU or SSN proposal) does the best. In workloads such as swim, mgrid and specjbb, with higher L1 miss rates (which in turn exerts a higher pressure on L2), we find dramatic improvements in IPC ranging from 30.9% to 42.5% in some configurations (SSU or SSN). Even if we consider the average across these fourteen workloads, we get an average 11.52% IPC improvement over the private case. Let us examine these results in detail in the following discussion.
We first attempt to show why private L2 does better in the two workloads, and not as well in the rest. There are primarily two factors affecting L2 performance: (i) the degree of sharing which can result in duplication between the private L2 units or cause repeated non-local split references in SSU or SSN, and (ii) the imbalance of the load that is imposed on the L2 units by the different processors. In our experiments, we tracked the number of blocks that were residing in multiple private L2 units at any instant, which is an indication of the level of data sharing. In the case of applu, only around 12% of the blocks are shared at any time and even these are mainly shared between 2 CPUs. Consequently, there is not much duplication for this workload (applu) to affect the private L2 case. In addition, applu does not exhibit much spatial or temporal heterogeneity as will be shown later, making this workload more suitable for private L2. In the case of swim+apsi, there is no sharing across the CPUs running these different applications, and they also have similar L1 miss behavior (shown in Table 3 ), which is an indication of the load on L2.
On the other hand, in most of the other applications, the data sharing and/or the load imbalance issues make the shared L2 perform better than the private L2 case. For instance, when we consider specjbb, SSU is over 31% better than the private L2, due to both sharing effects (we find around 35% of the blocks are being shared on the average when considering entire execution), as well as the imbalance caused by spatial and temporal heterogeneity (to be shown shortly). While Table 4 summarizes the overall results, we also collected detailed statistics over the course of execution, and present some of them (the IPC and L2 misses) for each epoch in the execution for both the P and SSU cases in Figure 3 for specjbb. One can see that there is a direct correlation between the L2 misses and the corresponding IPC values, and we find that SSU is able to lower the L2 misses, thereby improving the overall IPC. Specifically, while the IPC in the P case never exceeds 2.5, we find IPCs over 3.0 during several epochs in the execution for the SSU case. The less frequent accesses to the off-chip memory with SSU provide this IPC improvement. Although not explicitly quantified in this study, this can also reduce the main memory energy consumption. We will get further into the correlations between application characteristics and L2 behavior later in this section.
Of the two problems -duplication due to sharing and load imbalance across the CPUs -SI mainly addresses the sharing issue, i.e., only one copy of a block resides in all of L2 regardless of how many CPUs access it. While it can accommodate some amount of imbalance/heterogeneity by letting one or more CPUs occupy more L2 space than others, this can also lead to interference between the CPUs (eviction of one by another). We find that SI brings some improvement over the private case in some of the workloads (e.g., art m, swim, mgrid, swim+mgrid). However, providing a shared L2 alone is not sufficient in many others, or is not necessarily the best option even in these cases. Note that SI represents the current state-of-the-art for the shared L2 organization. On the other hand, when we go to SSU and SSN, in addition to data sharing, we also find the insulation of L2 space of one CPU from another, and the possible spatio-temporal heterogeneity in the workloads can help these schemes over and beyond what SI can provide. In nearly all the cases where SI does better than the private case, SSU or SSN performs even better, and our two schemes do better than the private case even when SI is not a good option. Our shared processor-based split L2 organizations (both SSU and SSN) are not only able to address the sharing issue (perhaps not as effectively as SI since there may be an additional cost -though not as expensive as going off-chipto go to a split not allocated to that processor), but are able to reduce the interference between the CPUs, and possibly allocate more/less space to a CPU as needed. This helps reduce L2 misses and the associated off-chip memory access costs. These advantages make these schemes provide much better IPC characteristics compared to either the P or the SI cases as can be observed in Table 4 .
Benchmark
The previous results largely depend on application characteristics, both in terms of the degree of sharing and in the heterogeneity of the load that the CPUs exercise on the L2 cache. We found that the latter effect seems to have more consequence on the results presented above. For instance, in mgrid, on the average at any instant, less than 3% of the blocks were shared across the CPUs (i.e., they were present in more than one L2 at any time in the private case). On the other hand, when we move to the shared L2 configurations for this application, we get more than 25% savings compared to the private case. Consequently, in the rest of this discussion, we examine the issue of heterogeneity of L2 load in greater depth, and look at this heterogeneity at an intra-application (finer) and an inter-application (coarser) granularity.
Intra-Application Heterogeneity
In order to understand how the application characteristics impose a heterogeneous load on the L2 cache, we next define two important metrics and track their values over the course of the execution for each epoch. We call these metrics the Spatial Heterogeneity Factor (SHF) and the Temporal Heterogeneity Factor (THF), and they are defined as follows:
where SHF epoch and T HF cpu correspond to the spatial heterogeneity factor for a single epoch across the CPUs, and the temporal heterogeneity factor for a single CPU across the epochs, respectively. The σ cpu (L1M isses) represents the standard deviation of the L1 misses across the CPUs for that epoch, while σ epoch (L1M isses) represents the standard deviation of the L1 misses across the epochs for a single CPU. L1Accesses epoch and L1Accesses cpu give the number of L1 accesses within an epoch (across all the processors) and the number of L1 accesses by a processor (across all epochs), respectively. Essentially, these metrics try to capture the standard deviation (heterogeneity) between the CPUs (spatial) or over the epochs (temporal) of the load imposed on the L2 structure (which is the L1 misses). The reason they are weighted by the L1 accesses is because we want to more accurately capture the resulting effect on the overall IPC, i.e., in an application the standard deviation may be high but if the overall accesses/misses are low, then there is not going to be a significant impact on the IPC. We plot SHF epoch and T HF cpu for each epoch and each processor, respectively, in Figures 4 and 5 for the nine individual application executions. We find a direct correlation between the cases where our split shared L2 organizations does better (in Table 3 ) and the cases where the heterogeneity factors are high in these graphs. Specifically, we find the heterogeneity -both spatial and temporal -is much higher in specjbb, mgrid, swim and to some extent in apsi, compared to the other five. Note that these are also the applications where we find significant improvements for SSU or SSN compared to the P or SI cases. When we compare SSU and SSN, we find that though the latter gives slightly better results (in five of our nine individual application executions), the difference between the two schemes is not very significant. There are several reasons for this behavior. First, the allocation of L2 units to the CPUs in SSN is not necessarily the most efficient. For instance, if we consider SSN-152, only when there is one CPU that dominates on the L2 load, with five others inbetween the extremes right through the execution, would this be an ideal choice. If the application characteristic does not match this static choice of different chunk sizes, then the performance may not be very good. It should be emphasized that this is a problem of the specific implementation evalu- ated here, rather than a problem of our table-based mechanism, and future work -using our table-based mechanism -can possibly develop fine-grain dynamic split allocation strategies based on L2 behavior. Second, in addition to misses, the other performance advantage that can come for SSN compared to SSU is in moving more of the remote hits (of SSU) to the local hit side. Because of nonuniform allocations, it is possible that a CPU with a higher L2 load may find more blocks within its allocation rather than in someone else's allocation (which is still a hit but incurs a higher access latency). However, if we look at Table 5 which shows the local and remote hit (and L2 misses) fractions for SSU, we see that the contribution of remote hits is not very high, and it is the effect of the misses that is more important.
Inter-Application Heterogeneity
In terms of interapplication heterogeneity, our four workloads in -ammp+apsi, ammp+fma3d, swim+apsi, swim+mgrid -capture different scenarios of L2 load. In ammp+fma3d, the load introduced on L2 (see the miss rates of these two applications in Table 3 ) by both applications is rather low, thus not showing significant difference across the schemes. In swim+apsi and swim+mgrid, the L2 load by both applications is rather high (and balanced), with the balance being higher in the former (see the heterogeneity graphs for apsi and mgrid, where the latter shows higher heterogeneity) making the private case a fairly good choice. Still, the load across applications is more or less balanced, thus making the schemes again comparable. On the other hand, when we consider ammp+apsi, we have the first with a rather low load, and the second with a rather high load.
With an unequal allocation to this space-shared multiprogrammed workload, we can give different amounts of cache space to these individual applications so that we can get the best overall IPC. For instance, with SSN-152, we can give 1.25MB (of the total 2MB L2) to apsi and the other 0.75MB to ammp, though this partitioning can change from epoch to epoch based on the dynamics of the execution (see Figure 6 to see how L2 space is allocated to the two applications for the duration of execution which more or less tracks this 5:3 proportion). Consequently, this can provide a lower miss rate for apsi without really affecting the miss rate of ammp, to provide a better overall IPC value.
Sensitivity Analysis
We have also studied the impact of L1 and L2 sizes, memory access cost, and the number of CPUs. The reader is refered to [11] for detailed results, and the overall benefits of our approach are still quite significant across the different configurations.
Related Work
There has been a considerable amount of previous research in designing memory hierarchies and cache coherence protocols for SMP (multi-chip multiprocessors) systems. It is well beyond the scope of this paper to cover all such related work, and the reader is referred to [20] for an in-depth treatment of the different contributions to this area. At the same time, prior studies have also looked at the capacity/organization issues for L3 shared caches [7] and the characteristics of the workloads affecting memory hierarchy design [19, 4, 24] , again in the context of SMP systems. On the other hand, our work is targetting single chip multiprocessors, where an off-chip access to the memory hierarachy can incur a much higher cost than exchanging information on the shared interconnect between the cores on a CMP. Consequently, it becomes more important to reduce off-chip accesses, rather than save a few cycles within the chip. There has been no prior in-depth comparison of the pros and cons of private vs. shared organizations for the onchip last line of defense to the memory wall for CMPs.
An advantage of our implementation of the Shared Processor-based Split Cache design, is the adaptability/morphability to application characteristics, i.e., one can possibly give the right core, the right L2 space at the right time, changing the allocation whenever needed. Prior work has recognized the importance of morphable/malleable/adaptive caches for different purposes. One body of work [28, 1] looks at adjusting cache sizes and/or other parameters, primarily in the context of uniprocessors, in order to save dynamic/leakage power. The other kinds of work [17] on this topic dynamically adjust the cache for performance benefits. In the design automation area, there have been efforts to design application-specific memory hierarchies based on software-managed components [6] . But none of these have looked at the benefits of malleability of L2 organization for CMPs.
Another related work on the topic of adjusting cache space to application characteristics is that by [26, 25] , wherein they partition the cache space between multiple processes/activities executing on one processor inorder to reduce their interference between the time slices. Cache space usage across multiple threads has also been studied in the context of SMT processors [27] .
The popularity of CMPs is clearly evident from the different commercial developments and research projects [?, 16, 10, 9, 13, 14, 15, 3] on this topic. The issues concern the design of the interconnect, and the design of the datapath for effective on-chip parallelism. To our knowledge, this is the first work that has examined different L2 organizations, and proposed a new one, in order to reduce off-chip memory accesses.
Concluding Remarks
The low latency of accessing the cache hierarchy and exchanging information between the processors is a distinct advantage with chip multiprocessors. With such deep levels of integration, it becomes extremely critical to reduce off-chip accesses, that can have important performance and power ramifications in their deployment. Consequently, this paper has examined the organization for the last level of the on-chip cache hierarchy (called the last line of defense) before an access goes off-chip, where it can incur a high latency and significant dynamic power.
Two well-known principles for organizing this level include the private and shared organization, but each has its relative advantages and drawbacks. In the private case, the CPUs are relatively insulated from the load they impose on this level, and do not need to traverse a shared interconnect to get to this level in the common case. On the other hand, the advantage of the shared organization is that it can allow one CPU to eat into the cache space of another whenever needed to allow more heterogeneous allocation of this cache space. However, such a capability can also become very detrimental in causing interference between the address streams generated by the different CPUs, thereby incurring additional misses.
Recognizing these trade-offs, we have proposed a new last line of defense organization wherein we use the underlying advantages of the shared structure (to balance the load), and at the same time provide a way of insulating the diverse requirements across the cores whenever needed. The basic idea is to have multiple cache units, and have them allocated on a CPU id basis (rather than on an address basis as is done in typically banked caches). Each lookup from a CPU looks first at its set of units, but can subsequently lookup other units as well before going off-chip (thus maintaining the shared view). However, upon a miss, the request can allocate the block only into one of its units, thereby reducing the interference.
We have proposed a flexible mechanism for implementing this shared processor-based split organization, that allows software to configure the splits spatially (between the CPUs) and temporally (can vary over time). With CMPs possibly targeting a diverse range of workloads, from commercial high-end workloads, to scientific and embedded applications, it becomes important to allow this flexibility for dynamic adaptation. At the same time, this mechanism can integrate easily with existing interconnects and coherence mechanisms. This organization is also fairly power efficient (though not evaluated quantitatively in this paper), since we found that the number of units referenced upon each access is comparable to that of the private and address-based shared mechanisms, and in fact reduces off-chip accesses.
Our results found that even when we use a single split for each CPU we are doing better than the private (P) or the shared address-based interleaved (SI) organizations, since it is able to better balance the load, and reduces the interference. In this paper, we have not delved into methods for allocating the splits to the CPUs at runtime, and this is part of our future work. Still, preliminary results with non-uniform allocations between the CPUs shows benefits in multiprogrammed workloads, where the loads can be quite diverse as was shown here, and even in a single program execution sometimes, if the load imbalance is high.
In our ongoing work, we are examining techniques for allocating the splits to the CPUs temporally over the execution, compiler support for determining allocation units, and the power consumption of these organizations.
