This paper investigates the dynamic causal link between exports and economic growth using both linear and nonlinear Granger causality tests. We use annual South African data on real exports and real gross domestic product from 1911-2011. The linear Granger causality result shows no evidence of significant causality between exports and GDP. The relevant VAR is unstable, which undermines our confidence in the causality result identified by the linear Granger causality test. Accordingly we turn to the nonlinear methods to evaluate Granger causality between exports and GDP. First, we use Hiemstra and Jones (1994) nonlinear Granger causality test and find a unidirectional causality from GDP to exports. However, using a more powerful and less biased nonlinear test, the Diks and Panchenko (2006) test, we find evidence of significant bi-directional causality. These results highlight the risk of misleading conclusions based on the standard linear Granger causality tests which neither accounts for structural breaks nor uncover nonlinearities in the dynamic relationship between exports and GDP.
INTRODUCTION
Trade liberalisation had become conventional by the late 1980s and was included in Williamson's (1990) "Washington consensus" of policies over which there was, at the time, little cause for disagreement. Policy makers in South Africa moved in the same direction once the normalisation of the domestic economy started in 1990, which allowed a gradual re-integration of the economy with the rest of the world. The South African government signed the Uruguay round of the General Agreement of Tariffs and Trade (GATT) and took steps to liberalise the economy, with the expectation that an outward orientation would support a higher long-run rate of economic growth (De Wet, 1995) . This paper examines the causal link between exports and real gross domestic product (GDP) in South Africa over a long-horizon using 101 years of annual data, covering the period of 1911-2011. If exports are causally linked to real GDP then important policy and development consequences follow: for example, if exports cause economic growth, then the expansion of exports may lead to the achievement of a certain degree of development for the country.
Economists have studied the relationship between international trade and output growth since Adam Smith in the second half of the eighteenth century (Medina-Smith, 2001 ). Though the subsequent literature is vast, it is possible to identify two main competing hypotheses, namely the "exports-led growth" (ELG) hypothesis and the "growth-led-exports" (GLE) hypothesis. The former starts with the postulate that, as a component part of GDP, exports would have a direct causal impact on GDP (Little et al., 1970; Krueger, 1978; Balassa, 1978 Balassa, , 1985 Singer and Gray, 1988; Greenaway and Sapsford, 1994) . The literature has also suggested a number of additional channels along which exports might contribute indirectly to economic growth, through a number of channels as indicated by Balcilar and Ozdemir (2013) . First, exporters in countries with limited home markets have the chance to gain efficiency from economies of scale via the exports market (Helpman and Krugman, 1985) . Second, exports open the way for increased imports, including productivity enhancing capital goods, by easing foreign exchange constraints (McKinnon, 1964; Chenery and Strout, 1966) . Third, the exposure to international competition creates pressure for more efficient production in the home economy too (Balassa, 1978; Bhagwati and Srinivasan, 1979; Krueger, 1980) . Fourth, international trade is an important vehicle for the transfer of know-how, by way of the interactions with foreign businesses (Grossman and Helpman, 1991) .
A substantial empirical literature reports evidence consistent with the ELG hypothesis, including: Mickaely (1977), Balassa (1978 Balassa ( , 1985 , Tyler (1981 ), Feder (1982 , Ram (1987) , Chow (1987) Giles et al. (1992) , Thornton (1996) , Doyle (1998) , Xu (1996) , Erfani (1999) , Balaguer (2004) , Shirazi (2004) , Jordaan and Eita (2007) and Saad (2012) . In the context of South Africa, Rangasamy (2009) used an error correction model (ECM) and found unidirectional Granger-causality from exports to GDP. Ziramba (2011) tested the hypothesis of export-led growth using the component of exports, based on the bounds testing approach, to reveal that only merchandise exports lead to growth.
In contrast with the ELG hypothesis, proponents of the GLE hypothesis have postulated that output growth promotes exports by means of enhanced productivity and reduced costs which arise from improvement in human capital and technology (Kaldor, 1967; Lancaster, 1980; Krugman, 1984) . A substantial body of empirical support has also been reported in favour of this hypothesis, including: Granger (1969) , Sims (1972) , Jung and Marshall (1985) , Shan and Tian (1998), Oxley (1993) , Giles and Williams (2000) , Safdari et al. (2011 ), Tang and Lai (2011 ), and Abbas (2012 . In the South African literature, support for the GLE hypothesis can be found in Ukpolo (1998) , and Dodaro's (1993) Granger causality based studies.
In addition to these contradictory hypotheses, there are a number of studies that fall in two additional categories: those that report bi-directional causality between exports and GDP, and those that report no evidence of causality between these variables. Amongst those who report evidence of bi-directional causality, we find: Kwan and Cotsomitis (1991) , Amoateng and Amoako-adu (1996) , Hatemi-J (2002) , Mah (2005) , Awokuse (2007) , Awokuse and Christopoulos (2009 ), Jordaan and Eita (2009 ), Ray (2011 ), Balcilar and Ozdemir (2013 and Lim and Ho (2013) . While Rangasamy's (2009) ECM based study reported evidence in support of the ELG hypothesis for South Africa, Bahmani-Oskooee and Alse's (1993) earlier use of the same method suggested that the causality might be bidirectional, which in turn has been recently corroborated by Cipamba Wa Cipamba (2013) who uses a (vector) ECM approach. Chang et al. (2013) examine the causal relationship between exports and GDP in nine provinces of South Africa using a panel Granger causality analysis and reported evidence of unidirectional causality, from GDP to exports for the province of Mpumalanga. They also find evidence of bi-directional causality between exports and GDP for the province of Gauteng; and no causality between GDP and exports for the rest of provinces.
This brings us to the part of the literature which finds no evidence of a causal relationship, including: Darrat (1986) 1 , Hsiao (1987) Ahmad and Kwan (1991) Jin and Yu, (1996) Ahmed et al. (2000) , Ramos (2001 ) Ribeiro, (2001 ), Amavilah (2003 ), and Pazim (2009 . For South Africa, Dutt and Ghosh (1996) found no evidence of a causal relationship with the use of the same ECM methodology that has been used to provide evidence of bidirectional causality in Bahmani-Oskooee and Alse, 1993. This methodology has also provided support for the ELG hypothesis in Rangasamy, 2009. Methodological flaws could be one explanation for the often contradictory results in this literature, which include those for South Africa, besides other issues like variable definition, sample-period and data frequency. The causal connection between exports and GDP has typically been investigated with standard linear Granger causality test. Most economic time series exhibit structural breaks at one time or the other. Therefore, the relationship between a response variable and the explanatory variable(s) may not be constant or linear, throughout the duration of dataset. The classical Granger causality test is parametric, and used linear time series model for the conditional mean. However, tests based on residuals will be sensitive only to causality in the conditional mean while covariables may influence the conditional distribution of the response in nonlinear ways. In view of this, nonparametric techniques are appealing because they place direct emphasis on prediction without imposing a linear functional form. In addition, the nonlinear models provide a better fit than linear models, and are more appropriate when there are structural breaks and regime changes. In general, the linear approach to causality testing, have low power, when compared to nonlinear Granger causality tests (Baek and Brock, 1992) . Hence, this motivates for a more flexible methodology that may account for possible nonlinearities. Therefore, in addition to linear Granger causality tests, we make use of two nonlinear causality tests, which include the Hiemstra and Jones (1994) and Diks and Panchenko (2006) procedures. Diks and Panchenko (2006) addressed a consistency problem in the Hiemstra and Jones (1994) nonparametric test for nonlinear Granger causality as they showed that the latter can over-reject if the null hypothesis of noncausality is true. Hence, we view Diks and Panchenko (2006) as more robust and powerful. The nonlinear causality statistic employed is nonparametric and does not assume any functional form. Therefore, it allows for more general dependence and complex nonlinear interaction between exports and the output series. The use of nonlinear approaches is, in turn, motivated by a wide array of tests of parameter (in-) stability, particularly within the presence of structural breaks. Furthermore, since we use the longest possible data set available on these two variables for South Africa, the decision to test for structural break is of great importance. To the best of our knowledge, this is the first paper to not only use over a century of data to test the causal relationship between exports and growth for South Africa, but it is also the first attempt at using both linear and nonlinear causality tests for this research question.
The remainder of the paper is organized as follows: section two describes the empirical model, whilst a discussion of the data and results is included in section three. Section four concludes. Granger (1969) 
METHODOLOGY Linear Granger Causality Testing
where e t = (e 1t ,e 2t ¢ ) is a white noise process with zero mean and covariance matrix  and p is the lag order of the process. In the empirical section, the sequential likelihood ratio (LR) test is used to select the optimal lag order p. 
Analogously, the null hypothesis that GDP does not Granger cause exports implies that we can impose zero restrictions
. In this case, GDP does not contain predictive content when explaining the behaviour of exports. Hence, the joint zero restrictions for the null hypothesis that there is no Granger causality, are: 0 ... :
The Granger causality tests in equations (2) and (3) can be linked to the ELG and GLE hypotheses as follows. If the hypothesis in Eq. (2) is rejected, then exports Granger causes GDP. This establishes evidence in favour of the ELG hypothesis. Analogously, if the hypothesis in Eq. (3) is rejected, GDP Granger causes exports. This establishes evidence in favour of the GLE hypothesis. If it is the case that only one of these conditions holds, then we have the case of unidirectional causality. However, where both hypotheses in Eq. (2) and Eq. (3) are rejected, then the evidence would suggest that there is bidirectional causality, which in this context implies a feedback system where exports and GDP react to each other. It is also possible that neither of these two hypotheses are rejected, implying that neither of the two variables has predictive content, when describing the behaviour of the other.
Parameter Stability Test
Linear Granger non-causality tests assume that parameters of the VAR model are constant over time. This assumption is often violated, when the parameters are subject to structural changes. As Granger (1996) pointed out, parameter nonconstancy is one of the most challenging issues confronting empirical studies. Hence, we test for the stability of the parameters of the VAR, on the growth rates of the variables, as both the standard linear and the nonlinear Granger causality tests require that the variables are stationary.
In practice, a number of tests may be used for examining the temporal stability of VAR models (e.g. Hansen, 1992; Andrews, 1993; Andrews and Ploberger, 1994) . These tests can be applied in a straightforward manner to stationary models. In particular, we use the Sup-F, Ave-F and Exp-F tests developed by Andrews (1993) and Andrews and Ploberger (1994) , to investigate the stability of the short-run parameters. However, if the variables are cointegrated when measured in their levels, then the model in first differences is mispecified (unless it allows for an error-correction mechanism). Therefore, we also include tests for cointegration and the stability of the long-run relationship. This is done based on different structural break and parameter stability tests on the long-run relationship, estimated using the fully modified ordinary least squares (FM-OLS) estimator of Phillips and Hansen (1990) . When investigating the long-run relationship, we use the L c tests of Nyblom (1989) and Hansen (1992) . If the series are I(1), the Nyblom-Hansen L c test would also serve as a test of cointegration (Balcilar et al., 2010) . In addition, we also use the Sup-F, Ave-F and Exp-F tests to determine whether the long-run relationship is stable.
These tests are computed from the sequence of LR statistics that test for constant parameters against the alternative of a one-time structural change at each possible point of time (over the full sample). Andrews (1993) and Andrews and Ploberger (1994) report the critical values for the non-standard asymptotic distributions of these tests. To avoid the use of asymptotic distributions, the critical values and p-values are obtained using the parametric bootstrap procedure. Specifically, the p-values are obtained from a bootstrap approximation to the null distribution of the test statistics, constructed by means of Monte Carlo simulation using 2000 samples generated from a VAR model with constant parameters. The Sup-F, Ave-F and Exp-F tests needs to be trimmed at the ends of the sample. Following Andrews (1993) , we trim 15 percent of the sample, from both ends and calculate these tests for the fraction of the remaining sample between the interval [0.15, 0.85].
Nonlinear Granger Causality Testing
While the linear approach is appealing due to its simplicity, the test has some limitations. As a parametric test, it relies on relatively strong assumptions about the underlying data, the most important of which is that the relationships within the regression structure are linear. However, it is now widely recognized that most economic and financial data are characterized by nonlinear features that may arise from structural breaks (as well as other phenomena). Furthermore, whilst many have tested for nonlinearity in the conditional mean, before performing a Granger causality test, this practice may not be sufficient to detect nonlinear effects on the conditional distribution (Baek and Brock, 1992) . Higher order nonlinearities, such as conditional heretoskedasticity, is also often ignored Panchenko, 2005, 2006) and traditional linear Granger causality test have low power in the presence of these nonlinear relations (Hiemstra and Jones, 1994) . In view of these findings, nonparametric approaches are appealing, since they place direct emphasis on prediction without imposing the assumption that the underlying data maintains a specific functional form. Various nonparametric tests have been proposed in the literature, and one of the most prominent of these tests was developed by Hiemstra and Jones (1994) , which has been modified by Baek and Brock (1992) . An alternative nonlinear model was proposed by Panchenko (2005, 2006) who show that the relationship tested by Hiemstra and Jones (1994) is not generally compatible with Granger causality, as it would lead to the over rejection of the null hypothesis of noncausality. To ensure that the results are not susceptible to these critiques, we use the procedures of both Hiemstra-Jones (1994) and Diks-Panchenko (2006) in the subsequent analysis.
Hiemstra-Jones Nonlinear Causality Test
Hiemstra and Jones (1994) 
where ) ( P denotes probability;
 denotes the maximum norm and e is the length scale. The probability on the LHS of Eq. (4) A test based on Eq. (4) can be implemented by expressing the conditional probabilities in terms of the corresponding ratios of joint probabilities:
where 1 C , 2 C , 3 C and 4 C refer to the correlation integral estimators of the joint probabilities, which are discussed in detail by Hiemstra and Jones (1994) . With an additional index n , Hiemstra and Jones (1994) the product of n and the ratio difference of correlation-integral estimators) has a normal distribution: 6) . By removing the linear predictive power in a linear VAR model, any remaining incremental predictive power of one residual series can be used to describe the nonlinear predictive power (Baek and Brock, 1992 ). Panchenko (2005, 2006) argue that their test reduces the risk of over rejection of the null hypothesis of non-causality, observed in the Hiemstra and Jones (1994) . The method of Diks and Panchenko (2006) introduced a new nonparametric test for Granger non-causality, which avoids the over rejection, by replacing the global test statistic with an average of local conditional dependence measures. On the basis of these arguments, we employ both Hiemstra and Jones (1994) and Diks and Panchenko (2006) nonlinear Granger causality tests in this study. Diks and Panchenko (2006) show that the restated null hypothesis implies: the indicator function and ε n the bandwidth, which depends on the sample size n. The test statistic, which is a scaled sample version of q in equation (9), is simplified as: (10) satisfies the following condition:
Diks-Panchenko Nonlinear Causality Test

Suppose that
where   D denotes convergence in distribution and S n is an estimator of the asymptotic variance of T n (·).
DATA AND EMPIRICAL RESULTS
This study used annual data on real exports and real Gross Domestic Product (GDP) for South Africa, from 1911 to 2011. This data was obtained from the Global Financial Database. The measure of GDP is at constant 2005 prices, as measured in terms of the local currency. The exports data was originally obtained in nominal dollar value terms. We used the rand-dollar exchange rate to convert it into the nominal terms of the domestic currency, and then used the consumer price index (with a base year of 2005) to deflate the nominal rand value of exports. This provides a measure of real exports in constant 2005 prices, as measured by the local currency.
The Union of South Africa was formed in 1910, to establish a country that occupies the same geographical area as it does currently. Any earlier starting point for national data would be problematic as this would relate to a country of a different geographic area. The end-point of the dataset is the final data point that was available at the time of writing. The plot of the growth rates of the two series is shown in Figure 1 . The scale on the left axis pertains to export growth, while the scale on the right axis pertains to GDP growth. Note that there appears to be strong comovement between exports and GDP. However, whether this comovement relates to causation will be verified using the relevant tests. 1912 1917 1922 1927 1932 1937 1942 1947 1952 1957 1962 1967 1972 1977 1982 1987 1992 1997 2002 2007 EXPORT GDP Prior to investigating Granger causality, we test for the stationarity of the data using the  Z unit root test of Phillips (1987) and Philips and Perron (1988) (PP). In addition, we also use the Augmented Dickey Fuller (ADF) test and the  MZ test of Ng and Perron (2001) .
3 Table 1 reports the results of the unit root tests for exports and GDP, using two specifications 4 reported for each of the three tests. The null hypothesis in these tests is that the series are non-stationary (i.e. they have a unit root) and the tests are performed for the levels (Panel A in Table 1 ) and the first differences (Panel B) of the data. GDP appears to be integrated of the first order, I(1), as is evidenced in Table 1 , where the null hypothesis is not rejected at conventional critical values for the series in levels. This null is however rejected in Panel B, where the data has been transformed into first differences. For the exports data, when we allow for intercept only, the null hypothesis could not be rejected. However, after allowing for both intercept and trend, the null hypothesis is rejected in all three tests. Given that the exports data in levels (see Figure A1 . in the Appendix) did not appear to have a deterministic trend, we conclude that the series is nonstationary and hence integrated of the first order, I(1). Following these preliminaries, the study now proceeds with the investigation of the causal connection between exports and GDP in South Africa (with linear and nonlinear models) using the first differences of the two series. The two null hypotheses at stake are (a) that exports do not Granger cause GDP and (b) that GDP does not Granger cause exports. The results from the linear Granger causality are presented in Table 2 . The optimal lag length as selected by sequential LR test is three, for the variables in their log-levels. Hence, we implement a stable VAR (2) model (where all the roots lie inside the unit circle) for the variables in their first differences. Both hypotheses cannot be rejected at any of the conventional level of significance. Combining these two results suggests the absence of causality between exports and GDP. At this point, we investigate the stability of the estimated VAR. The parameter constancy tests described above were used to test for parameter stability in the model for the causality tests reported in Table 2 . Three different tests of short-run parameter stability are reported in Table 3 . The second and third columns relate to the exports equation and the GDP equation, respectively, while the fourth column relates to the overall VAR system. The Sup-F statistic reports on the test of parameter constancy against a one-time sharp shift in parameters. This is followed by the Ave-F and Exp-F test statistics, which assume that the parameters follow a martingale process. Therefore, they test the possibility that the parameters might only evolve gradually. the GDP equation. However, there is evidence in favour of short-run parameter stability in the exports equation. It is also worth noting that the Sup-F and Exp-F tests suggest that there is evidence of parameter instability in the VAR as a whole. The evidence in Table 3 suggests both one-time shifts, as well as a gradual evolution of the parameters in the exports-GDP VAR. If cointegration exists, then the model in first differences is misspecified. Therefore, we also estimated the cointegration equation between real exports and real GDP, as follows:
We estimate the parameters in equation (14) using the FM-OLS estimator. Table 4 reports the results of the various parameter stability tests. The Nyblom-Hansen L c test rejects the null hypothesis of cointegration at 1% level. Similarly, the Sup-F, Ave-F and Exp-F tests reject the null hypothesis of unchanging parameters in the cointegration equation. In other words, we find evidence of both one-time shift and gradual shifting of the parameters in the cointegration equation (which would suggest that constant linear cointegrating relationship does not exist). Hence, we reject the postulate that the variables are cointegrated, 6 where there is evidence of structural break. In other words, our model specification with the first difference growth rate is not misspecified. Note also that parameter instability of the kind identified here would undermine the traditional linear Granger causality test that describes the connection between exports and GDP. One would expect that the Granger causality tests would be sensitive to structural changes in this case and it might help to explain why studies have found conflicting evidence on the causal nature of the relationship for the same country. Accordingly, we proceed to investigate the association between exports and GDP with nonlinear Granger causality tests. Table 5 indicate that the null hypothesis, that exports do not Granger cause GDP, cannot be rejected at any at reasonable significance level. However, the null hypothesis that GDP does not Granger cause exports is rejected at 5 percent level; but only at 7 and 8 lags. Hence, the Hiemstra and Jones (1994) test provides evidence in favour of the GLE hypothesis only. Table 6 . These results suggest that at the first lag, there is a bi-directional causality between exports and GDP at 5 percent level of significance. This implies that both the ELG and GLE hypotheses are supported. 
CONCLUSIONS
This paper contributes to the growing literature on the exports-economic growth relationship. We re-investigate the case for South Africa using annual data on real exports and real Gross Domestic Product from 1911-2011. By contrast to previous studies on the dynamic relationship between exports and GDP, this study uses both linear and nonlinear Granger causality tests. We employ both Hiemstra and Jones (1994) and Diks and Panchenko (2006) nonlinear tests that account for the existence of nonlinearities often evidenced among economic relationships due at times to structural changes. Based on the results of the linear Granger causality test, exports have no predictive power when seeking to describe GDP; and GDP also has no predictive power when seeking to describe exports.
However, the use of parameter stability tests suggest that the estimated VAR is unstable, which would undermine the inference that is drawn from linear Granger causality tests. Using the Hiemstra and Jones (1994) test, we show that at the 5 percent level of significance, there is a unidirectional causality running from GDP to exports. In other words, GDP has positive predictive power for exports but not vice versa. As Hiemstra and Jones (1994) test has been critiqued for not been generally compatible with Granger causality leading to the over rejection of the null hypothesis of noncausality, we also employ a more robust nonlinear causality test, the Diks and Panchenko (2006) test, and find a bi-directional causality between exports and GDP. This finding supports both the ELG and GLE hypotheses for the case of South Africa. These results indicate that the causal relation between exports and GDP is episodic and nonlinear. Since the more robust nonlinear tests, Diks and Panchenko (2006) , indicate bidirectional causality, South Africa can expand its domestic market by exporting more both in terms of volume and diversified goods and services. As exports increase, it will contribute to overall growth in GDP by means of employment and income in the exports sector. Besides, exports operations may enable firms to pave the way for entering the foreign market and gain competitive advantages through increased local relations and mastering the technical knowledge in the long term (Helpman and Krugman, 1985) . Exports in South Africa can also be promoted by increasing economic growth through enhanced human capital and technology development. Existence of nonlinearity in the relationship between export and GDP points to the fact that policy makers and government agencies need to be alert to the sensitivity of GDP to the changes in export and vice versa. Since the causal relationship may vary from time to time, a reality check is required accordingly to ensure that resources are efficiently allocated for greater trade, technological transfer, innovation and productivity. Given the slight difference in the results from the two nonlinear tests, researchers are recommended to model the inherent nonlinearities in the relationship between economic series using more powerful nonlinear models for cases where linear procedures are not appropriate.
APPENDIX FIGURE A1. NATURAL LOGARITHMS OF REAL EXPORTS (LEXPORT) AND NATURAL LOGARITHMS OF REAL GDP (LGDP) ENDNOTES
* We would like to thank an anonymous referee for many helpful comments. However, any remaining errors are solely ours. 1 No causality was found from exports to economic growth in any of the four Asian countries (Hong Kong, South Korea, Singapore, and Taiwan) that were considered in this study. However, unidirectional causality was found running from economic growth to exports for Taiwan. 2 Strict Granger causality relates to the past of one time series influencing the present and future of another time series (Hiemstra and Jones, 1994 Mackinnon (1996) . 4 The specifications differ in terms of the deterministic components included in the autoregressive function. The first version of every test was conducted with only a constant included, while the second version included a time trend in addition to a constant. 5 The Ave-F and Exp-F are both optimal tests, as shown by Andrews and Ploberger (1994) . 6 Interestingly, the Trace test and the Maximum Eigen-Value test statistics developed by Johansen (1991) indicated the existence of one cointegrating relationship. Given this, we tested for short-and long-run causality using a Vector error-correction model (VECM). The results suggested that there is still no short-run causality, but a long-run causality exists running from GDP to exports. However, given that there is strong evidence of structural break in the longrun relationship, we cannot rely on these results. Details of the VECM analysis are available upon request from the authors. 7 Using the methodologies developed in Sato et al., (2007) , we also implemented dynamic Granger causality test (i.e., we test whether the Granger causality between two time series is time-invariant or not), as well as time-varying Granger causality test (i.e., we test for one variable does not cause the other versus one variable causes the other at least at one point in time). Interestingly, we could not detect causality in any direction using these tests. These tests, being time-variant in nature often requires large number of data pointsthan used in this study, and hence, could be a possible explanation for the lack of causality. The details of these results are available upon request from the authors.
