Linear regression models are commonly used to predict some criterion variable of interest. Here, the criterion variable of interest is a grade assigned to Navy and Marine Corps student aviators at the end of Primary flight training. It would be of value to be able to predict such a flight grade based on prior existing information. The prior information is inserted into a linear regression model through some number of predictor variables. We are currently focusing our efforts on predictor variables arising from scores on the Aviation Selection Test BatteI)' (ASTB), a fInal grade from Aviation Pre-Flight Indoctrination (API), and perfonnance on a psychomotor test battery. We then calculated the posterior probability of all possible linear regression models. Some models had an insignifIcant posterior probability and we may safely ignore them in any averaging over models. The central result of such an exhaustive analysis is the identifIcation of all those models, together with their constituent predictor variables and regression coefficients, that do, in fact, possess a significant posterior probability. The predictions of flight grades for any given values of the predictor variables can then be averaged over these models. A major advantage of this approach is the assessment of the variability of the predictions. Of more immediate concern, these results can be incolporated into the Pilot Prediction System (PPS) at the Naval Aerospace Medical Research Laboratory. The PPS is used to make statistical inferences about the training outcome of a student in flight training given information from a data base. We routinely use the PPS to make predictions about the probability of failure in some post-API phase of training given scores from the ASTB and API. The results from this paper could be inserted into the PPS to make predictions about the flight grade in PrimaI)' training.
INTRODUCTION
Linear regression models are commonly used to predict some criterion variable of interest. Here, the criterion variable of interest is a grade assigned to Navy and Marine Corps student aviators at the end of Primary flight training.
It would be of value to be able to predict such a flight grade based on prior existing information. The prior information is inserted into a linear regression model through some number of predictor variables. We are currently focusing our efforts on predictor variables arising from scores on the Aviation Selection Test Battery (ASTB), a fmal grade from Aviation Pre-Flight Indoctrination (API), and performance on a psychomotor test battery.
In a previous paper [1], we analyzed the data from 210 subjects who had participated in the Naval Aerospace Medical Research Laboratory's (NAMRL) version of a psychomotor test battery called the CBPT 1 . In that study, we looked at a total of 25 predictor variables. A Bayesian approach was employed to find the posterior probabilities for a selected subset of all possible linear regressions from the set of 25 variables. Subsequently, the posterior probability was used as a weighting function to average the predictions of the flight grade for Primary from each selected regression model. Rather than focusing on just one model to the exclusion of all others, the Bayesian model averaging approach averages the predictions of many models to reduce the overall uncertainty of the prediction.
In this paper, we employ the same technique of Bayesian model averaging. However, we pare down the original list of 25 predictor variables to a more manageable number of eight predictor variables. We believe that these eight new predictor variables, because they are averages or composites of the original 25, are a good summary of the information contained in the original 25 predictor variables.
With only eight predictor variables, it is feasible to examine all possible linear regressions. There are 256 possible models, ranging from the simplest model with no predictor variables to the most complex model with all eight variables. Note that we are not considering models where predictor variables might enter as interactions with other variables or where the predictor variables are raised to some power.
We then calculate the posterior probability of all 256 linear regression models. Some models have an insignificant posterior probability, and we may safely ignore them in any averaging over models. The central result of such an exhaustive analysis is the identification of all those models, together with their constituent predictor variables and regression coefficients, that do, in fact, possess a significant posterior probability. The predictions of flight grades for any given values of the predictor variables can then be averaged over these models. A major advantage of this approach is the assessment of the variability of the predictions.
The net result is that better predictions can be made for flight students entering Primary flight training. A decision algorithm could be implemented to take advantage of these better predictions. Such a decision algorithm would be an important component in achieving significant cost savings for naval aviation Of more immediate concern, these results can be incorporated into NAMRL's Pilot Prediction System (PPS). The PPS is used to make statistical inferences about the training outcome of a student in flight training given information from a data base. We routinely use the PPS to make predictions about the probability of failure in some post-API phase of training given scores from the ASTB and API. The results from this paper could be inserted into the PPS to make,predictions about the flight grade in Primary flight training.
ENUMERATION AND LISTING OF ALL POSSIBLE SUBSETS
Before we can begin the analysis, it is necessary to systematically list all possible subsets from the total of eight predictor variables. The grand total of all possible subsets is 2 8 = 256 subsets. We use the combinatorial formula for choosing k objects from a total of n objects to fmd the number of subsets with k predictor variables as 1 CBPT stands for Computer Based Psychomotor Tests. Table I lists the results from Equation (1) as k advances from no predictor variables (k = 0) in the linear regression model to all the predictor variables (k = 8) included in the mode1.
(1) 
Sum 256
As an example of the use of Equation (1), see row 5 of Table I where we are interested in all possible combinations of k = 4 predictor variables from the available total of n = 8.
We must therefore compute 70 linear regression models in order to take into account all possible combinations of four predictor variables from a total of eight predictor variables. Note that the sum in the third column of Table 1 equals 256.
After calculating the mnnber of subsets with k predictor variables, we actually had to explicitly generate these possible combinations. For an example of this task, refer to Table 2 , which shows a listing of all possible combinations for k = 2 predictor variables. We constructed tables like this for k = 0 through k = 8. The total number of possible combinations of two predictor variables from a total of eight predictor variables is 7 + 6 + 5 + 4 + 3 + 2 + 1 = 28 which agrees with row 3 in Table 1 . In this section, we provide some more details about the criterion variable and the eight predictor variables that are involved in the linear regression models. The criterion variable is the standardized flight grade from Primary flight training. This score was designed to have a mean of 50 and a standard deviation of 10. For our sample of 210 subjects, the mean flight grade was 50.29 and the standard deviation was 10.82.
In subsequent discussions, the eight predictor variables are referred to generically as PI, P2, ... P8. They are either the same variables used in the previous referenced analysis or are composites of these variables. PI is the standardized fmal grade from API. P2 through P6 are psychomotor variables drawn from the CBPT. P2 is the trncking error when using the stick alone as the controlling device. P3 is the tracking error when the stick, rudder, and throttle are all used as controlling devices. P4 is the average over six sessions of horizontal tracking error. P5 is the average over three sessions of a dual task consisting of horizontal tracking with an absolute difference computation. P6 is the average over four sessions of a spatial orientation skill called the Manikin task.
The correspondence between the notation in this paper and the previous analysis (see Table 1 of Reference [1]) is as follows: PI is API, P2 is PMT2, P3 is PMT6, P4 is the average of PMT8 through PMT13, P5 is the average of PMT14 through PMTI6, and P6 is the average of PMT17 through PMT20. The last two predictor variables, P7 and P8, are composites of four of the subtests that make up the ASTB. These four subtests are the Math/VeIbal Test (MVT), the Mechanical Comprehension Test (MCT), the AviationlNautical Interest Test (ANI), and the Spatial Apperception Test (SAT). P7 is the same as the AQR composite, which is the following weighted average of the subtests
P8 is the same as the PFAR composite, which is the weighted average of
The AQR is designed to correll!-te with academic performance during training, while the PFAR is designed to correlate with pilot flight aptitude.
THE POSTERIOR PROBABILITY FOR ALL 256 MODELS
In reference [1], we presented in detail the Bayesian formalism for model evaluation. The outcome was a formula for computing the posterior probability for any given model. For the kth model, the posterior probability is (2) where BICk stands for the Bayesian Information Criterion (BIC) of the kth model. It is a function of the squared sample multiple correlation coefficient (R 2 ), the sample size (n = 210), and the number of predictor variables (p = 0 to 8) included in the linear regression model. Raftery [2] has shown that the BIC is a reasonable approximation to the posterior odds for linear regression models.
In Appendix A, we present the posterior probability for all 256 regression models. This appendix is an EXCEL spreadsheet and contains the necessary components for computing the posterior probability according to Equation (2). All models with posterior probability greater than .01 are highlighted in gray.
Only a few of the 256 models possess any significant posterior probability. The model with by far the largest probability at P(Mk ID) = .3633 is the model consisting of four predictor variables, PI, P2, P7, and P8. This corresponds to the model consisting of the API score, the simple psychomotor tracking variable, AQR and PFAR. The model with the next largest probability is a model with just two predictor variables, PI and P2. The probability for this model is P(MkID) = .1821. This corresponds to the model consisting of the API score and the simple psychomotor tracking variable. Next in line as the third largest model with P(MkID) = .0595 is the model consisting of PI, P2, and P7. This corresponds to the model with the API score and the simple psychomotor tracking variable as in the previous two models, together with a third predictor variable, AQR.
BAYESIAN MODEL AVERAGING
There are only 15 models with a probability greater than .01. Appendix B lists these top 15 models together with their associated probabilities. This appendix is divided into two parts; the top half consists of 10 columns and the bottom half consists of 5 columns.
In the top half, the flrst column contains the model number of the 15 top ranked models. The next nine columns contain the regression coefficients for the constant and the eight predictor variables for the particular model as given in the flrst column.
The bottom half begins by repeating the listing of the top 15 linear regression models. In the next column is given the prediction of the criterion variable, the standardized Primary flight grade. The third column contains the adjusted posterior probability for each model. This adjustment arises for the following reason. The posterior probability for all 256 models must add up to 1. Check the flnal row of Appendix A to verify this fact. However, we are selecting only 15 of these 256 models. Together, the posterior probability for these 15 models adds up to .9125, so we must normalize the original posterior probability by dividing by .9125. This adjustment results in the number shown under P(Model).
The next column is the result of multiplying the criterion variable as predicted by the regression model by the adjusted posterior probability. When these values are summed, we obtain the Bayesian model average. The flnal column is the same exercise for the standard deviations of the predictions. The mean value is subtracted from each prediction and then squared. This value is then multiplied by the adjusted probability and then summed. The square root of this sum then yields the standard deviation.
Data for a numerical example of the prediction that would be made by this technique are presented at the very top of Appendix B. This candidate had an API NSS of 48, a simple tracking score of 25, a complex tracking score of 23, an average horizontal tracking score of 23, an average dual task tracking score of 8, an average Manikin score of 70, a raw AQR score of 158 and a raw PFAR score of 165. The Bayesian Model Averaging prediction for Primary flight grade given these scores is 47.29 with a standard deviation of .98. Employing the usual Normal curve approximation for confldence intervals, we would say that we are 95% confldent that this candidate would receive a Primary flight grade within the interval of 45 to 49. This appendix contains a listing of all 256 linear regression models in an EXCEL spreadsheet fonnat. The first column shows the predictor variables in the model, the second column shows the number of predictor variables, and the third column shows the sample R2. The next five colunms compute the numerator for Equation (2), and the :flnal column presents the posterior probability for each model. The final row gives the denominator of Equation (2) and the sum of the posterior probabilities over all 256 models. This final sum must equal 1.00.
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