In data with a group structure, incidental parameters are included to control for missing variables. Applications include longitudinal data and sibling data. In general, the joint maximurn likelihood estimator of the structural parameters is not consistent as the number of groups increases, with a fixed number of observations per group. Instead a conditional likelihood function is maximized, conditional on sufficient statistics for the incidental parameters. In the logit case, a standard conditional logit program can be used. Another solution is a random effects rwdel, in which the distribution of the incidental parameters may depend upon the exogenous variables.
Introduction
This paper deals with data that has a group structure. An important application is generated by longitudinal or panel data, in which there are two or more observations on each individual. Then the group is the individual, and the c capture iiicH.vidual differences. If these person effects are correlated with x, then a regression function that fails to control for them will not identify 3. In another important application the group is a family, with observations on two or more siblings within the family. Then the ct. capture omitted variables that are family specific, and t1iy give a concrete representation 10 family background.
We shall assume that observations from different groups are independent.
Then the c. are incidental parameters (Neyman and Scott 13111, and , which is common to the independent sampling units, is a vector of structural parameters. In the application to sibling data, T is small, typically T=2, whereas there may be a large number of families. Small T and large N are also characteristic of many of the currently available longitudinal data sets. So a basic statistical issue is to develop an estimator for 3 that has good properties in this case. In particular, the estimator ought to be consistent as Nfor fixed T.
It is well-known that analysis of covariance in the linear regression model does have this consistency property. The problem of finding consistent estimators in other models is non-trivial, however, since the number of incidental parameters is increasing with sample size. We shall work with the following probability model: y. is a binary variable with is not consistent (for fixed T), however, and we present a simple example with T=2 in which the I'IL estimator of converges to 2.
Section 3 presents one solution to this problem by working with a conditional likelihood function that conditios on sufficient statistics for the incidental parameters. This likelihood function does not depend upon the incidental paraneters, and hence standard asymptotic theory for maximum likelihood estimation applies. This approach is applied to a multinomial logit model for grouped data and to the inultivariate log-linear probability model. Section 4 develops an alternative approach, based on a random effects model in which the incidental parameters are assumed to follow a distribution. The important point here is that the distribution of the c is not assumed to be independent of x; otherwise the problem of omitted variable bias would be assumed away from the beginning. Throughout the paper we shall use the familiar linear regression case to guide the exposition.
Fixed Effects: Maximization of the Joint Likelihood Function
We shall begin with a brief review of the linear regression case.
So in addition to assuming independence across the groups, we are assuming that observations within a group are independent as well, conditional on the group effects. The dependence of different observations within a group is assumed to be due to their common dependence on the group specific aj. More general forms of dependence are, of course, possible; for example, there could be serial correlation in addition to the c in the longitudinal case.
Maximum likelihood for this model is simply a multiple regression of y on x and a set of group indicator dummy variables. A useful computational simplification is that the ML estimator of can be obtained from a regression of y-y. on iti' where y. and . are group means Iy1/T).
In the case of T=2, this is equivalent to a regression of y.2-y11 on
x -x. . Since we have
with the 's independent of x, it is clear this provides a consistent estimator of as N -(provided that there is sufficient variation in -There is a comparable computational simplification for the probability models. We shall discuss ML estimation using either a Newton-Raphson or a scoring algorithm, and shall show that each iteration reduces to a weighted analysis of covariance. The binary y are assumed to be independent (conditional on x, , and a) both between and within groups, with on such groups do not affect the ML estimate of , and we can simplify by only including in L the groups within which y varies.
We have the following score vector and Hessian:
where F and its derivatives are evaluated at Oz , and
It is well-known that L is concave for probit [F(u) J e or for logit IF(u) eU/(l + eU)]. Hence a Newton-Raphson algorithm is expected to be effective:
Also of interest is a scoring algQrithm which replaces 5 by its expectation:
In either case the computational burden at each iteration comes from inverting where s1 is either h.t or E(h.). Simplifying the partitioned inverse gives the following formulas for up-dating 13 and a.: is stationary, then the estimator converges to (13-1)12 as N-°.
As an example of the inconsistency of maximum likelihood in the probability models, consider the following logit model: F(u) = e'I(l + eU), T=2, x.1=O, x.2=l, i1, . . ., N. So the "treatment" is administered only to the second observation in the group. Assume that the sequence of a1ts is such that the following limits exist:
where E1y11(1-y.2) a] = F(ai)F(-ct1 
there is no incidental parameter problem, and so maximum likelihood will
give consistent estimates provided that the usual regularity conditions are satisfied. The conditional ML estimator of is the analysis of covariance estimator that results from maximization of the joint likelihood function.
Hence the consistency of that estimat:or, which was surprising given the incidental parameter problem, follows immediately from the coincidence of the joint and the conditional ML estimators.
The advantage of the conditional likelihood approach can be seen in the conditional ML estimator for a
Unlike the joint ML estimator, here there is a correction for degrees of freedom which ensures that â2 isa consistent estimator of cY2.
The conditional likelihood approach can be applied directly to the fixed effects logit probability model, since is again a sufficient 
So the only case of
The conditional density is
-.12 -.il l+e which does not depend upon c. The conditional log-likelihood function is
where I = {ijy11
This conditional likelihood function does not depend upon the incidental parameters. In fact, it is in the form of a binary logit likelihood function in which the two outcomes are (0,1) and (1,0) with explanatory variables
This is the analog of differencing in the two period regression model. The conditional ML estimate of 8 can be obtained simply from a standard ML binary logit program.
The conditional ML estimator of B Is consistent provided that the conditional likelihood function satisfies regularity conditions, which impose mild restrictions on the a. These restrictions, which constrain the rate at which the sequence of a1's is allowed to become unbounded, are discussed in
Andersen [1] , [2] . Furthermore, the inverse of the information matrix based on the conditional likelihood function provides an a9ymptotIc (as N-*) covariance matrix for the conditional ML estimator of 8
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In deriving this information matrix, one must be careful to note that I is a random set of indices. This can be made more explicit by defining d1 = 
wherein., replaces each element of (x-x) by its square. This follows since the d are independent with Ed. = P., and both F and the variance of 
it Since L is in the form of a conditional logit log-likelihood function, it can be maximized by standard programs. The information matrix evaluated by such a program will Implicitly condition on the alternative sets, which are random in our problem. So the program will evaluate B = -E(2L/'IB).
Since the Hessian of the log-likelihood function in conditional logit is non-stochastic, we have B = -2L/'. Hence is an appropriate asymptotic covariance matrix for the conditional ML estimator of provided that JB/N converges to its expectation. This ili follow from the strong law of large numbers if, for example, the are uniformly bounded.
In the remainder of this section we :ha1l first extend our conditional likelihood approach from the binary to the multinomial case; then we shall apply our approach to the multivariate lcg-lincar probability model, thereby relaxing the assumption that the observations within a group are independent.
Multinomial Logit for Grouped Data. Say that it can take on three values: ii -itj
We assume that the y's are independent both within and between groups. We shall condition on the number of occurrences within the ith group of each of the three events. 
1, s r1
This is in the form of a conditional logit log-likelihood function and can be maximized by standard programs.
The Log-Linear Probability Model. We shall relax the assumption that the are independent within a group by extending the conditional likelihood A common way to impose structure on this model is to specify the main effects in terms of a set of explanatory variables: 1jt = and to assume that the interaction terms are constant:
= for s, t=1, 2, 3, and il23 l23 Additional structure can be imposed by specifying that the lnteraction terms beyond some order arc zero; for example, that = 0.
We shall introduce group specific effects by letting
It is straightforward to check that and y3, and the probability of y1=l takes the logistic form that we have been using (except for a scale factor of 2).
For the general case of T binary variables we have (suppressing the i 'IT't We have seen that it is fruitful to base the likelihood function on a conditional distribution that conditions on sufficient statistics for the incidental parameters. It is not always possible, however, to find a sufficient statistic for such that the conditional distribution is sufficiently informative about The next section examines a random effects model in which a consistent estimator for can be obtained without relying upon sufficient statistics for the cz1.
Random Effects: the Marginal Likelihood Function
An alternative approach is to assume thai: the incidental parameters follow a distribution. Then the likelihood function can be based on the density for y, given x, , and G, the distribution function for ct. If we specify a parametric family for C, indexed by a fthite parameter vector T, then we have the following log-likelihood function for , i:
So the density function for y conditional on has been replaced by a density function that is marginal on c. If (for arbitrary N) the distribution of the a.'s is not affected by permuting them, so that the subscript is purely a labeling device with no substantive content, then the joint distribution of the &s must be expressable as random sampling from a univariate distribution. This criterion will often be satisfied when i indexes individuals (longitudinal data) or families (sibling data).
The main point I want to make here is that the random sampling on is appropriate only as a marginal distribution for a. We must, however, specify a distribution for a conditional on x. The convent1uiii random effects model assumes that a is independent of x. But our interest in introducing the incidental parameters was motivated by missing variables that are correlated with x. If one mistakenly models a as independent of x, then the omitted variable bias is not eliminated. So we want to specify a 13 conditional distribution for a given x that allows for dependence. A convenient possibility is to assume that the dependence is only via a linear regression function: c. = Tr'x. + v., withx = (x , . . ., x ), and where v
is independent of x. We appeal to exchangeability to argue that the v are independent and identically distributed. A restriction on the regression function that may be appropriate is n'x. = We shall illustrate this approach with a production function example that leads to a linear regression model.14 Say that a farmer is producing a product under the following Cobb-Douglas technology: Y = LQ'e6,
where Y is output, L is a variable factor (labor), Q is a fixed factor (soil quality), is stochastic (rainfall), and 0 < < 1. Assume that c is distributed independently of Q; persistent differences in average rainfall can be incorporated into Q. We assume that the farmer knows the product price (P) and the factor price (W), which do not depend on his decisions, and that he knows Q. The factor input decision, however, is made before knowing E, and we assume that L is chosen to maximize expected profit:
There are observations on il, . . ., N farms in each of t=l, . . ., T periods. Assume that Q is constant over the period of the sample and tiat the distribution of c conditional on Q, W, and P is i.i.d. N(0, a2).
Then we have the following production and factor demand functions:
where y = mY, x = lnL, c=ylnQ, p = (ln ÷ 42)/(l_),
and u is a random term, reflecting optimization and other errors, which is independent of c and c. Although Q is krown to the farmer and affects his factor demand decisions, we assume that it is not observed by the econometrician;
is included in order to capture this omitted variable. The example is useful in showing explicitly how a correlation between x and a might arise.
We shall focus on tiiing th roduction function without using whatever price data is available. A pooled least squares regression of y on x, which does not allow for farm effects, is inconsistent. If a is independent of z, then as N-° this estimator converges to (1)
Hence It is consistent only as T-°.
So it is essential to allow for a dependence between a and x.
Let w1 = z./(l) + u1 and assume that w. is i.i.d. N(m, ). Then the distribution of a conditional on x is given by a1 = K + 'rr'x. + v1, Note that assuming a stationary does no imply that IT'x1
A sufficient condition is that is equic)rrelated:
The ML estimator of (, Tr), allowing or several variables in x1 and given A = a2/a2, can be obtained From the regression of N-*° NTj,t ita. Now consider a random effects incorrectly assumes that a is independent conditional on A = a2/a2, is generalized to ordinary least squares using deviations -
specification can give a ML estimator of 8 that is identical to the fixed effects estimator, if we allow the distribution of the incidental parameters to depend upon x)-50f course the linear regression case is special, since the fixed effects estimator is consistent. This is not true for the (joint)
ML estimator of 8 in the linear autoregressive model or in the probability models. So the random effects specification leads to new estimators In those cases.
In the autoregressive case, let +a +c two groups corresponding to production and non-production workers.
Conclusion
The paper has discussed three approaches t the analysis of grouped data:
the joint likelihood function, the conditional likelihood function, and the marginal likelihood function. Throughout the paper, our concern has been with We have illustrated the inconsistency or the olnt ML estimator iii the fixed effects probability model s. One solution, within the fixed effects model, is to maximize a conditional likelihood function that conditions on sufficient statistics for the incidental parameters. This conditional likelihood function does not depend upon the incidental parameters, and so standard asymptotic theory can be applied. In the (normal-theory) linear regression model, the consistency of the joint ML estimator of corresponds to the coincidence of the joint and the conditional ML estimators.
In the log:Lt case, however, the conditional ML estimator of is consistent whereas the joint ML estimator is not (for fixed T). The conditional ML estimator for the logit case can be implemented with a standard conditional logit program, which allows the alternative set to vary across the observations.
Finally, we discussed random effects models which impose a (prior) distribution on the incidental parameters. Then the likelihood function is based on the distribution for y that is marginal on the incidental parameters. The important point here is that the specification of the conditional distribution fora. given x should allow for dependence; the common assumption that a. is independent of x assumes away omitted varIable bias. In the linear regression model, the ML estimator for program to implement this algorithm is described in Hall [21] , along with an example of the computational efficiency of the program.
A labor force participation application of a fixed effects probit model is presented in Heckman [221. 3mis example is discussed in Neyrnan and Scott [31] .
4The use of conditional likelihood functions for incidental parameter problems is discussed in Bartlett [8] , [9] , [10] 9The log-linear model is developed in Goodman 118], [19] , Haberman [20] , and Nerlove and Press 130]. Additional references are in Bishop et al. [11] . Note that the original Kiefer and Wolfowitz [24] results were not limited to the parametric case.
13Note that the empirical work by Chamberlain and Griliches [13] , 114]
and Chamberlain [121 does allow the random effects to be correlated with the explanatory variables. Also in the original Balestra and Nerlove [6] model, the autoregressive component is correlated with the random effects.
