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5.2 Primerjava klasičnih inicializacij . . . . . . . . . . . . . . . . . 50
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Povzetek
Naslov: Podatkovno vodena inicializacija uteži nevronskih mrež
V zadnjih letih so na področju strojnega učenja umetne nevronske mreže
dosegle precejšen preboj in trenutno na nekaterih domenah dosegajo pre-
cej bolše rezultate kot klasične metode strojnega učenja. S popularizacijo
nevronskih mrež pa je začela rasti tudi njihova kompleksnost, kar v praksi
pomeni počasnejše in manj stabilno učenje ter potreba po večji količini po-
datkov. V okviru magistrske naloge je predstavljen nov podatkovno voden
način inicializacije uteži nevronskih mrež, ki idejo črpa iz nenadzorovanega
učenja, začetne uteži ciljne nevronske mreže izračuna s pomočjo učnih po-
datkov. Tak način lahko v določenih primerih precej izboljša hitrost učenja
in točnost napovedi. Prednost predlagane inicializacije je tudi ta, da jo je
možno izvesti paralelno, kar precej pospeši celoten proces inicializacije. Pre-
dlagana inicializacija in vpliv njenih parametrov je testiran na učni množici
slik in učni množici genskih podatkov.
Ključne besede
nevronske mreže, inicializacija uteži, podatkovno vodena inicializacija

Abstract
Title: Data driven neural network weight initialization
In recent years the popularity of artificial neural networks has grown
within the field of machine learning. Neural networks have achieved surpris-
ingly good results in specific domains compared to other more traditional
machine learning approaches. But with growth in their popularity, their
complexity also grew. More complex neural networks are usually harder to
train since the process is less stable and it requires more training data. A new
data-driven weight initialization is proposed, that is based on unsupervised
learning and is using training data to approximate optimal weights. This new
approach is useful and in some cases gives a large boost to neural network
learning speed and accuracy. Initialization is also scalable since it is easy to
parallelize. Proposed initialization and optimal values of its parameters are
tested on a dataset of images and datasets of biological gene expressions.
Keywords




V zadnjih nekaj letih je z rastjo količine podatkov dodatno zaživelo tudi po-
dročje strojnega učenja in z njim povezanih algoritmov. Kot ene izmed naj-
boljših algoritmov strojnega učenja so se izkazale umetne nevronske mreže,
ki dosegajo precej dobre rezultate v najrazličnejših domenah, kot so gra-
dnja modelov naravnega jezika [1], prepoznavanje govora [2] in slik [3] ter
ocenjevanje zapletenih funkcij pri spodbujenem učenju (angl. reinforcement
learning) [4]. Sprva je bila uspešnost nevronskih mrež primerljiva z drugimi
algoritmi, vendar je z novimi in bolj globokimi arhitekturami začela rasti tudi
njihova točnost. Z rastjo kompleksnosti nevronskih mrež so kmalu nastale
tudi druge težave, saj je učenje globokih nevronskih mrež precej težje kot
učenje mrež z le nekaj skritimi nivoji.
Ena izmed najbolj pogostih težav pri učenju globokih nevronskih mrež je
izbor njihovih začetnih uteži, ki se med procesom učenja spreminjajo. Če so
začetne uteži nastavljene napačno in ne upoštevajo arhitekture mreže, lahko
to upočasni ali celo prepreči učenje nevronske mreže.
V magistrski nalogi je predstavljena nova metoda inicializacije uteži ne-
vronskih mrež, ki temelji na nenadzorovanem učenju in poskuša nastaviti
začetne uteži na take vrednosti, da bo učenje mreže, ki jo inicializiramo, čim
hitrejše in čim bolj točno. To dosežemo na način, da aktivacije na posame-
znih nivojih nevronske mreže izračunamo direktno z različnimi matričnimi
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razcepi prvotne matrike podatkov.
Magistrska naloga je razdeljena v več poglavij. Poglavje 2 opiše nevronske
mreže, opisuje kako z njimi napovedujemo, kako jih učimo in nekaj njihovih
lastnosti oziroma parametrov, ki so uporabljenji v nadaljevanju. V poglavju 3
so podrobno opisane nekatere popularne metode matričnih razcepov oziroma
faktorizacij. Opisani so tudi postopki, kako jih izračunamo oziroma učimo,
kakšne so njihove prednosti in kakšne so njihove slabosti. Sledi poglavje 4,
kjer so podrobno opisane obstoječe inicializacije uteži, njihove prednosti ter
slabosti oziroma napake, ki se pojavijo pri njihovi uporabi. Opisani sta tudi
dve inicializaciji, ki temeljita na uporabi učnih podatkov za izračun uteži.
Ena izmed teh dveh inicializacij je na novo predlagana podatkovno vodena
inicializacija, ki je prispevek te magistrske naloge. Podrobno je opisano njeno
delovanje, njeni parametri, prednosti ter njene slabosti. V zadnjem poglavju
5 so predstavljeni še rezultati, ki jih inicializacija doseže na dveh realnih




Umetne nevronske mreže spadajo k nekoliko novejšim algoritmom strojnega
učenja, ki svoj navdih sicer črpajo iz delovanja možganov živih bitij. Čeprav
je med umetnimi nevronskimi mrežami in nevronskimi mrežami živali precej
razlike, nekateri koncepti med njimi ostajajo sorodni. Prvotna ideja nevron-
skih mrež sicer sega v leto 1943 [5], vendar takrat še ni obstajala nobena
metoda, ki bi bila učinkovita pri učenju mrež. Skozi zgodovino je bilo pre-
dlaganih kar nekaj idej za učenje nevronskih mrež, kot so npr. genetski
algoritmi in Hebbovo učenje [6], vendar se je večji preboj zgodil šele z od-
kritjem vzvratnega razširjanja napake leta 1986 [7]. Po odkritju vzvratnega
razširjanja napake in drugih podobnih metod učenja nevronskih mrež so se še
vedno najpogosteje uporabljale bolj preproste metode, kot so metoda podpor-
nih vektorjev [8] in logistična regresija. Te metode so običajno nekoliko manj
zahtevne z vidika procesorskega časa in količine podatkov, ki jih potrebujejo
za uspešno učenje. V zadnjem desetletju pa se je z večanjem procesorske
zmogljivosti računalnikov in večanjem količine podatkov, ki smo jih sposobni
zbrati, povečala tudi zmogljivost nevronskih mrež. Odkriti so bili tudi novi
pristopi, kot so aktivacijska funkcija ReLU [9], paketna normalizacija (angl.
batch normalization) [10] in regularizacija Dropout [11], ki precej pospešijo
učenje. Odkrite so bile tudi posebne arhitekture, ki so prilagojene za točno
določene probleme, kot so slike [12], besedila [13] in druge domene.
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Slika 2.1: Shema preproste nevronske mreže z vhodnim, izhodnim in dvema
skritima nivojema (vir: [14]).
Umetne nevronske mreže so običajno sestavljene iz tako imenovanih ume-
tnih nevronov. Nevroni v živih bitjih pa so med seboj precej prepleteni,
vendar jih pri umetnih nevronskih mrežah zaradi poenostavljanja največkrat
organiziramo v strukture imenovane sloji oziroma nivoji. Slika 2.1 prikazuje
primer nevronske mreže skupaj z vsemi notacijami, ki so uporabljene skozi
celotno magistrsko delo.
Notacija:
σi() . . . aktivacijska funkcija za nivo i
wikj . . . utež med nevronom k iz nivoja i− 1 do nevrona j v nivoju i
bij . . . pristranska vrednost nevrona j v nivoju i
aij . . . izhod nevrona j v nivoju i
L . . . številka zadnjega oziroma izhodnega nivoja mreže
aLj . . . izhod nevrona j na izhodu nevronske mreže
Wi . . . matrika uteži, ki preslika vrednosti iz nivoja i− 1 v nivo i
bi . . . vektor pristranskih vrednosti, ki so prištete po matričnem množenju
z utežmi na nivoju i− 1
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Za napovedovanje s pomočjo nevronske mreže se največkrat uporablja
metoda, imenovana razširjanje naprej (angl. feed-forward). Pri tej metodi
s pomočjo uteži nevronske mreže in vhodnih podatkov napovemo vrednosti
na izhodnem nivoju nevronske mreže. Metoda je ppisana v razdelku 2.2.
Za učenje uteži nevronske mreže pa je se največkrat uporablja metoda, opi-
sana v razdelku 2.3, imenovana vzvratno razširjanje napake, kjer s pomočjo
napačnih napovedi na izhodu popravljamo uteži nevronske mreže.
2.1 Umetni nevron
Umetni nevroni so eden izmed osnovnih gradnikov nevronskih mrež. Po-
znamo več tipov umetnih nevronov, ki se uporabljajo za različne tipe proble-
mov. Najbolj razširjen in najpogosteje uporabljen nevron je preprost nevron,
ki prejme kot vhod vrednosti iz prejšnjega sloja nevronske mreže in jih s po-
močjo uteži transformira v vrednosti, ki so uporabljene v naslednjem sloju
nevronske mreže. Obstajajo tudi nevroni, ki svoj izhod preusmerijo nazaj
na svoj vhod, vendar ti nevroni v magistrski nalogi niso bili uporabljeni,
zato so tu podrobno opisani le običajni umetni nevroni. Običajni umetni
nevroni kot vhod prejmejo vektor števil iz prejšnjega nivoja nevronske mreže
in ga pomnožijo z naučenimi utežmi (angl. weights), ter prištejejo pristran-
sko vrednost (angl. bias term). Preden dobljen seštevek pošlejo na izhod,
ga pretvorijo še z eno od aktivacijskih funkcij (angl. activation function),
opisanih v razdelku 2.5. Aktivacija posameznega nevrona je izračunana in
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Nevroni imajo lahko tudi drugačno strukturo, kjer vhodne vrednosti združimo
na drugačne načine. Primeri tega so množenje vrednosti namesto seštevanja,
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omejevanje navečje vrednosti, ki jo dovolimo kot vhod v nevron (angl. wei-
ght clipping) ali izpuščanje nekaterih vrednosti. Ti načini so uporabni v
nekaterih specializiranih domenah, vendar je njihova uporaba precej redka.
2.2 Razširjanje naprej
Razširjanje naprej (angl. feed-forward) je postopek, kjer vhodne podatke
s pomočjo naučenih uteži nevronske mreže preslikamo v uporabne izhodne
podatke s ciljem, da se ti čim bolj ujemajo z željenimi izhodnimi podatki.
Čeprav so nevroni, ki se uporabljajo, zelo preprosti, je možno s končnim
številom nevronov, postavljenih v nevronsko mrežo z enim skritim nivojem,
aproksimirati katerokoli funkcijo [15]. Če nevrone obravnavamo kot posame-
zne funkcije znotraj nevronske mreže, je propagiranje naprej precej zapleten
algoritem, saj mora vsak nevron pridobiti informacije od vseh nevronov na
prejšnjem nivoju, jih transformirati in poslati naprej naslednjemu nivoju. Ta
postopek je v praksi mogoče precej poenostaviti, če uteži in aktivacije organi-
ziramo v matrike, saj lahko tako propagiranje naprej pretvorimo v matrične
operacije.
Naj bo x učni primer oziroma vektor vrednosti atributov, ki ga kot vhod
pošljemo v nevronsko mrežo. Izračun izhoda polnopovezane nevronske mreže
lahko zapišemo kot skupek naslednjih matričnih operacij:
σi(W
iσi−1(W
i−1 . . . σ1(W
1x+ b1) · · ·+ bi−1) + bi)
Običajno velja, da so aktivacijske funkcije od vhodnega nivoja σ1(. . . ) pa
vse do zadnjega skritega nivoja σi−1(. . . ) enake (npr. ReLU, sigmoidna), za-
dnji nivo σi(. . . ) pa običajno uporablja aktivacijsko funkcijo, ki je prilagojena
za problem, s katerim se soočamo.
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2.3 Vzvratno razširjanje napake
Naključna začetna inicializacija uteži nevronske mreže bo na izhodu sko-
raj vedno napovedala napačne vrednosti od željenih. Za nastavljanje uteži
zato najpogosteje uporabimo postopek vzvratnega razširjanja napake (angl.
backpropagation of error), kjer se iz gradienta napake zatem izračuna smer
potrebnega popravka uteži in v izračunani smeri postopoma spreminjamo
uteži nevronske mreže in s tem povečujemo natančnost napovedi.
Če želimo uteži nastavljati z vzvratnim razširjanjem napake, je potrebno
izbrati funkcijo napake (angl. loss function), ki meri napako med vrednostmi
na zadnjem nivoju nevronske mreže in dejanskimi vrednostmi, ki izhajajo iz
podatkov. Naj bo vektor atributov x eden izmed primerov iz učne množice,
y pa njegov željen izhod iz nevronske mreže. Razliko med izhodom nevron-
ske mreže aL in željeno napovedjo y za primer x lahko nato definiramo kot
napako izhoda Cx(a
L,y). Dve izmed najbolj pogosti definiciji, ki se upo-
rabljata kot funkciji napake, sta opisani v razdelku 2.4. Ena je namenjena
predvsem regresijskim problemom, kjer je cilj napovedati realne vrednosti,
medtem ko je druga funkcija napake uporabna predvsem pri klasifikaciji.
V nadaljevanju je postopek vzvratnega razširjanja napake opisan bolj
podrobno. Opisan postopek velja za primere, kjer istočasno nevronsko mrežo
učimo le z enim učnim primerom. Če nevronsko mrežo učimo na množici z









kjer je n število primerov v posameznem učnem paketu (angl. batch). Ko
enkrat nevronski mreži podamo primer iz učne množice in zanj izračunamo
napako, je to napako nato potrebno razširiti nazaj skozi vse nivoje nevronske
mreže vse do prvega vhodnega nivoja. Za izračun vmesne napake na zadnjem
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Za vse druge nivoje nevronske mreže je izračun vmesne napake precej





= ((Wi+1)T δi+1)⊙ σ′i(zi) (2.5)
V enačbah je uporabljen simbol ⊙ imenovan Hadamardov produkt (angl.
element wise multiplication). Simbol je uporabljen kot operacija z dvema
vektorjema oziroma dvema matrikama, zanj pa velja (x ⊙ y)i,j = xi,j ∗ yi,j.
Drugi neznan izraz je še σ′i, ki predstavlja odvod aktivacijske funkcije na
nivoju i.
Za izračun največjega padca gradienta za posamezno utež in pristran-
sko vrednost znotraj nevronske mreže sta uporabljeni sledeči pravili, ki prej









Vse gradiente lahko organiziramo v matriko gradientov na posameznem
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Ko enkrat izračunamo celotno matriko gradientov, lahko z njeno pomočjo
in pomočjo metode gradientnega spusta izračunamo nove vrednosti uteži ne-
vronske mreže. Ena izmed najenostavnejših metod gradientnega spusta je
naslednja metoda:
Wi ←Wi − α ∗∆Wi (2.10)
bi ← bi − α ∗∆bi (2.11)
kjer konstanta α predstavlja hitrost učenja, ki jo nastavimo pred začetkom
učenja.
Za posodabljanje uteži obstaja še precej drugih metod, ki so se v praksi
izkazale za precej bolše in hitrejše od navadnega gradientnega spusta, opi-
sanega zgoraj. Ena izmed popularnejših metod je optimizacija s pomočjo
algoritma Adam (angl. adaptive moment estimation) [16]. Ta algoritem pri
optimizaciji upošteva še moment posameznih uteži, ki se nabira in shranjuje
skozi več zaporednih posodobitev uteži. To mu omogoča, da nekoliko zmanjša
nihanje uteži ter hitreje reši kompleksnejše probleme, kjer med optimizacijo
v prostoru nastajajo sedla. Metoda Adam je tudi edina optimizacijska me-
toda, ki je bila uporabljena v magistrski nalogi, saj se je izkazala za precej
boljšo od drugih.
Algoritem Adam sicer temelji na dolgotrajnem razvoju optimizacijskih
algoritmov. Prvi izmed večjih prebojev je bila uporaba stohastičnih algorit-
mov [17], ki istočasno upoštevajo le del učne množice. Druga večja izboljšava
pri gradientnih optimizacijskih algoritmih je bilo upoštevanje povprečja več
zaporednih posodobitev uteži (angl. momentum). Eden prvih takšnih al-
goritmov je bil algoritem Nesterov accelerated gradient [18]. Zadnja večja
izboljšava novejših algoritmov pa je ta, da ima vsak parameter, ki ga med
optimizacijo spreminjamo, še svojo dinamično nastavljivo hitrost učenja. Pri-
mer takšnega algoritma je tudi Adam in nekaj njegovih sorodnih algoritmov,
kot so Adagrad [19], Adadelta [20], RMSprop [21] in Nadam [22].
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2.4 Napake na izhodu mreže
Če želimo nevronsko mrežo naučiti točnega napovedovanja vrednosti, je po-
trebno najprej definirati, kako bomo merili napako napovedi. Za merjenje
napak na izhodu nevronske mreže lahko uporabimo različne mere napak. Dve
izmed najbolj pogostih sta opisani v tem razdelku.
2.4.1 Povprečna kvadratna napaka
Povprečna kvadratna napaka (angl. mean squared error) je ena izmed najbolj
pogosto uporabljenih mer za merjenje napake na izhodu nevronske mreže.
Primarno se uporablja za regresijske probleme, lahko pa jo uporabimo tudi







(aLj − yj)2 (2.12)
kjer aLj predstavlja aktivacijo j-tega nevrona na izhodnem nivoju nevron-
ske mreže iz slike 2.1. Vrednost yj v tem primeru predstavlja želeno ak-
tivacijo na j-tem izhodnem nevronu. Funkcijo napake običajno utežimo z
vrednostjo 1
2
, saj s tem dobimo nekoliko lepši odvod, drugače pa je ta faktor





L,y) = (aLj − yj) (2.13)
Za elemente vektorjev aL in y velja da so lahko neomejene in zavzemajo
katerokoli realno vrednost.
2.4.2 Prečna entropija
Druga izmed najbolj pogostih funkcij za merjenje napake je prečna entro-
pija (angl. cross-entropy), kjer poskušamo doseči klasifikacijo posameznega
primera v enega od obstoječih razredov. Čeprav lahko za klasifikacijo upo-
rabimo poprečno kvadratno napako, se prečna entropija običajno izkaže za
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nekoliko hitrejšo. Njena slabost pa je ta, da ne more biti uporabljena za re-








j + (1− yj) ln (1− aLj )] (2.14)






(1− aLj )(aLj )
(2.15)
Pri prečni entropiji je potrebna še pazljivost, saj mora za izhode nevron-
ske mreže in željene aktivacije veljati ∀j(0 ≤ aLj ≤ 1) in ∀j(yj ∈ {0, 1}),
saj vrednosti, ki jih napovedujemo, predstavljajo verjetnost pripadnosti do-
ločenemu razredu.
2.5 Aktivacijske funkcije
Izbor pravilne aktivacijske funkcije je ena izmed najbolj pomembnih od-
ločitev pri gradnji nevronskih mrež, saj se aktivacijska funkcija aplicira na
vsakem nevronu v nevronski mreži. Z izborom napačne funkcije lahko precej
upočasnimo ali celo popolnoma preprečimo učenje. Obstaja več vrst aktiva-
cijskih funkcij. Nekatere so bolj primerne za izhodni sloj nevronske mreže, saj
lažje napovedujejo verjetnosti ozirome realne vrednosti, medtem ko so druge
aktivacijske funkcije bolj primerne za uporabo na skritih nivojih nevronske
mreže, saj običajno pospešijo učenje ter prav tako zagotavljajo nelinearnost.
Da nevronske mreže za delovanje nujno potrebujejo nelinaerne aktiva-
cijske funkcije in da so brez njih skoraj neuporabne, se lahko dokaj hitro
prepričamo s primerjavo nevronske mreže z linearno regresijo. Če v nevron-
ski mreži nadomestimo vse aktivacije na skritih nivojih z linearnimi aktivaci-
jami, bo nevronske mreža delovala isto kot linearna regresija in bo neuspešna
pri modeliranju bolj zapletenih funkcij, v katerih se pojavljajo odvisnosti, ki
niso linearne. V to se lahko hitro prepričamo tudi s preprosto enačbo, ki jo
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uporablja nevronska mreža. Naj bo matrika X, matrika vhodnih podatkov,
matrike Wi pa so uteži na posameznih nivojih. Simbol σ() predstavlja kate-
rokoli nealinearno aktivacijsko funkcijo. Nevronska mreža z večjim številom
skritih nivojev a brez aktivacijskih funkcij bo enaka nevronski mreži brez
skritih nivojev z le eno transformacijo z utežmi:
(Wi(Wi−1...(W1X))) = (WiWi−1...W1)X = WX (2.16)
med tem ko dodajanje nelinaranih funkcij zagotovi, da se nevronska mreža
lahko nauči tudi nelinaerne transformacije saj velja:
σ(Wiσ(Wi−1...σ(W1X))) ̸= σ(WiWi−1...W1)X (2.17)
2.5.1 Sigmoidna funkcija
Sigmoidna funkcija je bila ena prvih splošno uporabljenih funkcij, ki zado-
stuje vsem potrebnim pogojem za aktivacijsko funkcijo. Ti pogoji so, da
aktivacijska funkcija ne sme biti linearna preslikava ter da je zvezna in od-
vedljiva. Zagotavljajo nam, da lahko nevronsko mrežo učimo z vzvratnim
propagiranjem napake ter da obstaja možnost, da bo nevronska mreža od-
krila tudi nelinearne povezave med podatki. Definicija sigmoidne funkcije je





njen odvod je najlažje definirati v naslednji obliki:
∂
∂x
sigm(x) = sigm(x) ∗ (1− sigm(x)) (2.19)
Slika 2.2 prikazuje sigmoidno funkcijo in njen odvod. Vidimo lahko, da je
definicijsko območje sigmoidne funkcije neomejeno oziroma (−∞,∞) med-
tem, ko je njena zaloga vrednosti omejena le na območje (0, 1). Prednost te
omejitve je, da izhodi iz nevronov, ki uporabljajo sigmoidno funkcijo, nikoli
ne bodo napovedovali ekstremnih vrednosti, ki bi lahko negativno vplivale
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Slika 2.2: Sigmoidna funkcija in njen odvod pri različnih vhodih.
na nevrone v naslednjih nivojih. Največja težava, zaradi katere se sigmoidna
funkcija v zadnjih letih nekoliko opušča, je ta, da so vrednosti njenega od-
voda precej majhne. Največjo vrednost odvod sigmoidne funkcije doseže pri




. Z oddaljevanjem od ničle pa se





sigm(x) = 0 (2.20)
Zaradi majhnega odvoda v skoraj vseh točkah pri učenju nevronskih mrež
s sigmoidno funkcijo pogosto prihaja do zasičenosti nevronov, ki uporabljajo
to aktivacijsko funkcijo. Težava je podrobneje opisana v razdelku 4.1.
2.5.2 Tangentna funkcija
Tangenta aktivacijska funkcija je precej podobna simgoidni funkciji. Tudi





+ 1 = 2sigm(2x)− 1 (2.21)
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njen odvod pa z:
∂
∂x
tanh(x) = 1− tanh(x)2 (2.22)
Slika 2.3: Tangentna funkcija in njen odvod pri različnih vhodih.
Slika 2.3 prikazuje aktivacijsko funkcijo in njen odvod. Definicijsko ob-
močje pri tej funkciji je isto kot pri sigmoidni funkcijo. Definicijsko območje
je (−∞,∞), njena zaloga vrednosti pa je omejena na območje (−1, 1). Naj-
večja prednost te funkcije je, da velja ∂
∂x
tanh(0) = 1, kar pomeni da njen
odvod doseže večje vrednosti, kar lahko pospeši učenje nevronske mreže.
2.5.3 Funkcija ReLU
Funkcija ReLU je ena izmed novejših aktivacijskih funkcij in je v zadnih letih
skoraj izpodrinila sigmoidno in tangentno funcijo, saj je učenje pri uporabi
funkcije ReLU običajno precej hitrejše. Definirana je kot:
relu(x) = max(0, x) (2.23)
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⎧⎨⎩1, x ≥ 00, x < 0 (2.24)
V točki 0 funkcija ni zvezna, kar pomeni, da njen odvod tam nima ma-
tematične definicije. V praksi lahko rečemo, da je odvod v točki 0 enak
vrednosti 1, saj to ne vpliva na učenje. Funkcija je sicer definirana za vse
vrednosti na intervalu (−∞,∞), njena zaloga vrednosti pa je definirana na
[0,∞). Njena največja prednost je, da pri aktivacijah nevronov s funkcijo





relu(x) = 1 (2.25)
Slika 5.13 prikazuje, kako se aktivacijska funkcija obnaša blizu ničle. Naj-
večja slabost funkcije ReLU je ta, da lahko ob napačni inicializaciji pride do
umirajočih nevronov. To so nevroni, kjer za vhodno vrednost nevrona velja,
da je za vse učne primere manjša od 0. Če pri inicializaciji pride do tega, se
ta nevron med učenjem ne bo spreminjal in bo njegov izhod vedno enak 0,
kar pomeni da je nevron rendundanten oziroma neuporabljen.
Obstaja kar nekaj poskusov izboljšave aktivacijske funkcije ReLU. Naj-
bolj popularne variante funkcije ReLU so Leaky ReLU, Parametric ReLU
(PReLU), SELU, ki pa v praksi običajno delujejo enako dobro oziroma le
nekoliko bolje kot ReLU.
2.5.4 Druge funkcije
Obstaja še vrsta drugih aktivacijskih funkcij, ki se uporabljajo za skrite ali
izhodne nivoje nevronske mreže. Najbolj pogosti funkciji, ki se uporabljata
na izhodnih nivojih, sta še funkcija softmax za napovedovanje verjetnosti in
linearna funkcija, ko imamo opravka z regresijskim problemom.
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Slika 2.4: ReLU funkcija in njen odvod pri različnih vhodih.
2.6 Regularizacija
Med učenjem nevronskih mrež lahko pogosto prihaja do pojava, kjer se ne-
vronska mreža preveč prilagodi učnim podatkom (angl. overfitting). Ta
pojav je še posebej izrazit, ko uporabljamo mrežo z velikim številom ne-
vronov in v primerih, ko imamo malo učnih podatkov. Najboljši način, da
se temu izognemo, je, da pridobimo večjo količino podatkov. To v praksi
večkrat ni mogoče, saj je postopek zbiranja in urejanja podatkov lahko pre-
cej drag. Druga možnost je poenostavljanje modelov strojnega učenja. Pri
nevronskih mrežah to največkrat pomeni zmanjšanje števila nivojev oziroma
zmanjševanje nevronov na posameznih nivojih, kar lahko privede do nena-
tančnih modelov.
Za reševanje problema prevelikega prileganja lahko uporabimo še ne-
kaj različnih pristopov. Eden izmed njih je umetno generiranje podatkov.
Uspešnost tega postopka je precej odvisna od domene, saj lahko pri enostav-
nih podatkih pogosto zgeneriramo nove vrednosti kot linearno kombinacijo
že obstoječih podatkov. Pri bolj zapletenih podatkih, kot so slike in bese-
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dila to ne deluje najbolje. Najpreprostejša možnost za reševanje prevelikega
prileganja pa je običajno ta, da modelu strojnega učenja dodamo dodaten
parameter, ki ga kaznuje vsakič, ko ta postane preveč kompleksen. Ta pristop
imenujemo regularizacija učnega modela. Model deluje po principu, da če je
model, ki ga gradimo na učnih podatkih bolj enostaven, bo zaradi enostav-
nosti bolj prenosljiv na prej še nevidene podatke. Regularizacija je običajno
dodaten člen, ki opisuje kompleksnost funkcije, ki jo optimiziramo. S tem ko
funkciji, katero optimiziramo, dodamo regularizacijo, prisilimo model, da ne
optimizira le točnosti napovedovanja ampak tudi enostavnost napovedoval-
nega modela.
Pri polno povezanih nevronskih mrežah so najbolj pogoste regularizacije
imenovane L1, L2 ter Dropout. Prvi dve regularizaciji poskušata omejiti
velikosti uteži znotraj nevronske mreže, saj se s tem poenostavi model in
posledično zboljša točnost napovedovanja na testnih prej še nevidenih podat-
kih. Regularizacija Dropout pa je nekoliko novejša in časovno bolj zahtevna
metoda regularizacije, kjer med učenjem izključimo del nevronov in s tem
zmanjšamo kompleksnost modela.
2.6.1 Regularizacija L1
Regularizacija L1 je ena izmed enostavneših regularizacij, ki se pogosto upo-
rabljajo ne le pri nevronskih mrežah, ampak tudi pri drugih modelih stroj-
nega učenja. Naj bo C napaka modela, ki ga učimo, Cr napaka modela skupaj
z regularizacijo ter λ faktor regularizacije, ki se ga določi pred optimizicijo.
Cena napake skupaj z regularizacijo je nato določena z enačbo:












+ λ sgn(w) (2.27)
Pri dodajanju regularizacije L1 se pogosto dogaja, da se večina vrednosti
znotraj matrik uteži nastavi na 0, kar pomeni, da matrike uteži običajno
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postanejo bolj redke (angl. sparse matrix). Prednost tega je, da lahko z
regularizacijo dosežemo nekakšen izbor atributov.
Slabost regularizacije L1 je ta, da v praksi v večini primerov deluje slabše
oziroma daje slabše napovedi kot regularizacija L2 oziroma Dropout.
2.6.2 Regularizacija L2
L2 je regularizacija, ki je skoraj identična regularizaciji L1. Razlika med
njima je le ta, da pri regularizaciji L2 zamenjamo absolutne vrednosti uteži
s kvadrati uteži. Napaka pri napovedi je zato definirana na naslednji način:
















Ta regularizacija je običajno med bolj pogosto uporabljenimi, saj se je
v praksi izkazala za nekoliko boljšo kot regularizacija L1. Primerna je tudi
za enonivojske mreže, medtem ko regularizacija Dropout deluje najbolje na
večnivojskih mrežah.
2.6.3 Regularizacija Dropout
Ena novejših in trenutno najbolj uporabljenih regularizacij je regularizacija
Dropout [23]. Ta med procesom učenja z verjetnostjo p naključno izključi
nekatere nevrone in s tem prisili druge nevrone v istem nivoju, da se ti naučijo
redundantnega znanja. Verjetnost p je največkrat parameter, ki ga ročno
nastavimo pred učenjem za vsak nivo nevronske mreže. Za skrite nivoje lahko
običajno naključno izključimo 50% nevronov, medtem ko lahko na izhodnem
nivoju izključimo do 25% nevronov. Ko je nevronska mreža enkrat naučena in
jo želimo uporabljati za napovedovanje, je potrebno aktivacije vseh nevronov
pomnožiti še z vrednostjo p, saj je bila mreža prej naučena, da deluje le z
delom nevronov iz prejšnjega nivoja, pri napovedovanju pa so uporabljeni vsi
nevroni iz prejšnjega nivoja.
Poglavje 3
Matrični razcepi
Matrični razcepi oziroma matrične faktorizacije so skupek različnih metod,
ki se pogosto uporabljajo pri analizi tabelaričnih podatkov. Pri matričnemu
razcepu največkrat želimo eno matriko razdeliti v več manjših matrik. Cilj
teh manjših matrik je, da jih lahko med sabo zmnožimo in ponovno dobimo
prvotno matriko oziroma dober približek prvotne matrike. Te manjše matrike
so običajno precej manjših dimenzij kot prvotna matrika, kar pomeni, da
so v njih zapisani zgoščeni podatki. Zaradi več različnih praktičnih zahtev
obstaja tudi več različnih matričnih faktorizacij z različnimi omejitvami in
prednostmi.
Metode razcepa matrik so se v praksi izkazale za zelo uporabne pri pri-
poročilnih sistemih [24], zmanjševanju dimenzij podatkov [25], vizualizacijah
[26] in podobnih sorodnih področjih.
3.1 Delovanje matričnih razcepov
Predpostavimo, da želimo razcepiti matriko X ∈ Rn×m v dve manjši matriki
W ∈ Rn×k in H ∈ Rk×m, kjer bo veljalo, da je zmožek manjših matrik
čim bolj podoben prvotni matriki oziroma velja X ≈ WH = X′. Pred
začetkom optimizacije je potrebno nastaviti tudi velikost teh dveh manjših
matrik oziroma parameter k, za katerega velja, da je manjši od m in n.
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Definirati je potrebno tudi funkcijo, ki jo minimiziramo. Največkrat je to







kar pomeni da iščemo matriki W in H, za kateri velja:
minW,H∥X−WH∥2F (3.2)
Minimizacija te funkcije je precej zapleten problem, saj ta spada k NP
težkim problemom. V praksi se zato največkrat poslužujemo gradientnega
spusta, ki nas pripelje v lokalni minimum.
Pri nekaterih problemih lahko dodamo tudi regularizacijo na vrednosti v
matrikah W in H. Regularizacija nekoliko pomaga pri tem, da vrednosti v
matrikah ne postanejo prevelike. Ko dodamo regularizacijo, se minimizirani
funkciji običajno dodajo norme matrik uteži.
minW,H(∥X−WH∥2F + α∥W∥2F + β∥H∥2F ) (3.3)
Kjer sta α in β konstanti, ki sta določeni pred začetkom optimizacije.
3.2 Tipi matričnih razcepov
Znotraj linearne algebre je matrični razcep eden izmed najbolj raziskanih
področij. Skozi zgodovino se je razvilo precej različnih razcepov za različne
tipe problemov, ki se pojavljajo na tem področju. Iz različnih razcepov so se
kasneje razvile tudi druge matrične faktorizacije, ki sicer nimajo tako močne
matematične podlage, vendar so se v praksi izkazale za precej uporabne pri
različnih problemih strojnega učenja.
Faktorizacije oziroma razcepi se med seboj precej razlikujejo glede na
število novih matrik in omejitev, ki so postavljene na te vrednosti, obravna-
vanjem manjkajočih vrednosti in funkcije, ki jo optimizirajo. V naslednjih
razdelkih so opisani razcepi, ki so bili uporabljeni v magistrski nalogi.
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3.2.1 Analiza glavnih komponent - PCA
Analiza glavnih komponent (angl. principal component analysis) je ena
preprostejših statističnih metod za zmanjševanje dimenzij podatkov, kjer
večdimenzionalne korelirane podatke pretvorimo v nekorelirane ortogonalne
komponente. Cilj transformacije je najti projekcije, ki maksimizirajo vari-
anco glede na določeno dimenzijo v podatkih. Algoritem za iskanje glavnih
komponent določene matrike je precej preprost. Vsakemu stolpcu v matriki
X odštejemo povprečje in s tem vse vrednosti premaknemo bližje k ničli
(angl. zero centered). Iz posodobljene matrike nato izračunamo kovariančno
matriko C ∈ Rm×m, za katero velja:
Cij = cov(Xi,Xj) (3.4)
Kovariančna matrika vsebuje kovariance med vsemi pari stolpcev matrike
X. Za kovariančno matriko velja, da je kvadratna oziroma C ∈ Rm×m. Ko
je kovariančna matrika izračunana, je potrebno najti njene lastne vrednosti
in vektorje. Za iskanje lastnih vrednosti in lastnih vektorjev obstaja več raz-
ličnih metod, ki se razlikujejo po hitrosti in zanesljivosti iskanja. Za izračun
PCA je primerna katerakoli metoda za iskanje lastnih vektorjev in vrednosti.
Naj bo Y ∈ Rm×k matrika, ki vsebuje k lastnih vektorjev z največjimi la-
stnimi vrednostmi. Ta matrika je tako imenovana transformacijska matrika,
ki preslika vrednosti iz prvotnega prostora v nov nižje dimenzionalen prostor.
Za transorfmacijo preprosto uporabimo naslednji korak:
X′ ← XY (3.5)
3.2.2 Nenegativna matrična faktorizacija - NMF
Nenegativna matrična faktorizacija (angl. non-negative matrix factorization)
je ena izmed najbolj osnovnih matričnih faktorizacij, kjer prvotno matriko X
aproksimiramo z zmnožkom matrikW inH. Spada pod aditivni tip matrične
faktorizacije, saj se lahko v matrikah W in H pojavijo le pozitivne vrednosti,
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kar pomeni, da so tudi v matriki X lahko le pozitivne vrednosti. Vsaka
vrednost v matriki X je linearna kombinacija stolpcev in vrstic matrik W in
H. Ta metoda se običajno uporablja na podatkih, kjer vemo, da so vrednosti
v matrikah lahko le pozitivne. Primer takšne faktorizacije je bil iziv Netflix
[27], kjer je bil cilj čim bolj točno napovedati ocene na skali od 1 do 5, ki bi
jih uporabniki dodelili filmom, ki jih še niso videli.
Za izračun matrik W in H obstaja več različnih metod. Ena izmed po-
gostih metod je multiplikativno posodabljanje matrik, kjer najprej fiksiramo
eno izmed matrik in posodabljamo drugo, nato pa to izmenično ponavljamo
do konvergence oziroma, dokler ne pridemo v lokalni minimum. Matriki W









Obstajajo tudi drugi gradientni pristopi, ki v vsakem koraku hkrati po-
sodobijo vrednosti obeh matrik in pristopi, ki pri optimizaciji upoštevajo še
regularizacijo.
3.2.3 Analiza arhetipov - AA
Analiza arhetipov (angl. archetypal analysis) [28] je eden izmed postopkov
razcepa matrik, kjer iščemo tako imenovane arhetipe. Arhetipi so iz popula-
cije izbrani primeri, ki so najbolj izraziti oziroma tvorijo konveksno ovojnico
okrog vseh drugih primerov iz populacije. Pri analizi arhetipov gre za iska-
nje dveh matrik W ∈ Rn×k in H ∈ Rk×m. Matrika H vsebuje arhetipe, ki
tvorijo kar se da dobro konveksno ovojnico podatkov iz matrike X. Matrika
W pa predstavlja pripadnost posameznega primera arhetipom v matriki H.
Pri iskanju konveksne ovojnice se občasno zgodi, da s k primeri ne moremo
tvoriti celotne konveksne ovojnice, lahko pa najdemo njen približek. V praksi
zato vse primere, ki so zunaj te ovojnice, preslikamo na njen rob. Slika 3.1
3.2. TIPI MATRIČNIH RAZCEPOV 23
prikazuje primer točk, njihovo koveksno ovojnico in analizo arhetipov, kjer
je bila postavljena omejitev, da želimo 3 arhetipe. Razvidno je, da primere,
ki so izven ovojnice enostavno preslikamo na to ovojnico.
Slika 3.1: (a) Podatkovna množica točk, (b) ovojnica sestavljena iz 3 ar-
hetipov in dejanska konveksna ovojnica, (c) preslikava točk zunaj ovojnice
arhetipov na rob ovojnice (vir: [29]).
Največja prednost te metode je ta, da velja, da se vrstice znotraj matrike
W vedno seštejejo v 1 in da so vse vrednosti znotraj matrike večje od 0.
Oziroma velja: ∑︂
k
Wnk = 1 (3.8)
V okviru magistrske naloge je običajno uporabljena le matrikaW, ki pred-
stavlja faktorje linearne kombinacije oziroma nekak zgoščen zapis podatkov
matrike X.
3.2.4 Singularni razcep - SVD
Singularni razcep (angl. singular value decomposition) je eden izmed najbolj
osnovnih in znanih postopkov za razcep matrike, ki se v praksi pogosto upo-
rablja za iskanje najbližje ortogonalne matrike, računanje psevdoinverza in
reševanje homogenih lineranih enačb. Cilj razcepa je razdeliti začetno ma-
triko X ∈ Rn×m v tri nove matrike U ∈ Rn×n, Σ ∈ Rn×m in V⊤ ∈ Rm×m, s
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pomočjo katerih bomo zmanjšali dimenzije matrike X. Za matrike U, Σ in
V velja:
X = UΣV⊤ (3.9)
Te tri matrike imajo še nekaj dodatnih omejitev. Matrika Σ je diagonalna
matrika, ki ima na diagonali korene lastnih vrednosti (angl. eigenvalues). Ti
koreni lastnih vrednosti so izračunani iz razcepa matrikeX⊤X. Za lastne vre-
dnosti na diagonali matrike Σ velja tudi, da so urejene po velikosti. Matrika
V vsebuje normalizirane lastne vektorje (angl. eigenvectors). Ti vektorji so
prav tako izračunani z razcepom X⊤X in v pravilnem vrstnem redu zloženi
v to matriko. Matriko U lahko preprosto izračunamo z uporabo enačbe
XV = UΣ, saj so znane že vse vrednosti razen U.
Ko s SVD razcepom razdelimo matriko na več delov, je zmanjševanje
dimenzij precej preprost postopek. Ker so vrednosti v matriki Σ urejene
po velikosti, lahko najmanj pomembne vrednosti nastavimo na 0. S tem v
matriki ohranimo le najbolj pomembne koncepte, znebimo pa se šuma, ki
se nahaja v podatkih. Če v matriki Σ ohranimo le k najbolj pomembnih
diagnonalnih vrednosti, vse druge pa nastavimo na 0, je to isto, kot če bi
v matriki U obdržali le k najbolj pomembnih stolpcev, v matriki VT pa k
najbolj pomembnih vrstic. Naj bodo U
′ ∈ Rn×k, Σ′ ∈ Rk×k in V′⊤ ∈ Rk×m
matrike, kjer so bili odstranjeni vsi stolpci in vrstice z najmanj pomembnimi
lastnimi vrednostmi. Za te matrike velja:
X ≈ U′Σ′V′⊤ (3.10)
Oziroma velja, da če iz matrik odstranimo najbolj šumne stolpce in vr-
stice, bomo ob zmnožku še vedno dobili precej dober približek prvotne ma-
trike X.
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3.2.5 Razcep CUR
V praski se pogosto pojavljajo velike količine tabeliranih podatkov, kjer je
večina vrednosti neznanih oziroma manjkajočih. Nekateri prej opisani pri-
stopi sicer lahko upoštevajo to, da se v podatkih pojavljajo manjkajoče vre-
dnosti, vendar so kljub temu razcepi na večjih količinah podatkov počasni.
Prednost razcepa CUR (angl. CUR matrix approximation) je ta, da je name-
njen prav za delo z redkimi podatki s številnimi manjkajočimi vrednostmi.
Rezultat razcepa CUR so matrike C ∈ Rn×k, U ∈ Rk×k in R ∈ Rk×m, za
katere velja:
X ≈ CUR (3.11)
Določanje uteži matrik C in R je precej preprosto, saj so stolpci v matriki
C le vzorčeni in skalirani stolpci matrike X, medtem ko so vrstice matrike
R le vzorčene in skalirane vrstice iz X. Izračun matrike U je nakoliko bolj
kompleksen. Cel postopek je opisan z algoritmom 1:
Algorithm 1 Psevdokoda razcepa CUR
1: Vhod: A ∈ Rn×m, k
2: js = []
3: is = []
4: for t = 1 to k do
5: Pick j ∈ {1, ...,m} with probability pj = ∥A:,j∥2/∥A∥2 and append it to js
6: Pick i ∈ {1, ..., n} with probability pi = ∥Ai,:∥2/∥A∥2 and append it to is
7: Set C:,t = A:,j/
√︁
kpj




10: for i = 1 to k do
11: for j = 1 to k do
12: Wj,i = Ajs[j],ji[i]
13: end for
14: end for
15: XΣY T = SV D(W )
16: Σ+ = MoorePenroseInverse(Σ)
17: U = Y (Σ+)2XT
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Prednost algoritma je ta, da če so podatki redki, bosta redki tudi matriki
C in R, kar precej pospeši celoten razcep. Najbolj kompleksen del razcepa
CUR je izračun SVD razcepa matrike W. V praksi je SVD sicer precej
počasen postopek, vendar se tu izvede le nad zelo majhno matriko. Če imamo
k latentnih faktorjev in velja k ≪ min(n,m), bo razcep SVD izračunan na
matriki velikosti k × k, kar je precej hitreje, kot pa računanje SVD razcepa
nad celotno matriko X, za katero velja, da je dimenzije n×m.
Za razcep CUR sicer obstajajo dokazi, da lahko s precejšnjo verjetnostjo
trdimo, da bo rezultat razcepa CUR za največ določen faktor slabši od SVD
razcepa, vendar je dokaz tega izven področja magistrske naloge. Za večino
podatkov velja, da če želimo s CUR razcepom doseči enako napako kot s SVD
razcepom, moramo uporabiti približno štiri krat več latentnih faktorjev.
3.2.6 Faktorska analiza
Faktorska analiza (angl. factor analysis) je še ena izmed precej popular-
nih metod razcepa matrik oziroma manjšanja dimenzij podatkov. Metoda
kot vhod prejme matriko podatkov X, ki predstavljajo tako imenovane vi-
dne atribute, iz katere poizkuša izločiti manjše število skritih spremenljivk
(angl. unobserved latent variables). Metoda predpostavi, da lahko vsako
vidno spremenljivko predstavimo kot linearno kombinacijo skritih spremen-
ljivk. Predpostavimo, da ima matrika X m atributov oziroma stolpcev. Fak-
torska analiza bo v tem primeru uporabila enačbe:
Xi,1 = β10 + β11Fi,1 + β12Fi,2 + · · ·+ β1kFi,k + ϵ1
Xi,2 = β20 + β21Fi,1 + β22Fi,2 + · · ·+ β2kFi,k + ϵ2
...
Xi,m = βm0 + βm1Fi,1 + βm2Fi,2 + · · ·+ βmkFi,k + ϵm
(3.12)
kjer velja, da vrednost Fi,1 predstavlja prvi skriti faktor za primer i,
vrednosti βij pa so uteži, ki nam sporočijo, kako utežiti skrite faktorje, da
dobimo vrednosti vidnih faktorjev. Zadnja vrednost ϵ je še napaka, ki nastane
pri napovedovanju. Da ima optimizacija smisel, mora za vrednosti ϵi veljati,
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da ima njihova napaka povprečje 0 oziroma, da je povprečna napaka enaka 0.
Cilj optimizacije je najti vse pare vrednosti β in F . Za zmanjšanje dimenzij,
kot jo potrebujemo v magistrski nalogi, lahko preprosto uporabimo faktorje
namesto originalne vhodne matrike X in s tem izločimo zgoščene podatke ter
zmanjšamo število atributov.
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Poglavje 4
Inicializacije uteži
Pred začetkom učenja nevronske mreže je vedno potrebno nastaviti njene
začetne uteži. Izbor začetne distribucije uteži lahko precej vpliva na hitrost
učenja mreže in na končno klasifikacijsko točnost. V praksi je bilo skozi
zgodovino nevronskih mrež uporabljenih več različnih inicializacij. Prve ne-
vronske mreže so bile običajno precej plitke, zato začetna distribucija, iz
katere so bile vzorčene uteži, ni imela velikega vpliva na hitrost učenja in
točnost. Z rastjo števila skritih nivojev se je potreba po bolj pametni ini-
cializaciji precej povečala. V naslednjih razdelkih je opisanih nekaj najbolj
znanih naključnih inicializacij in težave, s katerimi se srečujejo.
4.1 Težave pri inicializaciji
Med učenjem nevronskih mrež lahko pride do več različnih pojavov, ki precej
upočasnijo ali celo ustavijo postopek učenja nevronske mreže. Običajno do
tega pride ravno zaradi napačno inicializiranih uteži v kombinaciji z napačno
uporabljenimi aktivacijskimi funkcijami pri bolj globokih nevronskih mrežah.
Težavo največkrat predstavljajo tako imenovane ekstremne vrednosti, ki se
pogosto pojavijo med učenjem. Ekstremne vrednosti so skalarji, ki zavzamejo
zelo velike ali zelo majhne vrednosti in povzročajo izginjanje gradientov (angl.
vanishing gradient problem) ali njihovo eksplozijo (angl. exploding gradient
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problem).
Običajno si želimo, da ko podatki potujejo skozi nivoje nevronske mreže,
ti ohranjajo povprečje in varianco in da jih množenje z utežmi ne potisne k
ekstremnim vrednostim. Slika 4.1 prikazuje aktivacije mreže, inicializirane
z Lecun normalno inicializacijo, ki je ena izmed novejših in splošno upora-
bljenih inicializacij in je zato bolj podrobno opisana v naslednjem razdelku.
Vidimo lahko, da ko se vhod širi čez nevronsko mrežo, vrednosti aktivacij
na posameznih nivojih ostajajo blizu 0, njihova varianca pa se kar se da do-
bro ohranja skozi vse skrite nivoje. Za vsako inicializacijo je priporočljivo,
da izpolnjuje ti dve lastnosti, saj je v nasprotnem primeru učenje precej
počasnejše.
Slika 4.1: Aktivacije na posameznih nivojih nevronske mreže pri naključnem
vhodu in utežeh določenih z Lecun normalno inicializacijo. Pri vhodnih po-
datkih se skozi nivoje ohranja povprečje in varianca, kar je zaželjeno.
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4.1.1 Povprečje distribucije uteži
Pri vzorčenju uteži iz določene distribucije je precej pomembno, kakšna je
ta distribucija in kakšni so parametri distribucije. Običajno se uteži vzorčijo
iz normalne distribucije, določene s specifičnim povprečjem in standardnim
odklonom oziroma varianco ali iz enakomerne zvezne porazdelitve (angl. uni-
form distribution), kjer določimo maksimalno in minimalno vrednost distri-
bucije. V praksi skoraj vedno vzorčimo iz distribucij, ki imajo povprečno
vrednost (angl. expected value) enako 0. Če vzorčimo iz distribucije, za ka-
tero velja, da ima povprečno vrednost drugačno od 0, se lahko zgodi, da ob
nepravilno skaliranih vhodih na določenih nivojih dobimo vrednosti, ki bodo
nasičile določene aktivacijske funkcije.
Slika 4.2: Aktivacije na posameznih nivojih nevronske mreže pri naključnem
vhodu in utežeh, vzorčenih iz distribucijeN (0.003, 0.03). Uporabljena je bila
tangentna aktivacijska funkcija.
Predpostavimo, da imamo nevronsko mrežo, kjer kot vhod uporabimo
slike s skaliranimi vrednostmi med 0 in 1. Če uteži inicializiramo naključno
vendar z pozitivno povprečno vrednostjo, lahko pri uporabi določenih akti-
vacijskih funkcij pride do naslednjih težav. V primeru, da skriti sloji upora-
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bljajo sigmoidno aktivacijsko funkcijo, bodo vrednosti aktivacijske funkcije
na prvem nivoju nevronske mreže precej večje od 0, kar pomeni, da bodo
sigmoidne funkcije že v začetku preveč nasičene. Posledično velja isto tudi
za vse naslednje sloje, saj bodo tudi njihovi vhodi nasičeni. Skoraj identična
težava lahko nastane pri ReLU aktivacijski funkciji, le da tu običajno nastane
težava, ko uteži vzorčimo iz distribucije z negativno povprečno vrednostjo. V
primeru da je večina vhodov v ReLU funkcijo negativnih, bodo vsi ti izhodi
nastavljeni na 0 in bo učenje v teh primerih skoraj ustavljeno.
Slika 4.2 prikazuje eno izmed takih inicializacij, kjer je povprečje, iz ka-
terega vzorčimo uteži, pozitivno. Vidimo lahko, da se že po nekaj nivojih
tangentna funkcija prenasiči in so skoraj vse aktivacije blizu 1, kar v praksi
drastično upočasni nadaljno učenje.
4.1.2 Premajhna varianca
Če je varianca distribucije inicializiranih uteži premajhna, lahko pri množenju
aktivacij s prejšnjega nivoja z utežmi iz trenutnega nivoja nastali produkt
preslika vse vrednosti v ali blizu ničle. Ko ta postopek ponovimo večkrat, kar
je precej verjetno pri globokih nevronskih mrežah, obstaja velika verjetnost,
da se bodo vhodni podatki po nekaj nivojih vsi preslikali v vrednost 0. Ko
bodo vsi podatki oziroma aktivacije preslikane v vrednosti, ki so zelo blizu
0, se bo učenje nevronske mreže povsem ustavilo. Razlog za to je, da po-
stopek vzvratnega razširjanja napake za izračun spremembe uteži uporablja
pravilo produktnega odvajanja. Pri tem postopku se spremembe uteži, pri-
dobljene z vzvratnim razširjanjem, pomnožijo z aktivacijami, izračunanimi
pri razširjanju naprej. Ker pa so aktivacije pri razširjanju naprej enake ozi-
roma skoraj enake 0, pa bo tudi rezultati vzvratnega razširjanja enaki 0 za
večino uteži v nevronski mreži.
Te težava je še posebej problematična v kombinaciji z aktivacijskimi funk-
cijami, ki vhodne vrednosti iz neskončne domene preslikajo v končno oziroma
omejeno domeno. Najbolj pogosti taki funkciji sta sigmoidna funkcija in
funkcija tanh. Ker funkciji vse vhodne vrednosti stisneta med 0 in 1 oziroma
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med -1 in 1, te vrednosti pa so nato še pomnožene z utežmi s premajhno
varianco, se bo rezultat postopoma bližal vrednosti 0.
Slika 4.3: Aktivacije na posameznih nivojih nevronske mreže pri naključnem
vhodu in utežeh, vzorčenih iz distribucije N (0, 0.028). Uporabljena je bila
tangentna aktivacijska funkcija.
Ta postopek lahko precej hitro opazimo, če vizualiziramo distribucijo ak-
tivacij na posameznem nivoju nevronske mreže z tanh aktivacijskimi funkci-
jami. Slika 4.3 prikazuje aktivacije na izhodih za nevronsko mrežo z 4 skri-
timi nivoji, inicializirano z naključno inicializacijo. Inicializacija je vzorčila
iz standardne distribucije s povprečjem 0 in standardnim odklonom 0.028.
Iz slike vidimo, da so aktivacije na prvem nivoju precej enakomerno razpo-
rejene med -1 in 1 oziroma po domeni tanh aktivacijske funkcije. Želeli bi
si, da bi imeli vsi nadaljnji nivoji podobno distribucijo na izhodu nevronov.
Vendar se zaradi množenja te distribucije s naključnimi utežmi z premajhno
variacijo pojavijo težave, ki so vidne že na naslednjem nivoju. Aktivacije
na nivoju 2 ne pokrivajo več celotne domene tangentne funkcije, ampak le
nekje med -0.75 in 0.75. Če postopek ponavljamo še za nivoje, ki so globlje
v nevronski mreži, lahko opazimo da aktivacije v vsakem nadaljnjem nivoju
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dokaj hitro konvergirajo k vrednosti 0. Ta konvergenca uteži proti 0 oziroma
manjšanje variance uteži je precej nezaželjena, saj se bo že po nekaj nivojih
učenje popolnoma ustavilo.
4.1.3 Prevelika varianca
Varinaca uteži je lahko tudi prevelika. Če začetne uteži nevronske mreže
vzorčimo iz standardne normalne porazdelitvije s povprečjem 0 in varianco,
ki je prevelika, se pogosto lahko zgodi, da v nekaterih aktivacijskih funkcijah
pride do prenasičenih vrednosti. Pojav prenasičenosti je najbolj izrazit pri
sigmoidni in tanh aktivacijski funkciji. Ker obe funkciji zvezno preslikata
vhodne podatke iz domene (−∞,∞) v (0, 1) pri sigmoidni funkciji oziroma
(−1, 1) pri tanh funkciji, pomeni, da morata nekako stisniti določen del do-
mene oziroma, da je odvod na nekaterih delih funkcije vedno blizu 0. Za
obe funkciji zato velja, da ko se njihov vhod oddaljuje od ničle, se bo vre-
dnost odvoda približevala 0. Ker pa se vrednost odvoda aktivacijske funkcije
uporablja za izračun vzvratnega razširjanja, je rezultat množenja z odvodom
vedno enak 0, kar pomeni, da se napake ne propagira nazaj skozi nevronsko
mrežo.
Razlog za upočasnitev učenja zaradi velike variance lahko pokažemo s
preprostim primerom vzvratnega razširjanja. Predpostavimo, da imamo zelo
enostavno mrežo, prikazano na sliki 4.4.
Slika 4.4: Slika preproste nevronske mreže, kjer lahko ob napačni inici-
alizaciji uteži in ob napačnem izboru aktivacijske funkcije pride do izgube
gradienta.
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Uteži so predstavljene z wi, pristanske vrednosti pa z bi. Če bi za aktiva-
cijsko funkcijo vzeli sigmoidno funkcijo, bi enačba za posodobitev uteži b1 s
pravilom vzvratnega razširjanja izgledala takole:
∂Out
∂b1








da so blizu 1
4
, kar pa pomeni, da se bo z dodajanjem novih slojev vzvratno
razširjena napaka eksponentno manjšala. Še precej slabši je primer, kjer so
vrednosti zi ekstremne. Pri teh vrednostih bo veljalo, da je σ
′(zi) ≈ 0, kar
pomeni, da se bo vzvratno širjenje napak skoraj takoj ustavilo. Če izrišemo
aktivacije naključnega vhoda, kot jih prikazuje slika 4.5, lahko vidimo težavo,
ki nastane pri utežeh s preveliko varianco. Zaradi prevelike variance so vse
uteži potisnjene v ekstreme aktivacijske funkcije, kar posledično zmanjša hi-
trost učenja.
Slika 4.5: Aktivacije na posameznih nivojih nevronske mreže pri naključnem
vhodu in utežeh, vzorčenih iz distribucije N (0, 0.07). Uporabljena je bila
tangentna aktivacijska funkcija.
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4.2 Popularne inicializacije
V praksi obstaja precej različnih inicializacij, ki uporabljajo različne me-
tode za izračun uteži. Najpopularnejše metode uteži največkrat vzorčijo iz
enakomerne zvezne porazdelitve (angl. uniform distribution) (U(a, b)) ali
normalne distribucije N (µ, σ2) z različnimi parametri distribucij. Naj bosta
fin in fout število vhodnih in število izhodnih nevronov matrike uteži med
dvema nivojema nevronske mreže, ki jo inicializiramo. Najbolj popularne
distribucije so:
Lecun uniform/normal Uniformna Lacun inicializacija in normalna La-
cun inicializacija [30] sta eni izmed prvih pristopov k bolj pametni ini-
cializaciji nevronskih mrež. Uteži so vzorčene iz naključne distribucije,
vendar velja, da vzorčimo iz naslednjih dveh distribucij. Pri unifor-





normalni inicializaciji pa iz N (0,
√︁
1/fin).
Xavier/Glorot uniform/normal Drugi dve precej uporabni inicializaciji
sta Xavier uniformna in Xavier normalna inicializacija [31]. Občasno
se za ti dve inicializaciji uporablja tudi ime Glorot inicializacija. Za
ti dve inicializaciji velja, da vzorčenje uteži poteka iz uniformne di-
stribucije U(−
√︁
6/(fin + fout), +
√︁
6/(fin + fout)) in normalne distri-
bucije N (0,
√︁
2/(fin + fout)). Pri tej inicializaciji je potrebna posebna
previdnost, saj je izpeljava veljavna le za simetrične funkcije, kot so
sigmoidna in tangentna funkcija.
He uniform/normal Z nastankom in popularizacijo ReLU aktivacijske fun-
cije se je Xavier inicializacija izkazala za nekoliko pomankljivo. Pri upo-
rabi nevronskih mrež z ReLU aktivacijo je zato priporočljiva uporaba
He uniformne oziroma He normalne inicializacije [32]. Pri teh dveh







2/fin). Razlog za posebno inicializacijo je ta, da ReLU funk-
cija v vsakem koraku poreže negativne vhode in se zato povprečje in
varinaca ne ohranjata skozi skrite nivoje.
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4.3 Inicializacija z zaporedno po nivojih ne-
nadzorovano prednaučenim samokodirni-
kom
V preteklosti so se že pojavile metode, kjer začetne uteži inicializiramo s
pomočjo učnih podatkov. Ena izmed prvih takih metod je samokodirnik
(angl. autoencoder), učen z metodo požrešnega nenadzorovanega učenja po-
sameznih slojev [33] (angl. greedy layer-wise unsupervised pretraining). Pri
tej metodi najprej zgradimo samokodirnik le z enim skritim nivojem in ga
naučimo preslikav iz učne množice X nazaj v to isto učno množico. Ko je
samokodirnik enkrat naučen, trenutne uteži zamrznemo in dodamo nov skriti
sloj. Ta postopek ponavljamo, dokler ne dosežemo željene globine. Slika 4.6
prikazuje primer učenja samokodirnika z opisano metodo. Ko je samoko-
dirnik enkrat uspešno naučen, potem lahko odstranimo dekodirni del mreže
(angl. decoder) in uporabimo kodirni del (angl. encoder) kot podatkovno
inicializirano nevronsko mrežo.
Ta metoda se v zadnjih nekaj letih opušča, saj so se metode, kot so
aktivacije ReLU in izpuščanje nevronov Dropout in normalizacija aktivacij
(angl. batch normalization) izkazale za dovolj dobre, da takšna inicializacija
ni potrebna [34]. Izjeme so primeri, ko imamo podatke, kjer je z vrednostjo,
ki jo napovedujemo (angl. labeled data) označena le podmnožica podatkov,
drugi podatki pa so brez oznak (angl. unlabeled). V tem primeru lahko
uporabimo tudi neoznačene podatke, kar pri navadnih nevronskih mrežah ni
mogoče.
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Slika 4.6: Postopek učenja samokodirnika, kjer v danem koraku učimo le
en sloj, drugim pa začasno zamrznemo uteži (prikazane kot sivi nevroni).
4.4 Predlagana inicializacija
V okviru magistrske naloge je predlagana nova inicializacija, kjer si pri inici-
alizaciji pomagamo z zbirko podatkov, ki bo kasneje uporabljena za učenje.
Ideja o podatkovno vodeni inicializaciji izhaja delno iz metod razcepa matrik
in delno iz metode, opisane v prejšnjem razdelku 4.3.
Predpostavimo, da imamo klasifikacijski ali regresijski problem, kjer vho-
dno matriko X ∈ Rn×m preslikamo v izhodno matriko Y ∈ Rn×h. V tem
primeru konstanti n in m predstavljata število primerov in število atributov,
ki jih ima vsak primer, h pa dimenzijo izhodne matrike (npr. število razre-
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dov). Vrednosti v matriki Y so lahko realne vrenosti, če gre za regresijski
problem ali ničle in enice (angl. one hot encoding), ki označujejo, kateremu
razredu pripada določen primer, če gre za klasifikacijski problem.
V prvem koraku najprej vzamemo prvotno matriko podatkov X in jo s
pomočjo ene izmed tehnik dekompozicije, opisanih v poglavju 3, pretvorimo
v zgoščeno predstavitev Wi, kjer velja, da je dimenzija te matrike ista številu
nevronov ciljne nevronske mreže na i-tem nivoju. Ta postopek ponovimo za
vsak skriti nivo ciljne nevronske mreže. Če predpostavimo, da skriti nivo
ciljne nevronske mreže i vsebuje li nevronov, potem velja naslednje. Končno
število zgoščenih predstavitev bo tako enako številu skritih nivojev, za vsako
matriko pa bo veljalo, da Wi ∈ Rn×li . Slika 4.7 prikazuje primer prvega
koraka te inicializacije.
Ko je prvotna matrika enkrat faktorizirana v več manjših matrik, lahko
vrednosti teh matrik obravnavamo kot aktivacije na posameznih nivojih ciljne
nevronske mreže. Težava je le, kako iz znanih aktivacij na posameznih ni-
vojih dobimo uteži nevronske mreže. Pri tej inicializaciji to rešimo tako, da
naučimo več enonivojskih mrež, ki preslikajo aktivacije ene zgoščene pred-
stavitve v drugo. Prva enonivojska mreža se bo naučila preslikave iz učnih
podatkov vhodne matrike X v prvo zgoščeno matriko W1. Naslednja eno-
nivojska mreža bo slikala matriko W1 v matriko W2. Ta postopek nada-
ljujemo, dokler nismo uspešno ustvarili in naučili vse enonivojske mreže,
ki slikajo aktivacije Wi v Wi+1. Zadnja enonivojska nevronska mreža pa
preslika zadnjo izračunano aktivacijsko matriko v izhodno matriko Y. Pred-
postavimo, da je ciljna nevronska mreža, ki jo želimo inicializirati, globine k
(oziroma ima k − 2 skritih nivojev). Če je postopek izveden pravilno, smo
med inicializaciojo ustvarili točno k − 2 zgoščenih predstavitev podatkov s
pomočjo faktorizacije in k − 1 enonivojskih mrež, ki so sposobne preslikati
iz ene zgoščene predstavitve podatkov v drugo. Slika 4.8 prikazuje učenje
enonivojskih mrež, ki preslikajo med izračunanimi aktivacijami.
Ko imamo enkrat naučene vse enonivojske mreže, lahko njihove uteži
enostavno prenesemo na ciljno nevronsko mrežo, ki jo želimo inicializirati.
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Slika 4.7: Prvi korak inicializacije, kjer prvotno matriko podatkov razce-
pimo na več manjših matrik, kjer vsako izmed njih obravnavamo kot aktiva-
cije na posameznih skritih slojih ciljne globoke mreže.
Celoten postopek je prikazan na sliki 4.9, kjer vsaka enonivojska mreža svoje
uteži prenese na prej določen skriti nivo globoke mreže.
Pri teh inicializaciji moramo biti pazljivi tudi na aktivacijske funcije in
metodo, s katero merimo napako na izhodu enonivojskih mrež. Priporočljivo
je, da na izhodih enonivojskih mrež uporabimo isto funkcijo, ki je upora-
bljena na skritih nivojih mreže, katero želimo inicializirati. Če pri enonivoj-
skih mrežah med inicializacijo ne uporabimo istih funkcij, potem se lahko
zgodi, da bodo napačno nastavljene uteži enonivojskih mrež preveč nasičile
aktivacijske funkcije ciljne mreže, saj imajo lahko drugačne izhode. Primer
tega bi bil, ko bi na enonivojskih mrežah uporabili ReLU aktivacije, v ciljni
mreži pa bi bile uporabljene sigmoidne aktivacije. V tem primeru bi uteži,
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Slika 4.8: Drugi korak inicializacije, kjer naučimo več enonivojskih mrež, ki
slikajo iz ene zgoščene predstavitve v drugo zgoščeno predstavitev.
ki so bile prilagojene za ReLU funkcije v enonivojskih mrežah, prenasičile
sigmoidne izhode v ciljni mreži. Drug pomemben parameter enonivojskih
mrež pri inicializaciji je tudi funkcija, s katero merimo napako. V magistr-
ski nalogi je povsod uporabljena napaka povprečne kvadratne razlike (angl.
mean squared error), saj je ta metoda ena izmed bolj fleksibilnih in se je v
večini primerov izkazala za najboljšo.
Ena izmed težav inicializacije je tudi razpršenost vrednosti v matrikah
Wi, ki jih dobimo z razcepom. Za večino faktorizacij velja, da so vrednosti v
matrikah Wi realne in niso omejene. To lahko pri učenju enonivojskih mrež
predstavlja precejšnjo težavo. Predpostavimo, da imajo enonivojske mreže
na izhodu aktivacijsko funkcijo, za katero velja, da je njena zaloga vrednosti
omejena. Sem spadajo skoraj vse splošno uporabljene funkcije, razen linearne
in nekaterih ReLU variant (Leaky ReLU in Parametric ReLU). Če nevronsko
mrežo učimo na podatkih, ki so izven domene aktivacijske funkcije (npr.
uporabljamo sigmoidno funkcijo, napovedali pa bi radi vrednosti med -10
in 10), bo napaka enonivojskih mrež vedno precej velika, saj je nemogoče
da enonivojska mreža napove nekatere izmed vrednosti. To težavo lahko
rešimo z skaliranjem oziroma normalizacijo vrednosti Wi. Razdelek 4.4.1
bolj natančno opiše uporabljena skaliranja.
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Slika 4.9: Zadnji korak inicializacije, kjer uteži vseh naučenih enonivojskih
mrež prenesemo na ciljno mrežo, ki jo inicializiramo.
4.4.1 Skaliranje vrednosti matrik
Za večino opisanih dekompozicij velja, da so vrednosti v matrikah, ki se poja-
vijo kot rezultat dekompozicije, običajno neomejene. Pri učenju enonivojskih
mrež lahko zato pogosto nastane težava, saj se morajo te naučiti funkcijo pre-
slikav iz ene neomejene distribucije v drugo neomejeno distibucijo. To težavo
lahko rešimo s skaliranjem vrednosti, ki jih dobimo kot rezultat dekompo-
zicij. Preden začnemo z učenjem enonivojskih mrež, ki slikajo aktivacije
Wi v Wi+1, te vrednosti najprej skaliramo. V okviru magistrske naloge so
testirana naslednja skaliranja:
Brez normalizacije Ena izmed najpreprostejših opcij za izračun aktivacij
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je uporaba vrednosti, izračunanih z dekompozicijo. Ta način običajno
predstavlja precejšnjo težavo, saj so vrednosti v matrikah Wi neome-
jene. Če normalizacijo zapišemo z enačbo, dobimo norm(Wi) = Wi.
Min-max normalizacija Druga normalizacija je precej osnovna normali-
zacija, kjer normaliziramo vrednosti med 0 in 1. Njena enačba je
norm(Wi) = (Wi −min(Wi))/(max(Wi) −min(Wi)). Pri tej norma-
lizaciji je potrebna precejšnja pazljivost, saj lahko že ena ekstremna
vrednost pokvari celotno inicializacijo. Če je ena izmed vrednosti eks-
tremna, lahko vse druge vrednosti potisne blizu ničle. S tem ko skoraj
vse inicializacije postanejo 0, se lahko zgodi, da se bodo enonivojske
mreže naučile preslikav, kjer se katerikoli izhod preslika v 0. V takih
primerih se je včasih celo bolje izogniti normalizaciji.
Z-normalizacija Ena izmed normalizacij je taka, kjer distribucijo uteži nor-
maliziramo tako, da je povprečje nove distribucije enako 0, njena vari-




normalizacija običajno ni tako občutljiva na ekstremne vrednosti.
Z-normalizacija + aktivacijska funkcija Običajno je najbolj priporočljiva
naslednja normalizacija. V prvem koraku najprej vrednosti skaliramo z
normalizacijo, ter nato te skalirane vrednosti pošljemo še skozi aktiva-
cijsko funkcijo, ki jo nevronska mreža uporablja na določenem skritem
nivoju. S tem pristopom omejimo vrednosti in jih hkrati mapiramo
na takšno skalo, da preprečimo prenasičenost nevronov. Enačba je to-
rej norm(Wi) = σ(
Wi−mean(Wi)
std(Wi)
), kjer je σ() uporabljena aktivacijska
funkcija.
4.4.2 Zaporedna inicializacija
V tem razdelku je opisana incializacija, kjer aktivacije na posameznih nivo-
jih računamo z razcepom prvotne matike X. Za večino razcepov, opisanih
v razdelku 4.4, velja, da so sposobni modelirati le linearne povezave med
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spremenljivkami, za globoke nevronske mreže pa velja, da so sposobne mo-
delirati tudi kompleksnejše povezave. S tem razlogom je bila testirana še
nekoliko spremenjena inicializacija, kjer matriko Wi+1 izračunamo z razce-
pom matrike Wi in ne originalne matrike X. S tem pridobimo možnost
izraziti nelinearnosti, ki bi lahko obstajale med podatki.
Pri tej inicializacij je običajno največja težava ta, da z večjim številom
zaporednih razcepov ne moremo modelirati nelinearnih povezav. Če matriko
učnih podatkov X razcepimo z eno od opisanih metod, rezultat tega pa po-
novno razcepimo, potem v tem rezultatu ne bo zajetih nobenih nelinearnih
interakcij med atributi originalne matrike. To težavo lahko rešimo tako, da
pred vsakim nadaljnjim razcepom umetno ustvarimo nove atribute s kombini-
ranjem prejšnjih atributov (angl. polynomial feature expansion). Ta pristop
sicer nekoliko izboljša delovanje zaporedne inicializacije, vendar je v večini
primerov precej časovno zahteven. Predpostavimo, da imamo matriko s 100
atributi. Če bi želeli modelirati le najpreprostejše interakcije med atibuti,






oziroma 4950 dodatnih atributov. Za večino real-
nih problemov je modeliranje vseh interakcij preveč zahteven primer, saj na
vsakem nivoju število atributov raste s kvadratno zahtevnostjo.
Za nadaljne primere je bila zato uporabljena nekoliko spremenjena funk-
cija kombiniranja atributov. Pred vsako dekompozicijo matrike Wi v ma-
triko Wi+1 so bili iz matrike Wi naključni izbrani pari atributov, med seboj
pomnoženi in dodani nazaj v matriko. S tem postopkom smo matriko pred
dekompozicijo običajno razširili za približno 300%, s tem pa je bilo zajetih
nekaj kombinacij med posameznimi atributi.
Dodatna pomankljivost zaporedne incializacije je tudi ta, da so razcepi
med seboj odvisni, medtem ko lahko pri vzporedni inicializaciji razcepe ma-
trik izvajamo paralelno brez kakršnih koli težav. Pri tem pristopu pa je
potrebno razcepe izvajati enega za drugim, kar znatno upočasni inicializacijo
v primerjavi s primeri, kjer imamo možnost paralelizacije.
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4.4.3 Večnivojske mreže
V določenih primerih je lahko razcep matrik zaradi njihove velikost precej
počasen, kar lahko precej upočasni inicializacijo. Da bi se temu izognili, je
bila testirana še ena sprememba zgoraj opisanega algoritma. Pri običajni
inicializaciji velja, da je potrebna ena dekompozicija za vsak skriti nivo ne-
vronske mreže. Pri tej spremembi pa se nekaterim dekompozicijam izognemo
tako, da namesto enonivojskih mrež učimo dvonivojske oziroma večnivojske
nevronske mreže. Te mreže se prav tako naučijo preslikav med aktivacijami,
le da dodaten skriti nivo nevronskih mrež dodatno pomaga pri računanju
preslikav med aktivacijami. Velja, da če uporabimo enonivojske mreže, je za
incializacijo glavne mreže število dekompozicij enako številu skritih nivojev.
Pri uporabi dvonivojskih mrež pa se število potrebnih dekompozicij prepo-
lovi. Globlje kot so mreže, s katerimmi smo nadomestili enonivojske mreže,
manj dekompozicij je potrebnih za inicializacijo. Težava tega pristopa je ta,
da se z večanjem globine nevronskih mrež, ki so bile prej enonivojske, poveča
tudi čas, potreben za učenje teh mrež.
4.4.4 Prednosti inicializacije
Predlagana inicializacija ima dve večji prednosti pred ostalimi klasičnimi ini-
cializacijami. Prva prednost je ta, da lahko to inicializacijo uporabimo tudi
na podatkih, kjer je del ali celota podatkov neoznačenih. Če imamo večjo
količino podatkov, označen pa je le del njih ali pa podatki celo niso označeni,
potem lahko za vse nivoje uporabimo prej predlagan algoritem. Razlika se
pojavi le na zadnjm nivoju. Če imamo opravka z neoznačenimi podatki, po-
tem pri inicializaciji izpustimo preslikavo iz aktivacij zadnjega skritega nivoja
v izhodni nivo. V primeru, da je označen le del množice, pa pri preslikavi v
izhodni nivo uporabimo le označen del učne množice.
Druga večja prednost inicializacije je ta, da ko uporabljamo vzporedno
inicializacijo oziroma računamo vse aktivacije z uporabo prvotne učne ma-
trike X, lahko algoritem precej dobro paraleliziramo. Izračuni aktivacijskih
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matrik so v tem primeru med seboj neodvisni in jih zato lahko izvedemo
hkrati popolnoma neodvisno. Ko so aktivacije enkrat izračunane, lahko ne-
odvisno izvedemo tudi učenje enonivojskih ali dvonivojskih mrež. V primeru,
ko lahko uporabljamo paralelizacijo, je ta inicializacija precej hitrejša od ini-
cializacije s pomočjo prednaučenega samokodirnika, opisanega v razdelku
4.3. V primeru popolne paralelizacije je čas celotne inicializacije odvisen




V tem poglavju je predlagana inicializacijska metoda testirana na dveh raz-
ličnih podatkovnih množicah. Prva izmed njiju je precej znana množica slik
Cifar10, ki vsebuje slike 10 različnih stvari. Druga podatkovna množica je
množica izražanja določenih mišjih genov. Obe množici sta bolj podrobno
opisani v naslednjem poglavju. Bolj podrobno so opisani in testirani tudi
različni parametri inicializacije, ki jih je potrebno nastaviti pred začetkom
njenega izvajanja. Z napačno nastavljenimi parametri se lahko zgodi, da
bo predlagana inicializacija delovala slabše kot druge klasične inicializacije.
Testirani so bili le najbolj pomembni parametri, ki imajo običajno največji
vpliv na inicializacijo. V sklopu magistrske naloge niso bili testirani vsi vplivi
med parametri, saj je število vseh možnih kombinacij parametrov inicializa-
cijskega algoritma precej veliko. Običajno velja, da je inicializacija precej
stabilna in da bo dosegla dobra rezultate kljub nekoliko napačno nastavlje-
nim parametrom.
Zaradi stohastičnega obnašanja inicializacije in njenih komponent so vsi
rezultati opisani kot povprečje 10 zagonov. S tem se delno izognemo prime-
rom, kjer bi ena slaba inicializacija popolnoma pokvarila rezultat. V večini
primerov se rezultati zagonov algoritma med sabo ne razlikujejo za več kot
nekaj odstotkov klasifikacijske točnosti. Da bi bili rezultati primerljivi s ti-
stimi, ki bi jih pričakovali na prej še nevidenih podatkih, sta bili obe množici
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podatkov razdeljeni na učni in testni del. V obeh primerih je bil učni del,
sestavljen iz 80% podatkov, testni del pa iz ostalih 20% podatkov. Pri ini-
cializaciji in učenju ciljne nevronske mreže so bili vedno uporabljeni le učni
podatki. Vse klasifikacijske točnosti med postopkom učenja ciljnih mrež so
izmerjene na neodvisni testni množici. Vse nadaljnje slike zato prikazujejo
klasifikacijsko točnost le na neodvisni učni množici.
Pri nekaterih algoritmih je bil merjen tudi čas inicializacije. Čas iniciali-
zacije je precej odvisen od tipa podatkov in parametrov. Dober primer tega
so razcepi, kjer imajo nekateri izmed njih na desetine parametrov. V skoraj
vseh primerih so bili zato uporabljeni privzeti parametri teh aloritmov, ki
so prednastavljeni že v knjižnicah, v katerih se nahajajo. Cilj merjenja je
zato bil pošteno izmeriti čas na način, da algoritmi dosegajo dobre rezultate,
kljub temu pa ne izvajamo nepotrebnih izračunov. Nekatere uporabljene
knjižnice (scikit-learn, Keras) za svoje delovanje uporabljajo zelo optimizi-
rane matematične procedure, za katere velja, da so nekajkrat hitrejše od
običajne Python kode. Čas izvajanja teh procedur se lahko zato precej razli-
kuje od običajne Python kode. Prav tako je med metodami precej razlike, ali
uporabljamo redke oziroma goste podatke. Nekateri algoritmi so specifično




Cifar10 [35] je ena izmed bolj znanih podatkovnih množic, ko gre za klasifi-
kacijo slik. Sestavljena je iz 50000 majhnih barvnih slik iz različnih področij.
Vse slike so skalirane na velikost 32 × 32 točk z 3 barvnimi kanali. Vsaka
slika v originalni množici je zato opisana s 3072 atributi, vsak atribut pa
predstavlja RGB vrednost posameznega piksla. Vrednosti vseh atributov so
omejene med 0 in 255, vendar so bili ti pred uporabo skalirani na območje
med 0 in 1. Vse slike pripadajo enemu od 10 razredov (letalo, avto, ptica,
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mačka, jelen, pes, žaba, konj, ladja, tovornjak).
Slika 5.1 prikazuje nekaj primerov slik iz podatkovne množice Cifar10. V
magistrski nalogi je ta učna množica razdeljena na učni in testni del. Učni
del je sestavljen iz naključno izbranih 40000 sličic, medtem ko je testni del
sestavljen iz preostalih 10000 sličic.
Slika 5.1: 16 naključnih slik iz podatkovne množice Cifar10.
5.1.2 Genski podatki miši
Druga izmed podatkovnih množic je množica genskih podatkov (angl. gene
expresion) [36], izmerjenih na miših. Cilj učne množice je klasificirati posa-
mezen izmerjen primer v enega od 43 razredov, kjer vsak razred predstavlja
svoj tip tkiva. Množica vsebuje kar 61637 meritev oziroma primerov, kjer
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ima vsaka izmed meritev 25133 atributov. Posebnost te učne množice je
ta, da večina vrednosti atributov ni bila nikoli izmerjena oziroma, da učna
množica vsebuje le 3% neničelnih podatkov. Večina nemanjkajočih vrednosti
v podatkih se giblje nekje med 0 in 1, čeprav obstajajo tudi vrednosti, ki so
precej večje od 1. V praksi bi pred uporabo kateregakoli algoritma strojnega
učenja s predprocesiranjem določene atribute normalizirali oziroma porezali
ekstremne vrednosti, nad normaliziranimi redkimi podatki pa bi izvedli še
manjšanje dimenzij atributov. V primerih v tej magistrski nalogi predpro-
cesiranje ni bilo uporabljeno, saj je bilj cilj preveriti, kako se predlagana
inicializacija obnaša na problemih, ki se pojavijo v realnih netransformiranih
in neprečiščenih podatkih.
5.2 Primerjava klasičnih inicializacij
V tem razdelku so primerjane nekatere zgodovinsko bolj popularne inicializa-
cije nevronskih mrež. Slika 5.2 prikazuje hitrost učenja nevronske mreže pri
različnih tipih inicializacij. Prva lastnost, ki jo lahko opazimo je, da za iste
inicializacije velja, da je vzorčenje iz normalne distribucije skoraj enako dobro
kot vzorčenje iz uniformne distribucije. V tem primeru normalna distribu-
cija dosega malenkost večjo hitrost učenja vendar se v praksi uporabljajo obe
možnosti, saj še ne obstaja konsenz, katera je boljša. Ko gre za tip inicia-
lizacije, je najbolje delovala inicializacija He, saj je bila v večini primerov
nekoliko boljša od ostalih. Čeprav je inicializacija He posebej prilagojena
za uporabo z mrežami, ki uporabljajo ReLU funkcije, običajno deluje dobro
tudi z drugimi funkcijami. V praksi pa so inicializacije He, Glorot/Xavier ali
LeCun med seboj precej podobne, zato so pogosto uporabljene vse tri. Naj-
slabše in najmanj fleksibilne so običajno tiste inicializacije, za katere velja,
da so njihovi parametri konstantni in so neodvisni od arhitekture nevronske
mreže. Vidimo lahko tudi, da če so vrednosti v nevronski mreži inicializirane
s konstantno vrednostjo, je učenje nemogoče.
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Slika 5.2: Hitrost učenja nevronske mreže z različnimi tipi pogosto upora-
bljenih inicializacij [Podatki: Cifar10, Sloji: (3072, 600, 400, 200, 90, 70, 50,
30, 10 ), Aktivacije: sigmoidne].
5.3 Vzporedna, zaporedna, mešana iniciali-
zacija
V tem razdelku so primerjani različni tipi predlagane inicializacije. Dve iz-
med glavnih variant inicializacije sta vzporedna inicializacija, kjer vse razcepe
izvedemo iz prvotne matrike podatkov, in zaporedna inicializacija, kjer raz-
cepe izvajamo na matriki iz prejšnjega nivoja. Inicializaciji lahko med seboj
tudi mešamo in nekaj nivojev inicializiramo z vzporedno, druge pa z zapo-
redno inicializacijo. Vsak tip inicializacije je testiran z razcepoma CUR in
NMF.
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5.3.1 Vzporedna inicializacija in zaporedna inicializa-
cija
Prvi dve incicializaciji, ki sta primerjani, sta vzporedna in zaporedna iniciali-
zacija. Pri vzporedni inicializaciji je matrika, ki jo razcepimo, vedno prvotna
matrika učnih podatkov, pri zaporedni inicializaciji pa vedno razcepimo ma-
triko iz prejšnjega nivoja.
Slika 5.3: Hitrost učenja ciljne nevronske mreže, inicializirane z vzporedno
in zaporedno inicializacijo [Podatki: Cifar10, Sloji: (3072, 600, 400, 200, 90,
70, 50, 30, 10 ), Aktivacije: sigmoidne].
S testiranj na podatkih Cifar10, ki je prikazano na sliki 5.3, lahko vidimo,
da obe varianti te inicializacije precej pospešita učenje ciljne mreže. Zapo-
redna inicializacija sicer deluje nekoliko slabše kot vzporedna inicializacija,
vendar je njeno delovanje še vseeno precej boljše od klasične inicalizacije.
Če se osredotočimo le na najboljšo klasifikacijsko točnost skozi celoten potek
učenja, lahko vidimo, da predlagana inicializacija doseže maksimalno točnost,
5.3. VZPOREDNA, ZAPOREDNA, MEŠANA INICIALIZACIJA 53
ki je za nekaj odstotkov višja od klasične inicializacije. V tem primeru lahko
rečemo tudi, da je predlagana incializacija, ki uporablja vzporedni razcep,
delovala približno enako dobro kot inicializacija s pomočjo prednaučenega
samokodirnika.
Slika 5.4: Hitrost učenja ciljne nevronske mreže, inicializirane z vzporedno
in zaporedno inicializacijo [Podatki: Genski podatki, Sloji: ((25133, 500,
400, 300, 200, 100, 90, 70, 50, 30, 43 ), Aktivacije: sigmoidne].
Rezultati pridobljeni na podatkovni množici genskih podatkov, prikazani
na sliki 5.4, so primerljivi z rezultati nad podatki Cifar10, le da ima tukaj
ta inicializacija precej večji vpliv. Vidimo lahko tudi, da je med vzporedno
in zaporedno inicializacijo nekaj razlike, saj vzporedna inicializacija deluje
nekoliko bolje in maksimalno klasifikacijsko točnost doseže že po nekaj ite-
racijah učenja ciljne mreže. Kljub temu pa obe inicializaciji delujeta precej
bolje kot klasična inicializacija.
V splošnem velja, da je v večini primerov vzporedna inicializacija boljša
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od zaporedne inicializacije, saj dosega hitrejše učenje in boljšo točnost ciljne
nevronske mreže, prav tako pa jo je precej lažje paralelizirati. Če predlagano
inicializacijo primerjamo s prednaučenim samokodirnikom, lahko vidimo, da
kodirnik v povprečju deluje nekoliko bolje kot predlagana inicializacija.
5.3.2 Mešana inicializacija
Pri mešani inicializaciji lahko za posamezen nivo izbiramo, ali naj bodo akti-
vacije izračunane iz prvotne matrike podatkov, kot je to pri vzporedni iniciali-
zaciji, ali pa aktivacije na trenutnem nivoju izračunamo z razcepom aktivacij
na prejšnjem. Pri tej inicalizizaciji lahko poljubno izbiramo razmerje in vr-
stni red vzporednih in zaporednih inicializacij. Sliki 5.5 in 5.6 prikazujeta
mešane inicializacije z različnimi razmerji med vzporednimi in zaporednimi
inicializacijami. Testirane so bile 3 mešane incializacije, kjer izmenično pona-
vljamo 3 vzporedne in 1 zaporedni razcep, 1 vzporedni in 1 zaporedni razcep
in 1 vzporedni in 3 zaporedne razcepe.
Razvidno je, da je kakovost mešane inicilizacije običajno nekje med vzpo-
redno in zaporedno inicializacijo. Običajno velja, da večje kot je število
vzporednih inicializacij, bolj bo mešana inicializacija podobna vzporedni ini-
cializaciji in obratno. Več kot je zaporednih inicializacij znotraj mešane ini-
cializacije, bolj bo ta mešana inicializacija podobna izključno zaporedni ini-
cializaciji. Iz tega lahko sklepamo, da je v praksi vedno najbolje uporabljati
vzporedno inicializacijo, saj ta skoraj vedno deluje boljše ali enako dobro od
zaporedne inicializacije.
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Slika 5.5: Hitrost učenja ciljne nevronske mreže z različnim mešanjem vzpo-
redne (označena kot V) in zaporedne (označena kot Z) inicializacije v raz-
ličnih razmerjih [Podatki: Cifar10, Sloji: (3072, 600, 400, 200, 90, 70, 50, 30,
10 ), Aktivacije: sigmoidne].
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Slika 5.6: Hitrost učenja ciljne nevronske mreže z različnim mešanjem vzpo-
redne (označena kot V) in zaporedne (označena kot Z) inicializacije v raz-
ličnih razmerjih [Podatki: Genski podatki, Sloji: (25133, 500, 400, 300, 200,
100, 90, 70, 50, 30, 43 ), Aktivacije: sigmoidne].
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5.4 Tipi razcepov
Eden od parametrov, ki jih lahko izbiramo pri inicializaciji, je tudi izbor
funkcije, s katero razcepimo matriko. Za zmanjševanje dimenzij oziroma raz-
cep matrike učnih podatkov je dovoljena katerakoli metoda za zamanjševanje
dimenzij, vendar so se v praksi najbolje izkazale razcepi, opisani v poglavju 3.
Sliki 5.7 in 5.8 prikazujeta vzporedno inicializacijo, z različnimi tipi razcepov.
Slika 5.7: Hitrost učenja ciljne nevronske mreže z vzporedno inicializacijo
in različnimi tipi razcepov [Podatki: Cifar10, Sloji: (3072, 600, 400, 200, 90,
70, 50, 30, 10 ), Aktivacije: sigmoidne].
Iz učenja na podatkih Cifar10 je razvidno, da se različni razcepi med seboj
nekoliko razlikujejo, vendar med njimi ni bistvene razlike. V primeru učenja
ciljne mreže na podatkih Cifar10 najbolje deluje vzporedna inicializacija, kjer
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je kot razcepna metoda uporabljen algoritem NMF. Razcep NMF prav tako
doseže nekaj odstotkov višjo klasifikacijsko točnost kot drugi razcepi, kjer se
točnost običajno giblje okrog 45%. V tem primeru je vzporedna inicializa-
cija z uporabo razcepa NMF delovala celo nekoliko bolje kot inicializacija z
prednaučenim samokodirnikom.
Slika 5.8: Hitrost učenja ciljne nevronske mreže z vzporedno inicializacijo
in različnimi tipi razcepov [Podatki: Genski podatki, Sloji: (25133, 500, 400,
300, 200, 100, 90, 70, 50, 30, 43 ), Aktivacije: sigmoidne].
Učenje na genskih podatkih nam potrdi, da je lahko podatkovno vodena
inicializacija precej bolša ne glede na razcep, ki ga uporabimo. V tem primeru
so vse podatkovno vodene inicializacije vključno z prednaučenim samokodir-
nikom delovale precej bolje od klasične inicializacije. Za oba primera velja, da
je izbor razcepa pomemben del algoritma, vendar ni ključen, saj z različnimi
tipi razcepov dobimo podobne rezultate.
V splošnem velja, da je med različnimi razcepi nekoliko razlike, vendar
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običajno ta ni zelo velika. Ker med razcepi ni večjih razlik, je v nadaljevanju
povsod uporabljen razcep CUR, ki je nekajkrat hitrejši od ostalih razcepov.
5.4.1 Mešanje razcepov
Pri inicializacij se običajno uporablja en tip matričnega razcepa za izračun
aktivacij za vse nivoje. V tem razdelku pa je testirana metoda inicialzacije,
kjer za različne nivoje nevronske mreže uporabimo različne metode razcepov.
S tem, ko uporabimo različne metode razcepa, so tudi aktivacije na različnih
nivojih nekoliko bolj raznolike, kot če uporabimo vedno isto funkcijo za raz-
cep.
Slika 5.9: Klasifikacijska točnost nevronske mreže, kjer pri vzporedni inici-
alizaciji uporabljamo kombinacijo razcepa NMF in CUR [Podatki: Cifar10,
Sloji: (3072, 600, 400, 200, 90, 70, 50, 30, 10 ), Aktivacije: sigmoidne].
Sliki 5.9 in 5.10 prikazujeta nekatere kombinacije razcepov in njihovo
klasifikacijsko točnost. V obeh primerih je bila uporabljena vzpoderna ini-
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Slika 5.10: Klasifikacijska točnost nevronske mreže, kjer pri vzporedni ini-
cializaciji uporabljamo kombinacijo razcepa NMF in CUR [Podatki: Genski
podatki, Sloji: (25133, 500, 400, 300, 200, 100, 90, 70, 50, 30, 43 ), Aktivacije:
sigmoidne].
cializacija, kjer so bile aktivacije izračunane s pomočjo razcepov NMF in
CUR. Razcepa sta bila združena na naslednji način: za izračun aktivacij
sta bila razcepa uporabljena izmenično, NMF za lihe skrite sloje in CUR za
sode skrite sloje. Vidimo lahko, da ima uporaba inicializacije, kjer kombi-
niramo različne tipe razcepov za izračun aktivacij, precej majhen vpliv na
izboljšanje točnosti. Običajno velja, da naključna inicializacija uteži razce-
pov (če je tako definiran razcep, npr. NMF, AA) in naključna inicializacija
enonivojskih mrež zagotavljata dovolj raznolikosti pri inicializaciji in zato
mešanje razcepov ne izboljša kakovosti napovedovanja.
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5.5 Uporaba podmnožice podatkov
Običajno so učne množice precej velike in je zato pri inicializaciji uteži s
predlagano metodo dovolj že del učne množice. Okvirno velja, da naj bi bilo
število uteži v nevronski mreži približno enakega velikostnega razreda, kot
je število učnih primerov, saj je v nasprotnem primeru večja verjetnost pre-
velikega prileganja. Če to pravilo upoštevamo pri inicializaciji s predlagano
metodo, lahko za inicializacijo uporabimo le podmnožico učnih primerov. S
tem precej prihranimo pri razcepih in pri učenju enonivojskih mrež. Po-
trebna je le dodatna previdnost pri razcepih, saj lahko z manjšanjem števila
primerov razcepi in učenje nevronskih mrež postaneta nestabilna. Pojav je
še posebej izrazit, ko imamo pri učenju zelo neuravnotežene podatke.
Razdelek prikazuje vpliv uporabe le dela podatkov na kakovost končne ini-
cializacije in nadaljno učenje ciljne nevronske mreže na celotni učni množici.
Vidimo lahko, da je v nekaterih primerih dovolj, če pri inicializaciji upora-
bimo le podmnožico podatkov. Slika 5.11 prikazuje kakovost inicializacije
pri različnih velikostih učnih množic Cifar10, ki so bile podane funkciji za
inicializacijo. V tem primeru velja, da če pri inicializaciji upoštevamo le
del podatkov, bo kakovost inicializacije slabša in bo zato nevronska mreža
dosegla nekoliko slabše rezultate in počasnejše učenje.
Če inicializacijo s pomočjo podmnožice genskih podatkov na sliki 5.12
primerjamo s prejšnjim primerom, lahko opazimo, da je v tem primeru ini-
cializacija, ki je uporabila le polovico učne množice, delovala precej dobro in
je skoraj primerljiva z inicializacijo, ki uporablja celotno učno množico.
Pri uporabi podmnožice za inicializacijo podatkov je težko trditi, ko-
liko podatkov je potrebnih za dovolj dobro inicializacijo. Običajno velja, da
večje kot je število podatkov, ki jih uporabimo za inicializacijo učenja, boljša
bo kvaliteta uteži ciljne nevronske mreže. Odstotek podatkov, ki ga lahko
ignoriramo pri inicializaciji, je močno odvisen tudi od podatkov, ki jih upo-
rabljamo. Če uporabljamo učne primere, ki so si med seboj zelo podobni,
lahko ignoriramo 90% podatkov in bo inicializacija tako dobra, kot če bi upo-
rabili celotno podatkovno množico. Primer take množice so podatki MNIST
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Slika 5.11: Klasifikacijska točnost ciljne nevronske mreže z uporabo vzpo-
redne inicializacije, izračunane s pomočjo podmnožice učnih primerov [Po-
datki: Cifar10, Sloji: (3072, 600, 400, 200, 90, 70, 50, 30, 10 ), Aktivacije:
sigmoidne].
[37], kjer klasificiramo sivinske slike številk. Ker so si napisane številke med
seboj zelo podobne, predlagana inicializacija dobro deluje že z zelo majhno
podmnožico. V učni množici Cifar10 pa so si slike med seboj precej različne
in je zato za dobro inicializacijo potrebna skoraj celotna učna množica.
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Slika 5.12: Klasifikacijska točnost ciljne nevronske mreže z uporabo vzpore-
dne inicializacije, izračunane s pomočjo podmnožice učnih primerov [Podatki:
Genski podatki, Sloji: (25133, 500, 400, 300, 200, 100, 90, 70, 50, 30, 43 ),
Aktivacije: sigmoidne].
5.6 ReLU
V zadnjih časih se kot aktivacijska funkcija skritih nivojev najpogosteje upo-
rablja funkcija ReLU, zato je v tem razdelku inicializacija testirana še v
primeru, da ciljna nevronska mreža uporablja ReLU aktivacijsko funkcijo.
Slika 5.13 prikazuje hitrost učenja ciljnih nevronskih mrež, ki na skritih ni-
vojih uporabljajo ReLU ali sigmoidno aktivacijsko funkcijo. V tem primeru
je bila uporabljena nevronska mreža, ki je precej globlja od nevronskih mrež
v prejšnjih primerih. Ta nevronska mreža je imela kar 21 skritih nivojev.
Kljub temu je bilo učenje za vse 3 tipe inicializacije, uporabljene z aktivaci-
jami ReLU, precej hitrejše kot v prejšnjih primerih, kjer je bila uporabljena
sigmoidna funkcija.
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Slika 5.13: Hitrost učenja ciljne nevronske mreže na podatkih Cifar10, kjer
so na skritih nivojih uporabljene različne aktivacijske funkcije [Podatki: Ci-
far10, Sloji: (3072, 600, 550, 550, 550, 550, 550, 550, 550, 500, 450, 400, 350,
300, 250, 200, 150, 100, 90, 70, 50, 30, 10 ), Aktivacije: ReLU in sigmoidne].
Uporaba funkcije ReLU je precej pospešila hitrost učenja ciljne nevron-
ske mreže. Če primerjamo uporabo funkcije ReLU in sigmoidne funkcije,
vidimo, da je zaradi globine nevronske mreže učenje s pomočjo sigmoidne
funkcije povsem onemogočeno. V primeru, da mrežo inicializiramo še z eno
od podatkovno vodenih inicializacij, se pri uporabi funkcije ReLU hitrost
učenja in točnost še povečata.
5.7 Parametri enonivojskih nevronskih mrež
Eden izmed najpočasnejših delov inicializacije je učenje enonivojskih nevron-
skih mrež. Tudi če uporabimo najhitrejše razcepe, predstavlja učenje mrež še
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vedno največji del inicializacije. V tem razdelku je primerjan vpliv parame-
trov enonivojskih mrež na končno kakovost inicializacije in prikazano, kako
z optimizacijo parametrov pohitrimo inicializacijo brez večjih izgub kvalitete
uteži.
5.7.1 Število iteracij enonivojskih mrež
Najpomembnejši parameter pri inicializacij mrež je število prehodov čez celo-
tno učno množico pri učenju enonivojskih mrež. Če je število teh premajhno,
potem se te enonivojske mreže ne morejo naučiti pravilnih preslikav. V pri-
meru, da je prehodov preveč, pa inicializacija postane počasna saj po nepo-
trebnem iteriramo skozi učno množico.
Slika 5.14: Sprememba napake MSE na posameznih enonivojskih mrežah,
ki slikajo iz enega razcepa v drugega. Napaka je skalirana tako, da je začetna
napaka MSE na posameznem nivoju enaka 1 [Podatki: Cifar10].
Slika 5.14 prikazuje manjšanje napake posameznih enonivojskih mrež za
prvih 10 iteracij skozi učno množico. Vidimo lahko, da napaka enonivojskih
mrež konvergira že po nekaj iteracijah učenja. Iz tega lahko sklepamo, da je
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nadaljnje učenje v večini primerov nepotrebno. V praksi se je izkazalo, da
za vse testirane podatkovne množice velja, da enonivojske mreže za konver-
genco potrebujejo nekje med 3 in 5 iteracij in da vsako nadaljnje učenje ne
pripomore bistveno k boljši inicializaciji.
Slika 5.15: Klasifikacijska točnost ciljne nevronske mreže v odvisnosti od
števila iteracij enonivojskih mrež med postopkom inicializacije [Podatki: Ci-
far10, Sloji: (3072, 600, 400, 200, 90, 70, 50, 30, 10 ), Aktivacije: sigmoidne].
Sliki 5.15 in 5.16 prikazujeta tudi nadaljno učenje končne nevronske mreže
glede na število učnih iteracij enonivojskih mrež. Razvidno je, da dlje časa ko
učimo enonivojske nevronske mreže, boljša bo končna inicializacija globoke
mreže, vendar ta pojav postaja vse manjši (angl. diminishing returns) in je
po 3 do 5 iteracijah vsako nadaljnje učenje enonivojskih mrež brez večjega
vpliva na kvaliteto inicializacije.
5.7.2 Regularizacija
Pri učenju enonivojskih mrež je v določenih primerih uporabna tudi regu-
larizacija, saj lahko z njeno pomočjo nekoliko omejimo velikosti posameznih
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Slika 5.16: Klasifikacijska točnost ciljne nevronske mreže v odvisnosti od
števila iteracij enonivojskih mrež med postopkom inicializacije [Podatki:
Genski podatki, Sloji: (25133, 500, 400, 300, 200, 100, 90, 70, 50, 30, 43 ),
Aktivacije: sigmoidne].
uteži in s tem izboljšamo kakovost inicializacije končne nevronske mreže. Re-
gularizacija je najbolj pomembna v primerih, kjer je število učnih podatkov,
ki jih uporablja, precej majhno, saj lahko v takih primerih hitreje pride do
prevelikega prileganja enonivojskih mrež. Slika 5.17 prikazuje uporabo regu-
larizacije L2 na učni množici Cifar10.
Vidimo lahko, da ima regularizacija vpliv na kakovost inicializacije, ven-
dar je ta precej majhen. Optimalna regularizacija je bila v tem primeru
1e − 11, vendar ta ni znatno povečala klasifikacijske točnosti. Razlog za to
je, da je količina podatkov dovolj velika, da je preveliko prileganje enonivoj-
skih mrež skoraj nemogoče.
Podoben pojav lahko opazimo pri uporabi regularizacije enonivojskih
mrež na genskih podatkih (glej sliko 5.18). Uporaba regularizacije nekoliko
izboljša rezultate, vendar je vpliv regularizacije minimalen, saj je količina
podatkov dovolj velika, da ne pride do prevelikega prileganja.
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Slika 5.17: Klasifikacijska točnost ciljne nevronske mreže pri različnih sto-
pnjah regularizacije enonivojskih mrež [Podatki: Cifar10, Sloji: (3072, 600,
400, 200, 90, 70, 50, 30, 10 ), Aktivacije: sigmoidne].
Regularizacija enonivojskih mrež je smiselna v primerih, ko je količina
podatkov majhna in zato lahko pride do prevelikega prileganja enonivojskih
mrež. Slika 5.19 prikazuje učenje ciljne nevronske mreže, kjer je bila inicia-
lizacija izračunana z zmanjšano učno množico. Učna množica je bila velika
le 3% prvotne množice. Tu lahko vidimo, da je vpliv regularizacije nekoliko
večji, saj pri manjši množici podatkov hitreje pride do prevelikega prilaganja.
V praksi je največkrat popolnoma sprejemljivo tudi, če parameter regula-
rizacije nastavimo na 0, saj ta v običajnih okoliščinah nima velikega vpliva na
končno kakovost inicializacije. Regularizacija je pri zelo majhnih množicah
lahko uporabna, vendar je v večini primerov uporaba predlagane inicializa-
cije vprašljiva, saj se v teh primerih običajno uporabljajo ciljne nevronske
mreže z manjšim številom skritih nivojev.
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Slika 5.18: Klasifikacijska točnost ciljne nevronske mreže pri različnih sto-
pnjah regularizacije enonivojskih mrež. Bralec naj bo pozoren na skalo kla-
sifikacijske točnosti [Podatki: Genski podatki, Sloji: (25133, 500, 400, 300,
200, 100, 90, 70, 50, 30, 43 ), Aktivacije: sigmoidne].
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Slika 5.19: Klasifikacijska točnost ciljne nevronske mreže pri različnih sto-
pnjah regularizacije enonivojskih mrež in uporabi podmnožice, ki je ekviva-
lentna 3% prvotne učne množice [Podatki: Cifar10, Sloji: (3072, 600, 400,
200, 90, 70, 50, 30, 10 ), Aktivacije: sigmoidne].
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5.8 Globina mreže
V tem poglavju je predstavljen še vpliv predlagane inicializacije pri različnih
globinah ciljne nevronske mreže. Običajno velja, da nevronske mreže z majh-
nim številom skritih nivojev delujejo dovolj dobro že z običajnimi inicializa-
cijami, saj pri manjših mrežah slaba inicializacija nima tako velikega vpliva.
Drugače pa je pri mrežah z mnogimi skritimi nivoji. Tu je dobra inicializacija
precej bolj pomembna, saj v nasprotnem primeru dokaj hitro pride do izgub
pri razširjanju gradientov.
Slika 5.20 prikazuje razliko med učenjem treh različnih nevronskih mrež
na podatkih Cifar10, kjer ima prva 5 skritih nivojev, druga 7 skritih nivojev
in tretja 10 skritih nivojev. Podatkovno vodeni metodi sta v tem primeru
uporabni pri globokih mrežah, saj dosežeta hitrejše učenje in boljšo največjo
klasifikacijsko točnost. Kadar pa je cilj inicializirati manj globoke mreže,
je uporaba najprednejših podatkovno vodenih inicializacij precej manj upo-
rabna, saj ne izboljša bistveno nadaljnjega učenja.
Podoben rezultat je tudi pri uporabi genskih podatkov, prikazan na sliki
5.21, kjer inicializiramo nevronske mreže z 11, 9 in 7 skritimi nivoji. 1 Re-
zultat je skoraj identičen, saj je podatkovno vodena inicializacija smiselna le
na globljih mrežah.
Za večino primerov v praksi velja, da je inicializacija s pomočjo predla-
gane metode oziroma prednaučenega samokodirnika smiselna le v primerih,
kjer se soočamo z nevronskimi mrežami, ki imajo večje število skritih nivojev.
V primerih, ko so nevronske mreže globoke, je učenje s pomočjo podatkovno
vodenih metod precej boljše od klasičnih pristopov, saj pri klasičnih iniciali-
zacijah prej pride do izgube gradienta. Manj smiselna je inicializacija manjših
nevronskih mrež, kjer klasične inicializacije dajo skoraj enake rezultate kot
podatkovno vodene inicializacije.
1Arhitektura nevronskih mrež, kjer klasificiramo podatke Cifar10 in genske podatke
je različna. V primeru klasifikacije Cifar10, so uporabljene nevronske mreže s 5, 7 in 10
skritimi nivoji, medtem ko so pri genskih podatkih uporabljene mreže s 7, 9 in 11 skritimi
nivoji. Takšne arhitekture so bile zato, ker je učenje lažje vizualizirati.
72 POGLAVJE 5. REZULTATI
Slika 5.20: Primerjava predlagane inicializacije in klasične inicializacije pri
različnih globinah nevronskih mrež. [Podatki: Cifar10, Sloji običajne mreže:
(3072, 600, 400, 200, 90, 70, 50, 30, 10 ), Sloji globoke mreže: (3072, 600,
500, 400, 300, 200, 100, 90, 70, 50, 30, 10 ), Sloji manjše mreže: (3072, 600,
200, 90, 50, 30, 10 ), Aktivacije: sigmoidne].
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Slika 5.21: Primerjava predlagane inicializacije in klasične inicializacije pri
različnih globinah nevronskih mrež [Podatki: Genski podatki, Sloji običajne
mreže: (3072, 600, 400, 200, 90, 70, 50, 30, 10 ), Sloji globoke mreže: (3072,
600, 500, 400, 300, 200, 100, 90, 70, 50, 30, 10 ), Sloji manjše mreže: (3072,
600 200, 90, 50, 30, 10 ), Aktivacije: sigmoidne].
74 POGLAVJE 5. REZULTATI
5.9 Tipi skaliranja
V tem razdelku so testirani različni tipi skaliranja vrednosti, ki jih dobimo s
pomočjo razcepov, saj lahko nepravilno skalirane vrednosti precej upočasnijo
hitrost učenja. Slika 5.22 prikazuje klasifikacijsko točnost ciljne nevronske
mreže glede na uporabljen tip skaliranja na izhodnih vrednostih razcepa za
podatke Cifar10. Vidimo lahko, da je med inicializacijami z različnimi tipi
skaliranja precej razlike. Najslabše je delovala min-max normalizacija, saj
zaradi nekaterih ekstremnih vrednosti ta inicializacija vse druge vrednosti
potisne blizu ničle. Vidimo lahko tudi, da je za nevronsko mrežo, ki uporablja
sigmoidne aktivacije, najbolj učinkovita inicializacija, kjer vrednosti najprej
normaliziramo z Z-normalizacijo in nato še s sigmoidno normalizacijo. Ostali
dve metodi dosegata rezultate, ki so nekje med min-max normalizacijo in
Z-normalizacijo+sigmoidno normalizacijo. V praksi se najbolje izkaže Z-
normalizacija v kombinaciji z aktivacijo, ki bo kasneje uporabljena na skritih
nivojih ciljne nevronske mreže.
Zelo podoben rezultat je tudi na genskih podatkih na sliki 5.23, kjer je
najboljša normalizacija ponovno Z-normalizacija združena s sigmoidno funk-
cijo. Zaradi istega problema kot v prejšnjem primeru je tudi tukaj min-max
normalizacija delovala najslabše.
Pri opisani incializaciji se lahko občasno zgodi, da zaradi nepravilno na-
stavljenih parametrov ta ne deluje dobro. Največkrat je za to kriva prav
uporaba napačnega razcepa oziroma napačen tip skaliranja vrednosti, ki jih
dobimo pri razcepu. Da bi lažje ugotovili, zakaj inicializacija ne deluje, je
dobro dobljene aktivacije vizualizirati. Slike 5.24, 5.25, 5.26 in 5.27 prikazu-
jejo aktivacije za posamezne skrite nivoje, ki so bile izračunane z razcepom
NMF. Vsaka izmed slik uporablja drug tip skaliranja vrednosti razcepa.
Iz aktivacij na posameznih nivojih vidimo, da Z-normalizacija skupaj z ak-
tivacijsko funkcijo najbolje porazdeli vrednosti okrog ničle, kar je pri aktiva-
cijah zaželjeno. Nekatere normalizacije lahko celo upočasnijo hitrost učenja,
saj se zaradi nekaterih ekstremnih vrednosti vse druge vrednosti preveč sti-
snejo. Primer takšne normalizacije je min-max normalizacija.
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Slika 5.22: Vpliv različnih tipov skaliranja razcepa matrik na hitrost učenja
ciljne nevronske mreže [Podatki: Cifar10, Sloji: (3072, 600, 400, 200, 90, 70,
50, 30, 10 ), Aktivacije: sigmoidne].
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Slika 5.23: Vpliv različnih tipov skaliranja razcepa matrik na hitrost učenja
ciljne nevronske mreže [Podatki: Genski podatki, Sloji: (25133, 500, 400,
300, 200, 100, 90, 70, 50, 30, 43 ), Aktivacije: sigmoidne].
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Slika 5.24: Aktivacije posameznih nivojev, izračunane z razcepom NMF,
kjer rezultat ni bil normaliziran z nobeno funkcijo. Skale slik 5.24-5.27 se
med distribucijami razlikujejo [Podatki: Cifar10, Sloji: (3072, 400, 200, 70,
50, 30, 10 ), Aktivacije: sigmoidne].
Slika 5.25: Aktivacije posameznih nivojev, izračunane z razcepom NMF,
kjer je rezultat normaliziran z Minmax funkcijo. Skale slik 5.24-5.27 se med
distribucijami razlikujejo [Podatki: Cifar10, Sloji: (3072, 400, 200, 70, 50,
30, 10 ), Aktivacije: sigmoidne].
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Slika 5.26: Aktivacije posameznih nivojev, izračunane z razcepom NMF,
kjer je rezultat normaliziran z Z-Norm funkcijo. Skale slik 5.24-5.27 se med
distribucijami razlikujejo [Podatki: Cifar10, Sloji: (3072, 400, 200, 70, 50,
30, 10 ), Aktivacije: sigmoidne].
Slika 5.27: Aktivacije posameznih nivojev, izračunane z razcepom NMF,
kjer je rezultat normaliziran z Z-Norm + simgoidno funkcijo. Skale slik 5.24-
5.27 se med distribucijami razlikujejo [Podatki: Cifar10, Sloji: (3072, 400,
200, 70, 50, 30, 10 ), Aktivacije: sigmoidne].
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5.10 Inicializacija, kjer je označen le del po-
datkov
V praksi pogosto naletimo na primere, kjer je ročno označevanje podatkov
precej dolgotrajen oziroma drag postopek. Pogosto se zgodi, da je označen
le del podatkov, drug del podatkov pa je neoznačen oziroma brez izhodnih
vrednosti, ki bi jih radi napovedovali. Če naletimo na tak primer in bi radi na
podatkih učili nevronsko mrežo, obstajata dve možnosti. Najbolj enostavna
možnost je ta, da preprosto ignoriramo neoznačene podatke in ciljno mrežo
učimo le na označenih podatkih. Tak pristop je največkrat odvisen od tega
koliko podatkov je označenih, saj bodo ob majhni označeni učni množici
napovedi precej slabše. Druga možnost je, da neoznačene podatke izrabimo
za inicializacijo s pomočjo prednaučenega samokodirnika, kot je opisano v
razdelku v 4.3, ali z uporabo predlagane inicializacije, opisane v razdelku
4.4.
Razdelek bolj podrobno predstavi primer, kjer je označen le del podatkov,
drug del podatkov pa je neoznačen. Da bi simulirali primere, ko je označen
le del podatkov, smo iz učne množice naključno odstranili oznake 50% in
90% podatkom. Inicializacija je delovala podobno kot v prejšnji primerih, le
da so bili za zadnji nivo preslikav uporabljeni le podaki, ki so bili označeni.
Nadaljno učenje ciljne mreže je nato potekalo le na podatkih, ki so označeni.
Sliki 5.28 in 5.29 prikazujeta scenarije, kjer je označen le podatkov.
Vidimo lahko, da predlagana inicializacija precej pospeši učenje in doseže
boljšo klasifikacijsko točnost kot primeri mrež, ki so inicializirani s klasičnimi
inicializacijami. Prav tako velja, da večja kot je količina označenih podat-
kov, boljša bo inicializacija. Če predlagano inicializacijo primerjamo s pred-
naučenim samokodirnikom, lahko vidimo, da samokodirnik običajno dosega
boljše rezultate in je zato v primerih, kjer je označen le del podatkov, njegova
uporaba bolj priporočljiva kot uporaba predlagane metode.
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Slika 5.28: Klasifikacijska točnost nevronskih mrež, kjer je označen le do-
ločen odstotek podatkov [Podatki: Cifar10, Sloji: (3072, 600, 400, 200, 90,
70, 50, 30, 10 ), Aktivacije: sigmoidne].
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Slika 5.29: Klasifikacijska točnost nevronskih mrež, kjer je označen le do-
ločen odstotek podatkov [Podatki: Genski podatki, Sloji: (25133, 500, 400,
300, 200, 100, 90, 70, 50, 30, 43 ), Aktivacije: sigmoidne].
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5.11 Uporaba dvo in tronivojskih mrež pri
predlagani inicializaciji
V praksi se pojavljajo razcepi, ki so na večjih količinah podatkov precej
počasni. V tem razdelku je testirana inicializacija, kjer omejimo število raz-
cepov. V prejšnjih primerih je bil izveden en razcep za vsak skriti nivo ciljne
mreže. V tem primeru pa izračunamo razcepe le za nekaj skritih nivojev.
Enonivojske mreže nato nadomestimo z dvo ali tronivojskimi mrežami.
Slika 5.30: Klasifikacijska točnost ciljnih nevronskih mrež pri različnih glo-
binah mrež med inicializacijo. Prikazana je osnovna inicializacija in 2 modi-
fikaciji, kjer so pri inicializaciji uporabljene dvo ali tronivojske mreže. Skala
slike se ne začne pri 0 [Podatki: Cifar10, Sloji: (3072, 600, 400, 200, 90, 70,
50, 30, 10 ), Aktivacije: sigmoidne].
Slika 5.30 prikazuje primere inicializacije, kjer izračunamo le nekaj raz-
cepov. Enonivojske mreže, ki so prej slikale med razcepi, sedaj zamenjamo
5.11. UPORABA DVO IN TRONIVOJSKIH MREŽ PRI PREDLAGANI
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z večnivojskimi mrežami. Ko inicializacijo uporabimo na podatkih Cifar10,
lahko vidimo, da uporaba dvonivojskih mrež namesto enonivojskih mrež ne
izboljša ali pokvari rezultatov. Edina modifikacija je ta, da smo prej za
učenje enonivojskih mrež potrebovali do največ 10 iteracij, tukaj pa je po-
trebnih okrog 15 iteracij. Če inicializacijo še razširimo in uporabimo mreže s
3 nivoji, potem se učenje deloma upočasni, tronivojske mreže pa za konver-
genco uporabijo približno 20 iteracij.
Slika 5.31: Klasifikacijska točnost ciljnih nevronskih mrež pri različnih glo-
binah mrež med inicializacijo. Prikazana je osnovna inicializacija in 2 modi-
fikaciji, kjer so pri inicializaciji uporabljene dvo ali tronivojske mreže. Skala
slike se ne začne pri 0 [Podatki: Cifar10, Sloji: (25133, 500, 400, 300, 200,
100, 90, 70, 50, 30, 43 ), Aktivacije: sigmoidne].
Precej podobni so tudi rezultati, pridobljeni z učenjem ciljne nevron-
ske mreže na genskih podatkih. Tu je razlika med krivuljami klasifikacijske
točnosti, prikazanimi na sliki 5.31, skoraj neopazna. Tudi v tem primeru je
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bilo potrebno večnivojske mreže učiti nekoliko dlje kot enonivojske mreže.
Okvirno velja, da je v večini primerov smiselna uporaba eno, dvo ali
občasno tronivojskih mrež. Če so mreže pri inicializaciji globlje, potem učenje
globljih mrež odtehta vse prednosti, ki bi jih pridobili z manjšim številom
razcepov. Običajno velja, da se z dodatnim slojem inicializacijskih mrež,
čas učenja poveča za približno 50%. Globlje inicializacijske mreže bi bilo
smiselno uporabiti le v primerih, ko bi se določen razcep izkazal za zelo
dobrega, vendar bi bil ta razcep zelo počasen. Z globljimi mrežami bi se tako
izognili večjim številom razcepov.
5.12 Uporabljena orodja in hitrost inicializa-
cije
Poleg kakovosti inicializiranih uteži je pomemben tudi čas, ki ga inicializacija
porabi za izračun začetnih uteži. V tem razdelku so primerjani časi iniciali-
zacij, ki so potrebni za izračun začetnih uteži. Za izračun razcepov in učenje
nevronskih mrež je bila uporabljena CPE (Intel i7-6700HQ 2.60GHz), saj
smo s tem zagotovili, da so časi izračunov med seboj primerljivi.
Za implementacijo kode je bil uporabljen programski jezik Python. Ker
ta ne ponuja vseh funkcionalnosti, so bile uporabljene še dodatne knjižnice.
Za izračun razcepov je bila uporabljena knjižnica scikit-learn, ki za večino
izračunov interno uporablja programski jezik C. Edini razcep, ki ni bil im-
plementiran v okviru te knjižnice, je razcep analize arhetipov. Za ta razcep
je bila uporabljena knjižnica PyMF [38], ki temelji na paketu za konveksno
optimizacijo CVXOPT [39]. Ključen del magistrske naloge so bile tudi ne-
vronske mreže. Za delo z njimi je bila uporabljena knjižnica Keras [40], ki
ponuja precej funkcionalnosti, vezanih na nevronske mreže. Knjižnica po-
nuja Python vmesnik, vendar interno vsebuje precej optimizirane procedure
za delo z matrikami.
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5.12.1 Hitrost razcepov
Razcepi predstavljajo precejšen del te inicializacije, zato je pravilen izbor
razcepa precej pomemben, saj lahko s tem precej pospešimo inicializacijo.
Ker se različni razcepi med seboj po načinu delovanja precej razlikujejo, je
precej različen tudi čas, ki je potreben za posamezen razcep. Slika 5.32
prikazuje čas, ki je potreben za razcep matrike podatkov Cifar10 v novo
matriko, kjer ohranimo le 30 najpomembnejših komponent.
Slika 5.32: Čas trajanja razcepa podatkovne matrike R40000×3072 v novo
matriko velikosti R40000×30 z različnimi metodami razcepov.
V vseh primerih je najhitrejši razcep CUR, ki je specifično narejen, da je
hiter in da deluje tudi nad redkimi podatki. Vsi ostali razcepi so nekoliko
počasnejši. Najbolj iztopata razcepa NMF in AA, ki sta v primerjavi z
drugimi metodami zelo počasna.
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5.12.2 Hitrost učenja enonivojskih mrež
Drugi korak pri inicializaciji je učenje enonivojskih mrež, ki slikajo iz ene
zgoščene predstavitve v drugo. Čas učenja oziroma pogoj, kdaj ustavimo
učenje enonivojskih mrež, je lahko precej zapleten postopek. V okviru magi-
strske naloge je bilo pri inicializaciji določeno konstantno število iteracij eno-
nivojskih mrež skozi celotno učno množico. Če predpostavimo, da pri učenju
enononivojskih mrež vedno uporabimo konstantno število iteracij skozi učno
množico, je čas učenja enonivojskih mrež precej predvidljiv, saj gre tu le za
matrične operacije konstantnih velikosti. Inicializacija je zato sestavljena iz
dveh časovno zahtevnih delov.
Slika 5.33: Čas trajanja celotne inicializacije, kjer je prikazan čas trajanja
izračuna razcepov in čas trajanja inicializacije enonivojskih mrež [Podatki:
Cifar10, Sloji: (3072, 600, 400, 200, 90, 70, 50, 30, 10 ), Aktivacije: sigmoi-
dne].
Izbor pravilnega razcepa je precej pomemben, saj lahko ta za nekajkrat
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upočasni inicializacijo. Pri učenju enonivojskih mrež pa imamo nekoliko manj
svobode, saj za njihovo učenje potrebujemo nekje od 3 do 6 iteracij. Slika
5.33 prikazuje čas, ki je potreben za inicializacijo pri različnih razcepih in 6
iteracijami enonivojskih mrež. Vidimo lahko, da izbor razcepa precej vpliva
na variabilnost časa, potrebnega za inicializacijo.
5.12.3 Čas celotne inicializacije
V praksi nas najbolj zanima celoten čas izračuna inicializacije v odvisno-
sti od hitrosti nadaljnega učenja ciljne nevronske mreže. Če je inicializacija
zelo dobra in nastavi uteži na skoraj pravilne vrednosti, vendar zato potre-
buje več časa kot preprosto učenje ciljne mreže, je taka inicializacija neu-
porabna. V tem razdelku predstavimo kompromis med hitrost inicializacije
njeno točnostjo.
Slika 5.34 prikazuje čas inicializacije in nadaljno klasifikacijsko točnost
ciljne nevronske mreže, katera je bila inicializirana z opisano metodo. Vi-
dimo lahko, da vse inicializacije precej zvišajo klasifikacijsko točnost, vendar
pri tem porabijo precej časa, da izračunajo začetne aproksimacije uteži. Slika
prikazuje tudi inicializacijo, kjer izračune opravimo paralelno na večjih pro-
cesorjih hkrati. V primerih, ko uporabljamo paralelizacijo, je inicialzacija
precej hitrejša in zato tudi precej bolj uporabna. Izjema je le inicializacija
s pomočjo naučenega samokodirnika, kjer je enostavna paralelizacija nemo-
goča.
Slika 5.35 prikazuje še čas inicializacije, kjer so bile enonivojske mreže
zamenjane z dvo ali tronivojskimi mrežami. S tem smo se izognili številnim
razcepom, vendar je bilo zato potrebno več iteracij nevronskih mrež znotraj
inicializacije. Z uporabo večnivojskih mrež znotraj inicializacije je učenje
postalo počasnejše. Če bi razcep CUR zamenjali, s katerim drugim razcepom,
ki je precej počasnejši, potem bi bila uporaba večnivojskih mrež smiselna.
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Slika 5.34: Klasifikacijska točnost v odvisnosti od tipa inicializacije. Pri pre-
dlagani inicializaciji sta testirani 2 varianti. Ena je primer, kjer vse izračune
opravljamo brez paralelizacije, med tem ko v drugem primeru uporabimo
paralelizacijo, ki pospeši hitrost inicializacije [Podatki: Cifar10, Sloji: (3072,
600, 400, 200, 90, 70, 50, 30, 10 ), Aktivacije: sigmoidne].
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Slika 5.35: Klasifikacijska točnost v odvisnosti od tipa inicializacije. Inicia-
lizacije v teh primerih uporabljajo eno, dvo ali tronivojske nevronske mreže
[Podatki: Cifar10, Sloji: (3072, 600, 400, 200, 90, 70, 50, 30, 10 ), Aktivacije:
sigmoidne].
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Poglavje 6
Sklepne ugotovitve
Vmagistrski nalogi so bile predstavljene nevronske mreže ter nekatere njihove
težave, kot so počasno učenje in doseganje slabih točnosti. Te težave lahko
delno odpravimo z uporabo določenih naprednejših arhitektur nevronskih
mrež ali uporabo naprednejših algoritmov za iskanje uteži. Kljub temu do-
ločene omejitve še vedno obstajajo in je zato učenje globokih nevronskih mrež
še vedno precej zapleteno. Eden izmed pristopov za nastavljanje začetnih
uteži je nov tip podatkovno vodene inicializacije, ki uteži ciljne nevronske
mreže inicializira tako, da iz učnih podatkov za vsak skriti nivo te mreže
naprej izračuna aktivacije, ki so najbolj primerne. Iz pridobljenih aktiva-
cij nato v naslednjem koraku izračunamo uteži in pristranske vrednosti za
posamezne sloje ciljne nevronske mreže. Opisana metoda in njeni različni pa-
rametri so bili testirani na dveh različnih učnih množicah. Na obeh množicah
je predlagana metoda dosegla dokaj dobre rezultate, saj je v nekaterih pri-
merih precej pospešila hitrost učenja. Prav tako je predlagana inicializacija
v nekaterih primerih celo povečala največjo klasifikacijsko točnost za nekaj
odstotkov. Metoda je v določenih pogojih primerljiva z inicializacijo s po-
močjo zaporednega po nivojih nenadzorovano prednaučenega samokodirnika
in v večini primerov dosega enako dobre rezultate. Njena prednost je tudi
ta, da jo je enostavno paralelizirati in da je precej hitrejša od prednaučenega
samokodirnika.
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6.1 Nadaljnje delo
V sklopu magistrske naloge je bila testirana nova inicializacija in nekaj naj-
bolj pomembnih parametrov. Običajno, ko iščemo parametre algoritmov
strojnega učenja, ne iščemo le posamezne idealne vrednosti parametrov am-
pak idealne kombinacije vseh parametrov skupaj. V prihodnosti bi zato lahko
testirali še vpliv različnih kombinacij parametrov na hitrost učenja oziroma
klasifikacijsko točnost ciljne mreže.
Med algoritmi nenazdorovanega učenja obstaja tudi več naprednejših al-
goritmov, ki pri manjšanju dimenzij podatkov znajo zajeti bolj zapletena
razmerja med atributi. S tem razlogom bi bilo v prihodnosti uporabno testi-
rati še druge pristope manjšanja dimenzij, ki ne izhajajo iz družine matričnih
razcepov.
Prav tako bi bilo zanimivo testirati metodo tudi z drugimi različnimi
podatkovnimi množicami, kjer je struktura podatkov drugačna in je zato
nemogoče uporabiti opisane pristope za manjšanje dimenzij.
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