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Abstract
We study numerically statistical properties of the random mean square separation, ∆(t) =
〈∆2〉1/2 of fluid particle pairs in the Onsager’s point vortex gas, i.e. in a random, inviscid, two-
dimensional flow generated by the motion of quantized point vortices of random polarities. This
model is perhaps the simplest, two-dimensional model of superfluid turbulence in helium II at
low temperatures when the normal fluid is absent. The existence of the inverse energy cascade
through scales in such a system was discovered in the pioneering work by Onsager [1] in 1949. We
found that the mean diffusivity of particle pairs, d〈∆2〉/dt obeys, to a good degree of accuracy,
the Richardson’s diffusion ‘four-third law, d〈∆2〉/dt ∼ ∆4/3. We also analyzed the details of time
evolution of the rms particle separation. At small time the particle separation is ballistic, while at
large time, when the motion of individual particles in the considered pair becomes uncorrelated,
the mean square separation follows the diffusion law, 〈∆2〉 ∼ t. For intermediate time we found
that the root mean square separation, ∆ = 〈∆2〉1/2 is very sensitive to the initial separation, due
to the memory of initial separation kept by the particle pair during the initial period of exponential
ballistic separation, so that the rms separation never follows the Richardson’s t3/2 scaling law. We
characterized the time evolution of the rms particle separation in the vicinity of the inflexion point
of the curve ∆(t) by the power law, ∆ ∼ γtα(∆0), and found the dependence of α and γ on the initial
separation ∆0, thus generalizing the Richardson’s t
3/2-law for the considered two-dimensional point
vortex gas.
PACS numbers:
47.37.+q Hydrodynamic aspects of superfluids, quantum fluids,
67.40.Vs Quantum fluids: vortices and turbulence
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I. INTRODUCTION
Remarkable analogies between superfluid turbulence in He II and turbulence in a classi-
cal, ordinary liquid have been demonstrated in recent experiments; these analogies are the
subject of increasing attention [2]. For example, the classical Kolmogorov-Obukhov energy
spectrum Ek ∼ k−5/3, where k is the magnitude of the wavenumber, was observed in a
turbulent sample of He II continually agitated by counter-rotating propellers [3]. Another
example is the temporal decay of superfluid turbulence (as measured by second sound at-
tenuation) behind a towed grid, which was also found to obey a classical law [4] which is
a consequence of the k−5/3 law. Moving beyond spectra, less attention has been dedicated
to the study of the statistics of turbulent fluctuations in He II. Our concern are Lagrangian
statistics, a fruitful line of investigation of classical turbulence.
At sufficiently macroscopic scales, superfluids are described as classical two-component
mixtures of an inviscid superfluid and a viscous normal fluid. The turbulence in the normal
component resembles closely the classical turbulence, while the turbulence in the superfluid
component manifests itself as a tangle of quantized vortices. The core of a superfluid vortex
line has atomic thickness, and the circulation of the velocity field around this vortex is
quantized with Γ = 9.97 × 10−4 cm2/s. In the case of low temperatures (practically at
T < 1K), considered in this paper, the normal fluid component is effectively absent. In this
paper we consider a two-dimensional turbulent flow generated by quantized straight vortex
lines (vortex points, in the considered two-dimensional system) of random polarity in the
inviscid fluid. This model can be interpreted as an idealized two-dimensional model of the
real, three-dimensional vortex tangle at low temperatures [5].
The two-dimensional model of interacting point vortices in the inviscid fluid, better known
as a “vortex gas” model, was introduced in 1949 by Onsager [1]. Based on the thermody-
namic analysis, Onsager showed that the system of point vortices evolves with time such
that the vortices of opposite polarity tend to occupy, eventually, large-scale regions whose
integral circulation becomes non-zero. This is precisely Onsager’s work [1] where the whole
concept of inverse cascade was born. Onsager also found that the states of the system
corresponding to the formation of large-scale vortex clusters possess negative temperatures
(further analysis was provided by Montgomery [6]). A detailed analysis of the point vortex
gas was given in a large number of later works; of particular importance in the context of our
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work are the numerical study by Montgomery and Joyce [7] of formation of large-scale cir-
culation patterns in the periodic domain, and calculations of the energy spectrum by Deem
and Zabusky [8], Siggia and Aref [9], and others. A reader will find useful a comprehensive
review by Kraichnan and Montgomery [10] of the vortex gas model and its applications (in
particular, to superfluidity in thin films). More recently, the vortex gas model was gener-
alized for non-uniform flows (see the work of Nazarenko and Zakharov [11] and references
therein).
Separation of pairs of fluid particles,
∆(t) = 〈∆2(t)〉1/2 = 〈|r2(t)− r1(t)|2〉1/2, (1)
with ri(t) being the position vector of ith particle, and 〈...〉 denoting the ensemble average,
was, in the last decade, one of the central topics in the study of classical homogeneous and
isotropic turbulence. The locality assumption, which was introduced by Richardson [12], can
be formulated either for separation ∆(t), or for the two-particle mean diffusivity, d〈∆2(t)〉/dt,
the latter quantity being of equal importance in the context of particle separation process.
For three-dimensional homogeneous and isotropic turbulence, Richardson proposed [12] (see
also the monograph by Monin and Yaglom [13]) that in the inertial range of turbulence,
η < ∆(t) < L, where η is the Kolmogorov lengthscale and L is the upper limit of the
inertial scale, the mean diffusivity can depend only on the rate of dissipation of kinetic
energy per unit mass, , cm2/s3, and the separation ∆, cm itself. Then, usual arguments of
dimensionality lead to the well-known universal ‘four-third’ law of diffusivity:
d
dt
〈∆2(t)〉 = 3C1/3∆ 1/3∆4/3(t), (2)
where C∆ is the universal constant of particle separation, and  = (v
′)3/L, where v′ is the
rms velocity in homogeneous and isotropic turbulence. More rigorously this law was derived
later by Morel and Larcheveˆque[14] who assumed that the mean diffusivity depends only on
the spectral density of kinetic energy, E(k), the wavenumber, k, and the separation ∆.
In general, the rms particle separation is a function of time and all parameters [15], i.e.
∆(t) = F (t, , ∆0, η, L, ...), (3)
where ∆0 = 〈|r2(0)− r1(0)|2〉1/2 is the initial separation. Applied to the particle separation
in the inertial range, the locality assumption (i.e. that the interaction of Fourier modes of
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turbulence is local in k–space) is equivalent to the requirement that ∆ is a function of t and
 only, which, by usual dimensional arguments [13], leads to a more popular Richardson’s
t3/2 scaling law [12]
∆(t) =
√
C∆
1/2t3/2. (4)
This scaling law was later derived by Batchelor [16] and independently by Tatarski [17]
from the Kolmogorov-Obukhov law [18]. However, a numerical, as well as experimental
confirmation of the t3/2-law turned to be elusive, and in the last decade a considerable
effort was made to determine the conditions under which the locality assumption is valid.
Kinematic simulations (KS) of synthetic turbulence by Fung et al., Nicolleau, Vassilicos and
Yu [19–21], as well as direct numerical simulations (DNS) of the Navier-Stokes equations
by Yeung [22] have shown that, in the inertial range, the rms particle separation ∆(t)
depends heavily on the initial particle separation, ∆0 (and, therefore, the locality assumption
is not valid) even for very large Reynolds numbers Re = L/η. A strong deviation from
the Richardson’s t3/2-law has been observed in the cited works, and also by Thomson and
Devenish [23] (KS), Biferale et al. [24] (DNS), and others (see also the work by Borgas
and Yeung [25] where a new model for particle separation was developed and compared
with DNS data). It was found that the Richardson’s t3/2-law can be recovered only in
the case where the initial separation is in the close vicinity of the Kolmogorov scale, i.e.
∆0 ≈ η. Nicolleau and Yu [21] investigated the reason for a strong dependence of ∆(t) in
the inertial range on ∆0 and found that the pair of particles keeps the memory of its initial
separation during and after the short exponential regime of ballistic separation. To account
for the initial separation, Nicolleau and Yu, based on their numerical results [21], proposed
a generalization of the t3/2 scaling law which included explicitly the dependence of ∆(t) in
the inertial regime on the ratio ∆0/η.
It is important to emphasize here that the t3/2 and the ‘four-third’ scaling laws, (4) and
(2) respectively, are not entirely equivalent, although both can be derived from seemingly
similar dimensional arguments. While the ‘four-third’ diffusion law follows from the t3/2-
law (4), the opposite is not necessarily true. Indeed, even in the case where the diffusion
‘four-third’ law holds exactly, an integration of (2) yields
∆(t) = (C
1/3
∆ 
1/3t+ F (∆0))
3/2 (5)
for arbitrary function F of the initial separation, and, obviously, in the case where F is
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sufficiently large, the t3/2 scaling will not be valid within any time interval including that
corresponding to the inertial range. Nicolleau and Yu showed that, despite a very good
collapse of the curves d〈∆2〉/dt = FD(∆) on ∆4/3, the curves ∆(t) generally do not follow
the t3/2 scaling at any times, see Fig. 2 in Ref. [21]. Moreover, the ‘four-third’ diffusion
scaling does not hold exactly either and the residual dependence of d〈∆2〉/dt = FD(∆) on
the initial separation must also be taken into account (in the cited work a generalization of
the ‘four-third’ diffusion law has been proposed accounting for the dependence on the initial
separation ∆0). This, in turn, provides a reason for even stronger deviation of ∆(t) from
the t3/2-law (4).
To the best of our knowledge, with the exception of the preliminary study by Poole
and Barenghi [5], there has been no attempt to investigate the rms separation of particle
pairs or/and the pair diffusion in superfluid turbulence at low temperatures, T < 1K (in
the absence of normal fluid). In this paper, modelling the superfluid turbulence by the two-
dimensional Onsager’s vortex gas, the important property of which is the inverse cascade, we
found that the diffusivity of particle pairs, d〈∆2〉/dt obeys the ‘four-third’ law reasonably
well; this is not unexpected provided the locality assumption is (at least approximately)
valid. On the other hand, we found that, like in classical turbulence, the rms particle
separation depends strongly on the initial separation at all times, but, unlike in uniform
and isotropic viscous turbulence, the t3/2-law cannot be recovered for any ∆0 (this is not
surprising considering the absence in superfluid turbulence of the Kolmogorov lengthscale).
To characterize the time evolution of the rms separation, we analyzed the behaviour of ∆
during the relatively short time interval when ∆(t) is practically linear in the log-log scale.
Within such a time interval, we found that the rms particle separation can be represented
by a power law, tα, where α is a function of the initial separation ∆0. The function α(∆0)
calculated in this paper can be regarded as a generalization, in a certain sense, of the t3/2-law
for the case of superfluid turbulence.
Although we are not aware of any experimental measurements of pair dispersion in tur-
bulent superfluids, the following two experimental studies of pair separation in classical
turbulence might have some relevance to our work: Recent observations of pair dispersion
at probably the highest Reynolds number in a laboratory experiment by Bourgoin et al [26],
and the study of pair dispersion in two-dimensional turbulence by Jullien et al [27].
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II. TWO-DIMENSIONAL VORTEX GAS. INVERSE CASCADE
We consider an inviscid flow generated, in the periodic box, by quantized straight vortex
lines of random polarity, each vortex generating the flow field with the same magnitude of
circulation Γ. In the considered two-dimensional model vortex lines become vortex points.
To prevent the net circulation in the periodic box, the number of vortices of positive polarity
is always chosen to be the same as the number of vortices of negative polarity. Such a
system exhibits random behaviour. Indeed, it is known that an N -point vortex system has
a threshold for chaotic behaviour [28]; for an unbounded fluid chaos occurs for N > 3. Note
also, that, unlike the KS model which reproduces many features of turbulence but is not
itself a solution of Navier-Stokes equations, the model considered in this paper is a solution
of Euler’s equations.
The evolution of vortex lines in the inviscid fluid is governed by Biot-Savart law which,
in two dimensions, where vortex lines become vortex points, reduce to a simple statement
that each vortex point moves as a fluid point along with the flow field generated by all other
point vortices. The ith vortex point located at the position r = ri(t) generates the velocity
field
vi(r, t) =
Γ
2pi|r− ri| ϕˆi , (6)
where Γ is the circulation, and ϕˆi the azimuthal unit vector in the polar coordinate system
of the ith vortex point. The Lagrangian motion of the fluid point r(t) is governed by the
equation
dr
dt
=
∑
i
vi(r, t) . (7)
Such a model was introduced by Onsager [1] in 1949 (since then it is better known as
Onsager’s vortex gas), and this is precisely where the concept of the inverse cascade was
born. Starting from the statistically uniform distribution of vortex points, the emergence
of large-scale circulation patterns in the periodic box was demonstrated by Montgomery
and Joyce [7] (statistically, such patterns correspond to negative temperature states of the
vortex gas). More important in the context of our work is the energy spectrum which
was analyzed by Deem and Zabusky [8], Siggia and Aref [9], and others. Calculations
of Siggia and Aref showed that the energy spectrum, E(k, t) is strongly time-dependent.
They saw the development of the spectrum with a maximum, initially at relatively large
7
wavenumbers corresponding to appearance of co-rotating pairs of vortices. As time advances,
this maximum is gradually shifting towards small wavenumbers (see Fig. 1 of Ref. [9]); this
process corresponds to the formation of large-scale circulation patterns. As t→∞, the −5/3
spectral behaviour is developing asymptotically in the region of large wavenumbers, k →∞.
In animations of their numerical simulation of the vortex gas, Deem and Zabusky actually
observed that “small fluctuations propagate towards higher wave numbers and energy feed
slowly into the lowest wave numbers” (cited from Ref. [8]).
In this work, we consider a system of N vortex points set initially at random locations
within a periodic box of size L × L (so that the mean intervortex distance is ` = L/√N).
We put the equations of motion (6)-(7) of the fluid particle into non-dimensional form using
some L0 as length scale (which does not necessarily coincide with L; for some calculations
we will use L  L0 in order to minimize an influence of periodic boundaries) and L2/Γ as
time scale, so that the non-dimensional circulation around each individual vortex is 1. To
solve the equations of motion of the fluid particle, we use a fourth-order Adams-Bashforth
method with the non-dimensional time step ∆t = 10−4 or less.
An investigation of the energy spectrum, which was studied elsewhere (see references
above), is beyond the purpose of this paper. However, we find it instructive to give the
following simple illustration of the existence of inverse cascade in the considered periodic
box. We divide the square computational domain into four equal subdomains A, B, C, and
D, as shown on Fig. 1 (upper), and calculate, in each subdomain, the evolution with time
of the quantity ∆N = N+ − N−, where N+ and N− are the numbers of vortices of positive
and negative polarity respectively, starting with the system of uniformly distributed vortices
with zero integral vorticity, i.e. N+ = N− at t = 0. These calculations were performed, for
clarity of illustration, in a computational domain of size 10×10 for the system of 200 vortex
points. Fig. 1 (lower) shows the evolution of ∆N in the subdomains A and D. It can be
seen that, after a transient, ∆N becomes of the order 10 (positive in A and negative in D),
and the integral vorticity, Γ∆N remains non-zero in the both subdomains for a long time,
t ∼ 103. This illustrates the formation of large spatial structures with non-zero integral
vorticity, and, therefore, the existence of the inverse energy cascade.
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III. MEAN DIFFUSIVITY OF PARTICLE PAIRS
To investigate the statistics of separation of particle pairs, we consider Nr realizations
of the flow (that is, Nr random initial locations of vortex points). The trajectories of two
particles, r1(t) and r2(t) are obtained by integrating Eqs. (6)-(7) subject to initial conditions
r1(0) = r10 and r2(0) = r20 (so that ∆0 = |r20 − r10|). For each of Nr realizations of the
flow we solve the equations of motion for Np particle pairs with the same initial separation
∆0. The root mean square separation ∆(t) = 〈∆2(t)〉1/2 is then calculated as an ensemble
average over all Np particle pairs and all Nr realizations of the flow, and the mean diffusivity
of particle pairs as d〈∆2(t)〉/dt.
Statistical properties of separation of particle pairs, ∆(t) will be addressed in detail in
the next Section. We start with the results of calculation of the mean pair diffusivity.
The results reported below were obtained by ensemble averaging of Nr = 100 flow realiza-
tions, with Np = 1000 particle pairs in each realization, for the system of N = 100 vortices
in the periodic box of size 1 × 1, so that L0 = L = 1 and the mean intervortex distance
λ = 1/
√
N is 0.1.
Time evolution of the mean diffusivity illustrated on Fig. 2 shows a strong sensitivity to
the initial separation. Although, like in the cited work by Nicolleau and Yu, it is possible to
achieve a better collapse of these curves by introducing the “delay time”, the result would
be rather misleading (for discussion see [21]) and we will not pursue this method further.
Instead, we consider now the mean diffusivity, d〈∆2〉/dt as a function of rms separation,
∆ = 〈∆2〉1/2. The existence of the inverse cascade in the vortex gas means that the energy
flux J(k) through scales is negative,
J(k) =
∂
∂t
∞∫
k
E(k, t) dk < 0. (8)
Moreover, numerical simulations of Siggia and Aref [9] yield some evidence that the energy
flux J(k) is constant in the region of high wavenumbers. In the case where the energy
flux is constant, |J(k)| = J∗, cm2/s3, at least for the wavenumbers corresponding to small
separations between the particles (k & ∆−1), the locality assumption can be formulated
as d〈∆2〉/dt = FD(J∗, ∆), yielding, after the usual dimensional arguments, the ‘four-third’
diffusion law FD ∼ J1/3∗ ∆4/3.
The results of our calculations illustrated by Fig. 3 show that indeed, after a short tran-
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sient, the curves d〈∆2〉/dt = FD(∆) collapse, to a good degree of approximation, on a single
curve sufficiently close, in a log-log scale, to a straight line with the slope 4/3. A deviation
of the slope of the envelope curve on Fig. 3 from 4/3 is about 20% for small and large values
of ∆, and can be attributed to the deviation of the energy flux, J(k) in the k-space from
the constant value in the region of not very high wavenumbers, as well as to the influence
of boundaries of the periodic computational domain. We note here that a quantitatively
similar deviation of mean diffusivity from the ‘four-third’ law was also observed in numerical
calculations of classical turbulence (see e.g. Ref. [21] and references therein).
IV. STATISTICS OF SEPARATION OF PARTICLE PAIRS
In this Section, we describe the time evolution of the rms separation ∆ = 〈∆2〉1/2.
Fig. 4 illustrates typical trajectories of two particles separated initially by ∆0 = 0.05 in
the periodic box with N = 100 vortices. These trajectories are similar to those obtained by
kinematic simulations: The particles move together closely until they separate in the regions
of high rate of strain. At large times the trajectories become uncorrelated. Note a similarity
between this figure and Fig. 1 of the experimental work by Jullien et al [27] showing typical
trajectories of a pair of particles in classical two-dimensional turbulence.
Fig. 5 illustrates the non-dimensional rms separation of particle pairs as a function of non-
dimensional time for N = 100 vortices (Fig. 5 upper; non-dimensional intervortex distance
λ = 0.1), and N = 20 vortices (Fig. 5 lower; λ ≈ 0.183). Calculations were performed in
1 × 1 periodic box by ensemble averaging for Nr = 100 flow realizations with Np = 1000
particle pairs in each realization. The straight line corresponding to the t3/2-scaling is shown
to guide the eye. It can be seen that at small times (e.g. t . 10−2 in the case of N = 100
vortices) the separation is ballistic, while for large times (t & 1 for the same case), when
the relative motion of individual particles in the pair becomes uncorrelated, the separation
follows the diffusion law, 〈∆2〉 ∼ t. The latter is perhaps better illustrated by the results,
shown on Fig. 6, of calculations performed for 500 vortices in the bigger periodic box of size
10× 10 (λ ≈ 0.447) chosen to minimize an influence of periodic boundary conditions in the
case where the distance between the particles in the individual pair becomes of the order 1.
It is also important to notice that the time characteristic of particle separation (t ∼ O(1) is
one or two orders of magnitude smaller than the time characteristic of development of large-
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scale circulation patterns in the finite-size computational box (t ∼ 10÷102 in the considered
case), so that possible end effects associated with the change of energy flux J(k, t) at times
when the formation of such patterns is nearly completed can be ignored.
Although, from the presence of inverse cascade in the vortex gas, it can be anticipated
that there might exist the time interval within which the particle separation should follow
the scaling law ∆ ∼ J1/2∗ t3/2, it is obvious from the results shown on Fig. 5 that the rms
particle separation never obeys the t3/2 scaling law and always depends strongly on the initial
separation ∆0. Such a situation is not different from that in numerical simulations of classical
turbulence, see Refs. [19–22]: The pair of particles keeps the memory of initial separation
during the whole period of exponential ballistic separation, so that the dependence on ∆0
in ∆(t) = F (t, J∗, ∆0, ...) persists at all times and the locality assumption is not valid. It
has already been discussed earlier in Sec. I that even if the ‘four-third’ diffusion law (2) is
valid, the t3/2-scaling does not follow automatically (see Eq. (5)); this deviation from the
t3/2 scaling law can be further enhanced by even relatively small deviations from the ‘four-
third’ scaling law for particle pair diffusivity (as can be seen from Fig. 3, in our model such
deviations reach up to 20%). We emphasize here again that this non-locality and, therefore,
a strong dependence of ∆(t) on the initial separation is also typical of classical turbulence
(see discussion above in Sec. I): Note a similarity between Fig. 5 and the curves obtained
for the rms separation in classical turbulence by means of KS model [21] and DNS [22, 24].
Similar calculations were performed forN = 50, 40, 20 and 10 vortices in the periodic 1×1
box (λ ≈ 0.141, 0.158, 0.224 and 0.316, respectively). To characterize the time evolution of
the rms particle separation, it is convenient to represent a behaviour of ∆(t), illustrated by
the curves of Fig. 5, by the power law in the vicinity of the inflexion point of each curve
(where ∆(t) is practically linear in the log-log scale):
∆(t) ∼ λ−2γtα(∆0) , (9)
where α = α(∆0) as a function of the initial separation ∆0 is shown on Fig. 7 (upper). It
can be seen that the numerical data for α practically collapse on a single line for all λ. For
the purpose of this study, the following log-linear approximation will be sufficient:
α = −0.6 log∆0 + 0.205. (10)
The values of non-dimensional coefficient γ, which is a function of ∆0 and the non-
dimensional mean intervortex distance λ, are shown on Fig. 7 (lower). The details of
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behaviour of γ with ∆0 and λ are not of great concern in the context of this study.
The representation (9) can be regarded as a generalization, in a certain sense, of the
Richardson’s t3/2-law for the considered case of particle separation in the point vortex gas.
Such a generalization accounts for the dependence of ∆(t), within some intermediate time
interval, on the initial separation, ∆0 without invoking more complicated interpolations like
those proposed in Ref. [21]. We only note that, for all considered values of λ, the value of α
is close to 3/2 only in the case where initial separations are in the narrow interval around
∆0 ≈ 0.007 (the latter value being much smaller than the non-dimensional intervortex
distance λ). In this case the t3/2-behaviour can be recovered, but only within the relatively
short time interval (i.e. in the vicinity of the inflexion point of the curve ∆(t)).
V. CONCLUSIONS
In summary, we studied numerically a separation of pairs of fluid particles in superfluid
turbulence modelled as the two-dimensional Onsager’s point vortex gas, i.e. a random
inviscid flow generated by the motion of quantized point vortices of random polarities. The
inverse energy cascade in the vortex gas, i.e. the kinetic energy transfer through the scales in
the wavenumber space, enables us to assume that the diffusivity of particle pairs conforms
to the Richardson’s diffusion law, i.e. d〈∆2〉/dt ∼ ∆4/3. Our calculations showed that
indeed the pair diffusivity obeys this ‘four-third’ scaling law with an error not exceeding
20%. Such an error, which is quantitatively similar to that in numerical (KS and DNS)
simulations of classical turbulence may be attributed to deviations of the energy flux in the
wavenumber space from the constant value, as well as to the influence of periodic conditions
at the boundaries of finite-size computational box.
We also analyzed the evolution with time of the rms particle separation, ∆(t) =
〈∆2(t)〉1/2. Similar to KS and DNS studies of classical turbulence, we found that, due
to the memory of the initial separation kept by the particle pair during the whole initial
period of exponential ballistic separation, the rms particle separation depends strongly, at
all times, on the initial separation ∆0. We found that, despite the presence of the inverse
cascade, in the considered point vortex gas the Richardson’s t3/2 scaling law can never be
recovered (it must be emphasized here that the ‘four-third’ diffusion law and the t3/2 parti-
cle separation law, although following from similar dimensional arguments, are not entirely
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equivalent: While the former follows from the latter, the opposite is not necessarily true).
We characterized the time evolution of the rms particle separation, ∆(t) locally, in the vicin-
ity of the inflexion point of the curve ∆(t) (where the behaviour of ∆ with time is practically
linear in the log-log scale) by the power law ∆(t) ∼ γtα(∆0) and found the dependence of α
and γ on the initial separation.
Finally, it must be noticed that, despite the deviation from the classical t3/2-law, the
considered two-dimensional vortex gas model of superfluid turbulence exhibits a regime of
greatly enhanced diffusion at intermediate times between the initial ballistic regime (∆ ∼ t)
and the random regime (∆ ∼ t1/2) at large times, in analogy to what happens in classical
turbulence.
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FIGURE CAPTIONS
FIG. 1: Formation of large-scale structures with non-zero integral vorticity in a two-
dimensional flow generated by quantized point vortices. Upper: Division of computational
domain into smaller subdomains. Lower: Evolution in subdomains of N+ − N−, where N+
and N− are the numbers of vortices of positive and negative polarity respectively (top –
subdomain A, bottom – subdomain D).
FIG. 2: Non-dimensional mean diffusivity d〈∆2〉/dt as a function of non-dimensional time.
N = 100 vortices (λ = 0.1). The curves from top to bottom correspond to the same values
of ∆0 as on Fig.2.
FIG. 3: Non-dimensional mean diffusivity as a function of rms separation ∆ = 〈∆2(t)〉1/2.
N = 100 vortices (λ = 0.1). Curves (from left to right): ∆0 = 0.01, 0.02, 0.05, 0.1 and 0.2.
Straight line has a slope 4/3.
FIG. 4: Trajectories of two fluid particles initially separated by ∆0 = 0.05. The particles
start near the point (0.75, 0.1).
FIG. 5: Non-dimensional rms separation ∆ = 〈∆2(t)〉1/2 as a function of non-dimensional
time. Upper: N = 100 vortices, non-dimensional mean intervortex distance λ = 0.1.
Lower: N = 20, λ ≈ 0.224. Within each graph curves from top to bottom: ∆0 =
0.3, 0.2, 0.1, 0.08, 0.05, 0.03, 0.02, 0.01, 0.005 and 0.02. The slope of straight lines is 3/2.
FIG. 6: Non-dimensional mean square separation at large times. Calculations were per-
formed for 500 vortices (λ ≈ 0.447), Nr = 100 flow realizations and Np = 1000 particle pairs
in the periodic box of size 10× 10. The straight line illustrates the diffusion law 〈∆2〉 ∼ t.
FIG. 7: Scaling law ∆ = λ−2γ(∆0, λ) t
α(∆0) for the rms separation in the vicinity of inflexion
point of the curves shown on Fig. 5. Upper: α as a function of non-dimensional initial
separation ∆0. Log-linear approximation (10) is shown by the straight line. Lower: γ as
a function of ∆0. Symbols: ? – mean intervortex distance λ = 0.1; ◦ – λ ≈ 0.141; + –
λ ≈ 0.158; B – λ ≈ 0.183; ∆ – λ ≈ 0.224; × – λ ≈ 0.316.
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