I. INTRODUCTION
In an asynchronous distributed system prone to crash failures and message omissions, providing efficient solutions to agreement problems is a key issue when designing faulttolerant applications. The problem of making a unique and everlasting sequence of decisions is crucial as it lies at the heart of important fault-tolerant techniques. The state machine approach [1] illustrates this concern. In this particular example, replicas of a critical server need to agree on a sequence of incoming requests. Such a sequence is usually constructed by repeatedly calling a Consensus service. Consensus is recognized as one of the most fundamental problems in distributed computing. We consider the context of asynchronous distributed systems in which processes can fail by crashing. By definition, a correct process is a process that never crashes. A process that deviates from its execution specification is considered to be faulty. The classical specification of the Consensus problem [2] requires that each participant proposes an initial value and, despite failures, all the correct processes decide on a single value selected out of these proposals. More formally, Consensus is defined by the following three requirements: 1) Agreement: No two correct processes decide on different values. 2) Termination: Every correct process eventually decides. 3) Validity: Any decided value is a proposed value. Asynchrony usually entails two main aspects: processes operate at arbitrary speed and there exists no upper bound on message transfer delays. What exactly makes Consensus hard? In fact, it has been proven that, in a pure asynchronous system, Consensus is impossible to solve [3] , known in the literature as the FLP impossibility result. Without any synchrony assumptions, there is no reliable way of detecting failures, as we do not know if a process is really crashed or just slow. Yet, under some well-identified additional synchrony properties, deterministic consensus protocols have been proposed. This PhD research focuses mainly on the Paxos protocol [4] , [5] and several of its variants.
As agreement protocols are used intensively, many works have been devoted to improving their performances. The algorithmic contribution of this PhD consists in developing an efficient framework that is adaptive, reaches fast decisions 1 Advisors: Michel Hurfin (INRIA) and Jean-Pierre Le Narzul (Télécom Bretagne) and ensures the persistence of all decision values. During the evaluation of the framework, called the Paxos-MIC protocol, we aimed at analyzing the performance of the protocol and observe its behavior in several specific scenarios. Consensus is intensively used as a building-block for higherlevel applications. Thus, part of our research focused on using Paxos-MIC as a support for a particular application. In [6] , we propose a cloud-based solution to support the execution of transactions in an ad-hoc network. Mobile agents migrate among the places of an ad-hoc network with the goal of building an itinerary that is able to commit a given transaction. The services offered by the cloud ensure reliability and atomic validation of transactions. They require reaching agreement on three types of decisions: the source of the itinerary, the itinerary itself and the outcome of this itinerary. The following section provides a general overview of the Paxos protocols. We then describe the key features of Paxos-MIC and its behavior in particular scenarios.
II. OVERVIEW OF THE PAXOS PROTOCOL
A common work-around to circumvent the impossibility result consists in extending asynchronous systems with synchrony properties. These properties are indirectly exploited by oracles: service modules that output useful information. During our research, we studied two types of oracles: failure detectors that typically output a list of suspected processes, and leader election services that provide the identity of a process trusted to be correct.
A. The Paxos Protocol
The original Paxos protocol was introduced by Lamport first in [4] and described later in [5] . In Paxos-like protocols, a participant to a consensus instance is neither required to propose an initial value nor to wait for a returned decision value. In fact, a splitting into several roles allows to get free from the classical rigid interaction scheme. Lamport has identified four basic roles: proposer, learner, coordinator, and acceptor. Proposers are entities that may provide initial values. It is assumed that at least one non-crashed proposer supplies an input during each consensus instance. The learners are in charge of detecting decision values. Proposers and learners are not involved in the convergence procedure, driven only by the interaction between coordinators and acceptors. A leader election service is used to eventually grant a privilege to a single coordinator. If a correct coordinator becomes the unique leader forever (or at least, till the current consensus instance ends), it is able to impose a selected value to a majority set of acceptors and to detect the successful termination of its attempt. Thus, by assumption, a majority of acceptors should never crash during the computation.
The Paxos protocol is based on a timestamp mechanism. When a coordinator is elected as a leader, it must determine the round number (also called ballot number) under which it will execute an attempt to converge towards a decision. The protocol execution proceeds in rounds, each round consists of two phases: a Prepare phase during which the leader gathers information from acceptors, and a Propose phase which represents the attempt of the leader to write its value to a majority of acceptors. If this attempt is successful, the leader can safely decide the value.
B. Making Paxos Fast
The usual metric for evaluating consensus protocols is the latency. The latency of reaching a decision is defined by the number of communication steps that link two events: "a value is available at a proposer" and "a decision value is acquired by a learner". During an execution of Paxos, a proposer is linked to a learner by a communication path of length six in the worst case (proposer → leader → acceptors → leader → acceptors → leader → learner). A first strategy allows to reduce the latency to four (proposer → leader → acceptors → leader → learner) when the elected leader remains stable (i.e. during long lasting failure-free synchronous periods). This optimization, namely the removal of the Prepare phase, is only suggested in the original descriptions of Paxos [4] , [5] . It is used by Lampson in [7] (where the notion of view is proposed) and by Martin and Alvisi in [8] (where the concept of regency is introduced). The FastPaxos protocol (without space) presented in [9] includes also -among numerous contributions -a rather complex implementation of this first optimization. Herein this first optimization is denoted O 1 . A second strategy, presented by Lamport in a protocol called Fast Paxos (with a blank) [10] , tries to take advantage from a low throughput of the flow of initial values provided by the proposers. It aims at reducing the number of communication steps to three (proposer → acceptors → leader → learner), in favorable circumstances. If all proposers provide the same initial value, a gain can be obtained during a new consensus instance by anticipating some part of the computation. Rather than being idle, a leader prepares the next consensus instance by sending a special value, denoted and called an Any value, to the acceptors. Once an acceptor receives it, it is allowed to adopt a value directly provided by a proposer. As such an initial value does not pass in transit through the leader, the decision latency is reduced. As the values adopted by different acceptors during an attempt are not necessarily equal, larger quorums have to be used. Moreover, when different values are proposed simultaneously, this second optimization (denoted O 2 ) can be counterproductive as it may require a time consuming recovery procedure.
The combination of these two types of optimization (O 1 and O 2 ) is studied in [11] and [12] . In [11] , Guerraoui and Al. introduce the notion of refined quorum system: optimization O 2 is a particular case in this more general model.
Whatever the circumstances, they obtain a latency corresponding to the faster strategy. Yet, the solution requires some more messages and this hybrid solution is well suited to the case of wide area network where the cost of communication has a high impact on the time required to reach a decision. While optimization O 2 is activated during each round in [11] and [12] , there exists a static a priori agreement between the participants, regarding the use of an Any value during a round in [10] .
III. OUR APPROACH: PAXOS-MIC
The main result obtained during this PhD work is the development and evaluation of an efficient framework for making fast and everlasting decisions, called Paxos-MIC, for Multiple Integrated Consensus.
A. An Adaptive Fast Paxos
The Paxos-MIC framework integrates the two optimizations described in section II. The main feature of our protocol is its adaptability: the decision to employ the second optimization is adopted by the leader during the computation. More precisely, as the use of the second optimization is risky, we identify at runtime if the context seems to be favorable or not. Without consulting with the other coordinators, the current leader chooses to use the second optimization only if it has been waiting for an initial value for some time. Furthermore, the protocol ensures the persistency of all the past decisions, without sending additional messages. All the decision values are logged in a reliable storage and can be retrieved at any time by learners. The protocol also extends the concept of round to cope with a sequence of consensus instances.
B. An Optional and Risky Optimization O 2
At runtime and for each consensus instance, the leader may choose to use O 2 or not. More precisely, this choice is made during the idle period based on a criterion called the trigger criterion. A simple specification of the trigger criterion can be based on the duration of the idle period. For example, O 2 is activated when the leader observes that the last consensus has been completed for more than ∆ 0 units of time. The quality of the trigger criterion is of most importance. It should be simple to be quickly evaluated at runtime and it should allow to predict the future with sufficient accuracy. In other words, the fact that the trigger criterion is verified has to be strongly correlated to the fact that the next consensus instance will be executed without any collisions. As a collision may occur when different proposers provide different values, the trigger criterion must ensure with a high probability that only one proposer/learner will participate in the next consensus instance (or all participants will propose the same initial value).
To activate the optimization O 2 , the leader sends a special mark denoted to the acceptors. The value is managed like any other initial value, except that no coordinator can decide < c, >. If an acceptor adopts the value, it is allowed to replace it later by a real initial value directly provided by a proposer/learner. A value can be chosen as the decision value by a coordinator only if the associated tagged value has been adopted by a quorum of acceptors. The definition of a quorum depends on the origin of the value. The Paxos-MIC protocols allows to distinguish an initial value that is directly provided by proposer/learner from a initial value that was passed by the leader. In the case of a direct value, the quorum, called an Any quorum must contain more than three-quarters of the acceptors. When the optimization O 2 is not used during the consensus instance, only a majority quorum is necessary. As an Any quorum is larger, the maximal number of tolerated failures f a has to be lower (or timeout mechanisms have to be used to prevent a deadlock). These larger quorums are more difficult to obtain as they require to collect more replies from the acceptors.
IV. EVALUATION

A. Paxos-MIC Implementation
The code of Paxos-MIC can be found in [13] , [14] . Paxos-MIC has been implemented in Java on top of EVA [15] , an event-based distributed framework which is part of the Inria Gforge project PROMETEUS. The main abstractions of EVA are entities, events and components. Entities provide the core functionality of the protocol. Typed events convey data that has to be exchange between entities. A component is defined by a set of entities sharing a same event channel. Special entities (listener/notifier) dedicated to network communication are provided by the EVA framework to allow events transmission between remote entities (located at different nodes).
B. Experimental settings
Our experiments were carried out in the Grid'5000 experimental platform. Grid'5000 provides to the community of researchers a testbed allowing experiments for distributed computing research. The infrastructure of Grid'5000 is geographically distributed on different sites located at different places through the French territory. More than 20 clusters spread over 9 sites are available and each cluster includes up to 64 computing nodes. Within a cluster, the computing nodes are homogeneous (same processor) but they are heterogeneous over multiple clusters. Our current implementation of the Paxos-MIC protocol uses multicast listener/notifiers between nodes located on the same site. UDP Relays are used to transmit multicast packets to nodes located at remote sites connected by routers that do not forward multicast traffic.
C. Results
The protocol's evaluation enabled us to identify i) the interest of using either only O 1 or both O 1 and O 2 , ii) the main factors that have an impact on the protocol, iii) the cost of O 2 when this optimization is used in bad circumstances, and iv) the potential impact of deploying different roles on remote nodes. A testing scenario is described by the following parameters: the number of participating entities, the localization and distribution of the entities on different nodes of Grid'5000, the pattern of the consensus sequence. This last parameter characterizes the structure of consensus sequences: the number of consensus sequences and the time between the executions of two consecutive instances (also called the delay). We carried out most of our experiments in an environment setup consisting of 5 acceptors and 3 coordinators deployed on a local cluster. We also considered that a proposer acts as a learner and we measured the latency of O 1 and O 2 when executing 400 consensus instances. With each testing scenario, we gradually altered each parameter and observed its impact on the protocol's behavior. Participation to several consensus instances: The usual pattern of a consensus sequence is the following: once a proposer obtains the decision for consensus c, it immediately provides an initial value for the following consensus, c + 1. For our first scenario, we modified this common behavior by allowing the proposer to simultaneously participate to two consecutive consensus sequences: when it receives the decision for consensus c it proposes for consensus c + 2. In that case, the total cost corresponding to the execution of a series of 400 consensus decreases by 29%. Delays: By varying the delay between two consecutive consensus instances, we also observed how the protocol behaves in more "stressful" conditions. A rapid succession of consensus instances leads to an increase in the latency of both optimizations (however, it does not exceed 10%). Scalability: One of our goals was to assess how the protocol scales when the number of coordinators and acceptors increases. A higher number of acceptors (up to 51) impacts the second optimization to a greater extent than the first optimization, as O 2 requires greater quorums. However, up to 50 acceptors, the worst performance of O 2 (in favorable circumstances) is never higher than 4%. Collisions: The optimal conditions in which O 2 has a positive impact on the latency, require the absence of collisions. In order to simulate the degradation of these conditions, we introduce the notion of probability. In the case of 2 proposers, p is defined as the probability that an acceptor adopts the value from the first proposer while (1-p) is the probability to adopt the value from the second one. In a second step, we extended the previous scenario by increasing the number of colliding proposals. For a given number x of simultaneous proposals, we consider the worst case: all values have equal chances of being selected by acceptors (the probability for each value is p = 1 x ). The results show that as soon as a collision appears, the latency increases considerably as its value becomes twice as much. By increasing the number of colliding proposals, the chances of a leader gathering the same value from an Any quorum of acceptors, decrease and thus impacting the latency of O 2 . However, the degradation is still reasonable even if the number of collisions increases. Optimization O 1 is not impacted by collisions. Localization: Another parameter that influences the protocol's latency is the localization of the entities. For this purpose, we deployed the entities on four different sites of Grid5000: Rennes, Lille, Orsay and Toulouse. The best scenario for O 2 requires that all entities are co-located. In this way, the proposer is able to rapidly reach both the leader and the acceptors. As soon as one acceptor relocates on a different site, O 2 increases in latency, while O 1 is less impacted by this change. By spreading acceptors over 3 different sites, we observe a slight variation of the latencies for both optimizations. Applications: We considered an application for securing a Web server and showed that a simple trigger criterion can be tuned during a learning phase to predict effectively collisions. All our results demonstrate that there is a real interest in using cleverly the second optimization in addition of course to the first one. As mentionned in Section I, we also study the use of consensus in the context of transactional agents.
V. CONCLUSION AND FUTURE WORK
We address the Consensus problem in asynchronous distributed systems and propose a protocol for reaching fast everlasting decisions. The protocol is adaptive as it tries to obtain the best performance gain depending on the current context. Between two consecutive consensus instances, the leader determines if the second optimization has to be triggered or not. We analyzed its behavior when both optimizations (or just the first) are used. We studied favorable and unfavorable scenarios where the second optimization may lead to an additional cost. As future directions, we plan to explore other testing scenarios that would enable us to refine the analysis conducted so far. Furthermore, we have recently directed our research towards solving consensus in anonymous systems. For security purposes, it is important that the identity of the leader is not known as this particular process represents a target for any attacker.
