Abstract. In this paper, we construct stationary classical solutions of the incompressible Euler equation approximating singular stationary solutions of this equation. This procedure is carried out by constructing solutions to the following elliptic problem 
Introduction and main results
The incompressible Euler equations 1) describe the evolution of the velocity v and the pressure P in an incompressible flow. In R 2 , the vorticity of the flow is defined by ω = ∇ × v := ∂ 1 v 2 − ∂ 2 v 1 , which satisfies the equation
Suppose that ω is known, then the velocity v can be recovered by Biot-Savart law as following:
where x ⊥ = (x 2 , −x 1 ) if x = (x 1 , x 2 ). One special singular solutions of Euler equations is given by ω = m i=1 κ i δ x i (t) , which is related
and the positions of the vortices x i : R → R 2 satisfy the following Kirchhoff law:
where W is the so called Kirchhoff-Routh function defined by
In simply-connected bounded domain Ω ⊂ R 2 , similar singular solutions also exist. Suppose that the normal component of v vanishes on ∂Ω, then the Kirchhoff-Routh function is
where G is the Green function of −∆ on Ω with 0 Dirichlet boundary condition and H is its regular part (the Robin function). Let v n be the outward component of the velocity v on the boundary ∂Ω, then we see that ∂Ω v n = 0 due to the fact that ∇ · v = 0. Suppose that v 0 is the unique harmonic field whose normal component on the boundary ∂Ω is v n , then v 0 satisfies It is known that critical points of the Kirchhoff-Routh function W give rise to stationary vortex points solutions of the Euler equations. As for the existence of critical points of W given by (1.2), we refer to [5] .
Roughly speaking, there are two methods to construct stationary solutions of the Euler equation, which are the vorticity method and the stream-function method. The vorticity method was first established by Arnold and Khesin [3] and further developed by Burton [7] and Turkington [23] .
The stream-function method consists in observing that if ψ satisfies −∆ψ = f (ψ) for some function f ∈ C 1 (R), then v = (∇ψ) ⊥ and P = F (ψ) − f (s)ds. Moreover, the velocity v is irrotational on the set where f (ψ) = 0.
Set q = −ψ 0 and u = ψ − ψ 0 , then u satisfies the following boundary value problem
(1.6)
In addition, if we suppose that inf Ω q > 0 and f (t) = 0, t ≤ 0, the vorticity set {x : f (ψ) > 0} is bounded away from the boundary. The motivation to study (1.6) is to justify the weak formulation for point vortex solutions of the incompressible Euler equations by approximating these solutions with classical solutions.
Marchioro and Pulvirenti [19] have approximated these solutions on finite time intervals by considering regularized initial data for the vorticity. On the other hand, the stationary point vortex solutions can also be approximated by stationary classical solutions. See e.g. [6, 21, 22, 23, 24] and the references therein. It is worth pointing out that the above approximations can just give explanation for the formulation to single point vortex solutions. In this paper, we will show that multi-point vortex solutions can be approximated by stationary classical solutions. There are many results for problem (1.6) on the existence and asymptotic behavior of solutions under various assumptions. In [4, 6, 12, 21, 23] , the constrained variation methods were used to find solutions for the equation
under the constraint Ω F (u − q) = µ, where λ > 0 is a Lagrange multiplier a priori unknown. On the other hand, in [1, 2, 20, 24, 25] , the solutions were obtained by using Mountain Pass Lemma for various nonlinearities. For the asymptotic behavior, Berger and Fraenkel [6] began studying the asymptotic behavior for variable µ and q, but the lack of information about λ is still an obstacle. To avoid this obstacle, Yang [24] studied the minimization of the functional
uf (u − q) = 0 and obtained the asymptotic behavior of the solutions u ε as ε → 0 for Ω = R 2) . Later on, similar results were obtained in [15] for bounded domains with additional information that q(x ε ) → min Ω q. However, it has been pointed out in [22] that the solutions obtained above corresponded to desingularization of point-vortex solutions with vanishing vorticity. To get non-vanishing vortex solutions, D. Smets and J. Van Schaftingen [22] investigated the following problem 8) and gave exact asymptotic behavior and expansion of the least energy solution by estimating the upper bounds on the energy. The solutions for (1.9) in [22] were obtained by finding a minimizer of the corresponding functional in a suitable function space, which can only give approximation to a single point non-vanishing vortex. This method is hard to obtain multiple non-vanishing solutions.
In this paper, we approximate stationary vortex solutions of Euler equations (1.1) with multiple non-vanishing vorticity by stationary classical solutions.
Our main result concerning (1.1) is the following:
, there exists ε 0 > 0, such that for each ε ∈ (0, ε 0 ), problem (1.1) has a stationary solution v ε with outward boundary flux given by v n , such that its vorticities ω ε satisfying
The simplest case, corresponding to a single point vortex ( m = 1 ) was studied by Smets and Van Schaftingen [22] by minimizing the corresponding energy functional. In their paper W(x 1, ε ) → sup x∈Ω W(x). Even in the case m = 1, our result extends theirs to general critical points (with additional assumption that the critical point is nondegenerate). The method used in [22] can not be applied to deal with general critical point cases. The method used here is constructive and is completely different from theirs. Remark 1.3. In this case that m = 1 suppose that x 1 is a strict local maximum(or minimum) point of Kirchhoff-Routh function W(x) defined by (1.5), statement of Theorem 1.1 still holds which can be proved similarly(see Remark 1.5). Thus we can obtain corresponding existence result in [22] . Theorem 1.1 is proved via considering the following problem
For the case m = 1 suppose that x 1 is a strict local maximum(or minimum) point of Kirchhoff-Routh function W(x) defined by (1.5), statement of Theorem 1.4 still holds which can be proved by making corresponding modification of the proof of Theorem 1.4 in obtaining critical point of K(z) defined by (4.1)(see Propositions 2.3,2.5 and 2.6 [9] for detailed arguments).
For domains which may not be simply-connected, we show in the following result that the topology of the domain plays an important role in the existence of solutions. Theorem 1.6. Suppose that the homology of Ω is nontrivial. Then, for any positive integer m, there exists ε 0 > 0, such that for each ε ∈ (0, ε 0 ), (1.9) has a solution u ε , such that the set Ω ε,i = {x :
Since m is arbitrary, from Theorem 1.6, we can see that the number of solutions for (1.10) is unbounded as δ → 0. Not as in [22] where (1.9) is investigated directly, we prove Theorem 1.1, Theorem 1.4 and Theorem 1.6 by considering an equivalent problem of (1.9) instead. Let w = 2π | ln ε| u and δ = ε(
We will use a reduction argument to prove Theorem 1.4 and Theorem 1.6. To this end, we need to construct an approximate solution for (1.10). For the problem studied in this paper, the corresponding "limit" problem in R 2 has no bounded nontrivial solution. So, we will follow the method in [10, 11] to construct an approximate solution. Since there are two parameters δ, ε in problem (1.10), which causes some difficulty, we must take this influence into careful consideration and give delicate estimates in order to perform the reduction argument. For example we need to consider (s 1,δ , · · · , s m,δ ) and (a 1,δ , · · · , a m,δ ) together in Lemma 2.1.
As a final remark, we point out that problem (1.10) can be considered as a free boundary problem. Similar problems have been studied extensively. The reader can refer to [8, 10, 11, 13, 16] for more results on this kind of problem.
This paper is organized as follows. In section 2, we construct the approximate solution for (1.10). We will carry out a reduction argument in section 3 and the main results will be proved in section 4. We put some basic estimates in the appendix.
Approximate solutions
In the section, we will construct approximate solutions for (1.10). Let R > 0 be a large constant, such that for any x ∈ Ω, Ω ⊂⊂ B R (x). Consider the following problem:
where a > 0 is a constant. Then, (2.1) has a unique solution W δ,a , which can be written as
where φ(x) = φ(|x|) is the unique solution of
Moreover, by Pohozaev identity, we can get that
. Because W δ,z,a does not vanish on ∂Ω, we need to make a projection. Let P W δ,z,a be the solution of
where g(x, z) satisfies
It is easy to see that
where h(x, z) = −H(x, z).
We will construct solutions for (1.10) of the form
where z j ∈ Ω for j = 1, · · · , m, ω δ is a perturbation term. To obtain a good estimate for ω δ , we need to choose a δ,j properly. By (2.3), we have
. In this paper, we always assume that z j ∈ Ω satisfies
where ̺ > 0 is a fixed small constant andL > 0 is a fixed large constant.
satisfying the following system
and
)
Proof. We will show that system (2.6)-(2.7) has a solution (
]. It is easy to see, for fixed (
then it is easy to verify that
By the Poincaré-Miranda Theorem in [14, 18] , we can get (s δ,1 , · · · , s δ,m ) such that θ i (s δ,1 , · · · , s δ,m ) = 0. Therefore we have completed our proof of Lemma 2.1.
For simplicity, for given Z = (z 1 , · · · , z m ), in this paper, we will use a δ,i ,s δ,i instead of
Remark 2.2. More precisely, we have the following relation 1 ln
Indeed, (2.8) can be deduced from (2.6)(see [11] , for example). (2.9) can been deduced from (2.8) and (2.7). Differentiating both sides of (2.6) and (2.7) with respect to z j, h we can get a linear system of ∂a δ,i ∂z j,h and ∂s δ,i ∂z j,h , which will deduces (2.10).
From now on we will always choose (a δ,1 , · · · , a δ,m ) and (s δ,1 , · · · , s δ,m ) such that (2.6) and (2.7) are satisfied. For (a δ,1 , · · · , a δ,m ) and (s δ,1 , · · · , s δ,m ) chosen in such a way define
Then, we find that for x ∈ B Ls δ,i (z i ), where L > 0 is any fixed constant,
| ln ε| , and for j = i and x ∈ B Ls δ,i (z i ), by (2.2)
So, by using (2.7), we obtain
(2.12)
We end this section by giving the following formula which can be obtained by direct computation and will be used in the next two sections.
(2.13)
Then w ∈ C 1 (R 2 ). Since φ ′ (1) < 0 and ln |x| is harmonic for |x| > 1, we see that w satisfies
Consider the following problem:
2) It is easy to see that
, is a solution of (3.2). Moreover, from Dancer and Yan [11] , we know that w is also non-degenerate, in the sense that the kernel of the operator Lv := −∆v − pw
3) where ̺ > 0 is a fixed small constant, andL > 0 is a large constant.
Let P δ,Z,j be the function defined in (2.11). Set
For any u ∈ L p (Ω), define Q δ u as follows:
where the constants
Since Ω ∂P δ,Z,j ∂z j,h Q δ u = 0, the operator Q δ can be regarded as a projection from L p (Ω) to F δ,Z . In order to show that we can solve (3.4) to obtain b j,h , we just need the following estimate ( by (2.10) and (2.13)):
Set
We have the following lemma.
Lemma 3.1. There are constants ρ 0 > 0 and δ 0 > 0, such that for any δ ∈ (0,
Proof. Set s n,j = s δn,j . We will use
We argue by contradiction. Suppose that there are δ n → 0, Z n satisfying (3.3) and
Firstly, we estimate b j,h,n in the following formula:
For each fixed i, multiplying (3.6) by
Using (2.12) and Lemma A.1, we obtain
Using (3.5), we find that
Thus, we obtain
For any fixed i, defineũ i,n (y) = u n (s n,i y + z i,n ). LetL
Noting that δ n s n,i
As a result,L
where Ω n = y : s n,i y + z i,n ∈ Ω . Since ũ i,n ∞ = 1, by the regularity theory of elliptic equations, we may assume that
Then, by Lemma A.1, we find that u i satisfies
Now from the Proposition 3.1 in [11] , we have
Since Ω ∆ ∂P δn,Zn,i ∂z i,h u n = 0, we find that
which, together with (3.7), gives u i = 0. Thus,
for any L > 0, which implies that u n = o(1) on ∂B Ls n.i (z i,n ). By assumption,
On the other hand, by Lemma A.1, for j = 1, · · · , m, we have
Thus, we find that
Ls n,i (z i,n ). However, u n = 0 on ∂Ω and u n = o(1) on ∂B Ls n,i (z i,n ), i = 1, · · · , m. So we have u n = o(1). This is a contradiction. Proposition 3.2. Q δ L δ is one to one and onto from E δ,Z to F δ,Z .
Proof. Suppose that Q δ L δ u = 0. Then, by Lemma 3.1, u = 0. Thus, Q δ L δ is one to one.
Next, we prove that Q δ L δ is an onto map from E δ,Z to F δ,Z . DenoteẼ
Note that E δ,Z =Ẽ ∩ W 2,p (Ω). For anyh ∈ F δ,Z , by the Riesz representation theorem, there is a unique u ∈ H 1 0 (Ω), such that
On the other hand, fromh ∈ F δ,Z , we find that u ∈Ẽ. Moreover, by the L p -estimate, we deduce that u ∈ W 2,p (Ω). As a result, u ∈ E δ,Z . Thus, we see that Q δ (−δ 2 ∆) = −δ 2 ∆ is an one to one and onto map from E δ,Z to F δ,Z . On the other hand, Q δ L δ u = h is equivalent to
It is easy to check that δ
By the Fredholm alternative, (3.9) is solvable if and only if
has trivial solution, which is true since Q δ L δ is a one to one map. Thus the result follows.
Now consider the equation
10) where 11) and
(3.12)
Using Proposition 3.2, we can rewrite (3.10) as
13) The next Proposition enables us to reduce the problem of finding a solution for (1.10) to a finite dimensional problem.
Proposition 3.3.
There is an δ 0 > 0, such that for any δ ∈ (0, δ 0 ] and Z satisfying (3.3), (3.10) has a unique solution ω δ ∈ E δ,Z , with
Proof. It follows from Lemma A.1 that if L is large enough, δ is small then
Then M is complete under L ∞ norm and G δ is a map from E δ,Z to E δ,Z . We will show that G δ is a contraction map from M to M.
Step 1. G δ is a map from M to M. For any ω ∈ M, similar to Lemma A.1, it is easy to prove that for large L > 0, δ small
Note also that for any u ∈ L ∞ (Ω),
B Ls δ,j (z j ). Therefore, using Lemma A.1, (3.11) and (3.12), we find that for any ω ∈ M,
Thus, for any ω ∈ M, we have
It follows from (3.4)-(3.5) that the constant b j,h , corresponding to u ∈ L ∞ (Ω), satisfies
, we find that the constant b j,h , corresponding to l δ + R δ (ω) satisfies
As a result,
On the other hand, from Lemma A.1 and (2.12), we can deduce
For the estimate of R δ (ω) p , we have
Thus, G δ is a map from M to M.
Step 2. G δ is a contraction map. In fact, for any ω i ∈ M, i = 1, 2, we have
Noting that
, we can deduce as in Step 1 that
Combining
Step 1 and Step 2, we have proved that G δ is a contraction map from M to M. By the contraction mapping theorem, there is an unique ω δ ∈ M, such that ω δ = G δ ω δ . Moreover, it follows from (3.17) that
Proof of The main results
In this section, we will choose Z, such that m j=1 P δ,Z,j +ω δ , where ω δ is the map obtained in Proposition 3.3, is a solution of (1.10).
Define
It is well known that if Z is a critical point of K(Z), then m j=1 P δ,Z,j + ω δ is a solution of (1.10).
In the following, we will prove that K(Z) has a critical point.
Lemma 4.1. We have
Proof. Recall that
We have
Using Proposition 3.3 and (3.14), we find
On the other hand,
Finally, we estimate δ
Hence, by (2.12), we have
So we can obtain that
Lemma 4.2. We have
Proof. First, we have
Since ω δ ∈ E δ,Z , we have
Differentiating the above relation with respect to z i,h , we can deduce
On the other hand, using (3.16) (for the definition of R δ (ω), see (3.12)), we obtain
Thus, the estimate follows.
where η > 0 is a small constant and ̺ > 0 is a fixed small constant. Let
where Ω ̺ = y : y ∈ Ω, d(y, ∂Ω) ≥ ̺ , andL > 0 is a large constant.
Lemma 4.3. Z(t) does not leave D before it reaches K c δ,1 .
Proof. Note that
if z is close to ∂Ω, where n is the outward normal unit vector of ∂{x :
} andz is the reflection point of z with respect to ∂Ω. Suppose that there is t 0 > 0, such that Z(t 0 ) =:
(1) Suppose that there are i, j ∈ {1, 2, · · · , m}, such that i = j and
for any i, j, where C ′ > 0. Thus, we havē
Then, by Lemma 4.1 and Proposition A.2, we have
(2) Suppose that there is i, such that z i ∈ ∂Ω ̺ . Let n be the outward unit normal of ∂Ω ̺ at z i . We have
where n is the outward normal unit vector of ∂Ω ̺ at z i . On the other hand, if z j ∈ Ω ̺ , j = i, satisfies
So, we obtain
As a result, by Lemma 4.2 and Proposition A.3, we have
On the other hand, we derive from (4.3)
wherez i is the reflection point of z i with respect to ∂Ω. It is easy to check that if |z j − z i | ≤ M̺, where M > 0 is a fixed large constant, then
Therefore, the flow does not leave D.
Proof of Theorem 1.6. We will prove that K(Z) has a critical point in
It is easy to see that K c δ,2 = D and
On the other hand, take R large enough such that inf
which implies that there are i = j, such that
So, there is a α > 0, independent of δ, such that
Therefore,
Filling the hole
On the other hand, Z : z i ∈ Ω ̺ , z i = z j , for some i = j is a deformation retract of Z : z i ∈ Ω ̺ , |z i − z j | ≤ ̺ α , for some i = j if ̺ > 0 is small. Using (4.5), we see that
This is impossible if Ω has nontrivial homology.
Thus we get a solution w δ for (1.10). Let u ε = | ln ε| 2π
, it is not difficult to check that u ε has all the properties listed in Theorem 1.6 and thus the proof of Theorem 1.6 is complete.
Remark 4.4. In the proof of Theorem 1.6, what we actually need is that the following function
as well as its small perturbation (in a suitable sense) has a critical point in D. Moreover, using the estimates as in Lemma 4.2, it is easy to see that if m j=1 P δ,Z δ ,j (x) + ω δ is a solution of (1.10), and Z δ → Z 0 as δ → 0, then Z 0 is a critical point of Φ(Z). Thus, stable critical point of Kirchhoff-Routh function W(Z) implies that K(Z) has a critical point. So the result follows. Now we are in the position to prove Theorem 1.1.
Proof of Theorem 1.1. By Theorem 1.4, we obtain that u ε is a solution to (1.9) . Set
then (v ε , P ε ) forms a stationary solution for problem (1.1). We now just need to verify 
