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Abstrat
In a reent paper by two of the authors, the onepts of upwards
and downwards ǫ-movability were introdued, mainly as a tehnial
tool for studying dynamial perolation of interating partile systems.
In this paper, we further explore these onepts whih an be seen as
renements or quantiations of stohasti domination, and we relate
them to previously studied onepts suh as uniform insertion tolerane
and extratability.
AMS subjet lassiation: 60G99.
Keywords and phrases: nite energy, stohasti domination, ex-
tratibility, rigidity
1 Introdution
In [3℄, Broman and Steif introdued ertain renements of stohasti domi-
nation, whih we all upwards and downwards ǫ−movability; see Denition
1.1 below. These onepts were introdued mainly as a tehnial tool in
the analysis of dynamial perolation for interating partile systems, but
they turn out to be interesting in their own right. In the present paper, we
explore these onepts further and relate them to various previously studied
onepts.
Let S be a ountable set. For p ∈ [0, 1], let every s ∈ S, independently
of all other elements in S, take value 1 with probability p and take value 0
with probability 1− p. We let πp denote the orresponding produt measure
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on {0, 1}S . When talking about produt measures on {0, 1}S , we will always
mean these uniform ones (with the same p for every s ∈ S).
Let µ be an arbitrary probability measure on {0, 1}S . For ǫ ∈ (0, 1), we
will let µ(+,ǫ) denote the distribution of the proess obtained by rst hoosing
an element of {0, 1}S aording to µ and then independently hanging eah 0
to a 1 with probability ǫ. Similarly, we will let µ(−,ǫ) denote the distribution
of the proess obtained by rst hoosing an element of {0, 1}S aording to
µ and then independently hanging eah 1 to a 0 with probability ǫ. Finally,
for δ ∈ (0, 1), we let µ(−,ǫ,+,δ) denote the distribution of the proess obtained
by rst hoosing an element of {0, 1}S aording to µ and then independently
hanging eah 0 to a 1 with probability δ and eah 1 to a 0 with probability
ǫ.
It turns out that for any ǫ ∈ [0, 1), µ
(+,ǫ)
1 = µ
(+,ǫ)
2 implies that µ1 = µ2.
To see this, it sues to hek that µ1(A) = µ2(A) for events A of the
type all s ∈ S′ take value 0 where S′ ⊆ S (this is easy), and then use
inlusion-exlusion. Similarly, of ourse, µ
(−,ǫ)
1 = µ
(−,ǫ)
2 implies µ1 = µ2.
For σ, σ′ ∈ {0, 1}S we write σ  σ′ if σ(s) ≤ σ′(s) for every s ∈ S. A
funtion f : {0, 1}S → R is inreasing if f(σ) ≤ f(σ′) whenever σ  σ′. For
two probability measures µ, µ′ on {0, 1}S , we say that µ is stohastially
dominated by µ′, and write µ  µ′, if for every ontinuous inreasing
funtion f we have that µ(f) ≤ µ′(f). (µ(f) is shorthand for
∫
fdµ.) By
Strassens theorem (see [9, p. 72℄), this is equivalent to the existene of random
variables X,X ′ ∈ {0, 1}S suh that X has distribution µ, X ′ has distribution
µ′, and X  X ′ a.s. This is also equivalent to µ(A) ≤ µ′(A) for all up-sets
A where an up-set is a set whose indiaor funtion IA is inreasing. From
now on ∼ will mean has distribution.
Denition 1.1 Let (µ1, µ2) be a pair of probability measures on {0, 1}
S ,
where S is a ountable set. Assume that µ1  µ2. If, given ǫ > 0, we have
µ1  µ
(−,ǫ)
2 ,
then we say that the pair (µ1, µ2) is downwards ǫ-movable. (µ1, µ2) is said
to be downwards movable if it is downwards ǫ-movable for some ǫ > 0.
Analogously, if, given ǫ > 0, we have
µ
(+,ǫ)
1  µ2,
then we say that the pair (µ1, µ2) is upwards ǫ-movable, and we say that
(µ1, µ2) is upwards movable if the pair is upwards ǫ-movable for some
ǫ > 0.
Note that if we restrit to the ase where both µ1 and µ2 are produt
measures, then these onepts beome trivial.
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In [3℄ a onsiderable amount of eort was spent on trying to show down-
wards movability when the pair onsidered was two stationary distributions,
orresponding to two dierent parameter values, for some spei interating
partile system. In partiular, the so alled ontat proess (see Liggett [10℄
for denitions and a survey) was investigated. Considering (µ1, µ2), where
µi is the upper invariant measure for the ontat proess with infetion rate
λi, it was shown in [3℄ that if λ1 < λ2, then the pair is downwards movable.
Another result from [3℄ is that if µ1  µ2, µ2 satises the FKG lattie
ondition (see [9, p. 78℄) and
inf
S˜⊂S
|S˜|<∞
inf
s∈S˜
ξ∈{0,1}S˜\s
[µ2(σ(s) = 1|σ(S˜ \ s) ≡ ξ)− µ1(σ(s) = 1|σ(S˜ \ s) ≡ ξ)] > 0
then (µ1, µ2) is downwards movable. This however is not suient to get
the result for the ontat proess mentioned above sine by [11℄, the upper
invariant measure for the ontat proess on Z does not satisfy the FKG
lattie ondition when λ < 2.
In the present paper, we will onentrate on the ase where µ1 is a produt
measure but µ2 is not. We now proeed with some further explanations and
denitions needed to state our main results, Theorems 1.5 and 1.9 below. In
Setions 25, we will establish a number of examples and auxiliary results,
while Setion 6 will tie things together giving proofs of Theorems 1.5 and
1.9.
For a probability measure µ on {0, 1}S , dene psup,µ by
psup,µ := sup{p ∈ [0, 1] : πp  µ}.
Sine the relation  is preserved under weak limits we see that
πpsup,µ  µ
and so the supremum is ahieved. Therefore we also denote this by pmax,µ.
If pmax,µ = 0, then trivially (πpmax,µ , µ) is downwards movable but not
upwards movable. Assume next that µ is a probability measure with pmax,µ >
0. If p ∈ [0, pmax,µ), then the pair (πp, µ) is trivially upwards movable. It
is also easy to see that it is downwards movable by arguing as follows. By
Strassen's theorem, we may hoose X ∼ µ and Y ∼ πpmax,µ suh that X ≥ Y
a.s. Then hoose ǫ > 0 suh that (1 − ǫ)pmax,µ > p, and let Z ∼ π1−ǫ be
independent of both X and Y . We obtain min(X,Z) ≥ min(Y,Z) a.s., and
sine min(Y,Z) ∼ πpmax,µ(1−ǫ) we onlude that
πp  µ
(−,ǫ),
as desired.
The nal ase we are left with (when one of the measures is a uniform
produt measure) is (πpmax,µ , µ) with pmax,µ > 0. This pair is by denition
not upwards movable, but we believe it is an interesting question to ask if it
is downwards movable and this question motivates the following denition.
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Denition 1.2 We say that µ is nonrigid if the pair (πpmax,µ , µ) is down-
wards movable and otherwise we will say that µ is rigid.
All uniform produt measures other than δ0 are trivially rigid while all
µ suh that pmax,µ = 0 are trivially nonrigid. Heuristially, it is natural to
expet that as long as pmax,µ > 0, then typially µ should be rigid. This issue
turns out to be quite intriate, however; see Proposition 4.1 and Theorem
4.2 below.
Other well known onepts whih have arisen in a number of problems
and whih we feel belong to this same irle of ideas are those of nite energy
(Newman and Shulman [17℄) and insertion and deletion tolerane (Lyons
and Shramm [14℄).
Denition 1.3 We say that µ is ǫ-insertion tolerant if for any s ∈ S, we
have that
µ(σ(s) = 1|σ(S \ s)) ≥ ǫ a.s. (1)
We say that µ is uniformly insertion tolerant if it is ǫ-insertion tolerant
for some ǫ > 0. The analogous notions of ǫ-deletion tolerant and uni-
formly deletion tolerant are dened similarly (the 1 is replaed by 0).
Finally, we say µ has nite ǫ-energy if it is both ǫ-insertion tolerant and
ǫ-deletion tolerant, and that it has uniform nite energy if it has nite
ǫ-energy for some ǫ > 0.
Also losely related are the following notions of extratability; we disuss
some bakground on this onept at the end of the introdution.
Denition 1.4 We all µ ǫ-upwards extratable if there exists a prob-
ability measure ν suh that µ = ν(+,ǫ). We all µ uniformly upwards
extratable if it is ǫ-upwards extratable for some ǫ > 0. The notions
of ǫ-downwards extratable and uniformly downwards extratable
are dened analogously (the + is replaed by −). Finally, µ is alled ǫ-
extratable if there exists a probability measure ν suh that µ = ν(−,ǫ,+,ǫ),
and it is alled uniformly extratable if it is ǫ-extratable for some ǫ > 0.
We are now equipped with all the denitions needed to state our main theo-
rem. We refer to Figure 1 for a omprehensive diagram over the impliations
and non-impliations that the theorem asserts.
Theorem 1.5 Let S be a ountable set and onsider the following properties
of a probability measure µ on {0, 1}S :
(I) µ is uniformly upwards extratable.
(II) µ is uniformly insertion tolerant.
(III) µ is rigid.
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(IV) There exists a p > 0 suh that πp  µ.
We then have that (I) ⇒ (II)⇒ (IV) and that (I)⇒ (III)⇒ (IV) while none
of the four orresponding reverse impliations hold. Also, (III) does not imply
(II). Moreover, with S = Z, there exist translation invariant examples for all
of the asserted nonimpliations.
In addition, it turns out that (IV) does not even imply (II) or (III); see
Remark 4.4. Note that we have not managed to work out whether or not
(II) implies (III).
PSfrag replaements
I
II
III
IV
Figure 1. Hasse diagram of the impliations between properties (I),
(II), (III) and (IV) in Theorem 1.5: we have proved that one property
implies another i there is a downwards path in the diagram from the
former to the latter. We do not know whether the dashed line between
(II) and (III) should be there or not, i.e., whether or not uniform
insertion tolerane implies rigidity. As will be seen in Theorem 1.7,
the desired impliation (II) ⇒ (III) holds under an additional FKG-
like assumption. If we restrit to nite S, then some of the impliations
will turn into equivalenes; see Theorem 1.9.
Some of the asserted impliations are easy: (I) trivially implies (II). The
impliation (III) ⇒ (IV) is also trivial as we saw. It is a diret appliation
of Holley's inequality (see, e.g., [4, Theorem 4.8℄) to see that ǫ-insertion
tolerane implies that πǫ  µ, whene (II) implies (IV). Thus, apart from
the impliation (I) ⇒ (III) (whih is in fat not so hard either), we see all
the impliations laimed in the theorem. Therefore our interest in Theorem
1.5 is more in the ounterexamples showing the distintion between some of
these properties rather than in the impliations.
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As mentioned above, we do not know in general whether (II) implies (III).
However Theorem 1.7 provides us with a partial answer, telling us that this
is true under the extra assumption of µ being downwards FKG, a property
weaker than satisfying the FKG lattie ondition and dened as follows.
Denition 1.6 A measure µ on {0, 1}S is downwards FKG if for any nite
S′ ⊂ S and any inreasing subsets A,B
µ(A ∩B|σ(S′) ≡ 0) ≥ µ(A|σ(S′) ≡ 0)µ(B|σ(S′) ≡ 0).
The onept of downwards FKG was made expliit in [12℄ where it was shown,
among other things, that for suh translation invariant measures, stohasti
domination of a produt measure has a very simple haraterization. As
mentioned before, the upper invariant measure for the ontat proess in one
dimension and with λ < 2 is known to not satisfy the FKG lattie ondition.
In addition this is believed to be true for any value of λ and any dimension.
However, it was proven in [2℄ that it is downwards FKG for any dimension
and for all values of λ. This result was then exploited in [12℄ to show that the
upper invariant measure for the ontat proess dominates produt measures
despite the fat that the measure is not uniformly insertion tolerant.
Theorem 1.7 Let µ be a translation invariant downwards FKG measure on
{0, 1}Z
d
. Then (II) implies (III).
In Setion 5 we prove an easy tehnial lemma that together with some results
of [15℄ will give us the following theorem (see Setion 5 for the denition of
onditional negative assoiativity).
Proposition 1.8 Let µ be a translation invariant, onditionally negatively
assoiated measure on {0, 1}Z. Then (IV) implies (III).
If we restrit to nite S, then further impliations between the various prop-
erties are available. By the support of a measure µ on {0, 1}S , denoted by
supp(µ), we mean {ξ ∈ {0, 1}S : µ(σ(S) ≡ ξ) > 0}.
Theorem 1.9 Let S be nite, and onsider properties (I)(IV) of probability
measures on {0, 1}S . We then have
(I) ⇔ (II)⇔ supp(µ) is an up-set, (2)
and
(III) ⇔ (IV)⇔ µ(σ(S) ≡ 1) > 0. (3)
Consequently, the properties in (2) imply those in (3) but not vie versa.
Note in partiular that if we are in the full support ase, then (I)(IV) all
hold.
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Although the term extratability is our own, the onept does have a history;
in partiular, there has been interest in nding lower bounds on ǫ for whih ǫ-
extratability holds. The question of uniform extratability has been studied
for the Ising model as well as other Markov random elds in [1, 8, 16℄.
Earlier, in [5, 6, 7℄, a similar question was studied for Markov hains and
autoregressive proesses. Of related interest is the result in [8℄ that for
Markov random elds, uniform nite energy implies uniform extratability.
2 Basi examples
Our rst example in this setion is a pair of measures whih is downwards
but not upwards movable. Note rst that if ν(+,ǫ)  µ, then we must have
ν  µ
as well as
πǫ  µ .
Example 2.1 Take ν = 12πq +
1
2δ0 and µ =
1
2πp +
1
2δ0 where q < p and
where δ0 is the measure whih puts probability 1 on the onguration of all
zeros. Trivially
ν  µ.
If S is innite, then obviously µ annot dominate a produt measure with
positive density. Therefore there does not exist any ǫ > 0 suh that
ν(+,ǫ)  µ.
However,
µ(−,ǫ) = 12π
(−,ǫ)
p +
1
2δ
(−,ǫ)
0 =
1
2πp(1−ǫ) +
1
2δ0 ,
so if we take ǫ > 0 suh that p(1− ǫ) > q, we get that
ν  µ(−,ǫ).
Hene (ν, µ) is downwards but not upwards movable. 
Before presenting the next three examples, we reall a family of stationary
proesses known as determinantal proesses, introdued in Lyons and Steif
[15℄. These are probability measures P
f
on the Borel sets of {0, 1}Z where
f : [0, 1] → [0, 1] is a Lebesgue-measurable funtion (see [15℄). For suh an
f, dene
P
f [σ(e1) = · · · = σ(ek) = 1] (4)
:= Pf [{σ ∈ {0, 1}Z : σ(e1) = · · · = σ(ek) = 1}]
:= det[fˆ(ej − ei)]1≤,i,j≤k,
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where e1, . . . , ek are distint elements in Z and k ≥ 1. Here fˆ denotes the
Fourier oeients of f, dened by
fˆ(k) :=
∫ 1
0
f(x)e−i2πkxdx.
In [15℄ it is proven that P
f
is indeed a probability measure. (The fat that
a probability measure is determined by the values it gives to ylinder sets of
this type follows immediately from inlusion-exlusion.) In fat they showed
this for the more general ase of f : Td → [0, 1] where Td := Rd/Zd; in this
ase the resulting proess is indexed by Z
d
. This result rests very strongly
on the results in [13℄. We will also need the following denition, where GM
stands for geometri mean:
GM(f) := exp
∫ 1
0
log f(x)dx.
Example 2.2 Let f be a funtion from [0, 1] to itself. By [15, Theorem 5.3℄,
πp  P
f
i p ≤ GM(f). It is easy to see from (4) that (Pf )(−,ǫ) = P(1−ǫ)f .
Sine GM((1− ǫ)f) = (1− ǫ)GM(f), we see that when p > 0 and πp  P
f ,
(πp,P
f ) is downwards movable i it is upwards movable i p < GM(f). This
implies in partiular that P
f
is rigid i GM(f) > 0. 
The following example is a variant of the one in [15, Remark 5.4℄.
Example 2.3 By [15, Lemma 2.7℄, P
f  Pg if f ≤ g. Let IA denote the
indiator funtion of some set A ⊆ [0, 1] whih has Lebesgue-measure 1− δ
for some δ > 0. Let f = 1/2IA and g = 3/4IA. There exists ǫ > 0 suh that
f ≤ g(1− ǫ) ≤ g, and so we get that Pf  Pg(1−ǫ)  Pg. Hene (Pf ,Pg) is
downwards movable. However GM(g) = 0 whih implies that Pg does not
dominate any produt measure with positive density. Therefore (Pf ,Pg) is
not upwards movable. 
For our next example we need the denition of harmoni mean (HM):
HM(f) :=
(∫ 1
0
dx
f(x)
)−1
.
Example 2.4 Let f(x) = x. It is easy to see thatHM(f) = 0 andGM(f) =
1/e > 0. Sine GM(f) > 0, Pf is rigid. On the other hand, sine HM(f) =
0, Theorem 5.16 of [15℄ shows that Pf is not uniformly insertion tolerant.

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3 Uniform insertion tolerane and upwards
extratability
In this setion we fous on uniform upwards extratability (property (I))
and uniform insertion tolerane (property (II)). Proposition 3.1 provides an
equivalene between these properties when S is nite, while Theorem 3.2
exhibits a ontrasting senario for S ountable.
Proposition 3.1 If S is nite and µ is a probability measure on {0, 1}S ,
then the following are equivalent:
(i) uniform insertion tolerane,
(ii) uniform upwards extratability, and
(iii) supp(µ) is an up-set.
Theorem 3.2 For S ountably innite, there exists a probability measure
µ on {0, 1}S that is uniformly insertion tolerant but not uniformly upwards
extratable. Moreover, we an take µ to be a translation invariant measure
on {0, 1}Z.
Proof of Proposition 3.1. If µ is uniformly insertion tolerant, then it
is immediate that supp(µ) is an up-set. Furthermore uniform upwards ex-
tratability trivially implies uniform insertion tolerane as we have said pre-
viously. We are therefore only left with having to show that if supp(µ) is an
up-set, then µ is uniformly upwards extratable.
In what follows, given a onguration σ ∈ {0, 1}S , |σ| will be the number
of 1's in σ. If there is to exist a ν suh that µ = ν(+,ǫ) with ǫ ∈ [0, 1), it is
not hard to see that we must have
ν(σ) =
∑
σ˜σ
(−ǫ)|σ|−|σ˜|(1− ǫ)|σ˜|−|S|µ(σ˜) ∀σ ∈ {0, 1}S . (5)
This an be veried through a diret alulation, but it is easier to alulate
ν(+,ǫ)(σ) and hek that it is indeed equal to µ(σ), as follows.
ν(+,ǫ)(σ)
=
∑
σ1σ
ǫ|σ|−|σ1|(1− ǫ)|S|−|σ|ν(σ1)
=
∑
σ1σ
ǫ|σ|−|σ1|(1− ǫ)|S|−|σ|
∑
σ2σ1
(−ǫ)|σ1|−|σ2|(1− ǫ)|σ2|−|S|µ(σ2)
=
∑
σ1σ
∑
σ2σ1
ǫ|σ|−|σ1|(−ǫ)|σ1|−|σ2|(1− ǫ)|σ2|−|σ|µ(σ2)
=
∑
σ2
(1− ǫ)|σ2|−|σ|µ(σ2)
∑
σ1:σ2σ1σ
ǫ|σ|−|σ1|(−ǫ)|σ1|−|σ2|.
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If we x σ2, then the binomial theorem gives that the last summation is
equal to 0 unless σ2 = σ in whih ase it is equal to 1. We therefore easily
obtain that ν(+,ǫ)(σ) = µ(σ) for every σ.
What remains is to hek that ν(σ) ≥ 0 for all σ. From (5) it is immediate
that ν(σ) = 0 for every σ 6∈ supp(µ) sine supp(µ) is an up-set. For σ ∈
supp(µ) on the other hand, it is easy to see that if we do this onstrution
for dierent ǫ's, then we get
lim
ǫ→0
ν(σ) = µ(σ) .
Sine µ(σ) > 0 for all σ ∈ supp(µ) and |S| < ∞, for ǫ > 0 small enough,
we get that ν(σ) > 0 for all σ ∈ supp(µ). This shows that µ is ǫ-upwards
extratable for all suh ǫ. 
Proof of Theorem 3.2. Let S = ∪∞k=2Sk, where
Sk = ((k, 1), (k, 2), . . . , (k, k)) .
We will take the probability measure µ on {0, 1}S to be the produt measure
µ = µ2 × µ3 × · · · (6)
where eah µk is a probability measure on {0, 1}
Sk
. The µk's are onstruted
as follows, drawing heavily on an example of Hajek and Berger [8℄. For
σ ∈ {0, 1}Sk , let
µk(σ) =
{
4
32
−k
if the number of 1's in σ is even
2
32
−k
if the number of 1's in σ is odd.
(7)
We may think of µk as the distribution of a {0, 1}
Sk
-valued random variable
Xk obtained by rst tossing a biased oin with heads-probability
2
3 , and if
heads pik the omponents of Xk i.i.d. (
1
2 ,
1
2 ) onditioned on an even number
of 1's, while if tails pik the omponents i.i.d. (12 ,
1
2 ) onditioned on an odd
number of 1's. One an also hek that this distribution is the same as
hoosing all but (an arbitrary) one of the variables aording to π1/2 and
then taking the last variable to be 1 with probability 1/3 (2/3) if there
are an even (odd) number of 1's in the other bits. This last desription
immediately implies that µk is
1
3 -insertion tolerant. Beause of the produt
struture in (6), this property is inherited by µ, whih therefore is uniformly
insertion tolerant.
It remains to show that µ is not uniformly upwards extratable. To this
end, let X be a {0, 1}S -valued random variable with distribution µ, and for
k = 2, 3, . . . let Yk denote the number of 1's in X(Sk). It is immediate from
(7) that
P(Yk is even) =
2
3 (8)
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for eah k. Using our last desription of µk, the weak law of large numbers
implies that
Yk
k
→ 12 in probability as k →∞.
Hene, in partiular,
lim
k→∞
P(Yk ≤ k −m) = 1 (9)
for any xed m.
Now assume (for ontradition) that µ = ν(+,ǫ) for some xed ǫ > 0;
sine µ being ǫ2-upwards extratable implies it is ǫ1-upwards extratable for
ǫ1 < ǫ2, we may without loss of generality assume that ǫ ≤ 1/3. Pik X
′
aording to ν; we may then suppose that X has been obtained from X ′ by
randomly swithing 0's to 1's independently with probability ǫ. The intuition
behind the argument leading up to a ontradition is that the proess of
independently ipping 0's to 1's will anel all preferenes of ending up with
an even number of 1's.
If X ′(Sk) ontains preisely l 0's, then the onditional probability (given
X ′) that an even number of these swith to 1's when going from X ′ to X is
easily seen to equal
1
2 +
1
2(1− 2ǫ)
l .
The easiest way to see this is using an equivalent random mehanism where
eah 0 independently updates with probability 2ǫ and then all the sites
whih have updated then independently atually swith to a 1 with proba-
bility 1/2. It follows that the onditional probability (again given X ′) that
Yk is odd is at least
min{12 +
1
2(1− 2ǫ)
l, 12 −
1
2(1− 2ǫ)
l} = 12 −
1
2(1− 2ǫ)
l.
Now pik m large enough so that 12 −
1
2(1 − 2ǫ)
m > 512 . Sine X
′  X a.s.,
we get from (9) that
lim
k→∞
P(Ak) = 1
where Ak is the event that there are at least m 0's in X
′(Sk). This gives
lim
k→∞
P(Yk is odd) ≥ lim
k→∞
P(Yk is odd |Ak)P(Ak)
≥ (12 −
1
2 (1− 2ǫ)
m) lim
k→∞
P(Ak)
> 512 .
This learly ontradits (8).
We now translate this example into the setting of translation invariant
distributions on {0, 1}Z.
Begin with randomly designating either all even integers or all odd in-
tegers (eah with probability
1
2) in the index set Z to represent opies of
S2. Assume that we happened to hoose the even integers (the other ase is
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handled analogously). Then we toss another fair oin to deide whether to
put i.i.d. opies of X(S2) on the pairs {. . . , (−4,−2), (0, 2), (4, 6), . . .} in Z,
or on {. . . (−2, 0), (2, 4), (6, 8), . . .}. Then use one more fair oin to deide
whether {. . . − 3, 1, 5, 9, . . .} or {. . . ,−1, 3, 7, 11, . . .} should be designated
for i.i.d. opies of X(S3), and one this is deided toss a fair three-sided oin
to hoose one of the three possible plaements of the length-3 bloks in this
subsequene to put these opies. And so on.
This makes the resulting proessX∗ translation invariant. Also, sine the
property of ǫ-insertion tolerane is obviously losed under onvex ombina-
tions, we easily obtain thatX∗ is 13 -insertion tolerant and therefore uniformly
insertion tolerant.
Furthermore, for any k ≥ 2, we may apply (8) to the i.i.d. opies ofX(Sk)
to dedue that with probability 1 there will exist i ∈ {0, 1, . . . , k2k−1 − 1}
suh that
lim
n→∞
1
n
n∑
j=1
1Bi,j,k =
2
3 (10)
where Bi,j,k denotes the event that the number of 1's in
{i+jk2k−1, i+jk2k−1+2k−1, i+jk2k−1+2·2k−1, . . . , i+jk2k−1+(k−1)2k−1}
is even. The right way to think of i is that it is the rst plae to the right of
the origin where a opy of X(Sk) starts. The summation variable j on the
other hand, makes us jump to the starting points of all the other opies of
X(Sk) to the right of the origin. Furthermore, by arguing as in for the non-
translation invariant onstrution, we have that if X∗ is uniformly upwards
extratable, then for large k the limit in (10) will be less than 1− 512 =
7
12 for
all i ∈ {0, 1, . . . , k2k−1 − 1}. But this ontradits (10), so we an onlude
that X∗ is not uniformly upwards extratable. 
Note, nally, that the examples in the above proof also show that uniform
nite energy does not imply uniform extratability.
4 Rigidity
We now proeed to disuss the issue of when a measure is rigid. As men-
tioned in the introdution, any measure whih does not dominate a nontrivial
produt measure is trivially nonrigid and so it would be more interesting to
have a nonrigid measure whih dominates a nontrivial produt measure; suh
a measure is provided in Theorem 4.2 below.
Proposition 4.1 If S is nite and µ is a probability measure on {0, 1}S ,
then the following are equivalent.
(i) µ dominates πp for some p > 0,
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(ii) µ is rigid, and
(iii) µ(σ(S) ≡ 1) > 0.
This does not extend to innite S, as shown in the following result.
Theorem 4.2 For S ountably innite, there exists a µ whih dominates
a nontrivial produt measure πp but is nevertheless nonrigid. Moreover, we
an take µ to be a translation invariant measure on {0, 1}Z.
Proof of Proposition 4.1. It is easy to see that the ondition that µ
dominates πp for some p > 0 is equivalent to the ondition that µ(σ(S) ≡
1) > 0. Also, reall that if µ is rigid it must dominate a non-trivial produt
measure.
To make the proof omplete, it only remains to show that (i) and (iii) of
the statement imply that µ is rigid. We have πpmax,µ  µ, so that
πpmax,µ(A) ≤ µ(A) (11)
for all inreasing events A ⊆ {0, 1}S . We next laim that
∃A 6= ∅, {0, 1}S suh that A is inreasing and πpmax,µ(A) = µ(A). (12)
To see this, note that if we had strit inequality in (11) for all suh nontrivial
inreasing events A, then we ould nd a suiently small δ > 0 so that
πpmax,µ+δ(A) < µ(A)
for all suh A (this uses the niteness of S), ontraditing the denition of
pmax,µ. Now, for suh an A we have that µ(A) ≥ µ(σ(S) ≡ 1) > 0 and hene
for any ǫ > 0
µ(−,ǫ)(A) < µ(A)
(again beause S is nite), whih in ombination with (12) yields
πpmax,µ 6 µ
(−,ǫ) .
Sine ǫ > 0 was arbitrary, µ is rigid. 
For the proof of Theorem 4.2, the following elementary lemma (whih is
presumably known) is onvenient to have.
Lemma 4.3 For k ≥ 1, p ∈ (0, 1) and m ∈ {0, 1, . . . , k}, write ρk,p,m for
the distribution of a Binomial(k, p) random variable onditioned on taking
value at least m. For p1 ≤ p2, we have
ρk,p1,m  ρk,p2,m .
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Proof. For i = 1, 2, let Yi be a Bin(k, pi) random variable, and let Xi be a
random variable with distribution ρk,pi,m. What we need to show is that for
any n ∈ {m+ 1, . . . , k} we have
P(X1 ≥ n)
P(X1 < n)
≤
P(X2 ≥ n)
P(X2 < n)
whih is the same as showing that
P(X2 ≥ n)
P(X1 ≥ n)
·
P(X1 < n)
P(X2 < n)
≥ 1 . (13)
Writing Z1 and Z2 for the probabilities that Y1 ≥ m and Y2 ≥ m, respe-
tively, the left-hand side of (13) beomes
1
Z2
∑k
j=n
(k
j
)
pj2(1− p2)
k−j
1
Z1
∑k
j=n
(k
j
)
pj1(1− p1)
k−j
·
1
Z1
∑n−1
j=m
(k
j
)
pj1(1− p1)
k−j
1
Z2
∑n−1
j=m
(k
j
)
pj2(1− p2)
k−j
. (14)
Canelling the Zi's and introduing the notation φi =
pi
1−pi
for i = 1, 2, the
expression in (14) may further be rewritten as
pn2 (1− p2)
k−n
∑k
j=n
(k
j
)
φj−n2
pn1 (1− p1)
k−n
∑k
j=n
(k
j
)
φj−n1
·
pn1 (1− p1)
k−n
∑n−1
j=m
(k
j
)
φj−n1
pn2 (1− p2)
k−n
∑n−1
j=m
(k
j
)
φj−n2
=
=
∑k
j=n
(
k
j
)
φj−n2∑k
j=n
(
k
j
)
φj−n1
·
∑n−1
j=m
(
k
j
)
φj−n1∑n−1
j=m
(
k
j
)
φj−n2
. (15)
Note now that φ1 ≤ φ2, so that
k∑
j=n
(
k
j
)
φj−n2 ≥
k∑
j=n
(
k
j
)
φj−n1
and
n−1∑
j=m
(
k
j
)
φj−n1 ≥
n−1∑
j=m
(
k
j
)
φj−n2 .
Hene, the expression in (15) is greater than or equal to 1, so (13) is veried
and the lemma is established. 
Proof of Theorem 4.2. As in the proof of Theorem 3.2, we take S =
∪∞k=2Sk where Sk = ((k, 1), (k, 2), . . . , (k, k)), and the probability measure µ
on {0, 1}S to be the produt measure
µ = µ2 × µ3 × · · ·
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where eah µk is a probability measure on {0, 1}
Sk
. This time, we take the
µk's to be as follows. For σ ∈ {0, 1}
Sk
, set
µk(σ) =


k−12−k if the number of 1's in σ is exatly 1,
1− 2−k if σ = (1, 1, 1, . . . , 1),
0 otherwise.
(16)
We now make three laims about the µk measures:
Claim 1. pmax,µk ≥
1
2 for all k.
Claim 2. limk→∞ pmax,µk =
1
2 .
Claim 3. For any xed ǫ < 12 , we have for all k suiently large that
µ
(−,ǫ)
k  π 1
2
where π 1
2
is produt measure with p = 12 on {0, 1}
Sk
.
We slightly postpone proving the laims, and rst show how they imply the
existene of a nonrigid measure that dominates π 1
2
.
Let us modify S and µ slightly by setting, for m ≥ 2,
S˜m = ∪
∞
k=mSk
and
µ˜m = µm × µm+1 × · · · (17)
so that in other words µ˜m is the probability measure on {0, 1}
S˜m
whih arises
by projeting µ on {0, 1}S˜m .
Using the produt struture (17), we get from Claim 1 that pmax,µ˜m ≥
1
2
(for any m), and from Claim 2 that pmax,µ˜m ≤
1
2 (for any m). Hene
pmax,µ˜m =
1
2
for any m. Fixing ǫ ∈ (0, 1/2), we an also dedue from (17) and Claim 3
that
µ˜(−,ǫ)m  π 1
2
= πpmax,µ˜m (18)
for m suiently large. For suh m we thus have that µ˜m is nonrigid.
It remains to prove Claim 1, Claim 2 and Claim 3.
Claim 1 is the same as saying that µk  π 1
2
. This is immediate to
verify, but the best way to think about it is as follows. Suppose that we pik
Xk ∈ {0, 1}
Sk
aording to π 1
2
, and if Xk = (0, 0, . . . , 0) then we swith one
of the 0's (hosen uniformly at random) to a 1, while otherwise we swith all
0's to 1's. The resulting random element of {0, 1}Sk then has distribution
µk.
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To prove Claim 2, it sues (in view of Claim 1) to prove that
lim sup
k→∞
pmax,µk ≤
1
2
and to this end it is enough to show for any δ > 0 that
µk 6 π 1
2
+δ (19)
for all suiently large k. Let Ak denote the event of seeing at most one 1 in
{0, 1}Sk ; then Ak is a dereasing event and its omplement ¬Ak is inreasing.
Now simply note that
µk(Ak)
π 1
2
+δ(Ak)
=
(12 )
k
(12 − δ)
k + k(12 + δ)(
1
2 − δ)
k−1
(20)
whih tends to ∞ as k →∞. Hene, taking k large enough gives µk(Ak) >
π 1
2
+δ(Ak), so that µk(¬Ak) < π 1
2
+δ(¬Ak) and (19) is established, proving
Claim 2.
To prove Claim 3, note rst that both π 1
2
and µ
(−,ǫ)
k are invariant under
permutations of Sk, so that it sues to show for k large that
µ
(−,ǫ)
k (Bn) ≤ π 1
2
(Bn) (21)
for n = 0, 1, . . . , k − 1, where Bn is the event of seeing at most n 1's in Sk.
For n = 0 we get
µ
(−,ǫ)
k (B0)
π 1
2
(B0)
=
(12 )
kǫ+ (1− (12 )
k)ǫk
(12)
k
(22)
while for n = 1
µ
(−,ǫ)
k (B1)
π 1
2
(B1)
=
(12 )
k + (1− (12)
k)(ǫk + kǫk−1(1− ǫ))
(k + 1)(12 )
k
. (23)
The right-hand sides of (22) and (23) tend to ǫ and 0, respetively, as k →∞,
so (21) is veried for n = 0 and 1 (and k large enough). To verify (21) for
n ≥ 2 (and all suh k), dene two random variables Y and Y ′ as the number
of 1's in two random elements of {0, 1}Sk with respetive distributions µ
(−,ǫ)
k
and π 1
2
. Note that Y onditioned on taking value at least 2 has the same
distribution as a Bin (k, 1 − ǫ) random variable onditional on taking value
at least 2, while the onditional distribution of Y ′ given that it is at least
2, is that of a Bin (k, 12) variable onditioned on being at least 2. Dening
ρk,(1−ǫ),2 and ρk, 1
2
,2 as in Lemma 4.3, we thus have for n ∈ {2, . . . , k − 1}
that
µ
(−,ǫ)
k (Bn) = 1− (1− µ
(−,ǫ)
k (B1))(1 − ρk,(1−ǫ),2(Bn)) (24)
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and
π 1
2
(Bn) = 1− (1− π 1
2
(B1))(1 − ρk, 1
2
,2(Bn)) . (25)
But we have already seen that µ
(−,ǫ)
k (B1) ≤ π 1
2
(B1), and Lemma 4.3 tells us
that ρk,(1−ǫ),2(Bn) ≤ ρk, 1
2
,2(Bn), so (24) and (25) yield
µ
(−,ǫ)
k (Bn) ≤ π 1
2
(Bn) ,
and Claim 3 is established.
Finally, we translate this example into the setting of translation invariant
distributions on {0, 1}Z. The measure µ˜m an be turned into a translation
invariant measure µ˜∗m on {0, 1}
Z
by the same independent-opy-and-paste
proedure as in Theorem 3.2. The property
π 1
2
 (µ˜∗m)
(−,ǫ)
is obviously inherited from (18). Thus, in order to show that µ˜∗m is nonrigid,
it only remains to show that it does not stohastially dominate π 1
2
+δ for any
δ > 0. This follows using (20) by an argument analogous to (10) in Theorem
3.2: If we pik k depending on δ as in the justiation of Claim 2, then,
under µ˜∗m, ertain innite arithmeti progressions will have subsequenes of
length k whih ontain at most one 1 often enough (under spatial averaging)
that the orresponding event has π 1
2
+δ-measure 0. We omit the details. 
Remark 4.4 The measure µ˜m is obviously not uniformly insertion tolerant,
and we have thus demonstrated the existene of a measure for whih property
(IV) holds while neither (II) nor (III) does. 
Remark 4.5 For any p ∈ (0, 1), the onstrution above an be modied by
replaing 2−k by pk in (16). Proeeding as in the rest of the proof yields the
result that for any p, ǫ ∈ (0, 1) suh that p+ ǫ < 1, there exists a measure µ
on {0, 1}S where S is ountably innite, with the property that pmax,µ = p
and
πpmax,µ  µ
(−,ǫ) .
This is obviously sharp. 
5 Further results on rigidity
In this setion, we ontinue the study of rigidity, and prove Theorem 1.7 and
Proposition 1.8.
The proof of Theorem 1.7 will make use of the following tehnial lemma.
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Lemma 5.1 Let µ be a measure on {0, 1}Z
d
. Assume that it is δ-insertion
tolerant for some δ > 0. If for some p ∈ (0, 1) and ǫ > 0
µ(−,ǫ)(σ({1, . . . , n}d) ≡ 0) ≤ (1− p)n
d
for all n ≥ 0, (26)
then there exists p′ > p suh that
µ(σ({1, . . . , n}d) ≡ 0) ≤ (1− p′)n
d
for all n ≥ 0.
Proof. Let X ∼ µ and Z ∼ π1−ǫ be independent and let X
(−,ǫ) =
min(X,Z). It is easy to see using the δ-insertion tolerane that for any
s ∈ {1, . . . , n}d, and any ζ ∈ {0, 1}{1,...,n}
d\s
P(X(s) = 1 ∩X({1, . . . , n}d \ s) ≡ ζ)
≥
δ
1− δ
P(X(s) = 0 ∩X({1, . . . , n}d \ s) ≡ ζ).
Iterating this, we get that for any ξ ∈ {0, 1}{1,...,n}
d
P(X({1, . . . , n}d) ≡ ξ) ≥
(
δ
1− δ
)|ξ|
P(X({1, . . . , n}d) ≡ 0).
Here |ξ| denotes the ardinality of the set {s ∈ {1, . . . , n}d : ξ(s) = 1}. We
get that
P(X(−,ǫ)({1, . . . , n}d) ≡ 0)
=
∑
ξ∈{0,1}{1,...,n}d
P(X(−,ǫ)({1, . . . , n}d) ≡ 0|X({1, . . . , n}d) ≡ ξ)
×P(X({1, . . . , n}d) ≡ ξ)
≥
∑
ξ∈{0,1}{1,...,n}
d
P(X(−,ǫ)({1, . . . , n}d) ≡ 0|X({1, . . . , n}d) ≡ ξ)
×
(
δ
1− δ
)|ξ|
P(X({1, . . . , n}d) ≡ 0)
=
∑
ξ∈{0,1}{1,...,n}
d
ǫ|ξ|
(
δ
1− δ
)|ξ|
P(X({1, . . . , n}d) ≡ 0)
=
(
1 +
ǫδ
1− δ
)nd
P(X({1, . . . , n}d) ≡ 0).
Therefore if (26) holds we an onlude that
µ(σ({1, . . . , n}d) ≡ 0) ≤
(
1− δ
1− δ + ǫδ
)nd
(1− p)n
d
,
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and we are done. 
Proof of Theorem 1.7. The ase pmax,µ = 1 is trivial and we therefore
assume that pmax,µ ∈ (0, 1). In [12℄, it is shown that if µ is downwards FKG
and if
µ(σ({1, . . . , n}d) ≡ 0) ≤ (1− p)n
d
for all n ≥ 0, (27)
then πp  µ. Therefore if πpmax,µ  µ
(−,ǫ)
for some ǫ > 0, then (26) trivially
holds (with p = pmax,µ) and so we an onlude from Lemma 5.1 and the
above result in [12℄ that πp′  µ for some p
′ > pmax,µ, a ontradition. 
We now dene onditional negative assoiation.
Denition 5.2 A probability measure µ on {0, 1}Z is said to have ondi-
tional negative assoiation if for any nite S ⊂ Z and any two inreasing
funtions f, g that are measurable on disjoint subsets of Z \ S,
µ(fg|σ(S)) ≤ µ(f |σ(S))µ(g|σ(S)).
We will use the fat (see [15℄) that for onditionally negatively assoiated
measures µ, we have πρ  µ i
µ(σ({1, . . . , n}) ≡ 1) ≥ ρn ∀ n ≥ 1. (28)
Proof of Proposition 1.8. We note that the ase pmax,µ = 1 is trivial and
we therefore assume that pmax,µ ∈ (0, 1). Assume that πpmax,µ  µ
(−,ǫ)
for
some ǫ > 0. We then get that
pnmax,µ ≤ µ
(−,ǫ)(σ({1, . . . , n}) ≡ 1) = (1− ǫ)nµ(σ({1, . . . , n}) ≡ 1).
Hene
µ(σ({1, . . . , n}) ≡ 1) ≥
(
pmax,µ
1− ǫ
)n
.
Therefore π pmax,µ
1−ǫ
 µ by the result quoted in onnetion with (28). This is
a ontradition sine pmax,µ <
pmax,µ
1−ǫ . 
6 Proof of main result
Lemma 6.1 If µ is uniform upwards extratable, then for any ǫ > 0 there
exists a δ > 0 suh that (µ(−,ǫ))(+,δ)  µ.
Proof. Let ν and α > 0 be suh that µ = ν(+,α). One an easily ompute
that for any α, ǫ, and δ, we have that
((µ(+,α))(−,ǫ))(+,δ) = µ(−,ǫ(1−δ),+,α(1−ǫ)+αǫδ+(1−α)δ) .
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Now, given ǫ > 0, hoose δ > 0 suh that α(1− ǫ) +αǫδ+ (1−α)δ < α. We
therefore get that
(µ(−,ǫ))(+,δ) = ((ν(+,α))(−,ǫ))(+,δ)  ν(−,ǫ(1−δ),+,α)  ν(+,α) = µ.

Lemma 6.2 Given a probability measure µ on {0, 1}S , assume that for every
ǫ > 0, there exists a δ > 0 suh that (µ(−,ǫ))(+,δ)  µ. Then µ is rigid.
Proof. The ase pmax,µ = 1 is trivial, and we will therefore assume that
pmax,µ ∈ (0, 1). Assume for ontradition that µ is nonrigid. Then there
exists an ǫ > 0 suh that πpmax,µ  µ
(−,ǫ)
. By assumption there exists a
δ > 0 suh that (µ(−,ǫ))(+,δ)  µ. Hene (πpmax,µ)
(+,δ)  (µ(−,ǫ))(+,δ)  µ.
Sine pmax,µ < 1, (πpmax,µ)
(+,δ)
is a produt measure with density stritly
larger than pmax,µ. This is a ontradition. 
We remark that we do not know whether the reverse statement of Lemma
6.2 is true. It would also be interesting to know if the suient ondition in
this lemma follows from uniform insertion tolerane.
Example 2.4 provides us with an example of a µ whih is on one hand
rigid but on the other hand not uniformly insertion tolerant. However, sine
it relies heavily on results not presented in this paper, we give here another
more hands on example. It is a variant of [15, Remark 6.4℄ and shows that
the reverse statement of Lemma 6.1 is false.
Example 6.3 Let {Xi}i∈N be dened in the following way. For every even
i ≥ 0, let independently (Xi,Xi+1) be (1, 1) or (0, 0) with probability 1/2
eah. Let µe denote the distribution of this proess. For ǫ, δ > 0 let
{X
(−,ǫ(1−δ),+,δ)
i }i∈N be a sequene of random variables with distribution
µ
(−,ǫ(1−δ),+,δ)
e = (µ
(−,ǫ)
e )(+,δ). By noting that for any ǫ > 0 there exists a
δ > 0 suh that for even i
P(max(X
(−,ǫ(1−δ),+,δ)
i ,X
(−,ǫ(1−δ),+,δ)
i+1 ) = 1) <
1
2 ,
we see that for the same hoie of ǫ, δ we get that (µ
(−,ǫ)
e )(+,δ)  µe. Lemma
6.2 gives us that µe is rigid. However, it is easy to see that µe is not uniform
insertion tolerant.
The only drawbak with this onstrution is that it is not translation in-
variant. However this is easily xed. Let µo be the distribution of {Xi+1}i∈N,
i.e. it is µe shifted over by 1. Dene the measure µ by
µ = 12µe +
1
2µo.
It is easy to hek that
(µ(−,ǫ))(+,δ) = 12 (µ
(−,ǫ)
e )(+,δ) +
1
2 (µ
(−,ǫ)
o )(+,δ) 
1
2µe +
1
2µo = µ.
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By Lemma 6.2, it follows that µ is rigid. On the other hand, learly
µ(σ(0) = 1|σ(1) = 0, σ(2) = σ(3) = 1) = 0
and hene µ is not uniformly insertion tolerant. 
Proof of Theorem 1.5. Lemma 6.1 together with Lemma 6.2 shows that
property (I) implies property (III) and all the other impliations were indi-
ated in the introdution. As far as all of the reversed impliations laimed
not to hold, we ontinue as follows. Example 6.3 together with Lemma 6.2
(or example 2.4) shows that (III) does not imply (II) (and hene that (III)
does not imply (I) and that (IV) does not imply (II)). Theorem 4.2 implies
that (IV) does not imply (III). Finally, Theorem 3.2 shows that (II) does not
imply (I). Also, all of these examples were translation invariant measures on
{0, 1}Z. 
Proof of Theorem 1.9. This follows immediately from Propositions 3.1
and 4.1. 
We feel, nally, that it is worth mentioning the following result, whih is an
easy onsequene of Lemma 6.1.
Corollary 6.4 Assume that (µ1, µ2) is downwards movable and that µ2 is
uniformly upwards extratable. Then (µ1, µ2) is also upwards movable.
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