We study central limit theorems for the projected sample mean of independent and identically distributed observations on subsets Q ⊆ R 2 of the Euclidean plane.
Introduction
Let Z be a random variable with values in R 2 and finite second moment. Let Q ⊆ R 2 be a subset of the Euclidean plane. Assume m = arg min p∈Q E[Z]−p exists and is unique. We call m the projected (population) mean of Z in Q. Let Z 1 , . . . , Z n be independent and identically distributed copies of Z. We estimate m by a projected sample mean m n ∈ arg min p∈Q Z n − p ,Z n := 1 n n i=1 Z i . If Z takes values only in Q, then m and m n are called extrinsic (population) mean and extrinsic sample mean, respectively [HL98, BP03] . In [HL98] , the extrinsic mean is called mean location.
For a given rate sequence (a n ) n∈N ⊆ (0, ∞), a n → 0 our goal is to find a set Q such that for a large class of distributions of Z a central limit theorem of the form a −1 n (m n − m) n→∞ −−−→ ν holds for some non-degenerate distribution ν. Then m n converges to m in probability at rate a n .
Asymptotics of extrinsic sample means in cases with parametric rate of convergence, i.e., a n = n − 1 2 , are well-studied [HL98, Pat98, BP03, BP05] . This line of work is mostly concerned with finite dimensional manifolds, but results for infinite dimensional Hilbert manifolds are available [EPR13] . Slower rates for intrinsic sample means, i.e., minimizers of p → n i=1 d Q (Z i , p) 2 with the intrinsic metric d Q , have been observed on the circle [HH15] and more general manifolds [EH19] . In some cases intrinsic and extrinsic means coincide [BP03, Theorem 3.3] . But this is not true in general.
The occurrence of a rate of convergence slower than the parametric one is called smeariness. If, in contrast, the sample mean is equal to its population counterpart with high probability, the behavior is called stickiness, which is observed for intrinsic means in certain negatively curved spaces [HHL + 13, HMMN15].
Medial Axis and Reach
Our analysis is strongly connected to the medial axis M Q of the set Q, which is the set of all points that have more than one closest point in Q. Formally,
The medial axis has been analyzed from a purely geometric perspective [BD17] . The reach [Fed59] τ Q := inf m∈M Q ,p∈Q m − p of a set Q ⊆ R 2 is the largest nonnegative real value such that any point in R 2 with distance to Q less than τ Q has a unique closest point in Q.
By the definition of medial axis M Q as it it is used here, it need not be a closed set, as the example Q = y = x 2 ⊆ R 2 , M Q = (1/2, ∞) × {0} shows. Note that this contrasts some mentions of the term in the literature, e.g., in the context of [BP03, Theorem 3.2]. See [HHM10, Theorem A.5] for a sufficient condition for a closed medial axis.
If Q is a C 2 -manifold, the projection map z → Π Q (z) = arg min p∈Q z − p is continuously differentiable on R 2 \ M Q with ∇Π Q (z) > 0 [Aba78] . If additionally the reach τ Q is greater than distance of E[Z] to Q, then the projected sample mean attains a parametric rate of convergence [HL98, BP05] : The delta-method yields
). As convergence is a local phenomenon, we can replace the condition on the reach by the requirement that E[Z] is bounded away from the medial axis M Q .
We construct sets Q with faster and slower rates of convergence than 1/ √ n. In our examples, the sets Q for slow rates are C 2 -smooth but E[Z] is too close to the medial axis, i.e., E[Z] ∈ M Q \ M Q . Sets Q with fast rates have reach τ Q > inf p∈Q E[Z] − p but are only C 1 -but not C 2 -manifolds.
Our Construction
For a continuous function f with f (0) = 0, we construct Q = Q f such that the projection of a point (x, y) ∈ R 2 to Q is roughly (1, f (y)) for |x|, |y| small enough. Assuming E[Z] = 0 ∈ R 2 , the arithmetic meanZ n = (X n ,Ȳ n ) concentrates at 0 with rate 1/ √ n. Thus, m n = Π Q (Z n ) ≈ (1, f (Ȳ n )) concentrates at (1, 0) with a rate depending on f . For a wide range of rates (a n ) n∈N ⊆ (0, ∞), a n → 0, we can find a function f with corresponding set Q such that a −1 n (m n − m) n→∞ −−−→ ν in distribution for some nondegenerate distribution ν. As an example, f (y) = |y| γ , γ > 0 yields a n = n − γ 2 , see Corollary 9. Examples of the constructed sets for qualitatively different rates can be found in Figure 1 .
Outline
In Section 2, we present our main theoretical results. We state the requirements on the function f and describe how the set Q is constructed from f . Proposition 3 states a result on deterministic projection to Q, while Theorem 5 describes how the projected sample mean converges to the projected population mean. The goal of Section 3 is to illustrate the general statement of Theorem 5. We first derive Corollary 9, which gives explicit functions f and sets Q for certain prescribed rates a n . In particular, we give examples where projected means attain polynomial, logarithmic, or exponential rates of convergence. Then the results are discussed and visualized. All proofs are given in Section 4.
Results
The possible choices of the function f , which determines the set Q = Q f and, thus, the rate of convergence, are not restricted very much.
Under the assumption (A0), we construct the set Q as follows. Set B := f (b). We denote the inverse function of f :
(1)
Our main results are based on the observation that the projection of a point (x, y) to Q for x, y small enough is essentially (1, f (y)) . We denote the projection of z ∈ R 2 to Q as Π Q (z), i.e., Π Q (z) = arg min p∈Q z − p . If the argmin is not unique, we assume that one element of the argmin-set is chosen by a fixed arbitrary mechanism, e.g., smallest lexicographic order. The argmin-set cannot be empty as Q is compact by construction. Remark 2 (Simpler construction). As can be seen from the proof of Lemma 1, a simpler construction in the case of
This yields the same results, but it does not work for g(t) = o(t).
Lemma 1 describes the projection of a point close to the origin in an indirect way, i.e, after applying the function g. To have a direct statement, we need to make additional assumptions.
(A1):
Assume
Then
Furthermore, if x = 0, we can replace the assumption (A1) by (A1)'.
Remark 4 (On the assumptions (A1) and (A1)').
(a) We have
for any function of the form f (y) = ay γ , with a, γ > 0. Furthermore, (2) implies (A1), and (A1) implies (A1)'.
(b) It is unclear to the author, whether there is a function that fulfills (A0) but not (A1').
(c)
The function f (y) = exp(−1/y) fulfills (A0) and (A1)', but does not fulfill (A1). If we set x = y, we obtain
If we setf (y) = exp(− exp(1/y)), we even havef (y) = o(t y ).
Note that x → exp(−1/x)1 (0,∞) (x) is a classical example of a function that is infinitly often differentiable but not analytic:
Then, by Taylor's theorem,
. Thus, (2), (A1), and (A1)' hold.
As taking the projected mean is projecting the Euclidean mean in R 2 to Q, Lemma 1 induces a central limit theorem for projected means.
. . , Z n be independent copies of Z. Then the projected population mean m ∈ Q exists, is unique, and
where Φ denotes the distribution function of a standard normal random variable. Moreover,
Remark 6 (Arc length). The curve q(t) in (1) is not necessarily parameterized by arc length. But q ∈ C 1 ((−B, B) ) and q(t) = 1 + o(1) for |t| → 0 as
Thus, the results on t n in Theorem 5 also hold if t n is replaced by an arc length parametrization.
Remark 7 (Why Theorem 5 does not require (A1)). In contrast to Proposition 3, we do not require (A1) or (A1') in Theorem 5. In particular, in the setting of Remark 4 (c), f (y) = exp(−1/y), we have
. The reason is that the difference between t n and f (Ȳ n ) is negligible in the scale that is used in Theorem 5. The right scale for a central limit theorem of t n is the one ofȲ n (multiplied by √ n), i.e., g(t n ). The factor e in t n ≈ ef (Ȳ n ), see Remark 4 (c), is non-negligible on the scale of t n , but on the scale ofȲ n it becomes
almost surely, i.e., negligible.
Remark 8 (Non-uniqueness). Non-unique closest points are not a problem in Theorem 5 as P(Z n ∈ M Q ) → 0 by V[Y ] = σ 2 > 0. See also Remark 15.
Illustration
To illustrate Theorem 5, we apply it to explicit functions f , which yield polynomial, logarithmic, and exponential rates of convergence for m n → m, respectively. (ii) Let f (y) = (− log(y)) −γ with γ > 0. Then
The results also hold when t n is replaced by m n,2 .
The results of Corollary 9 are also true in arc length, see Remark 6.
Remark 10 (On Corollary 9).
(i) For any polynomial scale n γ , part (i) of Corollary 9 gives an example of a central limit theorem with that scale.
(ii) In part (ii) we obtain a central limit theorem with logarithmic scale and a Bernoulli-type limiting distribution that does not depend on σ. This seems quite remarkable and can be explained as follows:
Scaling our observations Z i by σ −1 , is roughly like scaling n by σ 2 as V[σ −1Ȳ n ] = n −1 ≈ V[Ȳ [nσ 2 ] ], where [nσ 2 ] denotes the closest integer to nσ 2 . The scaling factor log(n) γ is asymptotically equivalent to log(nσ 2 ) γ . Thus, constant factors like σ cannot influence the asymptotic distribution on the scale log(n) γ .
Densities of t n in the case of normally distributed observations are plotted in Figure 2 . , which is equal to the density of t n for Y ∼ N (0, 1) with n = σ −2 , with standard normal and uniform density for reference.
that the limit does not have a point mass at 0, all mass escapes to ±∞. If the scale is such that no mass escapes to ±∞, then in the limit all mass is at 0.
Densities of t n in the case of normally distributed observations are plotted in Figure 3 on a log-log-scale. Only the positive axis of the symmetric densities is displayed. The plot shows that the densities have non-negligible mass at all small orders of magnitude. Thus, choosing one specific order of magnitude by a specific scale makes all mass on larger orders of magnitude escape to infinity and all mass at smaller orders of magnitude go to 0.
Remark 11 (Extrinsic mean). For the sets Q constructed in Corollary 9, there might not be a distribution with support in Q that has expectation 0. In particular, they might not directly yield examples of extrinsic means with the described asymptotic behavior. This is but a technical inconvenience. We can extend Q with an arbitrary set of points which have a distance to the origin that is bounded away from 1, and the result does not change. By doing so, we can also construct 2dimensional manifolds with boundary which induce the same convergence results as the 1-dimensional structures in Corollary 9. 
, meaning m n,2 − sgn(Ȳ n )f (|Ȳ n |) /f (|Ȳ n |) → 0 and |m n,1 − 1| /f (|Ȳ n |) → 0 in probability. In (iii) only (A1') is true. Thus, the equation above is true for (iii) if X = 0 almost surely.
Remark 13 (Delta method). In light of the delta method, note that, in the cases above, f (0) is 0 or ∞, except when f is equal to the identity in (i). This is the only case of Corollary 9 that yields the usual parametric rate. Figure 4 illustrates the sets Q constructed according to the functions f from Corollary 9. The results on the convergence rate described in Theorem 5 and Corollary 9 depend only on the form of the curve close to the point (1, 0) . Even so the curve [(ii) log, γ = 4] looks like it is growing faster away from the circle than [(i) poly, γ = 0.25], the opposite is true when observing a neighborhood of (1, 0) that is small enough. There is a smooth transition of the set Q between slow and fast rates, see Figure 1 . A circle with radius 1 centered at the origin can be seen as one extreme case, in the sense Figure 5 : The black curve shows the set Q as described in Remark 14 with δ = 0.3. For reference, a circle (gray) with radius 1 around the origin is drawn. The expectation of Z and its projection to Q are marked in red and green, respectively.
that an arbitrarily small change of a point at the origin can change its projection by a large amount. If Q almost looks like this circle, but increases its radius r(t) slow enough, i.e, r(t) 1 + t 2 , we still have large changes in the projection, but not arbitrarily large. Remark 14 (Larger circles). A circle with center at (−δ, 0) , δ > 0, and radius 1 + δ, see Figure 5 , can be described by our construction with r(t) = cos(t) 2 δ 2 + 2δ + 1 − cos(t)δ , t ∈ [−π, π]. Thus,
Hence, the projection Π Q (Z n ) scales the y-direction only by a constant factor without affecting the rate of convergence. In particular we have a parametric rate of convergence. This can also be inferred by noting that Q is C 2 -smooth and has a reach larger than 1 as described in the introduction.
Remark 15 (Reach and Medial Axis). A set Q of our construction has reach at most 1 if g(t) = o(t) for t 0. This can be seen form Remark 14: If every circle with center at (−δ, 0) and radius 1 + δ for δ ∈ (0, δ 0 ), δ 0 > 0 intersects Q at more than one point the reach can be at most 1. Moreover, such a circle is constructed with g circle,δ (t) of order t, i.e., g(t) = o(g circle,δ (t)) and r(t) = o(r circle,δ (t)). Thus, {(−δ, 0) : δ ∈ (0, δ 0 )} ⊆ M Q and 0 ∈ ∂M Q .
Proofs

Lemma 1
Due to symmetry, we can restrict our analysis to y ≥ 0 and t ≥ 0 without loss of generality. To find the projection point, we have to minimize the squared distance ∈ C 1 ([−B, B] ),
For its derivative, we have
.
For t → 0,
,
Thus, cos(t)ṙ(t) − sin(t)r(t) = O(g(t) + t) ,
Denote by t y a global minimizer of (t). As r(t) is strictly increasing for t ≥ 0, we have t y → 0 as x, y → 0. Let y 0. From˙ (t y ) = 0 with x = O(y), we obtain
and in the setting of x = 0, we have
Applied to the equations above with u = g(t y ), a = O(t y g(t y ) 2 ), and b = O(g(t y ) + t y ) = o(1), this yields y = g(t y ) + O(g(t y ) 2 + t y g(t y )) for x = O(y), and for x = 0 with b = O(t y g(t y ) + t 2 y ),
In particular, we always have
which implies g(t y ) = y + o(y) .
Proposition 3
Because of symmetry we can restrict our analysis to y ≥ 0 and t ≥ 0 without loss of generality. In the proof of Lemma 1, we have shown y = g(t y ) + O(g(t y ) 2 + t y g(t y )) for x = O(y), and for x = 0,
Then, with s := g(t y ) and t y = f (s), we have Hence, in both cases we get
Furthermore, for t 0,
and, thus,
+ o(f (y)) .
Theorem 5
Note that arg
. As E[Z] = 0, r(0) = 1, and r(t) > 1 for t > 0, the projected mean m of Z is unique and equal to q(0).
For L, δ > 0 define the following events,
where ∆ n := √ n g(t n ) −Ȳ n . Fix > 0. We show (3) by proving P(B n,s ) − Φ s σ < 5 for n large enough. We achieve this by splitting the left hand side into five parts by means of the triangle inequality and bound each summand by :
(i) By the central limit theorem for (X n ,Ȳ n ) , with V[Y ] = σ 2 > 0, there is L > 0 and n 1 ∈ N such that P(A c n,L ) < for all n > n 1 . Thus, |P(B n,s ) − P(B n,s ∩ A n,L )| < .
(iii) By Lemma 1, on the event A n,L forȲ n small enough, g(t n ) =Ȳ n + o(Ȳ n ). Thus, there is n 2 ∈ N such that P( |∆ n | > √ nδ Ȳ n ∩ A n,L ) ≤ for all n > n 2 . Therefore, P(D n,s,−δ ∩ A n,L ) − < P(C n,s ∩ A n,L ) < P(D n,s,δ ∩ A n,L ) + .
(iv) As in (i), |P(D n,s,±δ ) − P(D n,s,±δ ∩ A n,L )| < for all n > n 1 .
(v) By the central limit theorem, there is n 3 ∈ N such that P(D n,s,±δ ) − Φ s σ(1±δ) < for all n > n 3 .
As B n,s = C n,s , trivially P(B n,s ∩ A n,L ) = P(C n,s ∩ A n,L ). All points above together yield P(B n,s ) − Φ s σ < 5 for all n > max(n 1 , n 2 , n 3 ). Hence, we have shown (3). As
The results for −t n and −m n,2 are due to symmetry.
Corollary 9
We only show the statements for t n as the results for y n , −t n , −y n follow similarly.
Denote 
Remark 12
(i) It is easy to see that (A1) hold for f (y) = y γ . Here, we use h(y) = c y 2 exp(−y −γ ) + y exp(−2y −γ ) .
