Consider an aged-ordered population Zl, Z2, ... , where Z; is the frequency of the ith oldest allele and .EZi = 1. From this population consider an aged-ordered sample of size n with 1 alleles and the frequencies in age-order denoted by M = (/; ml, m2"" ml). vVe calculate the posterior distribution and posterior moments from the population frequency of the oldest allele, Zl, given the sample M, assuming that the population is at stationarity and follows the neutral infinite alleles model. We also calculate the posterior disribution of Zl given a partition of n genes with no age information in the sample.
Introduction
Consider a of n drawn at a loci from a large population which has evolved according to assumptions of the neutral population is viewed as a realization of a random sequence of listed in aged-order. It is this particular realization that we to learn more about. In particular, we use the information obtained in the to estimate the proportion of the population that is of the oldest type. However, we do not wish to base our inference entirely on information obtained from the sample. The infinite-alleles assumption is prior knowledge that should be used together with the sample to make our estimate. So the problem at hand naturally lends itself to a Bayesian approach. The above problem is in some sense a follow up to a question asked by Watterson and Guess (1977) . The question is: Is the most frequent allele the oldest? The answer is that, (under the assumptions of the infinite alleles model)with probability equal to its expected frequency, the oldest allele is the most frequent. So, it seems natural to ask what is the frequency of the oldest a sample?
authors have studied ages of alleles. Watterson (1976a) Z, represents the allele frequency of the iih. oldest type taken from a stationary infinite alleles diffusion model. The distribution (1.1) (in the context of population genetics) was first discovered by Griffiths (1982) (unpublished) . Donnelly and 'I'avare (1986) showed the above distribution (1.1) arises as the limiting distribution of an age-ordered sample of size n taken from a coalescent process with ages, as n -l-00. An infinite coalescent with ages was constructed by Donnelly and Tavare (1987) which has equilibrium distribution given by (1.1). Hoppe (1987) uses the G.E.M. to derive the Ewens sampling formula giving an alternative proof to a theorem of Wattersons (1976b). Donnelly and Joyce (1990a) showed that (1. In the context of age ordering, T tells you (in the above example) that the second oldest type in the populations has 2 representatives in the sample, the 2, and the 5th oldest has 1 representative in the sample.
However, a g;eJ1etilst;s could not hope to be privy to that much information. Kingman (1978a,b) ).
The data for our purposes will come the form of a partition, or will be relatively age-ordered. Our inference must be based on data of this form.
The above example should serve to motivate the following definitions. Let X (XI, X z , ., . , X n ) be a iid sample of size n taken from a population described by (1.1). Define T j to be n r, = I:I{Xi =j}, 
Note that Z = (Zl, Zz, ...) defined by (1.1) is a random vector on the infinite simplex .6. defined by
Let fl be the distribution of Z given by (1.1) then by definition and
Computing the above infinite dimensional integrals seems like an extremely
answers are as
The right side of Equation (2.5) is the famous H:UT,pn" Sampling Formula (see Ewens (1972) )and the right side of (2.6) is an aged ordered version (see Donnelly and -LCLVCLLe; , Donnelly and Joyce (1990a,b) Ethier (1989)).
Note that the function being integrated in (2.5) is symmetric. So the integral in (2.5) would be the same if integration is done with respect to the joint distribution of the order statistics. In the case of the G.E.M. (1.1), the distribution of the order statistic is the well-known Poisson Dirichlet distribution (see Kingman(1975) ). Watterson (1976) was first to relate Poisson Dirichlet distribution to the Ewens sampling formula and so can be credited with the first proof of (2.5). Actually, Wattersons calculation uses finite dimensional Dirichlets rather than the Poisson Dirichlet directly. A Theorem of Kingmans (1977) shows that this is equivalent to showing (2.. 5) directly.
In theorem 3 of rtopne (1987) a proof of (2.5) is given by using the G.E.M. distribution. In theorrn 10 of Donnelly and Joyce (1990a) (2.6) is (2.6) by summing now distribution of Z1 (frequency of the oldest a aged sample M. This distribution depends on only through the frequency of the oldest allele in
The prior distribution of Z1' is Beta (1, B) . It follows from Theorem A2 of the ap'peJ1U1X that the distribution of Z1 given a sample X (X lists the population label for each member, of the sample) is also a beta distribution.
However, as was pointed out in example 1 of the last section, we condition on the relatively aged ordered sample M defined by (2.2). There are two cases to be considered. Either the oldest allele in the sample is also the oldest allele in the population, or the oldest allele in the population has no representatives in the sample. By viewing M we cannot determine which of the above two situations is the truth. So we condition on each possibility.
Thus the posterior distribution of the oldest allele in the population, Z1, given M is a mixture of two Beta distributions. The theorem below formalizes this 
So it follows that 
Note that 1 P(T1 = aiM = m) Thus event = O} is muepencent of the sample M. We mentioned earlier that viewing the sample M it is impossible to tell whether or not the oldest allele in the population appears in the sample. In fact, viewing M doesn't even give us a hint. The information in M is independent of wnetner or not the oldest allele appears in the sample. This fact serves as a reminder that there is alot less information in a relatively aged-ordered sample M than in a totally aged-ordered sample T.
There are alternative ways to prove (3.9). The central result of 'Watterson and Guess (1977) and Kelly(1979) is that the probability that a particular allele is the oldest is equal to its proportion of the population. Thus, the chance that the oldest allele does not appear in the sample, P(R 1 = 0), is the chance that a randomly selected individual is of a type that does not appear in the sample. 
number of alleles present in the sample. vVe wish to calculate the posterior distribution of ZI given A = a.
Suppose we are given a sample with k alleles present. If no age information is available then it is possible that any given one of the alleles present in the sample could be of the oldest type in the population, or the oldest type in the population is not represented in the sample. It is these k 1 possibilities that we must condition on. While the aged-ordered sample gave a mixture of an 1nrlnrlrll1"" cnosen at random from population is of a ___ n the randomly chosen individual will be outside sample and if this happens the probability that it is of the given allelic type is n:e. (See Kelly (1979) , 'Watterson and Guess(1977) .) Thus the probability we are seeking is given i representatives in the sample. With probability ;1 the randomly chosen individual will belong to the~ample, and if this happens the that it is of the given allelic type is !.... With probability
This is the argument used in Theorem 7.6 of Kelly(1979) . Now letting J\!1 -jo 00 we see that the probability that a particular allele with i representatives in the sample is the oldest in the population is So the probability that any with i representatives in the sample is the oldest in the population is we "hn,n,n IS i> 0
--e' where Z, has distribution given by (1.1). So we see that the estimator in Corollary 4.3 is not consistent. Since the above estimator is invariant undel' different labelings of the sample, it is not surprising that its limit IS a symmetric function of the population.
The poor asymptotic property of the estimator in Corollary (4.1) is very significant, and can be used to argue that one has no business estimating the frequency of the oldest allele from a sample with no age information.
However, the posterior distribution (4.4) has a multi-modal density, that is the graph of (4.4) can have many local maxima. So the posterior mean, E(ZlIA), is not a good summary of (4.4). In fact a point estimate is not a very thing to be looking at. Yet, the posterior density still The joint distribution of (Zl' Z2) given X will be a generalized-Dirichlet with (n-tl-tz) t1!t2! (Hoppe (1986) ) that the probability of
The posterior distribution of (Zl, Z2) given M has density ,82 
is one of the appropriate probabilities which we outlined the procedure for calculating in the case k = 2, the general case (5. 
Let T = (Tr, T 2 , •• •). Then
The result follows immediately from equation (A.5 
