The classical Ramsey number r(m; n) can be deÿned as the smallest integer p such that in every two-coloring (R; B) of the edges of Kp, ÿ(B) ¿ m or ÿ(R) ¿ n, where ÿ(G) denotes the independence number of a graph G. We deÿne the upper domination Ramsey number u(m; n) as the smallest integer p such that in every two-coloring (R; B) of the edges of Kp, (B) ¿ m or (R) ¿ n, where (G) is the maximum cardinality of a minimal dominating set of a graph G.
Introduction
Let G = (V; E) be a graph with vertex set V of order p = |V | and edge set E, and let v be a vertex in V . The open neighborhood of v is N (v) = {u ∈ V | uv ∈ E} E-mail address: henning@nu.ac.za (M.A. Henning). 1 Research supported in part by the University of Natal and the South African National Research Foundation. 2 The independence number of G, denoted by ÿ(G), is the maximum cardinality among the independent sets of vertices of G. The concept of domination in graphs, with its many variations, has been studied extensively. The book by Chartrand and Lesniak [5] includes a chapter on domination. For a more thorough study of domination in graphs, see Haynes, Hedetniemi and Slater [14, 15] .
In this paper we shall abbreviate ÿ(G); ÿ( G); (G); ( G); IR(G); IR( G); (G) and ( G) to ÿ; ÿ; ; ; IR; IR; and :
If S is an irredundant set in G and v ∈ S, the set N [v] − N [S − {v}] is nonempty and is called the set of private neighbors of v in G (relative to S), denoted by pn G (v; S) or simply by pn(v; S) if the graph G is clear from the context. The set of all private neighbors of vertices in S is denoted by pn(S); that is, pn(S) = v∈S pn(v; S). It is apparent that irredundance is an hereditary property (in the sense that if S is an irredundant set in a graph, so is S for every proper subset S ⊂ S) and that any independent set is also irredundant. Since every minimal dominating set is an irredundant set, we have 6 IR for all graphs G. Furthermore, since every maximum independent set is also a minimal dominating set, we have ÿ 6 for all graphs G. Hence the parameters ÿ, and IR are related by the following inequality chain, which was ÿrst noted by Cockayne and Hedetniemi [9] and has received considerable attention in the literature. The classical Ramsey number r(m; n) is usually deÿned as the smallest integer p such that for any graph G of order p, G contains an m-clique or G contains an n-clique (where an m-clique is a complete subgraph of order m). Since cliques in a graph G are precisely independent sets in the complement G, the Ramsey number r(m; n) can also be deÿned using independence. More precisely, r(m; n) is the smallest integer p such that in every two-coloring (R; B) of the edges of K p , ÿ(B) ¿ m or ÿ(R) ¿ n. In general, let G 1 ; G 2 ; : : : ; G t be an arbitrary t-edge coloring of K n , where for each i ∈ {1; 2; : : : ; t}, G i is the spanning subgraph of K n whose edges are colored with color i. Let (G) denote the number of vertices in a maximum clique of G. The classical Ramsey number r(n 1 ; n 2 ; : : : ; n t ) is the smallest value of n such that for every t-edge coloring G 1 ; G 2 ; : : : ; G t of K n , there is an i ∈ {1; 2; : : : ; t} for which (G i ) ¿ n i , or, equivalently, ÿ( G i ) ¿ n i . The classical Ramsey number has attracted much interest. An entire issue of the Journal of Graph Theory (Volume 7, Number 1) was devoted to Ramsey theory, and Graham et al. [12] have written an excellent book on Ramsey theory.
Brewster et al. [1] deÿned the irredundant Ramsey number s(n 1 ; n 2 ; : : : ; n t ) as the smallest n such that for every t-edge coloring G 1 ; G 2 ; : : : ; G t of K n , there is at least one i ∈ {1; 2; : : : ; t} for which IR( G i ) ¿ n i . Hence in the case where t = 2, the irredundant Ramsey number s(m; n) is the smallest integer p such that in every two-coloring (R; B) of the edges of K p , IR(B) ¿ m or IR(R) ¿ n. Since any independent set is irredundant, the irredundant Ramsey numbers exist by Ramsey's theorem and satisfy s(n 1 ; n 2 ; : : : ; n t ) 6 r(n 1 ; n 2 ; : : : ; n t ) for all n 1 ; n 2 ; : : : ; n t . Signiÿcant progress on a theory of irredundant Ramsey numbers has been made since these numbers were introduced in 1989 (see, for example, [1] [2] [3] [4] 6, 7, 8, 10, 13] ).
The mixed Ramsey number t(m; n), introduced by Cockayne et al. [7] , is the smallest integer p such that in every two-coloring (R; B) of the edges of K p , IR(B) ¿ m or ÿ(R) ¿ n.
In [18] , Oellermann and Shreve deÿned analogous numbers for domination. The upper domination Ramsey number is deÿned in [18] as the smallest p such that for all t-edge colorings G 1 ; G 2 ; : : : ; G t of K n , n ¿ p, there is at least one i ∈ {1; 2; : : : ; t} for which ( G i ) ¿ n i . Hence in the case where t = 2, the upper domination Ramsey number u(m; n) is the smallest integer p such that in every two-coloring (R; B) of the edges of K p , (B) ¿ m or (R) ¿ n. It is shown in [16] that 13 6 u(3; 3; 3) 6 14.
In order to establish the value of certain upper domination Ramsey numbers, we introduce a new mixed Ramsey number. We deÿne the mixed domination Ramsey number v(m; n) to be the smallest integer p such that in every two-coloring (R; B) of the edges of K p , (B) ¿ m or ÿ(R) ¿ n. If follows from Theorem 1 that for all m; n, s(m; n) 6 u(m; n) 6 v(m; n) 6 r(m; n);
(1) and s(m; n) 6 t(m; n) 6 v(m; n):
(It is possible that u(m; n) and t(m; n) are not related.) The upper domination Ramsey numbers therefore provide lower bounds for the classical Ramsey numbers and upper bounds for the irredundant Ramsey numbers.
We follow the notation of [14] . In particular, for a pair of graphs G and H , the cartesian product G H of graphs G and H is the graph with vertex set V (G) × V (H ) and where two vertices are adjacent if and only if they are equal in one coordinate and adjacent in the other.
Known results
Results on s(3; n), t(3; n), and r(3; n) for small values of n are summarised in Table  1 . In the table, the symbol * means due to Brewster et al. [1] , † means due to Hattingh Table 1 Known results on s(3; n), t(3; n), t(n; 3) and r(3; n) for small n n 3 4 5 6 7 [13], • means due to Chen and Rousseau [4] , ♦ means due to Cockayne et al. [8] , and ‡ means due to Cockayne et al. [7] . It follows immediately from the inequality chain (1) and Table 1 Table 2 . We also show that t(3; 6) = 15.
Preliminary results
In this section we present a few preliminary lemmas. Lemma 1. Let G be a graph of order p. If 6 2 and 6 p − n − 1, then ÿ ¿ n.
Proof. Let v be a vertex of minimum degree in G. Since ÿ 6 2, the vertices not adjacent to v induce a complete graph of order p − − 1 ¿ n, and so ÿ ¿ n. Proof. Let X be a 3-element irredundant set in G. Since ÿ 6 2, it follows that G contains the cartesian product K 2 K 3 as an induced subgraph with one copy of K 3 having vertex set X . Let Y denote the vertices in the other copy of K 3 . Since X cannot be extended to a minimal dominating set of G, there must exist a vertex y that is not dominated by X . If y does not dominate Y , then we can ÿnd a set of three independent vertices in G, a contradiction. Hence y is adjacent in G to each vertex of Y . Similarly, there exists a vertex x that is adjacent to each vertex of X but to no vertex of Y . If x and y are adjacent in G, then X ∪ {x} is an irredundant set, and so IR ¿ 4, contrary to our assumption that IR = 3. Thus, G contains K 4; 4 − M as an induced subgraph, where M is a matching of cardinality 3.
Using a similar proof to that of Lemma 2, we can extend this lemma as follows. Proof. From the inequality chain (1) and Table 1 , we know that 8 6 u(3; 4) 6 9. Hence we need only show that u(3; 4) 6 8. Suppose to the contrary that there exists a graph G with p = 8, 6 2 and 6 3. If ÿ = 1, then G ∼ = K 8 , and so = 8, a contradiction which shows that ÿ = = 2. Since r(3; 3) = 6 we have ÿ = 3. The only graphs with p = 8, ÿ = 2 and ÿ = 3 are [19] ). However, (G i ) = 4 for i = 1; 2; 3. This contradiction establishes the result. Proof. As shown in the proof of Theorem 2, there exist three graphs G on eight vertices with = 2 and ÿ = 3, and so v(3; 4) ¿ 9. On the other hand, from the inequality chain (1) and Table 1 , we know that v(3; 4) 6 9. Consequently, v(3; 4) = 9.
Calculation of u(3; 5) and C(3; 5)
In this section, we establish the values u(3; 5) and v(3; 5). Proof. From the inequality chain (1) and Our aim in this section is to establish the values of u(3; 6) and v(3; 6). For the remaining part of this section, we restrict our attention to the graph G unless otherwise stated. We shall use the following result extensively.
Lemma 5. If 6 2, then (i) G is triangle-free, and (ii) any three independent vertices of an induced 6-cycle in G, have a common neighbor.
Proof. Since 6 2, ÿ 6 2 and so G has no independent set of cardinality 3. Equivalently, G has no triangle. This proves (i). Suppose, next, that C: v 1 ; v 2 ; v 3 ; v 4 ; v 5 ; v 6 ; v 1 is an induced 6-cycle in G and that the three vertices in S = {v 1 ; v 3 ; v 5 } have no common neighbor in G. Then every vertex is adjacent in G to at most two vertices of S. Equivalently, S is a dominating set in G. Furthermore in G, v 2 ∈ pn(v 5 ; S), v 4 ∈ pn(v 1 ; S) and v 6 ∈ pn(v 3 ; S). Hence, S is a minimal dominating set in G, whence ¿ 3, a contradiction. This establishes (ii).
Consider a 2-edge coloring of the edges of K p using colors red and blue. The spanning subgraph of K p whose edge set consists of all edges colored red (respectively, blue) we denote by G (respectively, G). For a vertex v of K p , we denote the sets of vertices of K p joined to v by red and blue edges by R v and B v , respectively. Lemma 6. If 6 2 and ÿ 6 5, then 6 5.
Proof. By Lemma 5, G is triangle-free. If 6 p − 7, where p denotes the order of G, then, by Lemma 1, ÿ ¿ 6, a contradiction. Hence, ¿ p − 6. Equivalently, 6 5. Proof. By Lemma 5, G is triangle-free. Suppose that x and z have no common neighbor in G. Let x ∈ R v ∩ R x and let z ∈ R v ∩ R z . Then v; x ; x; y; z; z ; v is an induced 6-cycle in G. However, v; x and z have no common neighbor in G, contrary to Lemma 5. Hence,
Lemma 8. Let G be a graph with 6 2 and ÿ 6 5. Let v be an arbitrary vertex of G and let X be the set of all vertices at distance 2 from v in G. Then X induces a bipartite subgraph of G.
Proof. By Lemma 6, 6 5, and so deg v 6 5. By Lemma 5, G is triangle-free.
Suppose that X contains an odd cycle. Let C : 1; 2; : : : ; '; 1 be a shortest odd cycle in X (of length '). Necessarily, C is an induced cycle. If ' ¿ 11, then X contains an independent set of ÿve vertices, which together with v form an independent set of size 6 in G, a contradiction. Hence, 5 6 ' 6 9.
Suppose that C is a 5-cycle, that is, '=5. By Lemma 7, there exists a vertex y i such that y i ∈ R v ∩ R i ∩ R i+2 for each i = 1; 2; : : : ; 5, where addition is taken modulo 5 (and so, R 0 = R 5 , R 1 = R 6 , etc). Since G is triangle-free, the vertices y 1 ; y 2 ; y 3 ; y 4 and y 5 are all distinct. Hence, R v = {y 1 ; y 2 ; y 3 ; y 4 ; y 5 }. For i = 1; 2; : : : ; 5, let C i denote the cycle v; y i+1 ; i + 1; i; i − 1; y i+2 ; v. Then C i is an induced 6-cycle. By Lemma 5, there exists a common neighbor, x i say, of the vertices i, y i+1 , and y i+2 . Since G is triangle-free, the vertices x 1 ; x 2 ; x 3 ; x 4 ; x 5 are all distinct and belong to X − V (C). Since = 5, we know that R i = {i − 1; i + 1; y i ; y i−2 ; x i } for i = 1; 2; : : : ; 5 and that R yi = {v; i; i + 2;
Since y i+2 is a common neighbor of x i and x i+1 , the vertices x i and x i+1 are not adjacent in G. If {x 1 ; x 2 ; : : : ; x 5 } is an independent set in G, then adding v to this set produces an independent set of size 6, contradicting the fact that ÿ 6 5. Hence x i and x i+2 must be adjacent for some i, 1 6 i 6 5. Let C i; i+2 denote the 6-cycle i; x i ; x i+2 ; y i+4 ; v; y i ; i and let C i+2;i denote the 6-cycle i +2; x i+2 ; x i ; y i+1 ; v; y i ; i+2. Since C i; i+2 is an induced 6-cycle, Lemma 5 implies the existence of a common neighbor of the vertices x i , y i and y i+4 . Since no vertex in the set {v; i; i + 2; x i−1 } is a common neighbor of the vertices x i , y i and y i+4 , and since R yi = {v; i; i + 2; x i−1 ; x i−2 }, the vertex x i−2 must be a common neighbor of the vertices x i , y i and y i+4 . Similarly, since C i+2;i is an induced 6-cycle, it follows from Lemma 5 that the vertex x i+4 must be a common neighbor of the vertices x i+2 , y i and y i+1 . Hence, x i is adjacent to x i−2 , while x i+2 is adjacent to x i+4 . Similarly, each of x i−2 and x i+4 is adjacent to x i+1 . Consequently, the set of vertices {x 1 ; x 2 ; : : : ; x 5 } induces a 5-cycle. Since = 5, we know that R xi = {i; y i+1 ; y i+2 ; x i−2 ; x i+2 }. Thus, G is the Greenwood-Gleason graph (see page 284 in [20] ) which is a 5-regular graph on sixteen vertices satisfying ÿ = 5. Let S = {y 1 ; y 2 ; y 3 ; x 3 }. Then, S is a dominating set of G and pn(y 1 ; S) = {x 1 }, pn(y 2 ; S) = {3}, pn(y 3 ; S) = {x 5 }, and pn(x 3 ; S) = {v}. Thus, S is a minimal dominating set of G, and so ¿ 4, contradicting the assumption that 6 2. Therefore, ' = 5, and so ' = 7 or ' = 9.
We show now that, for i = 1; 2; : : : ; ', the vertices i, i + 2, and i + 4 have no common neighbor in R v (where addition is taken modulo '). If this is not the case, then we may assume, for notational convenience, that there is a vertex a, say, in R v adjacent to every vertex of {1; 3; 5}. By Lemma 7, there exists a vertex b ∈ R v adjacent to 2 and 4. Since G is triangle-free, a = b. Let C denote the cycle a; 1; 2; b; 4; 5; a. Then C is an induced 6-cycle. By Lemma 5, there exists a common neighbor, x 15 say, of the vertices b, 1 and 5. Clearly, x 15 ∈ X − V (C). However, 1; x 15 ; 5; 6; : : : ; '; 1 is an odd cycle in X of length ' − 2, which contradicts our assumption that ' is the length of a shortest odd cycle in X . Hence, for i = 1; 2; : : : ; ', the vertices i, i + 2, and i + 4 have no common neighbor in R v . By Lemma 7, there exists a vertex y i such that y i ∈ R v ∩ R i ∩ R i+2 for each i = 1; 2; : : : ; 5, where addition is taken modulo ' (and so, R 0 = R ' , R 1 = R '+1 , etc). Since ' = 7 or 9, the equality of y i and y j (i = j) implies the existence of a triangle in G or a value of i for which the vertices i, i + 2, and i + 4 have a common neighbor in R v . Hence the vertices y 1 ; y 2 ; : : : ; y ' are distinct and ¿ 7, a contradiction. We deduce, therefore, that X is a bipartite graph. Lemma 9. If p ¿ 15, IR 6 2 and 6 3, then ÿ ¿ 6.
Proof. By Lemma 5, G is triangle-free. Clearly, if = 2, then ÿ ¿ 6. Hence we may assume = 3. Let v be a vertex of degree 3 in G. Then |B v | = p − 4 ¿ 11. Let U be the set of vertices of B v that are adjacent to no vertex in R v . Since 6 3, |U | ¿ 5. If |U | ¿ 6, then, since r(3; 3) = 6 and since G is triangle-free, there is a set of three independent vertices in G from U , which together with R v produces a set of six independent vertices in G, and so ÿ ¿ 6. Hence we may assume that |U | = 5 and U induces a 5-cycle in G, say u 1 ; u 2 ; u 3 ; u 4 ; u 5 ; u 1 . Since p ¿ 15 and 6 3, it follows that |B v − U | = 6 and each vertex in R v is adjacent to two vertices of B v − U . Let R v = {y 1 ; y 2 ; y 3 }. For i = 1; 2; 3, let a i and b i be the two vertices of B v − U adjacent to y i . Since 6 3, we may assume that {a 1 ; b 1 ; u 1 ; u 3 } is an independent set. But then {a 1 ; b 1 ; u 1 ; u 3 ; y 2 ; y 3 } is an independent set in G, and so ÿ ¿ 6.
To prove our next lemma, we will use the following result of Brewster et al. [1] .
Lemma 10 (Brewster et al. [1] ). Let G be a graph with IR 6 2 and consider an arbitrary vertex v of G. If X ⊆ B v contains at most one vertex that has no red edge to R v , then X induces a bipartite subgraph of G.
Lemma 11. If p ¿ 15, IR 6 2 and = 4, then ÿ ¿ 6.
Proof. By Lemma 5, G is triangle-free. Let v be a vertex of degree 4 in G. Then |B v | = p − 5 ¿ 10. Let U be the set of vertices of B v that are adjacent to no vertex in R v . If |U | ¿ 3, then, since G is triangle-free, two vertices of U , say u 1 and u 2 , are not adjacent. Thus, R v ∪ {u 1 ; u 2 } is an independent set in G, and so ÿ ¿ 6. On the other hand, suppose |U | 6 2. Then there exists a set X ⊆ B v with |X | ¿ |B v | − 1 ¿ 9 that contains at most one vertex of U . By Lemma 10, X induces a bipartite subgraph of G. Hence, there is a set of ÿve independent vertices in G from X , which together with v produces a set of six independent vertices in G, and so ÿ ¿ 6.
Lemma 12. If p ¿ 15, = 2, IR ¿ 4 and 6 5, then ÿ ¿ 6.
Proof. By Lemma 5, G is triangle-free. If IR ¿ 5, then ÿ ¿ 6, by Lemma 4. Hence we may assume that IR = 4. Thus, by Lemma 2, G contains K 5; 5 − M as an induced subgraph, where M is a matching of cardinality 4. We denote the partite sets of K 5; 5 −M by X ∪ {x} and Y ∪ {y}, where x and y are the vertices of degree 5. Let W be the set of remaining vertices in G. Since 6 5, x is not adjacent in G to any vertex of W , while each vertex in X is adjacent in G to at most one vertex of W . Hence, since |W | = p − 10 ¿ 5, at least one vertex in W , say w, is adjacent in G to no vertex of X ∪ {x}. Thus, X ∪ {w; x} is an independent set in G, whence ÿ ¿ 6.
Lemma 13. If p ¿ 15, = 2, IR = 3 and 6 4, then ÿ ¿ 6.
Proof. By Lemma 5, G is triangle-free. Since = 2 and IR = 3, Lemma 2 implies that G contains K 4; 4 − M as an induced subgraph, where M is a matching of cardinality 3. We denote the partite sets of K 4; 4 − M by X ∪ {x} and Y ∪ {y}, where x and y denote the vertices of degree 4. Let W be the set of remaining vertices in G. Then |W | = p − 8 ¿ 7. Since 6 4, x is adjacent to no vertex of W , while each vertex in X is adjacent to at most one vertex of W . Hence there are at least four vertices in W that are not adjacent to any vertex of X ∪ {x}. Since G is triangle-free, at least two of these vertices, say w 1 and w 2 , are not adjacent. But then X ∪ {w 1 ; w 2 ; x} is an independent set, and so ÿ ¿ 6.
Lemma 14. If p ¿ 15, 6 2 and ÿ 6 5, then = 5.
Proof. By Lemma 6, 6 5. By Lemma 12, we must have IR 6 3. If IR 6 2, then it follows from Lemmas 9 and 11 that = 5. On the other hand, if IR = 3, then it follows from Lemma 13 that = 5.
Lemma 15. If p ¿ 15 and 6 2, then ÿ ¿ 6.
Proof. Suppose, to the contrary, that ÿ 6 5. Then, by Lemma 14, = 5. By Lemma 5, G is triangle-free. Let v be a vertex of degree 5 in G. If a vertex w ∈ B v is adjacent to no vertex in R v , then R v ∪ {w} is an independent set in G, which contradicts the assumption that ÿ 6 5. Hence every vertex in B v is adjacent to at least one vertex of R v ; that is, each vertex in B v is at distance 2 from v in G. Thus, by Lemma 8, B v is a bipartite subgraph of G of order |B v | = p − 6 ¿ 9, and so B v contains an independent set of ÿve vertices, which together with v form an independent set of size 6 in G, a contradiction. Hence, we must have ÿ ¿ 6.
As an immediate consequence of Lemma 15, we have that v(3; 6) 6 15. On the other hand, we know from Eq. (1) that 15 = s(3; 6) 6 u(3; 6) 6 v(3; 6). Hence, we have the following result. As an immediate consequence of Theorem 6 and Eq. (2) we have the following result which improves the result that t(3; 6) 6 16 due to Cockayne et al. [7] . was ÿrst determined in [8] with the aid of a computer, and later in [4] without computer assistance.) Problem 3. Using the probabilistic method, it is shown in [3] that for all su ciently large n, s(n; n) ¿ n 3 2 n=2 :
Can this lower bound be improved for u(n; n)?
Problem 4. It is shown in [21] that for all su ciently large n, t(3; n) 6 5n 3=2 log n :
Find an upper bound on v(3; n) in terms of n.
Problem 5. Using the probabilistic method, it is shown in [11] (and later, applying large deviation inequalities, in [17] ) that for all m ¿ 3 there is a positive constant c m such that s(m; n) ¿ c m n log n m 2 −m−1 2(m−1)
:
Can this lower bound be improved for u(m; n)?
