This paper employs a conditional quantile regression approach to quantify the dynamics of depression among adolescents, and examine the extent of true state dependence in youth depression conditional on unobserved individual heterogeneity and family socio-economic status. We use data on the children of the US National Longitudinal Survey of Youth 79 cohort (CNLSY79) and employ a recentlydeveloped instrumental variable approach for the estimation of dynamic quantile regression models with fixed effects. Our results suggest that true state dependence in youth depression is very low and the observed positive association between previous depression and current depression is mainly due to time-invariant unobserved individual heterogeneity. The results also show heterogeneity in true state dependence in youth depression across quantiles of the depression distribution.
Introduction
This study was motivated by three observations. The first is the prevalence of child and adolescent mental health problems. The MECA Study (Methodology for Epidemiology of Mental Disorders in Children and Adolescents) found that approximately 20% of children and adolescents in the U.S. exhibit some impairment from a mental or behavioural disorder, with 1.1 percent having significant functional impairments and 5% suffering extreme functional impairment (Shaffer et al. 1996; U.S. DHHS report 1999) . Depression is one of the most common mental health problems in the transition period of adolescence to early adulthood (Asarnow et al. 2009) , with 15% to 20% of youth estimated to suffer from depressive disorders by the age of 18 (Lewinsohn and Essau 2002) . Secondly, evidence has shown that poor health in childhood has negative consequences for various future outcomes 1 . More specifically, depression in adolescence is associated with poor health and behavioral outcomes, poor academic performance and poorer peer relationships (Saluja et al. 2004; Kessler et al. 1995; McLeod and Kaiser 2004) ; in the long-run depression in adolescence is associated with lower economic status, poorer labour market outcomes, drug and alcohol abuse, and suicidal behaviors in adulthood (Gregg and Machin 2000; Fergusson 1 There is a literature on the long-term consequences of child physical and mental health more generally--the critical role of child physical health in subsequent health and economic outcomes has been reported by a number of authors (Case et al. 2002; Case et al. 2005; Smith 2009; Currie et al. 2010) ; more recently the importance of child mental health and behavioural problems has been investigated using longitudinal data (see Currie and Stabile 2006; Contoyannis and Dooley 2010; Currie et al 2010; Smith and Smith 2010; and Goodman et al 2011). et al. 2007; Fergusson and Woodward 2002) . Thirdly, the psychology literature reports that depression started in early years is persistent over the life-course: the presence of depressive disorders often starts in childhood and adolescence (Chang 2009 ) and depression during this transition period often persists into adulthood (Colman et al. 2007) . Descriptive evidence has shown that adolescents who experience depression often struggle with depression throughout their lives (Lewinsohn et al. 1999) , and in many cases, early onset of depression predicts more severe depression during adulthood (Weissman et al. 1999) . Greden (2001) documented that early-onset depression (before the age of 21 or 22) is not only associated with longer first episodes, higher overall rates of comorbid personality disorders and longer hospitalizations, but also predicts higher rates of recurrence of major depression.
The recurrence of depression after an initial experience of depression is indicative of persistent behavior of this morbidity during adolescence, which often leads to various adverse consequences later in life. Studies in biological psychiatry provide a clinical explanation for this phenomenon. Farb et al. (2011) suggest that among a group of adult patients (at age ranging from 21 to 61) with clinically diagnosed depression the physiological changes in the brain chemistry caused by a first episode of depression are likely to manipulate an individual's perception of risk and cause the individual to become hypersensitive to external threats. Therefore, an individual will have another episode of depression at much smaller triggers than those that caused the first episode of depression. In other words, any previous experience of depression would lead to elevated risks of recurrence of depression over time. This might explain why descriptive studies often see adolescents who experience depression struggle with this disease throughout their lives.
Although the persistent nature of depression has been studied among those clinically diagnosed patients, little is known about the dynamics of depression in a general population of adolescents. The findings from clinically diagnosed samples may not be generalizable to a broader population. It is also recognized that the nature and distribution of mental disorders in young people are somewhat different from those of adults. More importantly, from a societal point of view, it is important to identify the risk factors in terms of social or family background that determine the first episode of depression, and the risk factors associated with persistence in depression among adolescents. We focus on persistence of depression in this paper and address two questions: 1) How much persistence there is in depression among adolescents in a general population survey (the children of the NLSY79 cohort), and 2) the extent to which true state dependence contributes to any observed persistence in youth depression.
Literature in psychology points out that low family SES can lead to depression in adolescence while high family SES can serve as a protective factor that improves resilience in youth (see Lee and Eden 2009) . This perspective suggests that persistence can be accounted for by these observable covariates, measured either prior to or concurrent with the depression outcome. Furthermore, it is important to separate true state dependence from unobserved individual heterogeneity when quantifying the persistence in depression, because they represent different mechanisms. In economics, time invariant unobserved individual heterogeneity is often discussed as an important contributor to persistence in human behaviours, such as labor market participation, consumption behaviour and the formation of health capital (see Heckman 1981; Hyslop 1999; Jones et al. 2006 ). This represents the second mechanism generating persistence: due to certain pre-determined personal attributes, some individuals are more prone to the risk of depression, and this leads to prolonged depression over multiple time periods. However, true state dependence in depression, as described by the work of Farb et al. (2011) relates to the fact that the experience of depression may elevate the risk of future depression independent of individual heterogeneity, either observed or unobserved. It should be clear that these three possibilities, that we can succinctly categorise as observed heterogeneity, unobserved heterogeneity, and true state dependence, are not mutually exclusive --they may simultaneously contribute to observed persistence, they may also interact in complex ways.
We are aware of few empirical studies that have explored the dynamics of depression among adolescents 2 . These studies have produced mixed results. Using data on the children of the US National Longitudinal Survey of Youth 79 cohort 2 Some empirical literature in health economics has documented a link between socioeconomic status and depression in adults. Also, the dynamics of mental health among adults has been examined by a few studies (Hauck and Rice 2004; Roy and Schurer 2013) . We do not discuss these studies here as we focus on depression, and specifically persistence in depression among adolescents in this study.
(CNLSY79), Strohschein (2005) employed a growth curve analysis to examine the effect of initial family income level and changes in family income over time on depression and antisocial behavior outcomes for children aged 4 to 14. The results showed that low household income is associated with higher levels of child depression and subsequent improvements in household income reduce child depression levels, but the effect of initial household income on the rate of change in child depression reduces as children grow older. Some empirical studies have found "no relationship" between the persistence in depression among adolescents and socioeconomic status. In a sample of African-American youth aged 14 to 17, Repetto et al. (2004) found that adolescents with consistently high levels of depression were more likely to be female, and have lower self-esteem, and lower grade point average; there was no association with parental occupation. Using the National Longitudinal Study of Adolescent Health data, Rushton et al. (2002) examined factors associated with persistent depressive symptoms among 13,568 adolescents who completed the initial survey in 1995 and were followed up 1 year later. They found that socioeconomic status did not predict persistent depressive symptoms.
Using data on the children of the US National Longitudinal Survey of Youth 79 cohort (CNLSY79), our study quantifies the persistence of youth depression and examines the extent of true state dependence conditional on unobserved individual heterogeneity and observed family socio-economic status (SES). We employ a conditional quantile regression framework to approach this issue. Conditional quantile regression allows us to examine the heterogeneity in persistence level across the depression distribution, which provides a more complete view compared to a conditional mean regression approach. Using an estimator appropriate for a conditional mean model will average over heterogeneous effects. This implies that conditional mean estimates will vary, sometimes dramatically, depending on the distribution of the regressors in the sample. In addition, conditional mean regression is often strongly affected by the behaviour of outliers. To estimate the dynamic models we employ a newly-developed instrumental variable (IV) approach suggested by Galvao (2011) for the estimation of dynamic quantile regression models with fixed effects. To appropriately fit our data, we also integrate this estimator with the 'jittering' approach suggested for estimating conditional quantile models for count data in a cross-sectional context (Machado and Santos Silva 2005) . Our proposed estimator not only allows us to control for individual-specific heterogeneity via fixed effects in the dynamic quantile regression framework, but also effectively reduces the bias that exists in conventional fixed-effects estimation of dynamic quantile regression models.
Our study advances on previous literature by explicitly modelling depression dynamics among a general population of adolescents. More importantly, this study quantifies the persistence of depression in a framework which separates the effects of true state dependence from unobserved time-invariant individual characteristics. Our results from the dynamic conditional quantile regression models suggest that the true state dependence in youth depression is very low and the observed positive association between previous depression and current depression is mainly due to time-invariant unobserved individual heterogeneity. Consequently, our results suggest that among the general population of adolescents the experience of depression does not elevate the true probability of future depression but only our estimate of that probability. Naturally, any dynamic modeling of youth depression which does not deal with unobserved heterogeneity likely overestimates true state dependence. Given the importance of unobserved heterogeneity, identification of what is underlying these fixed effects should be given higher priority for future research.
Data and Sample

Data Source
This study uses data on the children of the US National Longitudinal Survey of Youth 79 (CNLSY79). The CNLSY79 is an ongoing biennial longitudinal survey that began in 1986 and interviewed the children born to the female respondents of the 1979 cohort of the NLSY. The assessments measure cognitive ability, temperament, motor and social development, behavior problems, and self-competence of the children as well as the quality of their home environment (see NLSY79 Child &Young Adult Data Users Guide). Starting in 1994, children who reach the age of 15 are no longer assessed but were given the Young Adult survey, which focuses on the transition to adulthood, with detailed questions on education, employment, training, health, family experiences, attitudes, and certain social activities. In 1994, 7,089 children who were born to the original 6,283 NLSY79 female respondents were interviewed, and among these, 6,109 were under age 15 and 980 were 15 years or older. As of 2008, 7,660 children, including young adults, were interviewed. Of these, 1,354 were under age 15 and 6,306 were interviewed as young adults.
These "young adults" constitute our main study sample. From the Young Adult Survey, we constructed the repeated measures of depression and other relevant variables that are potential determinants of depression in adolescence. We constructed familylevel variables by using the information contained in the main NLSY79 survey.
Drawing on the extensive information in the Child Survey, we constructed additional variables representing important early life characteristics in childhood. Information from the Child Survey, the Young Adult Survey and the main NLSY79 survey can be linked by the identifiers of the child and the mother.
Study Sample and Variables
Variable Definitions
The outcome variable is a scale of depression--the Center for Epidemiological Studies Depression Scale (CES-D) developed by Radloff (Radloff 1977) . The CES-D has been used in a large body of studies on depression and has been shown to have very good validity (i.e. how well an instrument measures what it is purported to measure) and reliability (i.e. the degree to which an instrument produces stable and consistent results) in the general population and in a wide variety of specific ethnic and socioeconomic sub-populations (Beekman et al. 1997; Prescott et al.1998; Thomas et al.2001; Weissman et al.1977) . Furthermore, the CES-D has been shown to have high internal consistency reliability ( i.e. a measure of reliability used to evaluate the degree to which different test items that probe the same construct produce similar results) and test-retest reliability (i.e. a high degree of stability over time) for the population of adolescents and young adults (Radloff 1991; Roberts et al. 1990) 3 . The examination of the screening efficacy for the CES-D shows that the concurrent validity (i.e. the degree of congruence between the screener and the diagnosis of depression) of the CES-D is reasonably high and consistent across different sub-populations (Lewinsohn et al. 1997 ).
In the Young Adult Survey, respondents were given a 7-item, reduced version of the CES-D questionnaire in all waves from 1994 to 2010. The questionnaire was administered with skip patterns based on age and interview status. Specifically, the CES-D scale was administered to all eligible young adults in 1994 through 1998, and 2004 through 2010. But in 2000, it was administered only to the eligible young adults who were not interviewed in 1998, and in 2002 it was administered only to the eligible young adults who were not interviewed in 2000. Examples of the CES-D questions include: "In the last week I felt that I couldn't shake off the blues, even with help from my family and friends", and "In the last week I felt that everything I did was an effort." 3 Note that this does not imply that there will be high state dependence over annual intervals as test-retest reliability is measured over much shorter time periods.
As in the full-version of CES-D questionnaire 4 , the answers to these 7 questions were coded on a scale from 0 to 3 with 0 representing "rarely/none of the time" and 3
representing "most/all of the time". Our study employs the 7-item composite CES-D score (ranging from 0 to 21) as our dependent variable in the analyses. From this point on, we use "the CES-D score" to represent the composite score of the 7-item questions.
Our empirical specification includes family and own SES, demographic characteristics, prenatal or biological factors, health care utilization and living environment. Demographic variables include age, gender, race, and birth order. In order to allow for flexible birth order effects, we include a set of dummies representing the first born, the second born, the third born, and the fourth or higher birth orders.
Biological factors include age of mother at the birth of the child, mother's drinking and smoking behaviours during pregnancy. We include two variables to capture the effect of health care utilization: whether the youth received help for an emotional problem in the past year, and whether the youth took any medicine or prescription drugs to control behavior in the past year. Variables representing living environment are whether the youth lives in an urban or rural area, and whether the youth lives in a Standard Metropolitan Statistical Area (SMSA).
To capture family SES factors we include maternal education measured as the highest grade completed by the mother. We include maternal employment status 4 The full-version of CES-D includes 20 questions related to symptoms of depression.
Responses are coded on a scale from 0 to 3, with 0 representing "rarely/none of the time" and 3 representing "most/all of the time". Accordingly, the composite CES-D score ranges from 0 to 60. measured as the number of weeks unemployed in the past calendar year. We constructed a family income measure as the total net family income in the family of the mother, which is included in the Main NLSY79 Survey. This measure is adjusted to 2010 dollar equivalents and CPI inflated according to the specific interview year. We don't adjust the income measure for family size nor use any income-to-needs ratio measures because the literature has shown that adjusting income for family size combines effects that operate differently on child outcomes (Blau 1999; Duncan et al. 1998) 5 . This variable will be missing if the young adult was living in the father's or another relative's household at the time of the Young Adult Interview. 6 We also include the variable of family poverty status because living under the poverty line may contribute to youth depression over and above the effect from the absolute family income level. In addition to their family SES, we also consider the young adults' own SES, focusing on their employment status. The only employment measures of the youth administered consistently in the Young Adults Interview relate to a young adult's "significant job" defined as the last job lasting two weeks or more in the last year 7 . 5 The inclusion of birth order dummies which capture the effects of household position on depression outcomes partially accounts for the effect of family size in a flexible way. 6 Since 2000 a question has been included in the Young Adult Interview asking the total family income of the respondents, which refers to the sum of income from all sources over all family members. We don't use this family income measure as this measure does not exist in previous cycles. 7 We also considered other family and youth SES factors, including highest grade completed by the father, paternal unemployment status, young adults' own education variables such as year of school currently enrolled in, highest grade of regular school completed, and whether the respondent ever repeated or skipped grade, and young adults' own income. But due to a large proportion of missing values, these variables 2.2.2 Sample Definition 7,612 individuals ever completed a Young Adult Survey during the survey years of 1994-2010. We used several criteria to select our sample. First, we only kept the individuals in the Youth Survey who had at least one CES-D score during 1994-2010.
Imposing this criterion reduces the sample to 7,598 individuals. Second, we dropped the observations for which an individual was aged 26 or above in any wave of the Young Adults Interview, leading to a further reduction of the sample to 7,541 individuals.
Third, we dropped individuals with fewer than three consecutive waves of observation of the CES-D score, because we need to include the first lag of the CES-D score to estimate a dynamic model and the second lag of the dependent variable as the instrumental variable for the IV approach we employ for estimating conditional quantile models (We describe this in section 3.2.2). After applying this criterion, we have 4,275 individuals with 17,584 observations in the sample. Lastly, we dropped observations with missing values on our main regressors described above; this leaves 3,812 individuals as our study sample with 11,238 observations in total 8 . were dropped. 8 It is worth noting that the respondents who were dropped are systematically of lower birth order orders and were born to systematically younger mothers than the included observations. While this may lead us to under or overestimate the overall prevalence of depression in the population, this does not lead to inconsistency in estimation of model parameters as birth order and maternal variables are exogenous in our context.
Descriptive Statistics of the Study Sample
In Table 1, Table 2 presents the transition matrix for the CES-D score classified into five categories: 0, 1-3, 4-6, 7-11 and 12 and above 9 . The rows of the transition matrix indicate the depression level in the previous period, while the columns indicate the depression level in the current period. The transition matrix shows that the majority of the transitions among different levels of depression appear on the diagonal or one cell off the diagonal. This indicates that substantial persistence exists in the dynamics of depression for the young adults, with the most persistence is observed for those with CES-D scores of 1-3 or 4-6. This is suggestive of a benefit from using quantile regression models for depression dynamics. We model dynamics simply (given the constraints imposed by the data structure) by including the first lag of the depression score as a covariate. We employ an IV approach suggested in Galvao (2011) for a dynamic quantile regression panel data model with fixed effects as our main empirical approach. For comparison we also estimate a set of dynamic conditional mean regression models. We describe all the estimation methods we use and the empirical specifications of these estimators below.
Dynamic conditional mean regression models
For dynamic conditional mean estimation we consider the following specification:
where y it is the CES-D score, y it-1 is the first lag of the CES-D score, We consider a dynamic model for the τth conditional quantile function of the outcome variable without individual effects using the following specification:
where y it is the outcome of interest, y it-1 is the first lag of the outcome variable, 
where u~ U(0, 1) is a random draw from the uniform distribution on (0, 1). The conditional quantile of Q J (τ|X) is specified to be
where X represents the design matrix in the specification of y it considered in (2). The additional term τ appears in the equation because Q J (τ|X) is bounded from below by τ.
To estimate the parameters of a quantile model in the usual linear form, a log transformation is applied so that ln(J-τ) is modeled, with the adjustment that if J-τ <0, then ln(ε) is used, where ε is a small positive number. The log transformation with the adjustment is justified by the property that quantiles are equivariant to monotonic transformation and the property that quantiles above the censoring point are not affected by censoring from below (details see Cameron and Trivedi 2009). Note that this specification does not take into account the upper-bound of the original CES-D score but this is unlikely to be a problem in this particular application. To reduce the effect of noise due to jittering, the parameters of the model need to be estimated multiple times based on multiple jittered replications. We use 500 jittered replications for this estimation.
Dynamic quantile regression IV model with fixed effects
To account for potential unobserved individual heterogeneity, we consider a dynamic panel quantile regression model with individual fixed-effects. The τth conditional quantile function of the outcome variable of the tth observation on the ith individual y it can be represented as:
where z i is the individual indicator and η represents the Nx1 vector of individual-specific effects. The estimation of the above model is implemented by a regularization method developed by Koenker (2004) , in which fixed effects are assumed invariant across quantiles. In order to allow for some flexibility in the effect of any time-invariant observables, we include an intercept that varies with different quantiles in the fixed effects model by setting for a very small shrinkage parameter (i.e. 1e-6) in Koenker's penalized fixed effects model. Koenker (2004) notes that as the shrinkage parameter approaches 0 we obtain the FE estimator, while as the shrinkage parameter approaches to infinity the estimates of FEs approach 0 and we obtain an estimate of the pooled model. Therefore, our estimate represents a very close approximation of the FE estimator.
As mentioned earlier, we employ the IV approach suggested by Galvao (2011) as our preferred model to reduce bias when estimating this dynamic quantile regression model with fixed effects. The IV estimator developed by Galvao (2011) is based on the general approach to the estimation of quantile regression panel data models with fixed effects introduced by Koenker (2004).
Galvao (2011) notes that the fixed effects estimator suggested by Koenker (2004) suffers from bias in the presence of lagged dependent variables as regressors when T is moderate even as N goes to infinity. Using a rationale analogous to that of Hsiao (1981, 1982) and Arellano and Bond (1991) , Galvao (2011) suggests that valid instruments for consistently estimating (5) are available within the model. Because the lagged regressors (or functions of them) are correlated with the included regressors but are uncorrelated with the error term, they can be used as instruments. Following Chernozhukov and Hansen (2006, 2008) , Galvao (2011) proposed an IV estimator for the state dependence parameter.
The implementation of this IV procedure in the context of (5) requires the minimization of:
where Q NT is the τth conditional quantile function, ߩ ఛ ሺ‫ݑ‬ሻ ≔ ‫ݑ‬ሺ߬ − ‫ݑ‪ሺ‬ܫ‬ < 0ሻሻ as in Koenker and Bassett (1978) , ߭ are the weights that control the relative influence of the This is consistent with the fixed effects model suggested by Koenker (2004) .
Specifically, the instruments may include values of y lagged two periods or more and/or lags of the exogenous variable x which affect lagged y but are independent of u. The estimator should minimize the effect of ω it . The intuition is that imposing this restriction is valid when the FE model (5) Carlo experiments showed that even in short panels such as ours this IV estimator can substantially reduce bias.
We use the values of CES-D score lagged two periods as our instrument 11 . We to construct the empirical distribution of the estimator and construct the bootstrap standard errors. We also used a percentile bootstrap procedure to construct 95% confidence intervals for the parameters of interest.
Dynamic quantile regression IV model with fixed effects and jittering
As noted above, any conditional quantile estimation for continuous data may be 11 We use y it-2 as the instrument because it is structurally correlated with y it-1 ; and it is a valid instrument when we assume the error term is serially uncorrelated conditional on the individual fixed effects. In the case of dynamic conditional mean regression models, the assumption of no serial correlation after controlling for fixed effects is testable if we implement the Arellano-Bond type of estimator which employs additional lags of the dependent variables as instruments and therefore can offer an opportunity to implement an overidentifying restrictions test on the validity of the instruments (see Arellano and Bond 1991) . In the case of dynamic conditional quantile estimation, we are unaware of such tests to test this assumption. In any event, this is not possible in our case because we can only use y it-2 as the single instrument in the model, due to small T. problematic in our context. To address this problem, we apply the IV approach to jittered data of the CES-D score. We first use the same jittering process suggested by Machado and Santos Silva (2005) to construct a continuous variable with conditional quantiles that have a one-to-one relationship with the conditional quantiles of the original CES-D score. We then implement the IV estimator with the artificially smoothed CES-D score as the dependent variable. We use 500 jittered samples to derive the estimates for this model 12 .
As the jittering process involves a non-linear transformation from the original CES-D score to a smoothed variable, the marginal effect (ME) estimates are different from the coefficient estimates. We use the marginal effects at the mean (MEM) convention to calculate the MEs. According to Equation (5) 12 We experimented with the number of replications, including 50, 100, 500 and 1,000 jittered samples. We chose 500 jittered samples because results change at only the 3rd decimal place when increasing from 500 to 1000, but the calculation time doubles. 13 Care is needed in interpreting the results because the quantiles of y it are stepfunctions. In particular since y it is a step function, when the ME is > 1 for the model for Table 3 presents results for the dynamic linear conditional mean regression models 14 .
Estimation Results
Results for Dynamic Conditional Mean Regression Models
Columns (1) and (2) present marginal effects and standard errors for the pooled linear model; columns (3) and (4) present the results for the random-effects model; columns (5) and (6) present the results for the fixed-effects model; and columns (7) and (8) present the results for the first-difference (FD) with IV model (Anderson-Hsiao estimator) . Estimates for the pooled and random-effects models indicate strong positive state dependence. However, the state dependence parameter estimate in the fixed-effects model is negative and statistically significant. This "regression to the mean" finding suggests that conditional on all other variables and individual fixed effects, a negative serial correlation in depression scores remains. This may be due to negative serial correlation in the errors or negative state dependence. The intra-class correlation coefficient (ICC) estimate reported in the random-effects model suggests that about 13.1% of the latent error variance is attributable to unobserved individual heterogeneity.
The ICC estimate reported in the fixed-effects model indicates that about 65.0% of the J it there will be an effect on the quantile of y it ; when the ME is <1 for J it it is not necessarily true that there is an effect on the quantile of y it . The paper reports partial effects (evaluated at the mean) on the quantiles of J it , not y it . Practically observing an effect for the jittered sample does not necessarily translate to an impact on the CES-D score if the ME<1 --we are grateful to Joao Santos Silva for this point. 14 As a robustness check we also estimate these model based on a Poisson specification.
The estimates results are similar of those based on linear specification presented here.
total variance in the dependent variable is due to the variation across individuals. It is worth noting that the magnitude of the estimated persistence level based on the fixed effects model is surprisingly large, but this estimate is subject to bias and thus needs to be interpreted with caution. As described in section 3.1, we also estimated a firstdifference (FD) with IV model (Anderson-Hsiao estimator) , in which the dependent variable lagged for two periods is used as the instrument for the first difference of the lagged dependent variable. This estimator is consistent for the state dependence parameter when there is no serial correlation after controlling for individual fixed effects. The estimated state dependence has decreased substantially: the magnitude is 0.0516 and is only statistically significant at 10% level.
Several patterns are observed in Table 3 for the inter-temporal effects of other covariates on youth depression. First, the pooled model and random-effects model results indicate that youth depression varies substantially with demographic characteristics: females and blacks are more likely to report higher CES-D scores.
Second, there is a positive correlation between psychological health care utilization and the presence of depression. Young adults who utilize consultations for emotional or behaviour problems, or who take prescription drugs to control their activity level or behaviour tend to have higher CES-D scores. Third, biological factors such as giving birth at a younger age and smoking during pregnancy are associated with higher CES-D score; drinking during pregnancy does not appear as important for CES-D scores.
Lastly, some family SES factors including higher maternal education and higher family income are associated with lower CES-D scores, although the magnitudes of the effects are relatively small. This is not surprising as the dynamic models only capture the intertemporal effects of these factors conditional on the previous CES-D score rather than long-run effects. Table 4 presents the conditional quantile estimation results for the pooled model based on 500 jittered samples 15 . Columns (1) and (2) list the marginal effects and the standard errors for the 0.25 conditional quantile of the CSE-D score; Columns (3) and (4) list the results for the 0.5 conditional quantile of the CSE-D score; Columns (5) and (6) present the results for the 0.75 conditional quantile of the CSE-D score. The results show that the estimated persistence level is stronger for larger quantiles of the CES-D distribution.
Results for Dynamic Conditional Quantile Estimation Models
Positive state dependence is stronger at the 0.75 quantile of the conditional CES-D distribution, suggesting high persistence of relatively severe depression. The intertemporal effects of some covariates vary across quantiles of the CES-D score. For example, the gender gap of CES-D score is larger at the 0.75 quantile, while racial differences in CES-D scores are smaller at the 0.75 quantile. Maternal tobacco consumption only adversely affects the lower quantiles whereas maternal drinking during pregnancy only adversely affects the highest quantile. Finally, the roles of family 15 As a robustness check we also estimate a pooled conditional quantile regression model without jittering the data. The results are similar to those based on jittered data presented here.
SES characteristics differ across quantiles of the CES-D score. The protective effects of higher maternal education and higher family income are larger at the 0.75 quantile. Table 5 presents the results based on the IV estimator for dynamic conditional quantile regression with individual fixed effects and without jittering. As in the pooled model, the estimated state dependence parameters are positive and the absolute value of the estimated state dependence effect is larger at higher quantiles. However, the state dependence estimate is statistically insignificant for all quantiles. Given that the state dependence estimates from the conditional quantile models without individual fixed effects are statistically significant and positive, this suggests that much of the positive estimated state dependence effect is due to individual fixed effects and that conditional on all the other variables and individual fixed effects, the observed positive state dependence disappears. It is worth noting that instrumenting the first lag of CES-D score with the second lag of the CES-D score leads to a loss of 3,053 observations. This increases the standard errors dramatically. Some different patterns are also observed for other regressors compared to the pooled dynamic quantile regression model results.
Consultations for emotional problems and the use of drugs for activity or behaviour problems are still positively associated with higher CES-D scores, but less statistically significant after controlling for individual fixed effects. Interestingly, after controlling for the individual fixed effects, both maternal education and family income become statistically insignificant even at the 0.75 quantile.
Although we prefer estimates based on the IV estimator, we also estimated conditional quantile estimation with individual fixed effects without instrumenting as a robustness check. Results are not shown but available upon request. The estimates on state dependence are significant but negative. However, these estimates of state dependence are likely to suffer from small T bias. Table 5 the estimated state dependence parameter is positive but statistically insignificant across all estimated quantiles. However the magnitudes of the estimates are smaller based on the jittered sample. Again, because we have fewer time periods to estimate the model, only a few factors remain statistically significant in this model. The patterns with regard to the effect of the other variables are similar with those observed in the IV estimator without the jittering process (as in Table 5 ).
Discussion and Conclusion
Our study quantifies the persistence level of youth depression and examines the extent of true state dependence conditional on unobserved individual heterogeneity and observed family SES using a general population of adolescents. A methodological contribution of our study is that in addition to standard dynamic quantile regression models, we employ and implement a newly-developed IV quantile regression for dynamic panel with fixed-effects model (Galvao 2011) combined with 'jittering' as suggested by Machado and Santos Silva in another context (Machado and Santos Silva 2005) . This model provides us several advantages for the analysis of depression dynamics. Firstly, exploring heterogeneous covariate effects within the quantile regression framework offers a more flexible approach than the classical Gaussian fixedand random-effects estimators. This is because certain factors may not only affect the location of the conditional distribution of youth depression, but also affect the scale or other aspect of the distribution. If the underlying mechanism that links these factors with youth depression does differ at different parts of the depression distribution, using a conditional mean estimation will neglect this and provide quite different conclusions.
Secondly, it is important to separate individual-specific heterogeneity from state dependence in the context of studying the persistence of health outcomes (see Contoyannis et al. 2004a Contoyannis et al. , 2004b ; this estimator allows the control of individualspecific effects via fixed effects (allowing for unobserved heterogeneity to be correlated with observed covariates) in the dynamic panel data framework. Thirdly, the quantile regression model, compared to conditional mean models, will be less sensitive to observations in the tail of the underlying random variables, and consequently will be less sensitive to outliers. Lastly, our preferred model provides us with a small-T bias- This study could be improved in a number of ways. Firstly, we would like to estimate these models for high quantiles, e.g. at the 0.9 quantile of the CES-D distribution, because these quantiles would capture the individuals who likely have clinically diagnosed depression. Unfortunately, we had convergence problems running these estimations due to sparse data at the very high quantiles of the distribution. More data would help in making any findings sufficiently precise. Secondly, if additional waves of data become available we can use multiple lags of the dependent variable and lags of some exogenous covariates for the estimation of dynamic IV models and employ tests of overidentifying restrictions. This is impossible at the moment given the relative short T of the CNLSY79 data. These data issues impose limitations on our study for estimating more complicated model specifications. 3. The reported standard errors are based on 499 bootstrapping replications. 4. *** denotes statistical significance at 1% level, ** denotes statistical significance at 5% level, * denotes statistical significance at 10% level. 5. The time-invariant regressors are dropped from the fixed-effects model.
