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1. Introduction 
This paper concerns the statistical aspects of a transformation that 
plays a vital role in generalized gravity models. These models give a complete 
explanation of flows of goods or persons between regionally dispersed supply 
and demand markets. The explanation is in terms of the characteristics of 
supply and demand as well as allocation variables like distances. The spatial 
interaction of demand and supply is the predominant feature. 
A model of this type is first suggested by Alonso (1978), and studied 
further in Porell and Hua (1981), Anselin (1982) and Tabuchi (1984). The 
stochastic structure remained rather obscure in these articles. More in the 
econometrie tradition is the related, but independently developed, "three 
component model" (3CM), described in Bikker and De Vos (1980), Bikker (1982, 
1987), and De Vos and Bikker (1984, 1989). This model has a well-defined 
statistical structure, and the interpretation and specification rest upon a 
structural general equilibrium model containing equations for supply, demand 
and choice. Applications include migration (Poot, 1986), international trade 
(Bikker, 1982, 1987), and patiënt flows to hospitals (De Vos and Bikker, 
1984). 
The purpose of the models is to explain flows x between n demand 
regions i and m supply regions j . Explanatory variables may concern the supply 
side, the demand side, and the interaction between demand and supply regions, 
typically depending on distances. Disturbance terms, representing 
imperfections in the structural relations, are added correspondingly. The 
central element in the statistical setup is a decomposition of the data into 
three components (thus 3CM): regional demand D = Y x , regional supply S = 
i j ij j 
£.x ., and the allocation. These three components are the border totals and 
the interior of the matrix X. 
The model for D and S (conditional upon the allocation part) is rather 
special. lts kernel is a singular, nonlinear, implicit transformation from 
explanatory variables and disturbances to the dependent variables, D and S. 
The simplest version of the model that contains the fundamental problems to be 
tackled in this paper, is given in four equations : 
The notation of the 3CM differs from the notation used in the Alonso 
literature. In the 3CM disturbance terms are explicitly incorporated, so the 
symbols have a precise statistical meaning. Corresponding with econometrie 
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(1.1) D = y Bn a7 eV1 
i 0 1 i 
(1.2) S = 5 A 5 l 0 ö eWJ 
j o j ' j 
(1.3) cc = V S /3"1 r 
i ^J j j ij 
(1.4) |3 = Y D ©f1 r 
j i i i ij 
The explanatory variables are B for the demand market and A for the supply 
i j 
market. Extension to more explanatory variables is straightf orward. The 
disturbance terms are assumed to be lognormally distributed (v and w 
normally distributed) and mutually independent. The "attraction matrix" R = 
[r..] results from the allocation part of the model and depends typically 
inversely on distances. The intermediate variables cc and /3 represent the 
interactions in the model. 
The model can be derived as reduced form for D and S of a structural 
general equilibrium model, which contains prices (De Vos and Bikker, 1984, 
1989). Such a structural model is needed for interpretation of a and /3 
(related to price indices), and also for the choice of sensible parameter 
restrictions. Without such restrictions difficulties in the interpretation 
arise (Merkies and Van der Meer, 1989). The reduced form for quantities 
results if we eliminate prices, which are difficult to measure in applications 
like hospital admissions. Decomposing the quantities as mentioned above, we 
get (1.1) to (1.4), and a simple equation for the allocation. The allocation 
equation can be estimated separately (see Appendix A), and in the following we 
will use the model (1.1) to (1.4) with given R. 
Some intuitive understanding of the working of the model may be obtained 
by observing that by (1.3) nearby supply for demand market i implies a high a 
and stimulates demand D according to (1.1). As the equations (1.1) to (1.4) 
are symmetrie in demand and supply side, a similar effect exists from the 
customs, parameters are constant over i and j , latent variables are described 
by Greek letters and the endogenous variables are called demand and supply. In 
this paper we use this notation. To avoid confusion, note especially that we 
use variables cc and (3 with coefficients y and 5, where Alonso uses C and D 
i j i j 
with coefficients a. and 0.. 
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demand side via (3 to S. More generally it may be said that nearby supply and 
demand markets interact strongly. Nested in this model are the. gravity model 
(•y = 5 = 0), and the distribution model with fixed border totals (y = 5 = 1). 
Even apart from practical purposes the model (1.1) to (1.4) is a quite 
remarkable structure. One aspect is that, though the model contains exogenous 
variables and n+m independent disturbances, the n+m dependent variables obey 
(1.5) VD= VS 
M i ^ J J 
This restriction, that should hold by the definition of D and S, is implied by 
(1.3) and (1.4). Thus, the intermediate variables a and £ reduce the n+m 
dimensional stochastic structure (v and w) to an n+m-1 dimensional structure 
(D and S with restriction (1.5)). Note that the disturbances are 
multiplicative, while the restriction is additive. Other aspects of the 
transformation, implied by the way a and /3 are defined, are explored in 
Section 2. 
The parameters are y , y , y, 5 , 5 and 5. Estimation of these 
parameters is more complicated then a first glance at (1.1) and (1.2) 
suggests. One estimation method would be to calculate a and p from (1.3) and 
(1.4) and apply OLS on the logarithms of (1.1) and (1.2). This method -
advocated by Tabuchi (1984) - is inconsistent for this stochastic 
specification, as, by (1.3) and (1.4), a and ft depend on all disturbances. 
Other estimation methods are needed, like Instrumental Variables (De Vos and 
Bikker, 1989), Full Information Maximum Likelihood (FIML) or Bayesian 
estimation. 
In this paper we derive the likelihood function, which contains, 
according to the likelihood principle, all information on the parameters. The 
essential part of this likelihood function is the Jacobian of the 
transformation from disturbances to endogenous variables. This Jacobian only 
depends on the data and the parameters y and 5. The algorithm to compute FIML 
estimators appears to be relatively simple. Also the likelihood function opens 
the way to any type of Bayesian estimation. For any prior one can derive exact 
posterior distributions of any function of parameters one is interested in. 
The construction of the likelihood function is not straightforward. By 
(1.5), the probability distribution of D and S is singular. Further the model 
is nonlinear, and a and fi are defined implicitly. The combination of these 
three complications poses several uncommon problems. For instance, known FIML 
estimation methods for nonlinear simultaneous equations models (e.g., Amemiya, 
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1983, Section 5.5) do not apply because of the singularity. We thus enter new 
methodological grounds. We confine ourselves to the solution for our specific 
model, but our methodology has wider applicability. 
The paper is organized as follows. Section 2 discusses the transformation 
which is the kernel of the model, and Section 3 the structure of the 
likelihood function. We show how we construct the likelihood function using a 
singular Jacobian in Section 4, and the result of application to the model is 
given in Section 5. Section 6 evaluates likelihood based estimation, and we 
end with some remarks in Section 7. The separate estimation of R is described 
in Appendix A. Appendix B contains the tedious calculations that appeared to 
be necessary to derive the - simple - likelihood function. The FIML estimation 
algorithm is given in Appendix C, together with some remarks about its 
numerical implementation. Appendix D describes Bayesian estimation. 
2. Exploring the transformation 
Actually (1.1) to (1.4) define a transformation from the vectors V and W, 
where 
(2.1) V = z B / 1 eVi 
(2.2) W = 5° A 5 1 eWj 
j o j 
to the vectors D and S. This transformation, of order n+m, depends on R and 
the parameters # and 5. It is described by 
(2.3) D = V a.7 
1 i U 
(2.4) S = W (3 
j J j
 -i 
(2.5) a = T S 0 r 
(2.6) /3 = V D a r 
j H i 1 ij 
That the singularity (1.5) is implied is easily seen: multiplication of 
(2.5) by D / a . and summation over i gives 
i i 
i„ - i (2.7) £. D. = X I . D.Sa ' £ . V . = £. S. 
i i i j i j i j IJ J j 
the last equality following from multiplication of (2.6) by S//3 and summing 
over j . This shows that the condition "total demand is total supply" is 
fulfilled, provided there is a solution for a and p. A consequence of this is 
that the derivation of a, ƒ3, D and S from V and W, is not possible by simple 
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iteration between (2.3) and (2.4) on the one hand and the calculation of a and 
^ on the other. The solution requires substitution of (2.3) and (2.4) into 
(2.5) and (2.6): 
(2.8) oc = V W p~1+S r 
i n J j U 
(2.9) 0 = V V cc~1+r r 
j i i i Ij 
Iteration of these equations gives, provided that not y = S = 0, the solution 
for a and £, such that (1.5) is fulfilled for the corresponding D and S. 
Studying the effects of changes in V and W upon D and S clarifies the 
stochastic structure of the model, as well as the effect of changes in the 
explanatory variables B and A. In the rest of this section we will analyze two 
aspects of the transformation. First the effect of an everywhere equal 
percentage change in V or W. Next the Jacobian matrix, which gives the 
marginal effect of changes in V. or W.. 
Macro-elasticities and the singularity 
Changes in V that are proportionally equal for all i, invoke changes in 
i 
the dependent variables that are proportionally equal for both all D and all 
i 
S.. Symmetry considerations imply that the same holds for equal percentage 
changes in W . In certain combinations these effects cancel each other, 
j 
leaving D and S unchanged. 
* * r * s 
The proof is simple. Let V = a.V and suppose a = a .a and /3 = a ./3 , 
j j i i j j 
then substitution into (2.3) to (2.6) learns that all equations are fulfilled 
if r=(5-l)/(y+5- ,y5) and s=l/(.y+8-z8). Moreover it follows that the endogenous 
* t * t 
variables change to S = a S and D = a D , with t=6/(j+ö-j8), for all i and 
j . So the endogenous variables respond with an equal change everywhere and 
A In D A In S 
(2.10) = *- = J , Vi.Vj 
A In V A In V 
Similarly equal changes in W have an effect 
A In S A In D 
(2.11) - ^ = - ^ = l Vi.Vj 
A In W A In W * Z 
2 
A bar over a letter denotes (geometrie) mean, ~ deviation from that mean. 
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The statistical implication is that the geometrie means of V and W only 
affect D and S in their geometrie means. D and S can thus be solved from V and 
W by first taking V and W in deviations from their geometrie means, sol ving 
(2.3) to (2.6) using these values, and then adjusting D and S for the 
geometrie means of V and W according to (2.10) and (2.11). It follows that 
(2.12) D,S = e* f JV, W, R) 
where 
„ r t o W i i l n V y l n V 6 1 n y o r y n A + ^ l n B *w+Sv 
(2.13) </> = „^s_„s = „^s_„s + „ . . « _ . , » + 7+5-rS 7+d-z8 y+5-yS y+ö-yö 
and f is a certain (complicated) function depending on 7 and 5. Note that 
the constant terms y and 5 only occur in 6. The same holds for the mean 
o ° „, \. 
values of the disturbances v and w; in V and W the disturbances occur only as 
v and w. The nature of the singularity is now clear: v has n-1 degrees of 
freedom, w m-1, and (v+5-yd) (5v+yw) has 1, so the total number of degrees of 
freedom is n+m-1. Implications for estimation are: 
a) The model is underidentified: 7 and 5 cannot be estimated separately. 
b) The parameters 7 , 8 , y and 8 can be estimated from the equations (1.1) 
and (1.2) in deviation from their geometrie means, and the estimable 
combination of y and S from (2.13). 
o o 
e) The stochastic structure of the model is a (nonlinear) transformation of 
the n+m-1 dimensional set of normally distributed variates v, w and yw+Sv. 
Equations (2.10) and (2.11) are also important from an economie 
viewpoint. An equal percentage change in the explanatory variable A causes a 
percentage change in all dependent variables that is 5 y/fy+S—yS) times as 
big. We call this factor the macro-elasticity for A. Similarly the 
macro-elasticity for B is z 5/(y+5-y5). Especially when the model becomes more 
complex these macro-elastieities are very important concepts for the 
understanding of the results. 
Mier o-el asticities and the Jacobian matrix 
The second aspect that we can derive is the effect of infinitesimal small 
changes dlnV and dlnW on InD and InS, represented in a matrix of first 
derivatives (see Appendix B). From the system of equations (2.3) to (2.6) 
differential equations in dln D, dln S, dln a, dln p, dln V and dln W are 
obtained that lead to 
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(2.14) 
dln D 
dln S 
I - ( l - S J y Q ^ - H K ' 
n Z,ö 
y Q _ 1 s H 
-1 SL J C ' I - U - y ) 5 L JC'H 7,6 m 7,8 
"dlnV" 
= J 
"dlnV" 
_dlnW_ _dlnW_ 
where 
(2.15) H 
(2.16) K 
(2.17) Q. 
(2.18) L 
h = S 0 V V 
i j
 J ij, Lj « 
k = D 0 a r 
ij i j i ij 
. = I - ( l -S) ( l -y)HK' 7,5 n 
_ = I - ( l -8 ) ( l -y )K 'H 
7,o m 
J is of course singular . The s ingular i ty may be expressed in two ways: 
(2.19) [D' -S ' ] J = 0 
corresponding T D dlnD = V S dlnS which follows from (1.5), and 
T 1 i j j j 
(2.20) 
-51 
= 0 
corresponding the resu l t in (2.10) and (2.11). 
Equation (2.14) gives two important resu l t s . The f i r s t is a s t a t i s t i ca l 
resu l t . As dlnV = dv and dlnW = dw, J is the Jacobian of the t rans format ion 
from the vector of dis turbances [v' w ' ] ' to the vector of logged dependent 
var iables [InD' InS'] ' , which is an essential p a r t of the likelihood function: 
(2.21) 
The second resu l t gives the marginal micro-e las t ic i t ies , which a r e important 
in applications: 
"dlnD' 
= J 
"dlnv" 
_dlnS_ dlnw 
(2.22) 
"dln D" 
= J 
dln S_ 
y i o 
1 n 
0 5 I 
1 m 
dln B 
dln A 
Micro-elast ici t ies concern the effects of changes in a single V or W on all 
dependent variables . Analytical calculation of these effects is only possible 
for infinitesimal changes, hence marginal micro-e las t ic i t ies . In De Vos and 
Bikker (1989) an empirical example is given, i l lus t ra t ing the meaning of these 
micro-e las t ic i t ies . 
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3. The structure of the likelihood function 
Equations (1.1) and (1.2) contain the disturbances and the parameters to 
be estimated. The effect of the transformation is represented in these 
equations by <x and /3. The principle of the likelihood function is that 
regression is performed on the logarithms of (1.1) and (1.2), adjusting for 
the Jacobian of the transformation of the disturbances to D and S. 
Fr om D, S and R we can calculate a and £, apart from one degree of 
freedom. To show this, we write (1.3) and (1.4) as 
(ajir1 £ sjTV 
j J J iJ 
(a/3)"1 V D a"V 
1 i i ij 
which makes clear we can only calculate <x£, a and /3. These can be obtained by 
a quick iteration based on (3.1). It is not a real problem that we cannot 
calculate a and fj separately from the data. If we replace 
(y+d-yö) (Slny +ylnó ) (see (2.13)) by one new constant (which is 
identified), the likelihood function depends on a and £ only through ap, a and 
/§, which are known. An arbitrary normalization may be chosen for cc and /3. 
Using the <x and /3 thus calculated, we can rewrite the regression 
equations (1.1) and (1.2) as 
(3.2) D a~r = y B y i eVi 
i i 0 i 
(3.3) S |3 " 5 = S A 5 l eWj 
j j o j 
The left hand side of these equations is a transformation of the observables D 
and S, which depends on the parameters y and 5 and the known matrix R. 
Obviously, for given y and 8, the remaining coefficients can be estimated by 
OLS. As we need the likelihood of a transformation of D and S that does not 
depend on parameters, the Jacobian of the transformation from [v' w ' ] ' to 
ÜnD' InS']' (the most convenient transformation) must be incorporated. The 
likelihood is built up from this Jacobian (given in (2.14)) and the regression 
residuals. 
However, this Jacobian is singular. Singular Jacobians are quite common, 
for example if observations are in deviation from average, and the Standard 
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(3.1) a = i 
0. = 
j 
estimation approach is to delete one observation. The effect of this operation 
on the Jacobian is irrelevant for estimation as long as the Jacobian matrix 
does not depend on parameters. Our Jacobian matrix does, so cannot be ignored. 
The alternative, relating a subvector of observations to a subvector of 
disturbances, involves complicated and inelegant calculations, which we want 
to avoid. Therefore we will use another method, presented in the next section. 
In our method we use a simple trick from probability theory, which we 
could not find in the literature, however. It can be applied if the 
observations are a nonsingular transformation of a restricted disturbance 
vector. By adding temporally some dummy disturbances, the vector of 
disturbances can be made unrestricted. The result of the transformation is 
then a combination of real observations and dummies. If necessary, we can 
transform this further to have the dummies separated from the observations. 
The likelihood of the observations and the dummies can then be expressed in 
the probability density of disturbances and dummies. As the probability 
density function of the dummies can be divided out, the required likelihood 
function of the observations can be derived. 
In the present model, the restrictions are implied by the transformation, 
so this trick cannot be used immediately. It is possible, however, to rewrite 
the model in a form where the transformation is nonsingular, and the 
restrictions are implied by restrictions on disturbances. We will do this in 
the next section. 
4. The method to derive the likelihood function 
In this section we present our method to derive the likelihood function. 
We do this in a general setup, of which (2.21) is a special case. In the next 
section we will give the details specific to our model. Appendix B gives a 
more formal description of the method. 
We have a singular Jacobian depending on parameters. To derive the 
relevant likelihood we do essentially this. First we eliminate that part of 
the disturbances that does not affect the observations. Then we adapt the 
transformation, making it nonsingular, in such a way that the effect of the 
disturbances is unchanged. By analyzing the effect of this transformation on 
an unrestricted disturbance vector we can derive the relevant likelihood 
function. 
We can summarize our starting point as 
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(4.1) dy = J . de 
y ,# 
where y are the observations, e the disturbances and J . the Jacobian matrix. 
A subscript y denotes dependency on the observations y and a subscript & 
dependency on parameters. We denote the order of this system by k, so J is 
a kxk matrix, with rank r(J „)<k. We will rewrite the differential equation 
y,v 
(4.1) as a nonsingular transformation of a singular disturbance term: 
(4.2) dg(y) = (G J +F J d e l e ) 
We will do this in a few steps, which are explained below. 
To be able to incorporate the restrictions in an amiable form we consider 
a transformation g(y) of y, with an associated kxk matrix G
 0 given by dg(y) 
y,v 
= G „dy. Now we can rewrite (4.1) as 
y.# 
(4.3) dg(y) = G J de 
y ,# y,# 
This can be done without loss of generality as long as there exists a function 
c which does not depend on parameters, such that y = c(g(y)). The number of 
degrees of f reedom of g(y) is r(G „J J=k-r<k, where r is the number of 
y,# y,V 
restrictions. What we will derive is the likelihood function of a subvector of 
g(y) that has a nondegenerate probability density function. 
Now we introducé a function e , which transforms the disturbances e, with 
the associated singular kxk matrix E given by de (e) = E de, such that 
the observations are unaffected: 
(4.4) dg(y) = G J de (e) 
y,V y,it v 
which implies that despite the singularity of E 
(4.5) G
 QJ 0E 0 = G 0J 0 
y ,^ y,« C,-9 y,& y,& 
The singularity E allows us to consider a wider class of equivalent 
transformations. We introducé a kxk matrix F „, which satisfies 
y,w 
(4.6) F E . = 0 
y,^  e,& 
and rewrite (4.4) as (4.2). If we choose F „ such that 
y,& 
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(4.7) r(G .J +F ) = k 
y,# y,V y ,# 
the transformation is nonsingular. The intuitive explanation is that eQ 
17 
projects e on the relevant space, eliminating those parts of the disturbances 
which do not affect the observations. The probability distribution function of 
e „(e) is needed to construct the likelihood function. The matrix 
(G
 QJ +F J is nonsingular, and it will appear that its determinant occurs 
y,& y,lJ y,& ° r r 
in the likelihood function. From (4.6) follows r(F J+r(E „)^k, from (4.5) 
y,& £,& 
follows r(E J^KG
 0J J=k- r , and from (4.7) r(F j£k- r (G „J J = r , so we 
e,* y,17 y,# y,# y,l? y,l7 
have 
(4.8) r(E J = k-r 
(4.9) r(F J = r 
y,# 
So, using the functions g and e„ and the kxk matrices G „, E
 Q and 
v y,v c,v 
F
 0, we can rewrite (4.1) as (4.2) which describes a nonsingular y,# 
transformation of a singular disturbance. Now we can derive the likelihood 
function of a subvector of g(y) in a more or less Standard way by analyzing 
the effect of the adapted transformation on an unrestricted disturbance 
vector, as discussed in the previous section. 
In general this will result in an extra term in the likelihood function, 
offsetting the effect of the transformations of the added disturbances. For 
suitable choices of G „ and F „ this extra term disappears. Then the 
y,v y,1? 
relevant likelihood function is the product of the inverted determinant of 
G „J „+F „ and the probability density function of a suitable subvector of 
y ,# y ,# y ,# 
e (e). We will choose the matrices and functions mentioned above in this way. 
This imposes additional restrictions on the choice of F „, making the value 
y,V 
of the determinant of G „J +F „ uniquely determined, given the function g. 
y,l? y , » y,V 
5. The likelihood function 
We apply the method on (2.21). In Appendix B matrices E „, F „ and G „ 
£,V y,V y,V 
are given that fulfill the requirements mentioned in the previous section (for 
convenience we do the analysis in matrices of order n+m+1, this makes no 
essential difference). The function e„ transforms the disturbances to the 
relevant space (v, w and yw+Sv), and g transforms the endogenous variables to 
ln~D, ln~S and ln£D (=lnj^). 
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The determinant of G „J +F „, which is the crucial factor of the 
y ,0 y># y># 
likelihood, appears - after tedious calculations - to have a most amiable 
form: 
(5.1) |G J +F I = | I - M H K ' I . U - ( l - r J U - S J M H K T 1 
y,V y,V y,l? n n n n 
= |I -M K ' H | . | I -(l-y)(l-5)M K'Hl"1 
m m m m 
where definitions (2.15) to (2.18) are used, and M takes deviations from 
average. Noteworthy features of (5.1) are: 
One may choose for evaluation in terms of nxn or mxm matrices. 
The second matrix of each expression is very similar to Q or L „. 
The only dependency on parameters is through (l-y)(l-5). 
The loglikelihood is a function of v, w and öv+yw and the Jacobian: 
(5.2) InL = - In |I -M HK'| + In |I -(l-y)(l-3)M HK'| + iln(nm) 
n n n n Z 
n-1 , ,„ ,. n -1 . 2 1,„~2. . 2 m-1. ,„ . m-1. 2 1,„~2,, 2 , 
- -^r-ln(27r) ^-lner - - (W ) /c =-ln(27r) ö-lno- - ^(Tw )/<r + l 
Z Z v 2 ^ v Z Z w Z ^ w 
where l is the loglikelihood of (y+S-yó)" (óv+yw) (which is normally 
distributed). The equations (3.2) and (3.3) relate v and w to the parameters. 
FIML estimation can be done by numerical maximization with respect to y 
and 5, estimating the coefficients of the explanatory variables (y and 8 ) by 
restricted OLS (y and 6 known). It may be argued that the asymptotically 
irrelevant contribution of l to the loglikelihood is better ignored. This also 
simplifies the algorithm. In Appendix C FIML estimation is discussed in more 
detail. 
Bayesian estimation is also possible, using the above likelihood 
function. The posterior consists of three parts. One of these depends only on 
j and 5, and contains the Jacobian. The other two are simply regression parts. 
Similar to FIML, conditionally on y and 5, all parameters can be treated 
analytically. The posterior for y and 5 is the product of the part containing 
the Jacobian matrix, and two Student densities, which result from the 
regression part. The effect of the general level on the variances is not 
present here, which supports ignoring l in FIML estimation. In Appendix D 
Bayesian estimation is discussed in more detail. 
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6. Some remarks on the usefulness of likelihood based inference 
A. Bayesian estimation. 
One may wonder how important the derivation of the likelihood function is 
for statistical inference on basis of the 3CM. The answer depends rather 
heavily on the statistical paradigms one beliefs in. From a Bayesian point of 
view the likelihood is all that is needed for the "mapping" from prior to 
posterior knowledge about the parameters. Critics of the Bayesian approach 
argue that problems may arise in specifying a prior (some even do not accept 
priors at all), in the numeric feasibility of the method, and in the 
robustness of the results. 
One aspect is certainly no problem: the numeric feasibility. As shown in 
appendix D, calculation of the posterior distribution of (^,5) only requires 
numerical inference with respect to these two parameters. All other parameters 
may be integrated out analytically. 
The specification of the prior is less easy. Noninformative priors as 
advocated by Box and Tiao (1973) are Standard for the regression parameters, 
but not for y and 8. If the likelihood function is informative, this is of 
little consequence. If it is not, some ambiguity in the analysis remains, but 
one may argue that classical results, that are generally only specified 
asymptotically, suffer from this ambiguity in small samples as well. 
The doubts concerning the robustness of Bayesian inference concern the 
sensitivity for assumptions, like those that the disturbances are lognormally 
and identically distributed. As an answer to that, Bayesian procedures have 
been developed for alternative assumptions in regression (Zellner (1976), 
Osiewalski and Steel (1990)). These extensions apply directly to our model. As 
shown in appendix D, the posterior distribution is built up from two parts. 
One part is simple OLS regression, and this may be adapted for different 
assumptions. The other part is the Jacobian, which is independent of the 
distributional assumptions. The posterior is proportional with the product of 
both parts of the likelihood. Thus investigation and testing of alternative 
assumptions is relatively easy. 
B. FIML estimation. 
Classical (frequentist) statistics focuses primarily on the behavior of 
parameter estimates in repeated samples. Though maximum likelihood estimates 
have within this paradigm good properties in general, in more complex cases 
only asymptotic properties are known, and even that is not invariably the 
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case. In fact, for the ML estimators of the 3CM, it appeared (for the time 
being) impossible for us to prove consistency and asymptotic normality. The 
main problem in doing so is that all observations are correlated, while no 
transformation of the data exists to independent pieces of information. On the 
other hand there is no reason to doubt consistency or asymptotic normality of 
the ML estimators, except in limiting cases. 
C. FIML versus IV and other methods 
A variety of alternative estimators has been suggested, ranging from OLS 
to iterated instrumental variables. Some of these methods are inconsistent, 
some inefficiënt, and the most advanced method is similar to FIML: all 
information is used in an optimal way, but consistency is still hard to prove. 
That OLS leads to inconsistent estimates, if, like we assumed, 
disturbances reflect imperfect explanations of demand and supply, is obvious. 
The "explanatory" variables a and fi are correlated with the disturbance terms. 
A better estimation method is the two stage (2S) procedure where a and 
P are replaced by their deterministic counterparts. This method is used i.a. 
j 
in De Vos and Bikker (1984), Poot (1986) and Bikker (1987). However, this 
method is still inconsistent due to nonlinearities. It is an example of 
"forbidden regression", mentioned by Hausman (1983, note 60). In De Vos and 
Bikker (1989) an improvement of this method is given, leading to Iterative 
Instrumental Variables (IIV) estimation. The instruments are obtained by 
solving the complete model using parameter estimates from the previous 
iteration step. 
Though the source of inconsistency is removed by this improvement, the 
difference with the 2S procedure appears to be relatively small. Further 
improvements may be expected when optimal use is made of the correlation 
structure. This requires more complicated iterations in the IIV algorithm, 
let 's say a CIIV method. The CIIV method seems to incorporate all important 
information. Still it does not obey, like FIML and Bayesian estimates, the 
likelihood principle. Some aspects of the nonlinear transformation are not 
captured. 
Moreover, compared to IIV and CIIV methods, FIML estimation is 
numerically fast. The computations can be reduced to the smallest dimension, 
and the matrices H and K are only computed once. In practice this means that 
larger datasets can be handled than by HV-methods, especially if demand and 
supply dimensions are different. 
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Thus FIML seems preferable over CIIV, that is to say, if the assumptions 
are correct. It has been argued that IIV estimators require less assumptions 
(like normal distributions for the disturbance term). For this reason Hausman 
(1983) prefers - in the context of simultaneous equation models - IV above 
FIML estimators, or rather testing the FIML results against those of IV using 
a Hausman (1978) test, maintaining FIML if it is not rejected. 
D. The importance of the correlation structure. 
Rather than philosophizing further about the merits of the several 
methods, we want to stress an essential aspect of the model that is only taken 
into account by Bayesian, FIML and CIIV estimates. If the original 
disturbances IN (1.1) and (1.2) were uncorrelated, the correlation structure 
of the reduced form disturbances (implicitly defined in (2.12)) reflects the 
structure of the model. These correlations may well be large, so any method 
ignoring this is inefficiënt. Whether the assumption of uncorrelated 
disturbances in the original model holds is thus very important for the 
efficiency of the various methods. We think that this is often the case in 
this type of model. This may be illustrated in the context of an application 
of the three component model. 
In explaining patiënt flows from municipalities to hospitals (De Vos and 
Bikker, 1984, 1989), in the most simple variant the explanatory variables are 
the number of inhabitants of municipalities at the demand side (B in (1.1)), 
and the capacity of hospitals at the supply side (A in (1.2)). The hypothesis 
of uncorrelated disturbances between relations has strong appeal here: 
decisions of hospital managers and the occurrence of illness have little to do 
with each other outside the supply-demand reactions described by the model. On 
the other hand, the correlations caused by these relations are strong in this 
application. The reason is that y and 5 tend to be both small (about .15): 
demand nor supply is flexible. The interactions through a and ft are important, 
as can be seen from (2.8) and (2.9). This implies that local disequilibria in 
demand and supply have large implications for neighboring regions. A change in 
an exogenous variable, like hospital capacity reduction, has a wide spread 
effect. The model supposes that a specification error in the measurement of 
capacity has a similar effect: uncorrelated disturbances in (1.1) to (1.4) 
imply strongly correlated disturbances in the reduced form (2.12). The 
strongest correlations are those between coinciding supply and demand regions: 
whether high admission rates in a city are due to demand or supply 
disturbances is difficult to separate. 
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Under these circumstances IIV is bound to be inefficiënt compared to 
CIIV, FIML and Bayes. 
E. Confidence intervals for macro elasticities. 
In 3CM applications with low values of y and 5 a mayor problem is the 
construction of confidence intervals for the macro elasticities, all depending 
on (y+8-yS) . Bayesian solutions seem the most promising. Simply plotting the 
relevant part of the likelihood in terms of y and ó may already provide 
important insight. Other methods require normal approximations, which may be 
reasonable asymptotically, but do not correspond too good with the Bayesian 
results we obtained in a finite example (described in De Vos and Bikker, 
1989). In general it should be noted that large sample properties lose much of 
their appeal when the observations are heavily correlated which is the case 
for small values of z and 6. 
7. Summary 
We showed how the likelihood function can be derived for a nonlinear 
model where the endogenous variables are an implicit function of the 
disturbances, with implied restrictions. 
The method contains essentially the following steps. Irrelevant 
aspects of the disturbances are eliminated. Then the transformation is 
made nonsingular, keeping the real effects unchanged. Finally the effect of 
this transformation on an unrestricted disturbance vector is analyzed. In this 
procedure we have a large freedom of choice. To make useful choices it is 
important to have insight in the structure of the model. 
The situation we. discussed in the present paper, where the number of 
observed endogenous variables is smaller than the number of disturbances, will 
occur if there are latent variables (a or 3 is latent here). The method 
presented in this paper can be useful to derive the likelihood function in 
models where restrictions are implied by latent variables. An important group 
of such models is that of general equilibrium models, if there are some 
unobserved variables which bring the equilibrium. 
The derived likelihood function enables FIML and Bayesian estimation of 
the three component model, which appear to be feasible. 
17 
Appendix A The separate estimation of R 
In Section 1 we mentioned that (1.1) to (1.4) can be derived as part of 
the reduced form for quantities from a structural model, containing prices. 
The equation for X which specifies the third component of the quantities is 
(A.1) x = Da_ 1Sp_ 1r 
ij i i J j U 
where R = [r..] stands for a (multiplicative) submodel, containing explanatory 
variables and disturbances. In this appendix we show that the matrix R can be 
considered as given in the estimation of the parameters in (1.1) to (1.4). 
The allocation part of the model can be estimated separately, as noted by 
Hua and Porell (1979). A simple way to do this is to regress the logarithm of 
X = [x .] in deviation from its means upon explanatory variables that have 
undergone the same transformation. This leads to an "attraction matrix" R, 
which can be used in the estimation of the model for D and S. 
If we have a model for R, for example R is a negative power of distance 
(A.2) r = e d i s e i eUij 
ij 0 Ij 
then we can estimate the parameters in it if we substitute (A.2) into (A.1) 
and take the result in deviation from geometrie average, over both i and j . As 
almost all information about the parameters in (A.2) is contained in the 
equations in deviation from averages, this is a sensible procedure. 
Substituting (A.2) in (A.1), taking logs, and applying the 
transformation N(u ) = u -u - u + u we have ij ij i. 0 
(A.3) Ndn x ) = e N(ln dis ) + N(u ) 
ij i ij U 
A well known regression result says that e may be estimated by direct OLS on 
(A.3). An estimate of R can be constructed using the parameter estimates and 
the residuals. 
The only parts of R which are not used then are the averages of the 
disturbances, e ', e and e ". These can be included in the disturbance 
A dot in a subscript position denotes averaging over that subscript. 
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terms of equations (1.1) and (1.2), as they have at most one subscript. Apart 
from a small change in definition of a and f3, which are only intermediate 
variables, the whole model structure remains valid in this operation. 
To show this, we rewrite (1.3), (1.4), (A.l) and (A.2) in terms of 
<x exp(u ), (3 exp(u ), and r exp(-u -u +u ), instead of a, 13 and R. This 
i i. j .j ij i. .j .. 
change in a and f3 may be compensated in (1.1) and (1.2) by a change of the 
disturbance terms to exp(v -yu ) and exp(w -5u ) respectively. As v , u , 
w and u are independent, this leads to an equivalent model, albeit with R, j -1 
a, (3 and the disturbances v and w defined differently (exp(u ) may be 
included in the constant terms). The change of R in (A.2) may be compensated 
by a change of the disturbance term to N(u ) instead of u . 
ij ij 
N(u ) can be estimated using the data on the individual flows X. These 
ij 
residuals may be used in the estimate of the redefined R. Note that, 
conditional on this R, the redefined a and (3 can be computed from the data 
(except for one degree of freedom), which is not possible for the original a 
and (3. The further estimation of (1.1) to (1.4) may proceed conditionally upon 
these, due to the independence of N(u ) and e ', e and e ", 
As a final remark it should be noted that the estimate of e is not fully 
efficiënt as e enters via a and f3' also the equations (1.1) and (1.2) 
(together with the geometrie means of distances), but the information in (A.3) 
will almost always be dominant. 
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Appendix B Proof s and derivations 
Model 
In this appendix we give the derivation of the likelihood function. The 
model we consider is (1.1) to (1.4). Note that the model written in this form 
is completely symmetrie in demand and supply. A and B are exogenous. In this 
context R (a positive nxm matrix) is also exogenous. D and S are endogenous 
and observed. Also endogenous are oc and 6. Given R they can be calculated from 
the data in all but one degree of freedom. 
For notational convenience we define the vectors d and s as 
(B.l) d = D a"1 Vi 
(B.2) s] - S # VJ 
We can now write (1.3) and (1.4) as 
(B.3) In d = (In y ) + (In B)? - (l-y)ln a + v 
(B.4) In s = (In 5 ) + (In A)S - (l-S)ln (3 + w 
(B.5) In a = ln(Rs) 
(B.6) In /3 = ln(R'd) 
Substituting (B.5) and (B.6) in (B.3), (B.4) and the logs of (B.l) and 
(B.2) we get the following representation of the model: 
(B.7) In d = (In y ) + (In B)y - (l-y)ln (Rs) + v 
o 1 
(B.8) In s = (In 5 ) + (In A)5 - (l-ö)ln (R'd) + w 
o 1 
(B.9) In D = In d + In (Rs) 
(B.10) In S = In s + In (R'd) 
which also allows explicitly for multiple explanatory variables. Note that the 
model in this form is block recursive, as D and S occur only in the last two 
equations. This decomposition has the interesting property that it separates 
the singularity and the parameters. Only (B.7) and (B.8) contain parameters, 
while the restriction on D and S is implied by (B.9) and (B.10). The vectors d 
and s are unrestricted. 
Definltions and lemma's 
To simplify our notation we write A for y+S-y8 and T for £D (=XS0> and 
define the following matrices: 
20 
(B.ll) H 
(B.12) K 
(B.13) QA 
(B.14) L* 
h = S a /3 r (nxm) 
i j j i_x J j U 
k = D a |3 r (nxm) 
i j i i j ij 
Q = I -( l-y)(l-S)HK* (nxn) 
A n 
L = I - ( l -y ) ( l -S )K 'H (mxm) 
i i A m 
H and K a r e completely known, a s they only depend on D, S, R and known 
combinations of a and |3 (as a |3 = a 0 (aft) ) . 
i j i j 
We s t a t e some useful p roper t ies of the ma t r i ces H, K, Q and L . defined 
above, t o shor ten the proofs . Because of the overall symmetry of the model, i t 
is sufficiënt t o prove only one of each pa i r of s t a tements . 
(B.15) d In a = H d In s and d In 0 = K' d In d 
Proof: d In a = d ln(Rs) = ( R s f V {r s dlns > = Y {H dlns > 
i i i j ij j j j ij J 
q.e.d. 
(B.16) Hl = 1 and K' l = 1 
m n n m 
Proof: (Hl ) = £ ( S c T ^ ' V ) = a'Y (S /3_1r ) = 1 q.e.d. 
m i T J i J ij i j j j ij 
(B.17) QA1 = Al and LA1 = Al 
A n n A m m 
Proof: Q . l = 1 - ( l -y ) ( l -5 )HK' l = 1 - ( l -y ) ( l -8 ) l = Al q.e.d. 
A n n n n n n 
(B.18) S'K' = D' and D'H = S' 
Proof: ( S ' K ' ) = Y (S D a-1/3"V )= D a " 1 Y (S 3_ 1r )= (D') q.e.d. 
i j j i i j ij i 1 j j j ij i 
(B.19) S'LA = AS' and D'QA = AD' 
A A 
Proof: S'LA = S ' - ( l - r ) ( l -6)S ,K*H = S ' - ( l -y) ( l -S)S ' = AS' q.e.d. 
(B.20) K'QA = LAK' and HLA = QAH 
A A A A 
Proof: K'QA = K' - ( l -y)( l -5)K'HK' = LAK' q.e.d. 
Moreover, as Q and L a re invertible (unless ( l - r )Q-S)=0) , it follows from 
(B.17), (B.19) and (B.110), by p r e - and /o r postmultiplication with Q or L , 
t ha t 
(B.21) Q'h = A_1l and L" 1 ! = A_1l 
A n n A m m 
(B.22) S'LT1 = A_1S' and D'QT1 = A_1D' 
A A 
(B.23) L ^ K ' = K'QT1 and Q ^ H = HL?1 
A A A A 
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We will use the well-known formula for the determinant of a par t i t ioned 
ma t r ix : 
(B.24) 
and also 
(B.25) 
A = A. 
2 2 ' 
'A A 
-A A_1A 1 where A = n 12 
11 12 22 211 A 
L
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A 
22-
Il - q r ' l = 1-r'q 
Proof: II - q r ' l = 
I q 
n 
r ' 1 
(q and r n-vectors) 
= 1-r'q using (B.24) twice . q.e.d. 
Fur the r we use some mat r i ces concerned with taking deviations from average. M 
n 
= I - n 1 1 ' is the m a t r i x taking deviations from average. With M we denote 
n n n n 
M without i t s las t row (so it is (n- l)xn) . We define N as the m a t r i x t h a t 
n n 
t r ans fo rms a vector of deviations from average, wi th the las t element replaced 
by the average itself, back to the original values. So 
I 1 
(B.26) N = n-1 n-1 
n 
- 1 ' 
L
 n-1 
1 
and N = 
n 
M 
n " 1 ! ' 
n-
Jacobian 
From (B.7) to (B.10) we have (using (B.15)). 
(B.27) d In d = -(1-y) H (d In s) + dv 
(B.28) d In s = -(1-5) K' (d In d) + dw 
(B.29) d In D = (d In d) + H (d In s) 
(B.30) d In S = (d In s) + K' (d In d) 
and solving these 
"In d' 
In s 
(B.31) 
(B.32) 
So the Jacobian ma t r ix J in 
(B.33) 
I ( l - r )H ' 
( l-S)K' I 
-1 r 
W 
"In D" 
-_ 
"I H " 
n d 
'In d' 
In S_ K' I In s 
'In D" 
= J d 
"v" 
In S w 
IS 
(B.34) J = 
' I H 
n 
K' I 
L
 m J 
I 
n 
(l-S)K' 
( ï - r ) H ' 
I 
i - Ü - Ö ) * Q : H K ' 
n ü 
r Q A H 
S L T ' K ' I - ( l - r J S L ^ K ' H A m A • 
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As the model implies TD = Y'S we should have Y (D d In D ) = Y (S d 
i i 1 J j 
In 
S ). This r e s t r i c t i on is indeed found in J: 
j 
(B.35) [D* -S ' ] J = 0 
Proof: [D' -S ' ] 
I H 
n 
K' I 
= [D'-S 'K' D'H-S'] = 0 and (B.34) q.e.d. 
We also found in Section 2 t h a t one dimension in the d is turbance space is not 
re levant . The corresponding re s t r i c t ion on J is: 
(B.36) n 
-51 
= 0 
Proof: 
n 
i 
-51 
I H 
n 
K' I 
I (1-y)tf 
( l -ö)K' I 
I (l-3-)H' 
(1-5 )K' I 
-1 I H 
n 
K' I 
-1 
= 0 q.e.d. 
General approach to solve the singularity problem 
To handle th i s s ingulari ty we use in essence the following method. 
Writing y for t he observat ions and e for the dis turbances (which may be 
res t r i c t ed ) we have 
(B.37) dy = J de 
where J „ is s ingular . Now we introducé functions c, g and e„, and square y,v v 
matr ices G „, C „, E „ and F „ sat isfying the following conditions: 
y , # y , 0 €,•& y , # 
(B.38) dg(y) = G
 Qdy 
y.ö 
(B.39) dc(g(y)) = C dg(y) 
y,v 
(B.40) d e ( e ) = E de 
(B.41) (I-C G J J de = 0 
y,# y,# y,# 
(B.42) G J ( I - E o ) = 0 
y,# y,# E,-& 
(B.43) F E = 0 
y , # £,•& 
(B.44) |G J +F I * 0 
1
 y,# y ,# y.tf1 
Then 
(B.45) dy = C (G , J +F J E „ ,de 
y,# y ,# y,a? y ,0 e,l? 
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Proof: C „(G
 0 J +F J E de = C „(G „J „E +F „E J d e = y,# y,® y,® y,& e ,# y>& y,& y ,# e , # y,® £># 
C „G „J „de = J „de = dy q.e.d. 
y.# y,# y,# y,# 
Without losing information we can also wr i t e : 
(B.46) G dy = (G J +F J E ^de 
y,# y,# y,"& y,V £,•& 
Proof: 1. (B.45) =* (B.46) 
G dy = G C J G _J „+F J E ^de = G J de = 
y,& J y ,# y ,# y.tf y ,# y ,# £,& y ,# y ,# 
(G „J „+F J E „de q.e.d. 
y,& y ,0 y ,0 E,V M 
2. (B.46) * (B.45) 
dy = C
 QG dy = C „(G „J +F J E „de y,# y,® y,® y ,# y,# y ,# e ,# 
(using (B.41), as dy e <dy|3de:dy = J de} ) 
q.e.d. 
From (B.46) we have 
(B.47) E de = (G „J „+F J - 1 G „dy 
£,•& y,-& y ,0 y.tf' y ,0 J 
or 
(B.48) de(e) = (G J +F J _ 1 dg(y) 
y,Xï y,X? y,V 
giving the derivat ives from a t ransformat ion of the dis turbances to a 
t r ans format ion of the observations. The determinant of th i s is needed for the 
likelihood function of g(y). 
However, as E is singular (by (B.43)), the probabil i ty density of e(e) 
is undefined. Therefore we add to both sides of (B.46) a vector of dummy 
dis turbances (where the number of independent dis turbances equals the number 
of r e s t r i c t ions on E de) p, sat isfying identically 
(B.49) {I-(G J '+F J> p H 0 
y,-& y,# y,# 
Now we have from (B.46) and (B.49) 
(B.50) G dy + dp = (G J +F J (E de + dp) 
y.,0 y,# y.# y,& e,# ^ 
so 
(B.51) prob( g(y) + p ) = |G JJ +F J - 1 prob( e(e) + p ) 
' y.# y># y ,# ' 
Using constant nonsingular t ransformat ion mat r ices T and T both vectors 
1 2 
can be split up in a p a r t identical to the dummies and a p a r t independent of 
them. 
(B.52) < T (E de+dp) } = < T (G J +F J " 1 T"1 } { T (G
 qdy+dp) > 
1 £,•& 1 y,# y,# y,# 2 2 y,# 
Then 
(B.53) prob(T g(y)+T p) = | T | . | G J +F J ' M T l^probCT e(e)+T p) 
2 2 ' 1' ' y,& y,# y,&' ' 2' 1 1 
The vector T g(y)+T p consist of two subvectors, containing, respectively, 
functions of the observations, and dummy disturbances. l t s probabili ty density 
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function is the product of the probabi l i ty density functions of i t s p a r t s . A 
s imilar pa r t i t i on ex i s t for T e(e)+T p. 
Dividing both sides of (B.53) by the probabi l i ty density of the dummy 
dis turbances leaves the density of the nonzero elements of T g(y), expressed 
in t h a t of the nonzero elements of T e(c) and known mat r i ces . Provided the 
ma t r i ces a r e chosen so t h a t the density of T e(e) is easy t o derive, and t h a t 
the function g only depends on da ta , we have all ingredients for the 
likelihood function. 
Choice of matrices 
To maintain t he model 's symmetry in the formulae we use the method 
described above s t a r t i n g wi th an equation of order n+m+1, obtained by adding a 
dummy equation (0 = 0) to (B.33). 
(B.54) 
"In D' J 0 "v" ' v ' 
In S = d w B J+ d w 
0 _ 0 1 0 _0_ 
The reason for t h i s extension is t h a t the n+m-1 re levant dimensions a r e 
conveniently represen tab le a s a group of n and a group of m elements, both in 
deviation from average, and some combination of averages . Now we have two 
s ingular i t ies , but the method described above is s t i l l valid. 
The following mat r i ces G „, C „, E „ and F „ sat isfy the requi rements 
(B.41) t o (B.44): 
(B.55) 
"e,# 
M 
n 
0 0 
0 M 
m 
0 
5 D' 
y+5T 
y s* 
y+ST 1 
M 
n 
0 0 
0 M 
m 
0 
Ê. I r 
A n n 
1 j _ j , 
A m m 1 
"y,# 
y , # 
n n l 
0 
o> 
1 
n 
0 I 
m 
- 1 -
mT 
1 
m 
0 0 0 
' -VI' 
n n n 11 
m 
0 0 
0 1 ' 0 
m m 
zÈ-Li' ~* 1 1 ' 
A n n A m 
Proof: 1. (I-C
 QG J J+ d[v* w' 0 ] ' = 0 y,# y ,# 
C G 
y.'ö y ,^ 
n y+ó nT 
_S_ D* 
y+S mT 
' c l S ' 1 y+5 nT n 
1 
m %+8 mT m 
0 0 
and J d 
J d 
0 
er 
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so (I-C G J J + d 
y,# y,# 
1 1 
7+d T 
yi 
-51 ' [D' -S ' ]Jd H = 0 by (B.35) 
q .e .d . 
2. G J (I-E J = O 
y># e,* , 
r
 ^1 1' 
n n n 
O G J ( I -E J = G 0JT  -1 1' O =G 
y,# E,# y ,# 
^ 1 
Hl m m 
"f i r -Z i r o 
u
 A n n A m m 
y ,0 
A n n n A m n m 
f -1 1* \ -1 1' 0 
A n m n A m m m 
L I 1 ! ' I 1 ! ' O' L
 A n n A m m 
q.e.d. 
=0 
3. F E
 0 = 0 yfi e,-» 
Direct by ma t r ix multiplication. 
4. IG
 a J +F I * 0 
Proof is contained in the calculation of th is determinant , l a t e r in 
th i s appendix. 
The following vector sa t i s f ies (B.49), where a and b a r e dummy 
dis turbances: 
(B.56) p = [a l ' b l ' 0 ] ' 
n m 
Proof: Ü-(G J++F J > p = (I-G J+E - F J p = 
y,# y ,# r y ,# e ,# y ,# ^ 
2 
a l 
i 
b l 
0 
"
 G
 *
J 
y,v 
0 
0 
?a4b 
A A 
a l 
n 
•b l 
m 
= o q.e.d. 
The function g t r ans fo rms [lnD' InS' 0 ] ' to [lnD' InS' lnT] ' , the 
function c t r ans fo rms [lnD' InS' lnT]' to [lnD' InS' 0 ] ' , making use of the 
res t r i c t ion £D = £S, and the function e simply is the l inear function e (e) = 
E „e. Both for the observations and for the dis turbances th is is a convenient 
representa t ion: the vectors in deviation from average, and a level variable. 
Note t h a t g and c a re independent of the pa ramete r s , unlike G „ and C „. We 
y,# y,# 
have 
(B.57) 
"In D" "In D" 
d 
y,V 
In S = d m~S 
0 In T 
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Proof: 
G
 Qd 
y,0 
and 
(B.58) 
'In D" 
In S = 
0 
M 
8 D ' 
O 
M 
m 
S ' 
j+S £D 7+8 I S 
0" 
'In D" 
0 d In S = 
1 0 
VHM In D)' 
n 
d(M In S) 
m 
• ( y + 5 ) T 
'ln~D' 
= d ln~S 
In T 
q.e.d. 
E
 *
d = d 
V 
w 
A (Sv+yw) 
as can be seen direct ly. The proof of (B.39) follows from the proof of (B.41) 
and (B.57). 
Finally we have to choose mat r i ces T and T sat isfying the requi rements 
made a t (B.50). We use 
'N 0 0 
n 
(B.59) T = T = 
1 2 
0 N 0 
m 
0 0 1 
It is easily verified t h a t th is ma t r i x separa tes a and b from the rea l model, 
as required: 
(B.60) 
and 
(B.61) 
N 0 0" 
n 
0 N 0 
m 
-1 
- d 
'ln~D' 
ln~S + d 
' a l 
n 
b l 
m 
•" 
• = d 
In D 
a 
ln~S" 
b 
In T 0 0 1 k In T 0 4 
N 0 0" 
n 
-1 
0 N 0 
m 
-
0 0 1 
w 
6v + yw 
+ d 
a l 
r 
b l 
n 
0 
= d 
v 
a 
w 
A~ (öv+yw) 
This concludes the proof t h a t the choices made sat isfy t he requirements 
from the previous subsection. 
Decomposition of the extended Jacobian matrix 
To obtain the likelihood we need the 
Therefore we decompose th is ma t r ix so tha t the formula becomes: 
t  determinant of (G „J +F „). 
y,# y ,# 
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(B.62) 
f 
'In D" ' a l 
n 
•" 
G
 0d 
y , # 
In S + d b l 
m 
- — 
i 
0 0 > 
I M H O 
n n 
M K' I O 
m m 
D ' S_* 
T T 
[1-S)M K ' 
m 
( l - y ) M H 
n 
I 
—1*4(1-6 )i l 'K' \h'+-Al-r)-l'H An n A m m Am m A n n 
0' -1 ' "v" "al 
n 
0 • E _d 
£,•& 
w +d b l 
m 
1 ^ _0_ .
 G 
Proof: (G J++F ) 
y,V y , # 
M 0 
M 
5 D' y S' 
7+8 T r + 5 T 
'I H 0' 
n 
K' I 0 
m 
0 0 1 
( l -y )H O' 
( l -ö)K' I 
-1 
"n - 1 l 1' 
n n 
O 
- 5 1 
m X l 1' O 
m m 
1' — - — l' 
A n n A m m 
M M H O' 
n n 
M K' M O 
m m 
D ' S ' 
. ED ES \ 
I 
n _ 1 l 1 ' ( 1-y )n *1 1 'H O' 
n n n n 
( l - 6 ) m _ 1 l 1 'K' m _ 1 l 1 ' O 
m m m m 
^ l ' - ( l - S ) — £ l ' K ' ^ 1 ' - ( l - y ) - ? l ' H O 
nA n mA m mA m nA n 
I ( l - y ) H O' 
n 
( l -ö )K ' I O 
O 
M H+( l - y ) n 1 1'H O' 
n n n 
I O 
m 
M K * + ( l - 8 ) m - 1 l 1 ' K ' 
m m m 
E^ r -- l lMi-sj-ï i 'K* ri- " -^i'-d-y)-?l'H 1 £D nA n mA m £ S mA m nA n 
I 
( l - y )H O 
O 
. T - l 
(l-ö)K* I 
M H O 
n n 
M K' I O 
m m 
E' 4' i 
( l - y ) n _ 1 l 1 'H 
n n ( l - 5 ) m _ 1 l 1 ' K ' 
m m 
5
 *, . T/ , s , ! , . , , , ,, 5^1 , .„> 7 1 , . 5 . , . . , 1 , , T T Y , . ^ 1 , , , 
o 
o 
-l '4(l-5)-l 'K'-(l-5)-l 'K' 4 -r-?(l-y)-l'H-(l-y)il'H , 
n n A m m m m A m m A n n n n 1 
I (1-y 
n 
)H 0" - 1 "I 
n 
M H 
n 
0 
( l -ö)K' I 
m 
0 = M K' 
m 
I 
m 
0 
0 0 1_ D ' 
T 
S ' 
T 1 
q.e.d. 
(1-5 )M K' 
m 
(l-y)-M H O' 
n 
| Ir+Id-Sjll-K' l l i ' 4 ( l -y ) - l 'H , A n n A m m A m m A n n 1 
Likelihood of the observations 
Taking (B.57) to (B.62) together we can wr i t e 
28 
(B.63) 
In D 
a 
ln~S~ = 
b 
In T 
'N 0 0" 
n 
- i 
0 N 0 
m 
o o r 
I M H 0 
n n 
M K' 1 0 
m m 
D ' 
T 
i' 1 T 
[1-5 )M K' 
( l - y ) M H 0' 
n 
I 0 
m 
x - l '+ | ( l -5)- l *K' | - l ' 4 ü - r ) - l 'H , 
A n n A m m A m m A n n 1 
'N 
n 
0 0" 
0 N 0 
m 
d 
0 0 1_ 
v 
a 
w 
b _ 
A (óv+yw) 
All smgula r i t i e s have disappeared now. So the inverse of the de terminant of 
th i s product of five mat r i ces is equal t o 
(B.64) p rob( In D" , a , In S", b , In T ) p rob( In D , In S , In T ) 
p rob( v , a, w , b , A~ (óv+yw) ) p rob( v~, w , A~ (5v+yw) ) 
Because of the s t r u c t u r e of all ma t r i ces (e as las t column), 
n+m+l 
equation (B.63) remains valid if we delete the l as t row and column of each 
ma t r ix and the las t element of each vector. The value of the de terminant does 
not change in t h a t operat ion. So the inverse of the de terminant also equals 
(R 6S) p rob ( In D , a, I n S , b ) _ p rob( In D , I n S ) 
p r o b ( v , a, w , b ) p rob ( v , w ) 
Calculation of determinants 
Using the formula for the determinant of a par t i t ioned m a t r i x (B.24) we 
have: 
( l - y ) M H 0 
(B.66) 
I 
n 
(1-5 )M K' I 0 
m 
f - i '+£( i -ö) - i 'K ' | l i ' 4 ( i - r ) - i 'H , A n n A m m A m m A n n 1 
I ( l - r )M H 
n n 
(l-ö)M K' I 
II - ( l - r ) ( l - 3 ) M HM K' l = Il -(l-3-)(l-5)M HK'I 1
 n n m ' ' n n ' 
(As the model is symmetrie th is is also equal to II - ( l -y) ( l -5)M K'Hl 
(B.67) 
I M H 0 
n n I M H 
M K* I 0 _ n n 
m m M K' I 
D ' 1 ' 1 
T 
m m 
T 
= I - M H M K' - I -M HK' I 
' n n m ' ' n n 
(Because of the symmetry th is is also equal to II -M K'HI . ) So 
' m m ' 
(B.68) I G
 QJ +F I 
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I M H 
n n 
M K' I 
m m 
( l-y)M H 
(l-S)M K' I 
m m 
• T 1 
= Il -M HK'I II -(l-y)(l-5)M HK'T 
where II -M HK'I = Il -M K'Hl and II -(l-y)(l-5)M HK'I = Il -(l-y)(l-S)M K'Hl 1
 n n ' ' m m ' ' n n ' ' m m ' 
because of the symmetry. 
Probability densities of disturbances 
To complete the likelihood function we need the probability density of 
the disturbances in the form in which they occur in (B.63). As v and w are 
independent of each other, and the average is independent of the deviations 
from it, the required density function is the product of the three densities. 
The density of v is 
(B.69) l / 2 , „ 2.-(n-l) /2 , n _ -2 „~2 . 
n (2ircr ) exp{ -0.5 <r ]Tv } 
Proof: f(v ) = f(v ,v)/f(v) because of independence 
= f(v~,v)/f(v) = n.f(v~,nv)/f(v) = n.f(v)/f(v) = 
n.(2ircr ) n exp{-o-~ 2^ v /2} 
, „ - 1 2 , - 1 / 2 , - 2 - 2 ._. (2irn er ) exp{-ncr v /2> 
V V 
1/2,„ 2.-(n-l)/2 , - 2 , „ 2 -» .„, 
= n (2ircr ) exp<-cr (Tv -nvj/2> = 
v v 
l / 2 , „ 2,-(n-l)/2 . -2^,, 2 - 2 . ._. l / 2 , „ 2,-(n-l)/2 , - 2 ^ ~ 2 / 0 , 
n (2iro- ) exp{-o- }Jiv -v J/2} = n \Zncr ) exp{-(r }_y /2} 
Similarly, the density of w is 
. „ „^.s 1/2,„ 2.-(m-l) /2 ,
 n _ - 2 „ ~ 2 . (B.70) m {2ncr ) exp{ -0.5 er >w } 
w w 
Finally A~ (5v+yw) is distributed 
(B.71) N( 0 , A"2(52n"V2 + ^ m ' V 2 ) ). 
V W 
Likelihood function 
So the loglikelihood function is 
(B.72) log II -(l-y)(l-S)M HK'I - log II -M HK'I 
1
 n n ' ' n n ' 
+ 0.5 log nm - 0.5 (n+m-2) log(2?r) - (n-1) log er - (m-1) log er 
V V 
- [ f f l ï w ' ^ l / 2 + I 
q.e.d. 
, - l / c -
where I is the likelihood of A (öv+yw), and v and w are related to the 
parameters by (B.7) and (B.8). The loglikelihood function for In D and In S is 
(B.72) excluding I. 
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Appendix C FIML estimation 
The loglikelihood function for D and S, derived in (B.72), is 
(Cl) log II -U-y)(l-5)M HK'I - log II -M HK' I 
1
 n n ' ' n n ' 
+ 0.5 log nm - 0.5 (n+m-2) log(27r) - (n-1) log o- - (m-1) log er 
V W 
- [cr~^vV _ 2 Yw 2 ] /2 + l 
V W 
where I is the likelihood of A (öv+yw). 
To express the disturbances occurring in the likelihood function as 
functions of the parameters, we s tar t with the logs of (1.1) and (1.2). To 
derive the relevant disturbances we add a dummy equation 
(C.2) 0 = 0 
and premultiply the set of equations (1.1) + (1.2) + (C.2) with the matrix E: 
(ln~D) = (ln~B)3- + y(ln~a) + v 
(C.3) (lrTs) = (ln~A)S + S(ln~/3) + w 
_ _ 1 _ _ 
A_1{S(ln D)+y(ln S)> = A_1{81nr +ylnS } + A_1{5y (In B)+y5 (ln~A)> 
+ A"Vs((ln~a)+(ln_p)} + L~l{Sv+yw} 
y and S only occur in the last equation, and all information about the 
combination of them that may be estimated is contained in the estimated 
constant. However, the variance of the disturbance term of (C.3c) is contained 
in the concentrated (with respect to the estimable constant combination) 
likelihood function, and depends on <r and er . This complicates estimation of 
V W 
these variances. 
Elegant expressions for maximum likelihood estimators result only if l is 
deleted from (Cl). The remaining expression is the likelihood of D and S in 
deviation from their geometrie means (see (B.65)), so the general level of D 
and S is excluded. There are good arguments to do so in maximum likelihood 
estimation. 
Asymptotically 1 is irrelevant. The effect of inclusion of l is that the 
estimated variances are smaller, while it is clear that (C3c) contains no 
real information about these variances. Deleting l is similar to using n-1 
instead of n as numerator in estimating variances in an OLS setting. The last 
equation does not give useful information about the parameters (other then 
than the constants). The only observation it concerns is always "explained" 
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exactly, as the equation contains a constant term. As is mentioned in Section 
2, all information about the parameters other than the constant terms, is 
contained in the model for D and S in deviation from their geometrie means. 
Also in a Bayesian framework, with noninformative priors for the constants, l 
is not used in estimation of the parameters in (C3a,b), as shown in Appendix 
D. 
Concentrating the likelihood 
The likelihood function of only the observations in deviation from 
average is (Cl) excluding this odd term l. We will use this for maximum 
likelihood estimation. We can concentrate this likelihood with respect to the 
- 2 - 2 
variances of v and w. Maximizing with respect to o- and <r we have: 
V W 
n-1 2 1~~2 _ "2 1 _~2 
(C.4) 
m-1 2 1^~2 _ "2 1 „~2 
—=-<r -
 5£w = 0 =*• o- = ——£w iC w (L1-1 w m-1 
Substituting this we get the concentrated loglikelihood 
(C.5) c+log 11 -(l-r)(l-5)M HK' | -log 11 -M HK' I ~ l o g ( J _ £ v V Ö o g J — ^ w 2 ) 
1
 n n l : n n ' 2 n-1*- 2 m-li"' 
where we have written c for ^log(nm) ^—log(27i) ^— 
FIML estimation procedure 
We have to maximize 
loglikelihood for the logged observations in deviation from average (C.5) 
(to the parameters y, 5, y and 5 ) the concentrated 
(C.6) c+log II -U-y)(l-5)M HK'l-logll -M HK' I -(n-l)log er - (m-l)log <r 
1
 n n ' ' n n ' v w 
where 
1 ~2 | 1 ~2 ~ ~ 
o- = —-Yy and er = rVw (v and w derived from (C3a,b) ), 
v [n-1^ J w [m-1^ J 
log II -(l-A)M HK'I = log II -(l-A)M K'Hl and A = r+S-yÖ, so 1-A = (l-y)(l-5) . 
' n n ' ' m m ' 
D, S, A and B are data, In a, In /3, H and K can be calculated from data. We 
can also calculate from th 
determinant of order min(n,m 
We can use OLS based 
given 3f and 5. The two parameters v and S have to be estimated numerically 
 l  l l t   t e data 11 -M HK' I, or, if m<n, 11 -M K'H | , a 
1
 n n ' ' m m ' 
on the equations (C.3a,b) to estimate z and 6 , 
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Technical implementation of the estimation procedure 
Fortunately, in the computationally most difficult term, the determinant, 
V and S occur only as y+8-%8, so we can restrict the main numerical procedure 
to one variable (e.g., log{(l-y)(l-5)> ). In each step of this iteration 
another numerical procedure is needed to optimize with respect to two 
parameters (e.g., log(l-y) and log(l-S) ) separately, under the relevant 
restriction. In this inner procedure only the regression part of the 
likelihood function is relevant. 
Estimates for er and o- can be derived from a regression based on 
V W 
(C.3a,b), for given y and 6. We can do this by OLS on 
(C.7) (In d) + (l-y)Ün a) = c + (In B)y + v 
1 1 
(In s) + (1-S)(ln (3) = c + (In A)5 + w 
where the parameters are in a form which is more convenient in view of the 
restriction on them. The added constants ensure that the residuals have mean 
0, so it is not necessary to take deviations from average as in (C.3a,b). Note 
that in (C.7) multiple explanatory variables are possible, as well as 
parameter restrictions, without complicating the estimation algorithm. 
Note that though (C.7) is similar to (B.3) and (B.4), it is not allowed 
to interpret the estimated constants as estimators for (In y ) and (In 5 ). 
o o 
The constants in (C.7) depend on the normalization chosen for a and |3, and can 
only be used to derive an estimate for the constant in (C.3c). 
The regressions need not to be executed in each iteration step, as the 
required variances can, for given values of y and 5, be computed from 
sufficiënt statistics. These are derived from regression of d and a on B, and 
s and (3 on A. As these separate regressions do not depend on z and 6, they 
have only to be performed once. 
There is something special with the way the parameters occur in the 
determinant. As 
(C.8) I -(l-A)M HK' = -(I-A)ÏM HK'-(1-A)_1I ] 
n n n n 
we could calculate the determinant from (1-A) and the eigenvalues of M HK'. As 
n 
the eigenvalues are the roots of the characteristic polynomial, we can 
calculate |M HK'-AI I from the eigenvalues of M HK' for any X, simply by 
1
 n n' n 
evaluating the polynomial. It seems that this method is not very useful for 
FIML estimation, as computation of eigenvalues is more complicated than 
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evaluating a determinant a few times. It may be useful in Bayesian 
estimation, if some numerical integration is needed. 
Some concluding remarks on the estimation procedure 
The estimation procedure thus consists of the following steps. First we 
do a simple iteration to obtain a and f?, and construct some matrices. Then we 
do four regressions and calculate the relevant sufficiënt statistics. Finally 
we have two nested one-dimensional numerical optimization procedures. In each 
step of the inner we have only to evaluate a simple expression. In each step 
of the outer we have to do the inner procedure and evaluate a determinant of 
order min(n,m). 
The part of the total estimation procedure which is numerically the 
largest is the calculation of a determinant of order n or m in every step of a 
numerical optimization. Compared to a Jacobian of rank n+m we started with, we 
have reduced the relevant rank importantly. This makes the method very useful 
in practice, as one of the sides of a regional model may have very large 
dimension. It is also important that the optimization is in one, not two, 
variables. 
Algorithmic description of the estimation procedure 
1. Calculate a and 0 
a. a := 1 Vi. 
i 
b. Repeat 
-1 0 := T D a r j ^ i i 1 ij 
= E S 0 r a 
i 
a 
= a /(geometrie mean of a) i i 
until convergence. 
2. Calculate HK' (or K'H if m<n) where 
H : (H ) = Sa-1/3_1r (nxm) 
ij J i J U 
K : (K ) = Da 0 r (nxm) 
ij i 1 j ij 
3. Do the following regressions, where In d = lnD-lna and In s = lnS-ln/3 : 
a. In d = c + (In B)* + v 
n n ï 
In a = c + (In B)? + v 
12 12 2 
Calculate variances and covariance of the residuals, and construct 
the function (a polynomial of degree 2 in (1-y) ) 
s2 = [(v'v )+Ü-yM2(v'v )}+(l-r)2(v'v )]/(n-l) 
v 1 1 1 2 2 2 
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f(x) = max i - -r^-logts ) ö~log(s ) 
1
 Z v Z w 
b. In s = c + (In A)Ö + w 
21 11 1 
In 0 = c + (In A)Ö + w 
22 12 2 
Calculate variances and covariance of the residuals and construct 
the function (a polynomial of degree 2 in (1-5) ) 
s 2 = [(w'w )+(l-5X2(w'w )>+(l-5)2(w'w )]/(m-l) 
w 1 1 1 2 2 2 
Construct the following function (evaluated by numerical optimization in 
1 dimension, using the functions defined above): 
s.t. log(l-y)+log(l-ö) = log(x) 
5. Maximize the following function numerically to x ( = (1-A) ) 
g(x) = log I I - x M HK' I + f (x) 
1
 n n ' 
or equivalently (if m<n) g(x) = log II - x M K'H I + f(x) 
' m m ' 
The m.1. estimates for y and 6 follow from (l-y)'(l-S) = x°p and the 
corresponding values from the maximization of f. The functions 
constructed under point 3 above give the estimated variances. The 
estimates for the other parameters can be calculated as: 
Ii = In^-^12 
5 = S +(1-5)5 
1 11 12 
The loglikelihood reached is: 
g(max) - log II -M HK'I + ilog(nm) - n+^"2log(2Tr) - " + m " 2 
1
 n n ' Z Z Z 
(if m<n use II -M K'Hl instead of | I -M HK'I) 
' m m ' ' n n ' 
35 
Appendix D Bayesian estimation 
The likelihood function for D and S, derived in (B.72), is 
r , , - i 1/2 1/2 (D.l) Il -U-r)(1-5)M HK'I l l - M H K T n m 
1
 n n ' ' n n ' 
, „ *-(n+m-2)/2 -(n-1) -(m-1) ,
 r - 2 T , ~ 2 i - 2 r , ~ 2 1 . „ , n , (Zn) cr cr exp{- [cr yv +er yw ]/2} exp(l) 
v w v ^ w ^ 
-1 — — —2 —12 2 —12 2 
where l is the loglikelihood of A (5v+yw) ~ N(0,A (n 5 cr +m jfir )) and the 
V W 
disturbances are related to the parameters by (C.3). 
The parameters are y, ó, cr , cr , y , S , In y and In 5 . We will specify 
e
 v w 1 1 0 0 
the prior for these parameters as 
(D.2) f t y . S j c ' V ^ A exp{-iA2(ln y )2»(A exp{-4A2(ln 5 )2» 
v w Z 0 C. 0 
As we are unsure about the precise meaning of y and 5, we use an yet 
unspecified function for their prior distribution. This enables us to 
experiment with various priors in the same analytical framework. For the other 
parameters we assume independence. For <r , cr , y and 5 we assume the usual 
V W 1 1 
noninformative priors. The prior distribution for In y and In 5 each is 
N(0,A ). If we let A approach 0, this distribution goes to « 1. 
The posterior for f, 8, cr , cr , y , 6 , In y and In 5 is then 
v w ï ï o o 
(D.3) « f(y,6)(A exp{-iA2(ln *o)2»(A exp{-iA2(ln 5 Q ) 2 » 
| I -(l-y)(l-5)M HK'| <r"ncr"m e x p H t r ' ^ v ^ a ' ^ w V z } exp(l) 
where v is a function of ?, <r and y , w a function of 5, cr and 5 , and l a 
V 1 W 1 
function of all parameters. 
As such a posterior for a lot of parameters is difficult to use in 
practice, we will successively eliminate parameters. The final result is the 
posterior for r and 5. As the posterior distributions of all other parameters 
conditional on y and 5 are of a simple form, all types of inferences are then 
possible. We can not analytically derive the posterior distribution of y or 5 
separately, so some numerically integration will be needed. 
First we will eliminate In % and In 5 . We use the transformation 
o o 
36 
= ( » 2 + 6 2 ) I / 2 [•-S]BS5-
and w r i t e c for t he r i gh t hand side of (C.3c). Then 
SS (A exp{-±A2(ln y o ) 2 »(A exp{-iA2( ln 5 o ) 2 »exp( l ) d(ln yo)d(ln SQ) « 
A2exp{-iA2[(lny )2+(lnS )2]> 2 o o 
d(ln y )d(ln 5 ) ex 
o o 
A-2 2 1 2 2N 1 
- 5 CT +—y (T 
n v m w 
( y + S - y S ) ' 
exp 
({SlmQ+rln8o- ( y + S - y S j c r ) 
0 , - 1 - 2 2 , - 1 2 2 . 
- 2 ( n 6 er +m y er ) 
V W 
A e x p ^ - A (x +y )> 
/ • 1 - 2 2 1 2 2v 1 /• . . 2 - . 2 , 1 / 2 , _. . . . , 2 -> 
- 5 o- +—y o- ) - - f { x - ( y +5 ) (y+ó-yS)c> n v m w 
( y + 5 - y ö ) 
exp 
- 2 ( n 5 er +m~ y er ) ( y +5 ) 
V
 v w J 
dydx 
A exp{-^A x > 
/•1-.2 2 1 2 2 " \ 1 r t , 2 _2* 1 / 2 , _ _.* , 2 \ 
' Ö er +—y er j — [ { x - ( y +5 ) (y+5-y5)c> n v m w 
( y + S - y S ) ' 
exp 
- 2 ( n S er +m y er ) ( y +5 ) 
V W 
dx 
If we now let A approach O th is becomes 
/ • 1 - 2 2 1 2 2-, 1 
- o er +—y er 
n v m w 
k (y+s-yar . 
f { x - ( y 2 + S 2 ) 1 / 2 ( y + S - y S ) c > 2 ï 
exp 
„ . , - 1 „ 2 2 , - 1 2 2
 w 2 , f 2> 
- 2 ( n 5 er +m y <r ) ( y +5 ) 
V V W ' 
dx oc l „ 2 + * 2 J 
2% 1/2 
y 5 
The pos ter ior for y, S, er , er , y and 5 is then 
V W 1 1 
« f (y ,ö) (y+S-yS)(y 2 +S 2 r 1 / 2 II - ( l -y)( l -S)M HK'I (r"n<r"mexp{-[«r"2J>2+<r"22w2]/2> 
This expression consis ts of t h ree p a r t s . The f i r s t is complicated, but only 
depends on y and 5. The second and th i rd a r e pos ter ior densi t ies for Standard 
regress ion models, concerning v and w, respectively, for all pa r ame te r s except 
the constant . They contain, respectively, y, er and y , and 5, er and 5 . 
V 1 W 1 
We will el iminate er , <r , y and 5 . We denote by u. the OLS es t imate for 
v w ï ï y 
y and by er the r a t i o of i t s Standard e r ro r to er , based on (C.3a) with known y v 
er . These a r e functions of the da ta only. In a similar way we define u.. and 
V O 
cr„, using (C.3b). Fu r the r we define kl as 2 plus t he number of pa r ame te r s in 
o 
y , and k2 as 2 plus the number of pa ramete r s in 5 . (The 2 accounts for y (or 
5), and the constant t e rm, which can be thought as est imated f i r s t . ) Then we 
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can write the posterior distribution of y and 8 as the product of the 
expression depending only on y and 5, and two Student densities,. one for y and 
one for 5. 
(D.4) f(?,Ö) (y+S-yS)(y2+S2)~1/2 II -(l-y)(l-5)M HK'I 
1
 n n • 
n-kl+2 „ m-k2+2 
v ^ 1 H^f)/(n_ki+i)} "2 H^f) / (m-k2+i)}_2 
The posterior for more parameters can be written as (D.4) multiplied by 
the posterior of the other parameters conditional on y and 8. These 
conditional posteriors are Standard distributions, as 
f(y ,5 ,cr ,o- 1^,5,data) = f(y ,5 ,<r ,cr ,y,S |data)/f(y,c5 |data) <x 
1 1 v w l l v w 
<r n <r m exp{-[o- yv +ar~)w ]/2) <r c-„ -I *• y ' 
v w v ^ w *- y S ' — 
y-u \2 fd-a^2 
^~* n - k l + 2 , f ^51 MH-k2+2 n+« * 
v°* 
n-kl+1 J [ m-k2+l 
is the product of two independent conditional posteriors as they result in the 
Standard regression case. 
For example, the posteriors for o- and <r conditional on y and 5 are 
V W 
- 2 - 2 independent, and such that <r and er , when suitably standardized, are 
V W 
2 2 distributed x and x . respectively. The posteriors for y and 5 
n-kl+l m-k2+l 1 1 
conditional on er , c , y and 5 are independent normal distributions, and the 
V W 
posteriors for y and 5 conditional on y and 5 are independent t 
distributions (with suitable standardization). Note that the posteriors for y 
and er conditional on y and 5 do not depend on 5, and those for 8 and er not 
V 1 W 
on y. 
In applications one could proceed as follows to derive the posterior 
distribution of, e.g., the parameter y . First derive the posterior 
distribution of y by numerical integration from the posterior distribution of 
y and 8. Multiply this by the posterior distribution of y conditional on y, 
and finally get the posterior for y by numerical integration with respect to 
y. In a similar way posterior distributions for any parameter can be 
calculated using only one dimensional numerical integration. However, to 
derive the posterior distribution of, e.g., a macro-elasticity, 5 y/[y+S-yS), 
two dimensional numerical integration is needed in general. 
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Most of the remarks about the numerical implementation for FIML 
estimation hold for Bayesian estimation as well. As numerical integration is 
needed in Bayesian estimation, probably the use of eigenvalues tö calculate 
the determinant is time saying (see Appendix C). Also, the two dimensional 
numerical integration can be simplified by a transformation of parameters, 
such that the determinant only depends on a single parameter. 
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