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Abstract
Plasticity is one of the most important properties of the nervous system, which
enables animals to adjust their behavior to the ever-changing external envi-
ronment. Changes in synaptic efficacy between neurons constitute one of the
major mechanisms of plasticity. Therefore, estimation of neural connections is
crucial for investigating information processing in the brain. Although many
analysis methods have been proposed for this purpose, most of them suffer from
one or all the following mathematical difficulties: (1) only partially observed
neural activity is available; (2) correlations can include both direct and indi-
rect pseudo-interactions; and (3) biological evidence that a neuron typically has
only one type of connection (excitatory or inhibitory) should be considered. To
overcome these difficulties, a novel probabilistic framework for estimating neu-
ral connections from partially observed spikes is proposed in this paper. First,
based on the property of a sum of random variables, the proposed method es-
timates the influence of unobserved neurons on observed neurons and extracts
only the correlations among observed neurons. Second, the relationship between
pseudo-correlations and target connections is modeled by neural propagation in
a multiplicative manner. Third, a novel information-theoretic framework is pro-
posed for estimating neuron types. The proposed method was validated using
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spike data generated by artificial neural networks. In addition, it was applied
to multi-unit data recorded from the CA1 area of a rat’s hippocampus. The
results confirmed that our estimates are consistent with previous reports. These
findings indicate that the proposed method is useful for extracting crucial in-
teractions in neural signals as well as in other multi-probed point process data.
Keywords: effective connectivity, spike data, graph, partial observation
1. Introduction
One of the most important properties of the brain is its ability to modify
its architecture on the basis of experience. This phenomenon, which is known
as plasticity, enables living organisms to flexibly adjust their behavior to the
external environment and improve their chances of survival. Various studies
have shown that changes in synaptic connections constitute the primary mech-
anism of plasticity, in which many types of neurotransmitters and receptors
are involved. Although the detailed processes of how synaptic efficacy is modi-
fied are complex, detecting the overall change in neural connections is essential
for investigating information processing in the brain. Recent advancements in
experimental technologies, such as multi-electrode recording from a freely be-
having animal, enable us to record the activities of a large number of neurons
simultaneously for extended periods (Tatsuno et al., 2006). After spike sorting of
the multi-unit activity (MUA) data, sorted single-unit activity (SUA) data are
obtained. SUA represents the timing of spike occurrence of each neuron, and it
can be considered as a point process. Many studies have investigated the correla-
tional properties of SUA data with the objective of understanding system-level
information processing in the brain (Perkel et al., 1967; Gerstein and Perkel,
1969; Brown et al., 2004; Shimazaki et al., 2012; Hino et al., 2015; Takano et al.,
2015). Toward this end, methods based on pairwise neuronal correlations, such
as cross-correlation (Wilson and McNaughton, 1994; Bartho´ et al., 2004) and
joint peristimulus time histogram (Aertsen et al., 1989; Ito and Tsuji, 2000)
have been widely adopted. For instance, in the context of memory consolida-
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tion, Wilson and McNaughton (1994) estimated functional neural interactions
in the CA1 area of the hippocampus by means of cross-correlation functions.
They showed that pairwise correlations induced during a behavior task epoch
were sustained during a post-task non-REM sleep epoch, thereby supporting
the conjecture that reactivation of behaviorally induced neural activity during
sleep (memory reactivation) plays an important role in memory consolidation.
Other approaches based on graph structure estimation methods, such as sparse
inverse covariance selection (SICS), have been also adopted (Banerjee et al.,
2008; Friedman et al., 2008; Scheinberg and Rish, 2009). SICS assumes that ob-
served data are generated from a Gaussian distribution and estimates a graph
structure as its inverse covariance matrix. Efficient algorithms for SICS have
been proposed, and they can estimate the functional connections of a network
composed of numerous neurons. However, the above-mentioned methods suffer
from several mathematical difficulties. First, owing to their focus on pairwise
relationships, they cannot capture high-order correlations that might result in
pseudo-correlations with pairwise measurements. Second, they generally pro-
vide functional correlations, which lack directional properties as a fundamental
feature; therefore, it is difficult to discuss the direction of connections. Third,
they usually do not consider the fact that only a limited number of neurons are
recorded in experiments. Unobserved neurons affect the activity of observed
neurons, but existing methods do not include a systematic treatment for inter-
ference from unobserved neurons. Recently, several attempts have been made
to overcome the above-mentioned difficulties. For instance, some studies have
adopted the information-theoretic approach to investigate high-order correla-
tions (Nie and Tatsuno, 2012; Nakahara and Amari, 2002; Tatsuno et al., 2009).
Assuming that spikes are generated from an exponential family of distributions,
the method based on information geometry models the probability of coincident
multi-neuronal firings, px1,x2,··· ,xk , by a log-linear model:
ln px1,x2,··· ,xk =
∑
i
θixi +
∑
i<j
θijxixj + · · ·+ θ12···kx1x2 · · ·xk − ψ, (1)
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where xi is a binary variable representing the spikes of neuron i, θ is a parameter
representing neural interactions, ψ is a normalization factor for the integral to be
1, and k is the number of observed neurons, following the same notation as that
in the original paper. Further, θij represents the interaction between neurons i
and j. Although this model mitigates the problem of pseudo-correlations, it suf-
fers from two drawbacks. First, its computational cost increases with k. Second,
it assumes that connections are symmetric. For the problem of directionality, a
method based on Granger causality has been proposed to extract information
regarding the direction of connections (Arnold et al., 2007; Kim et al., 2011;
Quinn et al., 2011; Hu et al., 2015). Suppose that the activities of two neurons,
xi and xj , are observed. If xj provides statistically significant improvements of
the future values of xi, the directed influence from xj to xi is estimated, and it
is said that there is Granger causality from xj to xi. However, it is difficult to
capture higher-order correlations with this approach, which focuses on two spike
trains. To overcome the problems of high-order correlations and directionality
simultaneously, Noda et al. (2014) recently proposed the graph structure esti-
mation method based on the graph Laplacian. They modeled the correlations
between nodes i and j, including higher-order ones, by
ξij = c0 + cijθij +
∑
k
ckijθikθkj +
∑
k,j
cklijθikθklθlj + · · ·
for i 6= j, (2)
where θij is the connection from j to i and c is a decay coefficient, following the
same notation as that in the original paper. Assuming that the influence dete-
riorates as it propagates to other neurons, the method models the propagation
of influence on the basis of random walk. However, this method is inadequate5
for estimating inhibitory connections because the influence can take only posi-
tive values. Finally, regarding the problem of unobserved neurons, to the best
of our knowledge, no existing method can explicitly deal with the influence of
unobserved neurons. In this study, we develop a novel mathematical framework
that can systematically address the problems of pseudo-correlations, directed10
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connections, and the influence of unobserved neurons.
2. Problem setting
In this section, we introduce the notations used and corresponding assump-
tions.
Suppose that N neurons out of many are observed. Let Xi(t) ∈ {1, 0} be
a random variable representing the state of neuron i ∈ {1, 2, · · · , N} at time
t (i.e., 1 denotes firing and 0 denotes non-firing). These neurons’ activities are
recorded at time t = 1, 2, · · · , T discretely, and the spike data are given by
D = {X1(t), X2(t), · · · , XN (t)}Tt=1. (3)
Neural connections are represented as a graph structure. Let V be a set of nodes
{1, 2, · · · , N} and E be a set of edges {(i, j), i, j ∈ V }. Neural connections are
characterized by a graph (V,E), where V corresponds to a set of neurons and E
corresponds to a set of synaptic connections. The graph is also represented by
a matrix W ∈ RN×N . Let wij be element (i, j) of W . Here, wij represents the
strength of a connection from neuron j to neuron i. Connections are classified
into two types, namely excitatory and inhibitory connections. According to
neuroscience, a neuron is known to have only one type of connection; thus,
neurons are either excitatory or and inhibitory. Excitatory neurons promote
firing of the neurons to which they connect. On the other hand, inhibitory
neurons suppress firing of the connected neurons. Therefore, wij is classified as
follows:
wij > 0, excitatory connection from j to i,
wij = 0, no connection from j to i,
wij < 0, inhibitory connection from j to i.
(4)
We assume that observed neurons do not have self-connections and that the15
strength of connection wij remains unchanged during the observed period [1, T ].
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3. Stochastic firing model
We assume that firing of neuron i at time t is determined by its internal
state Ui(t) that corresponds to the membrane potential:
Pr
(
Xi(t) = 1
)
= Φ
(
Ui(t)
)
, (5)
where Φ is the cumulative distribution function of probability density function
φ,
Φ(x) =
∫ x
−∞
φ(z)dz. (6)
In this study, for mathematical simplicity, we assume that the probability den-
sity function φ is a Gaussian distribution with mean 0 and variance σ2. The
Gaussian distribution function is denoted by φσ2 and the cumulative distribu-
tion function is denoted by Φσ2 :
Φσ2(x) =
∫ x
−∞
φσ2(z)dz, (7)
φσ2(z) =
1√
2piσ2
exp
(
− z
2
2σ2
)
. (8)
We consider that the internal state Ui(t) is affected by both observed and un-
observed neurons:
Ui(t) = Bi(t) +
N∑
j=1
wijXj(t− Sij), (9)
where Sij is a random variable representing the transmission delay from neu-
ron j to neuron i and Bi(t) is a random variable representing the input from
unobserved neurons. In practice, the influence from neuron j to neuron i can
be examined using a short time window because the delay Sij is unknown.
Therefore, we introduce a stochastic firing model with a short window:
Ui(t) = Bi(t)︸ ︷︷ ︸
nuisance input
+
N∑
j=1
λijXj [t∆]︸ ︷︷ ︸
pseudo-correlations
, (10)
where [t∆] is a short period of time, [t∆] = [t−∆, t−∆ + 1, · · · , t− 1](∆ ∈ N),
and Xj [t∆] ∈ {1, 0} is a random variable representing the state of neuron i
6
during period [t∆] (i.e., it equals 1 if at least one spike exists during [t∆] and 020
otherwise). We assume that the length of the time window ∆ is longer than the
transmission delays Sij of any pair of observed neurons: ∆ > Sij ,∀(i,j). The
influence from neuron j to neuron i during [t∆] is denoted by λij , including not
only a direct influence through connection wij but also an indirect influence via
other neurons. We refer to such an indirect influence as a pseudo-correlation25
and to the coefficient λij as a pseudo-connection
4. Proposed method
In this section, we first characterize the property of a sum of random variables
and discuss how to deal with inputs from unobserved neurons. Together with
the stochastic firing model, we propose a method to estimate pseudo-connection30
λij from spike trains. Then, we propose a method to estimate connection wij
from pseudo-connection λij . A schematic of the proposed method is shown in
Fig. 1.
Figure 1: Schematic of the proposed method. In the first step ((a) and (b)), pseudo-connection
λij is estimated from spike trains. The first procedure (a) is to estimate the total inputs,
including the nuisance input, to neuron i. The second procedure (b) is to remove the nuisance
input and estimate pseudo-connection λij . In the second step (c), connection wij is estimated
by decomposing pseudo-connection λij
4.1. Property of a sum of random variables
Consider random variables X and Y with probability density functions fX35
and fY , respectively.
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Theorem 1. Let X and Y be independent random variables. Then, for any
bounded function g, we have
E[g(X + Y )] = E
[
h
(
X + E[Y ]
)]
,
h = g ∗ f−Y , (11)
where f−Y (x) = fY (E[Y ]− x).
If the function g is a Gaussian density function, we have the following corollary.
Corollary 1. If the function g is φσ2 in Eq. (8) and the probability density
function fY is a Gaussian distribution with mean E[Y ] and variance τ2, we have
E[φσ2(X + Y )] = E
[
φσ2+τ2
(
X + E[Y ]
)]
. (12)
When E[Y ] = 0, Eq. (12) is equivalent to the theorem for Gaussian moments40
given by Hyva¨rinen (1999). The proof of Theorem 1 and Corollary 1 is given in
Appendix A.
Theorem 2. Let a function G be the cumulative distribution function of a
probability density function g. If random variables X and Y are independent,
we have
E[G(X + Y )] = E
[
H
(
X + E[Y ]
)]
, (13)
H(x) =
∫ x
−∞
(g ∗ f−Y )(z)dz, (14)
where f−Y (x) = fY (E[Y ]− x).
We also have the following corollary for a cumulative Gaussian distribution
function Φσ2 .45
Corollary 2. If the function G is Φσ2 in Eq. (7), the random variable X takes
a constant value x, and Y ∼ N (E[Y ], τ2), we have
E[Φσ2(x+ Y )] = Φσ2+τ2
(
x+ E[Y ]
)
. (15)
The proof of Theorem 2 and Corollary 2 can be found in Appendix A.
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4.2. Removal of nuisance effects
We introduce a framework for removing the nuisance input and extracting
only pseudo-connection λij . This is achieved by combining the property of a
sum of random variables discussed in the previous subsection and the firing50
probabilities based on a stochastic firing model. Regarding the influence from
neuron j to neuron i, we treat two cases separately; one is that neuron j fires
and the other is that neuron j does not fire.
First, consider the case in which neuron j fires and then neuron i fires during
the period [t∆]. In this case, firing of neuron i is caused by the influence from
firing of neuron j and other neurons. Therefore, the internal state conditioned
on Xj [t∆] = 1 is represented by
Ui
(
t | Xj [t∆] = 1
)
= Bi(t) + λijXj [t∆] +
∑
k 6=j
λikXk[t∆]
= λij + Cij
(
t | Xj [t∆] = 1
)
, (16)
where Cij
(
t | Xj [t∆] = 1
)
is a random variable representing a nuisance input:
Cij
(
t | Xj [t∆] = 1
)
= Bi(t) +
∑
k 6=j λikXk[t∆]. The expectation of neuron i’s
state Xi(t) conditioned on Xj [t∆] = 1 is obtained as
E
[
Xi(t) | Xj [t∆] = 1
]
= E
[
Φσ2
(
Ui
(
t | Xj [t∆] = 1
))]
= E
[
Φσ2
(
λij + Cij(t | Xj [t∆] = 1
))]
. (17)
To simplify the formula further, we make the following assumption.
Assumption 1. In the case that neuron j fires, the nuisance input Cij
(
t |55
Xj [t∆] = 1
)
is subject to a Gaussian distribution with mean C¯ij and variance
τ2.
Under this assumption, we can apply Corollary 2 to the right-hand side of
Eq. (17) and obtain
E
[
Φσ2
(
λij + Cij
(
t | Xj [t∆] = 1
))]
= Φρ2
(
λij + C¯ij
)
, (18)
where ρ2 = σ2 + τ2. In addition, the expectation of spike train Xi(t) is equal
9
to its firing probability, i.e.,
E
[
Xi(t) | Xj [t∆] = 1
]
= Pr(Xi(t) = 1 | Xj [t∆] = 1). (19)
Thus, we obtain the following relationship:
Φρ2
(
λij + C¯ij
)
= Pr(Xi(t) = 1 | Xj [t∆] = 1)
⇔ λij+C¯ij=ρ · Φ−11
(
Pr(Xi(t) = 1 | Xj [t∆] = 1)
)
. (20)
With an empirical estimate of the conditional probability Pr(Xi(t) = 1 | Xj [t∆] =
1) by using spike trains Xi and Xj , we can estimate the sum of pseudo-
connection λij and other influence C¯ij .60
Second, consider the case in which neuron j does not fire but neuron i fires
during the period [t∆]. Firing of neuron i is caused only by the influence from
other neurons besides neuron j:
Ui
(
t | Xj [t∆] = 0
)
= Cij
(
t | Xj [t∆] = 0
)
. (21)
As in the case of Xj [t∆] = 1, we make the following assumption.
Assumption 2. In the case that neuron j does not fire, the nuisance input
Cij(t | Xj [t∆] = 0
)
is subject to a Gaussian distribution with mean C¯ij and
variance τ2.
Note that this is the same distribution as that for the nuisance input Cij(t |
Xj [t∆] = 1
)
because the effect of the firing of neuron j is negligible compared
to the nuisance input from a large number of other neurons. In other words, the
difference between these two nuisance inputs is whether the input includes the
influence from neuron j. It is reasonable to assume that one of many neurons’
firings does not change a distribution. Under this assumption, we obtain the
following relationship in the same way as Eq. (20):
C¯ij = ρ · Φ−11
(
Pr(Xi(t) = 1 | Xj [t∆]=0)
)
. (22)
By taking the difference between Eq. (20) and Eq. (22), we have
λij = ρ
{
Φ−11
(
Pr(Xi(t) = 1 | Xj [t∆]=1)
)
− Φ−11
(
Pr(Xi(t) = 1 | Xj [t∆]=0)
)}
. (23)
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We can exclude the influence from unobserved neurons and extract pseudo-
connection λij up to constant ρ, which is defined in Eq. (18). We note that the
firing probabilities in Eq. (23) are calculated by
Pr(Xi(t) =1 | Xj [t∆]=1)
=
1
Fj
T∑
t=∆+1
Xi(t | Xj [t∆] = 1) (24)
Pr(Xi(t) =1 | Xj [t∆]=0)
=
1
(T −∆)− Fj
T∑
t=∆+1
Xi(t | Xj [t∆] = 0), (25)
where Fj =
∑T
t=∆+1Xj [t∆].65
4.3. Decomposition of pseudo-connection to estimate connection
We propose a method to estimate connection wij from pseudo-connection
λij obtained by Eq. (23). The key idea is the introduction of virtual propagation
probability during the period [t−δ, t), which is shorter than the period [t−∆, t);
this enables us to model the relationship between connection wij and pseudo-70
connection λij .
4.3.1. Estimation of virtual propagation probability
We consider a short period [tδ] = [t − δ, t) in which only a direct influence
of neuron j on neuron i is observed. In this case, the internal state of neuron i
in the period [tδ] is represented by
Ui
(
t | Xj [tδ] = 1
)
= wij + C
′
ij(t), (26)
where C ′ij(t) is the input from unobserved neurons at time t. Let θij denote
the virtual propagation probability of neuron i after neuron j fires during the
period [tδ]:
θij = Pr(Xi(t) = 1 | Xj [tδ] = 1). (27)
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Figure 2: Decomposition of pseudo-connection λij into multi-step connections
This probability is equal to the expectation of status Xi conditioned on Xj [tδ] =
1. Therefore, in the same way as Eq. (20), Eq. (27) becomes
θij = E
[
Φσ2(wij + C
′
ij)
]
= Φρ2
(
wij + E[C
′
ij ]
)
. (28)
Now, we make the following assumption.
Assumption 3. Nuisance inputs Cij(t) in the longer period of [t∆] and C
′
ij(t)
in the shorter period of [tδ] are subject to the same Gaussian distribution, with75
mean C¯ij and variance τ
2.
This means that the observed input in Cij(t)
(
= Bi(t) + (observed input)
)
is
sufficiently smaller than the nuisance input Bi(t). Because of this assumption,
the short period δ does not need to be specified when detecting the direct
transition. Then, Eq. (28) becomes
θij = Φρ2(wij + C¯ij). (29)
4.3.2. Decomposition of pseudo-connection with direct connection
The pseudo-connection λij is regarded as the averaged influence from neuron
j on neuron i. As shown in Fig. 2, the pseudo-connection λij includes not only
a direct influence wij but also an indirect influence via other neurons. We make80
the following assumption to decompose the pseudo-connection.
Assumption 4. Indirect connections in the pseudo-connection λij propagate
in a multiplicative manner.
The strength of the connection from neuron j to neuron i through neuron k can
be regarded as the expectation of the input to neuron i from neuron k, which is
affected by neuron j. It is represented by wik · Pr(Xk(t) = 1 | Xj [tδ] = 1), i.e.,
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wikθkj . Therefore, pseudo-connection λij is decomposed as a sum of multi-step
connections:
λij=wij+
∑
k∈V
wikθkj+
∑
k,l∈V
wikθklθlj+
∑
k,l,m∈V
wikθklθlmθmj+· · · . (30)
Let W,Λ,Θ be matrices whose (i, j) elements are wij , λij , and θij , respectively.
Then, Eq. (30) is also represented in matrix form:
Λ = W (I + Θ + Θ2 + Θ3 + · · · ) = W (I −Θ)−1. (31)
4.4. Algorithm to estimate connections
Now, connection wij can be estimated from pseudo-connection λij by Eq. (29)85
and Eq. (31). We need to obtain connection wij that is consistent with two prop-
agations: the short period one in Eq. (29) and the long period one in Eq. (31).
The problem is solved by alternating iterative procedures.
Pseudo-connection λij is estimated from spike trains by Eq. (23). We can
specify the pseudo-connection up to the unknown multiplicative factor ρ. To
estimate the relative strength of connections, we set ρ = 1. Let W (τ),Λ(τ),Θ(τ)
be W,Λ,Θ in the τ -th iteration. For τ = 0, the elements of Θ are initialized
by uniform random numbers in [0, 1]. First, by fixing Λ(τ−1) and Θ(τ−1), we
estimate W (τ) as
W (τ) = Λ(τ−1)(I −Θ(τ−1)). (32)
Second, we estimate Θ(τ) by fixing W (τ) as
[
Θ(τ)
]
ij
= Φ1
(
[W (τ)]ij + C¯ij
)
, (33)
where C¯ij is calculated by Eq. (22) from spike data. The diagonal elements of
Θ(τ) are replaced by 0 to impose the assumption that a neuron does not have
self-connection. We also approximate self-pseudo-connection λii during a long
period [t∆] as follows:
λii '
∑
k∈V
λikθki. (34)
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The right-hand side of this equation represents the expectation of inputs via
multiplicative neurons from neuron k firing owing to the firing of neuron i. In
matrix form, Eq. (34) is represented by
diag
(
Λ(τ)
)← diag(Λ(τ−1)Θ(τ)), (35)
where diag(A) denotes the diagonal elements of matrix A. These procedures
are iterated for the pre-set number of iterations M . Empirically, the result90
of estimating W converges sufficiently when M = 10. The obtained W (M)
provides the estimation of connection W . These procedures are summarized in
Algorithm 1.
The connections obtained by Algorithm 1 tend to yield neurons that have
both excitatory and inhibitory influences on the target neurons. This result is95
not consistent with the general neuroscience principle that a single neuron has
only one type of connection. To explicitly incorporate this requirement into the
estimation procedure, we propose an improved algorithm in the next subsection.
4.5. Algorithm to estimate connections on the basis of excitatory and inhibitory100
labels
We propose an improved algorithm to estimate connections W by pruning
inconsistent connections on the basis of labels indicating whether a neuron is
excitatory or inhibitory. Suppose that we know the type of the observed neu-
rons. Let z = (z1, z2, · · · , zN ) ∈ {1, 0}N , where zi = 1 implies that neuron i has
only excitatory connections and zi = 0 implies that neuron i has only inhibitory
connections. We refer to the binary vector z as an excitatory-inhibitory label or
a label. First, connections W (τ) are estimated using Eq. (32). Second, the in-
consistent connections in W (τ) are truncated on the basis of label z. This yields
a new estimator W [z](τ), which is consistent with the neuroscience principle
that a single neuron has only one type of connection. The procedure is imple-
mented as follows. If neuron j is excitatory (zj = 1), the estimated inhibitory
14
Algorithm 1 Estimating connections W
1: Inputs: Λ, C¯
2: function estimateW(Λ, C¯)
3: Initialization: Θ(0) ← [0, 1]N×N Λ(0) ← Λ
4: for τ = 1 to τ = M do
5: W (τ) ← Λ(τ−1)(I −Θ(τ−1)) . Eq. (32)
6: for i = 1 to i = N do
7: for j = 1 to j = N do
8:
[
Θ(τ)
]
ij
← Φ1
(
[W (τ)]ij + [C¯]ij
)
. Eq. (33)
9: end for
10: end for
11: diag(Θ(τ))← 0
12: diag
(
Λ(τ)
)← diag(Λ(τ−1)Θ(τ)) . Eq. (35)
13: end for
14: end function
15: Output: W (M)
connections from neuron j are truncated as[
W [z](τ)
]
ij
← max
(
[W (τ)]ij , 0
)
. (36)
If neuron j is inhibitory (zj = 0), the estimated excitatory connections from
neuron j are truncated as[
W [z](τ)
]
ij
← min
(
[W (τ)]ij , 0
)
. (37)
Then, we update the parameters Θ by fixing W [z](τ) and replace the diagonal el-
ements of Θ(τ) and Λ(τ−1) in the same way as in Algorithm 1. These procedures
are iterated for the pre-set number of iteration M . We obtain W [z](M) as the
estimation of connections W . These procedures are summarized in Algorithm 2.105
However, in general, we do not know whether a neuron is excitatory or in-
hibitory in advance. Therefore, we develop an information-theoretic framework
for estimating neuron types.
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Algorithm 2 Estimating connections W given excitatory-inhibitory labels
1: Inputs: Λ, C¯, z
2: function estimateW label(Λ, C¯, z)
3: Initialization: Θ(0) ← [0, 1]N×N Λ(0) ← Λ
4: for τ = 1 to τ = M do
5: W (τ) ← Λ(τ−1)(I −Θ(τ−1)) . Eq. (32)
6: for i = 1 to i = N do
7: for j = 1 to j = N do
8: if zj = 1 then
9:
[
W [z](τ)
]
ij
← max
(
[W (τ)]ij , 0
)
. Eq. (36)
10: else if zj = 0 then
11:
[
W [z](τ)
]
ij
← min
(
[W (τ)]ij , 0
)
. Eq. (37)
12: end if
13: end for
14: end for
15: for i = 1 to i = N do
16: for j = 1 to j = N do
17:
[
Θ(τ)
]
ij
← Φ1
(
[W (τ)]ij + C¯ij
)
. Eq. (33)
18: end for
19: end for . Eq. (33)
20: diag(Θ(τ))← 0
21: diag
(
Λ(τ)
)← diag(Λ(τ−1)Θ(τ)) . Eq. (35)
22: end for
23: end function
24: Output: W [z](M)
5. Estimation of excitatory probability
In this section, we describe an information-theoretic framework that classifies110
a neuron as an excitatory or inhibitory neuron. The framework uses the em
algorithm to obtain the optimal excitatory-inhibitory label.
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5.1. Model
We assume that a binary random variable zi ∈ {1, 0} follows a Bernoulli
distribution with parameter αi and that the variables zi (i = 1, · · · , N) are
mutually independent. Therefore, a random variable vector z ∈ {1, 0}N follows
the distribution of the form :
p′(z;α) =
N∏
i=1
αzii (1− αi)(1−zi), (38)
where z = (z1, · · · , zN )T and α = (α1, · · · , αN )T. In this study, we estimate
the parameter vector α by the em algorithm (Amari, 1995), which is widely115
used to identify a model including latent variables. If the estimated parameter
αi is larger than the pre-set threshold, neuron i is classified as excitatory and
vice versa. How to set the threshold will be discussed later. Hereafter, we refer
to the parameter αi as the excitatory probability.
5.2. em algorithm120
Consider a probability distribution space S. The KL divergence DKL be-
tween two distributions p(x) and q(x) is defined by
DKL(p, q) =
∑
x
p(x) log
p(x)
q(x)
. (39)
In this space, two geodesics can be defined, namely e-geodesic and m-geodesic,
which are natural in terms of the KL divergence. The m-geodesic in S is the
set of internal divisions between two distributions. The m-geodesic connecting
the distributions p(x) and q(x) in S is defined by
r(x, t) = (1− t) · p(x) + t · q(x), 0 ≤ t ≤ 1, (40)
where t is a parameter. On the other hand, the e-geodesic in S is the set of
internally dividing points between two distributions in logarithmic form. The
e-geodesic connecting the distributions p(x) and q(x) in S is defined by
log r(x, t) = (1− t) · log p(x) + t · log q(x)− ψ(t), 0 ≤ t ≤ 1, (41)
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where ψ(t) is a normalization factor that ensures that points r(x, t) are proba-
bility distributions. Similar to extending a line to a surface, an m-flat subspace
Mm consisting of K distributions {pk(x)}k=1,··· ,K is defined by
Mm =
{
r(x, t) =
K∑
k=1
tkpk(x), tk > 0,
K∑
k=1
tk = 1
}
, (42)
and an e-flat subspace Me is defined by
Me =
{
r(x, t) = exp
( K∑
k=1
tk log pk(x)− ψ(t), tk > 0,
K∑
k=1
tk = 1
)}
. (43)
Then, we define the projection of a point p in Mm to Me by
rm = argmin
r∈Me
DKL(p, r), (44)
which is called the m-projection. We also define the projection of a point q in
Me to Mm by
re = argmin
r∈Mm
DKL(r, q), (45)
which is called the e-projection. The em algorithm consists of two projection
steps: the e-step and the m-step. We note that our model manifold M has the
e-flat structure and the observed data manifold D has the m-flat structure. By
iterating e- and m-steps alternately, the em algorithm finds a point inM⊂Me
that is the closest to D ⊂ Mm. The projection steps of the em algorithm are125
shown in Fig. 3 (left).
5.3. Estimation of excitatory probability using the em algorithm
In this study, the pseudo-connections Λ are regarded as observed random
variables and the labels z are regarded as latent variables. Let the set of the
empirical marginal distribution of Λ be a data manifold D, which is an m-flat
subspace. Any point on D represents the following distribution:
q(Λ, z;β) = q(Λ)q(z | Λ;β), (46)
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where q(Λ) is the empirical distribution of Λ and β is a parameter vector with
z similar to the parameter α. On the other hand, a model manifold M is an
e-flat subspace; hence, any point on M represents the following distribution:
p(Λ, z;α) = p(z;α)p(Λ | z;W ). (47)
We assume that the distribution p(z;α) is a factorization model of a Bernoulli
distribution as Eq. (38). The factorial distribution p′(Λ, z;α)
(
= p′(z;α)p(Λ |
z;W )
)
consists of the e-flat subspace M′ ⊂ M. We also assume that the
distribution of label z given observation Λ is a factorial model:
q′(z | Λ;β) =
N∏
i=1
βzii (1− βi)(1−zi). (48)
The distribution q′(Λ, z;β)
(
= q(Λ)q′(z | Λ;β)
)
consists of the e-flat subspace
D′ ⊂ D. Therefore, we estimate the parameter α by finding a distribution
p′ ∈M′ that is the closest to D′. We update two parameters, namely α and β,130
as shown in Fig. 3 (right). First, the parameter β is updated by e-projection
fromM′ to D and e-projection from D to D′. Then, the parameter α is updated
by m-projection from D′ toM′. These procedures are iterated alternately until
a condition with the parameter α is satisfied. The projection from M′ to D′
cannot be obtained analytically; therefore, we modified the procedures from the135
original em algorithm in Amari (1995). The iterative approach is described
below.
5.3.1. Projection from M′ to D′
The projection from the model subspaceM′ to the data subspace D′ consists
of two inner steps.140
Step 1. A point p′ ∈M′ is projected to a point q ∈ D by e-projection as
β(τ+1) = argmin
β
DKL[q(Λ, z;β), p
′(Λ, z;α(τ))]. (49)
Practically, the distribution q(z | Λ;β) is substituted by the distribution p′(z |
Λ;α(τ)) on the basis of the property of e-projection given in Amari (1995):
q(z | Λ;β)← p′(z | Λ;α(τ)). (50)
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Figure 3: The em algorithm in Amari (1995) is on the left and the em algorithm to estimate
excitatory probability is on the right. In the em algorithm on the left, the projections are
iterated between the dual spaces. In our em algorithm on the right, the projections are
iterated between subspaces restricted in the factorial model on the dual spaces (dashed line).
By Bayes’ theorem, the right-hand side of Eq. (50) is calculated by
p′(z | Λ;α(τ)) = p(Λ | z;W )p
′(z;α(τ))∑
z p(Λ | z;W )p′(z;α(τ))
, (51)
where p(Λ | z;W ) is the likelihood of observation Λ given the truncated esti-
mator Λˆ[z]
(
= W [z](I − Θ)−1
)
, and we assume that the error in each pseudo-
connection follows a Gaussian distribution with mean 0 and variance σ2e . Then,
the distribution p(Λ | z;W ) is calculated by
p(Λ | z;W ) =
∏
i,j
[
1√
2piσ2e
exp
{
− (λij − λˆij)
2
2σ2e
}]
=
∏
i,j,λij>0
[
1√
2piσ2e
exp
{
− (λij − λˆij)
2
2σ2e
}]
×
∏
i,j,λij<0
[
1√
2piσ2e
exp
{
− (λij − λˆij)
2
2σ2e
}]
'
∏
i,j,λij>0
[
1√
2piσ2e
exp
{
− (λij − λˆij)
2
2σ2e
}]
. (52)
In the above expansion, we assume that σe  0 if λij < 0.
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Step 2. A point q ∈ D is projected to a point q′ ∈ D′ by e-projection as
β(τ+1) = argmin
β
DKL[q
′(Λ, z;α(τ)), q(Λ, z;β)]. (53)
Hence, the parameter β is updated by
β
(τ+1)
i ←
1
1 + exp
{−A(τ)}, (54)
A(τ) =
∑
z−i
q′(z−i | Λ;β) log
p′(z−i | Λ, zi = 1;α(τ))
p′(z−i | Λ, zi = 0;α(τ)), (55)
where z−i = (z1, · · · , zi−1, zi+1, · · · , zN ) and q′(z−i | Λ;β) is given by q′(z−i |
Λ;β) =
∏
j 6=i β
zj
j (1− βj)1−zj . In this step, q′ ∈ D′, the closest point to q ∈ D,
needs to be obtained by projection. Both e-projection and m-projection can
be used in this step because the KL divergence between q′ ∈ D′ and q ∈ D145
is small. In this study, e-projection is adopted. The subspace D′ is e-flat;
hence, the e-projection to D′ is not uniquely determined in general. However,
it is experimentally confirmed that there is no significant difference between the
estimations of the excitatory probability α by e-projection and m-projection in
this step.150
5.3.2. Projection from D′ to M′
The m-projection of the distribution q′ ∈ D′ toM′ gives the distribution p′,
i.e.,
α(τ+1) = argmin
α
DKL[q
′(Λ, z;β(τ)), p(Λ, z;α)]. (56)
Therefore, parameter α is updated by
α
(τ+1)
i ←
∑
z
ziq
′(zi | Λ;β(τ)). (57)
The derivation of the em algorithm to estimate parameter α is given in Ap-
pendix B.
These two steps are iterated until parameter α converges. The proposed
algorithm is summarized in Algorithm 3. If the estimated value of αi is equal155
to 1, neuron i is classified as excitatory; otherwise, neuron i is classified as
inhibitory.
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Algorithm 3 em algorithm to estimate excitatory probability
1: Inputs: Λ, Cˆ
2: Initialization: α
(1)
i ← 12 , i = 1, 2, · · · , N
3: while until convergence do
4: for all z ∈ {0, 1}N do
5: W (z)← estimateW label(Λ, C¯,z)
6: Λˆ = W [z](I −Θ)−1
7: p(Λ | z) = ∏i,j[ 1√2piσ2e exp{− (λij−λˆij)22σ2e }] . Eq. (52)
8: end for
9: q(z | Λ;α(τ))← p(Λ|z)p(z;α(τ))∑
z p(Λ|z)p(z;α(τ))
. Eq. (50)
10: A(τ) =
∑
z−i q
′(z−i | Λ;β) log p(z−i|Λ,zi=1;α
(τ))
p(z−i|Λ,zi=0;α(τ)) . Eq. (55)
11: β
(τ+1)
i ← 1
1+exp
{
−A(τ)
}
12: α
(τ+1)
i ←
∑
z ziq
′(zi | Λ;β(τ+1)) . Eq. (57)
13: end while
14: Output: α
5.3.3. Approximated algorithm by Gibbs sampling
Algorithm 3 is computationally expensive because of the combinatorial ex-
plosion. The variables z ∈ {1, 0}N have 2N combinations. The computational
costs of Eq. (50), Eq. (55), and Eq. (57) rapidly increase with the number of
neurons N . To overcome this difficulty, we approximate Eq. (55) by Gibbs
sampling. Gibbs sampling is a Markov chain Monte Carlo (MCMC) sampling
technique that is used for computing the statistics of a target distribution ap-
proximately when direct sampling from the distribution is difficult. Here, the
target distribution is q′ in Eq. (55). Suppose that we generate K samples from
distribution q′. The k-th sample z(k)i of zi is sampled by
z
(k+1)
i ∼ q′(zi | z(k)1 , · · · z(k)i−1, z(k)i+1, · · · , z(k)N ,Λ;α). (58)
From Eq. (50), Eq. (58) is given by
z
(k+1)
i ∼
p1
p1 + p0
, (59)
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where p1 and p0 are calculated by
p1 = p(Λ |zi=1, z(k)−i ;W )p(zi=1, z(k)−i ;α(τ)), (60)
p0 = p(Λ |zi=0, z(k)−i ;W )p(zi=0, z(k)−i ;α(τ)), (61)
where z
(k)
−i = {z(k)1 , · · · z(k)i−1, z(k)i+1, · · · , z(k)N }. By using sampled {z(k)}k=1,··· ,K ,
we approximate Eq. (50) and Eq. (55) by
β
(τ+1)
i ←
1
K
K∑
k=1
q′(z(k)−i | Λ;β) log
p(z
(k)
−i | Λ, zi = 1;α(τ))
p(z
(k)
−i | Λ, zi = 0;α(τ))
. (62)
Eq. (57) is calculated by sampling z randomly. We let the estimator of α be
the mean of Mα estimates of α by using the em algorithm:
α¯i =
1
Mα
Mα∑
m=1
αmi , (63)
where αmi is a parameter of the m-th label estimation. If the value of α¯i is
equal to 1, neuron i is classified as excitatory; otherwise, neuron i is classified160
as inhibitory.
6. Numerical simulations
In this section, the proposed methods are verified using synthesized data.
6.1. Spiking model
We generated synthetic data using a simple spiking model proposed by165
Izhikevich (2003). This model is known to be able to simulate various types
of cortical neuron behaviors. Following Izhikevich (2003), we used regular spik-
ing cells to model excitatory neurons and fast spiking cells to model inhibitory
neurons. The four parameters that specify a neuron’s behavior are summa-
rized in Table 1. The variables re and ri are random variables from a uniform170
distribution with the interval [0, 1].
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Table 1: Parameters that specify a neuron’s behavior in Izhikevich (2003)
a b c d
excitatory 0.02 0.2 −65 + 15r2e 8− 6r2e
inhibitory 0.02 + 0.08ri 0.25− 0.05ri −65 2
6.2. Synthetic data
6.2.1. Network of 100 neurons
To investigate the performance of the proposed method in a simple setting,
we constructed a network of 100 neurons (NA = 100). On the basis of neuro-175
science evidence, 80 neurons were excitatory and 20 neurons were inhibitory, and
the number of connections from one neuron to others was set to at most 10 (cor-
responding to a 10% connection ratio). Their excitatory and inhibitory connect
weights follow uniform distributions [0, 10] and [−10, 0], respectively. To inves-
tigate the performance for partial observations, we randomly sampled N = 33180
neurons and constructed a connection matrix W ∗ ∈ RN×N from NA = 100 neu-
rons. The number of unobserved neurons was set to be twice as high as that
of observed ones. A network activity was simulated for 1 h with a temporal
resolution of 1 ms.
6.2.2. Network of 10,000 neurons185
To evaluate how the proposed method works under a realistic condition, we
also constructed a network of 10, 000 neurons (NA = 10, 000) in which 8, 000
neurons are excitatory and 2, 000 neurons are inhibitory. The neurons are scat-
tered on a 2-D plane and the connection weights follow a log-normal distribution
(Song et al., 2005), as shown in Fig. 4. The number of connections of each neu-190
ron is set to 150. The details of how the network was generated are given in
Appendix C. To investigate the performance for partial observation, we ran-
domly sampled N = 33 neurons out of NA = 10, 000 neurons and constructed
a connection matrix W ∗ ∈ RN×N . In multi-electrode recording, such as hyper-
drive recording (Gothard et al., 1996), 12 tetrodes (TTs) are arranged as shown195
in Fig. 4. The small inner circles represent the recording range of each TT and
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Figure 4: Schematic illustration of 10, 000-neuron simulation and distribution of the connec-
tion weights. Left: Positions of 10,000 neurons and sampled neurons and 12 tetrodes. The
light red and blue dots represent excitatory and inhibitory neurons, respectively. The 12
small black circles represent the recording range of the tetrodes. The dark red and blue dots
represent the sampled neurons. Right: Histogram of connection weights. The orange line
represents the log-normal distribution (mean 0 and variance 1.52) from which the connection
weights were sampled.
the large outer circle represents the entire hyper-drive recording range, which
is approximately 1 mm in diameter. A network activity was simulated for 1 h
with a temporal resolution of 1 ms.
6.3. Comparative methods200
We compared the proposed method with two commonly used methods,
namely the cross-correlation function and binary logistic regression.
6.3.1. Cross-correlation function
The cross-correlation function is often used to estimate neural interactions (Wil-
son and McNaughton, 1994; Bartho´ et al., 2004). A cross-correlation function
between neurons i and j for a time lag s ∈ N, CCij(s) is defined as
CCij(s) =
T∑
t=1
Xi(t)Xj(t+ s). (64)
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Connection weight wij from neuron j to neuron i is estimated by
wij = max
s
CCij(s)∑∆
s=1 |CCij(s)|
, (65)
where the value ∆ is the maximum time lag, which is the same as the time
window ∆ used in the proposed method.205
6.3.2. Binary logistic regression with L1 regularization
Binary logistic regression is a standard statistical method to estimate the
probability that a response variable is 1 and to assess an unobserved input. To
estimate the connections to neuron i, let a variable set
X−i[t∆] = {X1[t∆], · · · , Xi−1[t∆], Xi+1[t∆], · · · , XN [t∆]} (66)
consist of explanatory variables and let a variable Xi(t) be a response variable.
The estimated probability pi is given by
pi(t) = Pr(Xi(t) = 1 |X−i[t∆]) = 1
1 + exp
(
−bi −wTi X−i[t∆]
) , (67)
where bi is a parameter representing an unobserved input and wi ∈ RN−1 is a
coefficient. The j-th element wij of wi represents the connection weight from
neuron j to neuron i. The parameters bi and wi are estimated by maximizing
the log likelihood function with L1 regularization:
bi,wi = argmin
bi,wi
{
−`(bi,wi) + λ
N−1∑
j=1
|wij |
}
, (68)
where λ is a regularization parameter, which is determined by 10-fold cross-
validation in this study. The log-likelihood function `(bi,wi) is given by
`(bi,wi) =
T∑
t=∆
{
log pi(t) +
(
1−Xi(t)
)(−bi −wTi X−i[t∆])}. (69)
6.4. Evaluation of estimated W
The performance of the proposed method was assessed by comparing the
estimated graph W and the true graph W ∗. We used two evaluation indices,
namely sensitivity and Kendall rank correlation coefficient.210
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6.4.1. Sensitivity
The true positive (TP) is defined by the number of connections that satisfy
both wij 6= 0 and w∗ij 6= 0, and the false negative (FN) is defined by the number
of connections that satisfy wij = 0 and w
∗
ij 6= 0. The sensitivity is calculated by
Senstivity =
TP
TP + FN
∈ [0, 1]. (70)
The sensitivity gives the rate of correctly estimated connections.
6.4.2. Kendall rank correlation coefficient
If W ∗ and W are vectorized as w∗ ∈ RN2 and w ∈ RN2 , w∗i and wi are the i-
th elements of w∗ and w, respectively. The Kendall rank correlation coefficient
τK is defined by
τK =
∑N
i,j Qij
NP2
, (71)
Qij = sgn(w
∗
i − wi) · sgn(w∗j − wj). (72)
τK = 1 is obtained when the method estimates the rank of connections exactly.
Note that the Kendall rank correlation coefficient requires W and W ∗ to have215
the same number of connections. Therefore, we calculate the Kendall rank
correlation coefficient by choosing the connections included in both W and in
W ∗.
6.5. Results
6.5.1. Network of 100 neurons220
We generated five different networks. From each of them, 20 different graphs
consisting of 33 neurons were sampled. Starting from the window size ∆ = 4,
simulations were conducted until the sensitivity did not change significantly. We
examined 12 different time window sizes: ∆ = 4, 5, 6, · · · , 14, 15[ms]. To simplify
the evaluation of the results, we removed weak connections from W such that225
the number of connections in W was the same as that in W ∗. Fig. 5 and Fig. 6
show the results of sensitivity and Kendall rank correlation coefficient analyses,
respectively. The horizontal axis represents the size of the time window, ∆ =
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4, 5, 6, · · · , 14, 15. For each value of ∆, there are two box plots. The ones on
the left are the results obtained from Algorithm 2 given excitatory-inhibitory230
labels z. The ones on the right are the results obtained from Algorithm 2 and
the estimated excitatory-inhibitory labels z. In Fig. 5, we see relatively high
sensitivity, which peaks at around 0.76 around ∆ = 10[ms]. The results show
that the proposed method estimated 76% of W ∗ connections correctly when
spike interactions over ∼ 10[ms] were considered. When ∆ > 10[ms], i.e., in235
the case of a long time window, more propagations via multiple neurons were
detected and the sensitivity was reduced. In Fig. 6, the value of the Kendall rank
correlation coefficient is nearly 1, suggesting that the proposed method detected
the order of strong connections correctly. Together with Fig. 5, we confirmed
that our method detected the major connections in the network of 100 neurons240
successfully, even if only part of the neurons was observed. Importantly, the
performance did not decline significantly when the label z was also estimated
from the data (shown in blue in Fig. 5 and Fig. 6). This is a particularly
favorable property because the neuron type, whether excitatory or inhibitory,
may not be easily obtained in real experiments.245
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Figure 5: Sensitivity measures to evaluate the performance of the proposed method in graphs
composed of 33 neurons sampled from a network of 100 neurons. The horizontal axis represents
the size of the time window: ∆ = 4, 5, 6, · · · , 14, 15. For each ∆, the left box plot represents
the sensitivity estimated by Algorithm 2 given excitatory-inhibitory labels z and the right
box plot represents the sensitivity estimated by Algorithm 2 and the estimated label z.
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Figure 6: Kendall rank correlation coefficient measures to evaluate the performance of the
proposed method in graphs composed of 33 neurons sampled from a network of 100 neurons.
The horizontal axis represents the size of the time window: ∆ = 4, 5, 6, · · · , 14, 15. For
each ∆, the left box plot represents the Kendall rank correlation coefficient estimated by
Algorithm 2 given excitatory-inhibitory label z and the right box plot represents the Kendall
rank correlation coefficient estimated by Algorithm 2 and the estimated excitatory-inhibitory
label z.
To investigate how the proposed method with the estimated label z achieved
the good performance, we show how the label z was estimated in the time win-
dow ∆ = 10[ms] in Fig. 7. On the left, the number of correctly estimated labels
is plotted. In Fig. 7, we see that the number of incorrectly estimated neurons is
at most 3 among the 33 sampled neurons. On the right, the estimated values of250
label z are plotted as a function of the sum of out-going connection weights of
each neuron. The results are summarized by four different symbols: correctly
estimated excitatory neurons (◦), incorrectly estimated excitatory neurons (+),
correctly estimated inhibitory neurons (4), and incorrectly estimated inhibitory
neurons (×). We see that incorrectly estimated neurons have weak out-going255
connections, indicating that misclassification does not have a significant effect
on the estimation of major connections.
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Figure 7: Estimation of label z for 33 neurons sampled from a network of 100 neurons.
Left: Bar plot of the number of correctly estimated labels z. Right: Estimated value of
label z as a function of the sum of out-going connection weights of each neuron. The circles
(◦), plus signs (+), triangles (4), and crosses (×) represent correctly estimated excitatory
neurons, incorrectly estimated excitatory neurons, correctly estimated inhibitory neurons,
and incorrectly estimated inhibitory neurons, respectively.
In Fig. 8, we present an example of estimation. The left graph shows the
estimated connections W and the right graph shows the true connections W ∗.
The colors red and blue correspond to excitatory and inhibitory neurons, respec-260
tively, and the thickness of the edges represents the strength of the connections.
The results confirm that the proposed method can extract the major connections
successfully.
6.5.2. Network of 10,000 neurons
We generated one network. From this network, 20 different graphs consisting265
of 33 neurons were sampled. This simulation was performed to verify the pro-
posed method under conditions comparable to real neuroscience experiments.
Motivated by the result of the 100-neuron network, we set the size of the time
window to ∆ = 10[ms]. We removed small values of the estimated connections
W and set the number of connections in W to a pre-set value. Further, we270
assessed the performances by the correct detection of the strongest connections
between observed neuron pairs. We systematically varied the number from the
top 10 connections to the top 100 connections. The sensitivity and Kendall rank
30
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Figure 8: Example of the estimated graph W and the true graph W ∗. The red circular nodes
represent excitatory neurons and the red arrows represent excitatory connections. The blue
square nodes represent inhibitory neurons and the blue dashed arrows represent inhibitory
connections. The thickness of the arrows represents the strength of connections.
correlation coefficient are plotted in Fig. 9 and Fig. 10, respectively, as func-
tions of the number of connections. There are three box plots for each number275
of connections (from left to right, the results by Algorithm 2 and the estimated
excitatory-inhibitory labels z, the cross-correlation function, and the binary lo-
gistic regression). In Fig. 9, we observe that the proposed method outperforms
the other methods. In particular, on average, our method extracted 70% of the
connections correctly, up to the top 20% of the connections. In terms of the280
Kendall rank correlation coefficient, as shown in Fig. 10, these three methods
estimate the rank of connections nearly equally well.
We also investigated the sensitivity for excitatory and inhibitory connec-
tions separately. As shown in the left column of Fig. 11, the proposed method
as well as logistic regression exhibited high sensitivity for excitatory connec-285
tions. Specifically, the average sensitivity of the proposed method for the top
20 connections was greater than 75%. Song et al. (2005) demonstrated that
the top 17% of synaptic connections contribute to half of the total connection
strength. The result suggests that the proposed method detects the majority
31
of the major excitatory connections successfully. Regarding inhibitory connec-290
tions, as shown in the right column of Fig. 11, the proposed method clearly
outperformed the other two methods. Such excellent performance is due to two
features of the proposed method: removal of nuisance inputs and decomposition
of pseudo-connections. In addition, we investigated how the proposed method
estimates excitatory-inhibitory labels z in Fig. 12, in the same way as in Fig. 7.295
We found that many neuron types are estimated correctly in Fig. 12 left. We
also confirmed that nearly all excitatory neurons are estimated correctly Fig. 12
right.
From an overall perspective, the numerical investigation using partially ob-
served synthetic data demonstrated that the proposed method can detect both300
excitatory and inhibitory connections reliably.
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Figure 9: Sensitivity measures to evaluate the performance of the proposed method in graphs
composed of 33 neurons sampled from a network of 10,000 neurons. The horizontal axis rep-
resents the number of strongest connections from 10 to 100. There are three box plots for
each connection number (from left to right, the results by Algorithm 2 and the estimated
excitatory-inhibitory labels z, the cross-correlation function, and the binary logistic regres-
sion).
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Figure 10: Kendall rank correlation coefficient measures to evaluate the performance of the
proposed method in graphs composed of 33 neurons sampled from a network of 10,000 neurons.
The horizontal axis represents the number of strongest connections from 10 to 100. There are
three box plots for each connection number (from left to right, the results by Algorithm 2 and
the estimated excitatory-inhibitory labels z, the cross-correlation function, and the binary
logistic regression.
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Figure 11: Sensitivity evaluated separately for excitatory and inhibitory connections in graphs
composed of 33 neurons sampled from a network of 10,000 neurons. Left: the horizontal axis
represents the number of strongest excitatory connections from 10 to 80. Right: the horizontal
axis represents the number of strongest inhibitory connections from 5 to 20. There are three
box plots for each connection number (from left to right, the results by Algorithm 2 and the
estimated excitatory-inhibitory labels z, the cross-correlation function, and the binary logistic
regression.
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Figure 12: Estimation of label z for 33 neurons sampled from a network of 10,000 neurons.
Left: bar plot of the number of correctly estimated labels z. Right: estimated value of
label z as a function of the sum of out-going connection weights of each neuron. The circles
(◦), plus signs, (+), triangles (4), and crosses (×) represent correctly estimated excitatory
neurons, incorrectly estimated excitatory neurons, correctly estimated inhibitory neurons, and
incorrectly estimated inhibitory neurons, respectively.
7. Real data experiment
In this section, we apply the proposed method to electrophysiological data.
We investigate whether the behaviorally induced effective connectivity assessed
by the proposed method is sustained during a post-task sleep epoch.305
7.1. Experiment outline
The electrophysiological data analyzed in this study were originally reported
in Tatsuno et al. (2006). Briefly, an adult male brown Norway/Fischer 344
hybrid rat was used for 25 h of continuous recording. Based on the experimental
protocol of Ribeiro et al. (2004), the recording sessions consisted of three epochs:310
a 12-h free-running pre-task epoch, a 1-h task epoch, and a 12-h post-task
epoch. After implantation of the microdrive, the rat was housed in a recording
box (height 42[cm], length 46.5[cm], and width 46.5[cm]) for at least 1 week
before recording. This ensured that the animal was accustomed to the recording
environment. Throughout the recording, the rat was allowed to move, eat,315
and sleep freely in the recording box, following its preferred sleep/wake cycle.
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During the task, the animal explored four novel objects located at each corner
of the recording box. Encounters with these novel objects were considered novel
experiences, as in a study by Ribeiro et al. (2004).
The recording was made by the microdrive with 12 independently adjustable320
tetrodes, covering a circular area of approximately 1 mm in diameter (Gothard
et al., 1996). The drive was implanted above the hippocampus [3.8 mm posterior
and 2.5 lateral (left) to the bregma], and lowered to the CA1 area. A reference
electrode was implanted in the corpus callosum and an electrode for recording
the hippocampal theta oscillation was implanted in the hippocampal fissure.325
The neural signals were bandpass filtered between 600 Hz and 6 kHz, and spike
waveforms were recorded at 32 kHz whenever the signal exceeded a predeter-
mined threshold. The recording of all data was performed using Cheetah Data
Acquisition Systems (Neuralynx, Bozeman, MT, USA). The rat’s head position
was identified by light emitting diodes on the microdrive and monitored by a330
color camera mounted on the ceiling of the recording room. The rat was also
monitored by an infrared camera to allow for observation of behavior during the
dark cycle. The video data were time-stamped and used for off-line detection
of motion and motionless periods. To identify REM episodes within motionless
periods, local field potential (LFP) traces were bandpass filtered in the delta335
(2–4 Hz) and theta (6–10 Hz) bands. The power in each band was computed
and REM episodes were identified as periods of elevated theta-delta power ra-
tio, such as > 2.0. The rest of the motionless periods was considered non-REM
sleep. The units were isolated using a multidimensional cluster cutting software
(MClust by A. D. Redish, University of Minnesota, Minneapolis, MN, USA).340
Only units with < 1% of inter-spike-interval distribution falling within the 2 ms
refractory period were used in the analysis. This process yielded 48 CA1 units.
The type of neuron (excitatory or inhibitory) was estimated using the firing rate
and spike width (Markus et al., 1994). For detection of effective connectivity by
the proposed method, neurons with a low firing rate (< 0.5 Hz) were excluded345
because such neurons prevent reliable detection of connectivity.
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7.2. Data analysis
7.2.1. Target data of interest
We focused on 5 h of recording data (2 h immediately before the task, 1
h of the task, and 2 hours immediately after the task) because memory replay350
of this type of spatial memory task is typically detected within 1 h after the
task experience (Kudrimoti et al., 1999; Tatsuno et al., 2006). For analytical
clarity, 2-h pre-task and post-task epochs were divided into approximately 1-h
segments, respectively, which yielded 5 diagrams, as shown in Fig. 13. Following
Wilson and McNaughton (1994), we analyzed the non-REM episodes during the355
pre-task and post-task epochs and the waking activity during task epoch.
Figure 13: Schematic illustration of electrophysiological data. The 5 h of spike data were
divided into 5 segments of nearly equal duration: Pre1, Pre2, Task, Post1, and Post2. The
colors white, light gray, and dark gray represent wake, REM sleep, and non-REM sleep epochs,
respectively. Waking portions during the task epoch and non-REM portions during the pre-
task and post-task epochs were used in the analysis.
7.2.2. Results
The size of the time window of the proposed method was set to 15 ms on
the basis of the spike-timing-dependent plasticity (STDP) window (Bi and Poo,
1998). Because the excitatory and inhibitory neurons were already estimated
from the spike waveforms, we used the proposed method under the condition
that the excitatory-inhibitory labels were already known. The estimated effec-
tive connectivity during the five segments is shown in the left column of Fig. 14.
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To quantify the similarity between waking and sleep epochs in the connection
diagram, we defined the overlap rate o(p) for estimated connections {wij}i,j∈V
by
o(p) =
∑
i,j
(
|sgn(wij)| · |sgn
(
w˜
(p)
ij
)|)∑
i,j |sgn
(
w˜
(p)
ij
)| , (73)
where sgn(·) is the sign function. The top p% connections {w˜(p)ij }i,j∈V during
the task epoch were obtained by truncating the other weaker connections:
w˜
(p)
ij =
w˜ij w˜ij > ζ
(p),
0 otherwise,
where ζ(p) is the strength of the top p% connections. Table 2 summarizes
the overlap between the estimated connections during the task and during sleep
epochs (Pre1, Pre2, Post1 and Post2). For the top 25% connections, the overlap360
rate of Post1 is the highest among the four sleep epochs; nearly half of the
behaviorally induced connections remain during Post1. For the top 50% and
100%, the Post1 similarity is weakened, suggesting that the learned information
is encoded by strong connections. The right column of Fig. 14 shows that new
effective connections emerge on top of the existing stationary connections, and365
they are sustained during Post1. The result is also consistent with the previous
finding that memory replay is typically observed within 30 min after the task
training (Kudrimoti et al., 1999).
Table 2: Overlap rate of estimated connections between the task and sleep epochs.
p% Pre1 Pre2 Post1 Post2
25% 0.286 0.200 0.429 0.229
50% 0.486 0.357 0.429 0.300
100% 0.471 0.364 0.450 0.336
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Figure 14: Estimated effective connectivity for each epoch. From top to bottom, each diagram
represents the Pre1, Pre2, Task, Post1, and Post2 epoch, respectively. Left column: estimated
effective connectivity drawn as in Fig. 8. Right column: the estimated effective connectivity
drawn as by Wilson and McNaughton (1994). The red, green, and yellow lines represent
connection weights of the top 25%, 50%, and 100%, respectively. The bold lines represent the
connections that exist during the task and during either the pre-task or the post-task sleep
epochs (Pre1, Pre2, Post1, and Post2).
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8. Conclusion
In this paper, we proposed a novel method to estimate neural connections370
from partially observed spike trains. Specifically, we addressed three mathe-
matical difficulties: influence of pseudo-correlations, influence from unobserved
neurons, and estimation of excitatory and inhibitory neurons (hence, excitatory
and inhibitory directed connections). The proposed method extracted the con-
nections between the observed neurons by explicitly quantifying the influence375
from unobserved neurons. This was achieved by using the property of a sum
of random variables and the assumption that nuisance inputs follow Gaussian
distributions. Then, by modeling all possible spike propagations over multiple
neurons, we eliminated the pseudo-correlations. Finally, we proposed a frame-
work for estimating neuron types (excitatory or inhibitory) using the em algo-380
rithm. Through numerical simulations, we confirmed that the proposed method
can detect the major connection reliably for a small random network as well
as for a large realistic network. In particular, for the estimation of inhibitory
connections, the proposed method outperformed other standard methods, such
as the cross-correlation function and binary logistic regression. In addition, we385
applied the method to multi-electrode data from the CA1 area of rat’s hip-
pocampus. We found that the behavior-induced effective connections and the
detected connections were sustained during the subsequent sleep.
The proposed method can be used for providing a macroscopic measure of
connections within a temporal window of interest and for selecting specific con-390
nections for further analyses. However, note that it estimates averaged connec-
tions within a certain observation period specified by the width of the temporal
window, but not dynamical connections. The validity of the average of neural
connections is discussed in (Toyoizumi et al., 2009).
There are some issues that warrant further investigation. First, the proposed395
method tends to estimate inhibitory connections that are weaker than excita-
tory connections. This problem may arise from the same activation functions for
both excitatory and inhibitory neurons even though they tend to fire at different
39
frequencies. Separate activation functions may alleviate this problem. Second,
in the present approach, the number of connections is given as an ad hoc pa-400
rameter to the proposed algorithm. In other words, the proposed method does
not have a mechanism to estimate the number of connections from each neu-
ron. This could be determined by stability-based methods, such as StARS (Liu
et al., 2010) and TIGRESS (Haury et al., 2012), but it should be noted that
these methods tend to overestimate the number of connections. An important405
direction for future work is to develop an appropriate method to estimate the
number of connections by considering the assumed signal propagation model.
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Appendix A. Proof of the property of the sum of random variables
Appendix A.1. Proof of Theorem 1
Let X and Y be independent random variables with probability density
functions fX and fY , respectively. We show the proof of the property of the
sum X + Y when E[Y ] = 0. Consider any bonded function g. The expectation
of g(X + Y ) is represented by
E[g(X + Y )] =
∫
g(z)fX+Y (z)dz
=
∫
g(z)
[∫
fX(x)fY (z − x)dx
]
dz
=
∫∫
fX(x)g(z)fY (z − x)dzdx. (A.1)
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We define f−Y (x) = fY (−x) and obtain∫∫
fX(x)g(z)fY (z − x)dzdx =
∫
fX(x)
(∫
g(z)f−Y (x− z)dz
)
dx
=
∫
fX(x)h(x)dx
= E[h(X)], (A.2)
where h = g ∗ f−Y , i.e., convolution of functions g and f−Y . Thus, we get the
following equation:
E[g(X + Y )] = E[h(X)]. (A.3)
Then, we show the proof when E[Y ] 6= 0. In this case, we transform variables
X and Y into X ′ and Y ′ as follows:
X ′ = X + E[Y ],
Y ′ = Y − E[Y ].
As with the proof when E[Y ] = 0, we obtain
E[g(X + Y )] = E
[
g
(
(X + E[Y ]) + (Y − E[Y ])
)]
= E[g(X ′ + Y ′)]
= E[h(X ′)]. (A.4)
Thus, we obtain the following equation:
E[g(X + Y )] = E[h(X + E[Y ])]. (A.5)
Appendix A.2. Proof of Corollary 1
Assume that a function g is Gaussian density function φσ2(x) =
∫ x
−∞N (z; 0, σ2)dz
and fY is a Gaussian distribution with mean E[Y ] and variance τ2. The Gaus-
sian density function is symmetric with E[Y ]; hence, f−Y = fY . The convolution
of g and f−Y is represented by
g ∗ f−Y = φσ2 ∗ φτ2 = φσ2+τ2 , (A.6)
41
and we obtain
E[φσ2(X + Y )] = φσ2+τ2(X + E[Y ]). (A.7)
Appendix A.3. Proof of Theorem 2
Consider a cumulative distribution function G of a probability density func-
tion g. First, we show the following equation:
G ∗ f(x) =
∫ x
−∞
g ∗ f(z)dz, (A.8)
where f is a probability density function. The right-hand side of the above
equation is transformed as follows:
G ∗ f(x) =
∫
G(y)f(x− y)dy
=
∫∫
g(z)1y(z)f(x− y)dz dy, (A.9)
where 1y(z), z ∈ R is the following function:
1y(z) =
 1, z < y,
0, z > y.
(A.10)
We define w = x− y and obtain∫∫
g(z)1y(z)f(x− y)dz dy =
∫∫
g(z)1x−w(z)f(w)dz dw z ∈ [−∞, x− w]
=
∫ ∞
−∞
∫ x−w
−∞
g(z)f(w)dz dw. (A.11)
On the other hand, the left-hand side of Eq. A.8 is transformed as follows :∫ x
−∞
g ∗ f(z)dz =
∫ x
−∞
∫ ∞
−∞
g(z)f(y − z)dz dy
=
∫∫
g(z)f(y − z)1x(y)dz dy. (A.12)
We define w = y − z and obtain∫∫
g(z)f(y − z)1x(y)dz dy =
∫∫
g(z)f(w)1x(w + z)dz dw
=
∫ ∞
−∞
∫ x−w
−∞
g(z)f(w)dz dw. (A.13)
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Eq. A.11 coincides with Eq. A.13 and it proves Eq. A.8. By applying Theorem
1 to the expectation of G(X + Y ), we get the following equation :
E[G(X + Y )] = E[H(X + E[Y ])], (A.14)
where H(x) = (G ∗ f−Y )(x) =
∫ x
−∞(g ∗ f−Y )(z)dz.415
Appendix A.4. Proof of Corollary 2
Consider the case G(x) = Φσ2(x) =
∫
φσ2(z)dz and let fY be a Gaussian
distribution with mean E[Y ] and variance τ2. The convolution of G and f−Y is
represented by
(G ∗ f−Y )(x) =
∫ x
−∞
(g ∗ f−Y )(z)dz
=
∫ x
−∞
(φσ2 ∗ φτ2)(z)dz
=
∫ x
−∞
φσ2+τ2(z)dz
= Φσ2+τ2(x). (A.15)
Therefore, we obtain
E[Φσ2(X + Y )] = Φσ2+τ2(X + E[Y ]). (A.16)
Appendix B. Derivation of projection steps in the em algorithm to
estimate excitatory probability
Appendix B.1. Derivation of the projection from D to D′
Consider the e-projection from D to D′:
β(τ+1) = argmin
β
DKL[q
′(Λ, z;β), q(Λ, z;α(τ))]. (B.1)
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Substituting p(Λ, z;α(τ)) with q(Λ, z;α(τ)) in the previous projection step, the
above equation is equivalent to
β(τ+1) = argmin
β
DKL[q
′(z | Λ;β), p(z | Λ;α(τ))]
= argmin
β
∑
z
q′(z | Λ;β) log q′(z | Λ;β)− q′(z | Λ;β) log p(z | Λ;α(τ))
= argmin
β
∑
z
{ N∏
i=1
βzii (1− βi)1−zi log
N∏
i=1
βzii (1− βi)1−zi
−
N∏
i=1
βzii (1− βi)1−zi log p(z | Λ;α(τ))
}
= argmin
β
∑
z
[
N∏
i=1
βzii (1− βi)1−zi
{
log
N∏
i=1
βzii (1− βi)1−zi − log p(z | Λ;α(τ))
}]
.
(B.2)
Here, we define
q′(z−i | Λ,β) =
∏
j 6=i
β
zj
j (1− βj)1−zj
and partially differentiate the terms in Eq. B.2 with the parameter βi.
∂
∂βi
N∏
i=1
βzii (1− βi)1−zi = q′(z−i | Λ,β)
{
zi
(1− βi
βi
)1−zi − (1− zi)( βi
1− βi
)zi}
∂
∂βi
{
log
N∏
i=1
βzii (1− βi)1−zi − log p(z | Λ;α(τ))
}
=
zi
βi
− 1− zi
1− βi .
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Thus, we solve Eq. B.2 as follows:
0 =
∂
∂βi
∑
z
[
N∏
i=1
βzii (1− βi)1−zi log
q′(z | Λ;β)
p(z | Λ;α(τ))
]
=
∑
z
[
q′(z−i | Λ,β)
{
zi
(1−βi
βi
)1−zi−(1−zi)( βi
1−βi
)zi}{
log
q′(z |Λ;β)
p(z |Λ;α(τ))
}
+q′(z−i | Λ,β)βzii (1−βi)1−zi
{
zi
βi
− 1−zi
1−βi
}]
=
∑
z
[
q′(z−i | Λ,β)
{
zi
(1−βi
βi
)1−zi−(1−zi)( βi
1−βi
)zi}{
log
q′(z |Λ;β)
p(z |Λ;α(τ))
}
+ q′(z−i | Λ,β)
{
zi
(1−βi
βi
)1−zi−(1−zi)( βi
1−βi
)zi}]
=
∑
z
[
q′(z−i | Λ,β)
{
zi
(1−βi
βi
)1−zi−(1−zi)( βi
1−βi
)zi}{
log
q′(z |Λ;β)
p(z |Λ;α(τ)) +1
}]
.
Therefore, the above equation becomes
∑
z
q′(z−i | Λ,β)zi
(1− βi
βi
)1−zi{
log
q′(z | Λ;β)
p(z | Λ;α(τ)) + 1
}
=
∑
z
q′(z−i | Λ,β)(1− zi)
( βi
1− βi
)zi{
log
q′(z | Λ;β)
p(z | Λ;α(τ)) + 1
}
⇔
∑
z−i
q′(z−i | Λ,β)
{
log
q′(z−i | Λ, zi = 1;β)
p(z−i | Λ, zi = 1;α(τ)) + 1
}
=
∑
z−i
q′(z−i | Λ,β)
{
log
q′(z−i | Λ, zi = 0;β)
p(z−i | Λ, zi = 0;α(τ)) + 1
}
⇔
∑
z−i
q′(z−i | Λ,β) log q
′(z−i | Λ, zi = 1;β)
q′(z−i | Λ, zi = 0;β)
=
∑
z−i
q′(z−i | Λ,β) log p(z−i | Λ, zi = 1;α
(τ))
p(z−i | Λ, zi = 0;α(τ))
⇔ log βi
1− βi =
∑
z−i
q′(z−i | Λ,β) log
p(z−i | Λ, zi = 1;α(τ))
p(z−i | Λ, zi = 0;α(τ)). (B.3)
Thus, we define the right-hand side in the above equation as A(τ) and obtain
β
(τ+1)
i ←
1
1 + exp
{−A(τ)}. (B.4)
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Appendix B.2. Derivation of the projection from D′ to M′420
We consider m-projection from D′ to M′:
α(τ+1) = argmin
α
DKL[q
′(Λ, z;β(τ)), p(Λ, z;α)]. (B.5)
The KL divergence is explicitly given by
DKL[q
′(Λ, z;β(τ)), p(Λ, z;α)]
=
∑
Λ
∑
z
{
q′(Λ, z;β(τ)) log q′(Λ, z;β(τ))
− q′(Λ, z;β(τ)) log p(Λ, z;α)
}
. (B.6)
Therefore, the minimization in Eq. B.5 is equivalent to the following maximiza-
tion:
α(τ+1) = argmax
α
∑
Λ
∑
z
q′(Λ, z;β(τ)) log p(Λ, z;α)
= argmax
α
∑
Λ
∑
z
q′(Λ)q′(z | Λ;β(τ)) log p(Λ | z)p(z;α)
= argmax
α
∑
Λ
∑
z
q′(Λ)q′(z | Λ;β(τ)) log p(z;α)
= argmax
α
∑
Λ
q′(Λ)
∑
z
q′(z | Λ;β(τ)) log
N∏
j=1
p(zj ;αj)
= argmax
α
∑
z
q′(z | Λ;β(τ))
N∑
j=1
log p(zj ;αj). (B.7)
Partial differentiation of the right-hand side of Eq.B.7 with respect to αi gives
0 =
∂
∂αi
{∑
z
q′(z | Λ;β(τ))
N∑
j=1
log p(zj ;αj)
}
=
∑
z
q′(z | Λ;β(τ))
{ zi
αi
− 1− zi
1− αi
}
. (B.8)
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We can solve this equation as∑
z
q′(z | Λ;β(τ)) zi
αi
=
∑
z
q′(z | Λ;β(τ)) 1− zi
1− αi
⇔
∑
z
q′(z | Λ;β(τ))zi(1− αi) =
∑
z
q′(z | Λ;β(τ))(1− zi)αi
⇔
∑
z
q′(z | Λ;β(τ))zi =
∑
z
q′(z | Λ;β(τ))αi
⇔αi =
∑
z
ziq
′(z | Λ;β(τ)),
and obtain the following updated formula:
α
(τ+1)
i ←
∑
z
ziq
′(z | Λ;β(τ)). (B.9)
Appendix C. Generation of network of 10,000 neurons
We describe how to generate a network of 10,000 neurons similar to real-
world data. Here, we assume that these 10,000 neurons exist in the same cortical
column.
Appendix C.1. Location of neurons and generation of connections425
The 10,000 neurons are located randomly in a circular area having a radius
of 1[mm] with center coordinates (0, 0), as shown in Fig. C.15. This circular
area is regarded as a cortical column. The coordinates of neuron i are given by
xi = (x
(1)
i , x
(2)
i ) = (ri cos θi, ri sin θi), (C.1)
ri =
√
2u, u ∼
[
0,
1
2
]
, (C.2)
θi ∼ [0, 2pi]. (C.3)
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Figure C.15: 10,000 neurons located in a circular area having a radius of 1[mm]. In this figure,
the red points represent excitatory neurons and the blue points represent inhibitory neurons.
We assume that the Euclidean distance dij between directly connected neu-
rons i and j follows a Gaussian distribution with mean 0 and variance σ2i :
p
(i)
j =
f(dij | σi)∑
j 6=i f(dij | σi)
, (C.4)
f(x | σi) =
√
2
piσ2i
exp
(
− x
2
2σ2i
)
. (C.5)
The variance σi depends on whether the neuron is excitatory or inhibitory. It
is known that inhibitory neurons connect more distantly located neurons than
excitatory neurons. On the basis of the settings in (Song et al., 2005), σi of
an excitatory neuron is set as 75[µm] and σi of an inhibitory neuron is set as
250[µm].430
Then, we set the number of connections for each neuron. Taking the cir-
cular shape of the area of interest into account, peripheral neurons may have
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fewer connections than neurons located at the center. Therefore, the number of
connections Mi for peripheral neurons is defined by
Mi = round(γiM), (C.6)
where γi is the ratio of the entire circle and the small circle around the peripheral
neuron (for simplicity, the connection from the peripheral neuron is within this
small circle), as shown in Fig. C.17. M is the maximum number of connections
of neurons, i.e., following Song et al. (2005), we determined that around 10% of
400 neurons sampled from a circular region with diameter 600[µm] are mutually435
connected. The function round(·) is to round off to an integer value. In this
study, the range is a circular area with ri = 3σi[µm].
Figure C.16: Circular area and range of connections for a peripheral neuron (red point).
We set the connection weights of each connection. In this experiment, the
excitatory weights are subject to a lognormal distribution based on (Song et al.,
2005) :
wij ∼ 1√
2piσ2ww
exp
{
− (lnw)
2
2σ2w
}
, (C.7)
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where the parameter σw is set to 1.5 in this experiment. The inhibitory weights
are subject to uniform distribution [−10, 0].
Appendix C.2. Examples of synthesize networks440
Examples of the synthesized networks are shown in Fig. C.17, in which con-
nections from a single neuron (excitatory on the left and inhibitory on the right)
are visualized.
Figure C.17: Synthesized network of 10,000 neurons; connections of only one of them are
visualized. Left: excitatory connections; Right: inhibitory connections.
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