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Abstract
We verify the existence of radial positive solutions for the semi-linear equa-
tion
−∆u = up − V(y) uq, u > 0, in RN
where N ≥ 3, p is close to p∗ := (N + 2)/(N − 2), and V is a radial smooth
potential. If q is super-critical, namely q > p∗, we prove that this Problem
has a radial solution behaving like a super-position of bubbles blowing-up at
the origin with different rates of concentration, provided V(0) < 0. On the
other hand, if N/(N − 2) < q < p∗, we prove that this Problem has a radial
solution behaving like a super-position of flat bubbles with different rates of
concentration, provided limr→∞ V(r) < 0.
1 Introduction
Let N ≥ 3 and consider
−∆u = up − V(y) uq, u > 0, in RN (1)
where V ∈ L∞(RN), N ≥ 3, q > ps, p > p∗, with
ps =
N
N − 2 , p
∗ =
N + 2
N − 2 .
In this paper, we are interested to the case p slightly super-critical,−∆u = up
∗+ − V(y) uq, in RN
u(y)→ 0, as |y| → ∞ (2)
1
where  > 0.
For q = 1, problem (2) was treated in the critical case (=0) in [3] and in the
sub-critical case ( < 0) in [8] . The super-critical analogue ( > 0) was addressed
in [11], where it was proved the existence of a radial positive solution to (2) when
V is a radial smooth function with V(0) < 0. A previous construction can also be
found in [12].
In [2], the authors consider problem (2) for any fixed q satisfying ps < q < p∗.
It was proved the existence of an increasing number of rapidly decaying ground
states, that is, solutions u of (2) such that lim|x|→∞ u(x) = 0. The result in [2] is
obtained via tools in geometrical dynamical systems. The same equation was also
treated in [10] and in [7], using a different approach, which also provided precise
asymptotics for the solutions. In bounded domains, the class of radial solutions
behaving like a super-position of spikes was treated in the setting of super-critical
exponents, in [13, 14].
Let us now consider problem (2) in the super-critical case ( > 0). In the case
of a single power, i.e., p∗ +  = q, and when V(y) ≡ −1, equation (2) is equivalent
to ∆u + up
∗
= 0, in RN
u > 0, in RN
(3)
if we let  go to zero. It is well known that all bounded solutions of (8) are of the
form
wλ,ξ(x) = γN
(
λ
λ2 + |y − ξ|2
) N−2
2
, γN = (N(N − 2)) N−24
where λ is a positive parameter and ξ ∈ RN , [1, 16, 4]. These functions are known
in the literature as bubbles.
We want to prove the existence of a solution whose shape resembles a super-
position of bubbles around the origin 0 with different blow-up orders. This class of
concentration phenomena is known as bubble-tower. In the setting of semilinear
elliptic equations with radial symmetry, these solutions were detected in a few
situations, as we can see for instance in [13, 5, 6, 11, 10].
Bubble-towers highly concentrated around the origin exist for (2) under the
assumption that V(0) < 0. This is the content of our first result.
Theorem 1.1. Let N ≥ 3 and ps < q < p∗ < p. Assume that V ∈ L∞(RN) and
V(0) < 0. Then for every integer k ≥ 1 there exists k > 0 such that, for any
2
 ∈ (0, k), a solution u of (2) exists and it has the form
u(x) = γN
k∑
j=1
 1
1 + α j
4
N−2 −( j−1+
1
p∗−q )
4
N−2 |x|2

N−2
2
α j
−
(
j−1+ 1p∗−q
)
(1 + o(1)) (4)
with o(1) → 0 uniformly on compact sets of RN , as  → 0. The constants αi have
explicit expression and depend only on k,N, q and V(0),
α j =
[
−a5V(0)(p
∗ − q)
a3k
] 1
p∗−q
(
a2
a3
) j−1 (k − j)!
(k − 1)! j = 1, · · · , k, (5)
while a2, a3, a5 are the positive constants defined in (19).
Also in the case in which ps < p∗ < p < q bubble-towers do exist, but they are
of a different nature, and their existence depends on the behavior of the potential
V at infinity.
Theorem 1.2. Let N ≥ 3 and q > p∗. Assume that V ∈ L∞(RN) and V∞ :=
lim|x|→∞ V(x) < 0. Then for every integer k ≥ 1 there exists k > 0 such that, for
any  ∈ (0, k), a solution u of (2) exists and it has the form
uˆ(x) = γN
k∑
j=1
 11 + αˆ 4N−2j ( j−1+ 1q−p∗ ) 4N−2 |x|2

N−2
2
αˆ j
(
j−1+ 1q−p∗
)
(1 + o(1)) (6)
with o(1) → 0 uniformly on compact sets of RN , as  → 0. The constants αˆi have
explicit expression and depend only on k,N, q and V∞,
αˆ j =
[
aˆ5V∞(p∗ − q)
a3k
] 1
p∗−q
(
a2
a3
) j−1 (k − j)!
(k − 1)! , j = 1, · · · , k, (7)
while a2, a3, aˆ5 are the positive constants defined in (19) and (37).
The bubble-tower in (6) describes a superposition of k flat bubbles.
In order to prove our results, we start by reducing the problem to a non-
autonomous ordinary differential equation, using the so-called Emden-Fowler trans-
formation, [9]. Then we perform a Lyapunov-Schmidt reduction, as in [15], to re-
duce the procedure of construction of solutions to a finite-dimensional variational
problem.
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The paper is organized as follows. In Section 2, we provide an asymptotic
expansion of the energy functional associated to the ODE problem. The finite
dimensional reduction argument is discussed in Section 3. We prove Theorems
1.1 and 1.2 in Sections 4 and 5, respectively.
2 The energy asymptotic expansion
Since we are seeking for a solution u of (2) with fast decay, we can assume that u
is radial around the origin. Then we arrive at the following equivalent problemu′′(r) + N−1r u′(r) + up
∗+(r) − V(r)uq(r) = 0
u(r)→ 0, as r → ∞ (8)
By introducing the so-called Emden-Fowler transformation,
v(x) = r
2
p∗−1 u(r), with r = e−
p∗−1
2 x, (9)
for x ∈ R, the problem (8) becomesv
′′(x) − v(x) + β
[
exvp
∗+(x) − V
(
e−
p∗−1
2 x
)
e−(p
∗−q)xvq(x)
]
= 0,
0 < v(x)→ 0, as |x| → ∞
(10)
in R, where β =
(
2
N−2
)2
. We henceforth denote ω(x) = V
(
e−
p∗−1
2 x
)
.
The energy functional related to (10) is
E(ψ) = I(ψ) +
β
q + 1
∫
R
ω(x)e−(p
∗−q)x|ψ|q+1dx (11)
where
I(ψ) =
1
2
∫
R
(|ψ′|2 + |ψ|2)dx − β
p∗ +  + 1
∫
R
ex|ψ|p∗++1dx.
Let us consider the positive radial solution of
∆w + wp
∗
= 0, w(0) = γN (12)
given by w(r) = γN
(
1
1+r2
) N−2
2 . Now we set U to be the Emden-Fowler transforma-
tion of w
U(x) = γNe−x
(
1 + e−(p
∗−1)x)− N−22 . (13)
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Then U satisfies
U′′ − U + βU p∗ = 0, 0 < U(x)→ 0, as |x| → ∞ (14)
It is then natural to look for a solution of (10) of the form
v(x) =
k∑
i=1
U(x − ξi) + φ(x)
for certain choice of points 0 < ξ1 < ξ2 < · · · < ξk and φ is small. We set
Ui(x) = U(x − ξi), U¯ =
k∑
i=1
Ui(x). (15)
and choose the points ξi as follows:
ξ1 = − 1p∗ − q log  − log Λ1 (16)
ξi+1 − ξi = − log  − log Λi+1, i = 1, · · · , k − 1
where the Λi’s are positive parameters. This choice of the ξi’s turns out to be
convenient in the proof of the following asymptotic expansion of E(U¯). We set
Λ = (Λ1,Λ2, · · · ,Λk).
Lemma 2.1. Let N ≥ 3, δ > 0 fixed, k ∈ N. Assume that
δ < Λi < δ
−1, i = 1, 2, · · · , k. (17)
Then there exist positive numbers ai, i = 1, · · · , 5, depending on N, p and q, such
that
E(U¯) = ka1 + Ψk(Λ) + kβa4 + θ(Λ) − a3k2(p∗ − p) ((1 − k)(p
∗ − q) − 2) log 
where
Ψk(Λ) = a3k log Λ1 + a5V(0)Λ
(p∗−q)
1 +
k∑
i=1
[(k − i + 1)a3 log Λi − a2Λi] (18)
and θ(Λ)→ 0 as  → 0 uniformly in C1-sense on the set of Λi’s satisfying (17).
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Proof. We estimate
I(U¯) =
1
2
∫
R
(
|U¯′|2 + |U¯ |2
)
dx − β
p∗ +  + 1
∫
R
ex|U¯ |p∗++1dx
= I0(U¯) − βp∗ + 1
∫
R
(ex − 1)|U¯ |p∗++1dx
+
(
1
p∗ + 1
− 1
p∗ + 1 + 
)
β
∫
R
ex|U¯ |p∗++1dx
+
β
p∗ + 1
∫
R
(
|U¯ |p∗+1 − |U¯ |p∗++1
)
dx
= I0(U¯) − βp∗ + 1
∫
R
(ex − 1)|U¯ |p∗++1 + A .
where
A =
(
1
p∗ + 1
− 1
p∗ + 1 + 
)
β
∫
R
ex|U¯ |p∗++1dx
+
β
p∗ + 1
∫
R
(
|U¯ |p∗+1 − |U¯ |p∗++1
)
dx
As in [13], we can prove that
A = kβ
(
1
(1 + p∗)2
∫
R
|U |p∗+1dx − 1
(1 + p∗)
∫
R
|U |p∗+1 log Udx
)
+ o().
Also, by reasoning in a similar manner we have
∫
R
(ex − 1)|U¯ |p∗++1dx = 
∫
R
x|U¯ |p∗++1dx + o()
= 
 k∑
l=1
ξl
 ∫
R
U p
∗+1dy + o().
and
I0(U¯) = kI0(U) − βCN
∫
R
U p
∗
exdx
 k∑
l=2
eξl−ξl−1
 + o().
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Now we need to evaluate
∫
R
ω(x)e−(p
∗−q)x|U¯ |q+1dx. By following the argument
in [11] and using our choice of ξ′l s, we have∫
R
ω(x)e−(p
∗−q)x|U¯ |q+1dx =
k∑
i=1
∫
R
ω(x)e−(p
∗−q)x|Ui|q+1dx + o()
=
∫
R
ω(x)e−(p
∗−q)x|U1|q+1dx + o().
On the other hand, the following holds∫
R
ω(x)e−(p
∗−q)x|U1|q+1dx = e−(p∗−q)ξ1
∫
R
ω(x + ξ1)e−(p
∗−q)x|U1(x + ξ1)|q+1dx
= e−(p
∗−q)ξ1
∫
R
ω(x + ξ1)e−(p
∗−q)x|U |q+1dx
= e−(p
∗−q)ξ1V(0)
∫
R
e−(p
∗−q)x|U |q+1dx + o(1).
We thus have the following
E(U¯) =I(U¯) +
β
q + 1
∫
R
ω(x)e−(p
∗−q)x|U¯ |q+1dx
=I0(U¯) − βp∗ + 1
∫
R
(ex − 1)|U¯ |p∗++1dx + A+
+
β
q + 1
∫
R
ω(x)e−(p
∗−q)x|U¯ |q+1dx
=kI0(U) − βCN
∫
R
U p
∗
exdx
 k∑
l=2
eξl−ξl−1

− β
p∗ + 1
  k∑
l=1
ξl
 ∫
R
U p
∗+1dy

+ kβ
(
1
(1 + p∗)2
∫
R
|U |p∗+1dx − 1
1 + p∗
∫
R
|U |p∗+1 log Udx
)
+
+
β
q + 1
(
e−(p
∗−q)ξ1V(0)
∫
R
e−(p
∗−q)x|U |q+1dx
)
+ o()
which lead us to the following expression:
E(U¯) = ka1 − a2
k∑
l=2
e−(ξl−ξl−1) − a3
 k∑
i=1
ξi
 + kβa4 + a5V(0)e−(p∗−q)ξ1 + o().
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By using our choice of ξi’s
E(U¯) = ka1 + Ψk(Λ) − a3k2(p∗ − q) ((1 − k)(p
∗ − q) − 2)  log  + kβa4 + o(),
where Ψk(Λ) is given by (18) and the constants ai, i = 1, · · · , 5, are explicitly
expressed as follows
a1 = I0(U), a2 = βCN
∫
R
U p
∗
(x)exdx, a3 =
β
p∗+1
∫
R
U p
∗+1(x)dx
a4 = 1(p∗+1)2
∫
R
U p
∗+1(x)dx − 1p∗+1
∫
R
U p
∗+1(x) log U(x)dx
a5 =
β
q+1
∫
R
e−(p
∗−q)xUq+1(x)dx
(19)
Notice that the term o() in the above expression of E(U¯) is uniform in the set
of the Λ′i s satisfying (17). A similar computation shows that differentiation with
respect to the Λ′i s leaves the term o() of the same order in the C
1-sense.

3 The finite dimensional reduction
We consider again points 0 < ξ1 < ξ2 < · · · < ξk which are for now arbitrary and
define
Zi(x) = U′i (x), i = 1, · · · , k.
Next we consider the problem of finding a function φ for which there are constants
ci, i = 1, · · · , k, such that, in R
∑k
i=1 ciZi = −(U¯ + φ)′′ + (U¯ + φ) − β
[
ex(U¯ + φ)p
∗+
+ − ω(x)e−(p∗−q)x(U¯ + φ)q
]
φ(x)→ 0, |x| → ∞,
∫
R
Ziφdx = 0, i = 1, · · · , k
(20)
Let us consider the linearized operator around U¯
Lφ = −φ′′ + φ − β
[
(p∗ + )exU¯ p
∗+−1 − qω(x)e−(p∗−q)xU¯q−1
]
φ.
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Then (20) can be rewritten as
Lφ = N1 (φ) + N2 (φ) + R +
∑k
i=1 ciZi
φ(x)→ 0, |x| → ∞,
∫
R
Ziφdx = 0, i = 1, · · · , k
(21)
where
N1 = βe
x[(U¯ + φ)p
∗+ − U¯ p∗+ − (p∗ + )U¯ p∗+−1φ],
N2 = −βω(x)e−(p∗−q)x[(U¯ + φ)q − U¯q − qU¯q−1φ],
R =
k∑
i=1
U p
∗
i + βe
xU¯ p
∗+ − βω(x)e−(p∗−q)xU¯q.
Next we prove that (21) has a solution for certain choice of ξi. In order to
do that we first analyze its linear part, i.e., we consider the problem of, given a
function h, finding φ such that
Lφ = h + ∑ki=1 ciZi
φ(x)→ 0, |x| → ∞,
∫
R
Ziφdx = 0, i = 1, · · · , k
(22)
In order to analyze invertibility properties of L under the orthogonality condi-
tions, we introduce the following norm for function ψ : R→ R
‖ψ‖∗ = sup
x∈R
 k∑
i=1
e−σ|x−ξ|
−1 |ψ(x)|
where σ > 0 is a small constant to be fixed later.
The following result holds.
Proposition 3.1. There exist positive numbers 0, δ0, R0 such that if
R0 < ξi, R0 < min
1≤i<k−1
(ξi+1 − ξi), ξk < δ0

(23)
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then for all 0 <  < 0 and for all h ∈ C(R) with |h|∗ < +∞, problem (22) has a
unique solution ψ =: T(h), such that
‖T(h)‖∗ ≤ C‖h‖∗, |ci| ≤ ‖h‖∗.
Lemma 3.1. Assume there is a sequence n → 0 and points ξi’s satisfying 0 <
ξn1 < · · · < ξnk with
ξn1 → ∞, min1≤i<k−1(ξ
n
i+1 − ξni )→ ∞, ξnk = o(−1n ) (24)
such that for certain functions φn and hn with ‖hn‖∗ → 0, and scalars cni , one has
in R 
Ln(φn) = hn +
∑k
i=1 c
n
i Z
n
i
φn(x)→ 0, |x| → ∞,
∫
R
Zni φndx = 0, i = 1, · · · , k
(25)
with Zni (x) = U
′(x − ξni ). Then limn→∞ ‖φn‖∗ = 0
Proof. We first establish the weaker assertion that
lim
n→∞ ‖φn‖∞ = 0.
By contradiction, we may assume that ‖φn‖∞ = 1. Testing (25) against Znl and
integrating by parts we get
k∑
i=1
cni
∫
R
Zni Z
n
l dx =
∫
R
Ln(Znl )φndx −
∫
R
hnZnl dx.
This defines a linear system in the ci’s which is ”almost diagonal” as n → ∞.
Moreover, the assumptions made plus the fact that the Znl solves
−Z′′ + (1 − p∗βU p∗−1l Z) = 0
yields, after an application of dominated convergence, that limn→∞ cni = 0. If we
set xn ∈ RN such that φn(xn) = 1, we can assume that there exists i ∈ {1, · · · , k}
such that for n large enough we have |ξni − xn| < R for some fixed R > 0. We set
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φ˜n = φn(x + ξni ). From (25), we see that passing to a suitable subsequence, φ˜n(x)
converges uniformly over compacts to a nontrivial bounded solution φ˜ of
−φ˜′′ + φ˜ − βp∗U p∗ φ˜ = 0, in R.
Hence for some c , 0, φ˜ = cU′. However the orthogonality condition passes to
the limit as
0 =
∫
R
Znl φn → c
∫
R
(U′)2
which is a contradiction. Then limn→∞ ‖φn‖∞ = 0.
Now, we observe that shows that (25) takes the form
−φ′′n + φn = gn (26)
where
gn = hn +
k∑
i=1
cni Z
n
i + β[(p
∗ + n)en xU¯ p
∗+n−1 − qω(x)e−(p∗−q)xU¯q−1]φn.
We estimate gn,
|gn| ≤ ‖hn‖∗
 k∑
i=1
e−σ|x−ξ
n
i |
 + cnl n∑
i=1
o
(
e−|x−ξ
n
i |
)
+
+ ‖φn‖∞
 n∑
i=1
o
(
e−(p
∗−1)|x−ξni |
)
+
n∑
i=1
o
(
e−(2q−p
∗−1)|x−ξni |
) ,
since V ∈ L∞(R). If 0 < σ < min{1, p∗ − 1, 2q − p∗ − 1}, we have
|gn(x)| ≤ θn
k∑
i=1
e−σ|x−ξi | =: ψn(x),
with θn → 0. We see that the function Cψn, for C > 0 sufficiently large, is a
supersolution for (26), so that φn ≤ Cψn. Similarly, we have φn ≥ −Cψn. Thus,
the proof is concluded. 
Then the proof of Proposition 3.1 follows from Lemma 3.1 as in [11].
Next we study some differentiability properties of T on ξi. We write ξ =
(ξ1, · · · , ξk). We let C∗ be the Banach space of all continuous ψ defined in R
satisfying ‖ψ‖∗ < ∞, endowed with the norm ‖ · ‖∗. Also, let L(C∗) be the space
of linear operators of C∗.
The following result can be established.
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Proposition 3.2. Under the assumptions of the Proposition 3.1, consider the map
T(ξ) with values in L(C∗). Then T is C1 and
‖DξTξ‖L(C∗) ≤ C
uniformly on ξ satisfying (23), for some constant C.
Proof. Fix h ∈ C∗ and let φ = T(h) for  < 0. Notice that φ satisfies (22)
and the orthogonality conditions, for some constants ci uniquely determined. For
l ∈ {1, · · · , k}, if we define the constant bl as follows
bl
∫
R
|Zl|2 =
∫
R
φ∂ξlZl.
By differentiating with respect to ξl we obtain that
∂ξlφ = T( f ) + blZl
where
f = −blLZl + cl∂ξlZl + β[(p∗ + )ex(∂ξlU¯ p
∗+−1) − qω(x)e−(p∗−q)x(∂ξlU¯q−1)]φ.
Moreover ‖ f ‖∗ ≤ C‖h‖∗, |bl| ≤ C‖φ‖∗ so that ‖∂ξlφ‖ ≤ C‖h‖∗. Besides ∂ξlφ depends
continuously on ξ for this norm. Thus, the result follows. 
We are now ready to prove that (21) is uniquely solvable with respect to ‖φ‖∗.
In order to do that we restrict the range of the parameters ξi’s in a convenient way.
We assume that, for a fixed M > 0 large, the following conditions hold
log(M)−1 < min
1≤i<k−1
(ξi+1 − ξi), ξk < k log(M)−1. (27)
Then we can estimate R , N1 + N
2
 , and their derivatives, by direct calculation, as
follows.
Lemma 3.2. If ‖φ‖1 ≤ 12‖U¯‖1 then
‖N(φ)‖∗ ≤ C(‖φ‖min{p∗,2}∗ + ‖φ‖min{2q−p
∗,2}
∗ )
‖DφN(φ)‖∗ ≤ C(‖φ‖min{p∗−1,2}∗ + ‖φ‖min{2q−p
∗−1,2}
∗ )
where ‖φ‖1 := supx∈R
(∑k
i=1 e
|x−ξi |
)−1 |φ(x)| and N(φ) = N1 (φ) + N2 (φ). In addition,
if (27) holds then
‖R‖∗ ≤ C 1+τ2 , ‖∂ξR‖∗ ≤ C 1+τ2
where τ > 0 is small.
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The next result allows for the reduction to a finite dimensional problem, as we
will see in the next section. The proof is very similar to [11, Proposition 3] and
we omit it here.
Proposition 3.3. Assume (27) holds. Then, for all  small enough, there exists a
unique solution φ = φ(ξ) to problem (20), which satisfies
‖φ‖∗ ≤ C 1+τ2 .
Moreover, the map ξ 7→ φ(ξ) is of class C1 for the norm ‖ · ‖∗ and
‖Dξφ‖∗ ≤ C 1+τ2 .
4 The finite dimensional variational problem
In this section we fix a large constant M > 0 and assume the conditions (27) for
ξ. Our problem is equivalent to that of finding ξi’s satisfying ci(ξ) = 0, for all
i = 1, 2, · · · , k. In this case, v = U¯ + φ is a solution for (10) satisfying the desired
formula.
We consider the functional
I(ξ) = E(U¯ + φ),
where φ = φ(ξ) is that of Proposition 3.3 and E is the energy functional defined
in (11). It is known that finding the desired ci’s is equivalent to finding a critical
point of I(ξ), see for instance [11]. That is, we need to find a point ξ satisfying
∇I(ξ) = 0. (28)
In order to do that, the following expansion result will be crucial.
Lemma 4.1. The following expansion holds
I(ξ) = E(U¯) + o(),
where o() is uniform in the C1-sense over all points ξ satisfying (27).
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Proof. First, notice that DE(U¯+φ)[φ] = 0. It then follows from Taylor expansion
that
E(U¯ + φ) − E(U¯) =
∫ 1
0
D2E(U¯ + tφ)[φ2]tdt (29)
=
∫ 1
0
∫
R
[N(φ) + R]φtdt
+
∫ 1
0
∫
R
β(p∗ + )ex[U¯ p
∗+−1 −
(
U¯ + tφ
)p∗+−1
]φ2tdt
−
∫ 1
0
βq
∫
R
ω(x)e−(p
∗−q)x[U¯q−1 − (U¯ + tφ)q−1]φ2tdt.
Since ‖φ‖∗ ≤ C 1+τ2 , from Lemma 3.2, we get
I(ξ) − E(U¯) = o(1+τ)
uniformly on points satisfying (27). Next we differentiate with respect to ξ and
get, from (30) that
Dξ[I(ξ) − E(U¯)] =
∫ 1
0
∫
R
Dξ[N(φ) + R]φtdt
+
∫ 1
0
∫
R
β(p∗ + )exDξ[U¯ p
∗+−1 −
(
U¯ + tφ
)p∗+−1
]φ2tdt
−
∫ 1
0
βq
∫
R
ω(x)e−(p
∗−q)xDξ[U¯q−1 − (U¯ + tφ)q−1]φ2tdt.
Using similar arguments as in Proposition 3.2, we find that
Dξ[I(ξ) − E(U¯)] = o(1+τ).
Thus the result follows. 
In what follows we prove Theorem 1.1.
Proof of Theorem 1.1 Recall that
ξ1 = − 1p∗ − q log  − log Λ1
ξi+1 − ξi = − log  − log Λi+1, i = 1, · · · , k − 1
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where Λi’s are positive parameters. Thus, it is sufficient to find a critical point of
Φ(Λ) = −1I(ξ(Λ)).
Now, from Lemma 2.1, we get
∇Φ(Λ) = ∇Ψk + o(1),
where o(1) is uniform with respect to parameters Λ with M−1 < Λi < M, for fixed
large M.
Next we analyze the critical points of Ψk(Λ), by writing
Ψk(Λ) = ϕ1(Λ1) +
k∑
i=2
ϕi(Λi),
where
ϕ1(s) = a5V(0)sp
∗−q + a3k log s,
ϕi(s) = (k − i + 1)a3 log s − a2s, i = 2, · · · , k.
Notice that, ϕi has a unique maximum point Λ∗i = (k − i + 1)a3a2 , for i = 2, · · · , k.
If we further assume that V(0) < 0, then ϕ1(s) also has a unique maximum point
Λ∗1 =
[
− a3ka5V(0)(p∗−q)
] 1
p∗−q .
Since the critical point
Λ∗ =
[− a3ka5V(0)(p∗ − q)
] 1
p∗−q
,
(k − 1)a3
a2
, · · · , a3
a2

of Ψk is nondegenerate, it follows that the local degree deg(∇Ψk,V, 0) is well
defined and nonzero. Here V denotes a small neighborhood of Λ∗ in Rk. Hence,
deg(∇Φ ,V, 0) , 0, if  is small enough. We conclude that there exists a critical
point Λ∗ of Φ satisfying
Λ∗ = Λ
∗ + o(1).
For ξ = ξ(Λ∗), the functions
v = U¯ + φ(ξ)
are solutions of (10). From the equation (20) and Proposition 3.3, we derive that
v = U¯(1 + o(1)). If we set ξ∗ = ξ(Λ∗), then it is also true that
v(x) =
k∑
i=1
U(x − ξ∗i )(1 + o(1)).
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Now, changing the variables back, we have that
u∗(r) = γN
k∑
i=1
(
1
1 + e(p∗−1)ξ∗i r2
) N−2
2
eξ
∗
i (1 + o(1)),
where eξ
∗
i = e−(i−1)−
1
p∗−q Πij=1(Λ
∗
j)
−1, is a solution of (8). We conclude that the ansatz
given for v provides a spike-tower solution for (2).
5 Proof of Theorem 1.2
In this section we prove Theorem 1.2. The proof is very similar to that of Theorem
1.1, then we just highlight below the most critical changes. Since we are seeking
for radial solutions of (1), we consider again the following slightly supercritical
equation u′′(r) + N−1r u′(r) + up
∗+(r) − V(r)uq(r) = 0
u(r)→ 0, as r → ∞ (30)
with  > 0, but this time we take q > p∗. We consider the transformation
v(x) = r
2
p∗−1 u(r), with r = e
p∗−1
2 x, (31)
for x ∈ R. Then the problem (30) becomesv
′′(x) − v(x) + β
[
e−xvp
∗+(x) − V
(
e
p∗−1
2 x
)
e(p
∗−q)xvq(x)
]
= 0,
0 < v(x)→ 0, as |x| → ∞
(32)
We recall that β =
(
2
N−2
)2
. Again we denote ω(x) = V
(
e
p∗−1
2 x
)
.
The energy functional related to (32) is
Eˆ(ψ) = Iˆ(ψ) +
β
q + 1
∫
R
ω(x)e(p
∗−q)x|ψ|q+1dx (33)
where
Iˆ(ψ) =
1
2
∫
R
(|ψ′|2 + |ψ|2)dx − β
p∗ +  + 1
∫
R
e−x|ψ|p∗++1dx.
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We choose, for small  > 0, the points ξi as follows:
ξˆ1 = − 1q − p∗ log  − log Λˆ1 (34)
ξˆi+1 − ξˆi = − log  − log Λˆi+1, i = 1, · · · , k − 1
where the Λˆi’s are positive parameters. We want to find a solution of (32) of the
form
vˆ(x) =
k∑
i=1
U(x − ξˆi) + φ(x),
where U is defined by (16) and φ is small. We set Λˆ = (Λˆ1, Λˆ2, · · · , Λˆk).
In this setting, Lemma 2.1 takes the following form.
Lemma 5.1. Let N ≥ 3, δ > 0 fixed, k ∈ N. Assume that
δ < Λˆi < δ
−1, i = 1, 2, · · · , k. (35)
Then there exist positive numbers a1, i = 1, · · · , 4 and aˆ5, depending on N, p and
q, such that
Eˆ(UˆS ) = ka1 + Ψˆk(Λˆ) + kβa4 + θˆ(Λˆ) − a3k2(q − p∗) ((1 − k)(q − p
∗) − 2) log 
where
Ψˆk(Λˆ) = a3k log Λˆ1 + aˆ5V∞Λ
(q−p∗)
1 +
k∑
i=1
[(k − i + 1)a3 log Λˆi − a2Λˆi] (36)
and θˆ(Λˆ) → 0 as  → 0 uniformly in C1-sense on the set of Λˆi’s satisfying (35).
Moreover, the constants ai, i = 1, 2, · · · , 4 are given as in (19) and aˆ5 is defined by
aˆ5 =
β
q + 1
∫
R
e−(q−p
∗)xUq+1(x)dx. (37)
If we assume that V∞ < 0 then Ψˆk has a unique nondegenerate critical point,
given by
Λˆ∗ =
[ a3k(p∗ − q)aˆ5V∞
] 1
q−p∗
,
(k − 1)a3
a2
,
(k − 2)a3
a2
, · · · , a3
a2
 .
The finite-dimensional reduction and the conclusion of the Theorem follows in a
similar way to the proof of Theorem 1.1.
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