In this paper, we study the solutions to the optimal exit time control problem. For a control system whose state dynamics is subject to the perturbations of random noises, we try to find the state feedback control laws with a fixed cost that can keep the state inside a subset of the state space called the safe set for as long as possible on average. By formulating the problem as an optimization problem with PDE constraints and using symmetrization technique, we show that, when the safe set is a ball, the optimal feedback control is radially symmetric. Furthermore, we show that, among all safe sets with a fixed volume, the ball is the best in that it yields the most efficient optimal exit time control. The proofs make essential use of the general isoperimetric inequality.
1. Introduction. The optimal control problems for systems under uncertainty have many practical applications, such as aircraft conflict resolution [11] , formation fly of Unmanned Aerial Vehicles (UAVs) [21] , automated highway systems [20] , and robotics, etc. In many such applications, the system under study can be modeled as a control system whose state dynamics is perturbed by random noises; and the primary control goal is to keep the system safe, i.e., to keep the state within a subset of the state space called the safe set. As a practical example, consider a platoon of vehicles driving on a highway as shown in Fig. 1.1 . The goal is to design controllers for the vehicles so that a tight yet safe formation is maintained. In this case, the safe set is the set of vehicle locations with sufficient separation. Due to factors such as wind, road conditions, sensor and actuator errors, etc., the distances between vehicles may fluctuate randomly, despite the effort of the controllers.
In this paper, we focus on an instance of the optimal control problems of systems under uncertainty called the optimal exit time control problem that is particularly relevant in safety-critical applications. For the stochastic control system dX t = u(X t )dt + dB t , we aim at finding the optimal state feedback control law u over the safe setΩ that can keep the state X t withinΩ for as long as possible on average, with a fixed control cost Ω u 2 dx. This problem is first proposed in [9] . Under the assumption that the solutions are symmetric, the optimal control is characterized analytically in a one dimensional state space in [9] . In [18] , the problem is extended to the setting of stochastic hybrid systems; and a numerical solution is presented based on the adjoint method. In [22] , a generalized version of the problem is studied in the 1-D state space. In these studies, the symmetry property of the optimal solutions plays a key role but has not been established rigorously in its full generality.
A main contribution of this paper is the proof of the symmetry property of the solutions to the optimal exit time control problem in arbitrary dimensional state spaces. Namely, we prove that if the state space is a ball, then the solutions to the optimal exit time control problem, if exist, are radially symmetric (Theorem 1). Another contribution is our proof that, among all safe sets with a fixed volume, the ball is the best in that it yields the most efficient optimal exit time control scheme (Theorem 2). With these results, the complexity of finding the solutions to multidimensional problems is greatly reduced. The technique used in the proofs, called the symmetrization method, was originally employed in [16] in the study of various mathematical physics problems. Since then, the method has been systematically developed [3, 10] and applied to a variety of PDE problems including PDE-related variational problems, such as [7, 13] . In particular, the Talenti's Theorem [19, 2] can be used to show the symmetry of solutions to a class of variational problem with the PDE constraint −div(A ∇V ) = f . In comparison, the PDE constraint in our problem is of the form 1 2 ∆V + u · ∇V = −1, which is not in divergence form, and more importantly, has a controlled vector field u in the coefficients of the first order terms as the optimization variables. As a result, minimizing the objective function (4.6) poses new challenges.
The rest of the paper is organized as follows. In Section 2, the problem of optimal exit time control is formulated. To prove the main results outlined in Section 3, an equivalent formulation of the problem is derived in Section 4. Using the symmetrization techniques introduced in Section 5 and the preliminary results in Section 6, the main results are proved in Section 7, and extended in Section 8. Finally, Sections 9 and 10 contain some numerical examples and concluding remarks.
2. Problem Formulation.
Expected Exit Time.
Let Ω be a bounded, connected and simply connected, open subset of R n with a C 2 boundary ∂Ω. Its closureΩ = Ω ∪ ∂Ω, which is compact, is called the safe set. Consider a stochastic process X t given as the solution to the following stochastic differential equation (SDE) onΩ:
where u :Ω → R n is a bounded vector field onΩ satisfying Ω u 2 dx < ∞. We denote by
the set of all such controls, and call each u ∈ U(Ω) an admissible control. From a control system perspective, X t can be thought of as the state trajectory of a system under the state feedback control law u, subject to the perturbations in the speed of X t by the white noise process dB t /dt. Define T := inf{t ≥ 0 : X t ∈ Ω} as the (first) exit time, or escape time, of X t from Ω. Then T is a stopping time, and depending on the initial condition X 0 = x at time t = 0, its expectation is denoted by
Here E x indicates that the expectation is taken under the initial condition X 0 = x. Thus V (x) is the expected time the state X t will stay inside the safe set before first exit, given that it starts from x at time t = 0. Obviously V (x) ≡ 0 for x ∈ ∂Ω.
2) is the solution to the following second order elliptic PDE:
is the Laplacian of V , and ∇V := ( ∂V ∂x1 , . . . , ∂V ∂xn ) is the gradient vector of V .
Proof. This is a standard result in stochastic analysis. We include a brief proof here since some of the notions introduced will be used in later proofs. By [14] , the infinitesimal generator L of the diffusion (2.1) is given by 
Remark 1. Strictly speaking, for each admissible u, since u ∈ L ∞ (Ω; R n ) and ∂Ω is C 2 , by the boundary regularity theorem [6, Theorem 6.4] , only a weak solution V to the PDE (2.3) exists in the Sobolev space H 2 (Ω). Let V m ∈ C 2 (Ω), m = 1, 2, . . ., be a sequence of functions in C 2 (Ω) such that V m → V in H 2 (U ). Lemma 1 can be proved by first working with V m and then letting m → ∞.
In the case when the state dimension n = 1, the safe setΩ becomes an interval, say,Ω = [−a, a] for some a ∈ R. Then equation (2. 3) reduces to a second order ODE:
5)
with boundary condition V (−a) = V (a) = 0. Solution to (2.5) can be verified to be
As an example, we plot in Fig. 2 
Optimal Exit Time Control Problem and Its Dual.
We now formulate the problems to be studied in this paper. As suggested earlier, the SDE (2.1) defines the dynamics of a control system whose state X t is subject to the feedback control law u in the state spaceΩ. A natural problem is to find the least expensive control u that can keep X t inside Ω for at least a certain amount of time on average. More precisely, define the energy (or cost ) of an admissible control u as
The performance of the control u is measured by the aggregated expected exit time
where V is the expected exit time defined in (2.2) under the control u, and w : R + → R + is an arbitrary strictly increasing (though not necessarily continuous) function on R + = [0, ∞). As an example, one can choose w(x) = x α for some α > 0. In particular, if α = 1, W (u) reflects the overall expected exit time under u when the initial position X 0 = x is uniformly distributed inΩ. Problem 1 (Optimal Exit Time Control). Find the control u ∈ U(Ω) with at most the energy J 0 > 0 that can achieve the largest aggregated expected exit time, i.e., maximize W (u) subject to J(u) ≤ J 0 . control u ≡ 0, which has zero energy J(0) = 0 and positive W (0) > 0. Points on Γ 1 correspond to the solutions to Problem 1 (or Problem 2) with different J 0 (or W 0 ). For instance, denote by W max (J 0 ) = sup{W (u)| J(u) ≤ J 0 } the solution to Problem 1, and by J min (W 0 ) = inf{J(u)| W (u) ≥ W 0 } the solutions to Problem 2, and assume both are finite. Then both W max (·) and J min (·) are strictly increasing functions in their aurguments (see Remark 3 in Section 4); and they are reverse function to each other, with the graph of J min (W 0 ) being exactly Γ 1 . As a side note, points on Γ 2 correspond to the solutions to the problem of finding the control u with at most energy J 0 that can lead to the smallest aggregated expected exit time, which is meaningful ifΩ is interpreted as a "danger set" that the state X t should get out of if intruded. Remark 2. The solution to Problem 2 is the trivial u ≡ 0 if the threshold W 0 is chosen such that W 0 ≤ W (0). Therefore, we shall always assume W 0 > W (0).
Summary of Main
Results. In this section, we will outline the main results of this paper. Suppose firstΩ =B(r) := {x ∈ R n : x ≤ r} is the n-dimensional ball with radius r. 1 A function g :Ω → R is called radially symmetric if g(x) =g( x ) for some functiong : R + → R; and a vector field u :Ω → R n is radially symmetric if it is of the form u(x) =ũ( x ) x
x , x = 0, for some functionũ : R + → R, i.e., u(x) always points along the radial direction, with an amplitude dependent only on x .
By formulating Problems 1 and 2 as PDE-constrained optimization problems, an iterative numerical algorithm is developed in [18] for their solution by using the adjoint-based method [12] , which is essentially a gradient descent method in functional spaces. It is observed in [18] that on a ballΩ =B(r), regardless of the initial guesses, the numerical algorithm will always converge to a radially symmetric solution u * . Motivated by this observation, in this paper, we will prove the following result.
Theorem 1 (Symmetry of Solutions on Symmetric Domains). Suppose that Ω =B(r) is a ball. Then as long as solutions u to Problem 1 (or Problem 2) exist, at least one of them must be radially symmetric.
Furthermore, if the shape of the safe setΩ can be varied and is part of the design process, we will prove the following result on the optimal shape of the safe set.
Theorem 2 (Optimal Shape of the Safe Set). SupposeΩ has a fixed volume.
• Denote by W max (Ω) = sup{W (u) | J(u) ≤ J 0 } the solution to Problem 1 on Ω for a fixed J 0 . Then among allΩ with the same volume, the ballΩ * is the best in that W max (Ω * ) ≥ W max (Ω) for all otherΩ.
• Denote by J min (Ω) = inf{J(u) | W (u) ≥ W 0 } the solution to Problem 2 onΩ for a fixed W 0 . Then among allΩ with the same volume, the ballΩ * is the best in that J min (Ω * ) ≤ J min (Ω) for all otherΩ. In other words, the "best" shape ofΩ with a fixed volume for generating solutions u with a large W (u) and a small J(u) is a ball. On such a domain, the optimal u and V are both radially symmetric by Theorem 1.
Reformulation of Problems.
To reduce the complexity of proving Theorems 1 and 2, we next reformulate them in terms of the R-valued expected exit time function V rather than the R n -valued control vector field u. To this purpose, we shall first study the set of feasible V , i.e., the set of all V that are the expected exit time for some admissible control u onΩ. In particular, we are interested in those feasible V corresponding to the optimal solutions to Problems 1 and 2.
Let V be the expected exit time corresponding to an admissible control u ∈ U(Ω). According to Lemma 1, V satisfies the PDE (2.3). Therefore,
It is immediate from (4.1) that V must satisfy ∆V = −2 at those critical points of V where ∇V = 0. Another implication of (4.1) is that, for different controls u, as long as the (scaled) projections u · ∇V of u onto the gradient direction ∇V of V are the same at each x ∈Ω and satisfy (4.1), the same function V can be the solution to the PDE (2.3), hence the expected exit time, associated with these different controls u.
Since among all such u, the one whose direction is aligned with ∇V at each x ∈Ω has the least energy J(u), we have the following lemma. Lemma 2. Let u ∈ U(Ω) be a solution to Problem 1 (or Problem 2), and let V be the corresponding expected exit time. Then, u and ∇V are aligned a.e. onΩ. Indeed, for almost all x ∈Ω,
Proof. Suppose condition (4.2) does not hold on a subsetΩ 0 ofΩ with nonzero measure. Define another controlû as the right hand side of (4.2), which is identical to u except onΩ 0 . Then it is easy to check thatû · ∇V = u · ∇V , ∀x ∈Ω. Thus, V is also the solution to the PDE 1 2 ∆V +û · ∇V + 1 = 0, making V also the expected exit time for the new controlû. Sinceû · ∇V = u · ∇V andû is aligned with ∇V , we also conclude that û ≤ u onΩ, with strict inequality onΩ 0 . Therefore,û ∈ U(Ω), and J(û) < J(u) as Ω 0 has nonzero measure. To sum up, W (û) = W (u) and J(û) < J(u), implying thatû is a better solution than u to Problem 2.
We next show that the optimal u should further be of the same direction as ∇V . Lemma 3. Let u ∈ U(Ω) be a solution to Problem 1 (or Problem 2), and let V be the corresponding expected exit time. Then, 1
which is a new control onΩ with û = u onΩ; henceû ∈ U(Ω), and J(û) = J(u). Moreover, by Lemma 2, we havê
whileû · ∇V = u · ∇V onΩ \ Ω 1 . Now consider the system under the new controlû:
Its infinitesimal generatorL is given byLg = 1 2 ∆g +û · ∇g. Thus,
with strict inequality on Ω 1 . Denote byT the first exit time ofX t from Ω. Then
by Dynkin's formula. Strict inequality holds in (4.4) since with nonzero probability, X t starting from x ∈ Ω will spend a positive amount of time in Ω 1 before exitingΩ.
, a contradiction to the assumption that u is optimal. As a result of Lemmas 2 and 3, the optimal control u always points towards the direction along which the corresponding expected exit time V increases the fastest.
Remark 3. A proof similar to that of Lemma 3 shows the following fact: Suppose that the expected exit time V 1 corresponding to some admissible control u 1 satisfies 1 + 1 2 ∆V 1 ≤ 0 a.e. onΩ. Then, the expected exit time V 2 corresponding to the control u 2 = λu 1 for some λ > 1 satisfies V 2 (x) > V 1 (x) for all x ∈ Ω. As a result, W (u 2 ) > W (u 1 ). This verifies that the functions W max (J 0 ) and J min (W 0 ) defined in Section 2.2 are indeed strictly increasing functions.
Based on the above results, we can focus our attention to a restricted family of the functions V (x) defined below when looking for optimal solutions. Definition 1 (Feasible V (x) for Optimal Solutions). The set V(Ω) is defined to be the family of all functions V :Ω → R satisfying the following properties:
1. V is positive in the interior Ω, and zero on the boundary ∂Ω; 2. V ∈ C 1 (Ω), and has second order derivatives a.e. onΩ; 3. The control u as defined in (4.2) is admissible: u ∈ U(Ω); 4. 1 + 1 2 ∆V ≤ 0 a.e. onΩ. We remark that, for V ∈ V(Ω), the control u specified in Property 3 above satisfies the PDE: 1 2 ∆V + u · ∇V + 1 = 0; and since u as given by (4.2) is admissible,
To exclude certain pathological cases, we make an additional technical assumption, which will greatly simplify our proofs later on. Remark 4. Since V must satisfy the PDE (2.5) for some admissible control u, it is obvious that ∇V cannot be identically zero in any open subset of Ω. We also note that the functions V satisfying Assumption 1 are dense in C 1 (Ω): a slight perturbation of an arbitrary V ∈ C 1 (Ω), if necessary, will result in one satisfying Assumption 1.
In view of Assumption 1, (4.5) can be simplified to
Problem 1 can now be equivalently formulated in terms of V ∈ V(Ω) as follows.
Problem 2 can also be similarly reformulated in terms of V , which is omitted here. The main results, Theorems 1 and 2, can be proved for the reformulated problems instead. To this purpose, we will prove the following key proposition in Section 7. Proposition 1. For each V ∈ V(Ω), there exists a radially symmetric function V * ∈ V(Ω * ) defined on the ballΩ * in R n with the same volume asΩ, such that Ω *
and
It is easy to see that Proposition 1 implies Theorem 1. Indeed, suppose that u is an optimal control on a ballΩ that solves Problem 3 (hence Problem 1), and V is the corresponding expected exit time function. Then V ∈ V(Ω), and, according to Proposition 1, there exists a radially symmetric expected exit time function V * ∈ V(Ω) on the same domainΩ whose corresponding control u * satisfies J(u * ) = J(u) and W (u * ) ≥ W (u). In other words, u * is no worse a solution to Problem 3 than u. Similarly, Theorem 2 is also a direct result of Proposition 1.
Symmetrization
. Proposition 1 will be proved using the method of symmetrization, which are various operations that transform a domain (and the functions defined on it) into symmetric ones while preserving certain associated quantities. Symmetrization has proved to be a powerful tool in establishing the symmetry of solutions to PDE-constrained variational problems [3, 16] . Among the various types of symmetrization operations, the one employed in this paper for proving radial symmetry is called Schwarz symmetrization, henceforth referred to as symmetrization for simplicity. In the following, some basic notions and properties of symmetrization are reviewed. More details can be found in [3, 10] .
Definition 2 (Symmetrization of Sets). The symmetrization of a bounded measurable setΩ ⊂ R n is the unique ball in R n with the same Lebesgue measure asΩ. The symmetrization ofΩ is denoted byΩ ♯ .
Since the volume of the unit ball in R n is given by [1] ω n := B (1) = π n/2 Γ(1 + n 2 )
, where Γ(·) is the Gamma function and | · | denotes the Lebesgue measure, we must haveΩ ♯ =B(r), with the radius r satisfying ω n r n = |Ω|. In particular, in the 1-D case, the symmetrization ofΩ ⊂ R is the interval [− |Ω| 2 , |Ω| 2 ]. Note that in the above definition,Ω is not required to be simply connected, or even connected.
LetΩ ⊂ R n be a bounded measurable domain, and let V :Ω → R be a measurable function with 0 ≤ V ≤ ρ m for some ρ m := sup x∈Ω V (x) < ∞. For each ρ ∈ [0, ρ m ], define the ρ-level set and the ρ-superlevel set of V as
respectively. Note that as ρ increases from 0 to ρ m , the set D ρ shrinks monotonically from D 0 =Ω to D ρm , a set consisting of the maximizers of V in Ω. Definition 3 (Symmetrization of Functions). The symmetrization of the function V :Ω → R is the unique radially symmetric function V ♯ :Ω ♯ → R whose each superlevel set is the symmetrization of the corresponding superlevel set of V , i.e.,
As ρ increases from 0 to ρ m , the shrinking sets D ρ after symmetrization will result in a set of concentric balls (D ρ ) ♯ with decreasing radii. Since these balls form the superlevel sets of V ♯ , V ♯ must be radially symmetric. As an example, Fig. 5.1 illustrates the symmetrization of a continuous function V defined on the 1-D domainΩ = [a, b]. In this case, for each ρ ∈ [0, ρ m ), C ρ consists of two points x 1 and x 2 with x 1 < x 2 , and D ρ = [x 1 , x 2 ]. Let r = (x 2 − x 1 )/2. Then the function V ♯ satisfies V ♯ (−r) = V ♯ (r) = ρ. As ρ varies continuously from 0 to ρ m , this uniquely determines V ♯ . The symmetrization of a function defined on a 2-D domain is shown in Fig. 5.2 .
Several useful properties of the symmetrization operation are listed below. Their proofs and more thorough discussion of the operation can be found in [3, 10] .
Lemma 4. Let U, V :Ω → R be two arbitrary measurable functions defined on the bounded measurable domainΩ. Assume they are nonnegative and bounded.
1. If V is (Lipschitz) continuous, so is its symmetrization V ♯ . 2. For any measurable function φ :
In particular, the integral of V is preserved:
As we shall see later on, to preserve certain quantities other than the integral of V :Ω → R, it is often necessary to follow the symmetrization operation by a scaling operation using a suitably defined monotonically increasing function f :
In this case, V * can be characterized as the unique radially symmetric function onΩ ♯ whose f (ρ)-superlevel set is the symmetrization of the ρ-superlevel set of V :
6. Construction of the Scaling Function. The main idea for proving Proposition 1 is as follows. Given a function V ∈ V(Ω) that is the expected exit time under some control u onΩ, we will find a suitable scaling function f : R + → R + so that V * = f • V ♯ defined onΩ ♯ satisfies the two properties (4.7) and (4.8) with Ω * :=Ω ♯ ; hence it corresponds to a radially symmetric control u * onΩ * with no worse performance. The construction of f makes essential use of the famed isoperimetric inequality, which is only valid when the state dimension n ≥ 2. Thus, in the rest of the paper, we shall assume n ≥ 2. The proof of the main results for the case n = 1 has already been established by the authors in [22] .
Let For each ρ ∈ S, the level set C ρ is a smooth (n − 1)-dimensional submanifold (hypersurface) whose unit normal field pointing inward is denoted by − → n . Let x ∈ C ρ be arbitrary. Then under proper orientation, the volume element dx of R n at x can be decomposed as dx = dσ · dn, where dσ is the (n − 1)-dimensional area element of C ρ and dn is the infinitesimal element along − → n . Furthermore, since the gradient ∇V at x is orthogonal to the level set C ρ , hence of the same direction as − → n , we have ∇V = dV dn = dρ dn = 0, thus dn = ∇V −1 dρ. As a result, at x ∈ C ρ , dx = dσ · dn = ∇V −1 dσ dρ.
Using this decomposition, the following result can be easily obtained. See also the so-called Co-area Theorem in [5] . Intuitively, Lemma 5 implies that the integration of a function over the domainΩ (or D ρ ) can be carried out alternatively through its decomposition into an infinite number of ring-shaped infinitesimal domains, each one sandwiched between the level sets C ρ and C ρ+dρ .
6.1. Some Preliminary Functions. We now define several functions that will be useful later on. By choosing φ ≡ 1 in Lemma 5, we define
i.e., A(ρ) is the volume of D ρ . In the case when D ρ has more than one connected component, A(ρ) is the total volume of all of them. By Assumption 1, as ρ increases from 0 to ρ m , D ρ shrinks from D 0 =Ω to a set D ρm of zero measure; hence A(ρ) decreases monotonically from |Ω| to 0. By Assumption 1, |C ρ | = 0 for all ρ. Thus A(ρ) is an absolutely continuous function, and is differentiable a.e. on [0, ρ m ]. Indeed, since the inner integral Cρ ∇V −1 dσ in (6.1) is well defined for ρ ∈ S, we have
In the following, we shall extend the definition of A ′ (ρ) in (6.2) to all ρ ∈ [0, ρ m ], with the understanding that it is possible that A ′ (ρ) = −∞ for ρ ∈ S. Define another function P (ρ) ≥ 0 by
Note that P (ρ) is continuous hence bounded on [0, ρ m ] as both C ρ and ∇V vary continuously with ρ. It is also easy to see that P (ρ m ) = 0, and P ′ (ρ) exists at ρ ∈ S. Lemma 6 (Lower bound on P (ρ)). The function P (ρ) defined in (6.3) satisfies
Here we recall that the constant ω n is the volume of the unit ball in R n given in (5.1).
Proof. First assume ρ ∈ S. By applying the Cauchy-Schwarz inequality, we have
Here area(C ρ ) denotes the (n − 1)-dimensional area of the hypersurface C ρ . Applying the isoperimetric inequality in R n (see [15] and the references therein) to C ρ and the region D ρ it encloses, we have area (C ρ ) ≥ nω 1/n n |D ρ | (n−1)/n = nω 1/n n A (n−1)/n (ρ),
with equality if and only if C ρ is a sphere. The above two inequalities then combine to yield (6.4). This completes the proof for ρ ∈ S. The same reasoning still applies if ρ ∈ S but |A ′ (ρ)| < ∞. If ρ ∈ S and |A ′ (ρ)| = ∞, then (6.4) is trivially satisfied. Define two more nonnegative functions Q(ρ) and G(ρ) for ρ ∈ [0, ρ m ] by
Since ∇V > 0 and 1 + 1 2 ∆V = −u · ∇V is finite for ρ ∈ S, the function Q(ρ), hence G(ρ), is well defined and finite on S. However, this may not be the case if ρ ∈ S, for example, if ρ = ρ m . The following lemma characterizes the asymptotic speed at which G(ρ) → ∞ as ρ approaches ρ m from below. This asymptotics estimate will be crucial later on when showing the integrability of G(ρ) in Corollary 1. Define δ = ρ m − ρ ≥ 0. Then δ → 0 as ρ → ρ m . For an arbitrary function p(ρ) ≥ 0 of ρ and a real number α, the notation p(ρ) = Θ(δ α ) implies that p(ρ) and δ α are of the same asymptotic order, namely, 0 < lim inf ρ→ρm p(ρ)/δ α ≤ lim sup ρ→ρm p(ρ)/δ α < ∞; while the notation p(ρ) = O(δ α ) implies that 0 ≤ lim inf ρ→ρm p(ρ)/δ α ≤ lim sup ρ→ρm p(ρ)/δ α < ∞.
Lemma 7.
As ρ → ρ m , G(ρ) = O(δ −1/2 ). Proof. By Assumption 1, C ρm consists of non-degenerate critical points only. Without loss of generality, we can assume C ρm consists of a single point z. Then ∇V (z) = 0, and the Hessian ∇ 2 V (z) is negative definite. Choose a suitable orthonormal coordinate near z so that ∇ 2 V (z) = −Σ = diag (−σ 1 , . . . , −σ n ) is diagonal for some σ 1 , . . . , σ n > 0. Note that n i=1 σ i = 2 as 1 + 1 2 ∆V = 0 at z. Since V (x) can be expanded as ρ m − 1 2 (x − z) T Σ(x − z) + higher order terms for x close to z, if δ = ρ m − ρ is small, D ρ can be approximated by an ellipsoid {x| 1 2 (x − z) T Σ(x − z) ≤ δ} centered at z, and C ρ by the boundary of the ellipsoid. Thus the volume of D ρ satisfies A(ρ) = Θ(δ n/2 ) with derivative satisfying |A ′ (ρ)| = Θ(δ (n−2)/2 ), and the area of C ρ is Θ(δ (n−1)/2 ). For x ∈ C ρ , x − z = Θ(δ 1/2 ). Hence the fact that ∇V (z) = 0 and ∇ 2 V (z) = 0 implies that ∇V (x) = Θ( x − z ) = Θ(δ 1/2 ). In addition, since 1 + 1 2 ∆V = −u · ∇V and u is bounded, we have 1
To sum up, as ρ → ρ m , Q(ρ) defined in (6.5) is of the order Θ(δ (n−1)
As a result of Lemma 7, we have the following corollary. Proof. The integrability of Q(ρ) follows immediately from the following:
where we have used Lemma 5 and (4.6) . For the integrability of G(ρ), first note that, by Lemma 7,
for ǫ small enough. On the other hand, applying the Cauchy-Schwarz inequality and noting the fact that A(ρ) is strictly decreasing, we get 
Proof. Assume ρ ∈ S. An application of the Cauchy-Schwarz inequality yields
Since 1 + 1 2 ∆V ≤ 0 as V ∈ V(Ω), taking the square root of both sides, and integrating over a neighborhood [ρ 1 , ρ 2 ] of ρ contained entirely within S, we obtain ρ2 ρ1
Applying the Gauss-Green theorem to the set D ρ1 \ D ρ2 between C ρ1 and C ρ2 yields
Thus (6.7) becomes ρ2 ρ1
Since both A(ρ) and P (ρ) are differentiable on S, we rewrite the above identity as ρ2 ρ1
Thus, the integrand is nonnegative a.e. on S, which is the desired conclusion. Using Lemma 8 and a version of the Gronwall inequality, in Appendix A we prove the following upper bound estimate of P (ρ).
Lemma 9 (Upper Bound on P (ρ)). The function P (ρ) satisfies The conclusion that h(ρ) ≥ 1 is immediate from (6.9) and the definition of h(ρ) in (6.10). The rest of the conclusions can be proved by following the same steps as in the proof of Lemma 7, which is omitted here.
Finally, we are able to define the scaling function f Then by Corollary 2, V * (x) is also radially symmetric and continuous; and it takes the maximum value f (ρ m ) at x = 0 and decreases strictly to 0 as x increases to r m . Proposition 2. The function V * defined in (7.1) satisfies
2)
with equality if and only ifΩ =Ω * and V = V * . Proof. By Corollary 2,
Here the last step follows from Lemma 4. In order to have equality in (7.2), we must have f (ρ) = ρ, i.e., h ≡ 1 a.e. on [0, ρ m ]. Thus equality holds a.e. in (6.9), hence in (6.4) and (6.8) as well. This is possible if and only if the ρ-level set C ρ of V is a sphere for almost all ρ, or equivalently, V is radially symmetric onΩ.
Due to the radial symmetry of V * (x), its representation in the polar coordinates is simply V * (r), where r := x ∈ [0, r m ]. The following lemma characterizes V * (r) precisely.
Lemma 11. For each r ∈ [0, r m ], V * (r) = f (ρ), where ρ ∈ [0, ρ m ] is given by ω n r n = A(ρ).
Proof. By the discussion at the end of Section 5, for each ρ ∈ [0, ρ m ], the f (ρ)superlevel set of V * (x), which is a ballB(r) of certain radius r, is the symmetrization of the ρ-superlevel set D ρ of V (x). Thus,B(r) and D ρ should have the same volume: ω n r n = |B(r)| = |D ρ | = A(ρ), which is exactly (7.3).
Note that (7.3) can be thought of as a coordinate transform whose differential is nω n r n−1 dr = A ′ (ρ)dρ ⇒ dρ dr = nω n r n−1 A ′ (ρ) . (7.4)
We next compute the integral Ω * (1+ 1 2 ∆V * ) 2 ∇V * 2 dx. The computation can be greatly simplified by noting the radial symmetry of V * (x).
We first derive ∇V * in polar coordinates. It is always of the inward radial direction, with a magnitude
Note that (7.4) is used in deriving the last step. Furthermore, since by (7.3), r n−1 = (r n ) (n−1)/n = [ω −1 n A(ρ)] (n−1)/n , and h(ρ) is given in (6.10), we have Taking the square of (7.5) and plugging in G(ρ) and Q(ρ) as in (6.5), we get
An important implication of (7.5) is that ∇V * , hence ∇V * , is continuous and nonzero everywhere onΩ except possibly at x = 0. Thus, it is meaningful to further compute higher derivatives, such as ∆V * . In polar coordinates, we have
Therefore,
Combining (7.6) and (7.8) yields
Integrating (7.9) overΩ * and using its radial symmetry, we have Ω *
A comparison of the above equation with (6.6) leads to the following result. Proposition 3. The function V * defined in (7.1) satisfies
We now complete the proof of Proposition 1. It is obvious that the function V * constructed in (7.1) is a radially symmetric function defined on the ballΩ * ; and Ω * =Ω ♯ has the same volume asΩ. In view of Propositions 2 and 3, V * also satisfies both the conditions (4.7) and (4.8) . It remains to show that V * ∈ V(Ω * ). Obviously, V * satisfies the first property of Definition 1. From (7.5) and (7.7), it can be seen that V * ∈ C 1 (Ω * ), and is second order differentiable a.e. onΩ * . Let u * be the control onΩ * corresponding to V * . Then u * must be radially symmetric and satisfy −u * · ∇V * = 1 + 1 2 ∆V * . From the radial symmetry of both u * and ∇V * , we obtain
Hence u * ∈ L 2 (Ω * ; R n ) by (7.10) . Furthermore, by (7.9),
This implies that u * ∈ L ∞ (Ω * ; R n ) and thus u * is admissible. Finally, the fact that 1 + 1 2 ∆V * ≤ 0 is established in (7.8) . This completes the proof of Proposition 1.
As a by-product of the above derivation, V * and u * also satisfy
Extensions of Main
Results. In this section, some immediate extensions of the results in Theorems 1 and 2 are discussed.
First, we generalize the definition of W (u) in (2.7) to
With this new definition, Problems 1 and 2 can be generalized accordingly. Corollary 3 (Generalized W µ (u)). Suppose thatΩ is a ball and µ :Ω → R + is radially symmetric. Consider Problems 1 and 2 onΩ with the generalized W µ (u) replacing W (u). Then the conclusions in Theorems 1 still hold.
Proof. For any V ∈ V(Ω) that is not radially symmetric, let V * and u * be the ones as constructed in Section 7. Then J(u * ) = J(u) by Proposition 3, and
by the Hardy-Littlewood inequality in Lemma 4. Thus, u * is a better solution.
Another extension is to impose the constraint u ≤ M for some constant M > 0 for Problems 1 and 2. This constraint is meaningful for practical applications with physical limit on the possible control amplitude. Since V * and u * constructed in Section 7 satisfy (7.12), we obtain immediately Corollary 4 (Uniformly Bounded Control). Consider Problems 1 and 2 on the domainΩ with the additional constraint u ≤ M onΩ for some constant M > 0. Then the conclusions in Theorems 1 and 2 still hold. 9. Numerical Solutions on Radially Symmetric Domains. SupposeΩ = B(a), a > 0, is a ball in R n . Then by Theorem 1, the optimal solutions u and V to Problem 1 or 2 are radially symmetric. We can simply write them as
for some functionsũ,Ṽ : [0, a] → R. Here r := x and r = r = x . It is easily checked thatũ(r) = u(x) ≥ 0. To find u and V , it suffices to findũ andṼ .
To findũ andṼ , we first express the cost J(u) and W (u) as
Here for simplicity we have assumed that w(·) is the identity function. Furthermore, the PDE (2.3), 1 2 ∆V + u · ∇V + 1 = 0, is reduced tõ
The first boundary conditions of V is because V (x) achieves its maximum at x = 0. To sum up, the optimalũ andṼ for Problem 2 can be found by solving the following variational problem: Minimize a 0 nω n r n−1ũ2 dr subject to (9.1) and a 0 nω n r n−1Ṽ dr = W 0 . (9.2) Note that in the last constraint we replace the inequality with an equality as the constraint must be tight for optimal solutions (see Remark 3).
Define z 1 :=Ṽ , and z 2 :=Ṽ ′ . Then (9.2) is reformulated as
The missing constraint a 0 nω n r n−1Ṽ dr = W 0 can be rewritten as Regardingũ as the control, we solve (9.3) by optimal control theory. Define
as the Hamiltonian, where λ 1 , λ 2 are the costates. Then by the Maximum Principle [17] , the optimal control is given bỹ
while the costates λ 1 and λ 2 satisfy λ ′ 1 = − ∂H ∂z1 = 0, implying λ 1 is constant; and λ ′ 2 = − ∂H ∂z2 = −λ 1 + n−1 r − 2ũ λ 2 . Grouping z 2 and λ 2 and using (9.4), we have
The two unknown parameters, λ 1 and β, can be determined by numerical algorithms so that, after integrating (9.5) backward from r = a to r = 0, two constraints are met: (i) z 2 (0) = 0; (ii) − a 0 ω n r n z 2 dr = W 0 . In practice, however, to avoid the singularity of (9.5) at r = 0, numerical integration is only from r = a to r = ǫ for some small ǫ > 0. Once we have λ 1 and β, and hence z 2 and λ 2 from (9.5), the optimalṼ = z 1 andũ can be obtained from (9.3) and (9.4), respectively. In Fig. 9 .1, we plot the computed optimalũ andṼ on the unit ball (a = 1) for Problem 2 with W 0 = 2, for the state dimensions n = 1, 2. In the case n = 1, it can be seen that the optimal controlũ, shown in a solid line in the upper left figure, has maximal amplitudeũ(r) at about r = 0.5; whereas for n = 2, the maximalũ(r) occurs at around r = 0.3 (upper right figure) . In each case, we also plot ω n r n−1ũ (r) in a dotted line to show the actual distribution of the energy J(u) on spheres of various radii. The corresponding optimal exit timesṼ are plotted in the lower figures. In these two cases, we observe that the optimal control is zero at the both the center and the boundary ofΩ, i.e., it concentrates most of its effort in a ring-shape region somewhere in-between, creating a flat plateau of V (x) inside the ring-shaped region.
However, the situation is completely different if the dimension n ≥ 3. Numerical experiments indicate that bothũ andṼ will start from zero at the boundary and blow up at the center. Thus, Problem 2 may not have admissible solutions on balls of dimension three and higher. This drastic change can be partly explained by the following facts. Under zero control u ≡ 0, the process X t in (2.1) is a Brownian motion; and it is well known [4] that Brownian motions in R and R 2 are (neighborhood) recurrent, but transient in R n , n ≥ 3. In other words, the probability of a Brownian motion returning to a neighborhood of its starting point within finite time is 1 in dimensions n = 1, 2, but less than 1 in dimension n ≥ 3. Thus, intuitively X t has more tendency to "drift away" in R n , n ≥ 3, compared with in R 1 and R 2 .
One way to ensure the existence of admissible solutions in R n , n ≥ 3, is by adopting the general W µ (u) for some µ satisfying µ → ∞ as x → 0 to penalize the excessive growth of V as x → 0. Another way is by imposing the constraint u ≤ M onΩ for some constant M . In this case, the optimal solutions are still radially symmetric by Corollary 4, and the aforementioned numerical procedure can be applied, with minor modifications. Specifically, since 0 ≤ũ = u ≤ M , when invoking the Maximum Principle, (9.4) should now read u = argminũ ∈[0,M] H = max min − λ 2 z 2 r n−1 , M , 0 .
Using this new expression ofũ, a differential system similar to (9.5) can be obtained and solved numerically. As examples, Fig. 9 .2 shows the solutionsũ andṼ to Problem 2 on the unit ball with W 0 = 2 in dimensions n = 2, 3, with various bounds on u . Note that the results for n = 3 are plotted in semi-log axes as most effort of the optimal control is on a ring-shaped domain whose inner radius is very small. In addition, comparing the solutions for n = 2 with those in Fig. 9 .1 when u is unbounded, we observe that, to achieve the same W 0 , the optimal controls are more aggressive for small r and for r close to 1.
10. Conclusions. In this paper, the method of symmetrization is applied to the study of the optimal sojourn time control problem and its dual problem. It is found that the optimal solutions to both problems are radially symmetric when the domain under consideration is a ball. Furthermore, among all domains with the same volume, balls are the best in generating the most efficient control for sojourn time maximization. Several extensions of the results are given and numerical simulations are presented for some examples. By the continuity of both sides with respect to ρ ∈ [0, ρ m ], the above inequality is valid for all ρ ∈ [0, ρ m ]. This completes the proof.
