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Corrigendum 
Volume 66 (1985), for the article “The Complexity of Cubical Graphs” 
by Foto Afrati, Christos H. Papadimitriou, and George Papageorgiou, 
pp, 53-60: 
A graph is cubical if it is the subgraph of some hypercube. In (Afrati, 
Papadimitriou, and Papageorgiou, 1985) sevaral results concerning cubical 
graphs were shown. It was shown that a graph is cubical if and only if its 
edges can be properly colored; a coloring is proper if the following is true: 
a path (whereby it is understood a connected subgraph of degree at most 
two) has an even number of occurrences of each color (such paths are 
called even paths) if and only if it is a cycle. It was also shown that telling 
whether a graph is cubical is NP-complete by reducing the problem exact 
cover (Garey and Johnson, 1979) to it. The reduction, as given in (Afrati 
et al., 1985), contains a subtle error (many thanks are due to D. Krumme, 
K. N. Venkataraman, and G. Cybenko for pointing this out to us). The 
error can be easily corrected by a slight modification of the construction. 
We explain below both the problem and the cure. Familiarity with (Afrati 
et al., 1985), especially the proof of Theorem 3 in pages 57-58, is assumed 
below, although the basic definitions, the construction, and the argument 
are repeated briefly. 
We start from an instance of the exact cover problem, in which all sets 
have three elements, and each element appears in three sets (this special 
case of the problem is indeed NP-complete; see Lemma 2 of Papadimitriou 
and Yannakakis, 1982). Our reduction uses a device called a hexagon to 
simulate the three-way choice each element has among the three sets to 
which it belongs, and another device called a ladder to ensure mutually 
consistent choices by propagating colors (see Fig. 3, Afrati et al., 1985). We 
have a hexagon for each element. We connect all top sides of the hexagons 
(called top edges) in series via ladders of length one (called the short 
ladders in the sequel; ladders of length one were called rectangles in Afrati 
et al., 1985), so that all top edges are forced to have the same color in any 
proper coloring (see Fig. 4; the number 7 in the middle should have been 
an 8). The three bottom edges of the hexagons correspond to the three sets 
to which the element belongs. We connect the bottom sides of hexagons 
corresponding to the same set in series via ladders (the long ladders). 
Notice that, with the length of the ladder determined, there are two ways 
to attach its ends (the “flat” way and the “twisted” way), but only one of 
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them preserves bipartiteness. Consider any two such bottom edges, and one 
point from each, and consider a path between these two points that passes 
through hexagons and short ladders, but not through the bases of the 
ladder in question, or any top edges. We shall call this path the determining 
path of the ladder. There are several choices for the determining path, but 
any one would do. The length of the long ladder is defined to be two plus 
the length of the determining path. This completes the construction. 
It is rather easy to prove that if the resulting graph is cubical, then the 
instance of exact cover has a solution. The hard part is to argue that if a 
solution exists, then a proper coloring can be found (in fact, it was a little 
harder than we had thought). Our construction of a proper coloring starts 
by assigning a special color 0 to all top edges, and to all edges corre- 
sponding to sets in the cover; all edges corresponding to set Sj not in the 
cover take a color j. The remaining two sides of each the sides of the short 
ladders each take new colors. This completes the coloring of the hexagons 
and the short ladders. As for the sides of the long ladders, they take the 
colors of the determining path that helped define their length, except that 
the two outermost pairs of sides are colored by a new color, to help avoid 
even open paths (naturally, the steps of the ladders take the color of the 
two edges the ladder connects). The attempted proof in (Afrati et al., 1985) 
that this is a proper coloring proceeds by induction on the number of long 
ladders; the induction step would show that the addition of one long ladder 
to the graph and the coloring does not create even open paths or uneven 
cycles. 
Unfortunately, there was a subtle error in the construction: It is possible 
that the determining path of a ladder contains color j, where Sj is the set 
that corresponds to the ladder. If this is the case, the proposed coloring of 
the ladder itself is not proper, as it assigns the same color, j, to all the steps 
and one pair of sides of the ladder. 
There is a very simple fix for this: Take the short ladders to be not of 
length one, but of length four (and increase the lengths of the long ladders 
by the amount their determining path was increased). The rest of the con- 
struction is exactly the same. The proposed coloring is the following: The 
hexagons and steps of the ladders are colored as before. That is, a side of 
the hexagon opposite the top one is colored 0 if the set is in the cover, and 
j otherwise, and the steps of each ladder propagate the color of its basis, 
The first and last pairs of the sides of all short ladders take two colors 
particular to that ladder. In order to determine the colors of the remaining 
sides, we determine for each long ladder, say corresponding to set Sj not 
in the cover, whether its determining path already contains an odd number 
of edges colored j. If so, we color by j one of the two remaining pairs of 
sides of the short ladder that is traversed first (from left to right) in the 
determining path. (Notice that the two middle sides on each short ladder 
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suffice for this, since each short ladder is traversed first in the determining 
paths of at most three long ladders emanating from the hexagon to its left, 
and one of these must take the color 0.) Once this is done, the remaining 
(middle) sides of the short ladders are colored by new colors. The colors 
of the sides of the long ladders (other than the first and the last, which take 
as before a color particular to this ladder) are determined, as before, by the 
colors on the determining path, except that we replace color j with a new 
color j’ (as we are allowed to do, since it already appears an even number 
of times on the determining path). Otherwise, the sequence of colors of the 
sides of the ladder is identical to the sequence of colors in the determining 
path. As for the ladders with steps colored 0, it is easy to see that the deter- 
mining path does not contain this color. This completes the description of 
the coloring. 
The argument showing that the coloring is proper is identical to the one 
in Afrati et al. (1985) (only now the problem with adjacent edges of the 
ladder having the same color has gone away). In particular, we imagine 
that the long ladders are added to the graph one by one, and we show, by 
induction on the number of ladders already added, that no even open paths 
or uneven cycles are created. For the basis (no long ladders), any cycle 
must use the same sides of all short ladders, plus certain hexagons, and is 
therefore even. Any open path either is confined in a hexagon, and there- 
fore is not even, or uses a short ladder once, and so it has one occurrence 
of one or both special colors of that ladder, or finally it uses certain short 
ladders twice, and thus is uneven for the same reason that paths that do 
not use short ladders twice are uneven. 
For the induction step, suppose that an offending path P (an even open 
path or an uneven cycle) is indeed created when long ladder L is added. 
Obviously, P passes through parts of the ladder. There are three cases: 
Either P enters L at one end and exits at the other, or it enters and leaves 
from the same end, or finally it is an open path which starts and ends 
within the ladder (since the two outermost sides are given a new color, no 
even open path can start outside L and end inside). In the second case, 
path P’ which results from P by replacing the part in the ladder by the base 
of L is also offending (i.e., either an uneven cycle or an even open path) 
and lies totally in the graph before the addition of L. If, on the other hand, 
P enters L at one end and exits at the other (first case), we may assume 
that the part of P within the ladder never traverses a step (any occurrence 
of a step can be replaced by the basis of the ladder). Replace now the part 
of P within the ladder by the determining path. The resulting “path” may 
traverse the same edge twice, but assume that we omit such edges (this is 
tantamount to computing the exclusive or of the determining path and the 
part of P outside L). We now have a set of disjoint paths with at most one 
of them open, but, since the changes made did not affect the parity of 
CORRIGENDUM 353 
colors, it is clear that one of these paths is offending (an uneven cycle, or 
an even open path). 
Finally, suppose that P is a path that starts and ends within the ladder 
L, but also ventures outside it. Consider the cycle that results if we close 
this path. By the argument for the first case above, this cycle is even. This, 
however, means that the path which is the complement of P with respect 
to this cycle is also even. However, this path contains the same colors as 
a subpath of the determining path of L (except perhaps for certain 
occurrences of the color j of the steps of L which have been replaced by j’). 
It follows that the subpath of the determining path is also even, a 
contradiction. This completes one direction of the proof, namely that a 
legal coloring exists, given a solution to the covering problem. The other 
direction is easy: In any legal coloring, the sides of the hexagons colored 
0 spell an exact cover. 
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