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Main goal of our researchwas to document differences on the types
ofmodes linear algebra students displayed in their responses to the
questions of linear independence from two different assignments.
In this paper, modes from the second assignment are discussed in
detail. Second assignment was administered with the support of
graphical representations through an interactive web-module. Ad-
ditionally, for comparisonpurposes,webrieﬂy talk about themodes
from the ﬁrst assignment. First assignment was administered with
the support of computational devices such as calculators providing
the rowreducedechelon form(rref) ofmatrices. Sierpinska’s frame-
work on thinkingmodes (2000) was consideredwhile qualitatively
documenting the aspects of 45 matrix algebra students’ modes
of reasoning. Our analysis revealed 17 categories of the modes of
reasoning for the second assignment, and 15 categories for the
ﬁrst assignment. In conclusion, the ﬁndings of our analysis sup-
port the view of the geometric representations not replacing one’s
arithmetic or algebraic modes but encouraging students to utilize
multiplemodes in their reasoning. Speciﬁcally, geometric represen-
tations in the presence of algebraic and arithmeticmodes appear to
help learners begin to consider the diverse representational aspects
of a concept ﬂexibly.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
This paper discusses the thinking modes displayed by a group of matrix algebra students on
their responses to two different assignments with similar questions about linear independence. In
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one assignment, students responded to the questions with the support of graphical representations
provided by an interactive web-based module, and in another assignment, students used numerical
means provided by computational devices such as calculators and computer programs.
Student responses from the two assignments were qualitatively analyzed using the framework of
Sierpinska [1] on thinking modes. Before discussing Sierpinska’s work further, let us ﬁrst talk brieﬂy
about the research reported in the literature on the issues of teaching and learning linear algebra.Many
of thestudies found in the literature report learningdifﬁcultieswithbasic linearalgebraconcepts.Many
argue about students experiencing problemswith the abstraction level of linear algebramaterials. The
high level of formalism in linear algebra seems tomake students have the feeling of lack of connection
to what they already know in mathematics. Furthermore, the axiomatic approach to linear algebra
appears to give students the feeling of learning a topic that does not seem necessary for their majors.
Harel [2] reinforces these assertions, in his statement, arguing that “understanding an algebraic
systemwhich does not have an easily accessible concrete or visual representationmay result in cognitive
obstacles for students.” Dorier and Sierpinska [3] furthermore make a case about the necessity of
cognitive ﬂexibility for a deeper understanding of linear algebra concepts. Another area of difﬁculty is
with themultiple representational approaches used to present linear algebra concepts. Many students
have difﬁculty in recognizing the different representations of the same concepts. Many also lack logic
and set theory knowledge [3–10]. Speciﬁcally, students’ lack of skills in elementaryCartesianGeometry
[3], and their inadequate set theory knowledge [6] seem to lead to some of the learning difﬁculties in
linear algebra courses.
Due to advances in technologies, such as digital computers used widely in engineering schools
[11,12], and to the use of linear algebra concepts in these technologies, linear algebra is among the
advanced mathematics courses attracting more and more students from other disciplines [13]. These
students are usually not prepared or at best ill-prepared for the high abstraction level of linear algebra
courses. They are so lost in much of the abstraction that even the simplest ideas become difﬁcult to
comprehend, creating discouragement, high stress, “burn out,” and, as a result, high failure rates [6,14].
According to Dubinsky [15] and Harel [2,16,17], students can achieve abstraction if the ﬂexibility
between the representations of the same concept is established. Abstraction might be established if
concept images (deﬁned as all mental pictures, properties and processes associated with the concept)
and concept deﬁnitions (deﬁned as a form of symbols used to specify the concept [18]) are not contra-
dicting one another. Additionally, others argue that multiple representations without inquiry may not
provide thecognitive support studentsneed incopingwith theabstraction [14,19–22]. Technologywith
inquiry is suggested to be one of themeans thatmayprovide theﬁrst-hand knowledge learners need to
make a better sense of the second-hand knowledge. First-hand knowledge is deﬁned as the knowledge
obtained through direct experiences, while the second-hand knowledge is deﬁned as the knowledge
obtained from thedescriptions such as formal deﬁnitions and theorems [23]. For example, as a result of
writing programs in ISETL (a programming language [24]) providing the ﬁrst hand knowledge, Leron
and Dubinsky [21] reported a substantial increase in their participants’ understanding of abstract
algebra concepts. Harel’s program is another example of an approach that facilitated the achievement
of an abstraction level for vector space concepts [25]. Particularly, his program provided examples in
R2 and R3 following a process of generic abstraction [25].
Studies reported above focused mainly on the learning difﬁculties, and discussed the potential
reasons for these difﬁculties. One area that has not been extensively studied yet is the connection
between the student learning and the experiences with multiple representations. Our project is one
of the few to investigate the probable associations between the student learning and the graphical
representations. We attempted to achieve our goal by documenting the modes of reasoning displayed
on student responses fromcarefully designed assignmentswith onehaving an interactiveweb-module
component providing the geometric representations of objects relevant to linear independence.
1.1. Modes of reasoning
Sierpinska’s [1] framework on student thinkingmodeswas the starting point for our study. Sierpin-
ska [1] reports threekindsof thinkingmodesderived fromher linearalgebra students’ responses,which
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Table 1
Thinking modes modiﬁed from Sierpinska [1].
Mode of thinking Representations/deﬁnition Student competency
Synthetic–Geometric Graphical representations Provide Student is be able determine whether
properties of objects readily vectors whose graphs are provided in R2 or
It describes an object but not deﬁne it R3 are linearly independent or dependent
Analytic–Arithmetic Numerical Representations Student is able to construct matrix from
Deﬁnes objects vectors, compute its row-reduced echelon
form and relate the reduced matrix to linear
dependence and independence
Linear Combination Student is able to provide/refer to linear
combination of vectors and determine linear
independence
Analytic–Structural Objects are considered Use of the dimension of vector spaces
in a system in determining the linear independence of vectors
Deﬁnes objects
are Synthetic–Geometric, Analytic–Arithmetic and Analytic–Structural. See Table 1 for an outline of
the modes. According to Sierpinska [1], the three thinking modes differ mainly in the representations
they use. Synthetic–Geometric mode uses geometric representations, and in this mode objects are
given readily (described through representations), but not deﬁned [1]. For instance, a line or a plane
can be considered as “…pre-given object of a certain shape lying somewhere in space” [1]. And, given
the geometric representations of a set of vectors, students can determine the linear independence
of vectors using their relative positions with respect to other geometric objects situated within the
same geometric environment. These properties describe vectors and their linear independence but
cannot deﬁne them. Analytic modes on the other hand use numerical and algebraic representations.
In these modes objects are deﬁned. For instance, the formal deﬁnition of linear independence uses
analyticmodes.Within the analyticmodes Sierpinska [1] further identiﬁes two additionalmodes. One
is Analytic–Arithmetic and the other is Analytic–Structural. In this paper, we use the term “algebraic”
interchangeably with the term “structural” as in the case of Analytic–Structural mode.
Analytic–Arithmeticmodeconsidersobjectswith respect to theirprocessesandprocedures.Analytic–
Structuralmode on the other hand considers objects in systems, and ignores processes and procedures
[1]. Inotherwords, it considersobjects inconnectionwithotherconceptsandobjects. For instance,with
thismode studentsmay consider a set of vectors in connectionwith vector spaces, and determine their
linear independence using dimension arguments. Students reasoning with the Analytic–Structural
modes may also apply a theorem or a deﬁnition to argue that a matrix is the multiplicative inverse of
another without applying a row reduction process. Additionally, we believe the structural modes may
entail geometricmeans. If a student considers the characteristics of an object in the context of a system
with geometric features then students may be applying both the structural and geometric modes. For
instance, using a dimension argument in determining linear independence may either be considered
having geometric or/and algebraic underpinning depending on the context in which the argument is
made. Sierpinska [1] seems to consider the structural modes having strictly algebraic associations.
2. Methodology
2.1. Purpose
Our work documented the modes of reasoning students displayed in their responses for a set
of questions about linear independence from two separate assignments. Students responded to the
questions in one assignment (namely the second assignment) with the support of the graphical
representations of vectors and vector spaces provided through an interactive online module, and in
another assignment (namely the ﬁrst assignment) with the support of numerical means. In this paper
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we discuss mainly the modes from the second assignment, and for comparison purposes, we brieﬂy
present the modes from the ﬁrst assignment.
2.2. Participants and data
Data was gathered from 45 students, referred to as participants 1–45, majority Hispanic, enrolled
in a ﬁrst year linear algebra course from fall 2003.Through out the fall 2003 semester, we administered
seven take-home assignments using various representations. In this paper, we focus on the student
responses given to ﬁve questions from the 5th assignment (referred to as the second assignment)
and the 4th assignment (referred to as the ﬁrst assignment). Both assignments had similar/same ﬁve
questions (see Figs. 1 and 2).
Questions in the second assignment were addressed using an interactive web-module delivering
the geometric representations of vectors and vector spaces in R3. Questions in the ﬁrst assignment on
the other hand were answered with a minimum representational support. The only means students
coulduse for thisassignmentwerecomputational toolsapplying theGauss–Jordaneliminationprocess.
Students had one full day to work on each assignment.
Now, let us discuss the statements of some of the questions included in the second assignment. Fig.
1 provides the statements of the questions 1a–g. Question 1a gave two vectors with their numerical
components and asked for students to determine the linear independence of the vectors. Similarly,
question 1b asked for the linear independence of a set but this time vectors’ numerical entries were
not accessible by students. In other words, question 1a provided both the geometric and numerical
representations, and question 1b provided only the geometric representations of the vectors. In sum-
mary, questions 1a–ghad tasks similar to the questions 1a andbdiffering only in their representational
forms. We consider these questions (1a–g) as concrete computational (traditional) questions due to
the concrete nature of the vectors and their focus on the computational processes. Questions 1a and b
of the ﬁrst assignment were also very similar to the question 1a of the second assignment (see Fig. 1).
Question 4 (included in both theﬁrst and the second assignments) on the other hand is not regarded
as computational but abstract requiring conjecture and generalization. With this question, students
were asked to determine the necessary and sufﬁcient conditions for any three vectors in R3 to be
linearly independent. Questions 3 and 5 (also included in both assignments) were similar in their
content focus to question 4 with the number of vectors differing from 2 to any number of vectors
respectively. See Fig. 2 for the statements of the questions 3–5.
As we mentioned earlier, in the second assignment questions were answered with the support
of a dynamic interactive web-module. Module displayed the geometric representations of vectors
allowing one to study the graphical objects frommultiple angles. For instance, using the module, one
can consider a plane in connection with 3 dimensional spaces, and study vectors with respect to their
relative positions in the 1–3 dimensional spaces.
This module can be found at http://www.math.utep.edu/Faculty/hdogan/home.htm. A view of the
module is also seen in Fig. 3.We should note that students were familiarizedwith themodule through
an in-class activity before an assignment was administered.
2.3. Analysis
Qualitativeanalysis techniques, speciﬁcally theconstant comparisonmethods [26],wereperformed
on the student responses. Responseswith similar representations formeda category, and the responses
with multiple modes belonged to multiple categories. Category development was performed initially
by a mathematics graduate student, and later studied, revised and validated by a researcher. After-
ward, the description of each category was given to two additional researchers with a background in
mathematics, and these researchers studied the raw data independently with no access to the initial
category assignments of the responses performed by the same graduate student. Once the category
assignments were completed by the two researchers, all parties involved went over, one last time, the
responses in each category discussing the inconsistencies between the work of each researcher and
the graduate student. These discussions resulted in a few revisions.
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Fig. 1. Statement of question 1 from the ﬁrst and the second assignments.
The categorieswith thedescriptions from the second assignment canbe found in Table 2.We should
also note that before the revisions were made, the inter-reliability measure of agreement among the
two researchers and the graduate student was computed (using the number of matching responses
for each category), and found to be 90% in average.
The category “One vector comes out of plane” labeled with the letter “O” is an example of the
categories formed by the responses given in the second assignment. This category includes responses
containing the geometric features of planes and the positions of vectors in planes. Speciﬁcally, the
category includes the responses that make references to vectors whose geometric representations
appear to go out of a plane.
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Fig. 2. Statements of the questions 3–5 from the ﬁrst and the second assignments.
Fig. 3. View from the interactive, dynamic web-module used in the second assignment.
In order to give readers a further viewpoint of the criteria used in the assignment of student
responses to the categories, let us now share a few samples of student responses from the categories
of the second assignment. The following response for instance was considered for the “Relation be-
tween vectors” category, abbreviated as the R category. R category considered responses that included
terms/phrases similar to the term “relation.”
As the graph appears, I see that this set is linearly dependent. Mainly because the light and dark blue
vectors relate to each other. But, I don’t see the red vector.
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Table 2
Categories of student thinking modes from the second assignment.
# Label Title Description of student responses
1 O One vector comes out of plane If one of the vectors in the set comes out of the plane
this represents a linearly independent set of vectors
2 LC Linear combination Students verbally state the informal deﬁnition of linear
independence to provide justiﬁcation for their answer
3 LCS A linear combination is stated Students computationally apply the deﬁnition of linear independence
Computationally applied the to determine whether a set of vectors is linearly independent. They
deﬁnition of linear independence either provide work to ﬁnd a solution set or provide a linear
combination of linearly dependent sets; One is a scalar multiple of the
other vector
4 D Vectors go in the same or Students examine the graphical representation of vectors. If the
different direction vectors point in different direction then the set is linearly independent
5 S Vectors lie on same plane Students determine vectors as linearly dependent vectors if they are all
on the same plane
6 I Same initial point of vector If vectors have same initial point then they are linearly dependent
7 T Same terminal point of vector If vectors have same terminal point then they are linearly dependent
8 C Connected vectors If vectors are connected through initial and ending points then
they are linearly dependent. Students examine graphical
representations to determine this
9 G Parallelogram rule Graphical representations of vectors display one vector as a result of
adding two other vectors
10 R Relation between vectors Students use verbally the term “relation” in reference to vectors
11 Z Zero vector Sets of vectors are linearly independent if the [nonzero] scalar multiple
and/or addition of them do not result in the zero vector
12 (ZS) Trivial solution Students argue that vectors are linearly independent if the
only solution to a linear combination [referring to a vector equation] is
the trivial solution. They either verbally state or provide the rref of
matrices to make “trivial solution” arguments
13 PO Origin point Graphical representations of vectors return connected vectors to the
point of origin. Here, the act of the tracing of the graphical
representation of vectors is implied
14 M Magnitude of vectors Magnitudes of vectors are compared through their graphical
representations. Geometrically, if vectors are the scalar multiple of one
other then they are dependent (for example, twice as long…)
15 V Vector space dimension Students count vectors and if there are more vectors than vector space
dimension then they argue that the set is linearly dependent. If the
number of vectors is less than the vector space dimension then some
students indicate that the set may be linearly independent
16 E Row reduced echelon form Students obtain the row reduced echelon form of matrices to
determine linear independence. Identity matrix represents linearly
independent vectors
17 L Overlapping Students examine graphical representations, and if the vectors overlap
then they are linearly dependent
18 J Answer, no justiﬁcation No justiﬁcation is provided for answer
19 N No response provided
20 U Un-categorized Unable to categorize response
The excerpt below is another example of a student work that was considered for the categories LC
andO. Category LC included responseswhere students referred to the linear combination ideas but did
not provide any work or a speciﬁc linear combination in their arguments. In other words, responses
in LC category included verbal statements similar to the phrase “a vector can be written as a linear
combination of other vectors.” Category O on the other hand considered responses where students
focused on planes, and vectors coming out of the planes.
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Table 3
Number of responses for each category and the questions 1–5 from the second assignment.
Label Category 1a 1b 1c 1d 1e 1f 1g 2 3 4 5 Total
Questions
O∗ One vector comes out 0 7 0 5 3 2 0 0 0 3 1 21
of plane
LC∗∗ Linear combination 7 5 4 1 3 3 1 10 6 12 12 64
just stated, no work
LCS Linear combination of 1 3 14 14 6 4 12 0 8 3 2 67
vectors; work provided
D Vectors go in the same or 2 0 1 0 0 1 1 0 0 2 0 7
different direction
S Vectors lie on same plane 2 4 1 1 5 3 2 4 4 5 5 36
I Same initial point of vector 2 1 0 0 2 0 1 0 0 0 0 6
T Same terminal point of vector 1 0 0 0 2 0 1 0 0 0 0 4
C Connected vectors 0 0 1 1 0 1 1 0 0 0 0 4
G Parallelogram Rule 1 0 0 0 1 0 1 0 0 0 0 3
R Relation between vectors 5 1 1 0 0 2 2 3 2 1 1 18
Z Zero vector (adding gives 2 0 1 0 0 0 1 0 5 7 2 18
zero vector)
(ZS) Trivial solution 3 1 2 1 1 0 1 0 4 3 4 20
PO Origin Point(zero vector 1 2 1 0 3 5 0 1 1 3 0 17
in the set)
M Magnitude of vectors 0 1 4 2 2 0 6 1 0 1 0 17
V Vector space dimension 0 0 0 0 0 0 0 2 0 0 3 5
E Row reduced echelon 1 0 0 0 0 0 0 1 3 2 4 11
form
L Overlapping 1 0 2 0 1 0 1 0 0 0 0 5
J Answer, No Justiﬁcation 10 5 1 2 7 13 9 11 1 2 0 61
N No response provided 0 0 0 0 1 0 1 6 4 2 3 17
U Un-categorized 0 5 2 6 3 0 0 0 2 2 1 21
∗Italic: Geometric categories, ∗∗bold: algebraic/arithmetic categories.
The vectors are linearly independent, since there are two vectors in a plane and the other vector is starting
at that plane, but getting out of it. There is no way to express this vector as a linear combination of the
other two.
3. Results
Table 3 reports the number of responses included in each category of the second assignment.
Considering the framework of Sierpinska [1], we argue that the responses in the categories O, D, S, I, T,
C,G, PO,M,VandL (shown in italic) canbe regardedas the responsesusingSynthetic–Geometricmodes.
Responses in the categories LC, LCS, R, Z, ZS and E (shown in bold) on the other hand can be regarded
as the responses displaying either arithmetic or algebraic modes. Looking at the table, the category
with themost responses is the LCS category followed by the category LC. One can furthermore observe
differences in the kinds of responses included in the two categories. The LCS category comprises 81%
of its responses for the computational questions as opposed to 19% of its responses provided for the
abstract questions. Category LC on the other hand includes a high 63% of its responses for the abstract
questions, and 37% for the computational questions.
Even though the categories with the highest number of responses are for the arithmetic/algebraic
modes, the number of categories with the geometric modes (11; 65%) signiﬁcantly outruns the num-
ber of categories with the arithmetic and algebraic modes (6; 35%). Among the categories with the
geometric modes, the category with the highest number of responses (36) is the S category, and, the
category with the second highest number of responses (21) is the O category. Further analysis of the
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Fig. 4. View from the module for question 1a. Vectors are displayed in color.
responses in category S shows that in fact the responses in this category are not coming from a speciﬁc
group of questions but rather from a range of questions. That is, students used the idea of vectors
being on the same plane in their responses for both the computational (18 responses; 50%) and the
abstract questions (18 responses; 50%). Over all, 125 responses (39%) displayed geometric modes, and
197 responses (61%) demonstrated algebraic and arithmetic means.
Now, we turn our attention to the nature of the student responses. We cover this under three
headings; Geometric, Algebraic/Arithmetic and Multiple Modes, by means of the examples of student
work mainly from the second assignment. For comparison purposes, we also brieﬂy visit the student
responses fromtheﬁrst assignment.At thispoint,we shouldnote that the terms “Linear Independence”
and “LinearDependence”were abbreviated as “LI” and “LD” respectively ” in the excerpts of the student
responses either by the author or by the students themselves.
3.1. Geometric modes
The second assignment produced a signiﬁcant number of responses (125; 39%) with geometric
representations compared to the number of responses (18 out of 185; 9%) with geometric modes in
the ﬁrst assignment. Participant 2’s response for question 1a is one of many responses with geometric
modes provided in the second assignment. This response was included in the geometric categories I, T
and S. Recall from Fig. 1 that question 1a gives two vectors, in R3, with numerical entries. Looking
at Table 3, one may further notice that almost all categories contain at least one response from
question 1a, with the categories of the arithmetic and algebraic modes having the higher number
of responses.
Participant 2’s response for question 1a:
Appear to be on the same plane and share the same initial point and have different terminal points, and
a scalar multiple of one vector cannot be used to represent the other vector, thus, indicating the vectors
in this system to be LI of one another.
It is apparent in participant 2’s response that he is looking at a view of themodule similar to the one
in Fig. 4, and focusing on the geometric attributes of the objects visible on a computer screen. He checks
whether the vectors lie on the same plane, and also checks the vectors for their initial and terminal
points, and argue that “a scalar multiple of one vector cannot be used to represent the other vector.” It is
evident that this student functions mainly with geometric means. His argument with “scalar multiple”
on the other hand indicates that the participant may have an inclination to connect his geometric
modes with algebraic forms.
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Fig. 5. View from the module for question 1b. Vectors are displayed in color.
Even though participant 2’s geometric modes “the same plane” and “initial and terminal points”
allow him to be able to provide an accurate response for question 1a, considering the existence of the
linearly dependent sets of vectors where vectors may not overlap yet be on the same plane, his modes
of reasoning may become problematic later especially, if he fails to accurately modify his geometric
notion of linear independence for sets with more than two vectors.
Another response with similar geometric modes is presented by participant 8 for question 1b. See
Fig. 5 for the geometric representations of the three vectors given in the question. In her response,
participant 8 seems to focus on a plane spanned by the vectors a1 and a2 (whose numerical entries
were not accessible to students), and the relative positions of the three vectors within the same plane.
This student uses her geometric mode of “a vector coming out of a plane,” to determine the linear
independence of the three vectors.
Participant 8’s response for question 1b:
The vectors are linearly independent since there are two vectors in a plane and the other vector is starting
at that plane but it is getting out of it. There is no way to express this vector as a linear combination of
the other two.
As it has been the case for participant 2, participant 8 also appears to attempt to link her geometric
representations to an algebraic form. In her response, she states that the vector coming out of the
plane can not be written as a linear combination of the other two. Even though it is not clear from
her response, this student’s knowledge may differ from the type of knowledge participant 2 holds.
Participant 8 might be aware of the fact that the plane seen in Fig. 5 is the span of the ﬁrst two
vectors of the set, and furthermore she may hold an understanding that any linear combination of the
two vectors stays within the same plane. She may in fact be using this line of reasoning to infer that
the third vector (coming out of the plane) cannot be one of the linear combinations of the ﬁrst two.
This observation however needs further evidence for one to be certain about the particular student’s
understanding.
Participant 32’s response for question 4 indicates that this person may also be aware of the pos-
sibility of forming a plane as a result of considering the collection of the linear combinations of two
vectors. This student nonetheless may have an incomplete understanding of linear independence. He
seems to think that if one vector of a set of vectors is not on a plane then the set is linearly independent.
He supports this by saying “making sure that no LC will lead to that vector as a result.” In his response,
participant 32 appears to apply his notion of linear independence to any three vectors of R3. After
studying his response for question 3, we can further infer that participant 32 uses algebraic modes to
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Fig. 6. View from the module for question 1c. Vectors are displayed in color.
accurately address the linear independence of any two vectors in R3. In his response for question 5
on the other hand, he presents an over-generalized notion of linear independence. He uses the phrase
“…all exist in different planes,” as the only criterion for the linear independence of any number of
vectors.
Participant 32’s response for question 4:
The only way that a vector could be LI is that no vector or at least 1 of them lies on a diff. plane, therefore
making sure that no LC will lead to that vector as a result.
Here is another response with the use of the geometric representations of vectors and planes.
When answering question 1c, participant 18 focuses mainly on the visual attributes of the vectors.
Question 1c gives a set of three vectorswithout the numerical entries, and asks to determine the linear
independence of the set. A view from the module for the three vectors can be seen in Fig. 6.
Participant 18’s response for question 1c:
On this example and thanks with the help of visualization we can see that they are in fact LD. The red
line a4 is overlapping the dark blue line a1; therefore it assumes that they depend on each other….
One can observe that participant 18 reasons with a geometric mode of “overlapping” in order to
determine the linear independence of the three vectors given in question 1c. Speciﬁcally, she incorpo-
rates, in her explanation, the geometric attributes (overlapping aspect) of the two vectors a4 and a1,
and attempts to relate this to an algebraic mode of “…they depend on each other.” It is however unclear
fromher responsewhether she holds an understanding of the formal deﬁnition of linear independence
in connection with her geometric mode of “overlapping of vectors.”
3.2. Algebraic and arithmetic modes
Among the responses with the algebraic and/or arithmetic modes in the second assignment, we
observed two groups; one with references to (or use of) the linear combination ideas, and the other
with the use of the Gauss–Jordan elimination process.
3.2.1. Referring to linear combination
Responses referring to the linear combination ideas are the ones that included statements similar
to the phrase, “one can be written as a linear combination of others.” Many of these responses fell
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short in providing any speciﬁc linear combination to support their arguments. That is, they made only
verbal statements with no explanations. Participant 40’s response for question 4 is an example of the
kind. This student appears to be considering the linear combination notion only in the context of the
direct sum of vectors. Similar phenomenon was also reported in Hillel and Sierpinska [10].
Participant 40’s response for question 4:
They can be LI as long as any vector does not equal the sum of the other two.
Participant 40’s response points to a reasoning with arithmetic modes. Due to the algebraic nature
of the argument, his response may also be considered as implying thinking processes using algebraic
modes. In other words, the particular student is not providing a computation for the response to be
strictly arithmetic. Given that participant 40 appears to center only on the direct sum of vectors, one
may nevertheless expect this participant to experience difﬁculties with the linearly dependent sets of
vectors where the dependency may not be due to the direct sums.
Participant 44’s response for question 4:
For three vectors to be LI in R3, they must not have a scalar multiple of one another or be multiplied by
a scalar, then added or subtracted to another vector to give you the origin.
Participant 44 on the other hand uses, in his response, a verbal description of the formal deﬁni-
tion of linear independence. This student furthermore appears to tie his algebraic understanding to
a geometric mode. He uses “origin” term in place of zero vector of the formal deﬁnition. One may
interpret this as the particular participant’s attempt to integrate his arithmetic/algebraic modes with
the geometric means.
Participant 34’s response for question 1c:
Here we see that a4 is actually a1 ∗ 2 or a1 + a1. So here a4 is LD on a1, but not a2. So this set is LD.
Participant 34’s response reveals the use of the linear combination ideas differently than the use
we noticed in the responses of the participants 40 and 44. Participant 34 speciﬁcally states a linear
combination that exists between the vectors a1 and a4. Since the numerical entries of the vectors given
in 1c were not accessible to students and only the geometric features of the vectors were provided
in the module, one may consider the modes displayed in this student’s response to be both algebraic
and geometric.Wemay furthermore infer that the particular student was able to translate a geometric
mode into an algebraic mode.
3.2.2. Referring to Gauss–Jordan elimination process
As we mentioned earlier, there were responses referring to or using some aspects of the Gauss–
Jordan elimination process. Participant 44 for instance uses matrices to make arguments about the
linear independence of any two vectors in R3. This student’s response is strictly based on an arithmetic
mode of analyzing the rows of matrices. Participant 44 nonetheless focuses on the irrelevant aspects













, for instance, this
participant’s mode of reasoning may lead to incorrect answers.
Participant 44’s response for question 3:
Based on my experiments for two vectors in R3to be LI vectors, you must have one row be all zeros. In
the case of {0, 2, 6} and {0, 4, 5} they were two vectors in R3that were linearly independent.
Participant 33’s response on the other hand uses strictly an arithmetic mode of solution types to
determine the linear dependence of the four vectors given in question 1f (Vectors’ numerical entries
were provided). Speciﬁcally, this participant uses the row reduced echelon form (rref) of the coefﬁ-
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Table 4
Number of participants with multiple modes from the ﬁrst and the second assignments for the abstract questions, and the
types of modes included in these participants’ responses.
Visual tool (geometric
Computational tool representation)
(ﬁrst assignment) (second assignment)
Total number of
participants with
multiple modes 6 13
Types of modes that
the participants with
multiple modes
used in their responses
(# of the participants
with multiple modes
using the particular
mode) Number of vectors and dimension (2) Verbal statement of a vector equation (1)
Trivial solution (6)
Trivial solution (2 resp.)
Zero vector (2) Focus on Planes (8)
Linear combination (4)
Scalar multiple and vectors repeating (3) Scalar multiple and repeated vectors (4)
Number of equations and unknowns (3) Sum of vectors (1)
Linear combination (4) Number of vectors and the dimension (4)
Identity matrix (1) Tracing back to the origin using the verbal
statement of a vector equation (3)
Matrices with the number columns, n > 3 or
referring to a theorem from the textbook (4)
Tracing back to a vector using the linear
combination ideas (3)
Zero row of a matrix (1)
Number of rows and the number of vectors (1)
Direction and the magnitude of vectors (3)
Number of equations and the unknowns (1)
Perpendicularity of vectors (1)
cient matrix of a vector equation, and the parametric representation of the solutions to arrive at the
conclusion of the vectors’ dependence.
Participant 33’s response for question 1f:
For the system V, I reduced it[referring to a coefﬁcient matrix]and found out that it is LD since x1 =
−2x3, x2 = 2x3, x3 is free, and x4 = 0…
3.3. Multiple modes and the comparison of responses from the ﬁrst and the second assignments
Signiﬁcantly more students attempted to use multiple modes in their responses to the questions
in the second assignment than the number of students using multiple modes in the ﬁrst assignment.
Recall that the ﬁrst assignment had questions that were the same or similar to the questions given
in the second assignment (see Figs. 1 and 2).The only difference between the two assignments was
the geometric representational support provided in the second assignment. Since our students did
not have any speciﬁc representational means provided in the ﬁrst assignment apart from the use of
devices computing the rref of matrices, the student responses given in the ﬁrst assignment may be
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Table 5
Number of participants with multiple modes from the ﬁrst and the second assignments for computational questions, and
the types of modes included in these participants’ responses.
Visual tool (geometric
Computational tool representation)
(ﬁrst assignment) (second assignment)
Total number of
participants with
multiple modes 1 16
Types of modes that
the participants with
multiple modes
used in their responses
(# of the participants Provide solutions for vector
with multiple modes equations using the formal
using the particular deﬁnition of linear
mode) Zero row of a matrix (1) independence (2)
Trivial solution (1) Trivial solution (4)
Linear combination (1) Focus on planes (13)
Dimension of spaces (1) Scalar multiple of vectors (4)
Sum of vectors (1)
Connected/intersecting vectors (1)
Tracing back to origin using a verbal statement of the formal
deﬁnition of linear independence (8)
Dimension of spaces (2)
Tracing back to a vector using the linear combination ideas (1)
Zero row of a vector (1)
Zero vector in a set (1)
Direction, the orientation and the magnitude of vectors (6)
Different end points of vectors (1)
Provide speciﬁc linear combinations of vectors (6)
Verbal statement of linear combination ideas without any speciﬁc
linear combination provided (7)
Overlapping vectors (3)
Different angle between vectors (1)
Verbally stating that there is no commonality between vectors (1)
considered as representing the responses of many of the traditional linear algebra students. Tables 4
and 5 report the number of participants who used multiple modes in their responses both in the ﬁrst
and the second assignments, and the types ofmodes included in the particular participants’ responses.
3.3.1. Responses from the ﬁrst assignment
The ﬁrst assignment produced seven responses with multiple representations. Only one of the
seven responses was provided for the computational questions, and the other six were given for the
abstract questions (see Tables 4 and 5). Modes included in the seven responses consisted of mainly
algebraic and arithmetic means. Participant 11’s response for question 5 is one of the few responses
(total 3 responses) that included geometric modes. Note that question 5 in the ﬁrst assignment is the
same as the question 5 given in the second assignment.
Participant 11’s response for question 5:
There have to be less or equal vectors than dimension, none can be zero vector and variables must not
depend on one another.
Apparently, in his response for question 5, participant 11 is comparing the number of vectors with the
dimension of a space to determine the linear independence. His responses for other questions verify
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thatwith the term “dimension” participant 11 is in fact referring to the dimension ofR3. This participant
is also including an arithmetic/algebraic mode as signiﬁed by his phrase “variables must not depend
on one another.” With the term “variables”, he appears to refer to the unknowns of a system. This is
conﬁrmed by the following response he offered for another question:
[referring to a matrix]reduces to
⎡
⎣1 0 0 00 1 0 0
0 0 1 0
0 0 0 0
⎤
⎦. Since each variable [unknown] is alone in its row,
they do not depend on one another.
Another participant who provided responses displaying multiple modes in the ﬁrst assignment
is the participant, 16. In her response to question 3 (the same as question 3 given in the second
assignment), this participant focuses on the solution types of vector equations in connection with the
algebraic modes of linear combination ideas. Her focus on the number of unknowns versus equations
may however be an indication of the arithmetic/algebraicmodes dominating her reasoning at the time
of the assignment.
Participant 16’s response for question 3:
As long as the vectors are not multiples of each other we will have a trivial solution so the vectors will be
LI. We have more equations than unknowns.
The only responsewith themultiplemodes for the computational questions in the ﬁrst assignment
is coming from participant 23 for question 1a. Question 1a asked for the linear independence of a












. In his response, participant 23 uses three modes namely
arithmetic, algebraic and geometric. While focusing on the solution type, he is attempting to relate
this to the dimension of spaces and the number of vectors. His algebraic mode of linear combinations
resulting in other vectors however appears to be considered in isolation.
Participant 23’s response for question 1a:
For The Case A, the two vectors are LI, because you can not write one vector in terms of the other and I
got the following solution x1 = 0, x2 = 0 and for the last row is 0’s row and, why is that because there
are only two vectors in Rˆ3 so it does not affect the independent variable.
3.3.2. Responses from the second assignment
In the second assignment, therewas a signiﬁcant number of participants displayingmultiplemodes
for both the computational (94% of 17 participants using multiple modes in the ﬁrst and the second
assignments combined), and the abstract questions (68% of 19 participants using multiple modes in
the ﬁrst and the second assignments combined). In summary, of the 36 participants with multiple
modes in the ﬁrst and the second assignments, 81% came from the second assignment. See Tables 4
and 5 for the types of modes displayed in the responses of these 36 participants.
Participant 7’s response below is one of the responses of the second assignment providing multi-
ple modes. This participant reasons with three different modes in support of his answer for ques-
tion 4. He ﬁrst uses linear combination ideas (algebraic modes) in connection with the solution
types of vector equations (arithmetic modes), and next makes arguments integrating a geometric
mode. In his geometric mode, he appears to consider the graphical aspects of the vectors and their
relative positions located within a plane. Using this mode, he argues that a linearly independent
set of any three vectors would not all be on the same plane. Even his linear combination state-
ment has a geometric touch to it. The following phrases from his response, “…will lead the equation
back to…” and “depend on each other to reach the origin,” indicate that he may have been men-
tally tracing the geometric representations of the vectors, and attempting to connect his geomet-
ric modes to the formal deﬁnition of linear independence. Participant 7’s geometric modes seem
nonetheless an overgeneralization. He appears to think linear independence only in the context of
vectors that are located on different planes. Then, one may anticipate this student to consider a
set of any three vectors, where two are on a plane and the third is not, a linearly dependent set.
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Fig. 7. View from the module for question 1f. Vectors are displayed in color.
Even though the particular response does not provide enough information about the participant’s
knowledge of the sets with collinear vectors, his responses addressing other questions in fact point to
the lack of knowledge of the colinearity as a condition for the linear dependence of the vectors of the
kind.
Participant 7’ s response for question 4:
…one of the vectors is either the zero vector or a combination of the other two. Since the equation [here,
the student appears to be referring to the vectors of a vector equation] is in R3,it has a nontrivial
solution so we have a dependent equation. And most of the time, three vectors depend on each other to
reach the origin. In order for it to be linearly independent, the three vectors must not relate to each other
and also we must have no combination that will lead the equation back to any other vector. Finally the
vectors must not be on the same plane in order for it to be linearly independent.
Unlike participant 7, at the time of the second assignment, participant 30 seemed to have been
aware of the linear dependence of the collinear vectors. She uses three modes in her response to
address question 5. One of which is an algebraic mode of the scalar multiple of vectors. She reasons
with this mode to support her argument about the conditions for the linear independence of any
two vectors in R3. She furthermore functions with an arithmetic mode of the addition/subtraction of
vectors (leading to the origin) to argue for the linear independence of any three vectors in R3. And, for
any number of vectors greater than 3 in R3, she uses an algebraic mode, speciﬁcally, recalls a theorem
introduced in class. Participant 30’s tendency to use multiple modes is also evident in her response to
question 1f (see Fig. 7). She however seems to be using, in the particular response, thesemodesmainly
in isolationwith one exceptionwhere she combines her arithmeticmode of “addition or subtraction…”
with the geometric mode of “origin.” With this line of reasoning, she appears to be attempting to
consider the term “origin” (a geometric form) in place of the zero vector of a vector equation.
Participant 30’s response for question 5:
I believe that all sets of two vectors in R3are LI UNLESS they are the same vector or a multiple of each
other. I believe that three vectors in R3 can either be LI or dependent. If addition/or subtraction of the
vectors lead to the origin then they are LD. If not then they are LI. I also believe that any 3 × n matrix,
where n > 3 will lead to linear dependence because of Theorem 11 learned earlier.
Participant 30’s response for question 1f:
I think this set is linearly dependent because when these vectors were plotted not all of them were on
the same plane. Also it didn’t look as though addition or subtraction of any vectors would result in the
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origin. Another way I checked was via calculator…As you can see [referring to the rref of a matrix] x is
dependent [on] z and y is dependent on z. Also by Theorem 11, the # of columns is greater than the # of
rows, therefore making it linearly dependent.
Readers may also notice that the particular student displays a contradiction in her response for
question 1f. First, she reasons with her geometric and arithmetic modes to inaccurately support her
argument of the vectors being linearly dependent. That is, she does not appear to notice that not
having all three vectors on the same plane or the lack of linear operations on vectors (leading to
the origin) do not support linear dependence, but provide the necessary conditions for the linear
independence of the vectors. Yet, in her next argument, she reasons accurately using another arith-
metic mode of solution types, and an algebraic mode that references a theorem. This behavior may be
the result of a compartmentalized understanding of linear independence. Considering the particular
participant’s response for question 5, one may however infer that during the second assignment, the
student may have begun a process of restructuring the initially isolated knowledge into a connected
one.
Participant 16 is another student with a response, for question 1c (see Fig. 6), consisting of multiple
modes. Participant 16 appears to be able to consider all three modes ﬂexibly making meaningful
connections between them. Thus, his understanding may already hold a connected knowledge of the
arithmetic, algebraic and the geometric representations of linear independence. Participant 16 starts
out with a geometric mode of the vectors being on the same line and he ties this to an algebraic mode
of one vector being a scalar multiple of the other, and ﬁnally he appears to connect the two ideas to
the solution types of vector equations (arithmetic mode).
Participant 16’s response for question 1c:
The set is dependent. We can observe by the graph that a4 and a1 lie on the same line. This means they
are scalar multiples of each other. There are more solutions than just the trivial solution.
3.3.3. Characteristics of the modes displayed in the responses with multiple modes
Tables 4 and5 outlines the characteristics of themodes included in the responses of the participants
with multiple representations both in the ﬁrst and the second assignments. Looking at the tables, one
may notice that there are signiﬁcantly more responses with multiple modes for both computational
and abstract questions in the second assignment than the number of responses with multiple modes
in the ﬁrst assignment. One can furthermore observe differences in the types of modes included
in these responses. That is, the responses from the second assignment display a notable number of
geometric and algebraic representations as opposed to a fewmainly arithmetic means included in the
ﬁrst assignment. In addition, a close inspection of the responses in the second assignment detects a
tendency among many of our students to associate their geometric modes to the formal deﬁnition of
linear independence. For instance, reasoning with the terms, “tracing back to the origin,” indicates that
the students functioning with similar modes may have begun to think the formal deﬁnition of linear
independence in the context of their geometric modes.
Additionally, we observed many responses, in the second assignment, where the students inter-
preted the arithmeticmode of solutions (using the rref ofmatrices) in connectionwith their geometric
and algebraic modes. Moreover, some of these participants linked the geometric mode of being able
to trace vectors back to another vector to the algebraic mode of having a linear combination resulting
in the vector. Some participants, furthermore, through tracing processes, provided speciﬁc solutions
for vector equations or verbally stated the solution types of the vector equations (both algebraic and
arithmetic modes). See participant 7’s response for question 4 in Section 3.3.2 as an example of our
students’ attempt to connect their geometric means to the algebraic and arithmetic modes. These be-
haviors however were not observed in the student responses from the ﬁrst assignment. In short, these
behaviors imply that our participants, at the time of the second assignment, may have already been
attempting to form connections between the different representations of linear independence, which,
in the long run,may lead to the cognitiveﬂexibility required in recognizing thediverse representational
forms [3].
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4. Conclusion
In this paper, we discussed the ﬁndings from a study on the responses of a group of matrix algebra
students. These responses were given for the questions about linear independence; ﬁrst using compu-
tational devices providing the rref of matrices, and next, using a dynamic onlinemodule providing the
geometric representations of vectors and vector spaces in R3. We considered Sierpinska’s framework
on thinking modes [1] during our analysis of the responses. As a result, we observed that the three
kinds of modes reported by Sierpinska [1] were also displayed by many of our participants. Seventeen
categories of thinking modes for the second assignment and 15 categories for the ﬁrst assignment
emerged from the qualitative analysis techniques, namely the constant comparison methods [26].
Speciﬁcally, the second assignment contained responses forming 11 categories with geometricmodes,
and the ﬁrst assignment consisted of three categories with geometric representations.
Even though the second assignment consisted of fewer categories (6) with arithmetic/algebraic
modes, the total number (197) of responses included in these categories was remarkably high. Consid-
ering the 125 responses included in the geometric categories along with the 197 responses included
in the arithmetic and algebraic categories of the second assignment, one may in fact infer that the
graphical tools provided in support of the second assignment may not have replaced our participants’
arithmetic/algebraic modes, but instead they may have added new modes to the students’ existing
repertoire of modes.
Further inspection of the categories of the ﬁrst and the second assignments shows that these cate-
gories consist of responses coming both from the computational and the abstract questions. In other
words, our studentswereproviding responseswith representationalmeans, not just for a speciﬁcgroup
of questions but for any and all questions of the type. Responses in the ﬁrst assignment nonetheless
providedmainly arithmetic andalgebraicmeanswitha fewresponses entailinggeometric forms. These
responses formed the only three categories of the geometric nature for the ﬁrst assignment. The three
categories were indeed shaped by the responses using merely one type of geometric means, namely
the “dimension” of vector spaces in connectionwith the number of vectors or the number of entries of
the vectors of a set. The responses of the second assignment on the other hand were rich in the types
of modes integrated. These responses formed the categories assimilating diverse types of arithmetic,
algebraic and geometric means. Furthermore, the geometric modes incorporated multiple aspects of
vectors such as vectors’ magnitude and direction, and the numerous features of vector spaces such
as dimension, and the vectors’ relative positions within the vector spaces. As for the arithmetic and
algebraic modes of the second assignment, they mainly included procedures and processes such as
the rref of matrices and the linear combination ideas as well as references to theorems.
Responses in the second assignmentmoreover differedmarkedly from theﬁrst assignment not only
on the use of diverse geometric means but also on the number of responses incorporating multiple
modes. We found 29 participants using multiple modes in their responses to the questions of the
second assignment than the seven participants incorporating multiple modes in their responses to
the questions of the ﬁrst assignment. This implies that signiﬁcantly more of our participants were
attempting to integrate multiple modes in their arguments for the second assignment than the ﬁrst
assignment. Speciﬁcally, the second assignment not only contained diverse geometric modes but also
numerous arithmetic/algebraic modes, with a signiﬁcant number of our students integratingmultiple
modes in their responses. The categories of the ﬁrst assignment on the other hand were limited solely
to a fewresponseswith geometricmodes, and limited to just a fewparticipantswithmultiplemodes. In
conclusion, theﬁndings of our analysis support the viewof the geometric representationsnot replacing
one’s arithmetic or algebraic modes but encouraging students to begin considering multiple modes
interchangeably. That is, the geometric representations in the presence of algebraic and arithmetic
modes appear to help learners begin to consider the different representational aspects of a concept
ﬂexibly connecting them eventually and forming a richly connected conceptual understanding. In
fact, our participants’ attempt to interpret each mode in the context of other representational means
was more visible in the second assignment than in the ﬁrst assignment. For instance, in the second
assignment, many of our students interpreted the arithmetic/algebraic modes of the formal deﬁnition
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of linear independence using their geometricmodes of “trace” and “origin.” This behavior howeverwas
absent in the ﬁrst assignment.
We documented the modes displayed in our students’ responses for a set of questions from two
different assignments. Based on the modes displayed, we made inferences about the nature of the
student learning in the context of geometric representations. We however by no means claim that
we now know the full effect of the geometric representations on the learning of abstract concepts.
We believe that there is still work to be done to investigate the full spectrum of their role. Since we
made our inferences strictly based on class assignments, this brings up the limitations to be aware
of. That is, student written responses may be limited in revealing the range and the depth of student
understanding. Onemay need to implement othermethodologies such as in-person interviews to gain
an in-depth understanding of mental processes.
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