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V elektroenergetskem omrežju se zaradi njegove kompleksnosti in povečanega 
vključevanja alternativnih virov sočasno pojavljajo nestabilnosti, ki zmanjšujejo eno izmed 
njegovih najpomembnejših lastnosti, zanesljivost. Z obstoječo merilno tehniko in regulacijo je 
bilo težko slediti novim izzivom, zato so se razvili PMU-merilniki (angl. »phasor 
measurement units«). PMU merilniki so naprave, ki v realnem času beležijo ključne 
parametre na elektroenergetskem omrežju (amplitudo, frekvenco, fazo in spremembo 
frekvence) in to stanje nato v realnem času posredujejo nadzornikom omrežja. Jedro vsakega 
takega merilnika je mikroprocesor z vgrajenim algoritmom, ki iz vzorčenega signala v 
določenem časovnem oknu izračuna parametre omrežja, pri izračunu pa napake ne smejo 
presegati vrednosti določene v standardu IEEE Standard for Synchrophasor Measurements for 
Power System (IEEE Std. C37.118.1-2011).  
V svojem diplomskem delu sem uporabil simulacijsko platformo implementirano v 
okolju Matlab in v njej testiral delovanje osmih algoritmov. Pri testiranju sem uporabil 
različne statične signale (linearna deviacija amplitude, faze ali frekvence ter harmonska 
popačenja) in dinamične signale (amplitudna stopnica, amplitudna rampa ter frekvenčna 
stopnica in frekvenčna rampa), kot jih bodisi zahteva IEEE Std. C37.118.1-2011 standard ali 
so sicer pogosto prisotni v elektroenergetskem omrežju. Kot neprimerna sta se izkazala 
algoritma FFT (angl. »fast Fourier transform«) in 3PSF (angl. »three parameter sine fit«), saj 
predpostavljata, da se frekvenca ne spreminja in je vedno enaka 50 Hz. Algoritma 4PSF  
(angl. »four parameter sine fit«) in MHFE (angl. »multi harmonic frequency estimation«) sta 
manj primerna v primeru harmonskih popačenj, medtem ko je delovanje iDFT3 (angl. »three 
point interpolated DFT with Hann window«), SLCA (angl. »spectrum leakage correction 
algorithm«) in PSFEi (angl. »interpolated phase sensitive frequency estimation«) algoritmov 
slabše v primeru frekvenčne rampe. Glede na vse izvedene simulacije se je kot najboljši 
izkazal PSFE (angl. »phase sensitive frequency estimation«) algoritem. 
 
Ključne besede: merilnik sinhrofazorjev (angl. »PMU«), IEEE Std C37.118.1-2011, 
algoritem, skupna napaka vektorjev (angl. »TVE«), frekvenčna napaka (angl. »FE«), 





Power grids have become less stable and reliable in the recent years due to the grids 
complexity as well as increasing number of renewable sources. New challenges were difficult 
to follow with existing measurement technology and regulations, therefore the phasor 
measurements units (PMUs) have been developed. The PMUs are devices that record crucial 
grids parameters like amplitude, frequency, phase and rate of change of frequency in real time 
and then send the data to grid operators. The core of each PMU is a microprocessor with 
embedded algorithm that estimates grids parameters from the signal sampled within the 
certain observation time interval. Several different algorithms have been developed and 
investigated in the recent years and their performance differs significantly. However, the 
errors of the estimation process should never exceed values specified in IEEE Standard for 
Synchrophasor Measurements for Power System (IEEE Std C37.118.1-2011) otherwise the 
algorithms should not be implemented in the PMU. 
In my thesis, a simulation platform in Matlab environment was used to test how eight 
algorithms response to different static signals (i.e. linear deviation of 
amplitude/phase/frequency or harmonically distorted signals) as well as dynamic signals 
(amplitude/frequency step/ramp). These test signals are either required by the IEEE Std. 
C37.118.1-2011 or the signals are readily presented on the power grid. The simulations 
showed that the fast Fourier transform and three parameter sine fit algorithms are not 
appropriate since a constant nominal frequency 50 Hz is always presumed. The four 
parameter sine fit and multi harmonic frequency estimation showed poor performance when 
the signal was harmonically distorted while the three point interpolated DFT with Hann 
window, spectrum leakage correction algorithm, interpolated phase sensitive frequency 
estimation algorithms showed poor performance when a frequency ramp was applied. On the 
contrary the phase sensitive frequency estimation algorithm showed the best overall 
performance. 
 
Key words: Phasor measurement unit (PMU), IEEE Std C37.118.1-2011, algorithm, 






Elektroenergetski sistem služi za proizvodnjo, prenos in distribucijo električne energije 
do potrošnikov. Sistem je velik in kompleksen in je sestavljen iz najmanjših členov, kot so 
npr. gospodinjski aparati  do  večjih členov (električni pogoni), ki se uporabljajo v 
industrijskih panogah. Vsi členi, ki so vključeni v elektroenergetski sistem, prispevajo svoj 
delež k celotni sliki sistema - elementi s svojimi karakteristikami ter posamezni vplivi, ki se 
pojavljajo v najrazličnejših obratovalnih stanjih [1]. Kot primer lahko navedem obločno peč, 
ki s svojim  načinom delovanja v omrežje vnaša nihanje napetosti.  
V večji meri poznamo klasično elektroenergetsko omrežje, kjer so na eni strani (veliki) 
proizvajalci električne energije in na drugi potrošniki, ki so v večini primerov predvidljivi. 
Prenos električne energije poteka samo v eno smer- od proizvajalcev do potrošnikov, zato je 
tudi nadzor omrežja enostavnejši. V zadnjem času se električna omrežja hitro modernizirajo 
in pogosto govorimo o t.i. pametnih omrežjih (angl. »smart grids«). Pametno omrežje se v 
primerjavi s klasičnimi elektroenergetskimi omrežji razlikuje po razpršenosti proizvajalcev 
električne energije. Vključenih je tudo veliko manjših lokalnih proizvajalcev (npr. manjše 
hidroelektrarne, vetrne elektrarne, sončne elektrarne), zato pretok električne energije lahko 
sedaj poteka v več smereh. S kompleksnejšo strukturo in porabniki je zato potrebno dodatno 
zagotoviti zanesljivo delovanje omrežja. 
Napake v sistemu se lahko pojavijo kjerkoli in kadarkoli in vsaka napaka povzroči 
spremembo obratovalnega stanja sistema. Glavni pogoj vsakega sistema je neprekinjena 
dobava kakovostne električne energije, kjer pod pojmom kakovosti štejemo parametre 
električne energije, ki so znotraj predpisanih tolerančnih mej. Poleg obstoječega pogoja mora 
biti sistem neobčutljiv na motnje oziroma napake, hkrati pa je potrebno stalno ohranjati 
ravnovesje med proizvedeno in porabljeno električno energijo [1].  
Za proizvodnjo električne energije se uporabljajo različni tipi elektrarn, ki energijo 
dobijo iz obnovljivih ali neobnovljivih virov. Vsaka izmed elektrarn ima svoje prednosti, 
hkrati se moramo zavedati, da tudi proizvodna enota prinaša v sistem različne nestabilnosti, ki 
bodo v nadaljevanju podrobnejše predstavljene. 
V današnjem času se nam zdi samoumevno, da imamo električno energijo vedno na 
voljo in se niti ne sprašujemo, kako do nje pridemo. Zastavi se nam torej vprašanje, kako 
lahko sam sistem tako nemoteno deluje, kakšne so medsebojni vplivi elementov znotraj 
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sistema in kako zagotoviti vplivne spremenljivke sistema znotraj dopustnih vrednosti. V 
obratovalnem stanju mora biti sistem sposoben izpolnjevati potrebe proizvajalcev in hkrati 
odjemalcev, pri čemer je omejen s tehničnimi lastnostmi postrojev- vidimo, da je sistem 
izrazito nelinearen. Bistveno pri samem delovanju sistema je njegov stalni nadzor in 
analiziranje posameznih elementov.  Najlažje se analize lotimo na poenostavljenem modelu 
elektroenergetskega sistema, kjer mora biti sam model dobro načrtovan, metoda za izračun in 
programska oprema pa dovolj točna in učinkovita [1]. 
Kaj lahko povzroči že majhna napaka v programski opremi nam dobro pokaže ti. 
severovzhodni razpad sistema, ki se je zgodil leta 2003 na severovzhodnem območju 
Združenih držav Amerike in kanadske province Ontario. Razpad sistema v grobem definira 
dolgoročno izgubo električne energije na določenem območju. 14. avgusta 2003 je več kot 50 
milijonov ljudi ostalo brez električne energije. V severnem Ohiou se je visokonapetostni vod  
zaradi višjih zunanjih temperatur povesil in  dotaknil višjih dreves v njegovi okolici. Običajno 
se v takih primerih v operaterjevi komandni sobi oglasi alarm, ki detektira nastale napake med 
obratovanjem sistema. V naslednji uri se je podobno zgodilo tudi s tremi bližnjimi daljnovodi, 
ki so se izklopili in preusmerili moč na ostale vode. To je povzročilo preobremenitev in sledili 
so množični kaskadni izpadi električne energije. Petdeset milijonov ljudi je ostalo dva dni 
brez električne energije, dogodek pa je posledično povzročil vsaj 11 smrtnih žrtev in za 6 
miljard ameriških dolarjev materialne škode [2]. Po trimesečni raziskavi so ugotovili, da je bil 
razpad sistema kombinacija človeške in računalniške napake.  
Glavni vzrok je bila programska napaka v alarmnem sistemu kontrolne sobe  
kanadskega distribucijskega podjetja FirstEnergy. Operaterje je zavedlo pomanjkanje obvestil 
o napakah, da ni potrebna prerazporeditev moči stran od preobremenjenih daljnovodov. V 
kontrolni programski opremi se je pojavilo ti. stanje »race condition«. Race condition je 
obnašanje elektronskih naprav ali programske opreme, kjer je izhod odvisen od  časovnega 
zaporedja ali nekontroliranih dogodkov, kar se razvije v napako (angl. »bug«), če se dogodki 
ne zgodijo po vrstnem redu, ki ga določi programer [3]. Po navedbah newyorškega 
sistemskega operaterja NYISO se je na prenosnem omrežju sprostilo 3500 MW kratkostične 
moči [4]. Sledili so množični kaskadni izpadi električne energije tudi na območjih, ki niso bila 
neposredno povezana z omenjenim prenosnim omrežjem.   
Po uradni analizi ameriške vlade se je izklopilo več kot 508 proizvodnih enot, moč pa je 
padla za več kot 80% - nekaj sekund pred razpadom je obremenitev elektroenergetskega 
sistema znašala okoli 24 000 MW, nato pa padla na 2544 MW, kar prikazuje slika 1.1. [5] 
 




Slika 1.1: Prikaz moči elektroenergetskega sistema Ontario v dneh od 14. do 18. avgusta 2003 [5] 
Ekipa raziskovalcev je izdala priporočila za zmanjšanje tveganja popolnega razpada 
sistema, poleg tega so prenovili in izboljšali standarde s področja zanesljivosti in kakovosti 
električne energij. Na vermontski univerzi v Burlingtonu so ugotovili, da se po zadnjih 
statistikah tak razpad sistema zgodi vsakih 25 let. Velja še omeniti, da so kaskadni izpadi 
neločljivo povezani s kompleksnostjo omrežja, vendar so še vedno možnosti za izboljšavo [2]. 
Interkonekcija nam sicer omogoča lažjo kompenzacijo lokalnih sprememb moči na mreži 
zaradi svoje togosti, hkrati pa  zaradi skupne povezave v primeru večjega izpada električne 
energije omogoča lažje širjenje napake tudi po vodih, ki niso v neposrednem stiku z 
okvarjenim. Upravljalci sistemskih omrežij beležijo podatke o toku in napetosti preko sistema 
SCADA (angl. »Supervisory Control and Data Acquistion«). Sistemi se nahajajo pri 
transformatorjih, generatorjih in pri ostalih kritičnih točkah, operaterji redno spremljajo 
podatke in iščejo morebitne napake ter komunicirajo z ostalimi operaterji. Tudi skupina 
strokovnjakov na področju za prenos in porabo moči na raziskovalnem inštititu Palo Alto je 
dejala, da ni dovolj samo spremljati in gledati sistema, ampak je potrebno opazovati kako 
elektroenergetski sistem vpliva na sosednje sisteme in obratno [2]. Zanesljivost je zato ena 
najpomembnejših in ključnih parametrov za elektroenergetski sistem [6]. 
Poznamo več stopenj stanja sistema [7]: 
 Prva stopnja za razumevanje razpada sistema je stanje sistema- v normalnem obratovanju 
so sistemski parametri brez indikacije o napakah. Kakršnekoli deviacije parametrov 
(preobremenjeni ali neobremenjeni vodi) sistem vedno oslabijo. V normalnem 
obratovalnem stanju je sistem povezan z ostalimi elektroenergetskimi sistemi z 
zagotovljeno rezervo pri izpadu  enot, ki so vključene v sistem. 
Prikaz moči el. sistema Ontario 14-18. avgust 2003 
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 Druga stopnja so dogodki, ki se zgodijo pod nepredvidljivimi pogoji, vsi porabniki še 
vedno dobivajo električno energijo znotraj določenih tolerančnih mej, vendar v 
elektroenergetskem sistemu ni rezerve. 
 Tretja stopnja so naknadni dogodki, ko je porušeno ravnotežje med proizvedeno in 
porabljeno električno energijo, kar nam kaže na okvaro v sistemu, zaščita kljub temu še ne 
deluje, ti. havarijsko stanje. 
 Četrta stopnja označuje vzpostavitev ravnotežja med proizvedeno in porabljeno električno 
energijo, v takem stanju so lahko nekateri porabniki še vedno izključeni ali pa napajani z 
nižjo napetostjo oziroma frekvenco; ti. pohavarijsko stanje. 
Velja omeniti, da opisani razpad sistema v ZDA leta 2003 še zdaleč ni osamljen primer, 
zato je preprečitev razpada sistema danes pomembna naloga pri razvoju pametnih omrežjih. 
Poleg opisanega razpada so v nadaljevanju navedeni tudi ostali večji razpadi sistema v 
različnih državah sveta, kjer je brez električne energije praviloma ostalo več milijonov ljudi 
[8],  
 2003: ZDA in Kanada, 50 milijonov ljudi 
 2003: skoraj cela Italija, Švica, 57 milijonov ljudi 
 2005: Indonezija (Java in Bali), 100 milijonov ljudi 
 2006: Nemčija, Francija, Italija, Španija, Avstrija, Belgija,10–15 milijonov ljudi 
 2008: Kitajska, 4.6 milijonov ljudi 
 2009: Brazilija, Paragvaj, 87 milijonov ljudi 
 2012: Indija, 300–670 milijonov ljudi (rekordni izpad v zgodovini)  
 2014: Bangladeš, 150 milijonov ljudi 
 2015: Pakistan, 140 milijonov ljudi 
 2015: Turčija, 70 milijonov ljudi 
 2016: Kenija, 44 milijonov ljudi 
 2016: Šri Lanka, 21 milijonov ljudi 
Ključ do rešitve se nahaja v stalnem beleženju in pametnih omrežjih, ki so sposobna 
beleženja in samopopravila. Na raziskovalnem inštitutu Palo Alto so ugotovili, da je za tako 
delovanje sistema potrebnih še nekaj let, saj je za realizacijo takih omrežij potrebno 
natančnejše beleženje, stabilne komunikacije in programska oprema, ki je sposobna upravljati 
s sistemom na podlagi prejetih podaktov [2].   
Eno izmed orodij oziroma načinov za realizacijo pametnih omrežij ali izboljšanih 
merilnih sistemov v tradicionalnem elektroenergetskem sistemu so PMU enote (angl. »phasor 
measurement unit«), ki merijo napetost in tok na daljnovodih, pri čemer so sinhronizirani z 
GPS-om (angl. »global positioning system«), ki podatke o parametrih omrežja prenese v 
rangu mikrosekund. V primerjavi s sistemom beleženja SCADA je prenos podatkov veliko 
hitrejši, prav tako dobimo sliko omrežja v realnem času. Po podatkih  izvedenih raziskav bilo 
možno preventivno reagirati in preprečiti razpad sistema leta 2003, če bi znali izmeriti fazno 
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razliko, ki se je povečevala med sosednjimi generatorji [2]. Hitro lahko ugotovimo, da imajo 
PMU-ji čedalje večjo in vodilno vlogo med merilnimi sistemi v elektroenergetskem sistemu, 
kar kot primer dokazuje tudi velik porast v številu PMU enot med letoma 2007 in 2013 v 
ZDA (Slika 1.2) [9]. 
Ovira pri izgradnji pametnih omrežij je tudi odpor ljudi, da bi imeli v bližini svojih 
domov daljnovode, medtem ko se po drugi strani narašča tudi povpraševanje po električni 
energiji zaradi povečanega števila električnih naprav. Zaradi vključitve številnih razpršenih 
obnovljivih virov energije (npr. male hidro elektrarne, vetrne elektrarne, sončne elektrarne, 
elektrarne, ki izkoriščajo plimovanje), se tradicionalen model prenosa in distribucije 
električne energije spreminja in pametna omrežja zato predstavljajo vizijo o čisti, obnovljivi 
in lokalno pridobljeni električni energiji, ki jo čedalje ostreje zahtevajo razne okoljske in tudi 
vladne organizacije. Zavedati se moramo, da so pametna omrežja z uporabo PMU-jev kljub 
temu visoko zahtevna in težja za optimizacijo, hkrati pa v sam sistem omenjeni  proizvodni 
viri vnašajo nestabilnosti [10].  
 
Slika 1.2: Prikaz števila PMU-enot na severnoameriškem elektroenergetskem sistemu aprila 2007 (levo) in 
oktobra 2013 (desno) [9] 
Gre za povsem novo tehnologijo, ki je še v razvoju in če ne poznamo natančnega 
obnašanja omrežja, se lahko zgodi podobna katastrofa kot je bil razpad sistema v Združenih 
državah Amerike.  
PMU enote so zato trenutno idealne za izboljšanje spremljanja statične ocene, kot tudi 
dinamičnega obnašanja velikih prenosnih omrežij. V prihodnosti bodo PMU-enote  
bistvenega pomena za spremljanje in nadzor stabilnosti srednjenapetostnih in 
nizkonapetostnih pametnih omrežij.  Med posameznimi PMU-merilniki na različnih lokacijah 
omrežja je možna neposredna primerjava izmerjenih rezulatov zaradi skupne sinhronizacije 
PMU enote – april 
2007 
PMU enote – oktober 
2013 
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na GPS. S tem dobimo celovitejši nadzor nad posameznimi deli omrežja, kar operaterjem 




2 PMU in njihova uporaba 
2.1 Razvoj PMU 
Moderne PMU enote so se razvile preko SCDR relejev (angl. »Symetrical Components 
Distance Relay«) v zgodnjih sedemdesetih letih [11]. Mikroprocesorji tistega časa niso 
izpolnjevali zahtev algoritma distančnega releja, kar je vodilo v razvoj SCDR releja, ki je za 
izračun tokov in napetosti uporabljal simetrične komponente, ki pretvorijo sistem večih enačb 
v trifaznem sistemu na eno samo enačbo. Z razvojem mikroprocesorjev in GPS-sistema je 
postalo jasno, da s časovnimi signali GPS-a dobimo zelo natančne meritve, ki so zmožne 
prikazati takojšnjo sliko elektroenergetskega sistema. Na začetku razvoja ni bilo zadostno 
razvite tehnologije za sinhronizirane meritve, zato se je uporabljala tehnika na zasnovi 
sekvenčnega vzorčenja preko katerega so dobili oceno elektroenergetskega omrežja z uporabo 
nelinearnih algoritmov.  Ocena je temeljila na pozitivnem zaporedju napetosti in je zadoščala 
za kvazi-statičen približek dejanskemu stanju omrežja.  
Pravi začetek PMU enot, kot jih poznamo danes, so razvili v osemdesetih letih v 
raziskovalnem laboratoriju v Virginii, ZDA [11]. Od takrat so se PMU merilniki zelo razvili 
in na sliki 1.3 [12] lahko vidimo primer sodobne PMU enote. 
  
 
Slika 2.1: Sodobna PMU enota proizvajalca Qualitrol [12] 
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2.2 Namestitev PMU enot 
Z današnjim hitrim razvojem tehnologije in s tem PMU enot ter čedalje bolj 
uveljavljenimi pametnimi omrežji se hkrati postavlja vprašanje najprimernejšega mesta 
namestitve PMU enote.  Z vidika višjega nivoja obratovalne zanesljivosti je smiselno PMU 
enote namestiti na čim več mestih na omrežju (zbiralke, transformatorji). To pogosto ni 
ekonomično, zato je potrebno določiti racionalno število PMU enot in lokacij njihovih 
namestitev, ki še vedno zagotavljajo ustrezno zanesljivost omrežja [13]. Določevanje 
optimalne lokacije PMU enot še zdaleč ni preprost postopek in običajno zahteva ustrezne 
simulacije električnega omrežja, identifikacijo kritičnih točk, ipd., odvisen pa je od lokacij že 
instaliranih PMU enot in drugih mernikov v omrežju. 
Eno izmed možnih postavitev merilnika prikazuje slika 2.2. PMU-merilnik je nameščen 
na enem koncu daljnovoda, kjer v splošnem meri napetosti in tokove skozi daljnovod [14], pri 
čemer so napetosti na zbiralkah definirane, kot prikazuje slika 2.2. Več o samem načinu 






Slika 2.2: Preprosta shematska predstavitev ene izmed možnih postavitev PMU-merilnika na enem koncu 
daljnovoda s prikazanimi kompleksnimi vrednostmi napetosti na začetku in na koncu daljnovoda [15] 
2.3 Način delovanja PMU- merilnika 
PMU za svoj princip delovanja uporablja ti. sinhrofazorsko tehnologijo, ki je 
podrobneje razložena v poglavju 2. Ta nam omogoča vzorčenje  omrežnih analognih signalov 
s sinhronizirano GPS uro ter preračuna napetostne in tokovne fazorje. Za preračun 
potrebujemo ustrezne algoritme, ki so sposobni pravilno ovrednotiti vzorčen signal in podati 
oceno amplitude, faze in frekvence [10]. Algoritmi so lahko po načinu delovanja različni, zato 
je potrebno izbrati tak algoritem, ki bo z najmanjšimi napakami ocenil amplitudo, frekvenco 
in fazo poljubnega signala, ki se pojavi na omrežju. V nadaljevanju sem se osredotočil na 
obravanavo osmih izbranih algortimov, ki so praktično bistveni za delovanje PMU. Na sliki 
2.3 vidimo preprost shematski prikaz delovanja PMU-merilnika [11]. 
Procesorji PMU-merilnika merijo tako tokovne kot napetostne signale na omrežju pri 
določeni vzorčevalni frekvenci ter hkrati merijo omrežno frekvenco. Pogosto so dodani filtri 
za preprečevanje frekvenčnega prekrivanja (angl. »anti-aliasing filters«), ki služijo v primeru 
 PMU 
𝑈1 = 𝑈1 ∙ 𝑒
𝑗𝜑1  𝑈2 = 𝑈2 ∙ 𝑒
𝑗𝜑2 
𝐼12 = 𝐼12 ∙ 𝑒
𝑗𝜑12 
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harmonskih popačenj (poglavje 4.5). Ločeno so za vsako fazo analogni izmenični signali 
digitalizirani preko analogno-digitalnega pretvornika. Oscilator v kombinaciji z GPS 
sprejemnikom omogoča dovolj hitro sinhronizirano vzorčenje preko GPS ure. Rezultati 
napetostnih in tokovnih signalov oz. ti. fazorjev so v realnem času preneseni preko modemov 










Slika 2.3: Osnovni blokovni diagram PMU-merilnika [11] 
2.4 Algoritmi in standard IEE Std C37.118.1-2011 
Pri stalnem sinhronem vzorčenju omrežnih signalov se zaradi same uporabe in daljšega 
časovnega intervala (neprekinjeno delovanje) lahko spremenijo vplivni elementi PMU-
merilnika. Inštrument je zaradi zagotavljanja verodostojnih ocen parametrov 
elektroenergetskega omrežja potrebno kalibrirati (kar pomeni primerjavo vrednosti, ki jih 
poda PMU-merilnik in referenčnih vrednosti glede na predpisane mejne vrednosti) na določen 
časovni interval.  
PMU-merilniki morajo izpolnjevati določene zahteve, ki jih narekuje standard IEEE 
Standard for Synchrophasor Measurements for Power System (IEE Std C37.118.1-2011). 
Standard se deli na komunikacijski in električni del, ki sta bila v predhodnih različicah 
standarda združeni, v različici iz leta 2011 pa sta dela obravnavana kot ločena standarda. 
IEEE standard definira meritev sinhrofazorjev in predpisuje preizkuševalne teste (angl. 
»performance test«) in določa mejne vrednosti pri posameznih testih za PMU-merilnike [16]. 
Vse mejne vrednosti izvedenih testov so povzete po navedenem standardu, v nasprotnem 
primeru je to jasno določeno. 
Prvoten standard IEEE Std 1344™-1995 [B5] je bil izdan leta 1995, posodobljena 
različica je bila izdana leta 2005 z naslovom IEEE Std C37.118™-2005 [B8]. Različica iz leta 









Analogni vhodi GPS sprejemnik 
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2005 je vsebovala samo teste pod statičnimi pogoji, v novejši različici iz leta 2011, po kateri 
so tudi narejeni določeni testi v tem diplomskem delu, so predpisani tudi testi pod 
dinamičnimi pogoji [17]. V teoretičnem delu standarda so opisani PMU-parametri s 
pripadajočimi razlagami in enačbami, kjer so podrobno ovrednotni sinhrofazorski parametri. 
Če želimo, da je PMU-merilnik skladen s standardom, mora izpolnjevati zahteve, ki so 
nedvoumno označene ob posameznem testu. 
Standard tudi zahteva, da je naprava, s katero se kalibrira PMU-merilnike, sledljiva do 
nacionalnih etalonov in ima razmerje negotovosti vsaj štirikrat manjše, kot je to navedeno v 
standardu. Kot primer lahko navedem vektorsko napako TVE, ki je s standardom predpisana 
na 1%, medtem ko moramo s kalibracijsko napravo doseči TVE = 0,25%. Z referenčnimi 
algoritmi v kalibracijski napravi moramo zato dovolj točno ovrednotiti generiran signal, ki ga 
nato primerjamo z izmerjenimi vrednostmi, ki jih pokaže PMU-enota.  
Standard opisuje tudi časovno značko (angl. »time tag«) in zahteve, ki so potrebne za 
sinhronizacijo. Prav tako je definirana tudi PMU enota, ki je lahko samostojna fizična enota 
ali enota povezana z drugo enoto. Za vsako poročanje in beleženje podatkov potrebujemo 
časovno značko s točnim časom in njegovo negotovostjo v trenutku merjenja, te podatke pa 
nato ustrezno pretvorimo v želen format.  
Ločimo razred M in razred P merilnikov PMU. Razred P se uporablja pri zaščitnih 
aplikacijah, kjer potrebujemo hitro odzivnost, točnost pa ni primarnega pomena. Nasprotno se 
razred M uporablja pri aplikacijah, ki ne potrebujejo velike hitrosti poročanja, temveč čim 
večjo točnost [16]. Standardu ne predpisuje, kateri razred PMU merilnika mora uporabnik 
(operater) izbrati, temveč se uporabnik sam odloči za izbiro razreda glede na vrsto in zahteve 
aplikacij v elektroenergetskem sistemu.V opisani simulacijski platformi v poglavju 3 so 
uporabljene specifikacije razreda M, saj imajo predpisana manjša tolerančna odstopanja in/ali 
določeno širše področje variranja testiranih parametrov. Standard tudi ne predpisuje strojne, 





3 Simulacijska platforma 
Vseh osem obravnavanih algoritmov, ki služijo kot algoritmi za določanje amplitude, 
frekvence in faze, kot tudi simulacijska platforma za analizo algoritmov so bili 
implementirani v programskem okolju Matlab R2011a. Platforma je bila oblikovana tako, da 
je možno obravnavati vse zahteve, ki jih  opredeljuje IEEE standard (meritve sinhrofazorja, 
frekvence in ROCOF-a). Osnova shema delovanja platforme za testiranje PMU algoritmov je 
prikazana na Sliki 3.1 [18]. 
Vse parametre osnovnega in motilnih signalov lahko spreminjamo statično ali 
dinamično. O statičnem stanju signalov govorimo, ko so Xm, ω in φ ter ostale vplivne veličine 
testnega signala nespremenjene v opazovanem časovnem intervalu izvajanja simulacije. 
Nasprotno se pri dinamičnih testih v opazovanem intervalu zgodi določena sprememba, na 
katere se morajo algortimi ustrezno odzvati. V splošnem je možno izvesti tudi kompleksnejše 
simulacije, kjer se hkrati spreminja več parametrov, npr. amplituda in faza pri modulacijah, 
signalu pa se lahko dodajajo tudi najrazličnejše motnje, ki ne smejo vplivati na delovanje 
PMU-merilnika.  




Slika 3.1: Potek testiranja PMU algoritmov [19] 
V simulacijski platformi se sprva določijo vrednosti amplitude A, faze φ in frekvence f 
osnovnega signala. Te služijo tako kot referenčne vrednosti, kot tudi za generiranje osnovnega 
sinusnega signala xr(t). Sprva je bil ta določen v časovnem prostoru (enačba 3.1), kjer je x(t) 
trenutna časovno odvisna veličina, Xm amplitudna, ω krožna frekvenca in φ fazni zamik 
signala.   
    mt  cosx X t    (3.1) 
        
Z enačbo 2.1 zapisan signal lahko zapišemo tudi v obliki fazorja z enačbo 2.2,  
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Slika 3.2: Prikaz fazorja v kompleksni ravnini 
kjer  Xr in Xi predstavljata realni in imaginarni del kompleksnega fazorja. Xm/√2 je efektivna 
vrednost izbrane veličine, φ je začetni fazni kot kosinusne funkcije pri nominalni 








X = Xr+Xi 
0 















Slika 3.3: Prikaz  osnovnega sinusnega signala v opazovanem oknu simulacijske platforme. Za prikazan vzorčen 
signal bi morali algoritmi podati A = 1 p.u. f = 50 Hz in φ = -1,65 rad 
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Nazivna frekvenca v Združenih državah Amerike je 60 Hz, medtem ko je v Evropi 
50 Hz, zato je privzeta statična frekvenca v vseh prikazanih simulacijah 50 Hz. Začetni fazni 
kot v opazovanem časovnem intervalu je 0°, razen če je drugače navedeno ob predstavljenih 
rezultatih. Vrednost amplitude je podana v relativnem sistemu in znaša 1 p.u. (angl. »per 
unit«). Vsa morebitna odstopanja parametrov osnovnega signala od izhodiščnih vrednosti so 
jasno navedene ob predstavljenih rezultatih. 
Osnovnemu signalu so lahko dodane tudi različne motnje xd(t), ki se prištevajo 
referenčnemu testnemu signalu in tako dobimo končni signal x(t). Končni signal se nato 
vzorči in nato razdeli na posamezne opazovane časovne intervale (Slika 3.3). Privzeta 
vrednost frekvence vzorčenja v izvedenih simulacijah je bila 1 kHz in 10 kHz in čas 
poročanja Fs = 10 Hz. Vzorci posameznega opazovanega časovnega intervala se nato 
posredujejo obravnavanim algoritmom [19]. 
V splošnem lahko algoritme razdelimo v tri večje skupini. Algoritmi iz prve skupine 
opravijo analizo signala v frekvenčnem prostoru [20], tj. po vzorčenju naredi Diskretno 
Fourierovo transformacijo (DFT) po Enačbi 3.3 [21], v kateri Xk predstavlja vektor 
kompleksnih števil po DFT transformaciji, xn so vzorci signala v opazovanem časovnem 
oknu, n ustrezen indeks vzorca in k naravno število. Iz kompleksnih vrednosti Xk se nato 
izračunajo še frekvenca, amplituda in faza osnovnega signala. Algoritmi iz prve skupine so 
bili v preteklosti izboljšani z uporabo različnih digitalnih filtrov [22] in/ali z navideznim 
povečevanjem števila vzorcev z uporabo interpolacije [23]. Kljub temu algoritmi niso idealni 
in še vedno običajno nastane nek kompromis med frekvenčnim odzivom algoritmov in 
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Druga skupina algoritmov obdela vzorce signala v časovnem prostoru. Običajno z 
metodo najmanjših kvadratov prilagodimo vzorčen signal sinusnemu signalu, bodisi v 
realnem časovnem prostoru (En 3.1), bodisi v kompleksnem prostoru (En 3.2). Kot rezultat 
ponovno dobimo frekvenco, amplitudo in fazo vzorčenega signala. Možne so tudi nadaljnje 
izboljšave algoritmov iz druge skupine, predvsem z uporabo različnih uteženj vzorcev (npr. 
uporaba Taylorjeve vrste, Lagandrovih polinomov), z uporabo Kalmanovih filtrov [24] ali z 
navideznim povečevanjem števila vzorcev z interpolacijo. Običajno je največja slabost teh 
algoritmov manj točno določevanje frekvence vzorčenega signala, zato so bili razviti tudi 
algoritmi tretje skupine, t.i. hibridni algoritmi, [25] ki običajno najprej opravijo analizo 
frekvenčnem prostoru in tako določijo frekvenco vzorčenega signala, nato pa v časovnem 
prostoru določijo še amplitudo in fazo signala z metodo prilagajanja. Tudi v tem primeru se 
20  Simulacijska platforma 
 
 
lahko število vzorcev navidezno poveča z uporabo interpolacije. Hibridne metode običajno 
dosegajo najvišje točnosti, a so tudi računsko zahtevnejše.   
V svojem diplomskem delu obravnavam 8 algoritmov. Algoritmi FFT (angl. »Fast 
Fourier Transform«), iDFT3 (angl. »three point interpolated DFT with Hann window«) in 
MHFE (angl. »Multi Harmonic Frequency Estimation«) spadajo v prvo skupino algoritmov, 
ki naredijo analizo v frekvenčnem prostoru. FFT algoritem je osnovni algoritem, ki izvede le 
osnovno DFT transformacijo brez kakršnihkoli izboljšav. iDFT3 algoritem je izboljšana 
verzija osnovnega DFT algoritma, ki uporablja digitalni filter (Hannovo okno) in navidezno 
poveča število vzorcev z interpolacijo. Algoritem MHFE naredi osnovno DFT transformacijo, 
vendar podaja amplitudo, frekvenco in faza tudi za ostale harmonske komponente, ne le za 
osnovni signal. Obravnavam tudi dva algoritma, ki analizo opravita v časovnem prostoru. To 
sta 3PSF (angl. »three Parameter Sine Fit«) in 4PSF (angl. »four Parameter Sine Fit«). 4PSF 
algoritem po metodi najmanjših kvadratov določi amplitudo, frekvenco, fazo in enosmerno 
prednapetost vzorčenega signala, medtem ko algoritem 3PSF frekvence ne določa in 
predpostavlja, da je vedno 50 Hz. V diplomskem delu obravnavam tudi tri hibridne algoritme. 
To so SLCA (angl. »Spectrum Leakage Correction Alghoritm«), PSFE (angl. »Phase 
Sensitive Frequency Estimation«) in PSFEi (angl. »interpolated Phase Sensitive Frequency 
Estimation«) algoritem. SLCA algoritem izvede DFT transformacijo vzorčenega signala, 
določi največjo harmonsko komponento v signalu in preostali del spektra zavrže. Nato v 
časovnem prostoru opravi podrobno analizo le za to največjo komponento signala. PSFE 
algoritem sprva z metodo DFT določi frekvenco osnovnega signala, ki jo uporabi kot začetni 
približek pri sledečem iterativnem določevanju frekvence signala. S tem se doseže še višja 
točnost določevanja frekvence signala, medtem ko se amplituda in faza določita s pomočjo 
3PSF algoritma. PSFEi algoritem je po delovanju podoben PSFE algoritmu, le da je število 
vzorcev navidezno povečano z interpolacijo. 
Vsi algoritmi na podlagi vzorcev izračunajo parametre osnovne harmonske komponente 
signalov (ocenjene vrednosti Xm, φ, f in ROCOF-a, angl. »rate of change of frequency«, 
ROCOF = df/dt). Standard dopušča, da se frekvenca podaja kot trenutna vrednost frekvence 
ali kot deviacija od nominalne vrednosti frekvence. V svojem diplomskem delu frekvenco 
vedno podajam v absolutni obliki in ne kot razliko od nominalne vrednosti. Prav tako v 
diplomskem delu ne podajam simuliranih ROCOF parametrov, saj se ta lahko izračuna preko 
razlike frekvence med posameznimi opazovanimi časovnimi  intervali in časovne razlike.  
Na podlagi znanih referenčnih vrednosti parametrov in ocenjenih vrednosti se za vsak 
algoritem v opazovanem časovnem intervalu določijo napake PMU algoritmov. 
Najpomembnejše napake PMU merilnikov so TVE (angl. »total vector error«), FE (angl. 
»frequency error«) in RFE (angl. »ROCOF frequency error«) [16]. 
  












Slika 3.4: Prikaz TVE v kompleksni ravnini 
Teoretične vrednosti in izračunane realne vrednosti, pridobljene preko PMU-ja se lahko 
med sabo razlikujejo v amplitudi in fazi. Amplitudno in fazno razliko obravnavamo skupaj 
kot TVE, ki je relativna vektorska razlika med referenčno vrednostjo in ocenjeno vrednostjo 
sinhrofazorja PMU-ja v določenem časovnem intervalu.  
TVE je pogosto podan v odstotkih in se izračuna z enačbo 3.4, 
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v kateri sta Xre in Xie realna in imaginarna komponenta fazorja, ki je rezultat algoritmov, ter 
Xrr in Xir  realna in imaginarna komponenta referenčne vrednosti fazorja (Slika 3.4). 
 
Naslednji PMU parameter je frekvenčna napaka FE (angl. »frequency error«), ki je 
razlika med referenčno fr in izračunano frekvenco fe, (enačba 3.5).  
 
 
r e FE f f   (3.5) 
   
Tretja napaka PMU merilnikov je RFE (angl. »ROCOF frequency error«). RFE je  
podan v Hz/s in se izračuna s pomočjo enačbe 3.6. Merjenje ROFOCA in ovrednotenje 
napake RFE  (En.3.6) je izredno zahtevna naloga in je danes še vedno predmet številnih 
raziskav, tudi v okviru evropskih projektov. Obravnava RFE zato presega okvir mojega 





Xre - Xrr 
Xie – Xir 
Re 
Im 
22  Simulacijska platforma 
 
 
  r e | (d / ) / |RFE f dt df dt   (3.6) 
   
Poleg omenjenih PMU-parametrov mora PMU-enota podati tudi točen čas izvajanja 
meritve, da lahko operater dobi natančne podatke o dogajanju v elektroenergetskem sistemu. 
Čas mora zato biti čim bolj precizno določen, ker bi se v nasprotnem primeru pojavile napake 
kljub temu, da so bile izvedene meritve ustrezne in se na omrežju niso pojavile napake. 
Standard navaja primer, da 1 µs časovne napake povzroči pri 50 Hz sistemu 0,018 stopinje 
napake, kar neposredno vpliva tudi na TVE, zato morajo biti vse meritve sinhronizirane s 
standardnim časom. PMU enota pa mora čas sprejemati iz stabilnega in natančnega vira, kot 




4 Odzivi algoritmov na statične signale 
V sledečem poglavju se ukvarjam z analizo in odzivi algoritmov na različne statične 
signale z različnimi vrednostmi parametrov osnovne harmonske komponente napetosti ali 
toka (amplituda, frekvenca in faza), saj je pravilno določevanje teh vrednosti  osnovna naloga 
algoritmov.  
V sklopu statične analize signalov prikazujem točnost algoritmov za (i) nepopačen 
statičen signal z nominalnimi vrednostmi parametrov (tj. Xm = 1 p.u., f = 50 Hz, φ = 0⁰), (ii) za 
statičen signal z različno amplitudo, (iii) frekvenco ali (iv) fazo osnovnega signala, (v) 
statičen signal popačen z eno harmonsko komponento in (vi) analizo realističnih tokovnih in 
napetostnih harmonsko popačenih signalov.  
4.1 Osnoven test 
V prvem izvedenem testu sem preizkušal čisti nepopačen sinusni signal (statičen signal) 
z amplitudo Xm = 1 p.u. (100%), frekvenco 50 Hz in začetno fazo 0⁰. Simulacija služi za 
verifikacijo pravilnega delovanja algoritmov, saj v primeru prevelike napake algoritem 
avtomatično neprimeren za kakršnokoli uporabo. Iz Tabele 4.1 je razvidno, da so napake vseh 
algoritmov velikostnega reda numeričnih napak in so praktično enake nič.  V nadaljevanju je 
zato analiza vseh izbranih algoritmov smiselna.   
 
 FFT 3PSF 4PSF iDFT3 SLCA PSFE PSFEi MHFE 
TVE  
(/) 

















Tabela 4.1: TVE in FE različnih algoritmov za statičen nepopačen sinusni signal 
V skladu s standardom mora merilnik PMU pri meritvi frekvence, sinhrofazorja in 
ROCOF-a zagotavljati vrednosti, ki so predpisane znotraj standarda. Zahteve morajo biti 
izpolnjene pri poljubnem stanju omrežja in v vseh pogojih delovanja, ki je odvisno tudi od 
lastnosti in tipov bremen, ki se lahko v različnih obratovalnih pogojih spreminjajo. Zato 
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standard predpisuje tri dodatne statične teste, pri katerih je potrebno nepopačenemu 
osnovnemu statičnem signalu spreminjati amplitudo, frekvenco ali fazo. Obseg spreminjanja 
določenega parametra in pripadajoče mejne vrednosti posameznega testa so zbrane v Tabeli 
4.2.  
 
variran parameter območje spreminjanja max. FE [mHz] max. TVE [%] 
frekvenca ± 5 Hz za Fs ≥ 25 Hz 5 1 
nap. amplituda 10% do 120% 5 1 
tok. amplituda 10% do 200% 5 1 
fazni kot ±180⁰ 5 1 
 
Tabela 4.2: Obseg spreminjanja frekvence, amplitude in faze ter pripadajoče mejne vrednosti TVE in FE pri 
testiranju odziva na statičen signal 
4.2 Linearna deviacija frekvence  
Prvi statični test zahteva spreminjanje frekvence, med katero TVE ne sme preseči 
vrednosti 1% medtem ko je maksimalno odstopanje FE omejeno na 5 mHz. Vrednosti 
spreminjanja frekvence so določene s frekvenco poročanja Fs. Če je Fs manjša od 10 Hz, 
moramo spreminjati frekvenco za ± 2 Hz. V primeru, da je Fs večja ali enaka od 25 Hz je 
območje spreminjanja frekvence ± 5 Hz. V kolikor je frekvenca poročanja med 10 Hz in 25 
Hz, se območje spreminjanja frekvence določi kot ± Fs/5. V našem primeru je bil Fs = 10 Hz 
in nominalna frekvenca sistema 50 Hz (evropski elektroenergetski sistem), zato bi glede na 
zahteve standarda moral spreminjati frekvenco med 48 Hz in 52 Hz. Kljub temu sem se 
odločil za bolj rigorozen test, ki ga zahteva standard, zato sem frekvenco spreminjal med  45 
Hz in 55 Hz. [19, IIIa]. 
Rezultati simulacij so pokazali (Slika 4.1), da največje napake naredita algoritma FFT 
in 3PSF. Oba algoritma izkazujeta celo identične TVE in FE. Glede na vrednost napake TVE 
in FE sledi algoritem iDFT3, medtem ko imajo ostali algoritmi praktično zanemarljivo 
napako. 
 






Slika 4.1: TVE in FE v linearnem (grafa zgoraj) in logaritemskem merilu (grafa spodaj) pri linearnem 
spreminjanju frekvence pri frekvenci vzorčenja fs = 1 kHz 
TVE algoritmov FFT in 3PSF linearno narašča, ko se frekvenca odmika od nominalne 
vrednosti (50 Hz) in pri frekvencah 45 Hz in 55 Hz naredi največjo napako TVE = 120%. 
Podobno obliko ima tudi FE teh dveh algoritmov, kjer največja absolutna vrednost FE znaša 
kar 5 Hz.  To je posledica načina delovanja algoritmov, ki vselej predpostavljata konstanto 
frekvenco 50 Hz. Na logaritemski skali je razvidno tudi izstopanje algoritma iDFT3, ki ima 
podobno obliko kot FFT in 3PSF, vendar maksimalen TVE le malo presega 1%, zato je tudi ta 
algoritem načeloma primeren za uporabo v merilnikih PMU. Glede na rezultate te simulacije 
so vsi algoritmi razen 3PSF in FFT primerni za uporabo v PMU, saj vsi dobro predvidijo vse 



































































Slika 4.2: TVE in FE v linearnem (grafa zgoraj) in logaritemskem merilu (grafa spodaj) pri linearnem 
spreminjanju frekvence pri frekvenci vzorčenja fs = 10 kHz 
Pri povečani frekvenci vzorčenja, (tj. pri povečanju števila vzorcev na sekundo, angl. 
»sample rate«) so rezultati simulacij podobni kot pri fs = 1 kHz, Slika 4.2. Vidnejša razlika se 
opazi na logaritemskem merilu TVE, kjer algoritem iDFT3 izkazuje veliko manjšo napako kot 
pri nižji frekvenci vzorčenja, hkrati se spremeni tudi oblika odziva algoritma, ki sedaj ni več 
gladka krivulja. Maksimalen TVE je sedaj manjši od 1%. V splošnem lahko zaključimo, da v 
navedenem primeru povečanje vzorčevalne frekvence nima vidnejšega vpliva na napake 
algoritmov.  
Natančno merjenje frekvence je zelo pomembno, saj mora biti med normalnim 
obratovanjem proizvodnja električne energije enaka potrošnji, regulacija sistema pa mora 
vzdrževati konstanto napetost in frekvenco, a se kljub temu pojavljajo nihanja zaradi 
spreminjajočih obremenitev. Nihanje frekvence je problematično predvsem za člene sistema, 
ki so občutljivi na prenizke vrednosti. Tipični predstavniki takšnih členov so transformatorji, 
ki se jim ob prenizkih frekvencah poveča magnetni pretok ali parne turbine, kjer nižja 
frekvenca omrežja lahko postane enaka lastni frekvenci osi turbine, kar privede do mehanskih 
poškodb in celo do zlomov, zaradi povečanih vibracij [1]. Zaradi povezave sistemov v večje 
enote, se vsaka sprememba frekvence v  manjših sistemih zgodi skoraj istočasno. Pri znižanju 
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velik vpliv frekvence na pravilno obratovanje elektroenergetskega sistema. Zato je bila prva 
simulacija še toliko bolj pomembna. 
4.3 Linearna deviacija amplitude 
Naslednja simulacija statičnemu signalu v določenem obsegu spreminja amplitudo 
napetosti ali toka. V primeru M-razreda merilnikov PMU obseg znaša 10–120% nominalne 
vrednosti osnovne amplitude, oz. 10–200% nominalne vrednosti amplitude za tokovne 
signale. Za oba signala standard predpisuje, da mora biti TVE manjši od 1% in FE manjši od 
5 mHz. Pri  simulaciji spremembe amplitude lahko tako obravnavamo tokovno kot tudi 
napetostno spremembo vendar sem pri svojem delu prevzel tokovno območje spreminjanja 
amplitude (tj. 10–200%), saj je območje širše in tako bolj rigorozno, kot je napetostno 
območje spreminjanja amplitude. 
 




































Tabela 4.3: TVE in FE različnih algoritmov pri spreminjanju amplitude statičnega signala 
Ne glede na izbrane vrednosti amplitude so napake TVE v velikosti do 3 • 10-16 (Tabela 
4.3) in so ponovno praktično v rangu numeričnih napak. Napake so tako v vseh primerih 
praktično zanemarljive, zato algoritmi pravilno zaznajo vse spremembe amplitude v omrežju. 
Izvor manjših razlik med algoritmi izvira v načinu delovanja posameznega algoritma. 
Najmanjše odstopanje TVE ima algoritem PSFE, kjer je TVE = 2,72 • 10-16 (Tabela 4.3), 
največje TVE pa imata algoritma FFT in 3PSF.  
Enako velja pri višji frekvenci vzorčenja (fs  = 10 kHz), kjer so napake TVE ponovno v 
rangu numeričnih napak, vrednosti pa se zaradi procesa izračuna posameznih algoritmov med 
seboj minimalno razlikujejo. Tudi v tem primeru v splošnem velja, da so si kljub povečanju 
vzorčevalne frekvence vsi rezultati algoritmov podobni in da glede na simulacije variacije 
amplitude vsi algoritmi ustrezajo zahtevam standarda.  
Dobro poznavanje amplitude napetosti omrežja je prav tako pomembno kot dobro 
poznavanje frekvence, saj je morebitna sprememba napetosti v omrežju indikator, da 
proizvodnja in poraba jalove moči nista več v ravnotežju. Kljub spremembi obremenitve mora 
napetost ostati znotraj določenih tolerančnih mej, podobno kot velja za frekvenco. To se 
doseže z ustrezno regulacija napetosti, ki poteka z regulacijo vzbujanja generatorjev, z 
regulacijo odcepov transformatorjev ali z uporabo kondenzatorskih baterij [1]. V splošnem se 
v času manjše obremenitve omrežja (predvsem ponoči) pojavljajo presežki jalove moči, ki 
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povzročajo višje napetosti. Nasprotno velja pri večjih obremenitvah, ko je priključenih več 
porabnikov, ki porabljajo jalovo moč in tako nižajo napetosti omrežja. Do sprememb 
amplitude lahko pride tudi zaradi nenormalnih obratovalnih stanj, kot so različne vrste kratkih 
stikov ali na zelo dolgih vodih (nastanek Ferrantijevega pojava).  
4.4 Linearna deviacija faze 
Tretji statični test, ki ga predpisuje standard, je spreminjanje začetnega faznega kota 
signala med -180⁰ do 180⁰. Mejne vrednosti FE in TVE sta enaki kot v prvih dveh testih. 
 




































Tabela 4.4: TVE in FE različnih algoritmov pri spreminjanju začetne faze statičnega signala pri frekvenci 
vzorčenja fs = 1 kHz 
Pri kalibraciji merilnika PMU lahko linearno deviacijo faze izvedemo tako, da se 
frekvenca testnega signala malo razlikuje od nominalne frekvence, vendar je ta razlika ne sme 
presegati 0,25 Hz. Tak test ima frekvenco še vedno zelo blizu nominalne vrednosti, a se nam 
hkrati zaradi različne frekvence nekoliko spremeni fazni kot na začetku vsakega opazovanega 
okna. Spremembe so dovolj počasne, da med testom ne pride do prevelikih napak, ki se lahko 
pojavijo ob prehitrih spremembah faznih kotov.  
V teoretičnih simulacijah s spreminjanjem začetne faze nisem imel težav, saj sem lahko 
signal brez težav matematično premikal za ustrezen fazni kot v območju med  
–180⁰ do +180⁰. Pri izračunu TVE ima najmanjšo napako algoritem PSFE (Tabela 4.4), 
vendar tudi ostali algoritmi ustrezajo, saj vsi pravilno določijo fazo vzorčenega signala. Še 
največjo numerično napako TVE naredita algoritma FFT in 3PSF in sicer 6,36 ∙ 10
-11
. Tudi z 
vidika statičnega spreminjanja začetne faze signala vsi algoritmi delujejo pravilno in so 
primerni za uporabo v merilnikih PMU. 
 




































Tabela 4.5: TVE in FE različnih algoritmov pri spreminjanju začetne faze statičnega signala pri frekvenci 
vzorčenja fs = 10 kHz 
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Ponovno sem izdele podobno simulacijo pri povišani frekvenci vzorčenja, tj. 
fs = 10 kHz. Zaradi večjega števila vzorcev ima vhodni signal natančnejšo obliko realnega 
signala. Po pričakovanju so napake algoritmov ponovno nekoliko manjše v primerjavi z 
napakami pri nižji frekvenci vzorčenja (Tabela 4.5), vseeno pa so razlike relativno majhne. 
Iz osnovne analize vseh treh statičnih signalov lahko vidimo, da so vsi algoritmi razen 
FFT in 3PSF ustrezni za uporabo v PMU. Kljub rahlim odstopanjem amplitude, frekvence in 
faze ima vsak algoritem svoje prednosti in slabosti v specifičnih pogojih delovanja. 
4.5 Harmonska popačenja 
Do sedaj sem analiziral le nepopačen statičen signal. Med običajnim delovanjem lahko 
postanejo statični signali močno harmonsko popačeni tako na generatorski strani 
(razsmerniška DC/AC vezja pri vetrnih in fotovoltaičnih elektrarnah), kot tudi na porabniški 
strani (nelinearnost bremen, DC usmernikov in raznih motorskih pogonov) in tudi zaradi 
prisotnosti različnih elementov v omrežju (kompenzatorjev jalove energije). Kljub prisotnosti 
najrazličnejših harmonskih komponent na omrežju morajo merilniki PMU še vedno pravilno 
določiti parametre osnovnega signala.  
Harmoniki so matematično definirani kot popačenje tokovnih ali napetostnih signalov 
in so definirani kot komponente signala, ki so večkratnik osnovne komponente frekvence (50 
Hz). Preko Fourierove vrste lahko vsak periodičen signal zapišemo kot vsoto sinusnih (ali 





















kjer je f(t) časovno odvisna funkcija (signal), n poljubno celo število (oz. številka harmonske 
komponente), ter Xn amplituda n-te harmonske komponente [25]. Harmonska popačenja 
moramo raumeti kot statičen pojavi in ga nikakor ne smemo enačiti z amplitudnimi špicami, 
impulzi, oscilacijami ali drugimi prehodnimi oblikami, ki jih razvrščamo med dinamične 
signale (Poglavje 5). Harmoniki v elektroenergetskem sistemu pogosto povzročajo večje 
probleme, v redkih primerih lahko povzročijo tudi resonance ali s svojimi amplitudami  
škodljivo vplivajo na elemente elektroenergetskega omrežja, zato nam preventivno 
zaznavanje harmonskih popačenj izboljša sistemsko zanesljivost.  







Slika 4.3: Odziv algoritmov na dodana harmonska popačenja (prvih 50 harmonskih komponent) pri frekvenci 
vzorčenja fs = 1 kHz 
Pri testiranju vpliva harmonskih komponent na delovanje algoritmov sem osnovnemu 
signalu dodal še eno harmonsko komponento z amplitudo 10% osnovne amplitude. Faze 
posameznih harmonikov v standardu niso definirane, zato so v standardu privzeto nastavljene 
na 0°, čeprav je vzorčen oziroma rekonstruiran signal iz harmonikov v splošnem močno 
odvisen od faze posameznih harmonikov.  
Glede na zahteve standarda [16] je potrebno testirati prvih 50 harmonskih komponent. 
Standard tudi predpisuje, da mora biti harmonsko popačenje (THD, angl. »total harmonic 
distortion«) osnovnega signala manjše od 0,2%. S tem nisem imel težav, saj sem algoritme 
obravnaval teoretično in sem lahko v programskem okolju Matlab generiral nepopačen 
osnoven sinusni signal. Standard predpisuje, da TVE ne sme presegati 1%, medtem ko sta FE 
in RFE odvisna tudi od frekvence poročanja in sicer, da mora biti FE manjši od 5 mHz, če je 
Fs manjši od 20 Hz, oz. FE manjši od 25 mHz, če je Fs  večji od 20 Hz.   
Odziv algoritmov na dodana harmonska popačenja pri frekvenci vzorčenja 1 kHz  so 
prikazani na Sliki 4.3.  
TVE je pri vseh algoritmih presežen pri določenih harmonskih komponentah (TVE = 
10%), zato lahko trdimo, da so vsi algoritmi v primeru harmonskih popačenj neprimerni za 
uporabo. Algoritem 4PSF ima povečan TVE tudi pri drugi harmonski komponenti (nekaj več 
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kot 2%), nekoliko manjšo napako ustvari algoritem FFT. Algoritem 4PSF ima pri določenih 
harmonskih komponentah TVE blizu zgornje meje standarda in znaša 1%, pri drugih 
harmonskih komponentah pa vrednost prekorači za več kot desetkrat. Pri dvajseti in štirideseti 
harmonski komponenti je napaka TVE vseh algoritmov enak nič. Razlog se nahaja v 
frekvenci vzorčenja, saj se dvajseta in štirideseta harmonska komponenta vzorči ravno ob 
prehodih skozi nič in se tako praktično vzorči samo osnovna harmonska komponenta, ki jo 
algoritmi pravilno prepoznajo, kot je to pokazano že v osnovnem testu (Poglavje 4.1 Osnoven 
test). Največji TVE algoritma 4PSF se pojavi pri sedmi, deveti, sedemindvajseti, 
devetindvajseti, sedeminštirideseti ter devetinštirideseti komponenti.  Simuliral sem tudi 
signale z dodanimi harmoniki do 162-te komponente pri frekvenci vzorčenja fs = 1kHz in 
ugotovil, da se rezultati simulacije ne razlikujejo in se le periodično ponavljajo.  
V primerih, ko  je vrednost TVE vseh algoritmov zelo velika in enaka 10%, se zgodi t.i. 
frekvenčno prekrivanje (angl. »aliasing«), to je pojav, ko po vzorčenju popačenega signala 
dobimo navidezno nepopačen osnoven signal z amplitudo 90% oz. 110% osnovnega signala. 
Pojav povzroči TVE = 10% in se pojavi pri vseh harmonskih komponentah, ki so definirani 









    
(4.2) 
  
kjer je n naravno število,  f0 frekvenca v sistemu (tj. 50 Hz) ter fs frekvenca vzorčenja. V 
primeru frekvenčnega prekrivanja vsi algoritmi izpadejo iz nabora, saj niso sposobni pravilno 
oceniti amplitude osnovnega signala. 
Frekvenčna napaka je največja pri algoritmu 4PSF in MHFE, kjer preseže celo mejno 
vrednost določeno v standardu (Slika 4.3). FE  algoritma 4PSF je periodična funkcija, ki ima 
maksimalen FE = ±80 mHz. Maksimalne vrednosti ima pri točno določenih komponentah in 
sicer pri 6., 10., 26., 30. in ponovno pri 46. harmonski komponenti. Na vsako deseto 
harmonsko komponento se FE pri algoritmu 4PSF in MHFE približa 0 Hz. Podobno velja za 
FE algoritma MHFE, ki ima kvazi-trikotno in periodično obliko in maksimalen FE = ±15 
mHz. Ostali algoritmi v primerjavi z MHFE in 4PSF izkazujejo precej manjše napake in so v 
obsegu numeričnih napak. 
Algoritem MHFE ravno tako preseže standardno mejno vrednost FE, vendar v manjši 
meri kot 4PSF, vendar kljub temu oba navedena algoritma v primeru harmonskih popačenj pri 
navedenih pogojih  nista primerna za PMU-aplikacije.   
V izogib frekvenčnemu prekrivanju je potrebno glede na Enačbo 4.2 povečati frekvenco 
vzorčenja. Rezultati novih simulacij pri frekvenci vzorčenja 10 kHz so prikazani na Sliki 4.4. 
Opazimo lahko, da so po obliki rezultati podobni kot prej, le da se frekvenčna os sedaj 
ustrezno premakne (Sliki 4.3 in 4.4). To pomeni, da se vrednosti napak algoritmov pri 
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dodanih 50 harmonskih komponentah posledično pojavijo pri desetkratni vrednosti 
harmonskih komponent, če povečamo frekvenco vzorčenja za faktor 10. Odzivi algoritmov na 
Sliki 4.5 so glede na Sliko 4.4 podobne oblike. S povečanjem vzorčevalne frekvence problem 
ne rešimo celovito, vendar postane večina obravnavanih algoritmov ustrezna, saj standard 
zahteva testiranje le prvih 50 harmonskih komponent v signalu. 
 Opazimo tudi, da TVE algoritma 4PSF kljub povečanju vzorčevalne frekvence doseže 
maksimalen TVE = 2,54%. Algoritem MHFE ima v primerjavi s 4PSF manjši TVE (TVE = 
0.67%), oblika TVE pa je podobna poteku eksponentne funkcije. S povečano frekvenco 
vzorčenja se  pri obravnavanju prvih 50 harmonskih komponent zmanjša TVE.  
Pri FE po pričakovanju ponovno izstopata algoritma 4PSF in MHFE, in sicer je FE 
največji pri 2. harmonski komponenti in je enak FE = 80,86 mHz pri algoritmu 4PSF, nato FE  




Slika 4.4: Odziv algoritmov, če je osnovnemu signalu dodana še ena harmonska komponenta (testiranih je bilo 
prvih 50 harmonskih komponent). Frekvenca vzorčenja je bila 10 kHz. 
 






















































Slika 4.5: Odziv algoritmov, če je osnovnemu signalu dodana še ena harmonska komponenta (testiranih je bilo 
prvih 500 harmonskih komponent). Frekvenca vzorčenja je bila 10 kHz. 
V nasprotju s pričakovani je algoritem 3PSF v primerjavi s 4PSF ustrezen, čeprav bi 
pričakovali obraten rezultat. V določenih primerih lahko trdimo, da je algoritem 3PSF 
ustreznejši kot 4PSF. Razlog se nahaja v delovanju algoritmov, saj 3PSF ne preračunava 
frekvence, ampak predpostavlja osnovno frekvenco f = 50 Hz, kar je v danem primeru 
pravilno. S pravilno oceno frekvence nato pravilno določi tudi ostala parametra (amplituda in 
faza). Algoritem 4PSF mora določiti tudi frekvenco, ki jo zaradi prisotnosti ostalih 
harmonskih komponent napačno določi, posledično pa nekoliko napačno določi še ostali 
parametri (amplitudo in fazo). 
Vsi algoritmi razen 4PSF in MHFE imajo praktično zanemarljive napake TVE in FE, 
pri fs = 10 kHz, zato so za implementacijo v PMU-merilnikih glede na zahteve standarda 
primerni vsi. 
4.6 Realistični harmonsko popačeni signali 
V prejšnjem poglavju sem glede na zahteve standarda testiral delovanje algoritmov za 
signale, ki imajo poleg osnovne harmonske komponente prisotno še eno drugo harmonsko 
komponento. Običajno so signali na omrežju istočasno popačeni s številnimi harmonskimi 
komponentami, zato sem tudi te realistične signale vključil v svojo analizo.  Pri izbiri signalov 
sem si pomagal z internetno knjižnico signalov britanskega meroslovnega inštituta NPL (angl. 
»National Physical Laboratory«), ki vključuje napetostne in tokovne  signale [27,28]. 
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Prvi obravnavani napetostni signal ima obliko, ki je prikazana na Sliki 3.6 in je povzet 
po standardu IEEE 519-1992, v katerem je zajeta serija napetostnih signalov, ki se pojavljajo 
na distribucijskem omrežju. V Tabeli 4.6 vidimo, da signal vsebuje enajst harmonskih 
komponent z različnimi vrednostmi amplitud. 
 
Slika 4.6: Oblika napetostnega signala po standardu 519-1992 
 


























Tabela 4.6: Prikaz vrednosti harmonskih komponent signala na Sliki 4.6 s podanimi vrednostmi amplitude 
V primeru signala, prikazanega na Sliki 4.6, TVE vseh algoritmov presegajo 1%. 
Največji TVE se pojavi pri algoritmu 4PSF in znaša 1,75%, s skoraj identičnimi napakami mu 
sledijo ostali algoritmi (TVE = 1,74%). Podobnost z odzivi algoritmov, predstavljenih v 
Poglavju 4.5 se pojavi tudi pri FE algoritmov, pri katerem ponovno izstopa algoritem 4PSF s 
FE = 4,36 mHz, ter algoritem MHFE s FE = 0,493 mHz. 4PSF je tik pod sprejemljivo mejno 
vrednost.  
Takšni odzivi algoritmov so pravzaprav pričakovani, saj obravnavani signal vsebuje 19. 
harmonsko komponento, ki je glede na Enačbo 4.2  problematična, saj povzroča frekvenčno 
prekrivanje.  
 























1,74 1,75 1,74 1,74 1,74 1,74 1,74 
FE 
(mHz) 










Tabela 4.7: Prikaz vrednosti TVE in FE algoritmov v primeru signala na sliki 4.6 
 
Slika 4.7: Oblika napetostnega signala, ki je bil izmerjen na fluorescentnih sijalkah s predstikalno napravo 
 














Tabela 4.8: Prikaz vrednosti harmonskih komponent signala na Sliki 4.7 s podanimi vrednostmi amplitude 
 






























Tabela 4.9: Prikaz vrednosti TVE in FE algoritmov v primeru signala na sliki 4.7 
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Obliko realističnega napetostnega signala na fluorescentni sijalki s predstikalno napravo 
prikazuje Slika 4.7. Napetostni signal tokrat vsebuje harmonske komponente, ki  pri fs = 1 kHz 
ne povzročajo frekvenčnega prekrivanja, saj periodičen signal vsebuje največ 13. harmonsko 
komponento (Tabela 4.8).  
Za ta obravnavani signal algoritmi pravilno napovejo osnovne parametre. Napake TVE 
in FE v velikosti numeričnih napak, razen napak algoritmov 4PSF in MHFE, ki v primerjavi z 
ostalimi algoritmi ustvarita veliko večjo napako TVE in FE in to kljub temu, da signal ne 
vsebuje »problematičnih« harmonskih komponent. Izstopa predvsem algoritem 4PSF s TVE = 
0,279% in FE = 9,05 mHz. V tem primeru merilnik PMU s 4PSF algoritmom ne more dovolj 
natančno določiti amplitudo, frekvenco in fazo. 
Za prvi tokovni signal sem izbral signal, ki je bil pomerjen na sekundarnem navitju 
distribucijskega transformatorja v vezavi trikot-zvezda. Glede na tip transformatorja lahko 
navitja vežemo na različne načine, najpogostejše vezave so zvezda, trikot in cikcak vezava. 
Vrednosti amplitud harmonskih komponent so prikazane v Tabeli 4.8, pri čemer posamezne 
komponente niso fazno zamaknjene in prav tako niso problematične z vidika frekvenčnega 
prekrivanja pri fs = 1 kHz. 
 
Slika 4.8: Oblika tokovnega signala, ki je bil izmerjen na sekundarnem navitju transformatorja Δ/Y 
 


















Tabela 4.10: Prikaz vrednosti harmonskih komponent signala na Sliki 4.8 s podanimi vrednostmi amplitude 


















































Tabela 4.11: Prikaz vrednosti TVE in FE algoritmov v primeru signala na Sliki 4.8 
Zaključek, da  algoritem 4PSF ni ustrezen, se ponovno potrdi pri tokovnem signalu, kjer 
4PSF zavzame vrednost TVE = 9,08%. Algoritem MHFE v primerjavi z odzivom na signal na 
Sliki 4.7 ustvari še večjo napako TVE = 0,432%. Rezultat ni presenetljiv, saj lahko 
ugotovimo, da ne glede na frekvenco vzorčenja algoritma 4PSF in MHFE ne delujeta 
primerno v primerih harmonsko popačenih signalov. FE omenjenih dveh algoritmov je tudi 
močno presežen, saj znaša 295,2 mHz za algoritem 4PSF oziroma 15 mHz za  algoritem 
MHFE. Napake TVE in FE ostalih algoritmov so velikosti numeričnih napak, kar je skladno s 
podpoglavjem 4.5. 
 
Slika 4.9: Oblika tokovnega signala z imenom NRC 730 
 
Tokovni signal na Sliki 4.9 se uporablja v knjižnici tokovnih signalov v Nacionalnem 
raziskovalnem svetu v Kanadi (angl. »National Research Council Canada«; NRC). Oblika 
signala se pogosto pojavlja v NRC-jevih objavah v zvezi z delovanjem  števcev električne 
energije pod nesinusnimi pogoji [29]. V primerjavi z do sedaj obravnavanimi signali je pri 
tem signalu prisoten tudi fazni zamik posameznih harmosnkih komponent, kot je navedeno v 
Tabeli 4.12, v Tabeli 4.13 in 4.14 pa so zbrane TVE in FE algortimov pri frekvenci vzorčenja 
fs = 1 kHz oz. 10 kHz. 
 


















Har.komponenta Amplituda Faza 
2 0,1 -115,52 
3 0,1 1,07 
4 0,099992 -179,63 
5 0,1 13,32 
6 0,1 9,3 
7 0,1 73,52 
8 0,1 152,14 
9 0,1 -19,85 
10 0,1 -167,77 
11 0,1 85,93 
12 0,1 -37,27 
13 0,1 16,07 
14 0,1 -28,14 
15 0,1 94,03 
16 0,1 -173,4 
17 0,1 129,54 
18 0,1 -113,87 
19 0,1 37,55 
20 0,1 -52,26 
21 0,1 1,51 
22 0,1 14,33 
23 0,1 150,16 
24 0,1 7,07 
25 0,1 161,25 
 
Tabela 4.12: Prikaz vrednosti harmonskih komponent signala na Sliki 4.9 s podanimi vrednostmi amplitude in 
faze. 
 
 FFT 3PSF 4PSF iDFT3 SLCA PSFE PSFEi MHFE 
TVE (%) 6,7
 
6,7 11,6 6,7 6,7 6,7 6,7 7,2 










Tabela 4.13: Prikaz vrednosti TVE in FE algoritmov v primeru signala na Sliki 4.9 pri frekvenci vzorčenja  fs = 
1 kHz 
 




























Tabela 4.14: Prikaz vrednosti TVE in FE algoritmov v primeru signala na sliki 4.9 pri frekvenci vzorčenja  fs = 
10 kHz 
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Zaradi prisotnosti 19. in 21. harmonske komponente se pojavi frekvenčno prekrivanje 
pri vzorčevalni frekvenci fs = 1 kHz. Maksimalen TVE ima algoritem 4PSF  (TVE = 11,6%), 
sledi mu MHFE s TVE = 7,21%, medtem ko imajo ostali algoritmi TVE = 6,69%. Pri 
frekvenci vzorčenja fs = 10 kHz imata veliko TVE ponovno algoritma 4PSF (TVE = 1,43%), 
ter MHFE (TVE = 1,61%). FE znaša 45,6 mHz za algoritem 4PSF in 52,1 mHz za algoritem 
MHFE.  
Analiza z realnimi harmoniki je potrdila, da algoritma 4PSF in MHFE v primeru 
harmonskih popačenj nista primerna algoritma za implementacijo v PMU-merilnikih. V 
primeru uporabe v PMU-merilniku bi algoritma nepravilno izračunala amplitudo, frekvenco 
in fazo, z napako večjo od mejne vrednosti določene v standardu. 
Med delovanjem elementov elektroenergetskega sistema ne moremo vnaprej predvideti 





5 Odzivi algoritmov na dinamične signale 
V poglavju o odzivih algoritmov na dinamične signale obravnavamo dinamične signale, 
katerim se v opazovanem časovnem oknu spreminja izbrani vplivni parameter (amplituda ali 
frekvenca).  Za te signale standard pogosto ne predpisuje mejnih vrednosti TVE in FE, vendar 
so v elektroenergetskem  sistemu pogosto prisotni zaradi njegove dinamične in nelinearne 
narave, zato je izvedba navedenih simulacij smiselna. V poglavju obravnavam spremembo 
napetosti ali frekvence. Spremembo napetosti lahko razdelimo na nezvezno (skočno) 
spremembo amplitude (amplitudna stopnica) in počasnejšo zvezno spremembo amplitude 
(amplitudna rampa). V poglavju podobno obravnavam tudi dinamične spremembe frekvence, 
kot so stopničasta sprememba frekvence ter sprememba frekvence po rampi. 
5.1 Amplitudna stopnica 
Nihanje napetosti je stalno prisotno na omrežju, zato je prva prikazana in osnovna 
simulacija stopničasta sprememba napetosti, ki se zgodi v nekem določenem trenutku 
(Slika 5.1).   
Skočna sprememba oz. amplitudna stopnica ob določenem izbranem trenutku poveča 
nominalno amplitudo signala na novo 110% vrednost. V simulacijski platformi sem 
spreminjal čas nastopa amplitudnega skoka med 470 ms in 630 ms s korakom 1 ms, za 
izbrano opazovano okno (tj. časovni interval, za katerega naj algoritmi podajo merilni 
rezultat) pa sem izbral interval med 500 ms in 600 ms. Simulacije so pokazale, da ima 
trenutek nastopa stopnice velik vpliv na odziv algoritmov. Če se amplitudna stopnica zgodi ob 
času t < 500 ms (primer I. na Sliki 5.1), v opazovanem oknu algoritmi prepoznajo statičen 
sinusen signal z amplitudo Xm = 1.1 p.u. Vzorčen signal algoritmi po pričakovanjih pravilno 
ovrednotijo (TVE in FE so praktično enake nič), saj je test algoritmov v teh primerih 





















Slika 5.1: Prikaz opazovanega okna v intervalu med 500 in 600 ms s tremi amplitudnimi stopnicami z različnimi 
časi nastopa (pred opazovanim oknom – I., v opazovanem oknu – II. ter izven opazovanega okna – III.) 
Če se enotina stopnica zgodi ob času t > 600 ms (Slika 4.1 – III.), so napake TVE in FE 
ponovno enake 0, saj je v opazovanem oknu signal ponovno statičen. Vpliv spremembe 
amplitude izven opazovanega območja v času t < 0,5 s oziroma t > 0,6 s tako nima vpliva na 
odziv algoritmov znotraj opazovanega okna (500 ms < t < 600 ms), a vseeno je bil zaradi 
varnosti in verifikacije čas simulacije nekoliko podaljšan.  
V kolikor amplitudna stopnica nastopi med 500 ms < t < 600 ms, potem smo v 
opazovanem oknu priča dinamični spremembi signala, ki vpliva na odziv algoritmov in na 
njihovo napako (Slika 5.2). Simulacije so pokazale, da so napake TVE in FE različnih 
algoritmov različne, prav tako pa so močno odvisne tudi od časa nastopa spremembe; npr. 
algoritem iDFT3 ima TVE = 2,36%, če stopnica nastopi ob t = 532 ms in le 0,15% za t = 
549 ms.  V Tabeli 5.1 so zbrane največje vrednosti TVE in FE posameznih algoritmov, če 
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Slika 5.2: TVE in FE v linearnem (zgornja grafa) in logaritemskem merilu (spodnja grafa) pri spremembi 
amplitude iz 100% na 110% nominalne vrednosti ob časih t. Frekvenca vzorčenja je bila fs = 1 kHz 
 
 FFT 3PSF 4PSF iDFT3 SLCA PSFE PSFEi MHFE 
TVE 
 (%) 
0,322 0,322 1,015 2,360 1,255 0,921 2,066 0,994 
FE 
(mHz) 
0 0 27,4 25,8 28,0 20,2 30,3 24,4 
 
Tabela 5.1: Največji TVE in FE posameznih algoritmov pri simulaciji amplitudne stopnice, ki se pojavi ob 
različnih trenutkih t v opazovanem oknu med 500 ms in 600 ms pri frekvenci vzorčenja fs = 1 kHz 
Največjo napako ima algoritem iDFT3, ki ima dva izrazita vrha s TVR = 2,36% pri 
t = 532 ms in 2,23% pri t = 570 ms, sledita mu algoritma PSFEi (2,06%) ter SLCA (1,26%). 
Standard predstavljenega primera ne obravnava, zato mejne vrednosti niso predpisane. 
Vseeno standard pri ostalih testih pogosto navaja mejno vrednsot TVE na 1%, zato sem to 
vrednost pri tem testu privzel tudi jaz in glede na ta izbrani kriterij algoritmi iDFT3 in PSFEi 
in SLCA niso ustrezni. TVE algoritma 3PSF je izrazito naraščajoč in oscilirajoč, ter pri t =  
579 ms doseže največji TVE = 2,07%, nato začne padati.  
Odzivi ostalih algortimov so po obliki (semi-sinusna oblika) precej podobni, prvi 
(4PSF, SLCA, PSFE ter MHFE) dosežejo maksimalen TVE okoli 1%. Mnogo manjše napake 
imata algoritma FFT in 3PSF (okoli 0,3%). Vsi ti algoritmi razen SLCA algoritma dosežejo 
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ko ima vzorčen signal amplitudno vrednost. Nasprotno imajo ti algortimi TVE = 0% pri časih 
500 ms, 510 ms, 520 ms in vsako naslednjo deseto ms, tj. v primerih, ko se je amplitudna 
stopnica pričela ob prehodu vzorčenega signala skozi ničelno vrednost. Najmanj ugoden 







Slika 5.3: Prikaz časa nastopa amplitudne stopnice pri Xm = 1 p.u sinusnega signala 
Za razliko od TVE so lahko FE vseh algoritmov negativne ali pozitivne. Največja  
absolutna napaka FE se pojavi pri algoritmu PSFEi (FE = 30,3 mHz), blizu sta si napaki 
algoritmov SLCA ter 4PSF (FE ≈ 27mHz), algoritem MHFE naredi napako okoli 24 mHz. 
Algoritma FFT in 3PSF pri simulaciji amplitudne stopnice ne naredita nobene napake (FE = 0 
mHz), saj oba algoritma predpostavljata, da je f  = 50 Hz, kar pri opisani simulaciji tudi velja. 
Pri algoritmu iDFT3 se pojavi nesimetrično nihanje z največjo absolutno vrednostjo FE okoli 
26 mHz. Ostali algoritmi, vključno s PSFEi, imajo semi-sinusno obliko, izjema je algoritem 
SLCA, ki ima podobno kot algoritem iDFT3 nesimetrično obliko in največjo FE okoli  2 
mHz. 




















Slika 5.4: TVE in FE v linearnem (zgornja grafa) in logaritemskem merilu (spodnja grafa) pri spremembi 
amplitude iz 100% na 110% nominalne vrednosti ob času t. Frekvenca vzorčenja je bila fs = 1 kHz 
Na Sliki 5.4 vidimo, da so napeke TVE in FE pri višji frekvenci vzorčenja (fs = 10 kHz) 
identične, zato razen v določenih primerih vzorčevalna frekvenca ni več povečana.  
Pri običajnem obratovanje omrežja se lahko zgodi tudi primer nezveznega zmanjšanja 
amplitude sinusnega signala, zato sem izvedel še eno podobno simulacijo, pri kateri sem 
nominalno vrednosti amplitude iz 100% zmanjšal na 90%. Dobil sem po obliki podobne 
odzive algoritmov.   
 
 FFT 3PSF 4PSF iDFT3 SLCA PSFE PSFEi MHFE 
TVE  
(%) 
0,358 0,358 1,207 2,688 1,255 1,036 2,161 1,168 
FE 
(mHz) 
0 0 27,4 25,8 28,0 20,2 30,3 24,4 
 
Tabela 5.2: Največji TVE in FE posameznih algoritmov pri simulaciji amplitudne stopnice, ki se pojavi v 
opazovanem oknu med 500 in 600 ms pri frekvenci vzorčenja fs = 1 kHz 
V Tabeli 5.2 so zbrane največje vrednosti TVE in FE posameznih algoritmov, če 


































































Slika 5.5: Prikaz časa pričetka amplitudne stopnice pri Xm = 1 p.u vzorčenega sinusnega signala 
Rezultati TVE pri tem testu so bili po obliki identični kot pri prejšnjih testih, le da so se 
maksimalne vrednosti TVE nekoliko povečale, najverjetneje ker gre v primeru napetostne 
stopnice 1 → 0.9 za večjo relativno spremembo kot v primeru 1 → 1.1 stopnice. FE vseh 
algortimov je po obliki in vrednosti identičen kot v primeru pozitivne napetostne stopnice 
(Tabeli 5.1 in 5.2), le da se FE vrednosti sedaj zrcalijo preko abcisne osi. 
5.2 Amplitudna rampa 
Hipni amplitudni skoki niso možni, temveč je za spremembo napetosti vedno potreben 
določen čas, zato se v tem podpoglavju ukvarjam z napetostno rampo, tj. počasno in zvezno 
spremembo amplitude. Čeprav standard ne predpisuje te vrste simulacije, so podobne motnje 
v elektroenergetskem sistemu pogoste, zato je smiselno preučiti odziv algoritmov tudi na take 
spremembe. V simulaciji lahko amplitudno rampo primerjamo z množico manjših 
amplitudnih stopnic (Slika 5.6).  
TVE in FE algortimov so prikazani na Sliki 5.8. Zaradi lažje primerjave med 
amplitudno stopnico (Podpoglavje 5.1) in rampo se je amplituda osnovnega signala ponovno 
povečala iz 100% na 110% vrednost pri intervalu amplitudne rampe Δ dolžine 50 ms (Δ = 50 
ms), kar v mojem primeru znaša 50% opazovanega okna, kot je prikazano na Sliki 5.6. 
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Časovna x-os nam pri tej simulaciji predstavlja začetek amplitudne rampe. Ker ima 
amplitudna rampa določeno trajanje (Δ = 50 ms), je potrebno čas simulacije tu ustrezno 
povečati. Pričakovati je, da sta tako TVE in FE odvisna od amplitudne rampe, če ta kakorkoli 
pade v opazovano okno. Simulacijsko okno je zato v mojem primeru podaljšano v intervalu 












Slika 5.6: Amplitudna rampa s časom trajanja Δ= 50 ms (polna modra črta) v primerjavi z amplitudno stopnico 
(črtkana modra črta) 
V kolikor se amplitudna rampa prične za opazovani oknom t > 600 ms (primer III. na 
Sliki 4.5), potem ni pričakovati vpliva rampe na TVE in FE algoritmov, saj gre ponovno za 
statičen test. 
Rezultati so pokazali, da je ima trenutek nastopa amplitudne rampe ponovno velik vpliv 
na odziv algoritmov (Slika 5.8). V primerjavi z amplitudno stopnico so TVE in FE algoritmov 
manjši kot v primeru skočne spremembe, saj gre pri amplitudni rampi za postopno in počasno 
spremembo, ta pa predstavlja za algoritme manj zahtevno procesiranje in izračune. Napake 
TVE in FE postanejo valovite. TVE algoritma PSFEi doseže izrazit vrh pri 543 ms s TVE = 
1,42%, nato se začne napaka nižati proti 0%. Druga izrazita oblika TVE se pojavi pri 
algoritmu iDFT3, ki ima dve vršni vrednosti TVE = 1,302% in TVE = 1,259% in navidezno 
polsinusno obliko. TVE ostalih algoritmov (SLCA, PSFE, MHFE, 4PSF) imajo podobne 
oblike, z napakami manj od 0.5%, oblika napake algoritmov FFT in 3PSF, pa je identična za 
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Slika 5.7: Prikaz opazovanega okna v intervalu med 500 in 600 ms in treh amplitudnih ramp (Δ = 50 ms) z 
različnimi časi nastopa (pred opazovanim oknom  – I., v opazovanem oknu – II., ter izven opazovanega okna – 
III.) 
V Tabeli 5.3 so zbrani rezultati največje TVE in FE za amplitudne rampe, ki nastopijo 
ob najbolj neugodnih trenutkih za algoritme. 
 
 FFT 3PSF 4PSF iDFT3 SLCA PSFE PSFEi MHFE 
TVE  
(%) 
0,158 0,158 0,343 1,302 0,482 0,394 1,422 0,364 
FE 
(mHz) 
0 0 7,72 1,30 8,55 7,89 11,78 7,12 
 
Tabela 5.3: Največje TVE in FE posameznih algoritmov pri simulaciji amplitudne rampe (Δ = 50 ms), ki se 
pojavi v najmanj ugodnem trenutku za algoritme.  Frekvenca vzorčenja je bila 1 kHz 
Opazimo, da se TVE algoritmov PSFEi ter iDFT3, kot tudi ostalih algoritmov, v 
najboljšem primeru zmanjšajo za več kot 1% absolutno v primerjavi z amplitudno stopnico 

















Slika 5.8: TVE in FE v linearnem merilu (zgornja grafa) in logaritemskem merilu (spodnja grafa) pri spremembi 
amplitude iz 100% na 110% nominalne vrednosti po amplitudni rampi pri začetku rampe ob različnih časih t. 
Frekvenca vzorčenja je bila 1 kHz 
Napake FE skoraj vseh algoritmov (3PSF, SLCA, PSFE, MHFE in 4PSF) je po izgledu 
podoben in imajo navidezno invertirano sinusno obliko (Slika 5.8), največje napake FE pa so 
v rangu do 12 mHz. Algoritem iDFT3 ima v primerjavi z ostalimi algoritmi mnogo nižjo 
napako FE in sicer okoli 1.30 mHz. Oblika FE pri amplitudni rampi ima v primerjavi s FE 
amplitudne stopnice manjše število izrazitih nihanj, hkrati pa se napake FE praktično 
zmanjšajo za tretjino.  
V primeru amplitudne rampe, pri kateri se amplituda signala zmanjša iz 100% na 90%, 
veljajo podobni zaključki kot pri spremembi amplitudne stopnice iz 100% na 90% oz. 110%; 
oblika FE se zrcali preko abcisne osi, medtem ko se TVE rahlo poveča v primerjavi z 
100%→110% amplitudno rampo. V kolikor se trajanje rampe podaljša postanejo napake TVE 
in FE veliko manjše, saj gre za počasnejše spremembe, v primeru hitrejših sprememb pa se 
napake približujejo napakam TVE in FE značilnih za amplitudne stopnice. 
5.3 Frekvenčna stopnica 
Na omrežju se poleg amplitude lahko deloma spremeni tudi frekvenca omrežja, zato 
sem v anlizo algoritmov vključil tudi frekvenčno stopnico. V prikazani simulaciji sem v 
določenem trenutku znotraj opazovanega okna po stopnici spremeni nominalno frekvenco iz 
50 Hz na 50,1 Hz. Standard tega testa ne obravnava, vendar je analiza vseeno zanimiva, da se 
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delovanje algoritmov preveri s čim več simulacijami, da se čim bolj verodostojno preveri 













Slika 5.9: Stopničasta sprememba nominalne frekvence iz 50 Hz na 50,1 Hz pri izbranem času t  =  470 ms 
Rezultati simulacij so prikazani na Sliki 5.10. Močno odstopa odziv algoritma 3PSF, ki 
predpostavljata nespreminjajočo frekvenco f = 50 Hz. Identičen je tudi odziv algoritma FFT, 
ki ima zaradi narave implementacije algoritma in števila vzorcev manjšo resolucijo frekvence 
(tj. 10 Hz) in zato pri tej simulaciji zavzame identične vrednosti kot algoritem 3PSF, enako 
kot je veljalo pri amplitudni stopnici. Napaka TVE znaša 3,09%  do t = 501 ms , nato pa se 
začne TVE strmo zmanjševati. TVE ostalih algoritmov (iDFT3, SLCA, MHFE, 4PSF, PSFE) 
je po obliki podoben polsinusni krivulji. Največji TVE ob najmanj ugodnem času nastopa 
frekvenčne stopnice v opazovanem oknu ima algoritem PSFEi s TVE = 0,78%, sledi mu 
algoritem 4PSF s TVE = 0,88% ter MHFE s TVE = 0,89%. Nasprotno algoritem iDFT3 kljub 
podobni obliki doseže največjo vrednost TVE v velikosti 1,56%. PSFEi ima v tej simulaciji 
najmanjši TVE.  
Napaka FE algoritmov FFT in 3PSF je po obliki precej podobna obliki TVE algoritmov; 
napaki obeh algoritmov sta identični, na začetku sta napaki precej veliki, po času t = 501 ms 
pa začneta strmo in linearno upadati, pri t = 600 ms pa je napaka obeh algortimov enaka 
0 mHz. FE ostalih algoritmov imajo polsinusno  obliko, Največji FE algoritma PSFEi znaša 
28,9 mHz, kar je blizu  največji absolutni frekvenčni napaki pri amplitudni stopnici,  največji 
FE algoritma iDFT je enak 22,1 mHz. Maksimalne frekvenčne napake preostalih algoritmov 
so okoli 10 mHz, podrobnejši rezultati so predstavljeni v Tabeli 5.4. V sredini opazovanega 
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Slika 5.10: TVE in FE v linearnem (zgornja grafa) in logaritemskem merilu (spodnja grafa) pri stopničasti 
spremembi nominalne frekvence f iz 50 Hz na 50.1 Hz. Sprememba je lahko nastopila ob različnih časih t. 
Frekvenca vzorčenja je bila 1 kHz 
V primeru negativne frekvenčne rampe (tj. spremembe frekvence iz 50,0 Hz na 49,9 
Hz), se absolutne vrednosti FE in TVE ne spremenijo, ponovno pa pride do zrcaljenja FE 
preko abscisne osi.  
 
 FFT 3PSF 4PSF iDFT3 SLCA PSFE PSFEi MHFE 
TVE  
(%) 
3,09 3,09 0,88 1,56 1,09 0,97 0,78 0,89 
FE 
(mHz) 
100 100 10,6 22,1 16,8 12,8 28,9 10,9 
 
Tabela 5.4: Največji TVE in FE posameznih algoritmov pri simulaciji frekvenčne stopnice, ki se pojavi v 
najmanj ugodnem trenutku glede na opazovano okno (500 ms< t < 600 ms). Frekvenca vzorčenja je bila fs = 1 
kHz 
Kot v primeru amplitudne stopnice je tudi pri frekvenčni stopnici pomemben čas 
nastanka spremembe. Tu velja omeniti, da algoritmi v opazovanem oknu naredijo veliko 
napako TVE, ki je odvisna predvsem od velikosti spremembe frekvence. Simuliral sem tudi 
frekvenčne stopnice s spremembo 5 Hz in ugotovil, da se tako TVE kot FE  močno povečajo. 
Največji TVE algoritma SLCA je v tem primeru lahko presegal 50%. Večja kot je skočna 
sprememba frekvence, večje so napake algoritmov, a oblika odzivov algoritmov se ohranja. V 
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realnem elektroenergetskem omrežju je tako hitra in velika sprememba frekvence praktično 
nemogoča, zato sem se v nadaljevanju osredotočil tudi na počasnejše spremembe frekvence 
(spremembe po rampi), ki bodo obravnavane v sledečem podpoglavju. 
5.4 Frekvenčna rampa 
Sprememba napetosti je tesno povezana s spremembo frekvence, zato sem simuliral tudi 
spremembo frekvence po rampi, saj je verjetnost počasne spremembe frekvence na omrežju  
veliko večja kot verjetnost zelo hitre (stopničaste) spremembe.  
V standardu je takšen test po frekvenčni rampi predpisan in je določen s testnim 
signalom x(t), Enačba 4.1 [16], 
 
 2
m 0 f(t) cos( )x X t R t        
(5.1) 
 
kjer je Xm amplituda testnega signala, ω0 nominala krožna frekvenca in Rf = df/dt odvod 
frekvence po času v Hz/s oziroma hitrost rampe [16, poglavje 5.5.7]. Hitrost rampe Rf je lahko 
negativna ali pozitivna vrednost, po absolutni vrednosti pa je predisana in konstanta in znaša 
± 1 Hz/s, pri frekvenci poročanja Fs = 10 Hz. Po standardu sta navedena naslednja referenčna 
pogoja: (i) vrednost testnega signala mora biti enaka 100% vrednosti amplitude osnovnega 
signala, (ii) frekvenca signala pred testom, enkrat med testom ali po testu mora biti enaka 
nominalni frekvenci omrežja. Maksimalen TVE ne sme preseči 1%, frekvenca signala med 
testom se lahko spremeni za največ ±2 Hz pri razredu P PMU - merilnikov oziroma ±(Fs/5) 
Hz pri razredu M PMU-merilnikov, vendar ne sme preseči ± 5 Hz (Tabela 5.5). V mojem 
primeru (Fs = 10 Hz) je Rf = 1 Hz, čas trajanja rampe 2 s in spremembe frekvence v tem času 
2 Hz.  
Standard definira tudi prehodni čas (angl. »transition time«), ki je določen kot interval ± 
2/Fs pred in po vsaki spremembi rampe (tj. na začetku frekvenčne rampe in na koncu rampe). 
V kolikor prehodni čas rampe pade v opazovano okno, lahko TVE in FE presežeta mejne 
vrednosti standarda. Na Sliki 5.11 je prikazan primer frekvenčne rampe z označenimi 
prehodnimi časi. Če v opazovano okno (zelen pravokotnik) pade del frekvenčne rampe s 
prehodnim časom (katerikoli izmed sivo obarvanih pravokotnikov), lahko napake TVE in FE 
v tistem delu presežejo mejno vrednost standarda. 
 
Referenčni pogoj Min. doseg Hitrost rampe [Hz/s] Maks. napaki 
fnom 
Xm =1 p.u 
± 5 Hz oz. 
±(Fs/ 5)Hz 
± 1 TVE < 1% 
FE < 5 mHz 
Tabela 5.5: Obseg spreminjanja frekvence ter pripadajoče mejne vrednosti TVE in FE pri testu frekvenčne 
rampe  



















Slika 5.11: Frekvenčna rampa po kateri se spremeni nominalna frekvenca na 52 Hz z označenimi prehodnimi 
časi 
Odziv algoritmov so prikazani na Sliki 5.12, opazovani interval je med 1 ≤  t  ≤ 3 s in 
hitrost rampe Rf = +1 Hz/s. Črtkana črta v sliki označuje območje s prehodnim časom, kjer 
lahko odzivi algoritmov presežejo mejne vrednosti standarda, zato teh rezultatov v nadaljnji 
analizi ne obravnavam. Odzivi algoritmi imajo periodične oblike TVE, pri katerih so 
maksimalne vrednosti manjše od 0,6%, razen za algoritem iDFT3, ki se mu napaka TVE po 
linearni funkciji hitro povečuje in doseže  največji TVE = 0,67%. Algoritma 3PSF ter FFT 
imata ponovno identične napake, ki je celo TVE > 50%, zato sta tudi glede na ta test manj 
primerna. Njun TVE se zmanjša, ko se frekvenca vzorčenega signala približa 50 Hz, kar se 
zgodi ob proti koncu simulacije (t > 3100 ms). 
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Slika 5.12: TVE in FE v linearnem merilu (zgornja grafa) in logaritemskem merilu (spodnja grafa) pri 
spremembi nominalne frekvence iz f = 50 Hz na 52 Hz. Rast frekvence poteka po frekvenčni rampi pri hitrosti 
+1Hz/s. Frekvenca vzorčenja je bila 1 kHz 
Algoritmi SLCA, PSFE, MHFE imajo zelo podobno obliko in vrednosti TVE. Podobno 
obliko ima tudi TVE algoritma PSFEi, ki okoli t ≈ 2400 ms izkaže izrazit upad TVE, čemur 
kasneje ob t ≈ 2750 ms sledi skok, vendar še zmeraj znotraj mejnih vrednostih. Razlog za tako 
obnašanje algoritma se lahko skriva v numeriki. Enako obnašanje tega algoritma ob istih 
trenutkih in istih razlogih lahko opazimo tudi pri FE.  
Algoritma FFT in 3PSF imata ponovno največjo FE napako,  ki je večinoma natanko 2 
Hz, tj. identično kot znaša razlika od med nominalno frekvenco in frekvenco dejansko 
trenutno frekvenco vzorčenega signala. V logaritemskem merilu opazimo nenavadno nihanje 
algoritma iDFT3. Ponovno imajo vsi ostali algoritmov obliki in velikosti podoben FE. 
Podoben je tudi algoritem PSFEi, ki ima FE < 5 mHz. V trenutku, ko se pojavijo numerične 
težave je mejna vrednost FE algoritma presežena. Zanimivo je tudi, da se nekateri algoritmi, 
kot so 4PSF, SLCA, PSFE v začetnem prehodnem času le približajo mejnim vrednostim, a jih 
ne presežejo, kljub temu, da bi to standard dopuščal.   
V nadaljevanu sem izvedel podoben test, le da sem uporabil negativno frekvenčno 
rampo (Rf = – 1Hz/s), Slika 5.13. Glede na rezultate amplitudne rampe je odziv algoritmov pri 
frekvenčni rampi presenetljiv, saj bi glede na spremembo predznaka rampe pričakovali 
podobne rezultate, vendar opazimo, da so oblike TVE sedaj veliko bolj položne in da ni 
prisotnega nihanja FE [30]. 


























































Slika 5.13: TVE in FE v linearnem merilu (zgornja grafa) in logaritemskem merilu (spodnja grafa) pri 
spremembi nominalne frekvence iz f = 50 Hz na 48 Hz. Naklon frekvenčne rampe je bil Rf = – 1 Hz/s, frekvenca 
vzorčenja pa 1 kHz 
Na Sliki 5.13 vidimo, da pri algoritmu PSFEi pri izračunu TVE in FE sedaj ne pride do 
napačnih izračunov, prav tako pa se TVE celo nekoliko zmanjša. Kljub temu lahko sumimo, 
da bi lahko med vsakodnevnim delovanjem lahko prišlo do numeričnih  problemov, zato 
algoritem PSFEi v splošnem ni najbolj primeren algoritem. Pričakovano se slabše odrežeta 
algoritma 3PSF in FFT, zaradi neračunanja frekvence, oz. zaradi manjše resolucije pri 
izračunu frekvence. TVE ostalih algoritmov je zelo podoben kot pri testu s pozitivno 
frekvenčno rampo, medtem ko se oblika FE zrcali, a ohrani enake absolutne vrednosti FE. Kot 
pri TVE tudi FE algoritma PSFEi nima več nezveznih skokov zaradi numerične nestabilnsoti, 
vendar se maksimalna absolutna FE kljub temu poveča preko 10 mHz.  
Pri simulaciji frekvenčne rampe so slabši algoritmi FFT in 3PSF, sledita jima iDFT3 ter 
PSFEi, medtem ko so ostali algoritmi primerni. 


























































V svojem diplomskem delu sem simuliral delovanje osmih različnih algoritmov in 
preveril njihovo ustreznost za implementacijo v (referenčnih) PMU merilnik. Pri statičnih 
testih sem statičnemu signalu spreminjal frekvenco, amplitudo ali začetno fazo. Ugotovil sem, 
da se pri poljubni spremembi nominalne frekvence najslabše odrežeta algoritma FFT in 3PSF, 
ki v večini izvedenih testov dosegata prekrivajoče oziroma identične rezultate. S povečano 
vzorčevalno frekvenco se rezultati v tem primeru praktično ne spremenijo. Pri spreminjanju 
amplitude in faze so so napake algoritmov zanemarljive, zato vsi algoritmi ustrezajo. Če 
opazujemo izračunane vrednosti, najmanjšo napako napravi algoritem PSFE, največjo pa 
ponovno FFT in 3PSF algoritma. Pri spreminjanju začetne faze ima najmanjše odstopanje 
algoritem PSFE, ki je že v rangu numeričnih napak, vendar tudi ostali algoritmi izjemno točno 
ocenijo spremembo faze.  
Simulacija z vključenimi harmonskimi komponentami nam pri prenizki vzorčevalni 
frekvenci pokaže, da se pri določenih harmonskih komponentah zgodi frekvenčno 
prekrivanje, zato v teh primerih odzivi vseh algoritmov presežejo mejne vrednosti standarda 
in so tako neustrezni. Možni sta dve rešitvi, uporaba višje vzorčevalne frekvence in/ali 
uporaba ustreznih analognih filtrov. Sam sem v svoji teoretični analizi uporabil prvo rešitev in 
za fs = 10 kHz ponovil simulacije. Po pričakovanjih sem opazil, da se frekvenčno prekrivanje 
pojavi pri bistveno višjih frekvencah, katerih mejne vrednsoti niso predpisane s standardom. 
Če želimo ohraniti nižjo vzorčevalno frekvenco, moramo uporabiti nizkopasovne analogne 
filtre na vhodu PMU, ki filtrirajo višje harmonske komponente. Ugotovimo lahko, da so v 
obstoječih PMU-merilnikih že nameščeni določeni filtri prav zaradi podobnih razlogov. 
Poleg testnih signalov, predpisanih s standardom IEEE Standard for Synchrophasor 
Measurements for Power System (IEE Std C37.118.1-2011), sem uporabil tudi na realne 
harmonsko popačene signale, ki so bili vzeti iz NPL-ove baze signalov in tudi dober 
pokazatelj za delovanje algoritmov zaradi pogostosti pojavljanja v elektroenergetskem 
omrežju. Uporabil sem tako tokovne, kot tudi napetostne signale in ugotovil, da veljajo 
podobni zaključki kot v primeru harmonskih popačenj z eno harmonsko komponento. 
Največji vpliv ima ponovno vzorčevalna frekvenca. 
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Vseeno je potrebno poudariti, da se s povečano vzorčevalno frekvenco močno poveča 
tudi čas simulacije, kar z vidika hitrega beleženja in poročanja o stanju na omrežju ni najbolj 
primerno. Zaradi dinamičnosti omrežja sem izvedel tudi simulacije, kjer se vhodni signal v 
opazovanem oknu dinamično spremeni. Analiziral sem amplitudno in frekvenčno rampo ter 
stopnico. Pri amplitudni stopnici se je najslabše odrezal algoritem iDFT3 zaradi velike TVE 
in PSFEi algoritem zaradi velike FE. Frekvenca se pri tem testu ni spreminjala, zato sta 
izkazala najmanjše napake algoritma FFT in 3PSF. Nasprotno sta se najslabše odrezala pri 
frekvenčni stopnici, kjer ima najmanjšo FE PSFEi algoritem.  Pri amplitudni rampi imata 
največji TVE algoritma iDFT3 in PSFEi, največji FE pa PSFEi in SLCA. Pri frekvenčni 
rampi ponovno ne ustrezata algoritma 3PSF in FFT, tako zaradi velike TVE kot tudi FE, 
medtem ko ostali algoritmi ustrezajo glede na zahteve standarda. Vsi zaključki o ustreznosti 
algoritmov za različne statične in dinamične signale so zbrani v tabeli 6.1. V tabeli je 
podrobneje predstavljen posamezen algoritem s svojimi značilnimi lastnostmi in kot je 
razvidno se vsak algoritem po delovanju in zmogljivosti razlikuje od drugega. Z ozirom na 
značilnosti algoritmov je za meritev posameznih parametrov najbolj primeren PSFE 
algoritem, kjer ni posebej opaženih napak, hkrati pa velja poudariti, da trenutno še ne obstaja 
algoritem, ki bi signal iz omrežja ocenil brez napake. 
Algoritem Značilnost glede na izvedene simulacije 
FFT - visok FE in TVE pri poljubni spremembi frekvence (linearna deviacija 
frekvence in  pozitivna ter negativna frekvenčna rampa; df=±2Hz in Rf = 1Hz/s 
3PSF - visok FE in TVE pri poljubni spremembi frekvence (linearna deviacija 
frekvence, frekvenčna stopnica, pozitivna ter negativna frekvenčna rampa;    
- df = ± 2Hz in Rf  = 1Hz/s 
4PSF - visok FE pri realističnih signalih, razmeroma visok TVE 
iDFT3 - visok TVE in FE pri linearni deviaciji frekvence, visok TVE pri amplitudni 
rampi in pri amplitudni stopnici, 
- presežene mejne vrednosti standarda FE pri frekvenčni rampi in stopnici; tako 
negativni kot pozitivni 
SLCA - presežene mejne vrednosti standarda FE pri frekvenčni rampi in stopnici; tako 
negativni kot pozitivni 
PSFE - ni posebej vidnih napak 
PSFEi - visok TVE pri amplitudni stopnici in rampi 
- presežen FE pri frekvenčni rampi 
MHFE - visok FE in TVE pri realističnih signalih 
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