The Bezier curves are presented to estimate the solution of the linear Fredholm integral equation of the second kind. A direct algorithm for solving this problem is given. We have chosen the Bezier curves as piecewise polynomials of degree n and determine Bezier curves on [0, 1] by n + 1 control points. Numerical examples illustrate that the algorithm is applicable and very easy to use.
Introduction
Integral equations are often involved in the mathematical formulation of physical phenomena, and they can be encountered in various fields of science such as physics [1] , biology [2] , and engineering (see [3, 4] ). But we can also use it in numerous applications, such as control, biomechanics, elasticity, economics, electrical engineering, electrodynamics, electrostatics, fluid dynamics, game theory, heat and mass transfer, medicine, oscillation theory, plasticity, and queuing theory [5] . Fredholm integral equations of the second kind are shown in studies which include airfoil theory [6] , elastic contact problems (see [7, 8] ), fracture mechanics [9] , combined infrared radiation, and molecular conduction [10] . Many different basic functions have been used to estimate the solution of integral equations, such as orthogonal functions and wavelets (see [11, 12] ). Depending on the structure, the orthogonal functions may be widely classified into three families [13] . The first includes sets of piecewise constant orthogonal functions (e.g., Walsh, blockpulse, Haar, etc.). The second consists of sets of orthogonal polynomials (e.g., Laguerre, Legendre, Chebyshev, etc.). The third are the widely used sets of sine-cosine functions in the Fourier series. Fredholm integral equations of the second kind are much more difficult to solve than ordinary differential equations. Therefore, many authors have tried various transform methods to overcome these difficulties (see [11, 12] ). Recently, hybrid functions have been applied extensively for solving differential equations or systems, and they proved to be a useful mathematical tool. The pioneering work in system analysis via hybrid functions was led in [14, 15] , who first derived an operational matrix for the integrals of the hybrid function vector and paved the way for the hybrid function analysis of the dynamic systems. But they derived the matrix of small order, and the calculations are not enough to achieve high accuracy. Hsiao [16] presented the properties of hybrid functions which consist of blockpulse functions plus the Legendre polynomials. Based upon some useful properties of hybrid functions, integration of the cross product, a special product matrix and a related coefficient matrix with optimal order are applied to solve these integral equations. The main characteristic of this technique is to convert an integral equation into an algebraic one. Maleknejad and Mahmoudi [17] 
where
In this paper, we discuss a technique similar to that used in [18] for solving integral equations by using the Bezier control points. There are many papers and books that deal with the Bezier curves or surface techniques. Harada and Nakamae [19] and Nürnberger and Zeilfelder [20] used the Bezier control points in approximated data and functions. Zheng et al. [21] proposed the use of the control points of the Bernstein-Bezier form for solving differential equations numerically, and also Evrenosoglu and Somali [18] used this approach for solving singular-perturbed two-point boundary value problems. The Bezier curves are used in solving partial differential equations; besides, Wave and Heat equations are solved in Bezier form (see [22] [23] [24] [25] ). Wu [26] presented the least squares method for solving partial differential equations on arbitrary polygon domain by the Bezier control points. Wu [26] used triangular Bezier patches of degree with continuity to approximate the exact solution of partial differential equations. Bezier curves are used for solving dynamical systems (see [27] ), also the Bezier control points method is used for solving delay differential equation (see [28] ). Some other applications of the Bezier functions and control points are found in ( [29] [30] [31] ), that are used in computer-aided geometric design and image compression.
The use of the Bezier curves for solving Fredholm integral equations of the second kind is a novel idea. Although the method is very easy to be used and straightforward, the obtained results are satisfactory (see the numerical results).
We suggest a technique similar to that used in [28] for solving Fredholm integral equations of the second kind. The current paper is organized as follows.
Presented algorithm will be stated in Section 2. In Section 3, the convergence analysis will be presented. Some numerical examples are solved in Section 4 which show the efficiency and reliability of the method. Finally, Section 5 will give a conclusion in brief.
The Algorithm
Our strategy is to use Bezier curves to approximate the solutions ( ) by V( ) where V( ) is given below. Define the Bezier polynomial of degree that approximates the values of ( ) over the interval [ 0 , ] as follows:
where ℎ = − 0 ;
is the Bernstein polynomial of degree over the interval [ 0 , ], and is the control point (see [21] ). By substituting (2) in (1), one may define 1 ( ) for ∈ [ 0 , ] as follows:
In Section 3, the convergence of this method is proven by Bezier curves when the degree of the approximate solution, , tends to infinity. Now, we define the residual function over the interval [ 0 , ] as follows:
where ‖ ⋅ ‖ is the Euclidean norm. Our aim is to solve the following problem over the interval
When the minimization problem (6) is posed, the condition V( 0 ) = V 0 is equivalent to fix the first control point 0 = V 0 . The mathematical programming problem (6) can be solved by many subroutine algorithms, and we used Maple 12 to solve this optimization problem.
Convergence Analysis
In this section without the loss of generality, we analyze the convergence of the control-point-based method when applied to the integral equation (1) with the time interval [0, 1]. So, the following problem is considered:
where is a given real number and
and ( ) ∈ 2 [0, 1) are known functions for ∈ [0, 1].
Lemma 1. For a polynomial in Bezier form
we have
where , 1 + 1 is the Bezier coefficient of ( ) after being degreeelevated to degree 1 + 1 .
Proof . See [21] .
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The convergence of the approximate solution could be done in degree raising of the Bezier polynomial approximation. Proof. Given an arbitrary small positive number > 0, by the Weierstrass Theorem (see [32] ), one can easily find poly-
Theorem 2. If the integral equation
, where ‖ ⋅ ‖ ∞ stands for the ∞ -norm over [0, 1]. In particular, we have
In general, 1, 1 ( ) does not satisfy the boundary conditions. After a small perturbation with constant polynomial , for
( ), we can obtain polynomial 1, 1 ( ) = 1, 1 ( ) + such that 1, 1 ( ) satisfies the boundary condition 1, 1 (0) = . Thus, 1, 1 (0) + = . By using (10), one has
We have
Now, let
for every ∈ [0, 1]. Thus, for ≥ 1 , one may find an upper bound for the following residual:
where 1 = 1 + ‖ ( , )‖ ∞ is a constant. Since the residual ( ) := ( ) − ( ) can be considered as a polynomial because if it is not a polynomial, we can use the Taylor series for it, we can represent the statement ( ) by a Bezier form. Thus, we have
Then, by Lemma 1, there exists an integer (≥ ) such that when 1 > , we have
which gives
Suppose that ( ) is an approximated solution of (7) obtained by the control-point-based method of degree
Define the following norm for the difference-approximated solution ( ) and the exact solution ( ):
It is easy to show that
The last inequality in (20) is obtained by Lemma 1 in which is a constant positive number. Now, by Lemma 1 and (15), it can be shown that
where the last inequality in (21) is coming from (17) . Thus, from (21) we have
Since the infinite norm and the norm defined in (19) are equivalent, there is a 1 > 0 where
This completes the proof. 
Numerical Examples
In this Section, we present some test problems and apply the method presented in this paper for solving them. The wellknown symbolic software "Maple 12" has been employed for calculations.
Example 1. Consider the integral equation described by
For this integral equation, there exists the exact solution ( ) = (see [17] ). With the method described in the paper, and with = 4 one can find the following approximate solution: ( ) = 2Ln( + 1), (see [17] ). With the described method and with = 5, one can find the following solution:
The error curve of Example 2 is shown in Figure 2 where the maximum error of hybrid Taylor and Block-Pulse functions is 9.509965 × 10 −5 for = 3 and = 80 (see [17] ). In Table 1 , analytic, numerical results of the presented method, and the absolute error of the presented method are shown, respectively. Example 3. Consider the following integral equation (see [17] ):
( ) = 2 (see [17] ). With the described method and with = 6, one can find the following approximate solution: (29) Figure 3 shows the value of error for Example 3 where the maximum error of hybrid Taylor and Block-Pulse functions [17] is 4.625381 × 10 −5 for = 4 and = 80. The Figure 4 shows the value of error for Example 4.
Conclusions
A simple and effective algorithm based on Bezier curves is presented for solving Fredholm integral equations of the second kind. The method is computationally attractive and also reduces the CPU time and the computer memory while at the same time keeping the accuracy of the solution. 
