1. Introduction. The study of diffraction phenomena requires the solution of an appropriate boundary value problem for the reduced wave equation or Maxwell's equations. With few exceptions these problems cannot be solved exactly. Often useful approximate solutions are given by geometrical optics, but these solutions fail to account for diffraction, i.e., the existence of nonzero fields in the shadow regions. It is now known that geometrical optics yields the leading term of a high-frequency asymptotic expansion of the solution of the boundary value problem, and that higher order terms account for diffraction. Keller's "geometrical theory of diffraction" [3] provides a systematic means of computing such terms.
Keller's theory has not only been of great practical value but has formed the foundation for important further developments in the asymptotic theory of diffraction. Many of these developments have been motivated by the attempt to overcome some of the defects of the geometrical theory of diffraction. These defects, such as the singularities at caustics and shadow boundaries, are listed at the end of 3.
In a recent paper [4] Lewis and Boersma presented a method of obtaining a "uniform" asymptotic solution of problems involving diffraction by thin screens. That work was largely motivated by an earlier paper of Wolfe [8] , who treated special cases involving plane and spherical waves incident on a plane screen, by a somewhat different method. More recently Boersma and Kersten [1] have extended the method of [4] to the electromagnetic case, and Wolfe [9] has introduced a new method for the scalar problem based on the representation of the solution as an integral over the aperture.
In several respects the work of Lewis and Boersma [4] is incomplete.
Only the first two terms of the asymptotic expansion were actually obtained, and it was conjectured that all terms could be obtained by the same method. Itowever the calculations were prohibitively complex. It was also conjectured that all terms would be regular at the shadow boundaries, but this was proved only for the leading term. In this paper we complete 784 Do . AIILSWALIA R. M. LEWI AND $o BOERSMA the work of [4] for the special case of screens which are portions of planes. We begin with the same Ansat introduced in [4] , but our treatment of the Ansat is significantly simpler. This enables us to obtain all terms of the expansion and to prove the conjectures. Except for one reference to a result obtained in [4] our work here is essentially self-contained. In 2 we formulate the boundary value problem, and in 3 we briefly summarize Keller's solution. In 4 we reduce the boundary value problem to the determination of a certain double-valued function. This device, which was first introduced by Sommerfeld [6] , simplifies the remaining work. In 5 we introduce our Ansatz and derive the consequences of inserting it into the reduced wave equation. There we state two theorems which assert the existence of the integrals that define the terms of the expansion and the regularity of the solution. These theorems are proved in Appendix 2. In 6 we present alternate forms of the solution, and in 7 we compare our results with Keller's theory. There we obtain all terms of the expansion of the "diffracted wave". Keller's theory yields only the leading term and involves a "diffraction coefficient" D. We find that our leading term agrees with Keller's and all the terms can be described simply in terms of successive diffraction coefficients Do D, D1, D2, Explicit formulas for the coefficients D. are given. Appendix 1 contains a brief summary of a basic method for obtaining asymptotic solutions of the reduced wave equation.
2. Formulation of the problem. We consider problems of diffraction by a screen S which lies in the plane x 0. The screen may have one or more apertures of arbitrary shape or may consist of a collection of disjoint regions of arbitrary shape. The cbmplications of the geometry of the screen will not concern us because our considerations will be local. We shall construct the diffracted field in a certain neighborhood N of the edge of a typical portion of the screen and shall ignore contributions from other portions of the screen as well as those due to interactions between portions of the screen. Such contributions will be considered in a later paper. We shall require that the edge curve x x0(v) be regular, i.e., have derivative of all orders. The parameter denotes arc length along the edge.
An incident field u0(x) which is a solution of the reduced wave equation
The neighborhood N extends up to the first caustic point along each "diffracted ray" emanating from the edge (see 5).
This requirement can be weakened. We shall construct our asymptotic solution to all orders and show that the functions in every term are regular. Itowever it can be shown that the construction can be carried out to any given finite order and the terms will have any specified number of derivatives if the edge function x0(v) has sufficiently many derivatives. In fact the required order of differentiability of x0() might be determined exactly.
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(2.1) is prescribed. The total field u(x) must then satisfy the following conditions"
Ou/Ox 0 on S; (2. 3) u has a finite limit at the edge;
(2.4) u u0 is outgoing from S. Thus we are in fact simultaneously considering two problems corresponding to the two boundary conditions (2.2a) and (2.2b). Condition (2.4) is a form of the "radiation condition" which is more convenient for our asymptotic method. The definition of the condition is given in Appendix 1. The "edge condition" (2.3) is an essential part of the problem. It is well known that without it the solution is not unique.
We assume that the incident field has an asymptotic expansion, of the form (2.5) The solutions of these equations are discussed in Appendix 1.
3. Keller's asymptotic solution. According to Keller's geometrical theory of diffraction [3] , the asymptotic solution of our diffraction problem is given by The factor is one in the illuminated region of the incident wave and zero in the (complementary) shadow region. We assume that this wave is incident from the region x < 0. Then the illuminated region includes the region x < 0 and that portion of the region x > 0 reached by incident rays. Similarly is one in the illuminated region of the reflected wave (the region reached by the reflected rays of geometrical optics) and zero in the corresponding shadow region. The upper sign in (3. 3) corresponds to the boundary condition (2.2) and the lower sign to (2.2b). From (3.1) we see that, in addition to the incident and reflected waves, there is a "diffracted wave" given by (3.4) . In order to describe this function we must first discuss the two-parameter family of "diffracted rays". These rys emanate from the edge. The diffracted rays through a point x0 (7) of the edge generate a cone of semiangle fl fl (7) with vertex at x0 (7) and axis tangent to the edge. Thus, for each fixed 7, 6, a diffracted ray is given by (3.5)
Here h +/-o (7) dxo/dr is the unit tangent vector to the edge; t(7) is the unit vector orthogonal to the edge, in the plane of the screen, pointing awy from the screen; and t is a unit vector in the direction of the negative x-axis. These vectors are illustrated in. Fig. 1 . The positive direction of along the edge is so chosen that h t. ; t. In (6), /() is the ngle between the incident ray and the tangent to the edge at the point x0(). Thus, since Vs is the unit vector in the direction of the incident ry, cos Vs. h In fact (3.7) Vs cos h sin/ cos 0 t sin/ sin 0 ta.
This equation merely determines the angle 0(v). (See Fig. 1 .) If n denotes the unit nor.mal to the edge, then t =t=n, and the upper or lower sign holds when the screen is locally concave or convex. In either case the curvature is given by 0 n I, where -h. 1 = 0 is the "signed curvature." Since 0 n and h -0 tl, it follows that FxG. 1. Angles and vectors at an edge of the screen. The vectors tl t t3, A, and B are of unit length: tl is tangent to the edge of the screen and points out of the plane of the figure, t. lies in the plane of the screen and points away from the screen, and t3 points in the direction of the negative x3-axis. The projections of incident and diffracted rays into the plane of the figure In order to complete the description of Keller's solution (3.1) we must specify the functions that appear in (3.4) . Along the diffracted ray (3.5), 78 D. S. AHLUWALIA, R. M. LEWIS AND $. BOERSMA (x) is given by (3.12) s[xo(/)]-ta, where s is the phase function of the incident wave (2.5). The functions are given recursively along the diffracted rays (see (Al.14) of Appendix by m(/, 6) 1 0 y(a')/,,-1('
The finite method yields (/, 6) only for m 0, hence only the leading term 20 of (3.4). It is given by
The upper or lower sig holds for the boundary condition (2.2a) or (2.2b). Since increases th stance from the edge along the dfracted rays, the last term in (3.1) is clearly outgoing from S. The reflected wave u, is also clearly outgoing. Then, since u u0 (1 )u0 is nonzero only in the shadow region of the incident wave, we see that (3.1) satisfies the outgoing condition (2.4).
Keller's solution has been very useful and yields excellent agreement with experimental results. It also agrees perfectly with the asymptotic expansion of the few exact solutions that are known. However it suffers from the following defects" (a) As can be seen from (3.2) and (3.3), u is discontinuous across the shadow boundary of the incident wave (the surface that separates the illunated and shadow regions). Similarly u is discontinuous across the shadow boundary of the reflected wave. (e) The value (3.16) of the diffraction coefficient does not arise as an integral part of Keller's method; rather it is obtained by comparison with the asymptotic expansion of the exact solution of a "canonical problem," the problem of diffraction of a plane wave by a half-plane.
(f) The solution becomes infinite at the caustic -p of the diffracted wave (see (3.15 )) as well as at any caustics of the incident and reflected waves.
(g) A rigorous proof of the asymptotic nature of the formal solution has not been given.
Buchal and Keller [2] have overcome defects (a)-(e) by boundary layer methods. However these methods yield separate expansions in various regions and require relatively complicated computations. In the succeeding sections we shall obtain, by relatively simple means, a single (uniform) asymptotic expansion which is free of defects (a)-(e). However (f) and (g) remain. Our expansion is the same as that obtained by a more complicated method in [4] . The present method enables us to prove the conjectures made in [4] . 4 . The double-valued solution. The solution of our diffraction problem is facilitated by the introduction of a double-valued solution of the reduced wave equation. A similar device was used by Sommerfeld [6] for the solution of the half-plane diffraction problem. We shall attempt to construct a function U of the ray coordifiates z, , which satisfies the conditions (corresponding to (2.1)-(2.3)) . Thus the boundary condition is verified in both cases. 5 . The uniform asymptotic solution. We shall construct the function U (asymptotically) in a neighborhood N of the edge defined as follows:
where cx is the smallest positive value of such that x xo + IU is a caustic point of the incident or diffracted wave. Thus that segment of each diffracted ray (3.5), beginning at the edge and terminating at the nearest caustic point, lies in N. We shall also refer later to the neighborhood
from which the edge itself has been deleted.
In order to find the function U we introduce the Ansatz g (5.1) where --1/2 ei.14 (5.2) f(x) --ice e dr, c r This form was suggested by the study of the exact solution of the half-plane diffraction problem (see [4] ). It is given by (3.12 ). The functions v are to be determined. It is easy to show that s >-0 in N (see [4, Section 2, Lemma 1]). Hence is real and double-valued in N. We note that if we set (5.4) then (see Fig. 1 ) sin ('/2) cos (( + 0)/2) wnishes he shadow boundary, where t 2nr, n 0, 
Thus we are left with (5.12) which we shall use to determine the functions v. We first transform (5.12) Since (4.1) is satisfied by construction and Theorem 2 establishes the validity of (4.3), it remains to verify (4.2). We have already seen that 0( -4r) 0(); therefore to verify (4.2) we need show only that DIFFRACTION BY A PLANE SCREEN 793 v(b -t-4r)vm(b). This can be proved by induction on m beginning with ra 1. (v_l clearly satisfies the periodicity condition since it vashes identically.) Since z is a single-valued function of x, it is 2-perioc in ; hence it follows from (5.13) that q( 4) q(4). If now we make the induction assumption v,_( % 4) v_() we see from (5.17) that v( + 4) v().
According to (4.4) our uform asymptotic solution of the diffraction problem (2.1)-(2.4) is now given by (5. Thus away from the shadow boundaries and from the edge we see from (5.21) and (5.23) that (5.18) reduces to the (nonuniform) asymptotic solution (3.1)-(3.4), where (5.24) and 9m is given by (5.22 ). Hence the outgoing condition is satisfied. 6. Alternate forms of the uniform expansion. We first obtain a useful alternate expression for qm which is given by (5.13 Thus 5)0 is a multiplication operator. However, for n > 0, 0. is a differential operator, as we shall see shortly.
If we now insert (7.1) into (5.24), we see that where (7.8) () (2v ) D,,z_,,.
Here the diffraction coefficients D,, are linear operators defined by (7.5) and (7.9)
Thus from (7.6), (7.10)
where D is Keller's diffraction coefficient (3.16), and (7.11) Dzo(xo)y-.
We note that (7.7) and (7.11) agree exactly with (3.13) and (3.15 ). Thus we have verified Keller's theory. The higher order terms in the expansion of the diffracted wave cannot be obtained by Keller's method. Here we see that they are given recursively by (7.7), (7.8), (7.9) and (7.5) . In conclusion we may state that the uniform asymptotic solution as derived in 4 and 5 is not only of great value in itself, but it is also fundamental for the completion of Keller's nonuniform asymptotic solution. The initial value/t in (3.13) and (7.7), which was unknown until now (except for m 0), is directly obtained from the uniform asymptotic solution.
To illustrate the application of this nonuniform asymptotic solution, we complete the correction term 2. This requires the evaluation of c fin 0 yz. To evaluate the finite part we expand 0, y, and z for small a. First we see from (3.5) We now form the product of (7.13), (7.19 ) and (7.20) . Then we delete the singular terms (negative powers of ) and then let -0. This yields fin,*o 0yz, and (7.1.2) becomes I)1 Z "--2 --7/2 c(sin f sin (/2)) -s (7.21) [(1 3b ) z(x0) + U.Vz(xo)l" + 4sia/ Here r o, b is given by (7.15) and U is given by (3.6 ). The last term in (7.21) illustrates the fact that the 0 are in general differential operators.
We shall not complete the evaluation of in general, because the integral in (7.7) for m 1 cannot be explicitly evaluated in general. However there are two important special cases which can be evaluated. We consider first the case in which o 0 (grazing incidence toward the screen: see Fig. 1 ) and the second boundary condition (2.2b) holds. In this case we see from (3.16 ) that the diffraction coeificient Do D vanishes. Then 0 ----0 and it is especially important to evaluate because it now provides the leading term in (3.4) . From (7.7), (7.8) and (7.9) we see that Here ff)lz 5)1()z is given by (7.21) with 0 0, i" r , and sin (i'/2) cos (/2). Since cos ((2r )/2) -cos (/2) and p(2r ) p() (see (3.11) ), the first term in (7.21) contributes nothing to the sum in (7.22 ). Furthermore, since the incident rays are tangent to the screen, Os/Oya 0 on S and 02S(Xo)/OyOya 0, i 1, 2, 3. It follows from (7.15) and (7.16) that b(2r ) b(); hence the second term in (7.21) also does not contribute. Now from (3.6) we see that (7.23) It follows that U() .Vz U(2r ).Vz -2 sin/3 sin Vz.t3 This result was also obtained by Keller by expanding the exact solution of a special diffraction problem. It is easily seen that (7.25) and (7.26) agree exactly with (12) of [3] . (We must first correct an error in the last part of (12) which has the wrong sign. Then the results agree because 0
The second special case occurs when 0 r (grazing incidence from the screen: see Fig. 1 ) and the first boundary condition (2.2a) holds. In this case we see from (3.16 ) that the diffraction coefficient Do D again vanishes. Again 40 0 and 1 provides the leading term in (3.4) . Now (7.7), (7.8) and (7.9) yield D1 z0 D1 )() )1(2r-), --r < q < r. (7.27) z Y Here lz l(q)z is given by (7.21) with 0 r, and sin (/2) -sin (/2). Since sin ((2r )/2) sin (/2) and p(2 ) p(), the first term in (7.21) contributes nothing to the sum in (7.22 ). Since again b(2r ) b(), the second term in (7.21) also does not contribute. It ?99 then follows from (7.23) that e '1 sin Oz--2" (Xo) (7.28) D1 z0 4/sia sin (/2) Ox3
The leading term of the diffracted wave is now given by (7.25) , 4th e cos (/2) (7.29) n' 2/-sia sin (/2)" This result was also obtained by Keller. (If we set 0 -/2, n 2, and correct some errors in (19) of [3] , it then agrees with (29).) This provides the solution of (A1.3). It is easily seen that the rays are orthogonal to every wave front s const.
An asymptotic solution of (AI.1) of the form (A1.2) is said to be outgoing from a ma,nifo]d M if all of the rays of the family associated with the solution, emanate from M and o each ray, in a neighborhood of M, the phase function s increases with distance from 214 along the ray. In general we can of course take a0 0 in (AI.ll). However ifj(0) 0, the point a 0 is called a caustic point and it can be shown that the integral in (AI.ll) would then diverge at the lower endpoint a' 0. To avoid this difficulty we introduce a fini part integral defined as follows" The present method of solution of the equations (A1.4) is different from the method used in [5] and elsewhere. The latter method led to a solution containing the expansion ratio da(ao)/da(a), where da stands for the cross-sectional area of a tube of rays. The solutions are equivalent because j(ao)/j() da(ao)/da(a). Now if g(x)dx is divergent or convergent at x 0, we define the finite part of the integral as (Al.13) g(x) dx fin. g(x) dx.
-If a 0 is a caustic point, the solution (A1.11) is meaninghfl for a0 0. Let us now take the finite part of (A1.11) as a0 -* 0. Then " 1oo " The initial wlue my be chosen o mee he boun.dry conditions of he problem for (A1.1). For 0 he integral erm in A1.1] is mising. If 0 i no cusic point, he inegrM in A1.14 i n ordiaary integral nd he finite pr of (A1.15) reduces o n ordinary limit, (A1.16)
It is then clear that (A1.14) reduces to (A1.11) with a0 replaced by zero. Appendix 2. Proofs of theorems. In this Appendix we shall prove Theorems i and 2 which are stated in 5. In the body of the paper we made heavy use of the "ray coordinates" , v, defined by the transformation (A2.1) x x0() + U(,, ), where U is a ut vector in the rection of the dracted ray. Th U is given by (3.6) or, in terms of the ut vectors t, A, B (illustrated in Fig. 1 ), by (A2.2) U cosflhW, sincosAW sinflsin Here it is convenient to introduce a new set of coordinates w, w, w de- In order to compute the gradient and Laplacian operators in the new coordinates we first note that (A2.6) A -cos 0 t2 sin 0 hence (3.8) yields (A2. 7) . cos (g) (g)-i or g" g where G ; G is th cofactor of g. Then (see, e.g., [7] ) for arbitrary functions , 7, (A2.18) and (A2.19) 1 0 ( ..OOZe)= j_l 0 ( ..00) .0,0_ 1 0, O We now introduce two classes of functions g(nl, 2, 3). We shall say that g is an odd or even function if it is regular in a neighborhood of the edge m n 0 (i.e., can be expressed as a power series in n and n3 with coefficients that are regular functions of v) and if (A .20) respectively. The definitions have some immediate and useful consequences" If g is odd, then g(, 0, 0) 0. The product of two odd functions is even, etc. From (A2.5) we see that x is even; hence if g(x) is regular in a neighborhood of the edge, then g[x(w, , w)] is even. From (A2.14), (A2.4) and (3.11) it is easy to show that (A2.21) zJis even.
In order to prove an important lemma about the regularity of the function defined by (5.3) and (5.5), we introduce that segment $ of the shadow boundary that lies in the neighborhood N which was defined at the beginning of 5. In terms of the coordinates (w, ,., va) we see from (A2.3) that LEMMA 1. 0 iS a regular function of (, , ) in a neighborhood M of $. Furthermore 0 is odd.
Proof. Let (A2.22) U cos/ h -{-sin fl A cos/ h sin t cos 0 h sin/ sin 0 (A2.23) U B sin0t-cosO0t, (A2.24) U U, X U sin/h-cosfA.
Then U, has the direction of the incident ray (see (3.7)), and from (A2. 2) we see that in the U,, U,, U basis (A2.25) U [cos -{-sin*/ cos ', sin/ sin ', cos sin/(1 cos ')]" We now use the following identity which is given by [4, (18 
