Abstract. We consider a simple initial-boundary-value problem for the shallow water equations in one space dimension. We discretize the problem in space by the standard Galerkin finite element method on a quasiuniform mesh and in time by the classical 4-stage, 4 th order, explicit Runge-Kutta scheme. Assuming smoothness of solutions, a Courant number restriction, and certain hypotheses on the finite element spaces, we prove L 2 error estimates that are of fourth-order accuracy in the temporal variable and of the usual, due to the nonuniform mesh, suboptimal order in space. We also make a computational study of the numerical spatial and temporal orders of convergence, and of the validity of a hypothesis made on the finite element spaces.
Introduction
In this paper we will consider the following initial-boundary-value problem (ibvp) for the shallow water equations posed on the spatial interval [0, 1] . For T > 0 we seek η = η(x, t), u = u(x, t), 0 ≤ x ≤ 1, 0 ≤ t ≤ T , such that
η(x, 0) = η 0 (x), u(x, 0) = u 0 (x), 0 ≤ x ≤ 1, u(0, t) = 0, u(1, t) = 0, 0 ≤ t ≤ T, where η 0 , u 0 are given real-valued functions defined on [0, 1]. The shallow water equations approximate the Euler equations of water wave theory in the case of long waves in a channel of finite depth. In (SW) the variables are nondimensional and unscaled; x ∈ [0, 1] and t ≥ 0 are proportional to position along the finite channel [0, 1] and time, respectively, η = η(x, t) is proportional to the elevation of the free surface above a level of rest corresponding to η = 0, and u = u(x, t) is proportional to the depth-averaged horizontal velocity of the fluid. In these variables the (horizontal) bottom of the channel is at a depth equal to −1. Even if the initial conditions η 0 and u 0 are smooth, (SW) is not expected to have global smooth solutions. There is however a local H 2 well-posedness theory; in [11] In the paper at hand we will approximate the solution of (SW) by a fully discrete scheme using the standard Galerkin finite element method for the discretization in space with suitable finite element spaces, whose elements are at least continuously differentiable on [0, 1] and are piecewise polynomial functions of degree r − 1, r ≥ 3, with respect to a quasiuniform partition of [0, 1] of maximum meshlength h. Precise assumptions about the finite element spaces will be stated in section 2. For the temporal integration we will use the classical, four-stage, fourth-order, explicit Runge-Kutta scheme with a uniform time step k. In section 3 we analyze the spatial and temporal consistency and in section 4 the convergence of the scheme. Specifically we show that if the solution of (SW) is sufficiently smooth and 1 + η is positive in [0, 1] × [0, T ], there exists a positive constant λ 0 such that if the Courant number λ = k/h satisfies λ ≤ λ 0 , then the L 2 norm of the error of the fully discrete approximation is of O(k 4 + h r−1 ). (It is well known that the best order of spatial accuracy one may achieve for first-order hyperbolic problems using the standard Galerkin method on a nonuniform mesh is r − 1 in general.). In section 5 we make a computational study of the numerical spatial and temporal orders of convergence and of the validity of a certain hypothesis made on the finite element spaces.
Explicit Runge-Kutta (RK) methods of higher (at least third) order of accuracy have been widely used for the temporal discretization of ode systems obtained from spatial discretizations of first-order hyperbolic equations. Such ode systems are usually only mildly stiff and may be stably integrated with explicit RK schemes under Courant-number restrictions. Regarding rigorous error estimates for fully discrete schemes of finite element-high order RK type we mention the paper [18] by Zhang and Shu, who prove error estimates for a fully discrete DG -3 d order Shu-Osher RK scheme, cf. [14] , for scalar conservation laws. The same authors analyze in [19] a similar fully discrete scheme applied to a scalar linear hyperbolic equation with discontinuous initial condition. In [5] Burman et al. consider ibvp's for first-order linear hyperbolic problems of Friedrichs type in several space dimensions, discretized in space by a class of symmetrically stabilized finite element methods that includes DG schemes, and in time by, among other, third-order accurate, explicit RK schemes, and prove L 2 -error estimates of optimal order in time and quasioptimal (r − 1/2) in space. In [1] two of the present authors proved, among other, O(k 3 + h r−1 ) L 2 -error estimates for (SW) discretized by the standard Galerkin method coupled with the Shu-Osher RK scheme. For practical issues regarding the application of DG-high order RK schemes to nonlinear hyperbolic systems including the shallow water equations, we refer the reader to the recent review papers [12] and [17] , and to [10] and its references on the strong stability of higher order RK schemes.
In addition to previously introduced notation, in the sequel we let C m = C m [0, 1], m = 0, 1, 2, ..., be the space of m times continuously differentiable functions on [0, 1]. The inner product and norm on L 2 = L 2 (0, 1) will be denoted by (·, ·), · , respectively, while the norms of
We let P r be the polynomials of degree at most r.
Approximation properties of the finite element spaces and preliminaries
Let 0 = x 1 < x 2 < · · · < x N +1 = 1 be a quasiuniform partition of [0, 1] with h := max i (x i+1 − x i ). For integers r, µ with r ≥ 3 and 1 ≤ µ ≤ r − 2, let S h = S r,µ h = {φ ∈ C µ : φ [xi,xi+1] ∈ P r−1 } , and S h,0 = {φ ∈ S h , φ(0) = φ(1) = 0}. We will assume, cf. [6] , [13] , that if w ∈ H s , 2 ≤ s ≤ r, there exists a χ ∈ S h , such that
and that if w ∈ H s , 3 ≤ s ≤ r, χ satisfies in addition
for some constant C independent of h and w. We will also assume that similar properties hold for S h,0 if w satisfies in addition w(0) = w(1) = 0. Well-known examples of spaces satisfying (2.1a − b) include the Hermite piecewise polynomial functions, for which r = 2µ + 2, [2] , and the spaces of smooth splines of even order (i.e. piecewise polynomial of odd degree), for which r = µ + 2, where µ ≥ 2 is even, [15] . (For smooth splines of any order r = µ + 2, µ ≥ 1, (2.1b) holds at least for uniform meshes, cf. e.g. [4] and its references.) Note that, as a consequence of the quasiuniformity of the mesh, the following inverse inequalities hold for
for constants C independent of h and χ. Also, as a consequence of (2.1a-b) and the quasiuniformity of the mesh, it follows that if P is the L 2 -projection operator onto S h , then the following hold, [16] , [7] ,
for some constants C independent of h and v. The same inequalities hold for the L 2 -projection operator P 0 onto S h,0 when, in addition, v(0) = v(1) = 0. (In the sequel we shall refer to the analogous results for P 0 on S h,0 using the same formula numbers, i.e. (2.3a-c).)
The standard Galerkin method for the semidiscretization of (SW) is defined as follows: We seek η h :
with initial conditions
In [1, Proposition 2.1] it was proved that if (η, u), the solution of (SW), is sufficiently smooth and satisfies 1 + η > 0 for t ∈ [0, T ], and if r ≥ 3 and h is sufficiently small, then the semidiscrete ivp (2.4)-(2.5) has a unique solution (
It is well known that r − 1 is the best order of convergence in L 2 expected for the standard Galerkin method for first-order hyperbolic problems on general quasiuniform meshes; for a uniform mesh better rates of convergence may be obtained, [8] . For uniform meshes it was proved in [1] that in the case of (SW) one obtains O(h 2 ) L 2 -convergence for the semidiscrete approximation with continuous, piecewise linear functions. In the case of the periodic ivp for the shallow water equations the semidiscrete approximation with smooth splines on a uniform mesh gives an optimal-order L 2 error estimate of O(h r ), cf. [1] . The assumption that r ≥ 3 is needed in the proof of (2.6) in order to control the W 1,∞ norm of an error term, and was also present in the error analysis of [9] for a close relative of the SW system. (Numerical experiments in [1] on quasiuniform meshes suggest that (2.6) holds for continuous, piecewise linear functions (r = 2) as well; hence the assumption r ≥ 3 may be technical.)
In the analysis of the fully discrete scheme under consideration we will assume that r ≥ 3 and that the mesh is quasiuniform, so that the spatial error in L 2 will be O(h r−1 ). The emphasis of the convergence proof will be placed in getting the optimal temporal-order L 2 error estimate O(k 4 + h r−1 ). In the proof, the fully discrete approximations will not be compared to the semidiscrete solution but directly to the L 2 projection of the solution of the continuous problem (SW). Thus, the semidiscretization will not be further utilized in this paper. In the sequel we will assume that (SW) possesses a unique, sufficiently smooth solution (η, u) for 0 ≤ t ≤ T , such that 1 + η ≥ α > 0 for (x, t) ∈ [0, 1] × [0, T ] for some constant α. We will denote by C positive constants independent of the discretization parameters.
In the proofs of sections 3 and 4 we will make use of several estimates that follow from the assumptions on the approximation and inverse properties of the finite element spaces made thusfar. One of them is the following superapproximation property of S h,0 , [7] , [9] , according to which
We will also use the following results, that we state as Lemmata.
Proof. (i) We have
whence, from (2.3b), (2.9),
and therefore (2.8) follows from (2.3c).
(ii) We have
and therefore, by (2.8), |b(ξ, f )| ≤ Ch ξ f .
Lemma 2.2. Let η be the first component of the solution of (SW) for which we suppose that 1 + η ≥ α > 0, and H = P η. If η ∈ C r , then for sufficiently small h we have
10)
for some constant C ′ depending on η r,∞ .
Proof. From (2.3c) we have
For the purposes of the proof of convergence of the fully discrete scheme we will also need two more properties of the L 2 -projection operators P and P 0 , in addition to (2.3a-c). The first one follows from the approximation and inverse properties of the finite element spaces already mentioned. It expresses the fact that P is stable in H 2 , i.e. that there exists a constant C such that
In addition, the analogous stability estimate holds for
It is straightforward to check that (2.11) follows from the hypotheses on S h made thusfar. Indeed, let R h : H 1 → S h be the H 1 -projection onto S h defined for w ∈ H 1 by (R h w, φ) 1 = (w, φ) 1 for all φ ∈ S h Suppose v ∈ H 2 and let ψ be the interpolant of v in the space of continuous, piecewise linear functions defined with respect to the partition {x i } N +1 i=1 . Then, by a local inverse inequality for R h v − ψ ∈ P r−1 (x j , x j+1 ) and the quasiuniformity of the mesh we have
(In the final step we used (2.1a) for s = 2). In addition, in the course of the proof of the consistency estimates of the fully discrete scheme in Proposition 3.2 in section 3 we will need the property that if v ∈ H s , s ≥ 3, is independent of h, then
where C s (v) is a constant depending only on v and s. We will also assume that (2.12) holds for P 0 as well, if in addition v(0) = v(1) = 0. This property does not follow from our hypotheses (2.1a-b), (2.2). It holds for the Hermite piecewise polynomial functions on a general nonuniform mesh, provided µ ≥ 2 (hence, for r − 1 ≥ 5, i.e. for at least piecewise quintic polynomials), cf. [2] , and also for smooth splines if µ ≥ 2, i.e. for which r − 1 ≥ 3, i.e. at least cubic splines. (If r − 1 is odd, this requires just a quasiuniform mesh, cf. [15] , while if r − 1 is even, a uniform mesh guarantees (2.12) for µ ≥ 2, cf. [4] .)
3. The fully discrete scheme and its consistency
For a positive integer M , we let k = T /M , t n = nk, n = 0, 1, . . . , M , and using the notation established in Section 2 we let H(t) = P η(t), U (t) = P 0 u(t), H n = H(t n ), U n = U (t n ), where (η, u) is the solution of (SW). We also define
We discretize in time the ode system represented by the semidiscretization (2.4)-(2.5) by the explicit , fourth-order accurate 'classical' Runge-Kutta scheme (RK4), written as follows. Seek
3)
for j = 1, 2, 3, and
where Φ
for j = 0, 1, 2, 3 and
6) In order to study the temporal consistency of the scheme (3.3)-(3.6) we define the intermediate stages
and
for j = 0, 1, 2, 3, with Φ n,0 = Φ n , F n,0 = F n . We first estimate the continuous spatial truncation error resulting from replacing η and u in (SW) by their L 2 projections on the finite element spaces. In the sequel we assume that the solution (η, u) of (SW) is sufficiently smooth for the purposes of the error estimation.
Lemma 3.1. Let (η, u) be the solution of (SW) in [0, T ]. Let H(t) = P η(t), U (t) = P 0 u(t) and let ψ(t) ∈ S h , ζ(t) ∈ S h,0 , for 0 ≤ t ≤ T , be such that
Then, for j = 0, 1, 2, 3, we have ∂
Proof. Subtracting (3.11) from the equation P η t + u x + (ηu) x = 0 and defining ρ := η − H, σ := u − U , we have
from which, using the approximation properties of the spaces S h , S h,0 , it follows that
for j = 0, 1, 2, 3. Subtracting (3.12) from the equation P 0 u t + η x + uu x = 0 gives
Since
and (3.13) is proved.
In the following proposition we estimate appropriately defined local errors of the fully discrete scheme (3.3)-(3.6). The local errors δ
, and the quantities Φ n,i , F n,i defined by (3.9), (3.10) as nonlinear functions of the intermediate stages V
n,i , W n,i of a single step of the RK4 scheme with starting values H n , U n , cf. (3.7), (3.8). The plan of the error estimation is straightforward but the details of the proof are rather technical. We find expansions of Φ n,i , F n,i , for i = 1, 2, 3 in powers of k up to terms of O(k 2 ) for i = 1 and up to terms of O(k 3 ) for i = 2 and 3, and we estimate the remainders by bounds of O(h r−1 + k 4 ) in appropriate norms. The constants in these error bounds depend polynomially on the Courant number λ = k/h. The expressions for Φ n,i , F n,i are combined as in the final step of the RK4 scheme to yield the required estimates of the local errors after cancellation of the lower-order terms.
In bounding the remainders of Φ n,i , F n,i for i = 1, 2, use is made of the standard approximation and inverse properties (2.1), (2.2) of the finite element spaces, in particular of the stability and approximation estimates of the L 2 projections that follow from these properties. But in the course of bounding some terms of the remainders of Φ n,3 and F n,3 we need to find L 2 bounds independent of h of third-order spatial derivatives of H t and U t ; for this purpose we use the hypothesis that (2.12) holds. Proposition 3.2. Let (η, u) be the solution of (SW) and let
then, there exists a constant C λ that depends polynomially on λ such that
(3.16) In addition, by (3.8) and (3.12) we have
and consequently, from (3.12), (3.2),
So, by (3.16) and (3.17),
where v
Therefore, by (3.17), (3.18), we obtain
, so that, the desired expansion of Φ n,1 in powers of k is given by
. Note that by (3.13) and (2.2), (2.3) it follows that
where C λ is a first-order polynomial in λ with positive coefficients. (In the sequel we shall denote by C λ polynomials of λ with positive coefficients without reference to their degree.) In deriving (3.20) we made use of the fact (something that we will also do in the sequel, without explicit mention,) that the quantities ∂ i t H n j , ∂ i t U n j for j = 0, 1, 2 and for each i, are bounded, uniformly in n, by constants independent of the discretization parameters k and h. This follows from (2.3a), (2.11) and the smoothness of η and u. The same holds for the quantities
22) which is the required expansion of F n,1 . In the above
, for which, using (3.13), the inverse inequalities, and the remarks following (3.20), we obtain the estimate
We now find the expansions of Φ n,2 and F n,2 up to O(k 3 ) terms. From (3.7), i.e.
x , it follows, in view of (3.19) , that
, which, in view of (3.11) gives
where ψ
. From (3.20) and (3.13) it follows that ψ
25) and, by the inverse properties, that ψ
Moreover, since from (3.8)
we obtain, using (3.22),
, and finally, from (3.12),
where ζ
, that we estimate, using (3.13) and (3.23), by
and, using the inverse properties, by ζ
(3.29) Now, from (3.24), (3.27), taking into account that a 1 = a 2 we have
Using (3.28), (3.29), (3.25), (3.13), and taking into account the inverse inequalities and the remarks following Finally, writing (3.30) in the form
, we obtain, using (3.9) and (3.27), the desired expansion of Φ n,2 in powers of k :
Hence, from (3.28), (3.29), and (3.31) we have v
Now it follows from (3.27) that
and, consequently, since a 1 = a 2 , that
in which, using the approximation and inverse properties of the finite element spaces, (3.29), and observations like the ones following (3.20), we may estimate w n 3 by the inequalities w
Now, the definition of F n,2 in (3.10), (3.24), and (3.34) give
This completes the required expansion of F n,2 in powers of k. We now compute the required expansions of Φ n,3 and F n,3 up to O(k 3 ) terms. In the course of estimating some of the O(k 4 ) remainder terms we need to find L 2 bounds independent of h of third-order spatial derivatives of U t and H t and for this purpose we need the hypothesis (2.12). Since
x , from (3.32) and (3.11) it follows that
, which we write as
where (3.39) By similar considerations and using also the hypothesis (2.12) we infer in addition that
from (3.36) and (3.12) we obtain
41) where
, From (3.13), (3.37), the approximation and inverse properties of the finite element spaces, and the remarks following (3.20) we may see that ζ
(3.42) By similar considerations and also the hypothesis (2.12) it follows that
From (3.38) and (3.41), since a 2 = 1/2 = a 1 , we see that 
From (3.41) we see that
and therefore, using the fact that a 1 = 1/2,
(3.49)
For the remainder term, using (3.42), (3.43), the approximation and inverse properties of the finite element spaces, and considerations such as the ones following (3.20) we get
Finally, from (3.38), (3.10), and (3.49), we have the required expansion of F n,3 
, and, therefore, using the values of
. From (3.1), (3.11), (3.14), and the above equality, we see that
where
Therefore, since by (3.13), (3.20), (3.33), (3.48),
it follows by Taylor's theorem that
In addition from (3.22), (3.36), (3.51) we obtain
, and therefore
. From (3.2), (3.12), (3.15), and the above, it follows that
, and, in view of (3.23), (3.37), and (3.52),
By the above and Taylor's theorem we see that δ
. This estimate and (3.53) conclude the proof of the proposition.
error estimate
In this section we analyze the convergence of the fully discrete scheme (3.3)-(3.6) to the solution of (SW) in the L 2 × L 2 norm. We start with three technical Lemmata whose notation and results will be used in the course of proof of the error estimate in Theorem 4.4. Lemma 4.1. For j = 1, 2, 3, let V n,j , W n,j be defined by (3.7)-(3.10) and let λ = k/h. Then, there exist constants C λ depending polynomially on λ, such that
Proof. From (3.7), (3.8), and (3.9), (3.10), we have, for j = 1, 2, 3,
and so, by (2.3b)
for j = 1, 2, 3. From these relations, using e.g. (2.11) and the inverse properties of S h , S h,0 , we may derive recursively (4.1) and (4.2).
Lemma 4.2. Let ε n ∈ S h , e n ∈ S h,0 and suppose that ρ n,j , r n,j are functions defined for j = 1, 2, 3 by
Then, there exists a constant C such that
If, moreover, ε n 1,∞ + e n 1,∞ ≤ C for some constant C, then, for j = 0, 1, 2, 3,
Proof. The inequality (4.7) follows from (4.5) and (4.6) and (2.3b). To prove (4.8) note that
for j = 1, 2, 3, and (4.8) follows by recursion. Since
x ∞ , the hypothesis of the Lemma and (2.11), imply
∞ ) holds for j = 1, 2, 3, a recursive argument yields (4.9). Lemma 4.3. Given ε n ∈ S h , e n ∈ S h,0 , let ρ n,j , r n,j , 0 ≤ j ≤ 3, be defined as in Lemma 4.2. In addition, let
where γ
In the particular cases j = i + 1, i = −1, 0, 1, 2, (4.10) may be simplified to:
In all cases −1 ≤ i < j ≤ 3, we have the estimates
Proof. In all cases −1 ≤ i < j ≤ 3, since ρ n,j , P 0 r n,i
x vanish at x = 0, 1, integrating by parts yields (P ρ n,i x , ρ n,j
We first examine the cases with 0 ≤ i < j ≤ 3. We have, using the definitions of the ρ n,α , r n,α and some computation, that
, where the γ n,j−1 i are defined by (4.11). The last equality above and (4.14) give (4.10). The remaining case i = −1, j = 0 is a special case of (4.12); the latter follows from (4.14), (4.11), similar computations as above, and the identity (αv, (βv)
The estimate (4.13) for j = 1, 2, 3, 0 ≤ i < j, follows from (4.11), and (4.8), (2.3b). If i = −1 the proof is similar and takes account of the facts that ρ
The main error estimate of the paper, which incorporates the crucial stability step applied to an error energy inequality, follows. We remark that the proof does not use the hypothesis (2.12) except in its last step, where the local error estimates of Proposition 3.2 (recall that the latter rely on the validity of (2.12)) are brought to bear. ) be its fully discrete approximation defined by (3.3)-(3.6). If λ = k/h and h is sufficiently small, then there exists a constant λ 0 depending on α, and a constant C independent of k and h, such that for λ ≤ λ 0 , max
Proof. It suffices to show that
To make the exposition easier to follow, we break up the proof in five parts.
(i) Notation and the basic error equations Let
), (4.17) and from (3.4), (3.14), (3.15) that
Also, from (3.9), (3.10), (3.5), we have for j = 0, 1, 2, 3
it follows from the equations (4.19) that for j = 0, 1, 2, 3
We note for future reference that it follows from (4.21), the inequalities (4.1), and (4.2) and the inverse inequalities on the spaces S h , S h,0 that
where, as usual, C λ denotes a constant depending polynomially on λ.
in powers of k In this part of the proof we derive suitable representations of the differences Φ n,j − Φ n,j h , F n,j − F n,j h that will be used in the energy identities.
If j = 0, we have
where the ρ n , r n were defined in Lemma 4.2 and satisfy the inequalities (4.7) and (4.8), and
From (4.17) and (4.24) it follows that
and, using the notation of Lemma 4.2, (4.3), and (4.4), that
). Consequently, from the equations (4.20) we obtain
where ρ
Hence, from (4.17) and the equations (4.27) we get
and, using the notation introduced in (4.3) and (4.4),
1x ). So, from the equations (4.20) we see that
Hence, from the equations (4.17), taking into account that a 3 = 1, we obtain
and, according to (4.3) and (4.4),
(iii) 'Inductive' hypothesis and consequent estimates We let now n * be the maximal integer for which
Then, for 0 ≤ n ≤ n * , from (4.25) it follows that
In addition, from (4.26), (H), (4.25), (4.8) for j = 0, 1, (4.9) for j = 0, the second inequality of (4.35), the inverse properties of S h , S h,0 , and (2.3b), it follows that 
Now, for j = 1, 2, 3, in view of (4.28), (4.31), (4.34) , and the inverse properties of S h and S h,0 , it follows that
In addition, for j = 2, 3, (4.7), (4.8), (4.29), (4.32), (4.9) , and the inverse properties of S h , S h,0 give
Therefore, for 0 ≤ n ≤ n * and j = 0, 1, 2, 3, in view of (4.35), (4.38), (4.39), (4.22) , and arguing recursively, we finally obtain 
From these relations and (4.7), (4.8) it follows that
and, moreover, for 0 ≤ n ≤ n * , from (4.40)
Now, by the definitions of f n , g n , we may obtain the basic energy identity of our scheme:
We will now identify and estimate the quantities β we have β (4.8) , and (4.13), we see that
The quantity β n 2 is given by β n 2 = (ε n , P ρ n,1 For β n 3 we find β
Using (4.10), (4.12) we see that (ε n , P ρ n,2
0 , whence
, and, therefore, using again Lemma 2.1(ii), (4.8), and (4.13) we may estimate β n 3 as |β
Since, in view of (4.10), (ε n , P ρ n,3
0 , it follows from Lemma 2.1(ii), (4.8), and (4.13) that
, and, consequently, that |β
49) The quantity β n 5 is given by β
or by
However, in view of (4.10) and (4.12), we have 
From (4.8), (4.13), and Lemma 2.1(ii) we see that
Now, from Lemma 2.2 for sufficiently small h we infer that
The quantity β n 7 is given by β
x , P ρ n,3
x , P 0 r n,3 x , and since, by (4.12), (P ρ n,2
x , ρ n,3
2 , we have β
, and, therefore, in view of Lemma 2.1(ii) and (4.13),
and from (4.3), (4.4), and the inverse properties of S h , S h,0 , we get that
where C 0 is a constant independent of h and k. We conclude therefore from (4.45)-(4.55) that
n , e n + C λ k( ε n 2 + e n 2 ) + k 6 λ 2 C 0 − Cα 72 ( P ρ n,2 x 2 + P 0 r n,2 x 2 ).
(v) Stability, use of local error estimates, and completion of the proof From the last inequality above, for λ ≤ λ 0 = C α /(72C 0 ) it follows that f n 2 + (1 + H n )g n , g n ≤ ε n 2 + (1 + H n )e n , e n + C λ k( ε n 2 + e n 2 ). (4.56)
Therefore, using the equations (4.42), we see that ε n+1 2 + (1 + H n+1 )e n+1 , e n+1 = f n 2 + 2(f n , f Table 5 . Errors P v − v and orders of convergence, non smooth v, quartic splines, quasiuniform mesh
