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ABSTRACT
Obtaining a well distributed non-dominated Pareto front is
one of the key issues in multi-objective optimization algo-
rithms. This paper proposes an algorithm which promotes
well distributed non-dominated fronts in the parameters spa-
ce when a single-objective function is optimized. The pro-
posed technique is described and tested in an automated
synthesis circuit design problem. The project consists in
designing CMOS radio-frequency and microwave binary-
weighted differential switched capacitor arrays (RFDSCAs)
from user top-level specification to component size. The ge-
netic synthesis tool optimizes a fitness function based on the
performance parameter of the RFDSCAs. To validate the
proposed design methodology, a CMOS RFDSCA is syn-
thesized, using a 0.25 μm BiCMOS technology, and verified
by the SpectreRF simulator of the Cadence design environ-
ment. The results show that the synthesis and simulation
outcomes are in very good agreement.
1. INTRODUCTION
Achieving a well-spread and well-diverse parameter front
can be a time consuming computational problem. Some
methods have been proposed in which a sharing model is
used in order to obtain a set of optimal solutions dispersed
along the optimal front. This technique was originally sug-
gested by Goldberg and Richardson [1] where the fitness of
similar solutions is degraded according to the distance of
its closest neighbors. This technique will promote solutions
in less crowded regions of the parameters space ‘forcing’
the population to be well distributed. Crowding techniques,
introduced by De John [2], replace solutions by ‘similar’
ones. ‘Similarity’ is measured, like in the sharing model, by
evaluating the distance between two solutions.
Maximin is a well known method used in classic multi-
attribute problems [3] and in game theory [4, 5]. Recently,
Balling [6] proposed a multi-objective optimization tech-
nique based on a fitness function derived from the maximin
strategy [4], and Li [7] used the maximin fitness in a parti-
cle swarm multi-objective optimizer. Pires et. al [8] used a
maximin technique to find a well distributed non-dominated
Pareto front in multi-objective optimization algorithms.
Radio-frequency switched capacitor arrays (RFSCAs)
in radio-frequency (RF) and microwave Si-integrated cir-
cuits and systems have been growing in importance since
they were proposed in 1998 [9]. Nowadays, this kind of
circuits is widely used, e.g. in multi-standard low-phase-
noise ultra-wide-band voltage controlled oscillators [10], in
low-noise fast-settling frequency synthesizers [11], in pro-
cess dispersion compensation techniques [12] and in adap-
tive impedance matching circuits [13]. Furthermore, the
RFSCAs have a great usage potential in reconfigurable or
adaptive RF circuits for multi-mode, multi-band and multi-
standard wireless transceivers. In the last years, the growing
demand for full-integrated CMOS high performance wire-
less systems has spurred the researchers worldwide to de-
velop new innovative techniques to optimize and automate
the design of RF circuits [14, 15, 16, 17, 18, 19]. Although
there is a large amount of published research work on this
particular topic, no systematic design approach to synthe-
size optimum performance RFSCAs is known, in spite of
the extensively use of RFSCAs in RF integrated tuned cir-
cuits. Bearing these ideas in mind, a method based on ge-
netic algorithms to automate the design of optimum perfor-
mance CMOS or BiCMOS RFDSCAs was developed. The
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proposed method improves the performance, reliability and
time-to-market (by reducing substantially the design time),
since it eliminates the non-optimum trial-and-error design
approach which is based on several rules of thumb.
This papers proposes a single-objective genetic algo-
rithm, which promotes a solutions diversity in the param-
eters space, and applies the proposed technique to a radio
frequency circuit design problem. Section 2 describes the
proposed method and section 3 presents the RFDSCA cir-
cuit and its model. Besides that, the initial restrictions and
objective function for this type of RF circuits are also de-
fined in section 3. Section 4 shows the results carried out by
the proposed algorithm and discusses them. Finally, section
5 outlines the main conclusions.
2. SINGLE-OBJECTIVE MAXIMIN SORTING
SCHEME
This section presents the maximin sorting algorithm to ren-
der the following generation of GA. As it will be shown
later, this technique has a good solution distribution in the
parameters space.
The -dominance concept [20, 21] is used to obtain a
solutions diversity over the objective space when solving
some multi-objective problems. The proposed algorithm
uses this concept and the maximin technique as the main
ideas to achieve good diversity in the parameter space. Ini-
tially, the objective space is divided in several ranks, being
each one characterized with a -distance (Figure 1). Inside
each rank, the solutions have the same preference, even if
their objective value is different. In a second phase, the best
n distributed solutions are selected from a rank with m so-
lutions (m > n). Therefore, to select a population of popdim
solutions, the algorithm begins by selecting the solutions
with lower rank (rank 1 of Figure 1) until the last allowed
rank is considered and there are more solutions in this rank
than the remaining slots in the population. In this case we
select the best dispersed solutions of that rank.
The main concept behind the maximin sorting scheme
is to select the solutions in order to decrease the large gap
areas existing in the already selected population. For ex-
ample, let us consider the solutions of one rank depicted in
figure 2. In this case two parameters {x1, x2} are consid-
ered. Initially the two extreme solutions of each parameter
are selected, {a, b} and {d, c} for x1 and x2, respectively.
Through this selection the set S ≡ {a, b, c, d} is initialized.
Then, solution e is selected because it has the greater dis-
tance to the set S. After that, solution f is selected for in-
clusion into the set S ≡ {a, b, c, d, e}, for the same reasons.
The process is repeated until S is completed.
The maximin sorting scheme is depicted in algorithm
1 and Table 1 presents the adopted notation. In each gen-
eration the new population is merged with their progenitor






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rank 2
rank 3
rank 4
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rank 6
Fig. 1. Problem with one objective and one parameter x.
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Fig. 2. Example of solutions in a bidimensional parameter
space.
population, resulting a set R, from which the new set is ob-
tained by applying the proposed algorithm (line 2). After
that, the algorithm may select the extreme solutions from
R for each parameter (lines 6-8) and introduces them into
the set S. Then the individuals of lower rank are removed
from the population T and inserted into the set S until the
solutions number of the current rank surpass the allowed
number of solutions of set S (lines 10-13). After that, the
distance squared, caj (1a), between each rank solution, aj ,
and the solutions already selected, si, is evaluated. Then,
the solution aj , whose distance squared to the set S is the
larger is selected (1b). Each time a solution enters into the
set S, the cost cal of the rank A is reevaluated (lines 20-22).
This process ends when the set S is completed.
caj = min
si∈S,aj∈A
‖ aj − si ‖
2 (1a)
S = S ∪ {aj : caj = max
ai∈A
cai} (1b)
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begin1
R = P ∪D;2
S = ∅;3
A = getRankMin(R);4
if #A > popdim then5
for i=1 to nPar do6
S = S∪ getMin(R, i)∪ getMax(R, i)7
end8
end9
while #S + #A ≤ popdim do10
S = S ∪A;11
A = getRankMin(R)12
end13
for j = 1 to #A do14
caj = min
si∈S
{‖aj − si‖
2}
15
end16
while #S < popdim do17
k = getMaxCi(A);18
S = S ∪ k;19
for l = 1 to #A do20
cal = min{‖al − k‖
2, al}21
end22
end23
end24
Algorithm 1: Single-objective maximin algorithm.
3. AUTOMATED CIRCUIT DESIGN ALGORITHM
To access the algorithm performance, an application exam-
ple in the area of RF integrated circuits is used. In this
sense, the optimization procedure is employed to automate
the design of a RFDSCA circuit with the goal of finding
the component values that maximize the RFDSCA perfor-
mance. The circuit is developed in a 0.25 μm BiCMOS
technology and it is intended to be a cell of a ku-band volt-
age controlled oscillator (VCO).
The topology of the RFDSCA (Figure 3) consists of N
cells, each one constituted by two cell capacitors and a cell
switch. The first cell, named reference cell, is comprised by
two reference capacitors, both with value C, and a reference
switch. This switch is formed by placing in parallel M basic
switches (BS). For the other cells, the capacitors values are
equal to 2i−1C and the number of reference switches for
each cell switch is given by 2i−1, where i is the cell number
[22, 23].
To achieve high performance RFDSCAs, during the cir-
cuit design phase, it is necessary to obtain the components
that maximizes the RFDSCA quality factor (QRFDSCA). This
performance parameter is given by the following equation:
Table 1. Description of variables and functions used in
maximin algorithm.
Description
P Parent population
D Offspring population
A,R Auxiliary populations
S Final population
nPar Number of parameters
popdim Population size
k Solution with maximal squared dis-
tance
ci Minimum euclidian norm between
solution i and set S
getMin(X ,i) Remove from set X the solution
whose parameter i is minimal
getMax(X ,i) Remove from set X the solution
whose parameter i is maximal
getMaxCi(X) Remove the solution from set X
whose ci is maximum
getRankMin(X) Remove all solutions with lower
rank from set X
QRFDSCA(D, f) =
(
1+
2MCBS-OFF
C
)(
1+ D
Dmax
C
2MCBS-OFF
)
2πfRBS-OFFCBS-OFF
1 + D
Dmax
[(
C
2MCBS-OFF
+ 1
)2 RBS-ON
RBS-OFF
− 1
] (2)
where D is the control word (decimal representation of the
control binary word, D = bN2N−1+. . .+b221+b120), f is
the operating frequency and Dmax = 2N−1 corresponds to
the maximum value of D. The RBS-{ON, OFF} is the ON and
OFF resistance of the basic switch, respectively. CBS-OFF is
its OFF capacitance.
Observing that QRFDSCA decreases monotonically with
f , the objective function for this kind of RF circuits can be
R
F
D
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C
A
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p
u
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C 2 C⋅ 12N C− ⋅
b1 b2 bN
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N-1
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Fig. 3. Binary-weighted RFDSCA architecture.
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made independent of it. Therefore, the chosen optimization
objective function is given by:
fv = 2πfQRFDSCA (3)
To fulfill the required tuning range requirements for the
VCO (13.5 GHz to 15.5 GHz), the discrete capacitance tun-
ing circuit must present, at least, a minimum capacitance
of 72 fF, a maximum capacitance of 108 fF and a maximum
tuning step of 8 fF, as indicated by the following constraints:
⎧⎨
⎩
CRFDSCA-MAX ≥ Cmax = 108fF
CRFDSCA-MIN ≤ Cmin = 72fF
ΔCRFDSCA ≤ ΔC = 8fF
(4)
The variables CRFDSCA-MAX, CRFDSCA-MIN and ΔCRFDSCA
represent the maximum RFDSCA capacitance, the mini-
mum RFDSCA capacitance and the RFDSCA tuning capac-
itance step, respectively. These three capacitance variables
can be calculated from the following equation:
CRFDSCA(D) =
DC2 + Dmax MCBS-OFF
1 + 2MCBS-OFF
C
(5)
Considering the SPICE models of the NMOS transis-
tors and the technological process parameters, the elements
of the BS model present the following values: RBS-ON =
73.6Ω @ VGS = 3V , RBS-OFF = 18.9Ω @ VGS = 0V and
CBS-OFF = 6.1 fF @ VGS = 0V .
The developed optimization algorithm is based on a GA
with the above-mentioned maximin scheme, which uses 103
potential solutions, each one represented by the optimiza-
tion parameters N , M and C. These floating point val-
ues are randomly initialized in an appropriate range (N =
1 . . . 64, M = 1 . . . 64 and C = 1fF . . . 1pF). The search is
then carried out with this population over 107 generations.
The fitness value, fv, is given by (3) if the solution verifies
the restrictions, otherwise takes a negative value, propor-
tional to the distance to the feasible decision region, if at
least one restriction is not satisfied. The successive gen-
erations of new solutions are reproduced based on a linear
ranking scheme and simulated binary crossover [24]. Fi-
nally, when mutation occurs the operator replaces the value
of one design parameter according to a uniform distribution
function. The uniform function varies in the range [−U,U ]
where U = {0.2, 0.2, 0.4 × 10−15} for N , M and C, re-
spectively. The crossover and mutation probabilities are
pc = 0.6 and pm = 0.05, respectively. The height of each
rank is  = 1011.
4. AUTOMATED DESIGN RESULTS
For this case study, the RFDSCA circuits with optimum per-
formance obtained by the GA can be directly defined by the
NM
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Fig. 4. Optimal parameters front in the N × M × C
space, a = {3.0, 5.0, 30.9fF}, b = {4.0, 2.3, 14.4fF},
c = {5.0, 1.1, 7.0fF}.
dot-points of figures 4 and 5. These were obtained using
the initial specifications stated in (4) in the proposed auto-
mated design procedure. Figure 4 shows the optimum so-
lution front in a 3D space and Figure 5 the corresponding
projections in N ×C and M ×C planes. These two figures
clearly show that the algorithm finds a front with good diver-
sity. An important aspect about the algorithm performance
is its convergence to the optimum solutions. This property
can be inferred by the fitness value of each solution. Figure
6 presents the fitness fv versus N , M and C for the current
case study. These curves show that the algorithm conver-
gence ability is very good since all the solutions are in the
same rank. This is easily verified since the error between
the best and worst fitness solutions are lower than  = 1011.
These charts reveal that the circuit can have several possible
implementations with the same performance (the problem
has not a single isolated optimum point, but, in fact an opti-
mal front).
To find a RFDSCA circuit, it is only necessary to choose
M , N and C from Figure 5. For instance, three possible cir-
cuits are flagged in Figure 4 as {a, b, c}. As it can be seen in
Table 2, the solutions respect the design restrictions defined
in (4). To infer the validity of the synthesis results, a com-
parison between the RFDSCA performance predicted by the
automated design method and by the circuit simulation on
SpectreRF is provided in the same table. The optimization
objective shown in Table 2 is evaluated by the QRFDSCA, at
an operation frequency of 15 GHz, when all the RFDSCA
constitutive cells are in the ON state (when D = Dmax).
The RFDSCA performance obtained in SprectreRF, with
the optimization variables defined in solution a, can be con-
sidered equal to the one obtained with the GA (Table 2).
This happens because the values of the optimization vari-
ables N and M are almost integer numbers. A different
situation occurs with the solutions b and c. In these two
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Table 2. RFDSCA Performance results obtained with the maximin algorithm and with SpectreRF.
Design Constrains [fF] @15GHz Optimization Objective
Solu- Type of N M C CRFDSCA-MAX CRFDSCA-MIN ΔCRFDSCA QRFDSCA-ON(D = Dmax))
tions Results [fF] (≥ 108fF) (≤ 72fF) (≤ 8fF) (maximization)
a GA 2.998 5.026 30.93 108 71.95 5.185 46.83
SpectreRF 3 5 30.90 108 71.70 5.185 46.7@15GHz
b GA 4.0011 2.3476 14.40 108 71.90 2.408 46.89
SpectreRF 4 2 14.40 108 67.92 2.670 40.0@15GHz
c GA 4.998 1.1251 6.99 108 71.65 1.179 46.40
SpectreRF 5 1 6.97 108 68.74 1.265 41.4@15GHz
N,M
C
[f
F
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N × C
M × C
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20
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50
Fig. 5. Projections in the planes N × C and M × C of
optimal front.
cases, although the N values provided by the GA can be
considered integer numbers the same does not happens with
M .
To simulate the circuit with the solutions b and c in
SpectreRF, it is necessary to round M to the nearest inte-
ger number (solution b: round(M = 2.3476) = 2 and
solution c: round(M = 1.1251) = 1), since it represents
the number of BS that constitutes the reference switch. The
performance comparison for the solutions b and c shows that
the capacitive range and tuning step of the RFDSCA in the
SpectreRF is similar to the one obtained with the synthe-
sis procedure. Nevertheless, the number rounding process
has some impact on the optimization objective, as shown in
Table 2.
5. CONCLUSIONS
A synthesis procedure to automate the design of RFDSCAs
is presented in this paper. The synthesis is carried on by a
genetic algorithm that promotes the distribution of the solu-
tion along the parameters space in order to give several op-
timal solutions. This method is based on closed-form sym-
N,M,C[fF]
f v
=
2π
f
Q
M
C
N
100 101 102
4.34
4.36
4.38
4.4
4.42
4.44
4.46
×1012
Fig. 6. Fitness fv versus parameters {M – x-points, N –
dot-points, C – circle-points}.
bolic mathematical expressions of the input impedance and
quality factor of the RFDSCA. This means that a RFDSCA
circuit can be implemented with different component sizes.
To verify the proposed synthesis method, three RFDSCAs
were designed using three different solutions provided by
the GA for the same design constraints. The performance
results of the three RFDSCAs, obtained with the GA, were
then compared with the ones achieved by simulating them
in the SprectreRF. The analysis shows that the GA is able
to reach optimal solutions regarding the optimization objec-
tive. Moreover, the GA obtains a set of solutions along the
optimal front in one run of the algorithm.
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