Introduction
In this corrigendum, we correct some mistakes made in the above paper, in which we neglected the existence of possible negative eigenvalues for the simplest Sturm-Liouville problem, when q = 0. Thus the conclusions (Theorems 1.1 and 3.7) were valid only for Dirichlet boundary conditions. However, non-Dirichlet boundary conditions can still be tackled.
Scalar case
We first consider the scalar case. Consider where q ∈ L 1 (0, π), α, β ∈ [0, π). Also let N 2 = {n 2 : n ∈ N} and let σ (q) be the spectrum for the potential function q. We restate Theorem 2.1 as follows. 
Proof. When q = 0, we let the general solution be
where 
Proof. The previous proof works when α = β = 0. When α = β > 0, we use the RayleighRitz formula to show that e −x cot α is indeed the first eigenfunction. Let y = e −x cot α . Then
Equality holds by condition C(α).
Thus y = e −x cot α is the first eigenfunction of (1) and ( 
This gives a simplified proof of the classical Ambarzumyan theorem. 
Vectorial case
For the vectorial Sturm-Liouville problem 
These conditions are needed to guarantee that the problem is self-adjoint. The proof goes by analyzing the matrix-valued function
We note that if P = 0 and B 
where each α k ∈ (0, π). Let φ = Sψ. Then (3.1) becomes ψ + λψ = 0, and
We can easily check that ψ(x) = e −x cot α k e k is an eigenfunction of the problem associated to the negative eigenvalue λ = − cot 2 α k . Observe that the multiplicity may not be d in general. However, for the Neumann boundary condition, B −1 A = 0. So 0 is an eigenvalue of multiplicity d.
Without loss of generality, we may assume that
Then we let φ k (x) = e −x cot α k Se k be the test function for the eigenvalue λ k = − cot 2 α k . In particular, the set {φ k : 1 k d} is an orthogonal set. Now
Hence if π 0 (S * P (x)S) 11 e −2x cot α 1 dx = 0, then equality holds and φ 1 is the first eigenfunction. As the φ k 's are mutually orthogonal, we can use the Rayleigh-Ritz formula to show that each φ k is indeed an eigenfunction for λ k = − cot 2 α k , provided π 0 (S −1 P (x)S) kk e −2x cot α k dx = 0. Substituting each φ k back into (3.1) implies P ≡ 0.
Assume that an invertible matrix S satisfies (3.3). We say that the potential function
Thus we have proved the following corrected theorem. 
