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ABSTRACT  
 
In this paper we present a technique that employ Artificial Neural Networks and expert systems 
to obtain knowledge for the learner model in the Linear Programming Intelligent Tutoring 
System(LP-ITS) to be able to determine the academic performance level of the learners in order 
to offer him/her the proper difficulty level of linear programming problems to solve. LP-ITS uses 
Feed forward Back-propagation algorithm to be trained with a group of learners data to predict 
their academic performance. Furthermore, LP-ITS uses an Expert System to decide the proper 
difficulty level that is suitable with the predicted academic performance of the learner. Several 
tests have been carried out to examine adherence to real time data. The accuracy of predicting the 
performance of the learners is very high and thus states that the Artificial Neural Network is 
skilled enough to make suitable predictions. 
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ABSTRACT 
 
In the era of the fourth industrial revolution, measuring and ensuring the reliability, efficiency and 
safety of the industrial systems and components are one of the uppermost key concern. In 
addition, predicting performance degradation or remaining useful life (RUL) of an equipment 
over time based on its historical sensor data enables companies to greatly reduce their 
maintenance cost. In this way, companies can prevent costly unexpected breakdown and become 
more profitable and competitive in the marketplace. This paper introduces a deep learning-based 
method by combining CNN(Convolutional Neural Networks) and LSTM (Long Short-Term 
Memory)neural networks to predict RUL for industrial equipment. The proposed method does not 
depend upon any degradation trend assumptions and it can learn complex temporal representative 
and distinguishing patterns in the sensor data. In order to evaluate the efficiency and effectiveness 
of the proposed method, we evaluated it on two different experiment: RUL estimation and 
predicting the status of the IoT devices in 2-week period. Experiments are conducted on a 
publicly available NASA’s turbo fan-engine dataset. Based on the experiment results, the deep 
learning-based approach achieved high prediction accuracy. Moreover, the results show that the 
method outperforms standard well-accepted machine learning algorithms and accomplishes 
competitive performance when compared to the state-of-the art methods. 
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ABSTRACT 
 
With an aging population that continues to grow, the protection and assistance of the older 
persons has become a very important issue. Fallsare the main safety problems of the elderly 
people, so it is very important to predict the falls. In this paper, a gait prediction method is 
proposed based on two kinds of LSTM. Firstly, the lumbar posture of the human body is 
measured by the acceleration gyroscope as the gait feature, and then the gait is predicted by the 
LSTM network. The experimental results show that the RMSE between the gait trend predicted 
by the method and the actual gait trend can be reached a level of 0.06 ± 0.01. And the Phased 
LSTM has a shorter training time. The proposed method can predict the gait trend well. 
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ABSTRACT 
 
The development of convolutional neural networks(CNN) has provided a new tool to make 
classification and prediction of human's body motion. This project tends to predict the drop point 
of a ball thrown out by experimenters by classifying the motion of their body in the process of 
throwing. Kinect sensor v2 is used to record depth maps and the drop points are recorded by a 
square infrared induction module. Firstly, convolutional neural networks are made use of to put 
the data obtained from depth maps in and get the prediction of drop point according to 
experimenters' motion. Secondly, huge amount of data is used to train the networks of different 
structure, and a network structure that could provide high enough accuracy for drop point 
prediction is established. The network model and parameters are modified to improve the 
accuracy of the prediction algorithm. Finally, the experimental data is divided into a training 
group and a test group. The prediction results of test group reflect that the prediction algorithm 
effectively improves the accuracy of human motion perception. 
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ABSTRACT 
 
 
Digital advertising is growing massively all over the world, and, nowadays, is the best way to 
reach potential customers, where they spend the vast majority of their time on the Internet. While 
an advertisement is an announcement online about something such as a product or service, 
predicting the probability that a user do any action on the ads, is critical to many web 
applications. Due to over billions daily active users, and millions daily active advertisers, a 
typical model should provide predictions on billions events per day. So, the main challenge lies in 
the large design space to address issues of scale, where we need to rely on a subset of well-
designed features. In this paper, we propose a novel feature engineering framework, specialized 
in feature selection using the efficient statistical approaches, which significantly outperform the 
state-of-the-art ones. To justify our claim, a large dataset of a running marketing campaign is 
used to evaluate the efficiency of the proposed approaches, where the results illustrate their 
benefits. 
 
KEYWORDS 
 
Digital Advertising, Ad Event Prediction, Feature Engineering, Feature Selection, 
Statistical Test, Classification, Big Data. 
 
For More Details: http://aircconline.com/ijaia/V10N4/10419ijaia03.pdf 
 
Volume Link: http://airccse.org/journal/ijaia/current2019.html 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
REFERENCES 
 
 
[1]  H. Cheng and E. Cant´u-Paz, “Personalized click prediction in sponsored search,” in Proceedings 
of the Third ACM International Conference on Web Search and Data Mining, WSDM ’10, (New 
York, NY, USA), pp. 351–360, ACM, 2010. 
 
[2] Y. Zhang, H. Dai, C. Xu, J. Feng, T. Wang, J. Bian, B. Wang, and T.-Y. Liu, “Sequential click 
prediction for sponsored search with recurrent neural networks,” in Proceedings of the Twenty-Eighth 
AAAI Conference on Artificial Intelligence, pp. 1369–1375, AAAI Press, 2014. 
 
[3]  O. Chapelle, E. Manavoglu, and R. Rosales, “Simple and scalable response prediction for display 
advertising,” ACM Trans. Intell. Syst. Technol., vol. 5, pp. 61:1–61:34, Dec. 2014. 
 
[4] A. Borisov, I. Markov, M. de Rijke, and P. Serdyukov, “A neural click model for web search,” in 
Proceedings of the 25th International Conference on World Wide Web, pp. 531–541, 2016. 
 
[5]  H.-T. Cheng, L. Koc, J. Harmsen, T. Shaked, T. Chandra, H. Aradhye, G. Anderson, G. Corrado, W. 
Chai, M. Ispir, R. Anil, Z. Haque, L. Hong, V. Jain, X. Liu, and H. Shah, “Wide & deep learning for 
recommender systems,” in Proceedings of the 1st Workshop on Deep Learning for Recommender 
Systems, DLRS 2016, (New York, NY, USA), pp. 7–10, ACM, 2016. 
 
[6] C. Li, Y. Lu, Q. Mei, D. Wang, and S. Pandey, “Click-through prediction for advertising in twitter 
timeline,” in Proceedings of the 21th ACM SIGKDD International Conference on Knowledge 
Discovery and Data Mining, KDD ’15, pp. 1959–1968, ACM, 2015. 
 
[7] J. Chen, B. Sun, H. Li, H. Lu, and X.-S. Hua, “Deep ctr prediction in display advertising,” in 
Proceedings of the 24th ACM International Conference on Multimedia, MM ’16, (New York, NY, 
USA), pp. 811–820, ACM, 2016. 
 
[8] M. Richardson, E. Dominowska, and R. Ragno, “Predicting clicks: Estimating the clickthrough rate 
for new ads,” in Proceedings of the 16th International Conference on World 
       Wide Web, WWW ’07, (New York, NY, USA), pp. 521–530, ACM, 2007. 
 
[9]  D. Agarwal, B. C. Chen, and P. Elango, “Spatio-temporal models for estimating click-through 
rate,” in WWW ’09: Proceedings of the 18th international conference on World wide web, (New 
York, NY, USA), pp. 21–30, ACM, 2009. 
 
[10]  T. Graepel, J. Q. n. Candela, T. Borchert, and R. Herbrich, “Web-scale bayesian click-through rate 
prediction for sponsored search advertising in microsoft’s bing search engine,” in Proceedings of the 
27th International Conference on International Conference on Machine Learning, ICML’10, (USA), 
pp. 13–20, Omnipress, 2010. 
 
[11]  O. Chapelle, “Modeling delayed feedback in display advertising,” in Proceedings of the 20th ACM 
SIGKDD International Conference on Knowledge Discovery and Data Mining, KDD ’14, (New 
York, NY, USA), pp. 1097–1105, ACM, 2014. 
 
[12]  M. J. Effendi and S. A. Ali, “Click through rate prediction for contextual advertisment using linear 
regression,” CoRR, vol. abs/1701.08744, 2017. 
 
[13]  H. B. McMahan, G. Holt, D. Sculley, M. Young, D. Ebner, J. Grady, L. Nie, T. Phillips, E. Davydov, 
D. Golovin, S. Chikkerur, D. Liu, M. Wattenberg, A. M. Hrafnkelsson, T. Boulos, and J. Kubica, “Ad 
click prediction: a view from the trenches,” in Proceedings of the 19th ACM SIGKDD International 
Conference on Knowledge Discovery and Data Mining (KDD), 2013. 
 [14]  J. H. Friedman, “Stochastic gradient boosting,” Comput. Stat. Data Anal., vol. 38, pp. 367– 378, Feb. 
2002. 
 
[15]  I. Trofimov, A. Kornetova, and V. Topinskiy, “Using boosted trees for click-through rate prediction 
for sponsored search,” in Proceedings of the Sixth International Workshop on Data Mining for Online 
Advertising and Internet Economy, ADKDD ’12, (New York, NY, USA), pp. 2:1–2:6, ACM, 2012. 
 
[16]  C. J. C. Burges, “From RankNet to LambdaRank to LambdaMART: An overview,” tech. rep., 
Microsoft Research, 2010. 
 
[17]  K. S. Dave and V. Varma, “Learning the click-through rate for rare/new ads from similar ads,” in 
Proceedings of the 33rd International ACM SIGIR Conference on Research and Development in 
Information Retrieval, SIGIR ’10, (New York, NY, USA), pp. 897–898, ACM, 2010. 
 
[18]  P. Domingos and M. Pazzani, “On the optimality of the simple bayesian classifier under zeroone 
loss,” Machine Learning, vol. 29, no. 2, pp. 103–130, 1997. 
 
[19]  R. Entezari-Maleki, A. Rezaei, and B. Minaei-Bidgoli, “Comparison of classification methods 
based on the type of attributes and sample size.,” JCIT, vol. 4, no. 3, pp. 94–102, 2009. 
 
[20]  M. Kukreja, S. A. Johnston, and P. Stafford, “Comparative study of classification algorithms for 
immunosignaturing data.,” BMC Bioinformatics, vol. 13, p. 139, 2012. 
 
[21]  A. C. Lorena, L. F. Jacintho, M. F. Siqueira, R. D. Giovanni, L. G. Lohmann, A. C. de Carvalho, and 
M. Yamamoto, “Comparing machine learning classifiers in potential distribution modelling,” Expert 
Systems with Applications, vol. 38, no. 5, pp. 5268 – 5275, 2011. 
 
[22] G. Zhou, C. Song, X. Zhu, X. Ma, Y. Yan, X. Dai, H. Zhu, J. Jin, H. Li, and K. Gai, “Deep interest 
network for click-through rate prediction,” CoRR, vol. abs/1706.06978, 2017. 
 
[23]  Q. Liu, F. Yu, S. Wu, and L. Wang, “A convolutional click prediction model,” in Proceedings of the 
24th ACM International on Conference on Information and Knowledge Management, CIKM ’15, 
(New York, NY, USA), pp. 1743–1746, ACM, 2015. 
 
[24]  W. Zhang, T. Du, and J. Wang, “Deep learning over multi-field categorical data: A case study on 
user response prediction,” in ECIR, 2016. 
 
[25]  L. Breiman, “Random forests,” Machine Learning, vol. 45, no. 1, pp. 5–32, 2001. 
 
[26]  A. Liaw and M. Wiener, “Classification and regression by random forest,” R News, vol. 2, no. 3, 
pp. 18–22, 2002. 
 
[27]  S. Soheily-Khah, P. Marteau, and N. B´echet, “Intrusion detection in network systems through hybrid 
supervised and unsupervised machine learning process: A case study on the iscx dataset,” in 2018 1st 
International Conference on Data Intelligence and Security (ICDIS), pp. 219–226, April 2018. 
 
[28]  K. Dembczynski, W. Kotlowski, and D. Weiss, “Predicting ads âĂŹ click-through rate with decision 
rules,” in WWW2008, Beijing, China, 2008. 
 
[29]  I. Trofimov, A. Kornetova, and V. Topinskiy, “Using boosted trees for click-through rate prediction 
for sponsored search,” in Proceedings of the Sixth International Workshop on Data Mining for Online 
Advertising and Internet Economy, ADKDD ’12, (New York, NY, USA), pp. 2:1–2:6, ACM, 2012. 
 
[30]  L. Shi and B. Li, “Predict the click-through rate and average cost per click for keywords using 
machine learning methodologies,” in Proceedings of the International Conference on Industrial 
Engineering and Operations ManagementDetroit, Michigan, USA, 2016. 
 [31]  Y. Shan, T. R. Hoens, J. Jiao, H. Wang, D. Yu, and J. Mao, “Deep crossing: Web-scale modeling 
without manually crafted combinatorial features,” in Proceedings of the 22Nd ACM SIGKDD 
International Conference on Knowledge Discovery and Data Mining, KDD ’16, (New York, NY, 
USA), pp. 255–262, ACM, 2016. 
 
[32]  S. Soheily-Khah and Y. Wu, “Ensemble learning using frequent itemset mining for anomaly 
detection,” in International Conference on Artificial Intelligence, Soft Computing and Applications 
(AIAA 2018), 2018. 
 
[33]  D. E. Goldberg, Genetic Algorithms in Search, Optimization and Machine Learning. Boston, 
MA, USA: Addison-Wesley Longman Publishing Co., Inc., 1st ed., 1989. 
 
[34]  M. Mitchell, An Introduction to Genetic Algorithms. Cambridge, MA, USA: MIT Press, 1998. 
 
[35]  M. L. McHugh, “The chi-square test of independence,” B. M., vol. 23, pp. 143–149, 2013. 
 
[36]  D. Bergh, “Sample size and chi-squared test of fit: A comparison between a random sample approach 
and a chi-square value adjustment method using swedish adolescent data.,” In Pacific Rim Objective 
Measurement Symposium Conference Proceedings, pp. 197–211, 2015. 
 
[37]  T. M. Cover and J. A. Thomas, Elements of Information Theory 2nd Edition (Wiley Series in 
Telecommunications and Signal Processing). Wiley-Interscience, July 2006. 
 
[38]  S. Kullback, Information Theory And Statistics. Dover Pubns, 1997. 
 
[39]  S. Cang and H. Yu, “Mutual information based input feature selection for classification problems,” 
Decision Support Systems, vol. 54, no. 1, pp. 691 – 698, 2012. 
 
[40]  J. R. Vergara and P. A. Est´evez, “A review of feature selection methods based on mutual 
information,” Neural Computing and Applications, vol. 24, pp. 175–186, Jan. 2014. 
 
[41]  M. Fern´andez-Delgado, E. Cernadas, S. Barro, and D. Amorim, “Do we need hundreds of classifiers 
to solve real world classification problems?,” J. Mach. Learn. Res., vol. 15, pp. 3133– 3181, Jan. 
2014.m42. M. Wainberg, B. Alipanahi, and B. J. Frey, “Are random forests truly the best 
classifiers?,” J. Mach. Learn. Res., vol. 17, pp. 3837–3841, Jan. 2016. 
 
 
Authors 
 
Saeid SOHEILY KHAH graduated in (software) computer engineering, and he received master degree in 
artificial intelligence and robotics. Then he received his second master degree in information analysis and 
management from Skarbek university, Warsaw, Poland, in 2013. In May 2013, he joined to the LIG 
(Laboratoire d’Informatique de Grenoble) at Universit´e Grenoble Alpes as a doctoral researcher. He 
successfully defended his dissertation and got his Ph.D in Oct 2016. Instantly, he joined to the IRISA at 
Universit´e Bretagne Sud as a postdoctoral researcher. 
     
Lastly, in Oct 2017, he joined Skylads (artificial intelligence and big data analytics company) as a research 
scientist. His research interests are machine learning, data mining, cyber security system, digital advertising 
and artificial intelligence. 
 
Yiming WU received his B.S.E.E. degree from the Northwestern Polytechnical University, Xi’an in China. 
He received his Ph.D. degree in Electrical Engineering  from University of Technology of Belfort-
Montb´eliard, Belfort, France, 2016. He joined Skylads as a data scientist in 2018, and his research has 
addressed topics on machine learning, artificial intelligence and digital advertising 
 
  
 
DATA MINING FOR INTEGRATION AND 
VERIFICATION OF SOCIO-GEOGRAPHICAL 
TREND STATEMENTS IN THE CONTEXT OF 
CONFLICT RISK 
 
 
 
Vera Kamp, Jean-Pierre Knust, Reinhard Moratz, Kevin Stehn, Soeren Stoehrmann 
 
 
University of Muenster 
 
 
 
ABSTRACT 
 
Data mining enables an innovative, largely automatic meta-analysis of the relationship between 
political and economic geography analyses of crisis regions. As an example, the two approaches 
Global Conflict Risk Index (GCRI) and Fragile States Index (FSI) can be related to each other. 
The GCRI is a quantitative conflict risk assessment based on open source data and a statistical 
regression method developed by the Joint Research Centre of the European Commission. The FSI 
is based on a conflict assessment framework developed by The Fund for Peace in Washington, 
DC. In contrast to the quantitative GCRI, the FSI is essentially focused on qualitative data from 
systematic interviews with experts. Both approaches therefore have closely related objectives, but 
very different methodologies and data sources. It is therefore hoped that the two complementary 
approaches can be combined to form an even more meaningful meta-analysis, or that 
contradictions can be discovered, or that a validation of the approaches can be obtained if there 
are similarities. We propose an approach to automatic meta-analysis that makes use of machine 
learning (data mining). Such a procedure represents a novel approach in the meta-analysis of 
conflict risk analyses. 
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ABSTRACT 
 
In computer domain the professionals were limited in number but the numbers of institutions 
looking for computer professionals were high. The aim of this study is developing self learning 
expert system which is providing troubleshooting information about problems occurred in the 
computer system for the information and communication technology technicians and computer 
users to solve problems effectively and efficiently to utilize computer and computer related 
resources. Domain knowledge was acquired using semistructured interview technique, 
observation and document analysis. Domain experts were purposively selected for the interview 
question. The conceptual model of the expert system was designed by using a decision tree 
structure which is easy to understand and interpret the causes involved in computer 
troubleshooting. Based on the conceptual model, the expert system was developed by using ‘if – 
then’ rules. The developed system used backward chaining to infer the rules and provide 
appropriate recommendations. According to the system evaluators 83.6% of the users were 
satisfied with the prototype.  
 
KEYWORDS 
 
expert system, computer troubleshooting, self learning, knowledge based system 
 
For More Details: http://aircconline.com/ijaia/V7N1/7116ijaia05.pdf 
 
Volume Link: http://airccse.org/journal/ijaia/current2016.html 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
REFERENCES 
 
[1]  A. D. M. Africa. “An Expert System Algorithm for Computer System Diagnostics.” International 
Journal of Engineering (IJE), 5(5), PP. 435 -467, 2011. 
[2]  Wikipedia. “Expert System.” http://en.wikipedia.org/wiki/Expert_system, Nov. 22, 2014 [Dec. 05, 
2014]. 
[3]  J. King. “Knowledge based system development tools.” Artificial Intelligence, Scotland: University 
of Edinburgh, pp 1-10. 
[4]  S. Mandal , S. Chatterjee and B. Neogi. (2013) “Diagnosis and Troubleshooting of Computer 
Faults Based on Expert System And Artificial Intelligence.” International Journal of Pure and 
Applied Mathematics.[online]. 83(5), pp. 717-729. Available: http://www.ijpam.eu [June, 2015]. 
[5]  I. C. Cameron. “A Computer Troubleshooting Expert System To Aid Technical Support 
Representatives.” Master Theses, Algoma University College, Canada, 2005. 
[6]  Einollah pira, Mohammad Reza Miralvand and Fakhteh Soltani,(2014) “verification of confliction 
and Unreachability in rule-based expert Systems with model checking.” International Journal of 
Artificial Intelligence & Applications (IJAIA), 5(2), pp. 21-28. 
[7]  S. Manda, S. Chatterjee, B. Neogi. (2012) “Diagnosis and Troubleshooting of Computer Faults Based 
On Expert System and Artificial Intelligence.” International Journal of Pure and Applied 
Mathematics, 83(5), pp.717-729. 
[8]  D. Zmaranda, H. Silaghi, G. Gabor, C. Vancea. (February, 2013). “Issues on Applying 
KnowledgeBased Techniques in Real-Time Control Systems.” INT J COMPUT COMMUN.[online]. 
8(1): pp.166-175. Available:http://univagora.ro/jour/index.php/ijccc/article/viewFile/181/pdf [Dec., 2, 
2014]. 
[9]  S. Russell and P. Norvig.(2010). Artificial Intelligence Modern Approach.(3rd edition). [online]. 
Available: www.pearsonhighered.com [Oct., 2015]. 
[10]  Heijst. “Conceptual Modelling for Knowledge-Based Systems.” Encyclopedia of Computer 
Science and Technology, Marce Dekker Inc., New York. 2006. 
[11]  M. Malhotra.(june, 2015) “Evolution of Knowledge Representation and Retrieval Techniques.” 
I.J. Intelligent Systems and Applications. [online]. 2015(7), pp. 18-28. Available:  
[12]  P. P. Singh Tomar and P. K. Saxena. “Architecture for Medical Diagnosis Using Rule-Based 
Technique.” The First International Conference on Interdisciplinary Research and Development, 
Dayalbagh Educational Institute, Thailand, 2011. 
[13]  J. Prentzas and L. Hatzilygerousdis.(May 2007). “Categorizing Approaches Combining Rule-Based 
and Case-Based.” Expert System. [online]. 24(2), pp. 97-122. Available: 
 [14]  I. Bichindaritz, E. Kansu and Keith M. Sullivan. “Integrating Case-Based Reasoning, Rule-Based 
Reasoning and Intelligent Information Retrieval for Medical Problem-Solving,” AAAI Technical 
Report, Clinical Research Division, Fred Hutchinson Cancer Research Center, Washington, 1998. 
 [15] A. Ligeza. (2006). Logical Foundation for Rule-Based Systems.(2nd edition). [online]. 2. 
Available:file:///C:/Users/hp/Downloads/9783540291176-t1.pdf. [Jun., 23, 2015]. 
[16]  Juan Fuente, A. A. , López Pérez, B. , Infante Hernández, G. and Cases Fernández, L. J. (2013). 
“Using rules to adapt applications for business models with high evolutionary rates.” International 
Journal of Artificial Intelligence and Interactive Multimedia. [online]. 2(2). pp. 56- 62 Available: 
DOI: 10.9781/ijimai.2013.227. [May, 2, 2015]. 
[17]  Mary Lou Maher, (1984) Tools and techniques for knowledge-based expert systems for engineering 
design, Technical Report [online]. Available:http://repository.cmu.edu/cgi/viewcontent.cgi?article. 
[sep. 23, 2015]. 
[18]  Sylvester I. Ele and Adesola, W.A. (2013). “Design of Computer Fault Diagnosis and 
Troubleshooting System (CFDTS).” West African Journal of Industrial and Academic Research 
[online]. 9(1). Pp. 43-53. Available: file:///C:/Users/hp/Downloads/105725-286730-1-PB.pdf [Jan., 5, 
2015]. 
[19]  J. S. Bennet. “DART:An Expert System for Computer Fault Diagnosis.” Heuristic Programming 
Project, pp.843-8454, 1980. 
[20]  Akande Ruth, Amosa Babalola, Sobowale Adedayo and Hameed M.A. (2015). “Web based expert 
system for diagnosis and management of kidney diseases.” International Journal of Current 
Research and Academic Review. [online]. 3(2). Pp. 9-19. Available: http://www.ijcrar.com/vol-3-2 
[Jul., 1, 2015]. 
[21]  Ben Khayut , Lina Fabri and Maya Abukhana, (2014) “Intelligent user interface in fuzzy 
environment.” International Journal of Artificial Intelligence & Applications (IJAIA), 5(1), pp. 63-78. 
[22]  Mária Pohronská (2012) “Implementing Embedded Expert Systems via Programmable 
Hardware.” Information Sciences and Technologies Bulletin of the ACM Slovakia, 4(2), pp. 10-19. 
[23]  Piotr Golański1, Przemysław Mądrzycki, (2015) “Use of the expert methods in computer based 
maintenance support of the m-28 aircraft.” Zeszyty naukowe akademi i marynarki wojennej 
scientific journal of polish naval academy, 2 (201), pp. 5-12. 
[24] Y. Bassil. (2012) “Expert PC Troubleshooter With Fuzzy –Logic.” International Journal of Artificial 
Intelligence & Applications (IJAIA), 3(2), pp. 11-21. 
[25]  Chunquan L., Yang Zh. and Qun S. “Decision Tree for Dynamic and Uncertain Data Streams.” 
2nd Asian Conference on Machine Learning (ACML2010), Nov. 8–10, 2010, pp. 209-224. 
 
 
AUTHOR  
 
Amanuel Ayde Ergado, received his BSc in Information Studies from Jimma 
University, Ethiopia in 2010 and MSc in Information Science from Addis 
AbabamUniversity, Ethiopia in 2014. Currently, he is Lecturer in the Department of 
Information Science in Jimma University, Ethiopia. His current research interests are in 
the areas of artificial intelligent systems, information management, knowledge 
management, data mining, database management systems and natural language 
processing. 
 
  
 
INTELLIGENT DECISION SUPPORT SYSTEMS FOR 
ADMISSION MANAGEMENT 
IN HIGHER EDUCATION INSTITUTES 
 
Rajan Vohra1 & Nripendra Narayan Das2 
 
1. Prosessor, Department of Computer Science & Engineering, Bahra University, 
Solan, Himachal Pradesh, India. 
2. Assistant Professor, Department of Computer Science & Information Technology, 
ITM University, Gurgaon, Haryana, . India 
 
 
ABSTRACT 
 
On the basis of their use, the DSS has received positive feedback from the University's decision 
makers. Making use of Intelligent Decision Support Systems (IDSS) technologies suited to 
provide decision support in the higher education environments, by generating and presenting 
relevant information and knowledge which are helpful in taking the decision regarding admission 
management in higher education colleges or universities. The university decision makers' needs 
and the DSS components are identified with the help of survey done. In this paper the 
components of a decision support system (DSS) for developing student admission policies in 
higher education institute or in the university and the architecture about DSS based on ERP are 
proposed followed by how intelligent DSS in conjunction with ERP helps to overcome the 
drawbacks , if ERP is used alone in higher education institutes.  
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ABSTRACT 
 
An attempt is made to develop a smart toy to help the children suffering with communication 
disorders. The children suffering with such disorders need additional attention and guidance to 
understand different types of social events and life activities. Various issues and features of the 
children with speech disorders are identified in this study and based on the inputs from the study, 
a working architecture is proposed with suitable policies. A prediction module with a checker 
component is designed in this work to produce alerts in at the time of abnormal behaviour of the 
child with communication disorder. The model is designed very sensitively to the behaviour of 
the child for a particular voice tone, based on which the smart toy will change to tones 
automatically. Such an arrangement proved to be helpful for the children to improve the 
communication with other due to the inclusion of continuous training for the smart toy from the 
prediction module.  
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ABSTRACT 
 
This paper explores the use of machine learning approaches, or more specifically, four supervised 
learning Methods, namely Decision Tree(C 4.5), K-Nearest Neighbour (KNN), Naïve Bays (NB), 
and Support Vector Machine (SVM) for categorization of Bangla web documents. This is a task 
of automatically sorting a set of documents into categories from a predefined set. Whereas a wide 
range of methods have been applied to English text categorization, relatively few studies have 
been conducted on Bangla language text categorization. Hence, we attempt to analyze the 
efficiency of those four methods for categorization of Bangla documents. In order to validate, 
Bangla corpus from various websites has been developed and used as examples for the 
experiment. For Bangla, empirical results support that all four methods produce satisfactory 
performance with SVM attaining good result in terms of high dimensional and relatively noisy 
document feature vectors. 
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