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Cycling  is  an  attractive  transportation mode  but  has  not  attained  a  large mode  share  in  the United 
States, in part because it is correctly perceived as dangerous.    Much literature on cyclist safety and the 
built  environment  has  focused  on  bicycle  facilities  such  as  bike  lanes,  while  fewer  studies  have 
addressed  route  choice,  specifically  side  streets  versus  arterials.    The  cities  of  Berkeley,  CA  and 
Cambridge,  MA  have  pursued  opposite  strategies,  Berkeley  creating  “bicycle  boulevards”  out  of 
residential side streets while Cambridge has added bike lanes to major arterial roads. 
 
I hypothesize  that side streets are safer  than arterials  regardless of which street has been  treated  for 
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  Cycling holds great promise as a mode of  transportation.    It offers  fresh air, physical exercise, 
and  greater mobility  than walking while  using  less  street  space  than  automobiles  and  producing  no 
appreciable pollution.  In cities, bicycles actually offer the freedom that automobile marketing has long 





  But  like a Shakespearean hero, cycling has a  tragic  flaw:  it’s  just not very  safe.    In  the United 
States,  compared  to motor  vehicle occupants,  cyclists are eleven  times as  likely  to be killed per mile 
traveled, or  three  times as  likely per  trip made  (Pucher and Dijkstra 2000).   Surveys  indicate  that  the 
public perception of this danger is one of the main things that keeps people from cycling more (Reynolds 
et al 2009).   No wonder, then, that fewer than 1% of American commuters ride bikes to work (United 




  The  question,  then,  is  how.    A  number  of  cities  in  the  United  States  have  begun  to  install 
transportation  facilities  specifically  for  cyclists—bike  lanes,  bike  paths,  and  more.    These  sorts  of 
facilities  are  common  in  the  countries where  cycling  is  safest,  so  they  seem  a  fair bet  for  improving 








   In a cyclist’s dream city, every street  is a bikeable street, but the truth  is that cities start from 
nothing and make changes  incrementally.   The  last two cities  in which I have  lived, Berkeley, California 
and Cambridge, Massachusetts, have spent the last fifteen years pursuing two very different approaches 
to beginning  to accommodate cyclists.    In Berkeley, a network of “bicycle boulevards”—traffic‐calmed 
side  streets  improved  and  designated  for  bicyclist  priority—now  stretches  over  the whole  city,  but 






  Berkeley’s bike plan  also  touches on  convenience,  attractiveness, minimizing delay,  and even 
“ambiance”  (Wilbur Smith Associates 1998).   Cambridge’s web page about bike  lanes mentions cyclist 
comfort and stress  level and, above all, direct routes to destinations (City of Cambridge. Bicycle Lanes, 
2009).    Both  documents  express  a  goal  of  getting more  people  cycling,  and  both  emphasize  cyclist 
safety. 
 
  One city  is encouraging cyclists to use side streets, and the other  is encouraging cyclists to use 






In both Berkeley and Cambridge  I compute  relative collision  rates  for different streets by dividing  the 
number of police‐reported collisions by a measure of exposure gleaned  from manual cyclist counts.    I 




  Such  a  comparison  of  parallel  streets  is  valuable  because  it  represents  the  real  choice  that 
cyclists face—on which street to ride—and the real choice that some cities  face—where to encourage 
and  enable  cycling.   My  findings may not be  easily  generalizable  to other  cities,  since  I  examine  the 













  In Methodology,  I pledge  to  test  this hypothesis  in Berkeley, comparing bicycle boulevards  to 
the  arterials  for which  they  are  alternatives,  and  in  Cambridge,  comparing  untreated  side  streets  to 
arterials.    In comparing  safety,  I compare both  the  rate of collisions per cyclist and  the proportion of 




police‐reported  collisions by  counts of  cyclists  to obtain  collision  rates  for each  street.    I use Poisson 
regression  to  determine whether  collision  rates  are  significantly  different,  and  examine  collision  and 
count data carefully to determine how well they represent full risk. 
 
  In  Data,  I  provide  extensive  background  on  both  Berkeley  and  Cambridge.    In  particular,  I 
characterize their very different approaches to accommodating cyclists on city streets, where Berkeley 








collision and count data  indicate  that those are reliable enough as not to call my  findings  into serious 
doubt.   For Cambridge, data  is  limited and though  I do find a  lower collision rate  for side streets than 
arterials, the difference is not statistically significant. 
 
  An obvious  application of  these  findings  is  for  city policy  towards  cycling but,  as  I  explain  in 
Conclusions, my  results  do  not  add  up  to  a  clear  policy  recommendation  for  cities,  largely  because 














like  bike  paths  but  they  also  allow  joggers,  rollerbladers,  and  other  non‐motorized  users.    Sharrows 
(Figure  5)  exhort motorists  to politely  share  the  lane with  cyclists,  though  in most  cases  cyclists  are 
allowed by law to ride in the roadway regardless (Mionske 2007, 8‐13). 
 
  All  of  these  treatments  are  straightaway  treatments which  do  not  address  how  cyclists  and 
motor vehicles should behave at  intersections.  These interventions may or may not be combined with 
intersection  treatments.   Examples of  intersection  treatments  include  colored bike  lanes  through  the 
intersection,  special  traffic  signals  that  allow  cyclists  to  cross while  other  traffic  is  stopped,  or  “bike 

























to  each  property  is  maintained,  as  is  emergency  vehicle  access,  but  non‐motorized  modes  receive 
priority.    They  assert  that  such  streets  may  already  be  attractive  to  cyclists  even  before  bicycle 










after getting a wheel stuck  in a pothole, and so on.   A collision  is when a cyclist  is  involved with some 
other road user—a motor vehicle, another cyclist, a pedestrian.   The term “crash” refers to either such 




  Researchers have  studied  the effects of bicycle  facilities on either  injury  rates,  crash  rates or 
collision  rates.    These  researchers  always  have  to  face  a  troubling  shortage  of  data.    Consider  for  a 
moment researching collision rate and  ignoring severity.   One way to express collision rate  is shown  in 
Equation 1. 
Equation 1. An expression for collision rate 







or  surveys.    Each  of  these  sources  brings  its  own  limitations.    Bicycle‐motor  vehicle  collisions  are 
tremendously  underreported.    One  survey  of  cyclists  found  that  of  the  crashes  cyclists  had  been 







administrative  data  such  as  required  safety  checks  or  smog  checks where  the  odometer mileage  is 
recorded.  Bicycles do not need smog checks, vehicle registration or fuel, so no such administrative data 
is  available.    If  bicycle  kilometers  traveled  cannot  be  calculated,  a  count  of  cyclists  is  the  next  best 
option, but  this  too  is difficult.   Census  journey  to work data offers an  idea of how many people are 
cycling to work, but not of how many people cycle to other destinations, nor what routes are traveled, 
and anyway Census data only comes once every ten years, a  long time  in the cycling world—as I show 
later,  cycling  in  Cambridge  nearly  doubled  between  2003  and  2008  alone,  so  the  2000  Census  data 
would  be  a  poor  representation  of  current  levels  of  cycling.    A  number  of means  for  electronically 






two  hours  in  the  AM  or  PM  peak  and  record  tally marks  for  each  cyclist  that  passes,  usually with 
direction  of  travel  or  turning  indicated.    The  totals  are  then  combined  into  a  Microsoft  Excel 
spreadsheet, with  the  direction  and  turning  behavior  of  the  cyclist  lost  at  this  stage  in  the  case  of 





  Surveys  offer  hope  of  capturing  unreported  incidents,  and  of  getting  good  exposure  data  by 
asking cyclists how much they travel on various facility types.  On the surface, this seems perfect: lots of 




similarly  uses  respondents’  collisions  and  mileage  along  with  dummy  variables  for  “primary  riding 
surface” among others in a logistic regression.  Tinsworth, Cassidy and Polen (1994) use survey data as 
an exposure measure but hospital emergency  room data as a  crash measure.   All  five of  these were 
national  surveys,  so  consider  one  example  of  how  unobserved  variables  can  influence  findings:  bike 
lanes are found mostly  in dense urban environments, which Marshall (2009) finds are safer for cyclists 
due to their street network, so the safety rating of bike  lanes could reflect mostly these urban streets, 
while  the  safety  rating  of  untreated  major  roads  could  reflect  high‐speed,  high‐volume  arterials  in 
suburbs.   Another problem  is that surveyed populations may not be representative of all cyclists.   For 
instance,  Kaplan’s  survey  was  of  the  League  of  American  Wheelmen,  who  are  presumably  cycling 
enthusiasts,  and  Kaplan  states  that  “League  members  were  not  chosen  to  represent  the  typical 
American bicyclist of today.   This would be a gross misrepresentation of the facts” (1975, 12).   Finally, 




limitations of  crash and exposure data are present  in all of  the  studies of bicyclist  safety  that  I have 
reviewed, and are certainly present in my own study as well.  It is worth taking a moment to note how 
sparse the  literature  is, and how sparse the data within that  literature.    In their review, encompassing 
English  language studies of  transportation  infrastructure and cyclist safety, Reynolds et al  find  just 23 
studies, of which “Most... based their analyses and conclusions on at least 150 observations of injury or 
crash events, and seven studies based their analyses on more than one thousand observations.” (2009, 
14)   Exposure data was even rarer.   Take, for  instance, the six studies of bike  lanes that Reynolds et al 
reviewed.   One adjusted  for “city‐wide” bicycle  traffic volume based on counts at  three  intersections, 
just one of which was along one of  the  two  streets  studied  (Smith and Walsh 1998).   Another  study 
controlled  for  exposure  by  assuming  that  certain  types  of  collisions  occurred  independent  of  the 
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knowledge  with  each  other  and  to  allow  researchers  to  see  a  large  number  of  incidents  or  near‐
incidents  that were never reported  to police.    It  is still,  in a way, a survey, subject  to response bias—
people who bother to report the incident to B‐SMART may be more likely to be cycling enthusiasts than 





















survey,  finds  that  a  plurality  (35%)  of  utilitarian  cyclists  rank  “careless  drivers”  as  their  number  one 
concern about cycling, while among recreational cyclists, “unsafe traffic conditions” are the second most 
common reason for not cycling to work.  Winters et al (submitted), surveying Vancouver, BC cyclists and 
would‐be  cyclists,  list  the  top  ten  deterrents  of  cycling,  nine  of  which  relate  to  auto  traffic,  riding 
surfaces or lighting—all of which might indicate an underlying concern about safety. 
 
  Clearly, other  factors matter as well—for  instance, Winters et al  (2007)  find  that weather  is a 





  Nevertheless,  safety  appears  to  be  a  significant  concern  both  for  cyclists  and  for  would‐be 
cyclists.  Reynolds et al (2009) categorize cyclists as “vulnerable road users” because they have little or 
















are more cyclists  (or pedestrians),  there are also  fewer collisions per cyclist  (or pedestrians).   Framed 
differently,  cyclist  collisions  increase  less‐than‐linearly with  cyclist volume  (the  same  for pedestrians).  
Though  much  has  been  written  on  the  subject,  the  direction  of  causation  is  not  well  established.  
Jacobsen  (2003)  cites  evidence  that  the  presence  of  pedestrians  changes motorist  behavior,  causing 
them to drive more slowly and carefully.  The same can be imagined for cyclists, and while this is almost 
certainly part of the explanation, it also seems obvious that people are more likely to walk or bike where 




  Reynolds et al  indicate  that most studies of bicyclist safety  in North America have  focused on 
bicycle helmets, even though these only address  injury severity and not the occurrence of collisions  in 
the first place, and even then only address head injuries (2009, 5).  For improving safety, they argue, the 
improvement  of  cycling  infrastructure  is  a  strategy  superior  to  the  encouragement  or  legislation  of 
helmet use, because it reaches a population without requiring individuals to take initiative, and because 
it  requires no enforcement  (2009, 6). Meanwhile,  some  studies have  suggested a positive  correlation 




First, though,  it  is  important to note  that some cyclists are stridently opposed to any bicycle  facilities.  
The most well‐known of these advocates  is  John Forester.    In his classic book Effective Cycling  (1993), 








that  special  accommodations  for  cyclists  are  unsafe,  he  does  not  reconcile  this  view  with  certain 




  In a  review of six North American studies of bike  lanes, Reynolds et al  (2009)  find an average 
reduction in risk, variously measured in injuries, crashes or collisions per cyclist, of 50%, with just one of 
the six studies  finding no effect. Only  two of  the studies compared  the same streets before and after 
bike lanes were added; the other four compared streets with bike lanes and streets without bike  lanes 




  Vehicular  cyclists  often  criticize  bike  lanes  for  placing  cyclists  in  the  “door  zone”  of  parked 
vehicles (John S. Allen quoted in Lombardi 2002) and for requiring that cyclists and motorists make turns 
across  each  others’  paths  (Allen,  Cambridge Bike  Lanes:  Political  Statement  or Road  Improvement?).  
While these are clearly valid concerns, it is a leap to argue, as some have (several individuals quoted in 
Lombardi  2002),  that  the  bike  lanes  therefore make  cyclists  less  safe.    Take,  for  instance,  the  “door 
zone” issue: if one assumes that, in the absence of bike lanes, every cyclist will behave like a well‐trained 
vehicular cyclist, then it would appear that the bike lanes make cyclists less safe.  But this assumption is 
worth questioning: maybe most cyclists,  in  the absence of bike  lanes,  ride even closer  to parked  cars 
than cyclists do where there are bike lanes.  In fact, there is evidence for this idea: the City of Cambridge 




  Reynolds et al do not address cycle  tracks  specifically, but Elvik and Vaa  (2004),  reviewing 15 
studies of  cycle  tracks,  find a  statistically  insignificant 1%  increase  in bicyclist  injuries.     As  for paths, 
Reynolds et al  (2009)  find evidence  suggestive  that, compared  to on‐road cycling, bike‐only paths are 
safer but multi‐use paths more dangerous. 
 
  Neither  Reynolds  et  al  nor  Elvik  and  Vaa  include  in  their meta‐study  Jensen’s  2008  detailed 
before‐after  study of  several hundred  crashes  in Copenhagen on  streets where  cycle  tracks and bike 
lanes were  installed.   Per  cyclist,  Jensen  finds  that  cycle  tracks  led  to  a 10%  increase  in  crashes  and 












  It  is  interesting  to pause and consider  the  source of  such wide variation  in conclusions about 
bike  lanes.   Bike  lanes may have  some  consistent effect on  safety which  some of  these  studies were 
unable to measure correctly due to data limitations.  On the other hand, the safety effects of bike lanes 
may be largely dependent on context—frequency of intersections and of driveways, speed of motorized 
traffic,  and  so  on.    The  safety  effects may  also  depend  greatly  on  implementation.    For  instance,  a 
narrow bike lane immediately next to parked cars might be less effective than a wider bike lane next to a 




  Reynolds  et  al  also  address  intersection  treatments.   At  roundabouts,  they  find,  cycle  tracks 
perform better than bike lanes.  For ordinary 4‐way intersections, only two studies were available, with 
mixed  or  inconclusive  results  about  raised  crossings  and  colored  crossings.    Data  on  intersection 
treatments  appear  to  be  even  sparser  than  data  on  straightaway  treatments.      Weigand  reviews 
literature  on  several  intersection  treatments  and  found  mostly  studies  that  examined  behavior 






than major  roads, with  a  relative  danger  index  of  .92  compared  to  1.00  for major  roads.   Updating 
















that denser, more urban  street grids are associated with more walking and cycling and  fewer  serious 
crashes.    He  selects  24  medium‐sized  California  cities  and  characterizes  their  street  networks  by 
computing the number of  intersections per square mile (an  indicator of network scale) and the  link‐to‐
node  ratio  (a  measure  of  the  number  of  four‐way  intersections,  thus  an  indicator  of  network 
connectivity).   He  finds  that a high number of  intersections per  square mile—therefore a  fine, dense 
street network—is   strongly associated with  lower fatality and severe  injury rates, both per population 






data  for a  large number of  roads and  then  regress  the collision  rates with  the  road characteristics  to 
determine the effect of those characteristics on collision rate.  While many studies reviewed above deal 
with a bicycle facility, such as bike  lanes,  in  isolation, APMs may address more different aspects of the 
street context, such as motor vehicle volumes, speed, and street width. 
 
  Turner, Roozenburg  and  Francis  (2006)  construct APMs  for  cyclists  in New  Zealand based on 
cyclist  collisions,  cyclist  volume  and motor  vehicle  volume.  They  also  review  a  number  of  APMs  for 





mid‐block  locations.    The  exponent  for  cyclist  volume  is  always  found  to  be  less  than  one—total 
collisions  increase  less‐than‐linearly  with  cyclist  volume,  therefore  there  is  correlative  “safety  in 
numbers” where there is high cyclist volume.  In all cases the exponent found for motor vehicle volume 
is positive, meaning  that more motor vehicles spell more cyclist collisions.   So while  there  is safety  in 
cyclist numbers,  there  is danger  in motor vehicle numbers.   For mid‐block  locations,  the exponent  for 




collisions and several street characteristics.     These researchers use no exposure data,  instead  looking 
only at collision severity.  They find that more severe collisions are associated with, among other factors, 
trucks, wide  lanes,  steep  grades, highways, one‐way  streets,  and  lower motor  vehicle  volume.   Their 
explanation  for  this  last counterintuitive  finding  is  that perhaps  speeds on heavily congested  facilities 
are  lower.    It  is worth noting  that wide  lanes,  steep grades, highways and, according  to  the authors, 





  Two  studies,  both  in  North  Carolina,  use  only  bicycle‐motor  vehicle  collision  data  with  no 
exposure measure  and  examine  factors  which  influence  the  severity  of  crashes.    Klop  and  Khattak 
(1999),  looking at 1990‐1993 data  for two‐lane state roadways,  find that steep grades and high speed 
limits  increase the  likelihood of severity, while traffic volume decreases  it.   Kim et al (2006) use 1997‐
2002 data  for all  roads  in  the state, and  find  several  factors which at  least double  the  likelihood of a 
collision being severe, including high motor vehicle speeds and truck involvement. 
2.4 Hypothesis formulation 
  The  literature on bicycle  lanes, tracks and paths  is fairly mixed, with some studies suggesting a 
positive safety benefit and others a negative or no effect.   Likewise,  the  literature on major vs. minor 
streets has been mixed and generally of poor quality;  three of  four  studies  reviewed above  find  that 
minor roads are safer (Kaplan 1975, Moritz 1997 and Tinsworth 1994 but not Moritz 1998). 
 
  There are a number of good  reasons  to expect  that  side  streets ought  to be  safer  for cyclists 
than the arterials which they directly parallel.   Arterials tend to have high motor vehicle volumes, high 
speeds  and  function  as  truck  routes  and  public  transit  bus  routes.    Turner,  Roozenburg  and  Francis 
(2006) find, intuitively enough, that where there are more motor vehicles, there are more collisions per 
cyclist.   Allen‐Munley et al  (2004) find that truck  involvement and several  factors associated with high 
motor vehicle speeds are correlated with more severe collisions.   Kim et al  (2006) also  find  that  truck 
involvement and high speeds are correlated with severe  injuries.   Though Klop and Khattak (1999) and 
Allen‐Munley et al  (2004) both  find  that high  traffic volume  is correlated with a smaller proportion of 
collisions being severe, this does not mean that cyclists would be safer overall on busier streets, since 





  Though  the  literature  is  sparse,  it appears  that  for cyclists  to use minor  side  streets with  low 
motor vehicle volumes and speeds, which are not truck or bus routes, should reduce their collision rates 
and severities substantially compared with traveling on major streets.  In other words, side streets ought 
to be  safer  alternatives  to arterials.    It  also  follows  that encouraging  the use of  side  streets  through 
treating them as bicycle boulevards ought to be a good strategy for improving city‐wide cyclist safety. 
 
  To  my  knowledge,  no  study  has  yet  examined  the  safety  of  bicycle  boulevards  relative  to 













life:  cyclists—and  cities—often  face  a  choice between  two  streets  that  are different  in  a  great many 
respects:  traffic volume and characteristics,  land uses,  roadway width, driveway  frequency and so on.  
Instead of controlling  for these variables,  I package them and treat the package as a study variable.    I 
ask, “Of two streets A and B, which has the safer package of attributes?”   
 
  An analogy  to dietetics may be useful.   One  strategy  for  studying  the effects of diet on heart 
disease, obesity and so on  is to  isolate  the effects of a particular nutrient or  ingredient—for  instance, 



















  The answer  is valuable to cities because, when they use a design  intervention to encourage or 
enable  cycling,  they may wish  to  know  that  their  intervention will be encouraging  cyclists  to use  the 
safer of  two  routes.   Hypothetically,  imagine  a  city with no bicycle  facilities but with  known bicycle‐
motor vehicle  collision  rates on  two  streets, A and B, each of which are  currently  traversed by 1000 
cyclists per day.  Cyclists on A experience a relative risk of 100, and those on B a relative risk of 50.  This 
could  be  measured,  for  instance,  in  collisions  per  million  bicycle  miles  traveled,  but  the  units  are 





Figure 7. Two approaches  to accommodating  cyclists.    In  this hypothetical  scenario,  the  citywide  risk  reduction achieved 
depends on which street is safer to begin with. 
 
  In either case,  the city can boast that  it has  improved cyclist safety, because  the street where 
bicycle facility was applied  is now safer than  it was.   This way of thinking  is supported by most of the 
literature on bicycle  facilities.   Yet consider  the safety  implications of  the  two approaches:  In  the  first 
case, averaged over all  cyclists on both  routes,  the  relative  risk  faced  is 70.    In  the  second  case,  the 
average relative risk faced by a cyclist is just 60. 
 






  The  point  of  this  exercise,  though,  is  to  show  that when  a  city  installs  bicycle  facilities,  it  is 
probably anticipating an  increased volume of cyclists, and so  it might do well to consider whether  it  is 
encouraging  those  cyclists  to  ride on  the  safest  route.   Naturally,  this  is not  the only  consideration—
other  factors may  include  accommodating  cyclist  desire  lines, working within  political  constraints  of 
where street capacity can be turned over to cyclists, and promoting the visibility of cycling as a lifestyle 
in the city.   Furthermore, route choice need not be “either‐or”—in the above example, the city would 
best serve  its goals of promoting cycling and  improving cyclist  safety  if  it  installed bike  lanes on both 





  Therefore  this  research  is  not  intended  to  address  all  aspects  of  a  city’s  decision  of  how  to 







  There  are many  different ways  to measure  safety.    For  a moment,  leave  cyclists  aside  and 
consider road safety in general.  The total number of traffic fatalities in the U.S. is one measure of road 
safety in this country, but a lousy one: suppose that the number of traffic fatalities has increased since 
last  year, but by  a proportion  less  than  the  increase  in population.   That means  that  the number of 
fatalities per person—or per 100,000 people—has dropped, which in fact seems to have made everyone 
safer.   However,  suppose  that  the aggregate number of vehicle miles  traveled  (VMT) dropped  in  this 




year, so your risk  is greater.    If you are a public policy maker concerned with helping your citizens, on 
average, live longer, then fewer deaths per population is an improvement. 
 
  Death, meanwhile,  is not the only risk  that road users  face.   Suppose  that emergency medical 
services improve, meaning that despite the same number and severity of collisions, more people survive 







street  level,  yet  I  believe  it  is  still  important  to  somehow  differentiate  severe  incidents  from minor 
incidents.  The severity of injury  is of great  importance to the cyclist  injured, of course, and  literature I 
review  above  suggests  that  the  likelihood  of  severity  depends  on  traffic  characteristics.    For  the 
denominator  I choose bicycle miles  traveled, because  this  reflects  the extent  to which cyclists expose 
themselves  to  the  risks of  the  road.    It  is also possible  to  imagine making  cyclists  safer by densifying 
cities and bringing destinations closer, so that each bicycle trip is fewer miles, and cyclists are safer even 
if bicycle miles traveled are not safer.  However, this study seeks to inform cyclists’ daily choice of route 
and  cities’ medium‐term  choice of which  routes  to  encourage  cyclists  to use.    Long‐term  changes  in 
overall urban density are quite beyond the scope of this study. 
 
  I focus my study on bicycle‐motor vehicle collisions.    I formulated my hypothesis based on the 












  Still, other  types of  crashes do  form part of  the  full profile of  risk  for  cyclists.    If  I  found,  for 
instance,  that  one  street  type  has  a  significantly  lower  rate  of  bicycle‐motor  vehicle  collisions  but  a 
higher rate of bicycle‐pedestrian collisions, then it might not be reasonable to conclude that street type 
is “safer.”  For this reason, I also include an analysis of all crashes in the available datasets in Appendix 3 
(Berkeley) and Appendix 5  (Cambridge).    It  is worth cautioning,  though,  that data on other crashes  is 




  The  risk of  severe  injury  from bicycle‐motor  vehicle  collisions may be expressed  as  shown  in 
Equation 2.   
Equation 2. An expression for cyclist risk 




















  This  decomposition  is  useful  because  in  some  cases  it  is  only  possible  to  study  Term  1,  for 
instance  due  to  lack  of  exposure  data, while  in  other  cases  it  is  only  possible  to  study  Term  2,  for 
instance if too few collisions are severe to draw meaningful conclusions.  Of the studies I review above, 
most focus on Term 2, collision rate, without regard to the severity of  injury.   A handful of them  look 




miles  traveled,  is  not  quite  right.    Since  bicycle‐motor  vehicle  collisions  can  involve more  than  one 
bicycle,  (bicycles  involved  in  collisions with motor  vehicles)  /  (bicycle miles  traveled) would  give  an 









to which  it  is an alternative.   Most of  these arterials are untreated  for cyclist use.    In Cambridge, my 
hypothesis  is  that, where  side  streets  run parallel  to  arterials,  they  are  safer  than  the arterials.   The 
arterials I test are treated for cyclist use, to varying degrees. 
 
  Therefore,  as  applied  to both  cities,  the hypothesis becomes  this:  side  streets  are  safer  than 
parallel arterial routes regardless of whether either street is treated for cyclist use. 
 






  Comparing parallel  streets  requires having  comparable  street  segments.    For  each pair  to be 
compared,  I  select  segments of  identical  length,  starting  at ending  at  the  same  cross  streets.    I  then 





  Next  I  need  to  divide  the  number  of  collisions  for  each  street  by  an  appropriate  exposure 
measure.  The ideal measure of aggregate cyclist exposure to a particular street’s risk would be bicycle 
miles  traveled  on  that  street.   A  collision  rate  defined  as  collisions  divided  by  bicycle miles  traveled 
would show the risk that each cyclist faces for every mile traveled on a given street.   In practice this  is 
not possible.   The nearest proxy available  for bicycle miles  traveled  is a  count of  cyclists.   While  this 
























  Similarly, even  if  the  cyclist  count at one point along a  street  is not  representative of bicycle 
traffic  everywhere  along  the  street,  the  ratio  of  the  parallel  streets’  counts might  still  be  relatively 
constant.  Not necessarily, though.  Imagine a simple city with just one street, along which all residents 
live  at  a  uniform  density  and  ride  bicycles  everywhere  they  go.    Everyone  rides  to work  and  other 
destinations,  all  of  which  are  uniformly  distributed  along  the  street,  in  locations  uncorrelated  with 
employees’ and customers’ home  locations.   In this city, one would expect traffic to be heaviest at the 
center of the street segment and taper off to zero at both ends.  Since Berkeley’s bicycle boulevards are 
of finite  length, ending at city  limits or sooner, one might expect  low bicycle traffic at their ends.   The 
same  is  true of Cambridge’s unconnective  side  streets.   Both  cities’ arterials, however,  continue  into 
nearby towns, and thus might have higher bicycle traffic at the point where the parallel side street ends.  
So  the  assumption  that  the  ratio  is  relatively  constant  anywhere  along  the  two  streets  is  worth 
questioning and, to the degree that data allows, I do examine it later in this thesis. 
 
  In  practice,  the  count  data  available  are  intersection  counts—counts  of  cyclists  at  an 
intersection grouped by approach and direction of travel.  So for a standard four‐way intersection there 
are  12  counts:  straight,  right  and  left  from  each  approach  (cyclists  almost  never  make  U‐turns  at 
intersections).  This raises the important question of how to count turns.  I reason that I could determine 





cyclist  on  the  north‐south  street  and  half  a  cyclist  on  the  east‐west  street,  whereas  cyclists  that 
proceeded straight were counted as whole cyclists for their respective streets.  This method uses all the 
data available at the intersection, and has a smoothing effect—it is the same as if I conducted four mid‐















Statistical  tests are generally designed  for  random samples, which  is not  the nature of  the underlying 
data here.  The collisions are not a sample at all, but in fact the complete set of police‐reported collisions 
for the period of study.   This,  in turn,  is some subset of all collisions that occurred, but by no means a 
random one—for instance, more severe collisions are probably more likely to be reported.  The counts 
are not random samples either.  They are samples designed to maximize the number of cyclists counted: 
they were obtained at peak hours at major  intersections.     This raises  important questions about their 
representativeness of total volume. 
 
  In  this  section  I  address  separately  the  statistical  and  uncertainty  issues  about  three  figures: 


















issue of  count  reliability  later,  it  is possible  to  compare  the  collision  rates of each bicycle boulevard‐
arterial pair.  This asks the question, “Assuming we know the number of collisions and number of cyclist 
trips perfectly, then for each pair of streets, what is the chance we would see these results if in fact the 





  The  collision  numbers  themselves  represent  not  a  sample,  but  the  complete  set  of  police‐
reported  collisions  for  the  period  of  study.    However,  it  is  well‐known  that  bicycle  collisions  are 
underreported, so the validity of the collision numbers for this analysis could still be compromised if the 
reporting  rate differed  for different  streets.   Since bicycle boulevards and arterials are  so different  in 
character,  they  may  attract  different  types  of  cyclists  with  different  levels  of  inclination  to  report 
collisions.  Imagine, for instance, that side streets are populated primarily by risk‐averse cyclists who get 
very scared  in even a minor motor vehicle collision and choose to report  it to police, whereas arterials 
are  used  by  fearless  cyclists who  do  not  think  twice  about  a minor  scrape.    In  this  case,  the  true 
difference in collision rates between the two street types would be even larger than my numbers show.  











  Differences  in  collision  severity  rates  could  also  cause  a  difference  in  reporting  rates.    For 
instance, suppose street A has twice the rate of reported collisions as street B and the two streets have 
an equal proportion of their collisions designated as severe.   This could be because collisions truly are 
more  likely to occur (per cyclist) on street A, but are equally  likely to be severe on either street.   Or  it 
could be that collisions are equally likely to occur (per cyclist) on either street, but twice as likely to be 











  The answers  to  these questions are probably something  like “not very.”   But  remember,  I am 











  Where data are available,  these questions  can be asked on a  case‐by‐case basis.   Question 1 
could  be  addressed  simply  by  comparing  the  ratio  of  counts  on  A  to  B  at  several  different  points, 
Question 2 by comparing the ratio of counts on A to B over several years at the same point.  Question 3 
could be answered by comparing the ratio of counts on A to B at AM peak, PM peak, mid‐day, evening, 
weekends, and so on.   For each question,  the more consistent  the  ratio  is  found  to be,  the better an 
estimate of true volume we may believe the counts to be.  Unfortunately count data is limited and it is 
not possible  to adequately answer all of  these questions  for Berkeley or Cambridge.    I address  these 
questions to the extent possible in Analysis and Results. 
3.3.4 Synthesis 
  The complications  I describe above underscore  the  importance of  limiting my comparisons  to 
parallel  adjacent  streets.    Comparing  the  collision  rate  on  one  street  in  Berkeley  to  one  street  in 
Cambridge would be exceedingly difficult—differences in weather and cycling seasonality would render 
count  data  non‐comparable,  different  standards  for  reporting  between  different  police  departments 
might bias collision data, and so on.  Moreover, the two cities have different demography, topography, 
and  so on—so differences  in  collision  rate might not be due  to  street design or  typology.    Instead  I 








  For  instance, perhaps  self‐selection  is at work: arterials  street attract “rogue  cyclists” who by 
nature  are  risk‐seeking:  they  ride  fast,  they  run  red  lights,  and  so  on.      Perhaps  side  streets  attract 
decent,  law‐abiding,  risk‐averse  cyclists.    The  difference  in  observed  safety  between  the  two  streets 

















self‐selection  theory,  since  cyclist behavior  is what brings  about  risk, while  if drivers  are more often 
found at fault, that would suggest that cyclist behavior cannot account for most of the difference in risk. 
 




so on.   Unfortunately,  I do not have data on  individual cyclists’ behavior on different streets for either 
city. 
 
  Another  theory  is  that  of  causative  “safety  in  numbers”—perhaps,  for  any  given  level  of 
exposure, a side street and an arterial would have an equal collision  rate, but one street  type carries 
more bike traffic, achieving safety in numbers, and so has lower collision rates.  In Berkeley I address this 

















  With  a  population  of  around  109,000  people  (2006‐8  American  Community  Survey  data, 
accessed  through  Bay  Area  Census)  spread  over  10.5  square miles,  Berkeley’s  population  density  is 
about 10,000 persons per square mile—somewhat less than the 16,000 or so of Cambridge, MA.  About 
17% of Berkeley’s 45,000 households do not own cars, compared  to 11%  in Alameda County and 9% 




to  create a bicycle boulevard network  throughout  the  city.   According  to  the  city’s Bicycle Boulevard 
History page, city council adopted a bike plan in 1999 which called for, among other things, a network of 
seven bicycle boulevards.      Following a public engagement process,  the  city began  implementing  the 
bicycle boulevards in 2001, with bulk of the work completed in winter 2002‐3 (City of Berkeley, Bicycle 





  The  bicycle  boulevard  network,  shown  below,  forms  the  backbone  of  Berkeley’s  bicycling 
network.  Berkeley also has a few streets with bike lanes, and a bike path fronting the Bay, reachable by 
a ped‐bike bridge over I‐80, and the Ohlone Greenway, a short segment of bike path running on top of 
the BART right‐of‐way near North Berkeley Station.     However, as can be seen  in Figure 10, the bicycle 
boulevard network is quite extensive, basically covering the whole city, and each bicycle boulevard runs 
parallel to at least one arterial road, providing a quieter alternative for cyclists to reach key destinations 




















Source:  City  of  Berkeley,  Bicycle  Boulevard  Network.    I  have 





  Each bicycle boulevard  is a two‐lane street with two  lanes of parallel parking, street trees and 
sidewalks.    The  land  uses  along  these  streets  are  almost  exclusively  residential—though  a  notable 
exception  is the central section of Milvia St. which runs through downtown past Berkeley High School, 
City Hall and a number of other institutional buildings.  The arterials, by contrast, are highly connective 
through streets, most of which are at  least partly  lined with commercial or  industrial uses.   Most are 
four  lane divided  roads,  though not necessarily  for  their entire  length, and  serve as  truck  routes and 
public transit bus corridors. 
 
  Therefore,  the  three  risk  factors  on which  I  base my  hypothesis—heavy  vehicles,  speed  and 
volume—all differ between the two street types.  Since arterials are often truck and bus routes, it seems 
clear  that heavy  vehicles  are more  common  there  than on bicycle boulevards,  though no  counts  are 





































































































































































  Berkeley has branded  its bicycle boulevards  in purple with white  lettering.   Periodic signs alert 

































  Several other devices  remind, or  force, drivers  to  give  cyclists priority on bicycle boulevards.  
Pavement markings serve as a near‐constant reminder that cyclists can use the full lane.  In a few places, 


























within  Berkeley.    Flowerpot  diverters,  for  instance,  are  not  uncommon  in  the  city’s  residential 
neighborhoods,  and  some  of  those  on  the  bicycle  boulevards  probably  pre‐date  bicycle  boulevard 
implementation.    In  any  case,  the  combination  of  so many measures  for  traffic  calming  and  cyclist 
priority creates an exceptionally calm and pleasant cycling environment. 
 
  The arterials by and  large do not have any bicycle  facilities  (see Figure 10).   One exception  is 
Telegraph  Ave., where  the most minimal  accommodations  have  been made  for  cyclists  by  painting 
sharrows on the street and offering brief segments of bike lane near intersections, fading to an edge line 














  Collision  data  for  Berkeley  comes  from  the  Statewide  Integrated  Traffic  Records  System 
(SWITRS) maintained by the California Highway Patrol (CHP).  This dataset includes all collisions reported 
to local or state traffic enforcement agencies (Metropolitan Transportation Commission, Safety Toolbox: 
Problem  Identification). For bicycle  collisions,  the vast majority occurred on  local  streets and  so data 




  The  SWITRS  data  is  a  relational  database with  three  tables:  collision,  party  and  victim.    The 
Alameda County database additionally contains a table of geocoded collisions which overlap with, but 
are not a perfect subset or superset of, the table of all collisions.   It  is not clear why this  is so, and my 
contact  at  Alameda  County was  unable  to  explain  further.    I  provide more  details  on  the  database 
schema  and  how  I  process  the  data  in  Appendix  1, while  key  decisions  that  I make  as  part  of my 
methodology are outlined below. 
  The database contains an attribute for injury severity levels, the metadata for which are shown 
in Table 2.   “PDO” stands  for “Property Damage Only”—no  injury.     “Severe,” as  I use  the  term here, 
encompasses  levels 1 and 2.   Unfortunately,  the metadata do not  indicate  that collisions are assigned 
severity  levels by any objective criterion such as whether the cyclist was transported to the hospital  in 










and of those, 1989 were  in Berkeley.        I run a handful of tests on these 7707 bicycle collisions to see 
how well they match up with general findings from the literature review, and to determine whether the 
severity levels are meaningful despite their lack of objective criteria.  Table 3 shows that the data match 







being severe?   The answer:  less  than 0.1%.   All of  these  findings are statistically significant at  the  .05 
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threshold or better.   The  results  in Table 3 give  confidence  that  the  severity attribute  in  the  SWITRS 
database is indeed meaningful. 
Table 3. A few factors affecting severity in Alameda County bicycle collisions 
Collisions   Severe Proportion severe Significance
All  7707  491 6.4% reference case 
Involving alcohol  487  72 14.8% p < 0.001 
Involving a heavy vehicle  165  20 12.1% p = 0.005 
Collisions   Severe Proportion severe Significance
All Alameda County  7707  491 6.4% reference case 
Berkeley Only  1989  102 5.1% p = 0.045 
Collisions  Fatal Proportion Fatal Significance
All Alameda County  7707  37 0.48% reference case 
Berkeley Only  1989  1 0.05% p = 0.011 
 
  The collisions  table  (as opposed  to  the geocoded collisions  table) contained an additional 131 
bicycle collisions  in Berkeley which had not been geocoded.    I used ArcGIS to geocode these collisions 
and  found matches  for 125 of  them,  for a  total of 2114 bicycle  crashes  in Berkeley.   The geographic 
distribution  of  these  2114  crashes  is  shown  in  Figure  25.    Since  they  are  geocoded  snapping  to  the 








party—the cyclist—and should actually be called “falls” rather  than “collisions.”   51  involved a bicycle 
and a pedestrian but no motor vehicle.  16 involved two cyclists and no motor vehicle.  As described in 
Methodology  above,  I  formulate  my  hypothesis  based  on  motor  vehicle  traffic  characteristics  on 
different  streets,  so my hypothesis  is  that bicycle‐motor vehicle  collisions  should be  less  frequent on 
side  streets  than  arterials.    For  this  reason  I  conduct  my  tests  on  the  1715  bicycle‐motor  vehicle 
collisions.  However, since the other collision types are available in this dataset and represent part of the 
full profile of  risk  to cyclists  (and,  in  the case of bicycle‐pedestrian collisions,  risk  that cyclists pose  to 
Page 41 of 100 
 


















a  fraction of actual collisions.    In  the case of  the Alameda County SWITRS data,  I can offer  first hand 
evidence  of  the  extent  of  underreporting.   My  own  sister was  involved  in  a  hit‐and‐run  collision  in 
Oakland  in 2007  in which  she, a cyclist proceeding  straight  through an  intersection, was  struck by an 
oncoming left‐turning motor vehicle.  She called the police to report the incident but they never arrived, 
and no accident  report was  filed.   Therefore, even  though  she  suffered a broken  clavicle, was briefly 
unconscious and had to be transported to the hospital in an ambulance, this collision does not appear in 
the SWITRS dataset.  This collision would surely have qualified as “severe,” so its absence shows that it 














riding on Telegraph  involves more mileage,  then  that affects  the  risk associated with  that choice.   Of 




not  important—in  fact,  both  street  lengths  round  off  to  1.1  miles.    Another  complication  is  that 









of California St. but makes a  jog along Russell St.  to  reach  its southernmost segment along King St.    I 
chose to treat California St. and King St. as separate bicycle boulevards, comparing equal segments of 








  Assigning  collisions  to  streets  of  interest  posed  an  additional  challenge.    Recall  from  my 














was  listed  as  Primary  Rd  or  Secondary  Rd.    For  each  street  of  interest,  I  selected  the  appropriate 
segment  in ArcMap, applied a buffer  large enough to capture all of the collisions along  it, and  labeled 
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not  indicate  whether  the  collision  had  actually  occurred  on  a  street  of  interest.    For  instance,  the 
collisions labeled “Milvia” would surely include some which were at midblock locations on cross‐streets 





only  excludes midblock  collisions  on  the  east‐west  street.    This  should  certainly  include  all  relevant 
collisions, though it also includes quite a lot of irrelevant ones. 
 
  2.  Conservative:  Collisions  with  cyclist’s  direction  of  travel  as  north  or  south,  OR  at  an 
intersection  and  cyclist’s  movement  preceding  collision  as  right,  left  or  U‐turn.      This  includes  all 
collisions where  the  cyclist was  traveling north or  south along  the  street of  interest as well as  those 
where the cyclist turned onto the street of interest at an intersection.  This seems to reliably exclude any 














  Applying  the  above  criteria  I  obtain measures  of  how many  bicycle‐motor  vehicle  collisions 
occurred on each street of interest.   The final challenge is in selecting the appropriate time period over 




  According  to  City  of  Berkeley’s  Bicycle  Boulevard  History  web  page,  several  steps  were 





Boulevards:  Current  Projects  page  lists  at  least  one  project  (the  Hillegass/Ashby  intersection 





  This  timeline offers no single point  in  time where one can declare  that  the bicycle boulevards 
were complete.  This presents a tradeoff: setting a later start date from which to include data means less 
data  are  available  to  study,  but  an  earlier  start  date means  capturing more  time when  the  bicycle 
boulevards were still relatively untreated side streets.   I choose to begin at the start of 2003, around the 
time when  the “first phase” was completed.    I  include all collisions  from  then until October 2008,  the 
last month for which data is available. 
4.1.3. Exposure  
  Since 2000,  the City of Berkeley has  conducted  sporadic  counts of  cyclists.   These  counts are 
collected manually, by staff or volunteers standing on street corners making tally marks on pages.  One 
of  the more  legible  such pages  is  shown  in Figure 28.   All counts are conducted at  intersections  save 
those at the ped‐bike bridge over I‐80, and most of the intersections chosen are major ones for cyclists, 
where the two  intersecting roads are bicycle boulevards, arterials, or one of each.   The city was quite 








  Depending on  the year, volunteers were often asked  to  record helmet use, cyclist  sex and/or 
other factors alongside direction of travel or turn.   However, when the city entered  its data  into Excel, 
only  total count was consistently preserved; all data about direction of  travel was  thrown out.   While 
visiting Berkeley  in March 2010,  I was able  to obtain copies of most of  the original count sheets with 






  As of this writing, the city’s most recent counts were  in 2009.   To update counts and examine 





































time period.   While  it would be  ideal  to use only count data  from  the exact same  time period as  the 
collision data,  it  is also  important to have count data for more streets of  interest, and to have enough 
repeated counts to be able to average out—and examine—fluctuations in counted volumes.  In Analysis 










over  space,  so  that  the  traffic  on Milvia  is  considered  to  be  the  average  of  the  traffic  observed  at 
Channing and at Hearst,  the  two points where Milvia has been  counted.    For  consistency,  I use only 










Hillegass‐Bowditch  B  107.6  8  3 
Telegraph  A  114.5  3  1 
College  A  0  0 
Milvia  B  188.1  10  2 
Shattuck  A  185.0  1  1 
MLK  A  44.8  5  3 
California  B  39.8  9  3 
Sacramento  A  0  0 
9th  B  36.4  7  3 
San Pablo  A  43.2  3  3 
Virginia  B  61.3  4  1 
University  A  28.9  6  2 
Channing  B  87.2  13  6 
Dwight  A  0  0 
Russell  B  63.6  9  4 
Ashby  A  29.6  6  4 
 
  Unfortunately, no count data were available for three streets—College, Sacramento and Dwight.  





  Cambridge  is a city  in the Boston Metropolitan Area,  located  in Middlesex County  immediately 
across  the  Charles  River  from  Boston  proper.    It  is  famous  as  home  to  Harvard  University  and  the 
Massachusetts  Institute of Technology.    It has also boasts  several bustling  retail districts, biotech and 
high‐tech  industries  and  easy  transit  commute  access  to  downtown  Boston.    It  has  been  ranked 
America’s Best Walking City  (Americawalks.org  2008)  and, of American  cities with  average  commute 






  Cambridge  has  a  population  of  about  101,000  (United  States  Census  2000).  Spread  over  6.4 
square miles of land, this represents a population density of about 16,000 people per square mile (about 
half  again  that  of  Berkeley),  making  it  among  the  denser  urban  areas  in  the  U.S.    About  32%  of 
Cambridge’s 41,000 households do not own cars, compared  to  just 10%  in Middlesex County and 9% 





  While  the  bike  path  along  the  Charles  River  dates  back  further,  most  of  the  city’s  bicycle 

























Figure  34.  Dr.  Paul  Dudley  White  Bicycle  Path  along  the 
Charles River 
 
  This  difference  in  strategy  probably  stems  from  Cambridge’s  highly  irregular  street  network.  





to Harvard  Square on  a bicycle boulevard  alternative  to  the Massachusetts Avenue  (hereafter  “Mass 
Ave,”  as  it  is  known  locally)  /  Mt.  Auburn  Street  corridor.    Figure  35  illustrates  just  a  few  of  the 
adjustments  this would  require.   M.I.T. would have  to  agree  to  cut a  route or path  through  its west 




and do  the converse with parallel Franklin St.  to provide continuous southbound  travel, or else make 
Green St. two‐way, which would require removing at least one side of curb parking.  The MBTA #70 bus 
route, which  runs on Green St. because  it cannot  turn  left onto Western Ave.  from Mass Ave., would 
have to be relocated, and the traffic which turns left on Green St. from River St. because left turns aren’t 
allowed at Mass Ave. would  likewise have to be diverted elsewhere  (5).   Extensive traffic calming and 
diversion measures would be needed to prevent cut‐through traffic.   At the dead end of Green St., the 
city would have to purchase an easement through the yard of the house on the other side of the dead 
end, knock down  the  fence and put a path  connector  through  the yard  (6).   Next Harvard University 
would have to agree to make all of Grant St., Mill St., Holyoke St. and Winthrop St. two‐way through its 














plan of  side  street bikeways as a  supplement  to  the  city’s arterial bike network.   Unlike  the  scenario 
























  Cambridge’s Traffic, Parking  and Transportation Department, with  the help of  the Cambridge 
Police Department, maintains an Excel file summarizing police‐reported bike and moped crashes on city 
streets.   As of  this writing,  the database  contains data  from  January  2004  through  September  2009, 
inclusive, for a total of 524 crashes.  Included are nine bicycle‐pedestrian collisions, three moped‐motor 
vehicle  collisions,  three  cyclist  falls,  and  a  handful  of miscellaneous  incidents  somehow  involving  a 
cyclist.  About 500 are bicycle‐motor vehicle collisions. 
 
























  Another  drawback  Cambridge’s  crash  dataset  is  that  some  of  the  data  are  questionable  or 
missing.  Two records contain ‘1’ in the “injury status (box 32)” column, indicating fatalities, even though 
no  bicycle  fatality  has  occurred  in  Cambridge  since  2002.    A  number  of  entries  contain  no  textual 
information on location and can be located only by their geocoded XY point. 
 





the  sorting  of  collisions  by  street  of  interest means  that  I must  examine  each  collision’s  description 




  The  first  comparison  is of Green  St.  and Mass Ave.   Green  St.  is  a one‐way, one‐lane  street, 




because motorists turning  left from River St. are required to use Green St.  instead of Mass Ave.   From 
my own observations, operating  speeds may actually be higher on certain parts of Green St.  than on 






St. and Sellers St., where  the bike  lane becomes an  “edge  line.”    It  is worth noting,  though,  that  the 
period for which collision data are available, January 2004 – September 2009, represents a few different 
states of Mass Ave.    The  section  through  Central  Square  has  had  bike  lanes  since  1997  (Seiderman, 



































  For  both  street  pairings,  after  buffering  the  street  segments  to  obtain  lists  of  collisions  that 

















  The major  limitation of these counts, with regards to this research,  is that the streets counted 
are mostly  through  streets which  carry  a  substantial  volume of  automobile  traffic.   A  couple of  side 
streets with bicycle facilities which act as connectors, such as Sparks St., are  included as cross streets, 
but many of  the quieter  side  streets  that Cambridgebikes.org has proposed as  alternate  routes have 
never been counted. 
 
  For this reason  I was unable to use the city’s count data to compute collision rates.    Instead,  I 

















and  the neighboring Franklin St. southbound.   Mass Ave. and Green St. are only about 250  feet apart 
(centerline to hypothetical centerline) so it is possible, standing at just the right point, to count them at 
the  same  time.    From  8:00a  to  9:00a  and  4:30p  to  5:30p  on  two  consecutive  days,  I  counted  both 
streets.  The first day, I counted at Pleasant St., in the heart of Central Square, where I would anticipate 
highest  traffic on both  streets.   The  second day,  I  counted at  Sidney  St., essentially  the beginning of 
Green St., where I would anticipate lowest traffic, at least for Green St. 
 




















  Table 8 compares the collision rates on all the streets of study  in Berkeley.   Bicycle boulevards 
are  shown  in  purple,  followed  by  the  arterial(s)  they  parallel,  shown  in  red.    The  collisions  column 






divided  by  cyclists  in  two  hours.    Also,  each  bicycle  boulevard  is  comparable  only  to  the  arterial(s) 












Hillegass‐Bowditch  B  5 107.6 0.05
Telegraph  A  21 114.5 0.18
College  A  30     
Milvia  B  26 188.1 0.14
Shattuck  A  47 185 0.25
MLK  A  18 44.8 0.40
California  B  9 39.8 0.23
Sacramento  A  15     
Ninth  B  3 36.4 0.08
San Pablo  A  26 43.2 0.60
Virginia  B  6 61.3 0.10
University  A  17 28.9 0.59
Channing  B  19 87.2 0.22
Dwight  A  11     
Russell  B  7 63.6 0.11









  To  analyze  the  proportion  of  collisions  that  are  severe,  I  use  all  collisions  since  2003  across 
Berkeley’s entire street network.   Collisions which occurred on one arterial, on an arterial and a non‐
bicycle boulevard cross street, or at the  intersection of two arterials are categorized as “A”.   Similarly, 
collisions  on  a  bicycle  boulevard,  a  bicycle  boulevard  and  a  non‐arterial  cross  street,  or  two  bicycle 
boulevards are “B”.  Those at the intersection of an arterial and a bicycle boulevard are “AB”, and those 
that  involved  neither  are  “O.”      Only  comparable  segments  of  arterials  and  bicycle  boulevards  are 
included in this analysis, just as for collision rates, so a collision which occurred on an arterial for which 
no bicycle boulevard alternative existed would be classified as “O.”  The results in Table 9 show that the 
bicycle  boulevards  actually  have  a  higher  proportion  of  collisions  that  are  severe  than  do  arterials, 











A  575  21 3.7%
B  185  9 4.9%
AB  3  0 0.0%
O  952  41 4.3%
 






Arterial  Bicycle Boulevard  Risk ratio  p value 
Telegraph  Hillegass‐Bowditch  3.9  0.0058
Shattuck  Milvia  1.8  0.0128
MLK  Milvia  2.9  0.0005
San Pablo  Ninth  7.3  0.0011
University  Virginia  6.0  0.0002




representative of  total  collisions and  total exposure.   A  separate discussion of  the  reliability of  these 
measures follows. 
 
  As  I  describe  in  Methodology,  reported  collisions  could  be  an  unreliable  measure  of  total 
collisions if the streets being compared have different populations with different levels of inclination to 
report  collisions.    I have no data with which  to  formally address  this  concern.    In my  time observing 
streets  in Berkeley,  I did not notice a categorical difference  in cyclists on the two street types.   Bicycle 
boulevards  and  arterials  alike  had  some  fast  riders  in  spandex  and  some  slow  casual  riders;  some 












as  I explain  in Methodology, this does not alter the product of collision rate and proportion severe,  in 
other words the risk of severe injury per unit exposure. 
 




























Spring  Mabel  2003/6/4  2003/6/4 27 26 1.04
Spring  MLK  2003/4/9  2003/5/28 75.5 46.5 1.62
Spring  Hillegass  2003/3/18  2003/3/19 50.5 22 2.30











Spring  Parker  2003/5/27  2003/5/27 41.5 43.5 0.95
Spring  Channing  2003/6/3  2003/6/3 32.5 38 0.86





have  to drop  to  .11 of San Pablo’s bike  traffic  in order  for  there  to be no difference  in collision  rate, 
whereas the lowest ratio seen here is .72.  Likewise, Russell has just 7 collisions to Ashby’s 26, and so the 
ratio of bike traffic would need to drop to .27, whereas the lowest ratio seen here is 1.04.  So while the 







doing  side‐by‐side counts  such as  those  in Table 11.    In my 2010 counts, however,  I conducted  some 



















Ninth  University  5 2.6 6.4 0.6
California  Russell  4 1.1 1.2 1.0
California  Virginia  4 0.7 1.0 0.5
Hillegass‐Bowditch  Channing  4 2.5 2.8 2.0
Milvia  Channing  5 1.9 2.3 1.6







  Other  than  that,  the other  intersections show a  fair amount of consistency: some have about 




  Relatedly, one might ask  if  there  is a discernible  trend  in  cycling overall during  the period of 
study,  2003‐2008.    Some  arterials  have  seldom  or  never  been  counted  since  2003,  while  bicycle 












  A  linear regression on the counts  in Figure 46 finds wildly varying slopes, with Milvia & Hearst 
even  suggesting  a  decrease  in  cycling.    None  of  the  slopes  are  statistically  significant  at  the  .05 
threshold.   Note  also  that  two  of  the  intersections  singled  out  (Milvia &  Channing  and  Bowditch & 





  Of  course,  the  fact  that  cycling  has  not  increased—especially  given  that  Figure  46  begins  in 
2001, when  the  bicycle  boulevards were  just  beginning  to  be  implemented—is worrisome  from  the 









  A  separate  point  to make  about  Figure  46  is  that, whether  due  to  yearly  variation  or  daily 






and Channing.   Those  counts yielded 249  cyclists on Milvia and 185 on Shattuck.   Since  the  count of 
Milvia was averaged with several other city‐conducted counts, the average volume computed for Milvia 




  The city also conducted paired counts of Milvia and Shattuck  in 2000 and non‐paired counts  in 
2001 and 2002.  These counts, summarized in Table 13, show that even before the first phase of bicycle 
boulevard  implementation was completed  in 2003, Milvia was often carrying more bicycle traffic  than 
Shattuck.   The average exposure measures used  in this paper, 188.1 for Milvia and 185.0 for Shattuck, 
show Milvia with 1.02 times the volume on Shattuck.   Three of the four counts  in Table 13  indicate an 
even  higher  ratio,  and  one  just  slightly  lower.    So  although  the  exposure measure  I  have  used  for 














2000/7/12  2000/7/12  Channing  110  124  0.89 
2000/7/13  2000/7/13  Hearst  139  56  2.48 
2001/10/9  2001/10/16  Channing  212.5  190.5  1.11 
2002/10/9  2002/10/18  Channing  152  96  1.58 
 
  Other  than  Shattuck,  the  other  streets’  exposure measures were  all  based  on  at  least  three 
counts, as shown in Table 5. 
   
  The  third question posed about counts  is whether  the  ratio of A  to B at weekday PM peak  is 
representative of the ratio more generally.  AM peak, at least, looks to be about the same as PM peak—
the  three  intersections  that  have  been  counted  both  at  AM  peak  and  PM  peak  show  quite  similar 
numbers  for both.   Table 14 shows  that both  the absolute number of cyclists, and  the  ratio of north‐
south cyclists  to east‐west cyclists, are  fairly consistent at given  intersections whether counted at AM 
peak or PM peak.    In  fact, since all  the streets  I  study  in Berkeley are  two‐way,  there  is no particular 
reason to expect morning vs. evening variations.   Consistency  in  the ratio of north‐south  to east‐west 
traffic at an  intersection, as shown  in Table 14, does not exactly  imply that  the ratio of  traffic on  two 










Hillegass & Ashby  Hillegass  Ashby  73  18  4.06 
2003/3/19  4p‐6p  Hillegass & Ashby  Hillegass  Ashby  67  22  3.05 
2004/10/20  4p‐6p  Hillegass & Ashby  Hillegass  Ashby  57  19  3.00 
2009/11/3  4p‐6p  Hillegass & Ashby  Hillegass  Ashby  96.5  17.5  5.51 
2003/10/23  7a‐9a  Milvia & Channing  Milvia  Channing  149.5  95.5  1.57 
2003/10/21  4p‐6p  Milvia & Channing  Milvia  Channing  235.5  100.5  2.34 
2004/10/21  4p‐6p  Milvia & Channing  Milvia  Channing  193.5  100.5  1.93 
2005/10/27  4p‐6p  Milvia & Channing  Milvia  Channing  200  112  1.79 
2009/10/29  4p‐6p  Milvia & Channing  Milvia  Channing  286  183  1.56 
2010/3/22  4p‐6p  Milvia & Channing  Milvia  Channing  249  135  1.84 
2003/10/22  7a‐9a  MLK & Russell  MLK  Russell  18.5  68.5  0.27 
2010/3/22  8a‐10a  MLK & Russell  MLK  Russell  30  110  0.27 
2003/4/9  4p‐6p  MLK & Russell  MLK  Russell  31.5  75.5  0.42 
2003/10/21  4p‐6p  MLK & Russell  MLK  Russell  16.5  83.5  0.20 







near  campus, where  it’s  likely  that many  cyclists  are  students,  a majority  of  bicycle miles  traveled 
probably occur outside of peak times.  This is worrisome only  if the ratio of cyclists on A to B varies by 
time  of  day.    In  fact,  this  is  not  implausible—perhaps  evening  and  weekend  cyclists,  traveling  to 
shopping or dining destinations rather than work, favor the retail‐oriented Shattuck Ave. over more the 
residential and  institutional Milvia St.   Regrettably,  there  is no way  to determine whether  this  is  true 
using available data.  However, there would need to be quite a lot of off‐peak bicycle travel and a large 
difference  in  route choice at  those  times  in order  to erode away  the  larger risk  ratios  found between 
arterials and bicycle boulevards. 
 
  If  one  can  be  reasonably  certain  that  the  results  in  Table  8  reflect  a  real  and  significant 
difference  in  collision  rate  between  bicycle  boulevards  and  arterials,  there  is  still  room  to  ask what 
drives  the  difference.   My  hypothesis  is  based  on  literature  findings  about motor  vehicle  speed  and 
volume and  the presence of heavy vehicles.    In other words,  I would  like  to show  that a difference  in 
motor vehicle traffic characteristics is what creates the difference in safety for cyclists. 
 





in  just 705  (41%).   The motorist was  found at  fault  in 925 collisions  (54%) and  the  remaining 85  (5%) 
were no‐fault.   While  this  simple either‐or assignment of  fault does not  tell  the whole  story of what 




  Another  theory  is  that  of  causative  “safety  in  numbers”—perhaps,  for  any  given  level  of 
exposure, a bicycle boulevard and an arterial would have an equal collision rate, but bicycle boulevards 
carry more  bike  traffic,  achieving  safety  in  numbers,  and  so  have  lower  collision  rates.    In  fact,  this 
theory cannot explain away the difference  in collision rates that  I  find.   Figure 47 plots risk per cyclist 













for  cyclists.    Still,  causation  could  flow  in  either  direction.    The  two  red  dots  towards  the  right  are 
Telegraph and Shattuck.  Perhaps the large number of cyclists there makes cycling safer, or perhaps the 



















Green St.  side  3  24.25  0.12 
Mass Ave. parallel to Green St.  arterial  49  311.5  0.16 
Oxford St.  side  6  159  0.04 








and  location  on  or  off  a major  road.    The  difference  between  18  of  460  and  2  of  64  is  clearly  not 












On major roads  460  18 3.9%
Non‐major road locations  64  2 3.1%




   Assuming  collision  and  count  data  to  be  accurate,  I  test  whether  random  variation  in  an 
underlying Poisson process could have created the apparent difference in collision rates, as described in 
Appendix  2.    The  resulting  p  values  are  shown  in  Table  17  and  are  both  above  the  .05  threshold, 




Arterial  Side street  Risk ratio  p value 
Mass Ave  Green St.  1.3  0.686 
Mass Ave  Oxford St.  2.2  0.094 
 
  Meanwhile,  the  exposure measure used here,  average  2‐hour  volume,  is based on  far  fewer 
observations than was the case for Berkeley.  On the plus side, these were all paired counts, where the 
two parallel  streets were  counted  at  exactly  the  same  time, but  still,  a  fair  amount of  variation was 
apparent.  Counts are included in Appendix 5.  The paucity of count data means that the results in Table 
15 must be taken with even less confidence. 
  There  is another  reason not  to  lightly  conclude  that  traveling on  side  streets  in Cambridge  is 
safer than using the arterials.  Since Cambridge’s side streets are unconnective and may take cyclists far 
out of their way, a slightly  lower risk per mile  traveled on side streets may not mean a  lower risk per 
trip. 
 
  Though  I do not conclude that there  is,  in fact, a difference  in safety between side streets and 












  Though  I  do  not  find  a  significant  safety  difference  between  arterials  and  side  streets  in 
Cambridge, the safety  in numbers theory  is worth addressing because a safety  in numbers correlation 
can  be  roughly  observed  in  Cambridge  in  time  series  on  a  city‐wide  basis.    The  number  of  cyclists 
counted nearly doubled between 2003  and 2008,  yet  the number of bicycle  collisions  reported  each 
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year was  fairly  flat, as  seen  in Table 18.   Note  that  the 2009  figure  is  for  January‐September,  though 
multiplying by 4/3 to extrapolate to the full year would probably overestimate total collisions for 2009, 




































been with  few  cyclists.    The  safety  in numbers  effect of high  cyclist  volume may be  small,  and  thus 











  Findings  in  the  literature  led me  to  hypothesize  that  side  streets  are  safer  for  cyclists  than 
arterials, with  lower bicycle‐motor  vehicle  collision  rates  (due  to  lower motor  vehicle  volume)  and  a 
smaller proportion of those collisions being severe (due to lower motor vehicle speeds and fewer heavy 




  Berkeley  has  created,  as  the  centerpiece  of  its  bicycle  plan,  a  network  of  seven  bicycle 
boulevards—traffic‐calmed  side  streets designated and  improved  for bicycle use—that  stretches over 
the city.   Compared  to  the arterials  that  they parallel,  the bicycle boulevards have  low motor vehicle 
volumes and speeds and few heavy vehicles.   Using police‐reported collision data and the city’s cyclist 
count  data,  I  find  strong  evidence  that  bicycle  boulevards  do  indeed  have  lower  collision  rates  for 
cyclists than their parallel arterial routes.  This is true for all six bicycle boulevard‐arterial pairs for which 
data are available, with risk ratios ranging from 1.8 to 8.0.   This  is true whether only reported bicycle‐
motor  vehicle  collisions  or  all  reported  crashes  are  examined.    Poisson  regression  reveals  that  the 
difference  in collision rate  is highly statistically significant.   Cyclist count data provides a good enough 
measure  of  true  exposure  as  to  not  call  these  findings  into  doubt.    The  ratios  of  cyclist  volume  on 
arterials to adjacent bicycle boulevards exhibit consistency over space when measured at different cross 
streets.   The  ratios of north‐south and east‐west counts at  the  intersections counted  repeatedly over 
multiple years likewise exhibit a consistency suggesting that route choice is consistent over time, even if 
total volume  fluctuates.    I am unable  to  rule out  the possibility  that off‐peak  travel patterns may be 
different than the peak hour patterns measured in my count data, but the difference would have to be 
rather  large  in order to erode away the differences  in collision rate that I have observed.     Cyclist self‐
selection  is unlikely  to explain  the poorer safety  record of some streets, because cyclists are  found at 
fault in only a minority of collisions with motor vehicles.  Neither can safety in numbers explain away the 
differences  I  observe,  because  at  all  levels  of  exposure,  bicycle  boulevards  prove  to  have  a  lower 
collision rate than arterials.  I conclude that street typology must account for the difference in collision 
rate.  As for the proportion of collisions that are severe, I find no significant difference between the two 
street  types.   This may  reflect a  threshold of  severity needed  in order  for a  collision  to be  reported, 














study.   There  is no statistically significant difference  in  the proportion of collisions  that are severe on 








grouped  by  street  as well  as  a  good measure  of  exposure—something  approximating  bicycle miles 
traveled—for each street.  This  is necessary not only for comparing parallel routes, as I have done, but 









SQL  code  rather  than manually.   A best practice would be  to  simply have one  column  indicating  the 









  Of course, all  this  is easier said  than done: counts are expensive  to collect.   Conducting many 
more counts would be a boon  to  safety  research  such as  this, but would probably  require automatic 
counting  technologies, which  cost  a  few  thousand  dollars  per  unit  (Alta  Planning  and Design  2009).  
Then again, this might eventually pay for itself in staff hours saved from manual counts.  In any case, at a 




by  intersection,  throwing  out  direction  of  travel  data, when  entering  data  into  electronic  format.    I 
originally planned to include Portland in this study but eliminated it for this reason.  Direction of travel 
data—or more precisely, data on which  streets  the  cyclists were  on—is needed  in order  to  establish 





Since  Berkeley’s  bicycle  boulevards  are much  safer  than  its  arterials, while  Cambridge’s  side  streets 
appear to be just a bit safer, if at all, one interpretation is that side streets can be safer alternatives to 




Cambridge’s  side  streets  are more dangerous  than Berkeley’s, but because Cambridge’s  arterials  are 










address  the  first  possibility,  that  particular  streets  became  safer  after  being  treated  as  bicycle 
boulevards, would  require  a  before‐after  study,  which  I  have  not  conducted  here,  but would  be  a 
valuable area  for  future  research.   As  for  the  second possibility,  in Appendix 4  I examine  the  second 
possibility,  that  cyclists  have  shifted  from  arterials  to  bicycle  boulevards,  and  find  that  data  are  too 
sparse to give any firm conclusions. 
  However,  I  have written  from  the  standpoint  of  a  city making  an  exogenous  decision  about 









  This  raises  the  valuable point  that  safety  is never  the only goal of  a  city’s bicycling policy.  In 
online literature describing what motivates their bike strategies, Berkeley and Cambridge both mention 






  Critics  of  bicycle  boulevards with  whom  I  have  spoken  in  the  course  of  this  research  have 
expressed  concern about bicycle boulevards being  indirect and  inconvenient.   Relatedly, Cambridge’s 
Community  Development  Department  explains  that  it  promotes  cycling  on  arterials  in  part  because 
cyclists “want  to get  to  their destinations by  the most direct route available”  (City of Cambridge, Bike 
Lanes).    In Cambridge,  it  is clear  that arterials are  the quickest  route  for cyclists.    In general,  though, 
cyclists on arterials must  contend with  congestion and  red  lights, while a bicycle boulevard, properly 
implemented with traffic circles instead of stop signs, priority for crossing major streets, and located just 
one block away from the arterial, actually has the potential to be the quicker through street for cyclists, 
though  it would still provide  less direct access to shops on the arterial.   There  is no easy answer here: 











  As  I  mention  above,  the  impact  on  other  road  users  is  another  important  factor  in  the 
designation of a bike route, and  likely to be part of any public dialogue on the subject.   On Mass Ave., 
where bike  lanes are located on the right side of the roadway yet buses must pull right to make stops, 
conflicts  between  cyclists  and  buses  are  frequent.    Bicycle  boulevards  offer  the  possibility  of 
accommodating  cyclists without  interfering with  bus  travel.     Bicycle  boulevards might  also be more 
acceptable to motorists, since they keep cyclists out of the key routes for cars, though this idea in turn is 
offensive  to  vehicular  cyclists  who  believe  in  sharing  the  road,  and  might  even  be  worrisome  to 
pedestrians who do not want the cars to speed on arterials.  Then again, some pedestrians are afraid of 
being hit by cyclists themselves and may prefer to have the cyclists off of arterials.  In any case, it is clear 















even after bike  lanes are  installed,  there  is  still a desire  from  some  cyclists  to have an alternative  to 
arterials.  Meanwhile, count data in Berkeley indicate that many cyclists are still choosing arterials over 
bicycle boulevards: Shattuck carries nearly as many cyclists as Milvia, and Telegraph carries more cyclists 




  It appears,  then,  that having  started with  rather different  strategies, Berkeley and Cambridge 
may both wind up with parallel side street and arterial bike networks.  While this research has sought to 









  As  indicated  under  Methodology,  the  SWITRS  database  contains  three  tables,  whose 
relationships are shown  in Figure 49.   Each row of Collision represents one  incident, while each row of 





  This  three‐table  diagram  is  a  simplification,  though,  because  the  dataset  I  obtained  in  fact 
contained  two  tables  of  collisions—Collision,  shown  above,  as  well  as  CollisionWGeocodingWPlace, 






of  collisions,  but  that  each  contains  some  collisions  that  the  other  does  not.    I  ran  some  tests  to 
examine,  for  instance,  the  range of dates of bicycle  collisions  included,  and did not  see  any obvious 
answer as to on what criteria some collisions were included in one table and not the other. 
 
  The  non‐geocoded  collisions  in  the  Collision  table  contained  Primary  Rd  and  Secondary  Rd 
attributes which would be sufficient for geocoding as  long as the city were known.   However, the only 
information  included on city  location was a Jurisdiction number.   The SWITRS database  includes a City 
table  which  provides  supposedly  one‐to‐one  matches  of  Jurisdiction  with  Alameda  County  cities.  
However, on examining the CollisionsWGeocodingWPlace table,  I determined that most matches were 
in  fact  many‐to‐many—for  instance,  Jurisdiction  105  contained  collisions  matched  to  addresses  in 
Fremont, Newark and Union City, while collisions matched in Union City might be from Jurisdiction 105, 
106  or  113.    Berkeley,  thankfully, was  almost  perfectly  one‐to‐one:  all  of  the  geocoded  collisions  in 
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Berkeley were  listed  as  Jurisdiction  103,  and  Jurisdiction  103  contained  almost no  locations  in  other 
cities (just a handful in neighboring Oakland and Emeryville). 
 
  I selected all of the bicycle collisions  in Berkeley  from CollisionWGeocodingWPlace, and  found 
1989 records.  Next I selected from Collision those bicycle collisions which occurred in Jurisdiction 103, 
and  found  1954  rows,  1823  of which were  also  among  the  1989  geocoded  collisions.    This  left  131 
records for me to geocode. 
 
  I  selected  these 131  records  from  the Collisions  table  and used ArcGIS  to  geocode based on 
Primary Rd and Secondary Rd as the intersection and assuming Berkeley as the city.  In the end I threw 
out six which either I could not match or which I discovered were in Oakland or Emeryville.  This left me 




comparative analysis of general severity trends  in Alameda County bicycle collisions (Table 3)  is  limited 
to the 7707 collisions that were already geocoded. 
 









required  considerable  effort  to  give  meaningful  special  treatment  to  multi‐cyclist  or  multi‐driver 
collisions rather than  just using the FIRST() aggregator.   Since only  five bicycle‐motor vehicle collisions 




brought  into  GIS  and  subsequently  used  for most  of  the  analysis  of  Berkeley  in  this  thesis.   While 






columns, cyclNS and cyclEW,  indicating with what  level of certainty  it could be believed the cyclist had 
been  traveling  along  the  north‐south  and  east‐west  street  respectively.    The  numbers  0,  1,  and  2 
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indicate  respectively no  inclusion, generous  inclusion and conservative  inclusion.   Table 19  shows  the 




-- Criteria for generous inclusion: 
UPDATE t_compiledData SET cyclNS = 1 
WHERE cyclDir='N' Or cyclDir='S' Or cyclDir='-' Or cyclDir='Multiple' Or 
intCol='Y'; 
 
-- Criteria for conservative inclusion: 
UPDATE t_compiledData SET cyclNS = 2 
WHERE (cyclDir='N' Or cyclDir='S') Or ((cyclMove='D' Or cyclMove='E' Or 
cyclMove='F') And intCol='Y');
 





all 2114  records  from  t_compiledData  included—a measure of “All Crashes”,  then with  the one‐party 
falls  deleted—1782  records  of  “All  Collisions”—and  finally  with  the  bicycle‐bicycle  and  bicycle‐
pedestrian crashes deleted as well—1715 “Bicycle‐Motor Vehicle Collisions Only.”   I copied each set of 
crashes  into  a  separate  table  before  deletion,  so  that  I  could  analyze  them  separately.    The  SQL 




-- Bicycle-pedestrian collisions 
WHERE pedCol = 'Y' AND numDrivr IS NULL; 
 
-- Bicycle-bicycle collisions 
WHERE numCycl > 1 AND pedCol IS NULL and numDrivr IS NULL; 
 
-- Falls 






had  no  party‐level  record  for  the  driver.    3  of  those  were  hit‐and‐runs  where,  presumably,  no 
information  had  been  gathered  on  the  driver.    For  others,  it  was  unclear  why  no  driver  data  was 
included.    I  examined  the  Collision  Type  attribute,  and  some  of  the  17  collisions  were  of  types 
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but  the  number  of  trials  huge,  the  total  number  of  events  occurring  is  described  by  the  Poisson 
distribution.   Cameron and Trivedi  (1998) observe that the count of such events that have occurred  is 
poorly modeled by Gaussian  linear regression because a Gaussian model assumes unbounded support 






perfect model  for  the  real world—many  studies  of  rare  events,  for  instance  in  occupational  safety, 








such collisions per cyclist trip.    I assume that each street’s parameter  is  invariant over time during the 









study, Milvia had 26  collisions over 822,500  cyclist  trips while neighboring Shattuck  saw 47  collisions 
over 809,000  cyclist  trips.   Thus  the  two Poisson means are 26/822,500 and 47/809,000. Ng, Gu and 
Tang  (2007) compare several different methods of conducting a  test  for difference of Poisson means.  
However, since my collision data are  labeled by date,  it  is possible to do better than this.   By breaking 
the collision totals—26 and 47—into subtotals for each year of study, I can use Poisson regression over 





lnሺܿ݋݈݈݅ݏ݅݋݊ݏሻ ൌ lnሺ݁ݔ݌݋ݏݑݎ݁ሻ ൅  ܽ ൅ ܾ כ ݏ݅݀݁ݏݐݎ݁݁ݐ ൅  ߝ 
 







൰ ൌ ܽ ൅ ܾ כ ݏ݅݀݁ݏݐݎ݁݁ݐ ൅  ߝ 
 


















Street  2003  2004  2005  2006  2007  2008*  Total 
Hillegass‐Bowditch  2  1  1  0  1  0  5 
Telegraph  3  3  5  2  5  3  21 
College  4  5  2  8  5  6  30 
Milvia  4  3  4  8  4  3  26 
Shattuck  8  8  7  7  5  12  47 
MLK  6  2  3  4  2  1  18 
California  1  1  0  2  3  2  9 
Sacramento  2  3  1  4  3  2  15 
Ninth  1  0  1  0  1  0  3 
San Pablo  2  1  4  5  10  4  26 
Virginia  0  1  2  1  1  1  6 
University  1  2  2  6  2  4  17 
Channing  2  2  1  3  4  7  19 
Dwight  3  1  3  2  0  2  11 
Russell  1  0  1  3  0  2  7 




Street  2004  2005  2006  2007  2008  2009*  Total 
Green St.  0  2  0  0  1  0  3 
Mass Ave.  6  7  11  7  9  9  49 
Oxford St.  1  0  1  1  3  0  6 
Mass Ave.  6  4  2  2  4  4  22 
*2009 data represent collisions for January – September only. 
 






accurate,  but  the  exact multiplier  is  not  important.    The  statistical  significance  obtained  by  Poisson 
regression  is  not  especially  sensitive  to  the  scale  of  the  exposure measure,  so  I  could  have  used  a 



















































  2003‐2004  1  54650  1 
2005‐2006  1  54650  1 






2003  2  32375  0 
2004  1  32375  0 
2005  4  32375  0 
2006  5  32375  0 
2007  10  32375  0 
2008  4  26979  0 
 
  The  rightmost  three  columns of  the  above  table were  then  read  into  the  statistical  software 




Introducing “exposure” as an offset constrains the coefficient to be 1.     Code and output are shown  in 
Figure 50 with two points of interest bolded. 
 
  The  coefficient  estimated  for  the  bblvd  flag  is  about  ‐1.9899.    This means  that  the  ratio  of 
collision risk per cyclist trip on San Pablo to Ninth is estimated to be 1/e‐1.9899 ≈ 7.3.   I could calculate a 




















> p<-read.table("nvsp.csv", sep=",", header = TRUE) 
> p 
  coll exposure bblvd 
1    1    54650     1 
2    1    54650     1 
3    1    50096     1 
4    2    32375     0 
5    1    32375     0 
6    4    32375     0 
7    5    32375     0 
8   10    32375     0 
9    4    26979     0 




glm(formula = p$coll ~ offset(log(p$exposure)) + p$bblvd, family = poisson) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-1.9812  -0.2204  -0.0283   0.1464   2.2530   
 
Coefficients: 
            Estimate Std. Error z value Pr(>|z|)     
(Intercept)  -8.8906     0.1961 -45.334   <2e-16 *** 
p$bblvd      -1.9899     0.6097  -3.263   0.0011 **  
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
 
(Dispersion parameter for poisson family taken to be 1) 
 
    Null deviance: 28.068  on 8  degrees of freedom 
Residual deviance: 10.849  on 7  degrees of freedom 
AIC: 39.631 
 
Number of Fisher Scoring iterations: 5 
 
 
  I  repeated  this process  for all  street pairs.   Results  for Berkeley and Cambridge are  shown  in 
Table 24 and Table 25.   (These tables are copied in Analysis and Results as Table 10 and Table 17).  Risk 
ratio is the estimated ratio of the collision rate per cyclist trip on the arterial to that on the side street.  P 










hypothesis  in  Cambridge.    This means  that  even  if  collision  and  count  data  are  completely  reliable 
estimates of total collisions and total exposure, the difference observed could still be due to chance.  
Table 24. Poisson regression results for Berkeley 
Arterial  Bicycle Boulevard  Risk ratio  p value
Telegraph  Hillegass‐Bowditch  3.9  0.0058
Shattuck  Milvia  1.8  0.0128
MLK  Milvia  2.9  0.0005
San Pablo  Ninth  7.3  0.0011
University  Virginia  6.0  0.0002
Ashby  Russell  8.0  < 0.0001
 
Table 25. Poisson regression results for Cambridge 
Arterial  Side street  Risk ratio  p value 
Mass Ave  Green St.  1.3  0.686 
Mass Ave  Oxford St.  2.2  0.094 
 
  Since it is possible that a negative binomial model would have fit the data better than a Poisson 
model,  I  conducted  a quick  test  for over‐dispersion using  the odTest  function  (in R’s pscl  library).    It 















  Recall  that  I  developed  two  formulae,  which  I  have  called  conservative  and  generous,  for 
determining whether  a  collision  should  be  assigned  to  a  given  street  of  interest.    SQL  code  used  to 
implement these formulae is shown in Appendix 1. 
  I believe  the conservative criteria provide a better measure, so  I used  them  in computing  the 
relative  collision  rates  in Table 8 and  conducting Poisson  regressions  in Appendix 2.   However,  I also 
computed  relative  collision  rates using  the  generous  criteria,  and  found  essentially  the  same  results: 
again, bicycle boulevards are always safer  than  their corresponding arterials, and  the risk ratios range 


















Hillegass‐Bowditch  5  0.05     5  0.05    
Telegraph  21  0.18  3.9  26  0.23  4.9 
College  30     33    
Milvia  26  0.14     33  0.18    
Shattuck  47  0.25  1.8  66  0.36  2.0 
MLK  18  0.40  2.9  27  0.60  3.4 
California  9  0.23     12  0.30    
Sacramento  15     22    
Ninth  3  0.08     6  0.16    
San Pablo  26  0.60  7.3  34  0.79  4.8 
Virginia  6  0.10     10  0.16    
University  17  0.59  6.0  25  0.87  5.3 
Channing  19  0.22     28  0.32    
Dwight  11     23    
Russell  7  0.11     14  0.22    




  I made  the decision  to  include only bicycle‐motor vehicle collisions  in my study because  I had 
formulated  my  hypothesis  based  on  evidence  that  motor  vehicle  traffic  characteristics  have  an 
important impact on collision rates and severity for cyclists.  Bicycle‐motor vehicle collisions do account 
for 81%  (1715 of 2114) of Berkeley’s  reported bicycle collisions  for  the  time period of  study, but  the 
dataset includes three other types of crashes as well: 51 bicycle‐pedestrian collisions, 16 bicycle‐bicycle 
collisions  and  332  one‐party  bicycle  crashes,  which  I  term  “falls”  though  some  of  them  may  have 

























Hillegass‐Bowditch  5  0.05  5  0.05  7  0.07 
Telegraph  21  0.18  3.9  23  0.20  4.3  24  0.21  3.2 
College  30  31  32 
Milvia  26  0.14  27  0.14  33  0.18 
Shattuck  47  0.25  1.8  49  0.26  1.8  50  0.27  1.5 
MLK  18  0.40  2.9  19  0.42  3.0  21  0.47  2.7 
California  9  0.23  9  0.23  10  0.25 
Sacramento  15  15  15 
Ninth  3  0.08  3  0.08  4  0.11 
San Pablo  26  0.60  7.3  26  0.60  7.3  26  0.60  5.5 
Virginia  6  0.10  6  0.10  7  0.11 
University  17  0.59  6.0  19  0.66  6.7  23  0.80  7.0 
Channing  19  0.22  19  0.22  21  0.24 
Dwight  11  11  15 
Russell  7  0.11  7  0.11  12  0.19 
Ashby  26  0.88  8.0  26  0.88  8.0  28  0.95  5.0 
 
  The  results  for  all  collisions  and  for  all  crashes  are not  substantially different  from  those  for 
bicycle‐motor vehicle collisions alone.    Including all crashes does narrow some risk ratios a bit,  leaving 
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the  16  bicycle‐bicycle  crashes,  under  conservative  inclusion  criteria,  none  occurred  on  arterials  or 
bicycle  boulevards.    Of  the  51  bicycle‐pedestrian  crashes,  under  conservative  inclusion  and  only 
counting those since 2003, eight occurred on arterials and just one on a bicycle boulevard.  This makes 
sense, since many of the arterials are commercial, and so have more pedestrians walking around than 
the bicycle boulevards.   Moreover, sidewalk  riding  takes place on arterials  (Anderson, personal email, 
2010), perhaps because cyclists are  intimidated off  the  road by  the heavier  traffic and  lack of bicycle 
facilities.  Of the 332 falls, under conservative inclusion and since 2003, 14 occurred on arterials and 16 
on bicycle boulevards.    It  is unclear what,  if  anything,  the occurrence of  falls might have  to do with 
street typology. 
 
  Interestingly,  though,  reported  falls are more  likely  to be  severe  than  reported bicycle‐motor 
vehicle  collisions,  as  shown  in  Table  28.    The  p  value  column  shows  the  results  of  a  difference  of 
proportions  test  for  each  crash  type’s  proportion  severe  versus  bicycle‐motor  vehicle  collisions,  the 
reference category.  Bicycle‐bicycle crashes and bicycle‐pedestrian crashes are not distinguishable from 
bicycle‐motor vehicle collisions in severity rate, but falls are about twice as likely to be severe, and the 
difference  is significant at  the  .01  level.   This may  just reflect a difference  in  the  threshold of severity 




Type of crash  Number of collisions  Number severe  Proportion severe  p value 
Bicycle‐motor vehicle  1715  71  4.1%   
Bicycle‐bicycle  16  2  12.5%  .31 
Bicycle‐pedestrian  51  2  3.9%  .78 















  The  question  of  whether  cyclist  traffic  has  shifted  from  arterials  to  bicycle  boulevards  has 
important  implications for the city‐wide safety effects of the bicycle boulevard strategy as a whole, as 




the  exposure  on  each  bicycle  boulevard  by  the  exposure  on  the  corresponding  arterial  and  check 





















apparent when  the same cross street  is examined over years: Figure 53 graphs all of  the count  ratios 
















Cross Street  BBlvd Date  Arterial Date  BBlvd Vol  Arterial Vol  Ratio
2000 
Parker  2000/11/8  2000/11/8  16  52  0.31 
Channing  2000/11/14  2000/11/1  27  33  0.82 
University  2000/11/7  2000/11/7  29  46  0.63 
2003 
Parker  2003/5/27  2003/5/27  41.5  43.5  0.95 
Channing  2003/6/3  2003/6/3  32.5  38  0.86 
University  2003/5/29  2003/5/29  34.5  48  0.72 
2010*  Channing  2010/3/25  2010/3/24  43  32.5  1.32 
Milvia v. Shattuck 
Cross Street  BBlvd Date  Arterial Date  BBlvd Vol  Arterial Vol  Ratio
2000 
Channing  7/12/2000  7/12/2000  110  124  0.89 
Hearst  7/13/2000  7/13/2000  139  56  2.48 
2001  Channing  10/9/2001  10/16/2001  212.5  190.5  1.12 
2002  Channing  10/9/2002  10/18/2002  152  96  1.58 














  In  sum,  the  analysis  in  this  appendix  can  neither  demonstrate  that  cyclist  traffic  has  shifted 












Cross street  Weather  Date  Time  Green  Mass  Mass/Green 
Pleasant  46F clear sunny  4/14 Wed  8:03a‐9:03a  11  157  14.3 
Pleasant  68F clear sunny  4/14 Wed  4:30p‐5:30p  19  162  8.5 
Sidney  52F clear windy  4/15 Thu  8:01a‐9:02a  7.5  162  21.6 
Sidney  59F clear windy  4/15 Thu  4:30p‐5:29p  11  142  12.9 
Total  48.5  623  12.8 
Avg 2‐hour  24.25  311.5  12.8 
Adjusted volumes  Ratio 
Cross street  Weather  Date  Time  Oxford  Mass  Mass/Oxford 
Wendell  50F clear sunny  4/20 Tue  8:04a‐9:04a  91  141.5  1.6 
Wendell  65F clear sunny  4/20 Tue  4:29p ‐ 5:29p  68  128  1.9 
Total  159  269.5  1.7 
Avg 2‐hour  159  269.5  1.7 
 
  Including  all  crashes,  rather  than  only  bicycle‐motor  vehicle  collisions,  in  the  analysis  for 
Cambridge, makes  little difference.    It adds three bicycle‐pedestrian collisions on Mass Ave. parallel to 











Green St.  3  24.3  0.12
Mass Ave. parallel to Green St.  52  311.5  0.17 1.3
Oxford St.  6  159.0  0.04
Mass Ave. parallel to Oxford St.  24  269.5  0.09 2.4
 
  The fact that all four bicycle‐pedestrian collisions added to this analysis occurred on Mass Ave. 
may be because, as a commercial street,  it has plenty of pedestrians, but  then again  it also has more 
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cyclists than the side streets observed here, and anyway with so few data points it is hard to draw any 
conclusions.  
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