The blowup in finite time of solutions to SPDEs
Introduction
The finite time blowup or the non-existence of the global solutions for stochastic equations has been receiving interests of many scholars. For stochastic ordinary differential equations, a sufficient condition for almost sure explosion for one-dimensional equations was given by Feller in [10] . The result was generalised to the multi-dimensional case by Khasminskii in [16] . A different approach based on the Lyapunov function to study the explosion of the solutions was discussed by Chow and Khasminskii in [7, 8] . When the driving noise is a Lévy process, Xing and Li in [32] obtained some results about the explosive solutions of stochastic differential equations.
When the equations under investigation are stochastic partial differential equations, Mueller in [27] and Mueller and Sowers in [28] studied stochastic heat equations driven by the space-time white noise with Dirichlet boundary condition and revealed the critical value for the blowup in finite time in the pathwise sense. A series of papers by Chow [3, 4, 5] obtained results of explosive solutions for different types of stochastic partial differential equations. Bonder and Groisman in [11] took a drift term into consideration and discussed the sufficient condition on the drift term that leads to the almost surely finite time blowup of solutions to stochastic reaction-diffusion equations with the space-time white noise on the spatial domain (0, 1). Lv and Duan in [25] studied similar equations with the higher dimension of the spatial domain in the moment sense and found the interplay between the drift and diffusion for the explosion. When the driving noise is a jump process, Bao and Yuan in [2] investigated the blowup in the L p sense for stochastic reaction-diffusion equations. Li, Peng and Jia extended the results to stochastic partial differential equations driven by a class of Lévy processes in [23] . When the delay effects are taken into consideration, Chow and Liu in [6] discussed the explosive solutions to a class stochastic functional parabolic equations of retarded type. Lv, Wang and Wang studied a class of stochastic delayed evolution equations and showed that the delay term can induce the explosion in [24] . Li in [22] generalised the result to the case of the Lévy noise.
More recently, stochastic partial differential equations with fractional operators have been received increasingly attentions. Foondun and Parshad studied the non-existence of global random field solutions and finite energy solutions to stochastic heat equations with the fractional Laplacian driven by white noise in [14] . Wang in [31] investigated similar problems under different conditions. Foondun, Liu and Nane obtained some non-existence results for fractional stochastic heat equations driven by colored noise on the multi-dimensional spatial domain in [15] . Asogwa, Mijena and Nane in [1] considered the blowup of solutions to more general fractional stochastic partial differential equations, where the temporal operator was also fractional.
In this paper, we investigate the non-existence of global solutions to SPDEs of the following form
whereξ could be either a white noise or a colored noise, φ : (0, ∞) → (0, ∞) is a Bernstein function, i.e. a C ∞ -function such that φ 0 and with alternating derivatives (−1) n φ (n) 0, n ∈ N, and σ : 
where φ(0+) 0 is the killing term, b 0 is the drift parameter, and ν is a Lévy measure, that is, a Radon measure on (0, ∞) satisfying (0,∞) (1 ∧ x) ν(dx) < ∞. Let S t be a subordinator (without killing) whose characteristic (Laplace) exponent is the Bernstein function φ with φ(0+) = 0; it is a non-decreasing Lévy process on [0, ∞) with S 0 = 0, and its Laplace transform is of the form E e −rSt = e −tφ(r) , r > 0, t 0.
We will use the following assumptions on the Bernstein function φ. With suitable requirements imposed on φ, we discuss the finite time blowup of the solutions of (1.1) in L 2 sense where the driving noise is white or colored in space. We also investigate the influence of the initial values. For such a general setting with the Bernstein function, new ideas and techniques are needed for proofs of reuslts in our paper. Other related results concerning Bernstein functions of the Laplacian can be found in [18, 19, 21] . This paper is organized as follows. The main results are presented in Section 2, where the case of white noise goes to Subsection 2.1 and the case of colored noise is discussed in Subsection 2.2. In order to prove our results, we make some preparations in Section 3. The proofs of main theorems are given in Section 4. Section 5 concludes this paper and discusses some possible future research directions.
Throughout the paper, we denote by B(ζ, R) the open Euclidean ball of radius R > 0 centered at ζ ∈ R d .
Main results
Main theorems of this paper are stated in this section which is divided into two parts for cases of the white noise and the space colored noise. In each part, we discuss two different conditions on the initial values.
Case I: white noise
whereẆ (t, x) is a white noise, and φ : (0, ∞) → (0, ∞) is a Bernstein function.
A mild solution to (2.1) in the sense of Walsh [30] is given by
and p t (x − y) = p t (x, y) denotes the heat kernel of −φ(−∆). If we further have
then we say that u is a random field solution to equation (2.1). A sufficient condition of the existence of solutions when σ is globally Lipschitz is the Dalangs condition (see [12] ) that boils down to the following in our case
Since we investigate the finite time blowup, the global existence of the solution is not expected. By using the technique of stopping times, it is clear to see the existence and uniqueness of a local solution [17, 30] given Assumption 1.1. So from now on, by saying u t (x) is the solution to equations investigated in this paper, we mean the local solution up to a stopping time.
Throughout this paper, the initial condition u 0 will always be a non-negative bounded deterministic function.
We first assume that the initial condition is bounded below by a positive constant.
Theorem 2.1. Let d = 1 and u t be be the solution to (2.1). Suppose that the Assumptions 1.1 and 1.2 hold, and that κ := inf x∈R d u 0 (x) > 0. Then there exists a t 0 > 1 such that for all t t 0 and x ∈ R,
Remark 2.2. The above result states that provided that the initial function is bounded below, the second moment will eventually cease to be finite for equations driven by (space-time) white noise Next, we remove the assumption that the initial condition is bounded below by a constant, i.e. κ > 0, and impose the following requirement on the initial values instead. Let
We have taken B(0, 1) as a matter of convenience.
Theorem 2.3. Suppose that u t is a solution of (2.1),and Assumptions 1.1 and 1.3 hold. Then there exists t 0 > 0 and K > 0 such that for all t t 0 and x ∈ R d
E|u t (x)| 2 = ∞ whenever K u 0 K.
Case II: colored noise
In this section, we study equations driven by space colored noiseḞ (t, x). Consider
The corresponding mild solution in the sense of Walsh [30] is given by
Here, we are interested in the random field solution as well. But we need to impose some conditions on the noise term:
where 0 <f (x, y) g(x − y) and g is a locally integrable function on R d with a possible singularity at 0 and satisfies R dĝ
whereĝ denotes the Fourier transform of g. Since the σ in this paper is allowed to grow polynomially, the equations discussed here only have unique local random field solutions as we have already mentioned at the beginning of Subsection 2.1.
For equations with colored noise, our results need more conditions on the spatial correlation of the noise.
This assumption is quite mild. It is not hard to see that all the following examples of f (x, y) satisfy Assumption 2.4.
• Riesz kernel:
Here we require 0 < β < d and, sinceĝ(ξ) = C |ξ| β−d for some constant C = C(β, d) > 0, we also require that
• Poisson kernel:
In this case, sinceĝ(ξ) = C e −|ξ| for some constant C = C(d) > 0, the Dalang condition boils down to the requirement that
dr < ∞.
• Cauchy kernel:
Theorem 2.5. Let u t be the solution to (2.7) and suppose that Assumption 2.4 holds. For any t 0 > 0, there exists a positive number κ 0 = κ 0 (t 0 ) such that for all t t 0 and x ∈ R d ,
Similar to the case of white noise in Section 2.1, we remove the assumption that the initial condition is bounded below by a constant now.
Theorem 2.6. Let u t be the solution to (2.7). Then, under Assumptions 2.4, there exists a t 0 0 such that for all t t 0 and x ∈ R d ,
where K u 0 has the same format as that in (2.6) with B(0, 1) ⊂ R d in this case and K is a positive constant.
So far, all the equations discussed in Subsections 2.1 and 2.2 are in the whole spatial domain. As mentioned in Section 1, many previous works investigated equations with some boundary conditions. For fixed R > 0, the final theorem of our paper investigates the equation in the ball B(0, R) with Dirichlet boundary conditions. Theorem 2.7. Assume that φ is given by (1.2) with φ(0+) = b = 0 and satisfies Assumption 1.4, fix R > 0 and consider
(2.10)
Here L is the generator of a Lévy process corresponding to −φ(−∆) killed upon exiting the ball B(0, R).
The noiseḞ is taken to be spatially colored with correlation function satisfying all the conditions stated above. For any ǫ > 0, there exist t 0 > 0 and κ 0 > 0, such that if inf x∈B(0, R/2) u 0 (x) > κ 0 , then
3 Some preparations
Berstein function and the corresponding subordinator
The following definition is taken from [20, Definition 1.1 (1)].
Definition 3.1. We say that g : (0, ∞) → (0, ∞) satisfies the lower scaling condition if there exist a 0, γ > 0 and C L ∈ (0, 1] such that g(λr) g(r) C L λ γ for all λ 1 and r > a.
Lemma 3.2. Let g : (0, ∞) → (0, ∞) be a non-decreasing function. Then the following statements are equivalent:
ii) g satisfies the lower scaling condition.
Proof. First, choosing λ 0 > 1 large enough such that C L λ γ 0 > 1, we get the direction ii) ⇒ i). Conversely, suppose that i) holds true for some λ 0 > 1. For λ 1, let k := ⌊log λ 0 λ⌋ + 1, where ⌊x⌋ denotes the integer part of a non-negative real number x 0. Since i) implies that there exist c 1 > 1 and c 2 > 0 such that
we find that for all r > c 2 and λ 1
This means that g satisfies the lower scaling condition with a = c 2 , γ = log λ 0 c 1 , and C L = c −1 1 . Combining Lemma 3.2 and [9, Lemma 2.2 (i)], we get the following result. Lemma 3.3. Let g : (0, ∞) → (0, ∞) be a strictly increasing function. Then the following statements are equivalent:
iv) g satisfies the lower scaling condition;
If g is concave, then i)-iv) are also equivalent to: v) lim inf r→∞ g(λr) g(r) > 1 for all λ > 1. Proof. Using the identity
and Tonelli's theorem, This implies that for t 2β/c 1 ,
By the dominated convergence theorem, The following lemma is essential due to [26, Proposition 2.4] . We include a simple proof for completeness.
Lemma 3.5. For any t > 0,
Proof. It follows from the Chebyshev inequality that
Using the same argument, it is easy to get the following estimate.
Lemma 3.6. For any t > 0 and c ∈ (0, 1),
Proof. By the Chebyshev inequality,
Some estimates of the heat kernel
As a transition density function of subordinate Brownian motion, the heat kernel of −φ(−∆) is given by
where S t is the subordinator associated with Bernstein function φ. Then it is easy to see the monotonicity: p t (x) p t (y) whenever |x| |y|.
(3.1) Lemma 3.7. If p t (0) 1 and τ 2, then
it holds from the monotonicity (3.1) that for any x, y ∈ R d ,
where in the last inequality we have used the fact that
Lemma 3.8. There exists c = c(d) > 0 such that for any t > 0,
If |x| φ −1 2 t −1/2 , it holds from Lemma 3.5 that
. Lemma 3.9. There exists c = c(d) > 0 such that for any t > 0,
Proof. Applying Lemma 3.6 with c = 1/2, it is easy to obtain that
, t > 0.
Proof. By the Jensen inequality and Tonelli's theorem,
where in the last inequality we have used Lemma 3.6 with c = 1/2. This implies the desired lower bound.
Alternate proof of Lemma 3.10. By Plancharel's theorem, we obtain
Since φ is an increasing function, this implies that
, as required. Proof. Since 2) such that p t 0 (0) < 1. By Lemma 3.7,
which, together with Lemma 3.8, implies that
for some constant c = c(d) > 0. By the monotonicity (3.1) and the semigroup property, For x ∈ B(0, 1) and t ∈ (0, t 0 ],
, which, together with Lemma 3.8, yields that
Thus, for all x ∈ B(0, 1) and t t 0 ,
Denote by |A| the Lebesgue measure of a measurable subset A ⊂ R d . Proof. Since A ⊂ B(x, r) , the upper bound is clear. It remains to prove the lower bound. If |x| < R/2, then it is easy to see that A = B(x, r) and the claim follows. If R/2 |x| < R, taking ζ on the line segment between 0 and x such that |x − ζ| = r/2, then we have B(ζ, r/2) ⊂ A and thus |A| |B(ζ, r/2)| = c r d for some c = c(d) > 0; see Figure 3 .2 for the illustration.
Let Φ : (0, ∞) → (0, ∞) be the strictly increasing function defined by
, r > 0. 
Let 0 s t 2Φ(R/2). For i = 1, 2, set
By Lemma 3.12, there exists c 1 = c 1 (d) > 0 such that
Then it follows from the heat kernel estimate given in Lemma 3.8 that for some c 2 = c 2 (d) > 0
which, together with (3.2), implies
Combining all the estimates above, we get the required inequality.
For an open subset D ⊂ R d , let p D,t (x, y) denote the heat kernel of the process (associated with the heat kernel p t (x, y)) killed upon exiting D. According to Lemma 3.2, the following lemma is a particular case of [20, Proposition 3.4] . Proof. The proof is quite straightforward. We use Lemma 3.14 to see that for t Φ(R/8),
for some constant c = c(d, R) > 0. It remains to use Lemma 3.12 to complete the proof. Let 0 s t Φ(R/8). We now use Lemma 3.12 to observe that if for i = 1, 2, we set
We therefore obtain from Lemma 3.14 that for some c 2 = c 2 (R) > 0,
Combining all the estimates above, we have the required inequality. Lemma 3.17 . Suppose that Assumption 1.2 holds. Let A and B be two positive constants. If g is a nonnegative function satisfying
Comparison results for nonlinear renewal type inequalities
where ε > 0 is a constant, then there exists t 0 = t 0 (A, B, ε, δ) > 1 such that g(t) = ∞ for all t t 0 .
Proof. Let
Since φ is increasing, for t 1,
Solving the ordinary differential equation
with initial value
, we get
Note that
Case 1: First, we consider the case that ε 1 − 2δ. Then by Assumption 1 .2 and (3.3) ,
This implies that there exists t 0 = t 0 (A, B, ε) > 1 such that
, and hence f (t 0 ) = ∞. By the comparison principle, we know that g(t) = ∞ for all t t 0 .
Case 2: It remains to consider the case that ε > 1 − 2δ. Since g(t) A for all t > 0, it holds from the assumption that
Applying the result in Case 1 with B replaced by BA ε−(1−2δ) , and ε replaced by 1 − 2δ, we conclude that there exists t 0 = t 0 (A, B, ε, δ) > 1 such that g(t) = ∞ for all t t 0 .
Lemma 3.18. Let T > 0 and g : (0, ∞) → [0, ∞] satisfy
where A, B, γ are positive numbers. Then for any t 0 ∈ (0, T ], there exists A 0 = A 0 (t 0 ) > 0 such that for A > A 0 , g(t) = ∞ whenever t t 0 .
Proof. The solution to the integral equation
is given by
, then we get blow-up for f (t) before t 0 . Finally, it remains to apply the comparison principle to finish the proof.
Proofs of the main results
Proof of Theorem 2.1. By the Walsh isometry, Assumption 1.1, and Jensen's inequality,
Setting
it follows from Lemma 3.10 (with d = 1) that there exists a constant c > 0 such that
This, together with Lemma 3.17, implies the desired assertion.
The following proposition is essential for the proof of Theorem 2.3. 
Proof. Let t 0 be as in Proposition 3.11. By the Walsh isometry,
E|σ(u s+t 0 (y))| 2 dy ds =:
For x ∈ B(0, 1) and t t 0 , by Proposition 3.11, I 1 c 1 K 2 u 0 for some c 1 = c 1 (d) > 0. By Assumption 1.1 and the Jensen's inequality,
For x, y ∈ B(0, 1) and 0 s < t t 0 ,
which, together with Lemma 3.8, implies that for some c 2 = c 2 (d) > 0,
we find that
Combining this with Lemma 3.18, we complete the proof.
Proof of Theorem 2.3. Note that
where t 0 is from Proposition 4.1. Now the desired claim follows immediately by Proposition 4.1 .
A new idea is required for the proof of Theorem 2.5. Briefly speaking, the non-linear renewal inequality on the second moment is not applicable here. We need to look at a different quantity, which is presented and proved as follows. 
where R is the same as that in Assumption 2.4.
Proof. We start with the mild solution given in equation (2.8) to obtain
The fact that the initial condition is bounded below by κ gives
We now assume that t < φ((2/R) 2 ) −1 and use Proposition 3.13 to obtain We combine the estimates above to obtain
The blow-up is implied by taking κ big enough and we can make sure that t 0 is as small as we wish. The proof is completed.
Proof of Theorem 2.5. We use the above proposition to prove the theorem. Indeed, from the mild formulation, we have
The result now follows from the fact that all the functions involved on the right of the last inequality are strictly positive.
We state the following proposition before the proof of Theorem 2.6. 
whenever K u 0 > K for some positive constant K.
Proof. Our starting point is the mild formulation from which we obtain
The proof here essentially follows the same idea as in the previous proofs. So, we take t 0 as in Proposition 3.11 and set G(s) := inf
x, y∈B(0, R)
E|u s+t 0 (x)u s+t 0 (y)|.
Using the ideas in Proposition 4.2, we obtain that
for a suitable range of t. It is easy to see that this finishes the proof.
Proof of Theorem 2.6. With the proposition above, the proof of the theorem is now very similar to that of Theorem 2.3 and is therefore omitted.
The proof of Theorem 2.7 follows a similar pattern to the proofs of the previous results. We emphasize that in the case of (2.10), the mild solution is given by We see that for any t 0 < Φ(R/8), there exists a κ 0 such that if inf x∈B(0, R/2) u 0 (x) > κ 0 , then F (s) = ∞ for all s t 0 . We finish the proof by the following observation By the positivity of all the relevant terms involved, we obtain the result using the fact that F (s) = ∞ for all s t 0 .
Conclusion and future research
In this paper, we studied the non-existence of the global solutions to a class of stochastic partial differential equations with a Bernstein function of the Laplacian operator acting on the space variable. Both the cases of (space-time) white noise and (space) colored noise were discussed. In each of the cases, we studied the blowup of the solution in L 2 sense with two different assumptions on the initial values. We also considered blowup for equations with Dirichlet boundary conditions. By choosing certain forms of the Bernstein functions, the theorems in this paper cover several existing results. In addition, the general setting of the Bernstein function allows our results to include some equations that have not been studied yet.
In the future, we are interested in the finite time blowup of stochastic partial differential equations with some time fractional operators and fractional noise as well as equations with a drift term. Another topic that we will investigate is the blowup of SPDEs in the almost sure sense.
