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Abstract
In this paper we consider a shape optimization problem for the minimization of the erosion, that is caused
by the impact of inert particles onto the walls of a bended pipe. Using the continuous adjoint approach, we
formally compute the shape derivative of the optimization problem, which is based on a one-way coupled,
fully Eulerian description of a monodisperse particle jet, that is transported in a carrier fluid. We validate
our approach by numerically optimizing a three-dimensional pipe segment with respect to a single particle
species using a gradient descent method, and show, that the erosion rates on the optimized geometry are
reduced with respect to the initial bend for a broader range of particle Stokes numbers.
Keywords: shape optimization, particle erosion, partial differential equations, Dean vortices
1. Introduction
The erosion caused by a dilute suspension of inert particles in a carrier fluid due to particle-wall collisions
is a lifetime determining factor especially for bended parts of pipe systems [26]. Its reduction through
modifications of the geometry is therefore an active field of research, see e.g. [33, 13, 18, 51] and the
references therein. The prevalent numerical method for such studies is the Lagrangian particle-tracking
method, where the erosion rate is determined from the velocities and impact angles of a discrete number of
representative particles.
While effects such as rebound and secondary impact are not easily incorporated in an Eulerian treatment
of the particulate phase [32, 34, 41], this approach avoids the need to choose an adequate sample size due to
the presence of continuously varying locally averaged particle variables. Additionally, the minimization of
the erosion rate can in this setting be formulated as a PDE-constrained shape optimization problem [23, 44],
so that continuous adjoint techniques can be applied to improve the initial geometry.
To make an advance in this field, we consider in this work a shape optimization problem for a bended
pipe, where the erosion due to the primary impact of a dilute monodisperse particle jet transported in
laminar air flow is to be minimized. In order to do so, we only allow for deformations of the bend without
introducing additional replaceable parts such as twisted baffles upstream of the curved segment, as done e.g.
in [33]. We describe the particle transport with the one-way coupled Eulerian model from [4, 5] and formally
compute the shape derivative of a cost functional based on a volume-averaged formulation of the erosion
rate predicted by the OKA model [28]. To the best of the authors’ knowledge, this provides a new result,
which can easily be extended to other commonly encountered erosion models such as the ones described in
[19, 50], since only the partial derivatives of the erosion rate with respect to the state variables have to be
substituted. In order to obtain a descent direction, the shape derivative is projected based on the equations
of linear elasticity and used within a gradient descent method for the numerical optimization of the initial
bend.
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This paper is organized in the following way: In section 2 we introduce the Eulerian particle model and
the optimal shape design problem. Section 3 is devoted to the notation from shape calculus, with which
we compute the shape derivative of the cost functional in Theorem 2. Our approach to obtain smooth
volume mesh deformations from a Riesz projection of the shape derivative, as well as the gradient descent
method Algorithm 1, are described in section 4. In this section we also comment on the discretization
of the PDEs with finite elements, the stabilization of the discrete formulation, and the numerical solution
procedure. In section 5 we validate our approach by comparing the calculated impact rates of the Eulerian
particle model for various Stokes numbers with reference values from the literature. We then optimize the
three-dimensional reference geometry with respect to the erosion rate caused by a selected particle species
with an intermediate Stokes number and show, that the optimized geometry experiences less erosion than
the initial bend for a broader range of particle species.
2. Problem formulation
In this section we introduce the fluid equations and the Eulerian particle transport model, which act
as PDE-constraints for the shape optimization problem introduced in section 2.3. The model equations
together with a description of the geometry of the test case considered in section 5 are given in section 2.1.
Since we use a finite element approach for the discretization of the PDEs, we derive the weak formulation
of the problem in section 2.2.
2.1. Mathematical model
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Figure 1: Two-dimensional description of the bended pipe
with deformable boundary
Consider the flow of a fluid containing small, spher-
ical, solid particles in a bended pipe Ω ⊂ R3 with
circular cross section of diameter dt and radius of cur-
vature rb as in Figure 1. The boundary Γ of Ω is
subdivided in the form Γ = Γin∪˙Γw∪˙Γout, where the
individual parts are assumed to be of class C2. Our
goal is to optimize the bended segment Γf ⊂ Γw con-
necting the inlet and outlet, so that for prescribed
mass flow rates at Γin, the predicted erosion rate at
Γw can be reduced.
By assuming a low particle load, the fluid and par-
ticle equations can be decoupled, since the presence of
the particles does in this case not considerably influ-
ence the carrier fluid. Given a reference velocity uref
of the flow, the reference length Lref := dt, as well as
the density ρf and viscosity µf of the fluid and gravity
g acting in direction g = −ez, we define the Reynolds
number Re := ρfurefLref/µf and the Froude number
Fr := uref/
√
Lrefg. Additionally we introduce the
Dean number De = Re/
√
R0 with the curvature ratio
R0 = 2 rb/dt, an important dimensionless number for
the characterization of fluid flow in curved pipes [9].
The fluid velocity u ∈ R3 and pressure p ∈ R are
described with the non-dimensionalized, stationary,
incompressible, isothermal Navier-Stokes equations
uT∇uT +∇p−Re−1∆u = Fr−2g in Ω, (1a)
∇ · u = 0 in Ω. (1b)
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We impose the boundary conditions
u = uin on Γ
in, (2a)
u = 0 on Γw, (2b)
pn−Re−1∂nu = 0 on Γout, (2c)
where uin is the parabolic inflow profile of a fully-developed laminar pipe flow, and the reference velocity is
chosen to be uref = 0.5 max ||uin||2.
Important dimensionless numbers characterizing the sensitivity of the particles of diameter dp and density
ρp to the local flow pattern are the particle response time tp := ρpd
2
p/(18µf ) and the Stokes number
Stk := tpuref/(0.5Lref ). Particles with Stk  1 closely follow the fluid streamlines, such that almost no
particle-wall interaction takes place. For increasing values of Stk, the fluid drag exerted onto the particles
becomes less dominant in comparison to the inertial forces, so that the particle trajectories start to deviate
from the fluid streamlines. In this case a certain amount of particles will come in contact with the wall Γw
and cause erosion upon impact.
In this paper, we describe the particle phase with one locally averaged velocity field following [5, 4, 25, 41].
In this model, the volume-averaged, dimensionless particle velocity v is obtained from
vT∇vT + 2Stk−1dSN (u,v)(v − u)−K−1∆v = Fr−2g in Ω, (3)
where the second order term with K  1 is added for regularity reasons only. The particle Reynolds number
Rep(u,v) := ρf ||v − u||2dp/µf is assumed to be below 1000 in the entire domain, such that the fluid drag
exerted on the particulate phase can be modeled with the Schiller-Naumann correlation [35]
dSN (u,v) := 1 + 0.15Rep(u,v)
0.687.
Equation (3) is completed with the boundary conditions [5]
v = vin on Γ
in, (4a)
∂nv = 0 on Γ \ Γin, (4b)
with the particle velocity profile vin, where we choose uin = vin for simplicity.
Given a solution of eqs. (3), (4a), and (4b), the volume percentage occupied by the particles is obtained
from the advection-diffusion equation
∇ · (αv)− Pe−1∆α = 0 in Ω, (5)
where similarly to eq. (3), artificial diffusion depending on the Peclet number Pe 1 is added for regular-
ization only. Owing to the theory of characteristics, the boundary conditions for α have to depend on the
sign of vTn. Following [5], we set
Γ−(v) := {x ∈ Γ |v(x)Tn(x) ≤ 0}, Γ+(v) := Γ \ Γ−(v),
and consider eq. (5) together with
α = αin on Γ
in, (6a)
α = 0 on Γ−(v) \ Γin, (6b)
∂nα = 0 on Γ
+(v). (6c)
Here αin > 0 is the distribution of particles at the inlet, which is taken to be constant throughout this paper.
The Dirichlet boundary condition eq. (6b) avoids unphysical inflow from so-called shadowed zones, where
particles do not make contact with the boundary [41] and the Neumann condition eq. (6c) leads to a flux,∫
Γw∩Γ+(v)
α(vTn)ds,
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which can be used to identified the particle impact rate.
In contrast to Lagrangian methods, particle rebound and crossing particle trajectories pose severe diffi-
culties in case only one particle velocity is used in the Eulerian model [41]. To circumvent this restriction,
it has been proposed [32, 34] to consider several particle species for different directions and more recent
work in this field focuses on multi-velocity formulations obtained from kinetic theory [11, 20, 21]. However,
due to their complexity, these models do not lend themselves easily to the continuous adjoint approach of
optimization and since the focus of this work lies on the shape optimization of a flow situation with one
dominating convective transport direction, we chose to use the simpler model governed by eqs. (3) and (5)
subject to eqs. (4a) to (4b) and (6a) to (6c), while being aware of its limitations.
2.2. Weak formulation
The weak formulation of the Eulerian model introduced in section 2.1 is based on the function spaces
X(Ω) := {Φu ∈ H1(Ω)3 | Φu|Γw = 0}, X0(Ω) := {Ψu ∈ X(Ω) | Ψu|Γin = 0},
M(Ω) := L2(Ω), Y (Ω) := H1(Ω)3, Y0(Ω) := {Ψv ∈ Y (Ω) | Ψv|Γin = 0},
Z(Ω) := {Φα ∈ H1(Ω)| Φα|Γ−(qv)\Γin = 0}, Z0(Ω) := {Ψα ∈ Z(Ω) | Ψα|Γin = 0},
B1(Ω) := H
1/2(Γ)3, B2(Ω) := H
1/2(Γ),
equipped with the standard L2-norms, where the restriction of functions onto boundary parts is meant in
the sense of traces. Since the boundary conditions eqs. (6b) and (6c) for the volume percentage depend
on the sign of the normal component of the particle velocity, the solution qv ∈ Y (Ω) of the weak form of
eqs. (3), (4a), and (4b), which will be given shortly, is already required for the definition of Z(Ω) and Z0(Ω).
For the sake of brevity we further denote by
E(Ω) := X(Ω)×M(Ω)× Y (Ω)× Z(Ω),
F (Ω) := X0(Ω)×M(Ω)× Y0(Ω)× Z0(Ω)×B1(Ω)×B1(Ω)×B2(Ω),
the function spaces for the forward and adjoint variables respectively and define the mappings
a(Ω, κ, λ) :=
∫
Ω
∇κ : ∇λdx, b(Ω, κ, λ) :=
∫
Ω
λ(∇ · κ)dx,
c(Ω, κ, λ, µ) :=
∫
Ω
κT∇λTµdx, d(Ω, κ, µ, λ) :=
∫
Ω
∇ · (κµ)λdx,
f(Ω, κ, λ, µ) :=
∫
Ω
dSN (κ, λ)(κ− λ)Tµdx, g(Ω, µ) :=
∫
Ω
gTµdx,
h1(Ω, κ, λ) :=
∫
Γin
(κ− uin)Tλds, h2(Ω, κ, λ) :=
∫
Γin
(κ− vin)Tλds,
h3(Ω, κ, λ) :=
∫
Γin
(κ− αin)λds.
With these definitions, the weak formulation of the stationary Eulerian particle transport model reads:
Seek q = (qu, qp, qv, qα) ∈ E(Ω), such that
c(Ω, qu, qu,Ψu) +Re
−1a(Ω, qu,Ψu)− b(Ω,Ψu, qp) = Fr−2g(Ω,Ψu),
b(Ω, qu,Ψp) = 0,
h1(Ω, qu,Ψuin) = 0,
c(Ω, qv, qv,Ψv) +K
−1a(Ω, qv,Ψv) + 2Stk−1f(Ω, qu, qv,Ψv) = Fr−2g(Ω,Ψv),
h2(Ω, qv,Ψvin) = 0,
d(Ω, qα, qv,Ψα) + Pe
−1a(qα,Ψα) = 0,
h3(Ω, qα,Ψαin) = 0,
holds for all (Ψu,Ψp,Ψv,Ψα,Ψuin ,Ψvin ,Ψαin) ∈ F (Ω).
(7)
4
2.3. Optimization problem
If the particles are treated in a Lagrangian manner, the erosion caused by their impact onto the wall is
generally predicted with either the model of Finnie [19], the Oka model [28] or the E/CRC model [50]. A
common trait of these models is, that for a given pipe material and given particle parameters the predicted
erosion pattern continuously depends on the impact angle and velocity as well as the amount of particles
hitting the wall. In the following, we restrict ourselves to the dimensionless Eulerian formulation
e(α,v,n) = α(v · n)E90(v)ζ(γ(v,n)), if vTn ≥ 0, (8)
of the erosion rate from [28] and note, that the other erosion models can be expressed similarly. Here
E90(v) = ||v||m2 , m > 0, (9)
is the erosion rate for orthogonal impact with respect to the tangential plane, and the functions
ζ(γ) := (sin γ)n1(1 +Hv(1− sin γ))n2 ,
γ(v,n) :=
pi
2
− arccos
(
vTn
||v||2
)
= arcsin
(
vTn
||v||2
)
,
with n1, n2, Hv > 0 describe the impact angle-dependency. The first factor of ζ is associated with brittle
material characteristics of the pipe, where the damaging is due to repeated plastic deformation at nearly or-
thogonal impact angles and the second factor describes ductile material characteristics, where the tangential
component of the particle velocity leads to small cuts at the surface of the pipe walls [27].
Based on these definitions we consider the cost functional
J˜(Ω,v, α) :=
∫
Γw
g(α,v,n)ds+W (Ω) (10)
with g(α,v,n) := 12e(α,v,n)
2, where the squared erosion rate from eq. (8) is used to penalize local maxi-
mums of the erosion rate at Γw. We note, that we do not take the material abrasion of the pipe over time
for the geometrical description of Ω into account, so that the problem can be considered stationary. The
second integral in eq. (10), the so-called Willmore energy [47]
W (Ω) := c1
∫
Γf
1
2
h2ds, c1 > 0,
acts as a regularization penalizing surfaces with large mean curvature h = 12∇Γ · n.
In the following we will assume, that eq. (7), the weak formulation of the Eulerian model, possesses a
unique solution, so that the reduced cost functional
J(Ω) := J˜(Ω, qv(Ω), qα(Ω)) (11)
can be defined, and consider the PDE-constrained optimization problem
Seek Ωˆ ∈ A such that
J(Ωˆ) = min
Ω∈A
J(Ω)
subject to (7).
(12)
Here the set of admissible shapes A ⊂ P(R3) denotes the set of sufficiently smooth domains for which
the non-deformable boundary part Γ \ Γf is the same as for the initial domain, and we refer the reader to
[10, p.170] for a more precise definition of A in the general framework of shape optimization.
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3. Shape calculus
The purpose of this section lies in the formal computation of the shape derivative of the reduced cost
functional eq. (11) in section 3.3. For examples of a more rigorous derivation of shape derivatives see e.g.
[10, 22, 24, 43]. In order to keep this chapter as self-contained as possible, we recall important definitions
and results from shape calculus in section 3.1. The continuous adjoint equations, which have to be solved
in order to evaluate the shape derivative, are derived in section 3.2 through the introduction of the shape
Lagrangian associated with the optimization problem eq. (12).
3.1. Preliminaries
We denote by
Θ2(R3) := {θ ∈ C2,1(R3)3 : ||θ||C2,1(R3)3 < 0.5, θ|Γ\Γf = 0}
the space of admissible deformations, equipped with the norm
||f ||C2,1(R3)3 := sup
|µ|≤2
||Dµf ||∞ + sup
|µ|=2
x,y∈Ω
x6=y
|Dµf(x)−Dµf(y)|
|x− y| , µ ∈ N
3
0. (13)
Given Ω ⊂ R3 and tV ∈ Θ2(R3) for all t ∈ [0, 1], the transformations
TtV : Ω→ R3
x 7→ TtV(x) := (I + tV)(x)
(14)
are diffeomorphisms due to the Neumann series [40] and we set ΩtV := TtV(Ω). Note that the curvature can
be defined on TtV(Γf ), since it enjoys the same smoothness properties as Γf due to the assumed regularity
of the admissible deformations.
We further denote by DTtV = I+ tDV the Jacobian of the transformation TtV and by
M(t) := DT−TtV , (15a)
ξ(t) := det DTtV , (15b)
ξΓ(t) := ξ(t)|DT−TtV n|, (15c)
the transposed inverse of this matrix, as well as the volume and surface elements of the transformation,
which satisfy M(0) = I and ξ(0) = ξΓ(0) = 1. The following Lemma, which will be applied in Theorem 2
for the computation of the shape derivative of eq. (11), addresses the derivatives of eqs. (15a) to (15c), and
a chain rule for the divergence and gradient composed with a smooth transformation of the domain given
by eq. (14).
Lemma 1. For f ∈W 1,1loc (R3), G ∈W 1,1loc (R3)
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and V ∈ C1,1(R3)3 it holds, that
ξ′(0) = ∇ · V, ξΓ′(0) = ∇Γ · V, M ′(0) = −DVT , (16)
with the tangential divergence ∇Γ · V := ∇ · V − nTDVn.
The outer normal nt on TtV(Γ) satisfies
d
dt
(nt ◦ TtV)
∣∣∣∣
t=0
=
d
dt
(
M(t)n
||M(t)n||2
)∣∣∣∣
t=0
= −(DΓV)Tn (17)
with the tangential jacobian DΓV := DV −DVnnT . Further,
∇(f ◦ T−1tV ) = (M(t)∇f) ◦ T−1tV , (18a)
∇ · (G ◦ T−1tV ) = tr(DGMT (t)) ◦ T−1tV . (18b)
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Proof. The proofs of eq. (16) and the first equality in eqs. (18a) and (18b) can be found in [10] and eq. (17)
is shown in [37]. Furthermore
∇ · (G ◦ T−1tV ) = tr(D(G ◦ T−1tV )) = tr((DG ◦ T−1tV ) DT−1tV ) = tr((DGMT (t))) ◦ T−1tV
holds due to the chain rule.
We now define derivatives of shape functionals with respect to changes of the domain.
Definition 1 ([42]). J : A → R is said to have the Eulerian semi-derivative in direction V ∈ Ck,1(R3)3 for
k ∈ N, if the limit
dJ(Ω)[V] := lim
t↘0
J(TtV(Ω))− J(Ω)
t
(19)
exists. It is called shape differentiable of order k, if this limit exists for all V ∈ Ck,1(R3)3 and the mapping
V 7→ dJ(Ω)[V] is linear and continuous. Equation (19) is then called shape-derivative of J .
3.2. Adjoint equations
In order to compute the Eulerian semi-derivative of eq. (11), we have to determine the corresponding
adjoint equations. This is done by introducing the shape Lagrangian associated with the optimization
problem and following the approach described in [10, Chap. 10]. Given Φ := (Φu,Φp,Φv,Φα) ∈ E(Ω) and
Ψ := (Ψu,Ψp,Ψv,Ψα,Ψuin ,Ψvin ,Ψαin) ∈ F (Ω) we introduce the PDE-constraint
Q(Ω,Φ,Ψ) :=c(Ω,Φu,Φu,Ψu) +Re
−1a(Ω,Φu,Ψu)− b(Ω,Ψu,Φp)− Fr−2g(Ω,Ψu)
+ b(Ω,Φu,Ψp) + c(Ω,Φv,Φv,Ψv) +K
−1a(Ω,Φv,Ψv)
+ 2Stk−1f(Ω,Φu,Φv,Ψv)− Fr−2g(Ω,Ψv)
+ d(Ω,Φα,Φv,Ψα) + Pe
−1a(Φα,Ψα)
+ h1(Ω,Φu,Ψuin) + h2(Ω,Φv,Ψvin) + h3(Ω,Φα,Ψαin)
of the weak formulation eq. (7). The shape Lagrangian associated with eq. (12) is defined through
G(Ω,Φ,Ψ) := J˜(Ω,Φv,Φα) + Q(Ω,Φ,Ψ), (20)
and we note that the weak solution q of eq. (7) satisfies
DΨG(Ω, q, ·)[Ψ] = 0 ∀Ψ ∈ F (Ω).
The adjoint state λ := (λu, λp,λv, λα,λuin ,λvin , λαin) ∈ F (Ω) is defined as the solution of
DΦG(Ω, q, λ)[Φ] = 0 ∀Φ ∈ E(Ω), (21)
and in order to explicitly derive the adjoint equations, we take the derivative with respect to the individual
components of Φ.
Choosing Φ = (0, 0, 0,Φα) in eq. (21) and using integration by parts, we obtain the adjoint volume
percentage transport equation∫
Γin
Φαλαinds+
∫
Ω
−qTv ∇λα Φαdx+ Pe−1
∫
Ω
∇λTα ∇Φαdx
+
∫
Γ+(qv)
Φα(q
T
v n)λαds = −
∫
Γw
∂Φαg(qα, qv,n)Φαds ∀Φα ∈ Z(Ω).
(22)
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Choosing Φ = (0, 0,Φv, 0) in eq. (21), we derive∫
Γin
λTvinΦvds+
∫
Ω
(λTv ∇qv − qTv ∇λTv − (∇ · qv)λTv )Φvdx+
∫
Ω
∇ · (qαΦv)λαdx
+ 2Stk−1
∫
Ω
(∂Φv d˜SN (qu, qv,λv))
TΦvdx+K
−1
∫
Ω
∇λv : ∇Φvdx+
∫
Γ\Γin
(qTv n)λ
T
v Φvds
= −
∫
Γw
∂Φvg(qα, qv,n)
TΦvds ∀Φv ∈ Y (Ω),
(23)
where the contribution
d˜SN (Φu,Φv) := dSN (Φu,Φv)(Φv −Φu)Tλv
stems from the drag term. Its derivatives are given through
(∂Φu d˜SN (qu, qv))
TΦu = ((qv − qu)Tλv)∂ΦudSN (qu, qv)TΦu − dSN (qu, qv)λTv Φu,
(∂Φv d˜SN (qu, qv))
TΦv = ((qv − qu)Tλv)∂ΦvdSN (qu, qv)TΦv + dSN (qu, qv)λTv Φv
= −(∂Φu d˜SN (qu, qv))TΦv,
with
∂ΦuidSN (qu, qv) = 0.10305 (ρfdpµf
−1)0.687
qui − qvi
||qv − qu||1.3132
, ∂ΦvidSN (qu, qv) = −∂ΦuidSN (qu, qv).
The adjoint fluid velocity equation∫
Γin
λTuinΦuds+
∫
Ω
λTu ∇qu Φu − qTu ∇λTu Φudx+
∫
Γout
(qTun)(λ
T
uΦu)ds
+Re−1
∫
Ω
∇λu : ∇Φudx+
∫
Ω
λp∇ ·Φudx
= 2Stk−1
∫
Ω
(∂Φu d˜SN (qu, qv,λv))
T Φudx ∀Φu ∈ X(Ω),
(24)
and the incompressibility condition ∫
Ω
Φp∇ · λudx = 0 ∀Φp ∈M(Ω), (25)
are obtained by choosing Φ = (Φu, 0, 0, 0) and Φ = (0,Φp, 0, 0) respectively in eq. (21).
We note, that due to the decoupling of the forward equations, the components of the adjoint state λ can
also be obtained in a decoupled manner by solving the sub-problems eq. (22), eq. (23) as well as eqs. (24)
and (25) in order. Even though we restrict ourselves to the OKA erosion model [28], the adjoint transport
equation eq. (22) and the adjoint particle velocity equation eq. (23) remain valid for the volume-averaged
formulation of the erosion model of Finnie and the E/CRC model, since only the partial derivatives of g
have to be replaced accordingly.
3.3. Shape derivative
Given the solutions of the forward and adjoint problem on Ω, we formally compute the shape derivative
of eq. (11) in the following theorem.
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Theorem 2. Let V ∈ C2,1(R3)3. If it exists, the Eulerian semi-derivative of eq. (11) in direction V is given
through
dJ(Ω)[V] =
∫
Γw
g(qα, qv,n)∇Γ · V − (∂ng(qα, qv,n))T (DΓV)Tnds
+ c1
∫
Γf
(
(I− (DΓx+ (DΓx)T ))DΓV
)
:
(
DΓ(hn)
)
+
1
2
(∇Γ · (hn))(∇Γ · V)ds
+
∫
Ω
(
(qTu∇qTu − Fr−2gT )λu +Re−1∇qu : ∇λu − qp∇ · λu + λp∇ · qu
)∇ · Vdx
+
∫
Ω
((
qTv ∇qTv + 2Stk−1dSN (qu, qv)(qv − qu)T − Fr−2gT
)
λv
)
∇ · Vdx
+
∫
Ω
K−1(∇qv : ∇λv)∇ · Vdx+
∫
Ω
(
λα∇ · (qαqv) + Pe−1∇qTα∇λα
)∇ · Vdx (26)
−
∫
Ω
qTuDVT∇qTuλu +Re−1
(
(DVT∇qTu )) : ∇λu +∇qu : (DVT∇λTu )
)
dx
−
∫
Ω
λptr(DquDV)− qptr(DλuDV)dx
−
∫
Ω
qTv DVT∇qTv λv +K−1
(
(DVT∇qTv )) : ∇λv +∇qv : (DVT∇λTv )
)
dx
−
∫
Ω
λαtr(D(qαqv)DV) + Pe−1
(
(DVT∇qα) : ∇λα +∇qα : (DVT∇λα)
)
dx.
Proof. Let
G (t,Φ,Ψ) := G(ΩtV ,Φ ◦ T−1tV ,Ψ ◦ T−1tV ) (27)
with the shape Lagrangian from eq. (20). In [10] it is shown, that if the Eulerian semi-derivative of eq. (11)
exists, it can be computed through
dJ(Ω)[V] = ∂tG (0, q, λ), (28)
where q ∈ E(Ω) if the solution of the weak forward problem eq. (7) and λ ∈ F (Ω) the solution of the weak
adjoint problem eq. (21). The domain-dependency of the function spaces of the ansatz and test functions
E(ΩtV) and F (ΩtV) in eq. (27) is circumvented by parametrizing E(ΩtV) and F (ΩtV) by elements of E(Ω)
and F (Ω) composed with T−1tV , see e.g. [52, Theorem 2.2.2, p. 52]. In order to compute the partial derivative
on the right hand side of eq. (28), we use the transformation rule to pull back the integrals in eq. (27) to Ω,
as well as eqs. (18a) and (18b). Since the derivative of the Willmore functional is given in [3], we consider
G (t,Φ,Ψ)−W (ΩtV)
=
∫
Γw
g(Φα,Φv,nt ◦ TtV)ξΓ(t)ds+
∫
Ω
ΦTu M(t)∇ΦTu Ψuξ(t)dx
+Re−1
∫
Ω
(M(t)∇ΦTu ) : (M(t)∇ΨTu )ξ(t)dx− Fr−2
∫
Ω
gTΨuξ(t)dx
−
∫
Ω
Φptr(DΨuM
T (t))ξ(t)dx+
∫
Ω
Ψptr(DΦuM
T (t))ξ(t)dx
+
∫
Ω
ΦTv M(t)∇ΦTv Ψvξ(t)dx+ 2Stk−1
∫
Ω
dSN (Φu,Φv) (Φv −Φu)T Ψvξ(t)dx (29)
+K−1
∫
Ω
(M(t)∇ΦTv ) : (M(t)∇ΨTv )ξ(t)dx− Fr−2
∫
Ω
gTΨvξ(t)dx
+
∫
Ω
Ψαtr(D(ΦαΦv)M
T (t))ξ(t)dx+ Pe−1
∫
Ω
(M(t)∇Ψα)T (M(t)∇Φα)ξ(t)dx
+
∫
Γin
(Φu − uin)T ΨuinξΓ(t)ds+
∫
Γin
(Φv − vin)TΨvinξΓ(t)ds+
∫
Γin
(Φα − αin)ΨαinξΓ(t)ds.
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Equation (26) is then obtained from eq. (28) using the identities eqs. (16) and (17), where the last three
integrals in eq. (29) vanish due to ξΓ
′(0) = ∇Γ · V = 0 on Γin.
4. Numerical implementation
This section is devoted to the description of the numerical framework for the gradient-based treatment
of the shape optimization problem eq. (12). In section 4.1 we describe the projection of the shape derivative
eq. (26) and the mesh deformation procedure, and in section 4.2 we comment on the discretization of the
partial differential equations with finite elements, as well as the non-linear and linear solvers.
4.1. Gradient projection
In order to obtain smooth mesh deformations from the shape derivative eq. (26), we use the approach
of solving the linear elasticity equations with the volume and surface parts of the shape gradient acting
as body forces and surface tractions, see e.g. [14, 38], in conjunction with a recently proposed correction
procedure for the volume mesh deformation [17]. Given the space of deformations
D :=
{
W ∈ H1(Ω)3
∣∣∣ W |Γ\Γf = 0} ,
we identify the shape derivative eq. (26) with an element W ∈ D by solving
A(W,V) = dJ(Ω)[V] ∀V ∈ D (30)
with an elliptic bilinear form A. For this purpose we introduce the strain and stress tensors
σ(W) := λtr((W))I+ 2µ(W), (W) := 1
2
(∇W +∇WT ),
with the first and second Lame´ parameters λ and µ. Proceeding in a similar manner as [38], we set ν = λ = 0
and µ :=
√
µ∗ with the solution µ∗ of the weak form of
∆µ∗ = 0 in Ω,
µ∗ = µ∗max on Γ
f ,
µ∗ = µ∗min on Γ \ Γf ,
(31)
for µ∗min = 1 and µ
∗
max = 100, and set
A(W,V) :=
∫
Ω
σ(W) : (V)dx. (32)
In addition to the projection step eq. (30), we use a recently proposed gradient correction procedure
[17], which has been shown to successfully remove spurious components in the discretized gradient. Upon
introducing
N : L2(Γ)×H1(Ω)3 → R
(F,V) 7→
∫
Γ
F (VTn)ds,
this method introduces the additional saddle-point problem
Find (F,Π) ∈ L2(Γ)×H1(Ω)3, s.t.
N(E,Π) = 0 ∀E ∈ L2(Γ),
N(F,V) + A(Π,V) = dJ(Ω)[V] ∀V ∈ D.
(33)
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Given the solutions Wh and (Fh,Πh) of the Galerkin finite element formulations of eqs. (30) and (33)
with linear Lagrange elements, the components of the discrete restricted shape gradient
Gh :=Wh −Πh ∈ R3k (34)
contain the deformation directions at the k ∈ N mesh vertices Xh ∈ R3k. Note, that due to the first
equation in eq. (33) the correction variable Π contains only tangential components at Γ, and that Gh and
Wh therefore induce the same shape changes up to the discretization error introduced by the approximation
of this saddle point problem.
With eq. (34) and the discretized formulation of the forward and adjoint PDEs as well as eqs. (30), (31),
and (33), we iteratively deform the current mesh according to Algorithm 1. Here the step size tj > 0 is
required to fulfill the Armijo condition [48] in order to obtain a sufficient decrease of J , and we additionally
impose [17]
1
2
≤ det (I+ tjDGhj ) ≤ 2, ||tjDGhj ||F ≤ 0.3, (35)
with the Frobenius norm ||M ||F of the matrix M . These restrictions intend to restrict the maximal mesh
volume and angle changes in the deformation step and therefore to avoid inverted mesh elements.
Algorithm 1 (Gradient descent method).
Create mesh Xh1 on the initial domain Ω1
Set converged← false
repeat
Compute state and adjoint variables from (7) and (21)
Compute restricted shape gradient Ghj from eqs. (30), (31), and (33)
if Step size tj yields decrease in the cost function then
Xhj+1 ← Xhj − tjGhj
else
converged← true
end if
until converged
Remark 1. We note, that there exist more sophisticated higher-order methods for shape optimization
problems based on the analytical shape Hessian or approximations thereof; see [15, 17, 36, 38, 39] for some
examples. However, since Algorithm 1 yielded satisfactory results for the test case considered in section 5,
we did not further pursue one of these approaches.
4.2. Discretization and iterative solvers
For the implementation of Algorithm 1 we utilize the assembling and solution capabilities of COMSOL
Multiphysics 5.3a [8]. In order to keep the computational effort for one iteration of Algorithm 1 on a given
mesh as small as possible, we choose linear Lagrange elements for the discretization of the state and adjoint
variables as well as Wh, Fh and Πh.
It is well known, that equal-order Lagrange elements for fluid velocity and pressure do not fulfill the LBB-
condition [16] and stabilization techniques have to be considered. For the forward and adjoint fluid equations
we apply the Streamline-Upwind-Petrov-Galerkin (SUPG) and Pressure-Stabilized-Petrov-Galerkin (PSPG)
methods, as well as a least-squares penalization of the incompressibility condition (LSIC) with the parameters
proposed in [29]. The forward and adjoint particle velocity equations are stabilized through a combination
of the SUPG-method [5] and a viscosity ramping strategy for the diffusion constant up to K−1 = 10−4.
In contrast to the Navier-Stokes and particle velocity equations, we use the predefined COMSOL module
Chemical Species Transport Interface for the forward and adjoint transport equations. This module includes
SUPG and crosswind-diffusion stabilization [7, 12], the later of which introduces non-linear terms to these
linear equations.
The non-linear forward equations as well as the adjoint transport equation are solved with a damped
Newton method, where a restarted GMRES solver with Krylov-dimension 50 and an algebraic multigrid
11
preconditioner is used for the linear sub-problems, and the same linear solver is also used for the remaining
adjoint equations. Due to the ellipticity of the differential operators in eq. (30) and eq. (31), we use the
CG method in conjunction with a symmetric overrelaxed Gauss-Seidel preconditioner for the corresponding
discretized problems. Owing to its saddle-point structure, this preconditioning technique can not be applied
for the volume mesh correction step eq. (33), where the symmetric system matrix of the discretized problem
is not positive definite. Despite this restriction, the CG method without preconditioner showed satisfactory
convergence behavior for the test cases considered in section 5, which is why we preferred it over, e.g., an
approach based on the Schur complement [49].
5. Numerical results
This section is devoted to the numerical validation of the Eulerian particle model and the shape derivative
eq. (26) of eq. (11). To this end, we compare the predicted particle impact rates with respect to the Stokes
number for a 90◦ bend to experimental data and reference simulations in section 5.1. In section 5.2 we then
apply Algorithm 1 to minimize the erosion rate caused by a monodisperse particle jet for this test case and
compare the initial and optimized geometry for a wider range of Stokes numbers.
5.1. Validation of computed impact rates
In order to verify the accuracy of the non-conservative formulation of the Eulerian particle model, we
compute the impact rates for various Stokes numbers by changing the particle diameters for the bend
depicted in Figure 2, where due to the symmetry of the problem only one half of the geometry has to be
considered. The complete set of parameters describing the geometry based on Figure 1 as well as the flow
and particle parameters is given in Table 1. The parameters are chosen in accordance with the experimental
test case considered [31] and the numerical studies [6, 30, 45, 46] thereof.
Figure 2: Initial geometry and de-
formable boundary part
0 0.2 0.4 0.6 0.8 1 1.2 1.4
0
0.2
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0.8
1
Stk
η Eulerian model eq. (36)
Pui et al. [31]
Vasquez et al. [46]
Pilou et al. [30]
Tsai & Pui [45]
Breuer et al. [6]
Figure 3: Comparison of calculated impact rates with numerical and experimental
studies
The question of an adequate mesh size for this test case has been investigated in [46], where the authors
report, that a resolution beyond approximately 5 × 105 tetrahedral elements for the full bend including a
boundary layer refinement at Γw did not change the predicted impact rates. In order to obtain a satisfying
spatial resolution of the derivatives of the erosion rate e on Γw, we use a slightly finer mesh, which consists
of 1.28× 106 tetrahedral elements and k = 3.2× 105 vertices with a prismatic boundary layer refinement at
Γw for the half bend from Figure 2.
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Table 1: Fluid, particle and stabilization parameters (in SI-units)
Variable Value Description
dt 3.95 · 10−3 inlet and outlet diameter
rb 1.13 · 10−2 radius of curvature
R0 5.7 curvature ratio
ρf 1.18 fluid density
µf 1.85 · 10−5 dynamic fluid viscosity
u0 3.86 mean fluid velocity on Γ
in
ρp 895 density of particles
dp 5− 16 · 10−6 particle diameter
Stk 0.13− 1.34 Stokes number
Fr 27.7 Froude number
Re 1000 Reynolds number
De 419 Dean number
K 104 artificial viscosity constant
Pe 108 Peclet number
Given the solution q ∈ E(Ω) of eq. (7), the predicted particle impact rates
η := 1−
∫
Γout
qα(q
T
v n)ds
/∫
Γin
qα(q
T
v (−n))ds (36)
are depicted in Figure 3. While for Stk > 0.43 very good agreement with the reference studies can be
observed, the Eulerian model seems to slightly over-predict η for Stk ≤ 0.43. However, the deviation of the
values corresponding to these small diameters from the highest impact rates reported in [6] is within the
range of deviations among the reference studies, so that we proceed with the treatment of the optimization
problem introduced in section 2.3.
5.2. Shape optimization of the bend
In this section we apply Algorithm 1 to the initial geometry from Figure 2 for the numerical solution of
the optimization problem eq. (12). In order to demonstrate our approach, we use the model parameters given
in Table 1 for the particle species with Stk = 0.33. Since we want to keep the influence of the curvature
regularization on the cost functional eq. (10) and thus on the optimized shape as small as possible, we
choose c1 = 0.01
∫
Γw
g(α,v,n)ds/
∫
Γf
1
2 h
2ds, where the integrals are evaluated on the initial geometry.
Additionally we use the parameters m = 2.36, Hv = 2, n1 = 0.78 and n2 = 1.25 for the erosion rate eq. (8),
which are taken from [27] to model the material characteristics of stainless steel. With these parameters,
the local erosion rate is smallest for almost tangential impacts.
Inspired by the Hadamard structure theorem [42], we consider the norm
||G||Γf :=
√∫
Γf
(G · n)2ds (37)
as a measure for shape changes induced by G ∈ D and iteratively deform the current geometry according to
Algorithm 1 until no more decrease in the objective can be obtained. To ensure, that this only happens close
to a stationary point of the optimization problem eq. (12), we track the relative decrease in the objective as
well as the gradient norms Ghj ∈ R3k with the discrete counterpart of eq. (37) on the corresponding geometry.
Since we only consider piece-wise linear elements for the representation of the discrete shape derivative, an
approximation of the integrals in eq. (37) with the trapezoidal rule is sufficiently accurate.
Figure 4a shows the decrease in the objective and the gradient norms eq. (37) during the optimization.
Since most of the decrease in the objective is achieved in the first half of the iterations, and since the relative
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(a) Convergence history of the optimization algorithm
for Stk = 0.33
(b) Optimized (thick lines) and initial geometry (thin
lines)
Figure 4: Application of Algorithm 1 to the initial geometry from Figure 2
gradient norms fall even beyond that point, we deduce that a locally optimal shape has been obtained. This
geometry is depicted in Figure 4b together with the initial bend, and in Figure 5 the erosion rates on
both geometries are compared. Since we incorporated the squared erosion rate in the definition of the cost
functional eq. (10), the maximal erosion rate due to the impact of particles with Stk = 0.33 can be decreased
by 76% with respect to the initial geometry.
(a) Erosion rate e on the initial bend (b) Erosion rate e on the optimized bend
Figure 5: Erosion rates on Ω1 and Ω18
In order to investigate this decrease of the objective more closely, we recall that e is defined in eq. (8)
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as the product of the local impact rate, the norm of the impact velocity and the impact angle dependent
function ζ, and turn our attention towards these individual contributions shown in Figures 6 and 7. From
Figures 6a to 6c it can be seen, that all of those three factors are relatively high in the center of the outer
bended segment, which explains the relatively high erosion rates from Figure 5a. For the optimized geometry,
the regions of the unfavorable less tangential impact angles, and higher impact velocities are shifted towards
the lower part of the bended segment and the impact rates are distributed more evenly along Γf , which can
be seen in Figures 7a to 7c. In contrast to the initial geometry however, the regions of high impact rates
do not coincide with the regions of larger impact angles and higher impact velocities, which results in the
reduction of the objective observed in Figure 4a.
(a) Impact rate α(vTn) (b) Impact angle γ(v,n) (in ◦) (c) Impact velocity ||v||2
Figure 6: Impact rates, velocities and angles for the initial geometry
(a) Impact rate α(vTn) (b) Impact angle γ(v,n) (in ◦) (c) Impact velocity ||v||2
Figure 7: Particle impact rates, angles and velocities for the optimized geometry
Even though we considered only a single particle species during the optimization, we expect a continuous
dependence of the erosion rate on the Stokes number in a neighborhood of the chosen value of Stk = 0.33.
This behavior can be observed in Figure 8a, where the integrated erosion rates
E(Ω) :=
∫
Γw
e(qα, qv,n)ds (38)
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for all of the Stokes numbers given in Table 1 are shown. For all particle species with Stk > 0.2, eq. (38)
is decreased by at least 20% with respect to the corresponding value on the initial geometry. It can be
seen from Figure 8b, that these erosion rates are not decreased through lower impact rates, since they are
slightly higher on the optimized geometry. We can therefore deduce, that the impact conditions for the
optimized geometry are less damaging due to smaller impact angles and reduced impact velocities for all of
the considered particle species.
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(a) Erosion on the initial and optimized geometry
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(b) Impact rates η for the initial and optimized geometry
Figure 8: Erosion and impact rates on the initial and optimized geometry for different Stokes numbers
6. Conclusion
In this work we considered an optimal shape design problem, where the erosion due to the impact of
a monodisperse particle stream at the walls of a bended pipe segment is to be minimized. We used a
one-way coupled, volume-averaged transport model instead of Lagrangian particle tracking, since it allows
the use of methods from PDE-constrained shape optimization, and formally derived the adjoint equations
and the shape derivative for a class of optimization problems based on this model. We then applied the
shape derivative within a gradient descent method for the minimization of the maximal erosion rate for a
three-dimensional test case. We observed, that the erosion rate on the obtained geometry is reduced not
only for the particle species, that is used during the optimization, but also for a wider range of particle
diameters. While our approach is currently restricted to laminar flow situations, for future work we plan
to incorporate it as a coarse model within a shape optimization framework for turbulent particle erosion
problems based on space-mapping techniques [1, 2].
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