D espite its importance, our understanding of soil moisture and related hydrological processes in small watersheds (catchments [0.1-1 km 2 ] and subwatersheds [1-80 km 2 ]) is reaching an impasse. Watershed modeling has developed signifi cantly with the advent of computers; however, measurement capability has not kept pace. Measurements at a point, with a scale (?1 dm 3 ), have advanced with a range of in situ sensors, while measurements at basin (2,500-25,000 km 2 ) and continental scales have advanced with remote sensing. However, this has left an intermediate scale gap, where we lack spatial data describing watershed patterns and networks that could help us to understand emergent behavior of small watersheds.
D espite its importance, our understanding of soil moisture and related hydrological processes in small watersheds (catchments [0.1-1 km 2 ] and subwatersheds [1-80 km 2 ]) is reaching an impasse. Watershed modeling has developed signifi cantly with the advent of computers; however, measurement capability has not kept pace. Measurements at a point, with a scale (?1 dm 3 ), have advanced with a range of in situ sensors, while measurements at basin (2,500-25,000 km 2 ) and continental scales have advanced with remote sensing. However, this has left an intermediate scale gap, where we lack spatial data describing watershed patterns and networks that could help us to understand emergent behavior of small watersheds.
With growing interest in watershed observatories, both hydrological and ecological, the focus of this review is to describe recent advances in soil water content measurement methods. We consider the issue of the intermediate scale gap and identify several emerging methods and technologies from geophysics and through the development of distributed sensors that may help fi ll this gap. We begin by reviewing the role of soil moisture at the continental scale and then move to watershed spatial patterns and the ecohydrological importance of soil moisture. In the main body of the review, we describe soil physical properties from which water content is determined and review instrumentation used for this purpose. We then examine the issue of how we bridge between measurements made at the point scale (<1 m 2 ) and the need for model areal estimates at scales of 10 to 100 m 2 . Finally, we discuss some of the important advances needed to move the research forward.
2006; Rodriguez-Iturbe et al., 1999a,b) . Continental averages indicate that approximately 58% of net radiation is used to drive evaporation and transpiration, while the remaining 42% heats the land surface (Ohmura and Raschke, 2005) . Vegetation is quite effi cient at removing water from soils and returning it to the atmosphere. Entekhabi et al. (1996) identifi ed preferred soil moisture states due to precipitation recycling in continental locations. In this case, soil moisture becomes an important source of atmospheric water, a fraction of which falls as precipitation back on the land surface downwind from the site of the original evapotranspiration. Th is feedback between land-surface evaporation and precipitation is a signifi cant source of rainfall in larger midcontinental basins like the Mississippi and Amazon. Subsequently, when low soil water contents persist, precipitation is reduced, increasing the likelihood of dry conditions. Conversely, wet periods can help maintain soil moisture. Th is positive feedback creates a bimodal distribution of soil moisture probability over large watersheds, with important climatic implications. Many investigations have observed a strong relationship between soil moisture and precipitation variability (van der Schrier and Barkmeijer, 2007; Hong and Kalnay, 2000; Trenberth and Guillemot, 1996; Koster et al., 2004) .
Watershed Soil Moisture Patterns
Spatial patterns of soil moisture are determined by a number of physiographic factors that aff ect the vertical and lateral redistribution of water in the vadose zone. Th e factors that infl uence vertical redistribution of soil moisture are better understood because of the preponderance of soil pit and column studies. Soil texture, layering, vegetation, and the depth to water table are the dominant factors. Identifi cation of the factors that cause lateral redistribution is a relatively recent occurrence, albeit detailed space-time evaluation of soil moisture fi elds and their infl uence on runoff generation have been performed at only a few sites around the globe. Two such studies were performed in small catchments in Victoria, Australia, and the North Island of New Zealand Western et al., 1999; Grayson et al., 1997) .
At the watershed scale, soil moisture is the major control for rainfall-runoff response, especially where saturation excess runoff processes dominate (Dunne and Black, 1970) . Th e space-time evolution of soil moisture is controlled by a number of factors. Topography and landscape position are dominant during wet states, while slope aspect, vegetation, texture, and vertical structure are more important in dry states. Downslope fl ow through preferential pathways in the soil is highly eff ective at conveying water toward lower portions of hillslopes in humid regions (Uchida et al., 1999; Hewlett and Hibbert, 1963) . Th is is in contrast with arid and semiarid regions, where surface runoff is produced during intense rainfall, increasing soil moisture in the downslope direction due to infi ltration of run-on (Western et al., 2001) . During nonrainy periods, slope-aspect and net radiation drive evapotranspiration, and the spatial variation in soil moisture is controlled by vegetation (Seyfried and Wilcox, 1995) . Th e importance of soil moisture on continental hydrology necessitates better understanding of these abrupt transitions, semistable bimodal states, climatic infl uences, and thresholds. Th is improved understanding of emergent behavior in watersheds will only be achieved through better measurement capabilities over a range of space and time scales that can be successfully integrated into modeling frameworks.
Ecohydrological Contribution of Soil Moisture
In terms of the global hydrological cycle, the overall quantity of soil moisture is small ~0.05% (Dingman, 2002) . However, soil moisture (θ) provides the plant-available transpirable pool of water for vegetative life on this planet and should be viewed as a valuable ecohydrological natural resource. Competition for water between agricultural irrigation and natural ecosystems continues to increase (FAO, 2006; World Bank, 2006) . Water withdrawn for irrigation is lost to natural ecosystems and can lead to their decline. Understanding how much of the θ resource can be used without signifi cantly damaging the natural ecosystem is one of the keys to sustainable development and the prevention of ecosystem decline. Particularly in drylands, θ is one of the major controls on ecosystem structure, function and diversity (Rodriguez-Iturbe and Porporato, 2005) .
Soil moisture pulses are thought to be one of the controls on a hierarchy of physiological responses observed in plants in arid and semiarid ecosystems . Perhaps more than the physical amount of water, the ecologist is interested in the function of that pool of water (Ryel et al., 2008) . It is often of more value to know the quantity of transpirable water within energy bounds, such as between saturation (0 MPa) and the permanent wilting point (~−1.5 MPa). Letey (1985) introduced the concept of a nonlimiting water range in soils, describing optimum physical conditions for plant growth. It forms a useful conceptual framework for demonstrating the importance of θ on soil physical properties aff ecting plant growth (see Fig. 1a ). Figure 1a illustrates that decreasing water content increases the mechanical resistance, making it harder for plant roots to penetrate into the soil, but conversely increases the temperature and aeration; increasing water content causes the reverse. Water, therefore, is the major control on soil physical properties aff ecting plant growth.
Water content also exerts a strong control on soil biogeochemistry (Fig. 1b) , including microbial activity (Skoop et al., 1990) , nitrogen mineralization (Stanford and Epstein, 1974) , and biogeochemical cycling of nitrogen and carbon (Stanford and Epstein, 1974; Turcu et al., 2005; D'Odorico et al., 2003; Ridolfi et al., 2003; Gower et al., 1992; Wildung et al., 1975) . Focusing on the soil microbial population as the powerhouse of biogeochemical reaction, Skoop et al. (1990) presented a conceptual model showing the eff ect of water content on microbial growth (Fig. 2a) suggesting that aerobic microbial activity is constrained by diff usion limiting processes. In reality the curve is probably skewed. Th e quantity of air-fi lled porosity signifi cantly impacts both the nitrogen and carbon cycles. Volumes of work have been written on the eff ects of θ and temperature on nitrogen mineralization (Sierra, 1997; Cassman and Munns, 1980; Stanford and Epstein, 1974; Drury et al., 2003; Myers et al., 1982; Reichman et al., 1966) . Certainly no simple relation describes all soils. A particularly illustrative set of data was presented recently (Schjonning et al., 2003) and is reproduced in Fig. 2b . Th e data show both the net nitrifi cation and the CO 2 evolution from three soils, with varying clay content from 11 to 22 to 34%, as a function of θ. Th e nitrifi cation exhibits a clear maximum that depends on θ and clay content. Th e CO 2 evolution shows a linear increase as θ increases and then appears to reach a sill, although it would be expected to decrease at full saturation, which was not measured.
The Need for Observatory Scale Measurement
Th ere is currently a gap in our ability to routinely measure θ at intermediate scales (subwatershed or catchment or vegetation stands) for hydrological, ecohydrological, and biogeochemical studies. For convenience in the discussion of scales, we adopt the Center for Watershed Protections defi nitions of watershed management units (Zielinski, 2002) , with their approximate corresponding areas: basin (2500-25,000 km 2 ), subbasin (250-2,500 km 2 ), watershed (80-250 km 2 ), subwatershed (1-80 km 2 ), and catchment (0.1-1 km 2 ). Although these delineations are subjective, they guide the reader in relating water content measurements to hydrological scales of interest. Measurement constraints at the sample scale (?0.1-1 dm 3 ) and at the soil surface at large spatial scales using remote sensing have left signifi cant gaps in our understanding, especially for intermediate-scale watershed processes, primarily because good quality data is lacking (Western et al., 2002) . Measurement of θ at small watershed scales is particularly important for closing the water balance at small scales, understanding biogeochemical processes, continuing to develop Soil water content control of soil biogeochemical reactions and processes including pH, acidity alkalinity, and Eh, the electrical potential of the system relative to the potential of a standard hydrogen electrode. Skoop et al. (1990) indicating conceptually how microbial activity is affected by soil water content. (b) Data from Schjonning et al. (2003) for a sand (L1), sandy loam (L2), and clay (L3) showing nitrifi cation and CO 2 production as a function of water content.
FIG. 2. (a) Schematic altered from
hydrologic models, and determining the pools of soil water that control emergent ecosystem structure and function.
The existence of this measurement gap may be caused in part by the two main historical directions from which the measurement of θ has developed. Point measurements have been predominantly developed for applications in agriculture, to understand fi eld-scale soil water dynamics (Topp and Ferré, 2002) , whereas more recently, satellite remote sensing has developed capabilities that contribute to understanding the hydrology of land-surface-atmosphere interactions, especially at river basin, continental, and global scales (Kerr et al., 2001) . Figure 3 presents a space-time diagram relating measurement capabilities to scales at which hydrological process can be observed. Our present technological capabilities for measuring θ are shown within the boxes with solid lines and are generally constrained to the upper and left sides. However, we are often interested in the complex interaction of many processes that bring about the "emergent" or "system" behavior of a watershed or ecosystem. Th is scale of interest often falls between current measurement capabilities. New developments in instrumentation, geophysical networks, and sensor networks, shown in boxes with dashed lines, can help bridge the gap for process space-time scales of interest.
Pioneering small watershed-scale measurements using time domain refl ectometry (TDR) instrumentation were presented by Western et al. (1999) , Western and Grayson (1998) , and Grayson et al. (1997) (see Fig. 4 ). Th ese measurements were made using a mobile, stop-and-go TDR system in a 10-ha watershed in Australia. Th ey illustrate how watershed patterns of soil moisture change in space and time, from structured when wet to random when dry. Understanding these patterns and dynamics is important for describing hydrological runoff response.
Advances in wireless and sensor technology are increasing the feasibility of using distributed sensor networks, which may be one way to move toward observing soil water processes at these scales of interest, bridging ground-based sensors and remote sensing. Other promising avenues of research include continued improvement of remote sensing and advances in geophysical instrumentation. Perhaps some combination of these methods is required to provide comprehensive spatial and temporal coverage. Th e main question is how to advance the science and technologies to move forward and measure at intermediate scales.
Th e growing scientifi c emphasis on observatories in the United States, such as the National Ecological Observatory Network (NEON) and the WATERS network for hydrology, is stimulating research interest in measurement capability. Th e importance of observatories is that measurement eff orts can be focused on and concentrated in specifi c locations to try and capture system response and emergent behavior. It provides an opportunity to link multiple point observations with regional response, by observing intermediate-scale processes. In particular, breakthroughs in sensor technology and lower costs make distributed sensing feasible; capitalizing on this is the next major challenge for hydrological and environmental science.
Physical Properties Used to Determine Water Content

Thermogravimetric Measurement
Soil moisture is a soil physical state variable that controls or modulates many physical, biological, and chemical processes. Th e amount of water in soils is expressed primarily in two diff erent ways, either on a volumetric (θ v ) or a gravimetric (θ g ) basis. Th e volumetric measurement is as cubic meter per cubic meter and the gravimetric measurement is gram per gram of oven-dried soil at 105°C. Both of these quantities are related by
where ρ b is the soil dry bulk density and ρ w is the density of water. We are mostly interested here in measurements of volumetric water content, for which we use the symbol θ unless otherwise stated. Th e standard reference method for determining θ in soils is to oven dry mineral soil samples, usually 100 g or less, at 105°C (ASTM, 1979; Gardner, 1986; Topp and Ferré, 2002) . Exceptions are for organic soils and gypsiferous soils, when the temperature is usually decreased to 70°C. Samples are left in the oven until there is no further signifi cant weight loss, which usually takes from 10 to 24 h. Volumetric water content is determined using samples with a known volume. Alternatives to oven drying have been suggested, such as microwaving 20 g of soil for 20 min in a 600 to 650 W microwave (Gee and Dodson, 1981) , and more recently, a low-cost "lightbulb oven" has been proposed (Whitaker et al., 2006) for use by elementary and high school students who do not have access to laboratory ovens. Determining water content by oven drying remains a somewhat arbitrary measure, as Gardner The extent of the watersheds is determined from the major axis of a 2:1 ellipse and surface areas according to Zielinski (2002) . B, basin (2500-25,000 km 2 ); SB, subbasin (250-2,500 km 2 ); W watershed (80-250 km 2 ); SW, subwatershed (1-80 km 2 ); C, catchment (0.1-1 km 2 ). Current technology is constrained to measuring processes with space and time scales consistent with boxes having solid lines. The new technologies and methods (dashed lines) form a bridge between current sensor and remote sensing capabilities. They improve our ability to monitor rapid soil moisture change at small watershed scales.
(1986) pointed out. Th ermogravimetric analysis of clays demonstrated that 105°C is not a signifi cant point (Earnest, 1991a,b) . Th e choice of 105°C is a compromise between identifying water loss and preventing excessive weight loss due to oxidation and decomposition of organic materials. Th e point at which adsorbed water, but not crystalline water, is liberated appears to be about 160°C, particularly for montmorillonite clays (Fig. 5) . However, 160°C would not serve as a practical temperature because of the problem with organic matter volatilization.
Neutron Thermalization
Neutrons carry no charge and are unaff ected by electromagnetic fi elds. Released from a source, they will travel in a straight line unless they collide with the nucleus of an atom. A direct collision between a neutron and a hydrogen nucleus causes the neutron to lose all its energy and become thermalized. By comparison, direct collisions with oxygen, silicon, aluminum, or iron will lead to energy losses of 22, 14, 13, and 7%, respectively (Gardner et al., 2001) . Collisions also cause the neutrons to change direction; the more collisions, the greater the likelihood of them returning to a detector near a source. Th erefore, a count of the number of thermalized neutrons returning to a detector, over a suffi cient period of time, gives a good estimate of the number of hydrogen nuclei in soils; this can be calibrated to determine θ. Restrictions on the use of radioactive materials are increasingly infl exible and have made active devices less attractive for determining θ.
Electrical Conductivity
Measurement of electrical conductivity was proposed as early as the end of the 19th century as a way of determining θ (Briggs, 1899) . However, it never caught on signifi cantly because of the dependence of the bulk electrical conductivity, σ a , on both θ and the soil solution electrical conductivity, σ w . Measurement of σ a has become a common measurement used to assess soil salinity (Rhoades et al., 1989) , infer solution electrical conductivity to predict soil nutrient content (Wraith et al., 1993; Kachanoski et al., 1992) , or to parameterize models describing solute transport in soil (e.g., conductive tracers) (Dagan, 1987; Loague and Green, 1991; Seyfried and Rao, 1987; Singha and Gorelick, 2005) . Depending on the method and scale, the electrical conductivity measurement includes any soil constituents that conduct electrical current. Soil solution electrical conductivity and θ are major contributors to σ a . Other factors impacting σ a include counter-ions adsorbed to charged particle surfaces (i.e., silt and clay particles), referred to as the surface conductivity, σ s , and soil heterogeneity sensed in the orientation of the electrical fi eld with respect to any signifi cant soil structural anisotropy or layering (Friedman, 2005; Friedman and Jones, 2001 ). Soil temperature is also important to consider because of the dependence of the electrical conductivity of the solution phase on temperature (i.e., ?2% °C −1 ; (Rhoades FIG. 4 . Adapted from Western et al. (1999) , soil moisture in the 10-ha Tarrawarra watershed in Australia when dry (left) and wet (right). Each pixel is one time domain refl ectometry point measurement to 30 cm depth. The 75th (left) and 90th (right) percentile indicator plots are shown under each respective fi gure. During dry periods, the pattern is random, but an organized patter emerges as the soil becomes wet.
FIG. 5. Thermogravimetric analysis of common soil minerals and clay minerals. 105°C is the standard drying temperature; 160°C is the temperature at which most clays have undergone primary dehydration (adapted from Gardner, 1986) . et al., 1999) . Th is dependence becomes a substantial problem for near-surface soil layers where both temperature and θ have the greatest variation, both spatially and temporally, and is the main reason why dielectric sensors, although more expensive, replaced resistivity to determine point measurements of θ.
Various empirical and physical models have been developed to describe σ a as a function of these factors. One of the simplest expressions, considering only the solution phase conductivity, is given for saturated-unsaturated soils as (Mualem and Friedman, 1991) 
where θ sat is the saturated water content. Th is model reduces to θ sat being raised to an exponent of 1.5 for saturated soil. Equation [2] was found to describe σ a in a wide range of coarse and stable structured soils. Adding the infl uence of σ s , various authors (Friedman, 2005; Nadler, 2005; Rhoades et al., 1976) have suggested a general formulation of Archie's law (Archie, 1942) that can be extended to unsaturated soil (Telford et al., 1990) :
where the empirical parameters η, m, and a are often assigned common values or fi t to measured data. Th e term η is approximately 2, m is the so-called cementation exponent taken as 1.5 (1.3 < m < 2.5) and a may be assumed to be 1 (0.5 < a < 2.5). Using these values, Eq.
[3] can be rewritten in terms of θ indicating its dependence on the ratio of apparent and solution conductivities, porosity and surface conductance:
Electrical conductivity measurements applied to determining θ are reviewed in Freeland (1989) . Th e ability of electrical geophysical methods to collect spatial data, such as direct current (DC) resistivity and electromagnetic induction (EMI) that are minimally or noninvasive, is leading to renewed interest in determining θ using electrical conductivity. Th ese methods are considered later in this article under "Geophysical Methods."
Dielectric Properties
Sensors using dielectric properties to estimate θ include a broad spectrum of methods ranging from sample scale electrical sensors to geophysical methods and remote sensing. Water has many unique properties (Hasted, 1973) , one of which is its permanent dipole moment. Th is is a displacement of positive and negative molecular charge due to the position of the hydrogen atoms in relation to the oxygen atom. Th e water molecule has a large permanent dipole compared to most other natural materials; as a result, water has a dielectric constant or relative permittivity of ?80. Here, the relative permittivity is dimensionless, defi ned as ε r = ε/ε o , where ε is the permittivity of the material (pF m −1 ) and ε o is the permittivity of free space (8.854 pF m −1 ); for brevity, the term relative is dropped in subsequent discussion and the term permittivity used. Th e permittivity of water is much higher than that of air, which is 1, or most soil minerals that are about 5. Th erefore, the proportion of water strongly aff ects the measured bulk permittivity of the soil. It is permittivity that is exploited by both electromagnetic soil moisture sensors, many of which are now mature technologies (Evett and Parkin, 2005) , and many remote sensing techniques used to determine θ.
Fundamental to understanding the response of dielectric sensor technology and water content measurement, is an understanding of the frequency dependence of composite dielectric materials such as soils. The frequency (f) dependence of a homogeneous dielectric was described in Debye's classic Nobel Prize-winning work (Debye, 1929) . He considered that a molecule rotating in response to an applied electric fi eld would experience an increasingly large frictional force, as the speed of rotation was increased, due to an increase in frequency of the applied electrical fi eld. Th e result of the work was the Debye equations:
where a real part (ε r´) describes energy storage (related to θ), and an imaginary part (ε r˝) describes energy losses dissipated as heat. Th e σ dc term only makes a contribution if the value is not zero and the material contains some ionic conduction. Th e term n is the refractive index, ε s is the static relative permittivity, and τ describes the relaxation time (s) and is related to the frequency by τ = (1/ω), where ω is the angular frequency 2πf.
Th is model provides a reasonable description of some solids and fl uids but is not a useful description of the dielectric properties of soils, where many other processes occur. In particular, most natural materials, such as soils, are three-phase, and the geometry becomes important (Sihvola, 1999; Knight and Nur, 1987) . Also, the solution phase containing ions leads to charge transport described by σ dc . An additional issue should be clarifi ed in comparing actual laboratory or fi eld measurements to the Debye response, and that is the diff erence between the real and imaginary parts of the total measured permittivity, ε T ′ and ε T˝, and the defi ned Debye parameters, ε r´ and ε r˝:
where σ′′(ω) is related to faradaic diff usion, and σ′(ω) represents ohmic conduction. Th e key point is that it is impossible to make a measurement that can fully separate dielectric from conduction phenomena. All that can be measured is the total amount of energy stored (ε T ′) and the total amount of energy lost (ε T˝) . At suffi ciently high frequencies (typically above ?100 kHz), it is usually assumed that σ′′(ω) = 0 and σ′(ω) = σ dc . With these assumptions in place, the term dielectric constant measured by an instrument (κ) is defi ned as
Th e full derivation of these expressions is given in Knight and Endres (2005) .
Initially, it was considered that at the high frequencies used in most measurement systems, the permittivity response of soils was frequency independent. Recent studies have shown, however, that clay minerals show distinct dielectric dispersion (i.e., permittivity change with frequency) (Saarenketo, 1998; Ishida and Makino, 1999; Ishida et al., 2000) . Th is dispersion eff ect is illustrated in Fig. 6 , which shows the diff erence between a saturated quartz sand and partially saturated clay. Dispersion, therefore, presents some challenges to developing a single calibration model to describe the relationship between permittivity and θ.
Th e objective of soil sensor calibration should be twofold: to measure the real part of the permittivity (ε r ′) by minimizing any contributions to this measurement from the imaginary component ε r ′′ or σ′′ and to work in a frequency window of operation that minimizes dielectric dispersion eff ects. Figure 6 also provides the measurement frequency or bandwidth of common sensors so that they can be placed in the context of soil dielectric properties. It becomes immediately apparent that many of the lower-cost sensors operate at frequencies that, in clay soils especially, will be susceptible to dielectric dispersion. Th is means that sensors measuring at diff erent frequencies will have diff erent κ-θ calibrations (Chen and Or, 2006) . It also means that broadband θ measurements using TDR will change not only as a result of diff erences in θ but also from diff erences in clay content and temperature as they aff ect σ a and ε r ′(ω). Operating in the frequency range between 0.5 and 1 GHz, TDR has been very successful since it minimizes many of the adverse eff ects (Fig. 6 ). Frequency shift capacitance probes operate between 0.10 and 0.25 GHz. Even at these frequencies, the imaginary permittivity can be considerable. It is also important to consider the growing trend of using low-frequency impedance sensors to calibrate remote sensing data. If this approach is taken, independent calibration of the low-frequency sensor must be obtained in terms of θ. Using the same calibration equation for both instruments in clay soils could lead to signifi cant errors in determining θ. At lower frequencies, contributions from the term σ′′(ω)/ω will start to have a signifi cant impact on the magnitude of the measured permittivity.
Soil Thermal Properties
Soil thermal measurements are increasingly considered as an alternative to other methodologies to determine soil properties and parameters, such as θ and soil water fl ux. Here, we defi ne soil thermal properties as soil thermal conductivity (λ), volumetric heat capacity (C), and soil thermal diff usivity (α). Few direct measurement techniques are available to estimate soil thermal properties nondestructively since soil geometric parameters such as pore continuity and soil particle configurations control soil heat transport by both conduction and convection. Instead, soil thermal properties are most often estimated by matching analytical (curve-fi tting) or numerical (inverse modeling) solutions of soil heat transport with experimental temperature data.
Th e soil volumetric heat capacity, C soil (J m −3 K −1 ), defi ning the amount of heat that can be stored in the soil, can be determined from the sum of the heat capacities of the individual constituents according to (Kluitenberg, 2002; De Vries, 1963 
where ρ is the density (kg m −3 ), c is the specifi c heat (J kg −1 K −1 ), φ and θ are as previously defi ned, and the subscripts s, w, and a indicate the soil's solid, water, and air phases, respectively. If the heat capacity of air is ignored and the solid phase is made up of mineral material only, setting C w = (ρc) w and C s = (ρc) s allows Eq.
[9] to be rewritten as (Kluitenberg, 2002; Campbell, 1985) 
Additional complications may arise if the soil solid phase has signifi cant fractions of organic material, gravel, or other components. In that case, the calculation of C s must include these other soil constituents requiring independent known values of the specifi c heat and density of each of these additional bulk soil fractions. It is clear from Eq.
[10] that θ can be computed directly from measurement of C soil if volumetric heat capacity values of the solid phase and water are known a priori. Direct measurements of C or c are usually obtained by calorimetric methods (Kluitenberg, 2002) . Th e bulk soil thermal conductivity (λ) describes the soil's ability to conduct heat (W m −1 K −1 ) and is a function of mineral type, geometrical arrangement of the various phases, and θ (De Vries, 1963), and hence is soil specifi c. With the exception of the guarded hot-plate method (Bristow, 2002) , available measurement techniques rely mostly on analytical solutions to the heat transport problem, by fi tting thermal conductivity or thermal diff usivity to temperature measurements. For example, most recently, Mortensen et al. (2006) , fi tted a polynomial expression to the θ dependence of thermal conductivity from simultaneous measurements of temperature, θ, and solute concentration using numerical solution of the coupled fl ow and transport equations.
A general relationship between thermal conductivity and θ to account for soil composition and shape was introduced by De Vries (1963) and Campbell (1985) and was applied to laboratory data in Hopmans and Dane (1986) . Th e theory of De Vries (1963) relating bulk soil thermal conductivity to mineral composition, θ, and temperature is extremely complicated and includes microscopic-scale pore and solid-phase geometry factors. Simpler macroscopic expressions were developed by Campbell (1985) and Chung and Horton (1987) . At low θ, the thermal conductivity is mostly controlled by the volumetric air content, with slight variations determined by composition of the solid phase, such as organic matter and quartz. As θ increases, the bulk soil thermal conductivity is controlled by thermal contact between the various phases, such as the water fi lms surrounding the soil particles.
In Situ Soil Sensing Instrumentation
Neutron Thermalization
Th e neutron probe has now been around for more than 50 yr. Th e method was fi rst proposed in the 1940s (Pieper, 1949; Brummer and Mardock, 1945) and fi eld tested by Blecher (1950) . Th e fi rst portable instrument was reported by Underwood et al. (1954) in the United States and by Holmes (1956) in Australia. Comprehensive descriptions of the practical and theoretical aspects of the use of these instruments are provided by Bell (1987) and Greacen (1981) . Th e method has the advantage of providing a linear relationship between the count ratio and θ, thus making calibration more straightforward. Th e sampling volume is dependent on θ and generally described by a sphere of infl uence less than 0.15 m in wet soils and extending to as much as 0.5 m in dry soils. In addition to increasingly strict rules for using radioactive materials, the need for an operator and relatively slow data acquisition have led to reduced use of the neutron probe, other than for deep borehole work where there is little alternative (Yao et al., 2004) .
Electromagnetic Sensors
High-frequency impedance measurements, often termed capacitance probes (Wobschall, 1978; Th omas, 1966; Saxena and Tayal, 1981; Hamid and Mostowy, 1976; Bell et al., 1987; Dean et al., 1987; Kuraz et al., 1970) , and transmission line methods such as TDR (Fellner-Feldegg, 1969; Hoekstra and Delaney, 1974; Topp et al., 1980) have proved two distinct methods for determining θ using electrical sensors. Far more emphasis has been placed on the development of TDR since it can simultaneously determine θ and σ a (Dalton and van Genuchten, 1986; Dasberg and Dalton, 1985; Dalton et al., 1984) and operates at frequencies above 0.5 GHz, making it less susceptible to interference by σ a . Nonetheless, capacitance probes fi ll an important niche because their probe geometry is more adaptable than TDR for short electrodes and borehole applications.
Time domain refl ectometry and time domain transmission (TDT) both use the propagation velocity of an electromagnetic signal along a pair of electrodes to determine the permittivity of the material in which they are imbedded. Commercially available TDR systems designed specifi cally for hydrology include the TRASE (Soil Moisture Equipment Corps, Santa Barbara, CA), Trime (IMKO, Ettlingen, Germany), and CS-TDR100 (Campbell Scientifi c, Logan, UT), among others. Time domain refl ectometry instruments are often compared by the rise time of the step pulse-the shorter the time, the higher the frequency content of the signal. Generally, rise times shorter than 300 ps are desirable. Instruments such as the CS-616 have a longer rise time, ?2000 ps resulting in greater susceptibility to interference by soil σ a . Digital TDT has recently been made commercially available. Th e Acclima (Acclima Inc, Meridian, ID) system is available for irrigation and has excellent performance characteristics with a rise time of less than 200 ps. Th e instrumentation is mounted on a chip in the head of the sensor, and resulting waveforms are particularly crisp .
Time domain refl ectometry methods provide the standard electromagnetic (EM) method for determining θ; its operation has formed the basis of a number of reviews, and the reader is referred to these for more detailed information (Noborio, 2001; Topp and Reynolds, 1998; Robinson et al., 2003; Pettinelli et al., 2002) . Th e design and construction of the probe determine the quality of measurements made using the TDR technique. Th e support volume of TDR measurements depends on the probe design, which has been investigated thoroughly (Ferré et al., 1998) .
A number of high-frequency (?100 MHz) impedance sensors using a fi xed frequency, or frequency shift, have now been described in the literature. Many of these sensors are commercially available and generally operate in the frequency range between about 5 and 150 MHz. Th ey include dedicated water content sensors such as the Th etaProbe (Gaskin and Miller, 1996) operating at about 100 MHz (Delta-T Devices, Ltd., Cambridge, UK), the 5 MHz ECH 2 O EC-20 probe (Borhan and Parsons, 2004; McMichael and Lascano, 2003) (Decagon Devices, Pullman, WA), and the HMS9000 (SDEC, France) (Chanzy et al., 1998; Mohamed et al., 1997; Gaudu et al., 1993) and newer sensors such as the Delta-T SM200 and Decagon ECH 2 O EC-5, which both operate around 100 MHz. A new generation of sensors combining determination of θ with σ a and temperature include the Hydra probe (Campbell, 1990; Seyfried and Murdock, 2004; Seyfried et al., 2005; Ungar et al., 1992 ) (Stevens, Beaverton, OR), the Decagon ECH 2 O-TE, and the Acclima TDT .
Fundamental to all EM sensors is the relationship between the real part of the permittivity and θ. In their original article, Topp et al. (1980) indicated a fi rm relationship between permittivity and θ for the soils studied and which has proved to be the case in quartz-dominated soils. Th e diagram in Fig. 6 demonstrates that although quartz-dominated materials show negligible frequency dependence, some clay minerals do, termed dielectric dispersion (Saarenketo, 1998; Ishida and Makino, 1999; Ishida et al., 2000) . Discussion of the phenomena that cause this frequency dependence is beyond the scope of this article, and the reader is referred to other literature (Chen and Or, 2006; Logsdon and Laird, 2004; Kelleners et al., 2005a) . However, some important points arise from this: (i) fi xed frequency sensors can be expected to have diff erent calibration functions depending on their operating frequency, (ii) the least frequency dependence occurs above 500 MHz (Kelleners et al., 2005b) , and (iii) accurate measurement of the real part of the permittivity is required to fully characterize the permittivity-θ relationship in the frequency domain.
Sensor calibration is a two-step process, from signal response to permittivity and from permittivity to θ. Any sensor used to exploit the permittivity-θ relationship must demonstrate its ability to accurately determine permittivity. Th erefore, comparison of dielectric sensors should be based on their ability to determine the real permittivity accurately. Th is approach has been proposed by a number of authors (Seyfried and Murdock, 2004; Jones et al., 2005; Robinson et al., 1998) . Blonquist et al. (2005a) used this approach to test seven water content sensors, including the Hydra probe, Th etaProbe, CS-616, ECH 2 O EC-20 probe, Acclima TDT, Tektronix TDR, and the CS-TDR100 shown in Fig. 6 (note, a single TDR probe is shown for the last two). Th ey found that the TDR and TDT sensors outperformed the impedance sensors. However, the Th etaProbe and Hydra probe gave the best performance of the impedance probes. Th e low-frequency sensors were susceptible to changes in σ a . Th e CS-616 and the EC-20 probe both overestimated the real permittivity as σ a increased. A comparison in a silt loam soil with a σ a of 0.5 dS m −1 during wetting and drying is presented in Fig. 7 . Only the TDT sensor accurately determined θ. Th e other sensors followed the trend with off sets most likely a result of sampling volume limitations and the eff ect of compaction around the electrodes during insertion. Th e CS-616 and the ECH 2 O EC-20 probes both show strong diurnal fl uctuation, a result of their susceptibility to σ a , which changes with diurnal temperature.
Heat Pulse Sensors
Th e use of heat transport to estimate soil thermal properties was introduced by Campbell et al. (1991) , who presented the dualprobe heat pulse (DPHP) method. By inducing a short heat pulse from one sensor needle and measuring the temperature response at a second sensor, the soil thermal properties (i.e., heat capacity, C; thermal conductivity, λ; and thermal diff usivity, α) and θ were estimated. Th is method has been tested in both laboratory settings (Bristow, 1998; Basinger et al., 2003; Bilskie et al., 1998; Bristow et al., 1994; Bristow et al., 1993) and in fi eld soils (Heitman et al., 2003; Tarara and Ham, 1997) . In the past few years, the DPHP probe has been refi ned and developed into various multisensor probes capable of simultaneously measuring a suite of soil properties. Th e so-called thermo-TDR was developed by combining the DPHP probe with TDR technology to achieve a probe that in addition to soil thermal properties, also estimates soil solute concentration from the simultaneous measurement of σ a (Ren et al., 1999; Noborio et al., 1996) . Bristow et al. (2001) showed the potential of measuring σ a using a modifi ed heat pulse probe by including two extra sensor needles in the DPHP probe to create a so-called fourelectrode Wenner array. Since σ a measurements depend on both solute concentration and water content, σ a is an integral variable characterizing both water fl ow and solute transport that can be used to simultaneously estimate soil hydraulic and solute transport parameters Inoue et al., 2000) .
Th e two-needle heat pulse probe (HPP) consists of thin needle-like heater and temperature probes (approximately 1 mm o.d.), which are mounted in parallel with a 6-mm separation distance. After application of a short-duration heat pulse, temperature responses are recorded by one or more thermistor needles. Campbell et al. (1991) presented the analytical solution for the temperature rise of an instantaneous heat pulse, allowing estimation of the soil's volumetric heat capacity and θ. Subsequently, Bristow et al. (1993) extended the probe to three needles to correct for drift in background temperature. Furthermore, they emphasized the relatively large sensitivity of θ estimations to errors in the heater-sensor spacing (r). Continued development of radial heat transport theory resulted in application of the HPP method to simultaneously estimate the soil's volumetric heat capacity, thermal conductivity (and hence, thermal diff usivity), and θ using a short-duration heat pulse from an infi nite line source (Bristow, 1998) . Error analyses by Kluitenberg et al. (1993 Kluitenberg et al. ( , 1995 highlighted the importance of accurate r and time-to-maximum (t max ) temperature rise measurements for the accuracy of thermal and θ estimations. It was determined that rigid needles are required to minimize changes in mutual probe positions while inserting the HPP into soils. Typical heat pulse lengths used for making HPP measurements cause a temperature rise of about 1°C at the sensing probe, so that a 5% precision in heat capacity estimation requires temperature measurements with approximately 0.05°C precision (Kluitenberg et al., 1993) . Further developments have led to the simultaneous measurement of soil thermal properties, θ, and electrical conductivity using TDR combined with the HPP (Ren et al., 1999; Noborio et al., 1996) . Bristow et al. (2001) showed that a simple modifi cation of the dual probe with an additional two needles for bulk soil electrical conductivity measurements provides an alternative measure of the soil's electrical conductivity. In a subsequent study, Ren et al. (2000) reported on the possibility of using a three-needle HPP to estimate water fl ux density indirectly from temperature responses, measured upstream and downstream of the heat source. Th eir experimental results, using the maximum diff erence between upstream and downstream temperature signals, indicated that such analysis can be successful for fl ux density values larger than 0.864 m d −1 and suggested that the limit of sensitivity could be lowered to about 0.0864 m d −1 , using thermistors with a precision of 0.01°C. Th is lower limit was confi rmed later by Mori et al. (2005) , who demonstrated that multifunctional heat pulse probe technologies allow estimation of water fl uxes for both saturated and unsaturated soils in the range of 0.5 to 27.0 m d −1 . In their modeling and sensitivity study, Hopmans et al. (2002) suggested that the limit at higher fl uxes is caused by the thermal dispersion that can be taken into account by including an additional transverse thermistor needle. A comprehensive review of using heat as a tracer for groundwater studies was presented by Anderson (2005) .
Distributed Wireless Sensor Networks
A critical feature of θ is its variability in time and space. Development of sensing systems that can enhance resolution in either of these dimensions has the potential to facilitate greater understanding of the natural and managed hydrosphere. It could be said that the signifi cant contribution to hydrology would be to provide perfect data for soil water, since with this data, one could close the water balance both to the atmosphere and groundwater stores. By virtue of the spatial complexity of θ, measurement methods that enhance our ability to capture spatial θ dynamics are highly sought after. Th e ability to combine sensors with wireless data transfer for automated, seamless collection or even real-time monitoring is exceptionally appealing for observing hydrological processes.
For the purposes of wireless data collection, θ sensors can be divided into two classes: those that require direct connection to sophisticated data analysis equipment and those that are selfcontained, only requiring connection to a power source and data logger. Th e fi rst class of instruments includes passive TDR probes, HPPs, and gypsum block-type sensors. Th e second includes the ECH 2 O probe, Hydraprobe, Th etaProbe, and Acclima, among others. Th ese sensors must be hard-wired to a metering device that is programmed to read them according to a specifi ed protocol. In the case of heat pulse and gypsum block-type sensors, many data-logging devices have suffi cient capabilities to be programmed to read the sensor directly, while in the case of a passive TDR probe, a dedicated TDR instrument must be connected to the probe, which might be networked with a multiplexer to allow reading of an array of sensors from a single TDR with an automated controller. Excellent networked TDR solutions have been commercially available for more than 10 yr. However, TDR methods are expensive and constrained for making spatially distributed measurements in areas greater than 1 ha. Th is is because of the sensors need to be connected directly to the TDR instrument using cables, which, with lengths greater than 30 m, suff er signal dispersion and attenuation.
Of greatest current interest are sensing systems that use autonomous sensors by communicating their data to a base station or gateway without hard-wired connections, that is, via some kind of radio transmitter. Th e attraction is that they may operate over larger areas, monitor more points, and be situated in more remote locations, for example, without dedicated AC power.
In the past decade, the supporting communication and data-logging technology has matured greatly. Although still emerging, motes, or low-cost, low-power, low-to-intermediate distance radios are developing fast. Th e term mote derives from the notion that each sensing station might be like a speck of dust, most important, tiny and of low cost. To date, typical mote systems require on the order of microamps of power (and hence are capable of running on AA batteries on the order of a month) to communicate over 100 to 200 m with a per-station cost on the order of $100. Although these fi gures are constantly subject to change, this technology is in at least its third generation, and so we would not expect orders of magnitude changes in these fi gures in the coming 5 yr. Even with this progress, a fi nal "plug and play" solution is still a little ways off , with much eff ort required in the total system integration area (Kevan, 2007 (Kevan, , 2006 . In summary, the basic sensor interface is likely to be about the size of a pack of cards, cost about $100, and need to be attended to several times a year depending primarily on maintenance of the energy supply. Th e energy draw is largely dictated by how often communication is required and the sensors' power consumption (Kevan, 2007) . Th is leads to a preference for low energy-consumption soil moisture sensors. Th e most promising category of such sensors are those detecting soil permittivity, as described above. Th ese sensors are well matched to the mote characteristics, in that they have prices that are of the same magnitude, reasonable factory calibration for a broad range of soils, and low energy consumption.
Th e simplest confi guration of a mote network is a "singlehop" or end-node-to-gateway network in which all of the motes communicate directly with a base station. Th is protocol is well established and reasonably simple to develop and deploy. In addition, systems that will reach as much as 8 km or more, line of sight, and still run on as little as a few AA batteries are commercially available from several vendors. Th ese systems off er considerable advantages over traditional wired systems by limiting the possibility of data loss due to cable failure and the expense and labor of constructing and burying the cable. One thing these networks do not off er is the ability for individual nodes to work together to pass data back to the gateway, which limits the spatial extent of the network to the span of one mote radio.
A more complicated confi guration of motes is a "multihop" system, often referred to as a "wireless mesh network," illustrated schematically in Fig. 8 . Th e goal of this confi guration is to use intermediate "routing node" motes as relay stations from remote motes to the base station and to establish this communication without requiring the user to specify which mote shall communicate with which other mote. Although the electronic aspects of mesh networking technology are well established, the communication and control infrastructure for mote systems is still nascent. In principle, this self-organizing system would be robust in the sense that if one station malfunctions, the system could reroute the information along alternative communication pathways. Th is laudable goal presents many profound technical challenges that are yet to be resolved at a level accessible to nonexpert users (Kevan, 2007 (Kevan, , 2006 . To understand the nature of the instrumental challenge, it is instructive to consider how many possible branched interconnections could be made between even just 10 mote stations (many thousands). In the multihop or mesh modality, the network must periodically evaluate which of these is optimal on the basis of radio signal strength, network communication bottlenecks, and network reliability. Th is all must be done using the bare minimum of radio time to avoid draining the mote power. Among other requirements, precise temporal synchronization is essential, which is an unsolved technical challenge in this arena.
Th e landscape in mote type is changing quickly, with new user-friendly solutions on the horizon. Commercial, turn-key, single-hop, θ measuring systems are available from Decagon Devices and Campbell Scientifi c (Campbell has a mesh network solution, but it requires mainline or large battery power), among others. One such system in eastern Washington, with 12 remote radio data loggers (Em50R, Decagon Devices, Inc.) and a cell phone-enabled data collection and delivery system (CR850, Campbell Scientifi c, Inc.), collected soil moisture, temperature, and electrical conductivity from soil sensors for spatiotemporal modeling of soil water within a complex, polygenetic landscape (Brown et al., 2007) . Field data were available in near real-time over the Internet anywhere in the world. Other exciting developments using the Acclima digital soil sensing technology are forthcoming. Commercial multihop solutions are also available (Crossbow Technology, Dust Networks, SensiCast Systems), but some problems remain to be solved for these to be viable θ monitoring devices. Research teams at the Ecole Polytechnique Fédérale de Lausanne (SensorScope) and the Center for Embedded Networked Sensing, for example, have demonstrated autonomous soil moisture sensing systems with more than 100 independent measurement stations. Clearly, in the very near future, this technology will be able to provide easily installed systems that measure θ and other environmental parameters at hundreds of points at costs only a few times the cost of the sensors themselves.
Geophysical and Mobile Sensing
Mobile TDR and Capacitance Sensors Th e interest in being able to determine θ spatially has led to some innovative designs for mounting sensors to mobile platforms (Wraith et al., 2005) . Most of these have been presented as designs for agricultural implements, since they require being dragged through the soil and can be combined with tillage practices. Whalley et al. (1992) presented an impedance-based sensor mounted on a plow and dragged through the soil at a depth of ?0.3m. More recently, TDR has been adapted to fi t on mobile platforms, such as tractors, all-terrain vehicles (ATVs), or adapted spray rigs (Th omsen et al., 2005; Long et al., 2002; Inoue et al., 2001; Tyndale-Biscoe et al., 1998) . Stop-and-go measurements for hydrological studies were presented by Tyndale-Biscoe et al. (1998) with an ATV-mounted TDR system and have been used by Grayson et al. (1997) for small watershed measurements (Fig.  4) . Th e advantage of these measurements is that better spatial coverage is obtained, and θ is often averaged over 0.3 to 0.6 m down the profi le. However, it is time consuming to make many stop-and-go measurements.
Two of the main design constraints for developing on-the-go sensing relate to (i) robustness and (ii) to obtaining a representative sampling volume. To drag anything through the soil, it must be robust. Th is usually means somehow mounting a probe at the base of a steel shank. Th is creates diffi culties since the probe itself should not be connected to other pieces of metal that could act as extra sections of probe and aff ect the signal response. Friction, generating heat, caused by dragging a probe through the soil will also aff ect the reading, but to what extent remains unknown. Th e size of the sampling volume is also an important consideration. Inserting a small plow or torpedo shaped probe (Sun et al., 2006) will compact the soil around the sensor. Two blades might reduce this aff ect, but then there is the problem of putting the plates close enough together to achieve a representative sampling volume. If the plates are too close, clogging may result, preventing an even fl ow of soil between the sensor plates. Recent work presented by Jones et al. (2006) has tried to overcome some of these limitations by using a surface probe mounted in the body of a plow or shank (Fig. 9a) . Th is design uses energy radiating from the end of the probe to estimate changes in θ. Because traditional travel-time measurements are hard to decipher using this design, methods are being investigated that use signal analysis to convert the waveform (Fig. 9b) to the frequency domain. Initial results appear promising, as shown in Fig. 9c .
It is not hard to imagine a time when all tillage machinery could be mounted with such sensors to collect on-the-go data. Th is type of development in measurement technology integrated into a measurement database could provide ground data to compare with routinely available remotely sensed data. Although this would be limited to agricultural ecosystems, it may form an important tool for understanding hydrologic response patterns in managed systems.
Geophysical Methods
Geophysical methods provide an interesting and exciting set of instruments for determining θ. The advantage of most geophysical tools is that they are noninvasive or min-FIG. 8. A conceptual wireless mesh network or "multihop" system in a watershed. The sensors can all communicate to determine the most effi cient wireless data transfer path to the gateway from where the data is transferred to the computer. The remote sensor sends data to a relay node, which passes it on to the gateway. Also shown are examples of the scale triplet (Blöschl and Sivapalan, 1995) : support (Supp), spacing, and extent.
imally invasive and off er huge potential for spatial determination of soil properties in addition to θ. Th ose currently used for determining such properties fall into two categories: (i) those that measure ground electrical conductivity, which includes DC resistivity (Samouelian et al., 2005) and EMI (Sheets and Hendrickx, 1995) , and (ii) those measuring electromagnetic wave propagation time through the ground, such as ground penetrating radar (GPR) (Knight, 2001; Huisman et al., 2003a) .
Ground Penetrating Radar
Ground penetrating radar is an electromagnetic method that uses the transmission and refl ection of high-frequency (1 MHz-1GHz) EM waves within the subsurface. Th e depth of investigation can be submeter to tens of meters or even greater in resistive materials. Th e measurements provide information about the permittivity of subsurface materials; because of the link between permittivity and θ, GPR off ers the potential to obtain estimates of θ along transects within a watershed. Descriptions of the fundamental principles of GPR can be found in Daniels et al. (1988) and Davis and Annan (1989) . An overview of its use for environmental applications is given by Knight (2001) (Lunt et al., 2005) , estimation of ground-wave velocity (Hubbard et al., 2002) , common midpoint measurements (Greaves et al., 1996) , and surface refl ectivity (Serbin and Or, 2004; Redman et al., 2002) .
A variety of methods have been adopted to determine θ from GPR data and have been reviewed in Huisman et al. (2003a) and Annan (2005a,b) . Ground penetrating radar data can be collected using a surface-based system, where the transmitter and receiver antennas are moved across or above Earth's surface, or using a crosshole system, where the antennas are positioned in boreholes, or a combination of the two. Th e various methods all involve measurement of the travel time of the EM waves and/or the amplitude of refl ected EM energy, both of which are related to the dielectric constant (ε T ′/ε o ) of subsurface materials.
One relatively simple application of GPR for θ is measuring the travel time of the direct ground wave, which travels from the source to receiver antenna through the topmost layer of the soil (Huisman et al., 2003b; Hubbard et al., 2002) . Th e uncertainty in this method is the true depth of the sampled region, which can vary from a few centimeters to a meter, depending on antenna frequency and θ (Galagedara et al., 2005) .
Another surface-based method that yields an average θ of a volume of the subsurface involves measuring the change in travel time of EM waves, refl ected off subsurface interfaces, as the antennas are moved apart (Greaves et al., 1996) . In the past, the data acquisition for this method has been extremely time consuming, yielding θ estimates with spatial resolution on the order of meters to tens of meters. Recently, however, a new system has been developed with multiple antennas deployed on a moving platform; this will undoubtedly lead to increased use of this method.
Th e crosswell GPR method also uses measurements of the travel time of EM waves to estimate the variation in θ in the region between two boreholes (Redman et al., 2002) . One of the challenges in applying this method is obtaining an accurate reconstruction of the dielectric properties between the boreholes used to estimate θ .
A method that has been applied successfully, which uses a measure of the amplitude of refl ected energy, involves suspending the antennas above the ground to estimate θ of the surface layer (Chanzy et al., 1996) . One source of uncertainty is determining the depth of the refl ecting interface, which determines the thickness of the sampled surface layer.
Regardless of the GPR method used to obtain measurement of travel time or refl ection amplitude, a critical step is transforming the determined dielectric constant κ to an estimate of θ. Calibration can be obtained at a fi eld site using other forms of data, such as a neutron probe or TDR (Huisman et al., 2003b) , but heterogeneity below the scale of the measurement has a large impact on the κ−θ relationship. Calibration with other forms of measurement with diff erent supports, or the use of simple models or empirical relationships that neglect heterogeneity, can lead to signifi cant errors in estimates of θ Knight, 2001, 1999; Moysey and Knight, 2004) . What is required is a means of quantifying (i) the support of the GPR measurement and (ii) the submeasurement-scale heterogeneity that exists within the sampled region if radar-based dielectric measurements are to be used to provide accurate estimates of water content. Another way in which GPR methods could be used in studies of soil moisture is using GPR images to determine not the magnitude of θ but the spatial distribution in θ over large threedimensional volumes of the subsurface, at submeter resolution. A recent study suggested that the correlation structure seen in the GPR image represents the correlation structure in θ, spatially averaged at a scale determined by the support of the GPR method . While further research is required to develop GPR as a reliable fi eld method, it off ers a new way to capture information about spatial heterogeneity in θ that cannot currently be obtained with any other method.
Ground penetrating radar is a high-resolution, noninvasive form of measurement that can be used to obtain estimates of the variation in dielectric properties over large regions of the surface and subsurface. A disadvantage of GPR, as with other geophysical methods, is the high degree of user knowledge required to obtain good-quality data and valid interpretations. An additional technical limitation occurs is in saline or some clay soils, where signal attenuation, due to bulk electrical conductivity >1 dS m −1 , makes it increasingly diffi cult to obtain good results (Weihermuller et al., 2007) . As interest in the use of GPR in hydrology, soil science, and agriculture continues to grow, we will undoubtedly see advancements in both the technology and the science that will lead to improvements in methods of data acquisition and improvements in the accuracy of θ estimates.
Electromagnetic Induction
One of the more promising technologies for determining soil properties including estimations of θ is EMI. It was fi rst described as a noninvasive borehole-logging geophysical technique (Keller and Frischknecht, 1966) . Th e instrument measures ground conductivity and has a receiver at one end and a transmitter loop at the other. Th e transmitter is energized and creates magnetic fi eld loops in the ground. Th ese magnetic loops produce electrical fi eld loops, which in turn create a secondary magnetic fi eld. At low induction numbers, the combined primary and secondary magnetic fi elds measured in the receiver are proportional to the ground conductivity (McNeill, 1980) . Diff erent instruments have diff erent loop separations. Th e greater the spacing of the loops, the deeper the penetration into the ground. Th e orientation of the loops also aff ects the fi eld penetration into the ground (Wait, 1955) . Th e nominal depth of penetration for these tools is 0.75 times the transmitter-receiver loop spacing for a horizontal electromagnetic dipole confi guration and 1.5 times the spacing for a vertical dipole. Callegary et al. (2007) have shown that this penetration depth depends on the conductivity of the soil, the penetration depth reducing slightly as the soil becomes more conductive. An instrument with a 1-m loop separation in the vertical orientation may integrate a volume of several cubic meters of soil in each measurement. Th e EMI method has been used extensively for mapping soils after fi rst being reported by DeJong et al. (1979) . It has been used for mapping soil salinity (Rhoades et al., 1999) , within precision agriculture (Corwin and Lesch, 2003) , and increasingly in mapping clay content of soils (Jung et al., 2005; Triantafi lis and Lesch, 2005) . Th e instruments are robust, are relatively simple to use, and can be linked to a fi eld computer and global positioning systems to provide spatially exhaustive data over comparatively large areas, 50 to 500 ha. were the fi rst to report using EMI to determine water content explicitly; more recent work includes Reedy and Scanlon (2003) , Sheets and Hendrickx (1995) , and Scanlon et al. (1999) . Th e major diffi culty with this method is interpreting the signal and the causes of the response. Sherlock and McDonnell (2003) proposed that simply using the signal response to provide spatial information has merit. Th ey called the signal information collected in this way soft data, in contrast to what might be termed hard data from a soil moisture sensor such as TDR.
Understanding how best to use and interpret the signal response for hydrological applications is an important area of needed research. Such study would involve quantifying the spatial covariance between the EMI data and any other "hard data," such as gravimetric or TDR measurements. Using cross-correlation statistics would be one way to analyze the results of such indirect measurements. Th e area of spatial covariance analysis needs research for the application of methodologies suitable for hydrology. One approach taken by agricultural scientists has been to try to calibrate the signal response using directed soil sampling based on the signal response surface and using a multiple linear regression (Lesch et al., 1995a,b) . An alternative approach might be to use the instrument to assess changes in ground conductivity before and after rainfall events (Fig. 10) . On a 12-ha fi eld site in Utah, 5000 data points were collected before (Fig. 10a ) and after rainfall (Fig. 10b) . Hydrological changes can be observed by diff erencing the maps, where diff erences in the observed ground conductivity (Fig. 10c) are primarily the result of changes in θ. As with the data presented in Fig. 4 , more structured patterns occur after wetting, indicating the presence of subsurface fl ow paths. Alternatively, this "soft data" could be combined with more sparse data such as TDR measurements of θ, which are harder and more time consuming to obtain. A vision for the future is to combine EMI measurements with ground-based sensor networks, either using the EMI data to place sensors in hydrological locations of interest or using the data collected from the sensor network to constrain calibration of the EMI measurements. Th is method in the hands of a skilled user holds great promise for hydrological applications, especially since a number of soil properties of hydrological interest can be inferred (texture, water content) from spatially exhaustive data.
Direct Current Resistivity
Direct current resistivity is defi ned here as imaging from the ground surface, whereas electrical resistance tomography is used to describe borehole measurements. Direct current resistivity is a direct current (or low-frequency alternating current) method of determining resistivity, where electrodes are inserted in the ground along a line at even spacing, typically from 0.5 to 5 m between each. Th e use of DC resistivity to determine soil moisture was described as long ago as the end of the 19th century (Briggs, 1899) . Use of the four-probe resistance method was described by Edlefsen and Anderson (1941) using the Wenner array (Wenner, 1915) designed for measuring earth resistivity. Interest in the measurement of θ using resistivity declined because of its dependence on other soil properties and the advance of other methods such as the neutron probe. However, it still found some application for θ determination in rapid laboratory measurements in saline soils (Gupta and Hanks, 1972) .
Th e method of using resistivity developed mostly through mineral and oil exploration (Archie, 1942; Keller and Frischknecht, 1966) and more recently in near-surface geophysics applications. Multiple resistance data are now collected by creating an electrical gradient between two source electrodes and measuring the resultant potential distribution at two or more receiving electrodes along a line of multiple electrodes. Advances in electronic switching means that tens of electrodes can be measured in a few tens of minutes, providing spatially exhaustive data along transects. Th is advanced capability has created a renewed interest in monitoring soil properties and processes using the method (Samouelian et al., 2005; Michot et al., 2003; Zhou et al., 2001; Goyal et al., 1996) . Th e resistivity measurements provide a two-dimensional profi le and can be used to determine static properties such as subsurface structure and texture, as well as temporal changes associated with θ, or water chemistry (Samouelian et al., 2005) . Th e advantage of using DC resistivity was illustrated by Michot et al. (2003) , who studied changes in θ under a corn crop. Rapid data acquisition means that it is highly useful for monitoring spatial processes, and when calibrated or linked to point measurements with water content sensors, it can provide strong insight into subsurface processes including changes in θ. Figure 11 , adapted from Michot et al. (2003) , shows how the resistivity image gives a two-dimensional slice so that θ changes can be observed spatially in the soil profi le. Resistivity imaging as illustrated here is possible at submeter-to tens-of-meter scales in the fi eld and has been used mostly for monitoring tracer tests (Singha and Gorelick, 2005) and qualitative changes in θ (Amidu and Dunbar, 2007; Goyal et al., 1996) .
Remote Sensing
By definition, remotely sensed measurements of θ are made using instruments that are not in direct contact with the soil. Changes in θ are inferred through the soil's infl uence on potential fi elds, such as the electric, magnetic, and gravitational fi elds. Th ese "measurements at a distance" have distinct advantages and challenges compared with ground-based techniques. Th ere are currently three main remote sensing methods used to measure θ. Th e fi rst two methods consider either the electromagnetic radiation naturally emitted by the target (passive remote sensing); or the radiation scattered by the target after the target has been illuminated with a known source of radiation (active remote sensing). In the third method, changes in the gravity potential fi eld above the soil, which are related to changes in the density of the soil, and thus θ, are detected. At present, measurements of θ using the third method are only available at very large scales, 600 to 1000 km (Tapley et al., 2004) . Only the fi rst and second methods can produce measurements at the observatory (small watershed) scale, and hence, only these two methods are considered here.
Passive Remote Sensing
In the fi rst method, a remote sensing instrument called a radiometer is used to measure radiation naturally emitted by the soil. Th is technique is called radiometry or passive remote sensing (Njoku and Entekhabi, 1996; Njoku and Kong, 1977; Eagleman and Lin, 1976; Jackson et al., 1997) . A picture of a mobile radiometer system is shown in the upper-right corner of Fig. 6 . Soil, like all matter, emits radiation, and this emission increases with temperature. Th e dielectric properties of the soil and the physical nature of the soil surface (roughness) determine how closely the soil surface resembles a perfect emitter, or blackbody. Th e fraction of the total possible radiation (blackbody radiation) that is emitted is called the emissivity of the soil. Emissivity varies between zero and 1. At infrared wavelengths, soil emissivity is close to unity regardless of θ. Consequently, infrared radiometry is an eff ective method of soil surface temperature measurement. In the microwave region (frequencies from hundreds of MHz to hundreds of GHz, or wavelengths from meters to millimeters), soil emissivity is a strong function of θ (Hallikainen et al., 1985; Schmugge et al., 1974) .
To illustrate the theory of passive remote sensing, consider a smooth bare soil surface with a uniform temperature, T, and a uniform soil moisture profi le. Th e brightness temperature of this soil surface,
is equal to the product of the soil temperature and the microwave emissivity, e. Since e is dimensionless, brightness temperature has units of Kelvin. At microwave frequencies, the brightness temperature is directly proportional to the radiant power emitted. As a result, a simple linear calibration can be used to relate the radiant power measured by a radiometer to the brightness temperature. If the soil temperature is known, then changes in the brightness temperature of the soil refl ect changes in e, and hence, θ, of the soil surface. Th e value of e is essentially a linear function of θ. It also depends on soil texture, which along with θ determines the dielectric properties of the soil; the roughness of the soil surface, as previously mentioned; the observation view angle; and polarization. As θ increases, e decreases. Low brightness temperatures correspond to wet and/or cold soils. Because of the signifi cant changes in e with θ, the brightness temperature of a wet and dry soil can diff er by nearly 100 K. Th is is large in relation to the precision of a typical microwave radiometer (≤1 K) and results in an excellent signal-to-noise ratio, making it possible to measure changes in θ of less than 1%. Soil surface roughness tends to decrease the sensitivity of the brightness temperature to θ (Schneeberger et al., 2004; Choudhury et al., 1979) . Th e dependence on observation view angle and polarization is well known for quasi-specular (eff ectively smooth) surfaces (e.g., Ulaby et al., 1981) . In practice, the horizontally polarized (H) and vertically polarized (V) components of the emitted radiation are measured.
Two important distinctions between infrared radiometry and microwave radiometry must be made. First, space-borne infrared radiometers cannot view the Earth's surface through clouds or precipitation, which are eff ectively transparent at low microwave frequencies. Second, an infrared radiometer is sensitive to the temperature of an extremely thin layer of soil at the soil surface, much less than a micrometer in depth. Hence, the brightness temperature measured with an infrared radiometer is often called the skin temperature. A much thicker layer of soil contributes to the emission measured by a microwave radiometer. Th e depth of this contributing soil layer, called the emitting depth, scales with wavelength. At a frequency of 1.4 GHz (a wavelength of 21 cm), the emitted radiation is typically sensitive to the upper 3 to 5 cm (Laymon et al., 2001 ), while at 19 GHz (a wavelength of 1.6 cm), the emission is determined by only the upper few millimeters. For a soil with a nonuniform temperature and soil moisture profi le, the emitting depth can change depending on how sharply the soil dielectric properties vary with depth. When the soil moisture profi le is sharp (very wet just at the surface), the emitting depth is decreased (Jackson et al., 1998) . On the other hand, when the soil is dry or the moisture profi le is uniform, the fi rst several centimeters determine the emitted radiation (Schmugge and Choudhury, 1981) .
When vegetation is present, its radiative properties must also be considered. Vegetation is semitransparent at microwave frequencies: vegetation attenuates the radiation emitted by the soil and also self-emits. Attenuation is due to both absorption and scattering.
Th e most useful models of microwave emission from a vegetated surface consider three main components of the brightness temperature (Jackson et al., 1982) , T B = T Bsoil + T Bveg↑ + T Bveg↓ , where T Bsoil is emission from the soil attenuated by the canopy, T Bveg↑ is upwelling emission from the canopy, and T Bveg↓ is downwelling emission from the canopy refl ected by the soil and attenuated by the canopy. Th is treatment assumes that the absorption and scattering properties of the vegetation can be eff ectively modeled with two parameters, the optical depth and the single-scattering albedo, respectively. Th is has been found to be true for many diff erent types of vegetation (Jackson and Schmugge, 1991) .
Active Remote Sensing
In the second method, remote sensors measure radiation scattered by the soil. Th is technique is called active remote sensing. Th e illumination that causes the scattering can originate either from a natural source or from the remote sensor itself. Cameras and other visible and near-infrared detectors, including our own eyes, are active remote sensors since they detect scattered solar radiation. On the other hand, radar launches an electromagnetic wave toward the soil surface and then records the radiation scattered by the soil. In either case, the fraction of radiation scattered by a soil surface is a function of θ.
Radar at microwave frequencies is considered to be the most eff ective active remote sensing technique for the measurement of θ for several reasons. First, radars do not depend on illumination from the sun. Furthermore, radars that operate at lower microwave frequencies can penetrate through clouds and precipitation. Low-frequency radar can therefore be used in all weather conditions and at all times of day. Another reason is the depth of the soil volume that infl uences the scattered radiation, the penetration depth. At visible and near-infrared wavelengths, the penetration depth is extremely thin (less than the emitting depth for infrared radiometry), while in the microwave region the penetration depth at frequencies between 1 and 2 GHz is approximately 5 cm (Ulaby et al., 1996) . Finally, visible and nearinfrared techniques are aff ected by soil organic matter, roughness, texture, color, and incidence angle more than microwave techniques. In the future, hyperspectral visible and near-infrared active remote sensing may be useful at smaller (subfi eld) scales as new technology is developed and more ancillary data become available (Kaleita et al., 2005) .
Since radar transmits and receives radiation, the confi guration of the transmitting and receiving antennas must be specifi ed. Bistatic radars have separate transmitting and receiving antennas but are rarely used. Normally, a single antenna transmits and receives the radiation, resulting in a measurement of backscatter from the soil. Th e ratio of the power received, P r , to the power transmitted, P t , is directly proportional to eff ective scattering area of the target, called the backscattering cross-section, σ:
The proportionality constant depends on the configuration geometry, characteristics of the antenna, and the wavelength of observation. Th e backscattering coeffi cient, σ o , is the backscattering cross-section per unit area, an intrinsic property of the soil surface (analogous to the visible-near-infrared refl ectance of a surface) that can be used to determine θ.
Th e backscattering coeffi cient of a soil surface is related to the refl ectivity, R, of the surface, the fraction of incident radiation scattered. Note that under conditions of thermodynamic equilibrium, e and R of a surface are related by Kirchoff 's law, which states that e = 1 − R (Peake, 1959) . R depends on the dielectric properties of the soil surface and (for smooth surfaces) varies with incidence angle and polarization according to the Fresnel refl ection coeffi cients. For a surface that is not perfectly smooth, incident radiation is scattered in many directions, which is the case for nearly all natural surfaces. R and σ o increase with θ. As the soil surface roughness increases, σ o increases in magnitude but the sensitivity of σ o to θ decreases (Ulaby et al., 1986) . A polarimetric radar can measure the HH, VV, HV, and VH backscattering coeffi cients, where the fi rst letter denotes the polarization of the transmitted radiation and the second the polarization of the received radiation. By reciprocity, HV = VH. Th e phase diff erence between transmitted and received radiation is also measured by a polarimetric radar, and it is useful in certain situations. Th e magnitude of σ o can vary greatly and is normally expressed in decibels. A typical radar has a precision of ≤1 dB, and the change in σ o of a wet and dry soil can be up to 10 dB.
Low-frequency radar can penetrate through modest amounts of vegetation, unlike visible and near-infrared techniques. Th ere are three categories of scattering mechanisms that determine σ o of a vegetated surface (Ulaby et al., 1996) :
Another is direct backscatter from the ground, σ o g , attenuated by scattering and absorption as it passes through the canopy. A variety of other mechanisms that involve multiple scattering between the canopy the soil surface, here grouped together as σ o vg , also contribute to σ o . Th e number of multiple scattering mechanisms that must be considered depends on the type of vegetation and, specifi cally, on its architecture. For example, some scattering mechanisms can be neglected for canopies that do not have large vertical stems (De Roo et al., 2001 ).
Advantages and Challenges
Th ere are two primary advantages of remote sensing: the ability to make measurements over large spatial areas with a single instrument on a mobile platform (such as an airplane or satellite), which is more cost-eff ective and eliminates errors introduced by sensor-tosensor variability, and the ability to make measurements in isolated locations where it is not possible or feasible to make in situ θ measurements. Consequently, remote sensing is the only measurement technique capable of regular and reliable large-scale measurements of θ, including global measurements (Kerr et al., 2001) .
As noted earlier, low microwave frequencies are favorable for soil moisture remote sensing. At lower frequencies, the eff ects of vegetation and roughness on the remote sensing signal decrease, the emitting or penetration depth increases, and clouds and precipitation are essentially transparent. Given the remote sensing technology that is currently available, L-band (frequencies between 1 and 2 GHz) has been identifi ed as optimal for soil moisture remote sensing (Entekhabi et al., 2004) . At L-band, both radiometry and radar are sensitive to θ through vegetation. Th e opacity of a vegetation canopy is primarily determined by its water column density, the mass of water contained within the vegetation canopy per area. At 1.4 GHz, a radiometric sensitivity of at least 1.5 K per percent θ has been measured through maize (Zea mays L.) up to a vegetation water column density of 6.3 kg m −2 corresponding to a 3.0-m canopy; the highest water column density observed during a full growing season (Hornbuckle and England, 2004) . Reliable models of the microwave emission at L-band have been developed for column densities up to 4 to 5 kg m −2 (Wigneron et al., 2007) . Hence, microwave radiometry at 1.4 GHz can be used in virtually all nonforested areas of low relief (strong variations in topography currently preclude the use of radiometry in mountainous areas). For L-band radar, θ retrieval is only possible for vegetation canopies of up to approximately 0.5 kg m −2 (Ulaby et al., 1996) .
Th e coherent nature of the radar signal makes this technique much more susceptible to the eff ects of vegetation and surface roughness than radiometry. On the other hand, radar can provide higher spatial resolution images because of its ability to discriminate the arrival of separate pulses of radiation in range. For radiometers and radars mounted on aircraft, the diff erence in spatial resolution is not signifi cant, and both techniques can provide maps of θ on the scale of tens to hundreds of meters. At the satellite scale, radiometers typically have resolutions of tens of kilometers, while radar resolution can be much less than a kilometer. Although radar cannot be used in most vegetated areas by itself, it has been hypothesized that for short periods of time (1-3 d), changes in the radar signal are primarily caused by changes in θ (Narayan et al., 2006) . Using this change detection strategy, it may be possible to use combined radiometer and radar satellite measurements to produce a θ product in nonforested areas with a spatial resolution of approximately 10 km by using highresolution radar measurements to disaggregate lower-resolution radiometer measurements (Entekhabi et al., 2004) .
Recall that L-band radiometry and radar are sensitive to only the upper few centimeters of soil because the emitting depth and penetration depth at L-band is approximately 5 cm. While this near-surface θ is an important hydrologic variable because of its eff ect on infi ltration, runoff , and the surface energy balance, the total amount of water in the vadose zone is also an important hydrologic variable. L-band measurements of near-surface θ can be used to estimate θ in the vadose zone when these measurements are assimilated into land surface water and energy balance models, as long as the observations of near-surface θ are made with suffi cient frequency (Wigneron et al., 1999; Galantowicz et al., 1999) . In the future, it may be possible to make direct measurements of vadose zone θ with low-frequency radar in the UHF and VHF bands (Kuo and Moghaddam, 2007) .
Promising Avenues of Instrumentation Research
Over the years, many methods for determining θ have been examined, some developing into the sensors we currently use and some requiring improved technology to exploit contrasts allowing for water detection. Th e development of each methodology requires a critical set of ingredients to make it successful. Cost, adaptability, and robustness are fundamentally important, but so are their abilities to explore phenomena we have been unable to detect so far. Developments described in this article have advanced our understanding of high temporal resolution processes at the sample scale. Now we are looking for instruments that will improve spatial measurements over the root zone at a temporal resolution that allows us to monitor hydrological processes and characterize the hydrological connectivity. Timing is also important, and the right instrument needs to become available at the right time. Th is section looks at some of the promising methods being developed and the principles on which they are founded.
Acoustic Waves
The sensitivity of acoustic wave propagation to θ was reported by Brutsaert and Luthin (1964) and Mack and Brach (1966) . Mack and Brach (1966) showed that measurements at low ultrasonic frequencies (16-20 MHz) were sensitive to both θ and solution ionic concentration. However, increasing the frequency to between 114 and 142 MHz reduced the sensitivity to ionic concentration and linearized the relationship. Recent developments include work by Adamo et al. (2004) and acoustic tomography to study unsaturated fl ow (Blum et al., 2004) , as well as a phase shift method for studying acoustics in soils (Lu, 2007b) . Recently, Lu (2007a) proposed that the acoustic properties are more closely related to the matric potential of the soil than the water content and may provide a means for determining matric potential over a wide range.
Optical Methods
Optical methods work in a number of ways; some exploit the contrast in refractive index between the water and material in which it resides, some use near-infrared refl ectance, and others measure indirectly by detecting changes in other properties related to changes in θ. Measurements of changes in the refractive index have proved a valuable laboratory technique for measuring two-dimensional fl ow in hele-shaw cells. Tidwell and Glass (1994) demonstrated that using a light source behind a cell and measuring the transmission could be used to determine the spatial distribution of θ in the cell. One of the experimental diffi culties was providing uniform light, but developments in light-emitting materials such as luminous fi lms (www.luminousfi lm.com) should help overcome these limitations. However, these methods are limited to the laboratory (Darnault et al., 2001) .
Infrared refl ectance spectroscopy is used to determine θ in minerals for planetary exploration (Yen et al., 1998) . Th ese methods are also applied in the food industry where a uniform homogeneous material can be monitored rapidly for θ (Wrolstad et al., 2004) . However, the heterogeneity and surface roughness of soils combined with sample penetration limited to less than 1 mm or so makes the method currently impractical for environmental applications.
Th e exciting developments that are currently being made for environmental sensing are based on modifi ed fi ber optic systems. Older methods used attenuation (Alessi and Prunty, 1986) or refl ection measurements (Garrido et al., 1999) and tend to measure across very limited volumes. Newer methods exploit brillouin scattering along a fi ber optic cable (Texier and Pamukcu, 2003) . Th e equivalent to metallic-TDR for light is the O-TDR, or optical time domain refl ectometer. Commercial systems for sensing temperature along fi ber optic cables are available and have been used in environmental sensing (Selker et al., 2005) . Th ese systems reportedly have a 1-m spatial resolution along the cable and detect temperature diff erences of as little as 0.1°C or better. Fiber optic systems have also been tested to determine the location of moisture spills using polymers that swell and create a localized loss along the fi ber optic cable (MacLean et al., 2001 ). More recent fi ber optics have been wrapped in hydrogel, where expansion and contraction of the hydrogel with changing θ cause strain gauges to give a measurable optical response (Texier and Pamukcu, 2003; Pamukcu et al., 2006) . One of the current constraints to long-term monitoring encountered in soils is the degradation of the polymer by soil microbes. Th e potential of optical methods is exciting for environmental applications since cables can be buried in the ground over long distances and monitored, off ering high temporal resolution data over the length of the transect. Th e possibility of determining temperature (Selker et al., 2005) , θ (Pamukcu et al., 2006) , and chemical signature (Yuan et al., 2001; Michie et al., 1995) makes fi ber optic methods an exciting area of research.
Gravity Measurements
Gravity measurements can be used to determine temporal changes in the mass of a conceptual column of water in the near surface. Unlike many sensors that measure at a point, gravity measurements off er the potential to determine water content change from local to regional scales. Th e measurement of microgravity is made using an absolute gravimeter. Gravimeters operate by measuring the rate of fall of a control mass. Th e value of g is measured at a given location to accuracies on the order of 1 μGal (Nabighian et al., 2005) , and they do not require comparison to another control location. However, the cost of these instruments is currently expensive, in excess of $250,000.
As the gravimeter determines a spatially weighted cumulative measure of changes in water content in the subsurface the measurements should be part of a coupled hydrologic instrument response framework (Blainey et al., 2007) . Pool and Eychaner (1995) presented the fi rst example of this application. Time-lapse gravity measurements were used together with water-level measurements in monitoring wells to infer aquifer specifi c yield. Th e interpretation required the use of a hydrologic conceptual model of complete drainage throughout the vadose zone and a fl at-lying water table. Th e ability to make continuous measurements of this type holds promise for application to ecohydrological problems such as monitoring transpiration from trees.
Nuclear Magnetic Resonance
Nuclear magnetic resonance (NMR), fi rst demonstrated in 1946 (Purcell, 1952; Bloch, 1952) , has been developed extensively by the food industry for noninvasive θ determination (Wrolstad et al., 2004 ). Hydrogen nuclei ( 1 H) possess the strongest nuclear magnetic moment. Th ese are randomly aligned in the absence of a strong magnetic fi eld. On supply of an external magnetic fi eld, the magnetic moments align with the fi eld, parallel or antiparallel. An excess of antiparallel alignment provides a detectable macroscopic magnetization. Th e modulus of the magnetization vector aligned with the external fi eld is proportional to the number of 1 H nuclei in the sample. Assuming that θ is proportional to the number of 1 H nuclei, the proportion of θ can be determined. Nuclear magnetic resonance relaxation measurements are also used to characterize porous media in the laboratory and include T 1 , the spin lattice relaxation time, and T 2 , the spin-spin relaxation time (Barrie, 2000) . Laboratory investigations include water content determination in porous media (Liaw et al., 1996) and more specifi cally in soil (Bird et al., 2005; Hinedi and Chang, 1999; Kinchesh et al., 2002; Hinedi et al., 1993) . Laboratory NMR and magnetic resonance imaging off er perhaps some of the most exciting methods of determining θ in situ in column experiments.
Field-based NMR systems have been developed for industrial applications and are described in Wolter and Krus (2005) . Th e OSA-NMR system (Perlo et al., 2005) can be placed fl at on a surface and measures to a depth of 5 to 30 mm. No reports of environmental application appear to have been made yet. Geophysical fi eld systems have been deployed with application to hydrogeology (Lubczynski and Roy, 2004; Legchenko et al., 2004; Legchenko et al., 2002) . At present the only commercial fi eld system is the NUMIS MRS equipment (IRIS Instruments, Orleans, France) designed to determine θ and porosity to depths of up to 1500 m. Th e system requires a knowledgeable user to conduct experiments and interpret the data. Th e major obstacle to environmental NMR is that problems can occur in the presence of ferromagnetic materials. A second limitation is that if T 2 is very short, the hydrogen nuclei may have already relaxed in the dead time of the NMR instrument; this can occur with clay minerals.
Thermalized Neutron Detection
Satellite measurements of neutrons have been used to detect water in planetary exploration. Mitrofanov et al. (2004) reported the use of an instrument measuring θ in the Martian polar regions. Exciting research is being conducted at the University of Arizona where a team of scientists reported the development of a technique named the cosmic-ray neutron probe (Zreda et al., 2005) . Th e technique is described as addressing the intermediate-scale detection zone between point measurements and remote sensing. Th e instrument uses cosmic-ray neutrons as the source and detects changes in neutron fl ux. Reported accuracy in the measurement of the change in θ is about 1% with an integrated measurement sensitive to the root zone and with a footprint of 10 to 100 m 2 . Th e maximum sensitivity of the instrument is obtained buried around 0.2 m or 100 to 200 m above the ground mounted on a balloon or aircraft (Zreda et al., 2005) . Th is type of method holds great promise for observatory measurements, and with no radioactive source, it overcomes many regulatory hurdles encountered using active neutron probes.
Scaling Issues: Bridging Measurement and Modeling
As much as measurement has improved at the point scale, the data are still incommensurate with modeling data requirements (Beven, 2001) . Th is means that the scale at which a measurement is made (<1 m 2 ) diff ers from the scale represented by a model grid cell (>10 m 2 ), and θ at these scales is not the same quantity. One of the aims of watershed observatories is to improve our understanding of watershed processes using intensive monitoring. And so the question of how to bridge between measurement and modeling scales is pertinent. A desirable long-term goal is to transfer this new understanding gained at the watershed scale to watersheds that have minimal monitoring (Wagener et al., 2004) . Th is raises a series of questions in terms of how we get from a series of point measurements to improving our understanding of ungauged watersheds: (i) What is the uncertainty associated with individual sensor measurements? (ii) How can we upscale from point measurements to areal mean soil moisture, compatible with a model grid square? (iii) How best can we sample soil moisture within the watershed? (iv) Can we determine characteristic watershed-scale soil moisture behavior, given certain watershed characteristics, such as soil type, vegetation, and topography? (v) Assuming some underlying behavior or pattern, can we use this to classify soil moisture behavior that can be transferred to ungauged watersheds? (vi) Are there measurements that allow estimation of areally distributed (e.g., grid-scale) model parameters? (vii) Do solutions exist for simulating the time-evolution of soil moisture at scales larger than point scale?
Th ese questions underpin many current research eff orts and although we cannot address them all, the following sections outline some of the issues and current research in more detail.
Determining Measurement Uncertainty
Gardner (1986) presented a comprehensive overview of the measurement errors associated with the standard method of oven drying soils and weighing. In general, error values are less than 1% depending on the mass of soil used and the accuracy of the balance. Perhaps the most signifi cant source of error for determining volumetric water content from the fi eld is obtaining an accurate volume of soil. For fi eld calibration of an instrument, obtaining measurements of 2% or better is considered good. For example, in calibration measurements using a neutron probe (Campbell Pacifi c Nuclear hydroprobe, Model 503), Katul et al. (1993) investigated the relationship between the θ and the neutron probe count ratio. Th e count ratio was the ratio between actual and standard count. Th ey found that the standard error of estimation was 2.1 volume percent of water.
In this discussion of errors, we limit ourselves to discussion of point sensors and GPR. Th e measurement error for most point sensors can generally be divided into two components: the precision of the measurement, characterized conveniently by the root mean square error, RMSE, and the accuracy, often described by an off set error. As an example, we analyzed the off set error and the RMSE after removing the off set error from the data shown in Fig. 7 ; the results are presented in Table 1 . Th e Acclima gives the best performance, most notably with no off set error. Th is is due in part to its higher operating power and larger support volume. Th e TDRs, Th eta, and Hydra probes all perform well with RMSE values ?0.02 m 3 m −3 commonly found for laboratory calibration of TDR (Topp et al., 1980; Malicki et al., 1996) . Most of the sensors show some off set error, most likely resulting from soil compaction around the electrodes; this may change in time as soil redistributes around the electrodes caused by wetting and drying. Time domain refl ectometry measurements are widely used in hydrology, and Hook et al. (2004) suggested a convenient method of assessing the quality of TDR measurements. Th ey demonstrated that the error in θ increased as the rise-time of the TDR waveform increased. Th e rise-time of the waveform can increase due to poor probe construction, dielectric dispersion (Robinson et al., 2003) , or soil salinity. For rise-times of <6 ns, errors were less than 0.1. For increasing rise times of 10 and 15 ns, the θ determination errors also increased nonlinearly to 0.15 m 3 m −3 and 0.4 m 3 m −3 , respectively. Since the waveform rise-time is easily measured, they suggested (Hook et al., 2004) it be collected routinely as a way of ensuring data quality and checking for errors.
Th e CS-616 and ECH 2 O EC-20 performed reasonably, but not as well as the other sensors (Table 1) , but this has to be weighed against their low cost. However, the performance of these sensors is likely to decline further in 2:1 clays or saline soils, especially if temperature is variable, and RMSE values may be signifi cantly greater. Th is was demonstrated for the CS-616 by Kelleners et al. (2005b) . Th e Enviroscan errors are similar to the TDR errors for nonsaline coarse-textured soils (Baumhardt et al., 2000; Paltineanu and Starr, 1997) . Again, Kelleners et al. (2004) demonstrated that the errors can signifi cantly increase in saline or 2:1 clay soils. A further cause of measurement error in clay soils is failing to take into account the deformable, or shrink-swell, behavior of the clay. Kim et al. (2000) demonstrated the importance of accounting for shrinkage in forest soils using TDR.
Errors associated with the heat pulse method can be found in Basinger et al. (2003) and Heitman et al. (2003) . Both showed an off set error of ?0.1, and the former presented RMSE values ?0.02 m 3 m −3 for a broad range of soils (Table 1) . also demonstrated that error may result because of the spacing of the electrodes changing when inserted into the soil. Th ey showed that a 5% error in the spacing causes errors in θ determination of 0.024 m 3 m −3 at air dry to 0.084 m 3 m −3 at saturation 0.6 m 3 m −3 .
Of the geophysical instruments, GPR methods are of significant interest. Th ey have a support volume that is intermediate between point sensors and remote sensing, and the fundamental principle of determining dielectric response makes the technique an attractive bridge between TDR and active microwave remote sensing. Th e most comprehensive studies of measurement error for θ are presented in Huisman et al. (2003b Huisman et al. ( , 2001 Huisman et al. ( , 2002 . Huisman et al. (2001 Huisman et al. ( , 2002 demonstrated that RMSE values for θ were quite similar to those associated with TDR, of 0.030 m 3 m −3 , for the same experiment. An interesting observation was that the θ-κ calibration model error was dominant. Th is suggested that comparisons between TDR, GPR, and Active microwave remote sensing are perhaps better in terms of dielectric response than conversion to θ.
From Point to Areal Average: How Best Can We Sample? Mader (1963) raised an important question with respect to soil sampling: "How many soil samples do I need to be reasonably sure that the results of analysis on the samples collected are representative of the area being studied?" In the context of soil moisture, various studies have attempted to address this question. Hills and Reynolds (1969) presented a study in which they showed that their fi eld site fell into two spatial categories, <950 m 2 and 950 to 6000 m 2 . Th ey found that maintaining a standard error below 2.5 at the 95% level required 4 to 19 and 44 to 80 samples, respectively. Th is only attempted to capture spatial variation, but of course θ varies temporally. Monumental sampling studies have been reported for spatial and temporal watershed soil moisture variability by Loague (1992a) for the R-5 watershed in Oklahoma. In a companion paper, Loague (1992b) demonstrated that the incorporation of the spatial variability of the antecedent soil moisture in the modeling approach improved peak fl ow prediction. Central to incorporating soil moisture measurements into distributed models is overcoming the incommensurate nature of point measurements and model grid squares (Beven, 2001) . Th is involves the upscaling (Blöschl and Sivapalan, 1995; Western et al., 2002) of point measurements to provide areal averages, which has been considered in recent literature (de Lannoy et al., 2007 (de Lannoy et al., , 2006 Pachepsky et al., 2003) .
As a framework for discussion, the scale triplet (Blöschl and Sivapalan, 1995; Western et al., 2002 ) is considered to characterize the scale of measurements. Th ree scale aspects are identifi ed. First is the support, the volume over which a measurement is integrated; in the case of a 30-cm-long TDR probe, this might be 600 cm 3 . Next is the spacing, which is the distance between measurements. Finally is the extent, the length scale between the two farthest measurements in a group of measurements (see Fig.  8 ). Consideration of the scale triplet is important in developing a sampling scheme. Knowing the support volume is important because it determines the sphere of infl uence of an individual measurement (Table 2) . Th e smaller the sphere of infl uence of an instrument, the larger the local fl uctuations of measurements will be, and the less local variation would be attenuated. In other words, if the support is too large, small-scale variation will be lost. When comparing measurements at diff erent scales and with diff erent instruments, there will likely be a change of support, which is important because each instrument attenuates the variance within the support volume in both space and time. Th erefore, an observed scale variance of soil water content, that is, the spatial or temporal semivariance, diff ers at each observation scale; this can be caused to a great extent by diff ering support sizes of the individual instruments. In addition, distribution of the water content itself can aff ect the support size, as demonstrated by Ferré et al. (2002) ; this may become more important with the transition to using geophysical instruments where support size may vary due to the instrumentation and the water content distribution. If the extent is too small, the large-scale variation is lost, whereas if the spacing is too large the small-scale variability is lost (Blöschl and Grayson, 2000) .
As a detailed example, we consider a gravimetric soil moisture data set using the scale triplet along a transect. We consider fi rst, the impact of sampling distance or spacing, and, second, how data aggregation or the support size aff ects the resulting θ g and its variance behavior and relationship to other Fig. 7 . dual-probe heat pulse (DPHP) error determination from Heitman et al. (2003) , Enviroscan errors from Baumhardt et al. (2000) , and ground penetrating radar (GPR) errors from Huisman et al. (2001) for aggregated soil moisture data. Offset errors for instruments will vary depending on method of installation. variables. For this purpose, measurements were taken along a 500-m moraine landscape transect at 5-m intervals. θ g was measured at 10-cm-vertical depth increments down to 1 m. Soil sand content was measured at 0 to 10 cm depth, and surface elevation was determined. A few θ g samples were taken in four nests at closer distances of 1 m (Wendroth et al., 2006) . Increasing point sample spacings of 5, 15, 25, 35, 45 , and 55 m were considered in the following analysis, with samples in between dropped. Conversely, the same spacings were applied with an increasing support size, yielded from data aggregation over increasing distances, while avoiding any overlapping. For example, at 15-m spacing, the distance over which data were aggregated was also 15 m (a scenario that could manifest with remote sensing measurements).
In Fig. 12 , all point measurements of θ g and topographic elevation, as well as point and aggregated measurements for 25-and 55-m spacings, are presented. While there is a considerable smoothing eff ect associated with the aggregation of θ g measurements compared with point measurements, the spacing and diff erent aggregation levels of elevation data do not create a large diff erence at the spacings analyzed here.
Th e mean values of θ g point measurements at 0 to 10 cm [SWC(10)] increase with increasing spacing of point observations (Fig. 13) ; the same was found for the 80 to 90 cm depth increment [SWC(90)] . Th e standard deviation of θ g point measurements rises with increasing spacing owing to the large impact of some high or low values found at large spacings.
Next, relations between θ g at 0 to 10, 40 to 50 [SWC(50)], and 80 to 90 cm depth, elevation, sand content, and their behavior at diff erent spacings and support sizes are quantifi ed using Spearman rank correlation coeffi cients. In general, relations between SWC(10) and any of the other variables are closer for aggregated data than for point observations. Th ere is no common or general trend observable for point observations whether ranking correlation coeffi cients increase or decrease with increasing spacing (Fig. 14) . From this graph, we conclude that there is an obvious change of relations between diff erent variables depending on the scale of observation.
Results from regression analysis presented in Table 3 reveal not only changes in the magnitude of slope and intercept with diff erent spacing but also whether aggregated or point measurements are considered in the same extent and spacing distance. Th is result manifests the changing relationship between variables being observed across diff erent scales; similar results are often observed in soil science and agronomy. For example, at the regional scale, a close relation between biomass production and soil texture may exist. Conversely, at the fi eld scale and smaller, this relation can hardly be found because of a smaller variation of one or both variables and other infl uences relevant at the fi eld scale (Wendroth et al., 1997) .
Semivariograms (Isaaks and Srivastava, 1989; Nielsen and Wendroth, 2003) are shown in Fig. 15 for point and aggregated measurements. Th e only sampling designs resulting in a spatially structured variance are the original sampling and sampling at 15-m intervals, regardless of whether point or aggregated measurements are considered. If the spatial process of θ g has to be sampled within this extent, observations should be taken at 15 m or less. At distances greater than 15 m, spatial variation is random. It is important to note that no interpolation of θ g could be based on samples taken at spacings of 25 m or more. In general, point observations yield a larger variance than do aggregated data, regardless of sampling distance. Selecting point observations at increasing spatial intervals raises the variance. Th is is one reason for the previous result of less-pronounced correlations for pointbased observations compared with aggregated data. To identify a spatial variability structure for aggregated or point measurements taken at distances larger than 15 m, the spatial extent would have to be increased beyond 500 m, based on the assumption that the variance at the next higher scale exceeds the one observed within our 500-m extent.
Th e spatial distribution of soil water content at a given point in time depends on several landscape factors, including topography, soil texture, and vegetation. We consider a fi nal analysis, in which the impact of measurement resolution and the inclusion of static data (sand content) with water content is used to evaluate the spatial process of θ g in three scenarios (Fig. 16 ). In the fi rst, SWC(10) is aggregated over a distance of 55 m and is based on sand content (0-10 cm) in a fi rst-order autoregressive state-space model (Nielsen and Wendroth, 2003) . Th e 95% confi dence interval of estimation manifests the general behavior of data, following an increasing trend. Of course, fl uctuations of data observed at a smaller scale are not represented by this model with very limited θ information (Fig. 16a) . In the second scenario, small-scale behavior of θ g is estimated based on 55-m point observations of θ g and sand content, measured at a smaller scale of 5 m distance (Fig. 16b) ; not all the θ g fl uctuations are conserved in this scenario. However, the process of θ g at a smaller scale is represented by introducing another variable, that is, sand content, sampled at the smaller scale and being statistically related to the spatial process of θ g . At the 5-m scale, the coincidence between θ g and sand content provides a narrow confi dence band of estimation and appropriately represents fl uctuations typical at this scale (Fig. 16c) , which remains only slightly conserved in scenario 2 (Fig. 16b) and not conserved at all in the case of aggregated data, scenario 1 (Fig. 16a) . Th is indicates the eff ect that including static and dynamic secondary data can have on improving the determination of the spatial pattern. Th e inclusion of the secondary data has the important consequence of reducing the uncertainty of the θ estimation in space.
Th e above example focused on spatial analysis; however, soil moisture also has a temporal variation component. Th e question, "How often, do we need to sample θ?" is as important as the question, "What soil water process do we want to represent at what scale, and what other variables do we need to sample that are related to θ, and support transition between scales"? Ranking correlation indicates increasing relationships between two variables with increasing aggregation level. However, small-scale information is lost, as is the spatial or temporal representation of a process. Moreover, linear regression coeffi cients change, manifesting the fact that there is not a unique answer between two variables measured across the landscape, but the answer is at least strongly aff ected by the support size and spacing.
One approach to address the issue of linking point measurements to provide areal space-time estimates of θ follows the methodology presented by Vachaud et al. (1985) , who found the existence of time-stable θ monitoring sites. In essence, these are monitoring sites that capture the spatial and temporal average behavior of θ for a defi ned spatial area. Th is work was performed on a site with minimal slope, and Kachanoski and de Jong (1988) were quick to point out that the spatial variability of hydrological processes creates a lack of time stability in landscapes where topographic redistribution occurs. However, Grayson and Western (1998) showed that although time stable sites do not generally exist in watersheds with slopes, a few catchment average soil moisture monitoring (CASMM) sites could be found. Th ierfelder et al. sites using database information. Research is now needed to determine how to rapidly identify such sites given limited data. At a variety of scales, and for a variety of support, spacings, and extents, the range of structured variation needs to be explored, as does the magnitude of the variance with changing measurement resolution. As long as measurements and even aggregated data exhibit nonstructured variation, the spatial or temporal process remains undersampled, where undersampling refers to either sampling distances that are too long, aggregation volumes that are too large, sampling extents that are too small, or any of these reasons in combination with any other.
Moreover, statistical tools exist to quantify the length over which diff erent variables are related to each other, and can be coregionalized with each other. However, another challenge is to combine the spatial and temporal domain of θ (Cahill et al., 1999; Wendroth et al., 1999) and take advantage of smaller measurement uncertainty in either one of these domains. Statistical fi ltering techniques (e.g., Kalman, 1960) allow the combination of process models and measurements. Wherever the model's capability of describing a process is limited, additional measurements may support the description of the process while lowering the uncertainty levels Bierkens et al., 2001; Walker et al., 2002; Margulis et al., 2002) .
Is There Such a Thing as Characteristic
Watershed Soil Moisture Behavior?
Th e growing interest in predicting hydrological response in ungauged basins, considered by Sivapalan (2003) the grand challenge of theoretical hydrology, prompts the question, "Does a characteristic watershed soil moisture exist?" If it were possible to discover such a behavior, then some form of classifi cation of watersheds might be established on the basis of measurable characteristics (McDonnell and Woods, 2004; Wagener et al., 2007) . McDonnell et al. (2007) recently argued that a change of emphasis is required in our modeling approach to understanding and describing watershed processes. Th ey suggested moving from distributed physical models to exploring network models and conceptual models capturing dominant processes. While it is always good to explore diff erent directions, perhaps a leading cause of frustration is not our lack of modeling ability but our inability to obtain data that can constrain more physically based models.
Soil moisture patterns have long been considered to be heavily intertwined with watershed topography. Digital elevation models are widely used for this purpose (Wilson et al., 2005) . However, the analysis presented in the previous section indicates the importance of other landscape attributes. In the example given, the correlation with percentage sand was greater than with elevation ( Fig. 14a and  b) . Recently, Wilson et al. (2004) showed that soil type and vegetation are at least as important as topography in explaining the spatial and temporal variance of soil moisture within a watershed. Th ey called for improved measurement of soils and vegetation alongside topography to explain observed patterns. It is clear, comparing Fig.  16a and b, that uncertainty can be reduced by the incorporation of such texture data and the spatial process can be better identifi ed. Whether one approaches watershed description through the concept of identifying dominant processes or networks or from physically distributed watershed models, advances in quantifying of soil and plant spatial variability and structure within the watershed can only be helpful. Th e key is fi nding relevant scales at which to describe these watershed attributes without getting lost in the endless description of unnecessary spatial variability. It is therefore fi tting to consider here some of the measurement advances being made in other fi elds that could greatly contribute to hydrological description and understanding.
Recent attempts at identifying such measurement methods include a review and vision of hydrological methods (Loescher et al., 2007) and a similar work for the incorporation of geophysical methods into hydrology . Th e former, identifi es light detection and ranging (LIDAR) in particular as a transformative method of obtaining detailed topographic information. Used at watershed scales, LIDAR can reveal detailed structure of earth surface features (Carter et al., 2001; Frankel and Dolan, 2007) . In addition, LIDAR is attractive because it can see through many vegetation types, while obtaining information on vegetation height and density (Dubayah and Drake, 2000; Su and Bork, 2007) .
Geophysical methods also need to be further incorporated into hydrological investigation. Electromagnetic induction, covered in an earlier section, is particularly suited to identifying soil root-zone spatial variability. Having originally been developed for measuring fi eld-scale soil salinity, it is increasingly being used to map soil texture . A paradigm shift is needed in the way soils are mapped for scientifi c studies, requiring greater emphasis on quantitative over qualitative data. Instruments such as EMI can often, but not always, provide this, as demonstrated in Fig. 10 . One of the fundamental challenges is how to incorporate these types of data into hydrological prediction.
Can We Measure Relevant Parameters to Simulate
Soil Moisture Evolution over Areas?
Th ere are surprisingly few physics-based approaches for simulating the time evolution of soil moisture, and these are "point-process" schemes. Beginning with the Buckingham (1907) and the Green and Ampt (1911) approach through Richards' equation (Richards, 1931) and up to and including various approximations thereof (Philip, 1957 (Philip, , 1969 Smith and Parlange, 1978; Smith et al., 1993; Salvucci and Entekhabi, 1995; Ogden and Saghafi an, 1997) , simulation methodologies vary by approximations and assumptions but fundamentally simulate the same process. Richards' equation remains the standard, of which other methodologies are approximate solutions under various circumstances. One impediment to the general use of Richards' equation in modeling the time evolution of soil moisture is that it requires fi ne spatial discretization and a highly signifi cant computational burden (Downer and Ogden, 2004) .
A physics-based solution of variably saturated fl ow requires detailed knowledge of soil suction and hydraulic conductivity as a function of water content for diff erent layers in the soil. Empirical approximations are universally used to functionally describe soil suction and conductivity. Th e hydraulics associated with macroporosity due to mesofauna (Gupta et al., 2001 ) and vegetation (Seguis and Bader, 1997) are not included in these empirical relations. Furthermore, fl ow through macropores is increasingly understood to be very important (Zehe et al., 2007) but is not solvable using the Richards' (1931) solution. Macroporosity is highly heterogeneous (Seguis and Bader, 1997) and to date is widely ignored because it is seen as an intractable problem.
In many watersheds, lateral downslope subsurface fl ow is a highly important process at the hillslope scale. Conceptual models can implicitly simulate this phenomena at the watershed scale and its eff ect on the hydrology of runoff . However, the eff ect of lateral downslope subsurface fl ow on soil moisture is not well simulated using physics-based approaches at hillslope scales because of a lack of understanding of the multidimensional properties of the soil, including the infl uence of downslope macroporosity.
Areally applicable (either watershed or computational element) methods are recent advances that can represent areally averaged infi ltration. Kim et al. (2005) developed a stochastic diff erential-equations approach for simulating areally averaged infi ltration in a heterogeneous fi eld that performed well compared with a Monte Carlo average of point-scale Richards ' (1931) solutions. Talbot et al. (2006) described a discrete water-content solution methodology for fl ow through variably saturated media that is areally applicable provided that large-area measurements of suction and conductivity are available. Other new approaches likely remain to be discovered. And these new approaches will probably require large-scale estimates of soil hydraulic properties, macroporosity density and size distributions, and vertical variability-measurements that may come about through the synergy between geophysics, soils research, and hydrology.
Vision
Developments in technology and data handling are undoubtedly required to advance watershed research and to increase our understanding suffi ciently to allow better predictions of ungauged watersheds. Both LIDAR and geophysical methods will help us to improve the characterization of watershed properties, while the development of wireless sensor networks will bring the opportunity to obtain more comprehensive spatial coverage to measure hydrological processes. However, we need to understand and develop modeling and data collection frameworks to get the most use out of the technology. We need to understand how to deploy them correctly, how to analyze the data and upscale, and how to relate the data to other measurements of interest.
Once we plan to obtain soil water content measurements across a spatial extent or time period, we must consider what other processes in space or time we want to relate these to. In the case of observatory watershed monitoring, this question is at least as important as the questions concerning what soil water content measurement method we should use, and where the measurements should be taken. It is essential to know the answer to this before the experiment. At a particular space and time-scale combination, each process has its characteristic length. Over this length, a large portion of the variation in the magnitude of the variable is passed. Moreover, each process depends on other processes that have their own characteristic lengths. Some of them may be identical or similar to the length of the main process of interest. How are measurements of the same or a diff erent variable, taken at the same locations or times, or at diff erent locations or times related to each other? In other words, how should we spatially distribute or schedule measurements so that we can identify their coincidence or association and explain phenomena of interest? Th e answer to this question can be complicated because of experimental restrictions in situations when measurements cannot be taken at exactly the same spatial location or the same time or both. Th erefore, the measurement design framework for distributed sensing must consider the method, where measurements should be taken, how often, and what other measures they are to be related to. Th e framework also needs to have fl exibility for the practical considerations of installation and maintenance.
Within this framework, it is therefore important to know not only the sphere of infl uence, which is linked to the technology needs, but also the range of spatial and temporal correlation. Th is is the above-mentioned characteristic length of a process and is not technologically but ecosystem-structure driven. Moreover, spatial and temporal cross-correlation needs to be quantifi ed to know over what distance or what time increment two variables are related to each other and when they are no longer related. Th e calculation is simple; however, there is no unique answer. Depending on the overall magnitude of variance in a given spatial or temporal domain, the correlation and cross-correlation lengths diff er. See the above example of gravimetric water content measurements for diff erent spatial sampling distances. Moreover, depending on the scale of measurement and the domain size, the answer diff ers as well. Th e scientifi c challenge is to identify with what sensitivity a process itself, and associated processes, needs to be measured to identify characteristic correlation and cross-correlation lengths. In other words, the auto-and cross-covariance structure of a system, and their change across diff erent scales, needs to be determined. Another challenge is to identify whether the variable related to a specifi c process at one scale allows scaleup to the specifi c process at another scale, or which other variable deserves consideration for the purpose of scale transition.
A further step is to bridge between data collected from sensor networks and data collected from remote sensing (Krajewski et al., 2006) . Bridging this gap must be seen as one way to understand cross-scale soil moisture patterns in watersheds. Eff orts to date have relied on scheduling sampling campaigns with remote sensing data collection Jackson et al., 1999 Jackson et al., , 1995 . More sophisticated long-term experiments could be established through the use of validation sites utilizing nested sensor networks, at which all the relevant environmental variables aff ecting the remotely sensed measurement of soil moisture could be observed and quantifi ed. A conceptual illustration of such a validation site is shown in Fig. 17 . Truck-and tower-based remote sensing instruments could be used to capture the smallest spatial scales and shortest temporal scales. At small spatial scales on the order of 10 m 2 , the characterization of the variability of other environmental variables such as soil texture, soil surface roughness, and vegetation could be captured with networks of in situ sensors and related to the remotely sensed measurement. A wide range of time scales from minutes to seasons could be investigated. Subsequent remote sensing platforms could then be used to transfer, in space and time, the measurements made with truck-and tower-based instruments to larger spatial scales and longer time scales. Th ese platforms could include remote sensing instruments on board unmanned aerial vehicles at the next level (100-1000 m 2 , hours), to airplanes (10,000-100,000 m 2 , day), and fi nally to the satellite scale (1-100 km 2 , days). Traditional approaches to comparing measurements have focused on the instrumentation. While this is important, there is a need to integrate measurement campaigns like this with watershed process studies. If nothing else, linking these together will determine at what scales we need to focus measurement eff orts to understand patterns and linkages. Parallel eff orts should be focused on measurement campaigns that not only consider quantifi cation but also test our understanding of watershed soil moisture patterns and behavior. Th e Tarrawarra data set demonstrates how combined measurement and modeling eff orts can increase our understanding across scales.
Th e above discussion articulates and demonstrates the need for an experimental design framework for integrated water content measurement across watersheds. At the same time, a range of advances is required in terms of the instrumentation, especially those that can be used to capture spatial patterns within watersheds. In the following sections, we list some of the perceived areas of research needed to improve our ability to measure, monitor, and understand the watershed water content spatial process.
Lab Challenges
Consider the development of a standard energy defi nition for θ to integrate measurements with ecological observation and relevance. Determination of permittivity underlies many of the techniques-TDR, GPR, remote sensing. Th erefore, measure and model dielectric spectra across a wide range of frequencies to more accurately measure θ and σ. Concurrently, investigate the possibility of determining other properties, possibly mineralogy and sample geometry.
Equipment Challenges
Develop inexpensive, noninvasive, or easily installed soil moisture devices capable of measuring and monitoring the root zone, especially instruments that could integrate measurement over a volume of ?1 m 3 .
•
17. An example of a nested calibration site; the blue disks represent sensor arrays, and the yellow vehicle has a crane-mounted passive remote sensing device (as in Fig. 6 ). The airborne methods include drone-mounted, aircraft-mounted, and satellite remote sensing devices. All the data are telemetered back to the offi ce via the Internet so that the site can be continuously monitored.
Reduce power consumption. Quantify the sampling volume or support of new sensors and geophysical instruments such as GPR, EMI, and NMR. Develop sensors that can be made mobile with measurements made on the go, such as TDR or NMR.
Monitoring Challenges
Design fully buriable sensors without the need for surface wires to stop animals eating or trampling them. Ultimately, develop data upload links via satellite. Develop fully integrated wireless networks (we have many pieces, but are far from a simple, usable system). Wireless challenges include reducing power consumption, increasing broadcast range, and lowering costs. Determine where we place sensors. Can we optimize their placement locations using other data? An experimental design framework needs to be developed. As the cost of sensors decreases, determine whether we could place networks over the land surface to link with data collected by satellite remote sensing to help calibrate. Nationwide networks might follow the soil climate analysis network (SCAN) run by USDA (www.wcc.nrcs.usda.gov/scan/). Determining and describing macroporosity. Estimating soil water parameters over areas. Observations of vertical decreases in hydraulic conductivity and downslope macroporosity that promote lateral downslope subsurface fl ow.
Remote Sensing Challenges
Improve the modeling of the soil surface (roughness) and the effect of intervening materials (vegetation) on the measurement. Develop a more sophisticated change detection approach to interpret the radar response, since other transient eff ects besides θ, like water residing on the vegetation either from dew or the interception of precipitation, can signifi cantly aff ect backscatter. Remote sensing instruments make spatially averaged measurements of θ, while in situ measurements used to validate remotely sensed measurements are point observations. Th e challenge in remote sensing of θ is to develop useful models that eff ectively integrate the important variables aff ecting remotely sensed measurements of θ at each spatial scale and to construct sensor networks that can provide the data needed by these models to validate remotely sensed measurements of θ.
Modeling Challenges
Move beyond the point-process modeling paradigm and develop infi ltration and soil moisture modeling approaches that are areally applicable. Improve process-level descriptions to explicitly include the eff ects of macroporosity. Research relations between multisensor technologies, vegetation, mesofauna, and the timing, occurrence, and distribution of macroporosity both in the vertical and downslope directions.
Th is summary outlines and identifi es some areas of research needs with the aim of increasing our understanding of the collective or emergent behavior of watersheds. Th e importance of water content to both hydrological and ecological processes means that its study should form one of the research cornerstones of the emerging ecohydrology discipline. Appendix: Nomenclature α soil thermal diff usivity ε material permittivity ε r ′ real part of the permittivity (ε′/ε o ) ε r ′′ imaginary part of the permittivity (ε′′/ε o ) ε o permittivity of free space ε s static relative permittivity ε Τ ′ real part of the measured relative permittivity ε Τ ′′ imaginary part of the measured relative permittivity η cementation index in Archie's law θ water content θ g gravimetric water content θ sat saturated water content θ v volumetric water content κ relative permittivity measured by a soil sensor or GPR λ soil thermal conductivity π mathematical constant 3.214 ρ density ρ b bulk density ρ w density of water σ backscattering cross-section σ′ electrical conductivity due to ohmic conduction σ" electrical conductivity due to faradaic diff usion σ a bulk electrical conductivity σ dc DC electrical conductivity σ s surface electrical conductivity σ w porous medium solution electrical conductivity σ o backscattering coeffi cient σ o g direct ground backscatter σ o v direct canopy backscatter σ o vg other multiple scattering between ground and canopy τ relaxation time φ porosity ω angular frequency (2πf, where f = frequency)
