A combinatorial object representing schemas of, possibly skew, perspectives, called a configuration of skew perspective is defined. Some classifications of skew perspectives are presented.
Introduction
The term perspective, the title subject of this paper, is used, primarily, in architecture drawings and, after that, in descriptive and projective geometry. It refers, in fact, to a (central) projection i.e. to a correspondence between objects of one space (points, lines, planes, spheres, . . .) and objects of another space, while both two are subspaces of a third one ("the real world"). Such a projection is central if the lines which join corresponding points meet in a "center" (an 'eye'). In investigations of projective geometry central projections between lines, planes etc. play a crucial role; e.g. they are used to characterize so called projective collineations, projective correspondence, and similar notions of projective geometry (see standard textbooks like [13] , [14] , textbooks on general geometry like [20] , or more advanced investigations in [16] , [12] ). Projections are also used to characterize Pasch property (invariance of an order) in projective and chain geometries (see e.g. [15] ). And in many other places. Roughly speaking, a projection is a local linear collineation.
One can talk about perspective in a more general settings of (finite) systems of points: of configurations, or even: of graphs. General requirements that should be met by such a perspective we formulate in (P) in Section 1. And the most 'instructive' and 'vivid' example that one should have in mind is the classical Desargues configuration considered as a perspective between two triangles (see e.g. [20, Ch. III, §19] ). This configuration was generalized in many directions, e.g. to take into account a perspective between m-simplices that may be realized in a projective space (see [3] , [17] , [2, Generalized Desargues Configuration]). As we said, a perspective π is a local collineation: while defined primarily on the points it extends uniquely to a map π defined on more complex objects such as lines (planes, chains and so on).
It appears even in the smallest reasonable case of 10 3 -configurations that the Desargues configuration has two cousins, both two realizable in a projective plane
Underlying ideas and basic definitions
Let us begin with introducing some, standard, notation. Let X be an arbitrary set. The symbol S X stands for the family of permutations of X. Let k be a positive integer; we write ℘ k (X) for the family of k-element subsets of X. Then K X = X, ℘ 2 (X) is the complete graph on X; K n is K X for any X with |X| = n. Analogously, S n = S X . A (ν r b κ )-configuration is a configuration (a partial linear space i.e. an incidence structure with blocks (lines) pairwise intersecting in at most a point) with ν points, each of rank r, and b lines, each of rank (size) κ. A partial Steiner triple system (in short: a PSTS) is a partial linear space with all the lines of size 3. A n 2 n−2 n 3 3 -configuration is a partial Steiner triple system, it is called a binomial partial Steiner triple system. We say that a graph G is freely contained in a configuration B iff the vertices of G are points of B, each edge e of G is contained in a line e of B, the above map e → e is an injection, and lines of B which contain disjoint edges of G do not intersect in B. If B is a n 2 n−2 n 3 3
-configuration and G = K X then |X| + 1 ≤ n. Consequently, K n−1 is a maximal complete graph freely contained in a binomial n 2 n−2 n 3 3 -configuration. Further details of this theory are presented in [5] , relevant results will be quoted in the text, when needed.
In the paper we aim to develop a theory of configurations which characterize abstract properties of a perspective between two graphs. Let us start with the following general (evidently: unprecise yet) requirements. [13] , [14] ).
When
The associated configuration consists of the points in X 1 ∪ X 2 completed by the center and the intersections of extended edges, and the minimal amount of the lines which join these intersection points. This approach is, however, too general. We want our perspective to yield a regular configuration i.e. a one with all the points of the same rank. It is seen that the size of the lines must be 3. The rank of the perspective center is n = |X 1 | = |X 2 |, therefore the rank of a ∈ X 1 in G 1 must be n − 1 and therefore G 1 and G 2 both are complete K n -graphs. So, unhappily, only perspectives between complete graphs can be characterized in accordance with our requirements (P). On the other hand, this restriction leads us to a quite nice part of the theory of configurations.
So, let us pass to a more exact formulation of requirements (P). Construction 1.1. Let I be a nonempty finite set, n := |I|. In most parts, without loss of generality, we assume that I = I n = {1, . . . , n}. Let A = {a i : i ∈ I} and B = {b i : i ∈ I} be two disjoint n-element sets, let p / ∈ A ∪ B. Then we take a
Let us fix a permutation σ of ℘ 2 (I) and write
Configurations representing a skew perspective

4
Finally, let L C be a family of 3-subsets of C such that N = C, L C is a
The structure Π(n, σ, N) will be referred to as a skew perspective with the skew σ.
We frequently shorten c {i,j} to c i,j . In many cases, the parameter N will not be essential and then it will be omitted, we shall write simply Π(n, σ). In essence, the names "a i ", "c i,j " are -from the point of view of mathematics -arbitrary, and could be replaced by any other labelling (cf. analogous problem of labelling in [4, Constr. 3, Repr. 3] or in [10, Rem 2.11, Rem 2,13], [4, Exmpl. 2] ). Formally, one can define J = I ∪ {a, b}, x i = {x, i} for x ∈ {a, b} =: p and i ∈ I, and c u = u for u ∈ ℘ 2 (I). After this identification Π(n, σ) becomes a structure defined on ℘ 2 (J). Then, it is easily seen that
In particular, it is a partial Steiner triple system (a partial linear space), so we can use standard notation: x, y stands for the line which joins two collinear points x, y ∈ P, and then we define the partial operation ⊕ with the following requirements:
It is clear that A * = A ∪ {p} and B * = B ∪ {p} are two K n+1 -graphs freely contained in Π(n, σ). Applying the results [5, Prop. 2.6 and Thm. 2.12] we immediately obtain the following. (i) M is a binomial
-configuration which freely contains two
(ii) M ∼ = Π(n, σ, N) for a σ ∈ S℘ 2 (I) and a
Consequently, the configurations defined by 1.1 are essentially known, but no general classification of them is known, though.
The map
is a point-perspective of K A onto K B with center p. Moreover, the map
is a line perspective, where N is the axial configuration of our perspective. Consequently, Π(n, σ, N) satisfies the requirement (P) i.e. it is a schema of a perspective of some type. Contrary to the approach of [5] , following the approach of this paper we can better analyze some particular properties of the perspective (π, ξ). 
for every {i, j} ∈ ℘ 2 (I), or
In case (i), ξ preserves the (ternary) concurrency of edges, and in case (ii), the concurrency is not preserved.
Proof. One can identify an edge {a i , a j } of K A with {i, j} ∈ ℘ 2 (I); analogously we identify ℘ 2 (B) {b i , b j } → {i, j} ∈ ℘ 2 (I). After this identification ξ ∈ S℘ 2 (I) , and ξ preserves the edge-intersection iff it preserves set-intersection. The claim is just a reformulation of the folklore (cf. [7] , [3, Prop. A more detailed analysis of the case 1.3(ii) is addressed to another paper. Note 1. If σ 0 ∈ S I we frequently identify σ 0 , σ 0 , and the corresponding map ξ. Consequently, if σ ∈ S I we write Π(n, σ, N) in place of Π(n, σ, N).
-configurations defined on ℘ 2 (I). The following conditions are equivalent.
(ii) There is ϕ ∈ S I such that one of the following holds
Proof.
Assume (i). Since exactly two free K n+1 subgraphs of M l (l = 1, 2) pass through p (cf. 
Assume, first, (a). Consequently, there is a permutation
. This justifies (5) . Since f preserves the lines of N, from (5) we infer (4). Finally, the equation c ϕ(σ
In case (b) the reasoning goes analogously. We only need to note that f (c {i,
, which justifies the last condition in (8) and yields (7) . Conversely, if (ii) is assumed we directly verify that f (x⊕y) = f (x)⊕f (y) holds for all x, y ∈ (A ∪ B), which proves (i).
The set of points in C which are collinear with a i 0 is exactly S (i 0 ); it contains G and its cardinality is n − 1, and therefore G = G i 0 . Since G is a clique, we conclude with: S (i 0 ) is a clique in N. Clearly, it is freely contained in N.
by the following formula:
Note that ζ −1 = ζ. Clearly, ζ does not preserve edge-intersection. It is easy to verify that M = Π(4, ζ, G 2 (I 4 )) has no free K 5 -subgraph distinct from A * and B * . Any isomorphism
Since no such ζ 0 , ϕ exist, there is no skew perspective that preserves edge intersection and is isomorphic to M.
Perspectivities associated with permutations of indices: general properties
Note 2. Let M = Π(n, σ, N) be a skew perspective with σ ∈ S I 4 . If n = 1 then M is a single line. If n = 2 then N is a single point and σ = id℘ 2 (I 2 ) , and then M is the Veblen configuration G 2 (I 4 ) (the configuration in question is also frequently called the Pasch configuration, cf. e.g. [11] ). If n = 3 then N is a single 3-line. The configurations Π(3, σ) were determined and characterized in [6] ; these are exactly
• the fez configuration Π(3, (1, 2, 3)), and
cf. [6, Repr. 2.6] In this section we consider structures Π(n, σ) where σ ∈ S n and n > 3. Two very useful formulas will be frequently used without explicit quotation:
Lemma 2.1. The following conditions are equivalent.
In case (ii),
is a complete graph freely contained in Π(n, σ, N).
Proof. Assume (i). From 1.5, G has form (10), so b i 0 must be collinear with each point in S (i 0 ). In other words, for each j ∈ I \ {i 0 } there is j such that
and thus σ(i 0 ) = i 0 . So, from (i) we have arrived to (ii). It is a trivial task to prove that under assumptions (ii) the set defined by (12) is a required K n+1 -graph, which proves (i).
Let us note, as a particular case of 1.4, the following characterization.
and one of the following holds
As we know (cf. [5, Prop. 2.6]), in case 2.1 there is a permutation of the edges of K A * \{a i 0 } such that M ∼ = Π(n, σ , N ) for an adequate configuration N : M is a skew perspective of K A * \{a i 0 } onto G (i 0 ) . In the case we frequently say "M ∼ = Π(n, σ , N ) and a i 0 is the perspective center in Π(n, σ , N )". However, σ need not to be determined by a permutation of the vertices (cf. 1.3) neither σ and σ are necessarily conjugate (cf. 2.2).
.1). The following conditions are equivalent.
(i) Π(n + 1, σ, N) ∼ = Π(n + 1, σ , N ), for a σ = σ 0 , σ 0 ∈ S n+1 and a suitable configuration N , where a i 0 is the perspective center in Π(n + 1, σ , N ) of the graphs
for all i, j ∈ I, i, j = i 0 .
Proof. Assume (i). Without loss of generality we can assume that I = {0, 1, . . . , n} and i 0 = 0. So, we relabel the points of Π(n + 1, σ, N) =: M so as q = a 0 becomes a perspective center and a i : i = 1, . . . , n + 1 and d i : i = 1, . . . , n + 1 will be the complete subgraphs that are in the respective perspective. Finally, we take
Let τ ∈ S T be the corresponding skew i.e. assume that
for all {i, j} ∈ ℘ 2 (T ). In particular, this yields for i ∈ T , i = n + 1 the following:
Since M does not contain any line with exactly one point in B and two points in C, the first possibility is inconsistent. So, we end up with τ (n + 1) = n + 1 and therefore, τ ∈ S n . If so, we obtain c i,
The converse reasoning consists in a simple computation: the reasoning above defines, in fact, a required isomorphism. It also defines the configuration N : the formulas e i,n+1 ⊕ e j,n+1
Particular case: N is a generalized Desargues configuration
In the class of skew perspectives one type of them seems "most similar to the classical geometrical perspective": when the perspective axis is a generalized Desargues configuration i.e. when N = G 2 (n) (cf. [1] , [2] ). So, in this subsection we set M = Π(n, σ, G 2 (n)), σ ∈ S I , n ≥ 4. Proof. Assume that σ = id I . Suppose that such a point q exists, then -comp. 2.3 and 2.1 -there is i 0 ∈ I such that σ(i 0 ) = i 0 . Moreover, in view of (18), there is a permutation τ such that
for all i, j as above. This, finally, gives {i, j} = {τ (i), τ (j)}, from which we deduce τ = id and then M ∼ = G 2 (n + 2).
, (16)) so as either f fixes A and B and then 
In particular, σ and σ −1 are conjugate for every σ ∈ S I . Permutations σ and id I are conjugate iff σ = id I .
As an immediate consequence of 3.3 and 3.2 we obtain
Consequently, there are P (n) = n k=1 P (n, k) types of the skew perspectives whose axial configurations are the generalized Desargues configuration, where P (n, k) is the number of unordered partitions of n into k components.
A few examples and counterexamples: some (15 20 3 )-configurations
In this Section we discuss some (15 4 20 3 )-configurations which appear to be skew perspectives. Some of them were (up to an isomorphism) defined elsewhere, they fall into some other classes of configurations. Then we use the notation of the papers where 'origins' can be found without definite explanation. But original definitions are useless in this place (sometimes we briefly quote the idea of a respective definition): we merely want to show what 'name' has the structure in that other papers.
No general important result follows from investigations of this Section; the reader will stay more familiar with technical apparatus used in our theory and with some fundamental examples of (really 'skew') perspectives. Fact. Π(n, σ, G 2 (n)) is the combinatorial quasi Grassmannian R n of [8] .
In accordance with our theory developed in Subsection 3, R 2k has exactly two K 2k+1 subgraphs and R 2k+1 has three K 2k+2 -subgraphs (see also [5, Cor. 4 
.4]).
In particular, R 4 is a (15 4 1,2 , c 1,4 , a 2 , a 4 , b 2 , b 3 . a 1 is the centre of ∆ 1 and ∆ 2 , p is the centre of ∆ 2 and ∆ 3 , and b 1 is the centre of ∆ 1 and ∆ 3 .
Let us quote after [5, Cor. 2.13] the following characterization, which will be needed in the sequel {a 1 , b 1 , c 1,3 , c 1,4 } and G 2 = {b 2 , a 2 , c 2,3 , c 2,4 }. We find then the following representation. {{e 1,2 , e 1,3 , e 2,3 }, {e 1,2 , e 1,4 , e 2,4 }, {e 1,3 , e 2,4 , e 3,4 }, {e 1,4 , e 2,3 , e 3 
Let us consider the two following cases:
Assume (A). One can easily compute that q = x i ⊕ y i for i ∈ I. Moreover, we compute for j ≥ 3 as follows: e 1,j = a j when {1, j} ∈ P b j when {1, j} / ∈ P and e 2,j = b j when {1, j} ∈ P a j when {1, j} / ∈ P .
Analogously, we compute
The formulas above and the formula (24) determine the skew:
Finally, let P 0 be the restriction of P to ℘ 2 (I 0 ). We conclude with
and σ is defined by (25). Now, let us pass to the case (B). In this case we only slightly renumber the elements of G 1 and G 2 (cf. (23)): [6, Repr. 2.7] ). Consequently, we assume k > 3. The following was noted in [5, Fct. 4 
.1]:
The K k+1 graphs freely contained in V k (X) are the sets X a,b := y k ({a, b}), X b,c := y k ({b, c}), and X c,a := y k ({c, a}).
In particular, M contains two complete subgraphs X a,b , X c,a , which cross each other in p = a k . Let us present M as a perspective between these two graphs. Let us re-label the points of V k (X):
It is seen that σ = σ −1 . After routine computation we obtain b i ⊕ b j = c σ({i,j}) whenever i < j; moreover, in this representation the axial configuration consists of the points in bcy k−2 (X) so, it is isomorphic to V k−2 (X). Consequently,
. It is seen that there is no permutation ϕ ∈ S I such that {ϕ(i), ϕ(j)} = {j − i, j} for all i < j, unless |I| = 2 ≥ 4. This can be summarized in the following 
Few remarks on projective realizability of skew perspectives
Our construction 1.1, a generalization of a projective perspective, originates in studying arrangements of points and lines of a (real) projective space. So, the question whether (an which) skew perspectives can be realized in a Desarguesian projective space is quite natural. For 10 3 -configurations of the type Π(3, σ, G 2 (I 3 )) the answer is affirmative (all three are realizable!) and is known for ages. For structures Π(4, σ, G 2 (I 4 )), which are primarily investigated in this Section, situation is more complex. Let us begin with results easily derivable from known facts.
Proposition 5.1. Let σ ∈ S In and C(σ) be one of the following:
Proof. Write M = Π(n, σ, G 2 (I n )) Note that in the first case σ = id In , and M is the generalized Desargues configuration, see (2) . In the second and the third case σ can be written in the form (n)(1, 2)(3, 4) . . . (n − 2, n − 1) and (1, 2 We have also an evident lemma: We say that a configuration M is planar if for any realization of M in a projective space P this realization lies on a plane of P. Note that, anyway, even if M canot be realized in any Desarguesian projective space then it can be extended to a projective plane. So, in fact, in the definition above we can restrict ourselves to Desarguesian P. And a configuration nonrealizable in a Desarguesian projective space is, by definition, planar.
Lemma 5.4. Let σ ∈ S n be a cycle of length n, n ≥ 3. The configuration Π(n, σ, G 2 (I n )) is planar.
Proof. Consider a realization of Π(n, σ, G 2 (I n )) in a projective space P. As it is commonly accepted, we do not distinguish a point of a configuration and its image under a realization in question.
Let A be the plane of P which contains p, a 1 , a 2 . Then b 2 = p ⊕ a 2 and e 1,2 = a 1 ⊕ a 2 are on A. So, b 3 = e 1,2 ⊕ b 2 ∈ A and then a 3 = p ⊕ b 3 ∈ A. Inductively, we come to a i , b i ∈ A for all i ∈ I n , which closes our proof. In particular, if N is planar then M is planar as well.
Proof. Suppose that a i 0 / ∈ A. Then the plane B spanned in P by the points p, a i 0 , a i 1 is distinct from A and it contains b i 0 . However, the lines a i 0 , a i 1 and
so, they are collinear and N degenerate.
As an direct consequence of 5.5 and 5.4 we obtain. σ = (1, 2, 3, 4) then the above system of points yields in P a configuration isomorphic to Π(4, σ, G 2 (I 4 )) iff
, (ii) If σ = (1, 2, 3)(4) then the above system of points yields in P a configuration isomorphic to Π(4, σ, G 2 (I 4 )) iff
which guarantees that the points p, a i , b i , i ≤ 3 yield the fez configuration Π(3, (1, 2, 3 ), G 2 (I 3 )), and , a 1 , a 2 , a 3 , a 4 and p, a 1 , a 2 , a 3 , a 5 yield on A (together with the respective b i ) subconfigurations of N isomorphic to Π(4, (1, 2, 3)(4), G 2 (I 4 )), from 5.7 we infer
, which yields that p, a 4 , a 5 are collinear, and this is impossible. Now the claim is evident, as M contains N.
A few configurational properties: an analogue of the Desargues Axiom
Other group of problems which are commonly related to configurations similar to the Desargues configuration are so called configurational axioms. Let us briefly quote a formulation of the Desargues Axiom in the form which is suitable for our purposes here:
Let A be a family of 10 points in a (Desarguesian) projective space P such that after an identification γ of the points in A and the points of G 2 (I 5 ) γ maps 9 of the collinear triples of G 2 (I 5 ) onto triples collinear in P and no noncollinear triple is mapped onto a collinear one. Then the last, remaining, collinear triple in G 2 (I 5 ) is mapped by γ onto a collinear one.
(Des)
We say that the Desargues configuration closes in Desarguesian projective spaces. Clearly, such an elegant formulation of the Desargues axiom is possible because of the symmetries of the Desargues configuration. Analogous statement (with '10' and '9' replaced by suitable values ' n 2 ' and ' n 3 − 1' is valid for generalized Desargues configuration G 2 (n) (comp. [3, Prop. 1.9]). Nevertheless, one can prove that, in a sense, every (not too small) skew perspective associated with a permutation of indices closes in every Desarguesian space.
Let us begin with an evident observation.
Lemma 6.1. Let σ ∈ S In . Then (in the notation of 1.1) each of two sets A∪C and B ∪ C yields in Π(n, σ, G 2 (I n )) a subconfiguration that is a generalized Desargues configuration of the type G 2 (n + 1).
From this we easily obtain the following form of "configurational closeness" of skew perspectives. (ii) It is a folklore, again, that 6.2 is not valid for n = 3; consider equation (30) in 5.7, which is not a tautology on the real plane.
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