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Abstract—We study the sampling of spatial fields using sensors
that are location-unaware but deployed according to a known sta-
tistical distribution. It has been shown that uniformly distributed
location-unaware sensors cannot infer bandlimited fields due to
the symmetry and shift-invariance of the field.
This work studies asymmetric (nonuniform) distributions on
location-unaware sensors that will enable bandlimited field in-
ference. For the sake of analytical tractability, location-unaware
sensors are restricted to a discrete grid. Oversampling followed by
clustering of the samples using the probability distribution that
governs sensor placement on the grid is used to infer the field .
Based on this clustering algorithm, the main result of this work
is to find the optimal probability distribution on sensor locations
that minimizes the detection error-probability of the underlying
spatial field. The proposed clustering algorithm is also extended
to include the case of signal reconstruction in the presence of
sensor noise by treating the distribution of the noisy samples as
a mixture model and using clustering to estimate the mixture
model parameters.
I. INTRODUCTION
Distributed sensing of spatial fields using an array of dis-
tributed low-power sensors is an active area of interest. In the
past, sampling techniques have been proposed as one method
of distributed sensing, where the spatial field can be modeled
as a distributed signal [1], [2], [3], [4], [5], [6], [7]. In all these
works and many more, a central theme is that the location of
sensors is known. In practice, the location of sensor can be
ascertained by localization algorithms [8], [9], or by using
extra equipment such as a GPS receiver (global positioning
system receiver). These techniques will have added cost in
terms of power used and hardware required. An alternate
option to having expensive sensors or expensive localization
algorithms is to work with sensors which are location unaware.
Recently, bandlimited field estimation with location un-
aware sensors in a distributed setup has been studied [10],
[11]. This is an interesting paradigm where the key idea is to
utilize a multitude of location unaware sensors (oversampling)
and leverage the random distribution on their spatial locations
to reconstruct the spatial field. In a negative result, it is
known that uniformly distributed location unaware sensors do
not infer the field uniquely up to a shift and a flip of the
underlying signal [10]. The negative result has its root in the
symmetry of a uniform distribution and the shift-invariance
properties of bandlimited fields. In this work, it will be further
noted that the negative result extends to the spatially scaled
versions of a bandlimited field as well. For example, spatial
fields g(x) and g(2x) will be indistinguishable by readings
observed from uniformly distributed location unaware sensors.
These negative results motivate the study of an asymmetric
(statistical) distribution of location unaware sensors, that may
enable bandlimited field reconstruction.
A bandlimited field is a nonlinear function of the location.
If the location of each sensor is random and unknown, then a
bandlimited field operating on this randomness is observed
through samples. This process is nonlinear and leads to
difficult inference problems. To facilitate analysis, in this first
exposition on the topic, the location of the sensors is restricted
to a random point on an equi-spaced discrete grid.1 The
location unawareness of sensors will be overcome by using
oversampling in our setup. For field reconstruction purposes, a
technique is required which associates the samples of the field
to their respective locations on the equi-spaced deterministic
grid in the sampling interval of interest. One such technique
is sample clustering as explained next.
With oversampling, samples obtained from sensors can be
clustered together to infer which sample belongs to which
spatial location on the equi-spaced grid where the sensors are
present. The key insight behind our clustering method is as
follows. All the sensors present at a location will record the
same field value. The probability with which a sensor falls
at any location in the deterministic grid is a parameter of
choice. If p is the probability with which a sensor falls at
a given location, then ≈ np will be the number of samples
obtained from there, as n (total number of samples across
all locations) becomes large. If the sensors have unequal
probability of falling at different locations, the locations of
samples can be detected by using their expected frequency.
The success of this clustering scheme will depend on the
probability distribution that governs sensor placement on the
grid. One of the main results of this work is to find the optimal
probability distribution on sensor locations that minimizes the
detection error-probability of the underlying spatial field (see
Section III).
Since samples obtained from real world signals are typically
affected by measurement noise, the effect of additive noise on
samples is also explored on our clustering algorithm and as-
1This may arise in scenarios where location information is masked to
preserve the identity of the sensors, or to reduce the amount of data that
needs to be transmitted.
ar
X
iv
:1
61
1.
10
21
1v
1 
 [c
s.I
T]
  3
0 N
ov
 20
16
2sociated field reconstruction. A different clustering approach,
that banks upon methods used in machine learning, is used
to associate the various field samples with their respective
locations. Then, the observed noise-affected field samples are
used to estimate the field values. The distribution of the
noise-affected samples is modeled by a mixture model and
the special case of Gaussian noise is analysed to show that
our approach works fairly well in most cases even in the
presence of noise. Simulation results are presented to verify
our algorithm (see Section IV).
Prior art: Estimation of bandlimited fields from samples
taken at unknown but statistically distributed sampling lo-
cations was studied by Kumar [10], [11]. Reconstruction
of discrete-time bandlimited fields from unknown sampling
locations was studied by Marziliano and Vetterli [12] in
a combinatorial setting. Estimation of periodic bandlimited
signals with random sampling locations has been studied
by Nordio et al. [13], where the locations are obtained by
a perturbation of the deterministic equi-spaced grid. Their
work is related to estimation or “denoising” of bandlimited
fields. In this work, sampling of physical fields is addressed
via oversampling when sensor locations are restricted to a
deterministic equi-spaced grid. Sensors are location unaware,
and a clustering algorithm will be used to associate field
samples with their respective locations. The design of proba-
bility distribution on sensor locations is addressed in this work
to minimize the probability of incorrect association of field
samples with the sampling locations on the equi-spaced grid.
Finally, a clustering algorithm is presented in this work to
tackle measurement noise at the sensors.
Notation: Space will be denoted by x. Spatial fields will
be denoted by g(x) and its variants, and the Fourier series
coefficients will be denoted by a[k] and its variants. Probability
distribution function (pdf) of a random variable Y will be
denoted by fY (y). A Gaussian distribution with mean µ and
standard deviation σ2 will be denoted by N (µ, σ2), while j =√−1 will be the imaginary root of −1. The probability and
expectation operators will be denoted by P and E respectively.
All vectors are column-vectors.
Organization: The sampling system model and the recon-
struction methodology are presented in Section II. In Sec-
tion III, the minimization of field detection error-probability is
addressed. Throughout the analysis in this section it is assumed
that the samples are not corrupted by any noise. In Section IV,
the algorithm for field estimation from measurement-noise af-
fected samples is addressed. Finally, conclusions are presented
in Section V.
II. SYSTEM MODEL, RECONSTRUCTION, AND RELATED
RESULTS
The spatial field model and its properties, the sampling
model used, and related theoretical results are reviewed in this
section in this section. The field model appears first.
A. Spatial field model
The spatial field varies with space and time. A distributed
array of sensors will be used to acquire the field, so the
following model on the field will be applicable to each
time snapshot of the field. Time snapshots of spatially one
dimensional fields are considered. The spatial field g(x) is
assumed to be real valued, bounded, and have a finite spatial
support in [0, 1], It is assumed that the field has a Fourier
series with finite number of terms, that is,
g(x) =
b∑
k=−b
a[k] exp(j2pikx) (1)
where 0 ≤ x ≤ 1, and where a[k] are the Fourier series
coefficients of g(x) and b is a known bandwidth parameter.
For simplicity of notation, define sb := 1/(2b+1) as a grid
spacing parameter and φk := exp(j2piksb),−b ≤ k ≤ b. Let
Φb be defined as
Φb =

1 . . . 1
φ−b . . . φb
...
...
(φ−b)2b . . . (φb)2b
 .
The columns of Φb are orthogonal and a sampling theorem
ensures that [13], [14]:
~a = (Φb)
−1~g =
1
(2b+ 1)
Φ†b~g, (2)
where ~a = (a[−b], a[−b+1], . . . , a[b])T , where Φ†b is the con-
jugate transpose of Φb, and ~g = (g(0), g(sb), . . . , g(2bsb))
T .
From (2), ~a and g(x) can be obtained using the samples in ~g.
It will also be assumed that g(isb) are distinct for different
values of 0 ≤ i ≤ 2b. This feature will be useful in associating
samples with their locations. The unequal values of the field
at grid locations can be justified if the corresponding Fourier
series coefficients are linearly independent continuous random
variables. Let ~a be the realization of a linearly independent
continuous random vector (as may be the case for Fourier
coefficients of naturally occurring fields). If g(msb) = g(nsb),
then
b∑
k=−b
a[k](exp(j2pikmsb)− exp(j2piknsb)) = 0. (3)
This condition will be never satisfied, since ~a is a linearly
independent continuous random vector, and therefore its linear
combination is non-zero almost surely.
B. Sensor deployment model
A discrete-valued non-uniform distribution is considered for
bandlimited field inference. It will be assumed that a sensor
is at location X such that X = isb with probability pi where
i = 0, 1, . . . , 2b and
∑2b
i=0 pi = 1. Correspondingly,
g(X) = g(isb) with probability pi, i = 0, 1, . . . , 2b (4)
since it is assumed that g(0), g(sb), . . . , g(2bsb) are distinct.
In our model (illustrated in Fig. 1), the sensor falls at isb, 0 ≤
i ≤ 2b but its location, that is the index i, is not known.
The parameter ~p := p0, p1, . . . , p2b will be treated as a design
choice to optimize a performance criterion of choice (see
30 sb 2sb 3sb 4sb 1 t
g(t)
Fig. 1. Sampling model for a signal g(t) with b = 2 i.e. sb = 1/5.
Section III). It will be assumed that elements of ~p are distinct
(to break symmetry in the distribution of sensor-locations).
Without loss of generality, it will be assumed that
p0 < p1 < . . . < p2b. (5)
In our sampling model, i.i.d. samples
g(X1), g(X2), . . . , g(Xn) are available for the detection
of spatial field, where n corresponds to oversampling.2
C. Difficulty in field reconstruction with samples at uniformly
distributed locations
To motivate the use of an asymmetric distribution on the
sampling locations, we first consider the case where the un-
known sampling locations are realized according to a uniform
distribution, that is, X ∼ Uniform[0, 1]. Let U1, U2, . . . , Un
be the (random) sampling locations according to this uniform
distribution; then, the corresponding sampled field values
are g(U1), g(U2), ...g(Un). For this section, also assume that
g(x) is bounded in amplitude. Without loss of generality,
let |g(x)| ≤ 1 for all x ∈ [0, 1]. The empirical cumulative
distribution function
Fg,n(θ) =
1
n
n∑
i=1
1(g(Ui) ≤ θ) (6)
for θ ∈ [−1, 1] completely characterizes the field values
g(U1), g(U2), ...g(Un) (up to a permutation) and vice-versa.
By the Glivenko-Cantelli theorem, for every θ ∈ [−1, 1],
Fg,n(θ) in (6) converges almost surely to P(g(U) ≤ θ). For a
uniform random variable, P(g(U) ≤ θ) corresponds to length
of the level set {u : g(u) ≤ θ}. It has been shown that a
bandlimited field when shifted or space-reversed results in the
same length of level set [10]. That is,
P(g(U) ≤ θ) = P(g1(U) ≤ θ) = P(g2(U) ≤ θ) (7)
where g1(t) = g(t− s) and g2(t) = g(s− t) for any s ∈ [0, 1]
and any θ ∈ [−1, 1]. This means by observing the distribution
P(g(U) ≤ θ), θ ∈ [−1, 1], the field g(x) cannot be inferred due
to ambiguity in phase and direction. However, it is not clear if
shift and direction are the only ambiguities in the estimation
of the field. In other words, is it possible to claim that the
field can be obtained up to a delay and direction ambiguity
as hinted in (7)? It is shown next that scale ambiguity is also
2It is desirable to address the setup where each sensor’s location X is
realized from an asymmetric continuous distribution supported in [0, 1]. In the
limit of large number of measurements, the probability distribution of g(X)
random variable will be available. Since g(x) is a non-linear function with
oscillatory behavior, obtaining the Fourier series of g(x) from the statistics
of g(X) is nonlinear and analytically difficult.
present and this makes sampling a spatial field with uniformly
distributed sensors impossible.
Let g(x) be a field with bandwidth 2pi, which is less than
2bpi. Consider the field g3(t) = g(mt) for any positive integer
m ≤ b. Then g3(t) is bandlimited with bandwidth up to 2bpi.
It will be shown that
P(g(U) ≤ θ) = P(g3(U) ≤ θ) (8)
for any θ ∈ [−1, 1] and any 1 ≤ m ≤ b. The core idea behind
the proof is the accounting of the length of level set. Let
{u : g(u) ≤ θ} = [x0, x1] ∪ . . . ∪ [xN−1, xN ]∪
{xN+1, . . . , xM} (9)
where x0, x1, . . . , xM depend on g(u) and θ. Then, for m = 2,
{u : g3(u) ≤ θ} (10)
= {u : g(2u) ≤ θ} (11)
=
[x0
2
,
x1
2
]
∪ . . . ∪
[xN−1
2
,
xN
2
]
∪[
x0 + 1
2
,
x1 + 1
2
]
∪ . . . ∪
[
xN−1 + 1
2
,
xN + 1
2
]
∪{
xN+1
2
, . . . ,
xM
2
,
xN+1 + 1
2
, . . . ,
xM + 1
2
}
. (12)
Observe that the lengths of the level sets in (9) and (12) are
equal to
(x1 − x0) + (x3 − x2) + . . .+ (xN − xN−1) (13)
with the note that single points xN+1, . . . , xN+M in the
level sets are zero in length (measure). This observation is
true for any g(x) with 3 Fourier series coefficients, and any
x ∈ [−1, 1]. So g(x) and g(2x) have the same length of level
sets and consequently same distribution P(g(U) ≤ θ). This
result can be also shown in a similar manner for m = 3, . . . , b.
Thus, even if n → ∞, the field g(x) cannot be inferred
uniquely from Fg,n(θ) which converges to P (g(U) ≤ θ),
θ ∈ [−1, 1]. This result strengthens our claim that an alternate
distribution is needed on the unknown sampling locations.
D. Sanov’s theorem and hypothesis testing limits
It is natural to use likelihood ratio test in a detection
setup. To analyze the detection error-probability, large devi-
ation analysis setup will be used. Sanov’s theorem, which
addresses the asymptotic likelihood properties with respect to
an incorrect probability model, will be used [15, Chap 11.4].
Let R1, . . . , Rn be i.i.d. random variables with discrete distri-
bution ~p. Then, the observed distribution of R1, . . . , Rn lies
in the closed set E with the following probability
lim
n→∞
1
n
log2 [P(Rn1 ∈ E)] = −D(~q∗ ‖ ~p) (14)
where ~q∗ = arg min~q∈E D(~q ‖ ~p) is the distribution in E
that is the closest to ~p in the Kullback Leibler divergence or
relative entropy terms. In other words as n becomes large
P(Rn1 ∈ E) ∝ 2−nD(~q∗‖~p). (15)
The quantity D(~q∗ ‖ ~p) will be termed as the error-exponent
in this work.
4III. FIELD DETECTION AND ITS PERFORMANCE
In this section, our field detection algorithm and its per-
formance is discussed where the samples are not affected
by measurement noise. The optimal probability distribution,
with which sensors should be deployed at various sampling
locations, will be derived to minimize the detection error
probability of the underlying spatially bandlimited field in this
section.
A. The field detection algorithm
At first, it will be shown that the type of observed field
values is a sufficient statistic for detection. Then, a clustering
algorithm will be presented that uses the type of observed field
values.
Since the field is sampled at (2b+ 1) distinct locations, the
samples Y1, . . . , Yn take (2b+ 1) distinct values as discussed
in Section II-A. Let ~V = [V0, V1, . . . , V2b]T denote the vector
of these values. It is observed that field values at the sampling
locations g(ksb), 0 ≤ k ≤ 2b are an unknown permutation of
the elements of ~V . There are (2b + 1)! distinct permutations
of ~V . The goal of our field detection algorithm should be to
assign the correct location ksb, 0 ≤ k ≤ 2b to each element
of ~V . That is, the correct permutation which relates ~V with
the true field samples is desired.
Let ~M = [M0, . . . ,M2b]T denote the vector of types
corresponding to the values in ~V (i.e., Mk is the type of
value Vk). Each permutation of the values corresponds to a
permutation of the types as well. Let ρ be a permutation, and
let (~V ρ, ~Mρ) be the permuted versions of the value and type
vectors, respectively. The goal of detection is to identify the
correct permutation ρ∗ that leads to the correct assignment of
values to the locations.
The field is sampled according to a distribution ~p as defined
in Section II-B. Since g(ksb), 0 ≤ k ≤ 2b are a permutation of
~V , so the probability distribution of observations Y1, . . . , Yn
is given by
f(~Y |ρ) =
2b∏
k=0
p
Mρk
k . (16)
This satisfies the Fisher-Neyman factorization theorem for
sufficient statistic [16] and ~M is the sufficient statistic for
our problem.
Based on the readings g(X1), g(X2), . . . , g(Xn), the field
g(x) has to be detected. The correct detection of the field
corresponds to the correct association of recorded field values
with their respective locations. From (5) and Section II-A,
{g(isb), pi} pairs are distinct in both the elements. Each sensor
gets deployed at X = isb, and subsequently records g(isb),
with probability pi. The following clustering algorithm will
be used to ascertain the field samples g(isb) that specify the
entire field g(t) (see (2)):
1) The readings Y1 := g(X1), . . . , Yn := g(Xn), with Xi
unknown and in the set {0, sb, . . . , 2bsb}, are collected.
2) The values Y1, Y2, . . . , Yn are clustered into (value,
type) pairs. Equal values (value) in Y1, Y2, . . . , Yn are
grouped together and the number of equal values (type)
is recorded. At most 2b+1 such pairs exist since 2b+1
field values are sampled to generate Y1, . . . , Yn.
3) Empirical probabilities type/n for each value are calcu-
lated. For large n, by weak law of large numbers, the
empirical probability type/n of each value will be “near”
the correct pi in ~p.
4) The value with smallest empirical probability is assigned
to g(0), the value with next smallest empirical probabil-
ity is assigned to g(sb), and so on till g(2bsb).
The clustering algorithm above, with a correct and an incorrect
detection of the field, is illustrated by an example below.
Example 3.1 (Detection of field with location unaware sensors on a grid):
Consider a signal g1(t) with bandwidth parameter b = 1, and
sb =
1
2b+1 =
1
3 . The correct field samples at 0, sb, 2sb are
g1(0) = 1.06, g1(1/3) = 1.80, g1(2/3) = 0.14.
The field is sampled using n = 10 randomly realized values
of sensor’s location in the set {0, 1/3, 2/3}. In one realization
of this statistical experiment, the 10 observed samples are
1.80, 0.14, 0.14, 1.06, 1.80, 0.14, 1.80, 1.06, 0.14, 0.14. The
(value, type) pairs are (1.06, 2), (1.80, 3), and (0.14, 5). The
above clustering algorithm concludes that g1(0) = 1.06,
g1(1/3) = 1.80, g1(2/3) = 0.14, and it correctly associates
the field values to the sample locations in this case.
In another realization of the same statistical exper-
iment, the 10 observed samples are 1.06, 0.14, 0.14,
1.06, 1.80, 0.14, 1.80, 1.06, 0.14, 0.14. The (value, type) pairs
are (1.06, 3), (1.80, 2), and (0.14, 5). The above clustering
algorithm concludes that g1(0) = 1.80, g1(1/3) = 1.06,
g1(2/3) = 0.14, and it incorrectly associated the field values
to the sample locations in this case. ♣
Next, the exponent of the detection error probability of the
clustering algorithm will be minimized as n→∞. For further
discussions on the clustering algorithm described above, define
Ni :=
n∑
j=1
1 [Yj = g(isb)] (17)
as the type random variable of g(isb) in n field observations.
Note that E(Ni) = npi for 0 ≤ i ≤ 2b. Since 0 < p0 <
p1 < . . . < p2b, as n→∞ in the above-mentioned clustering
algorithm, by the weak law of large numbers it is expected
that
0 < N0 < N1 < . . . < N2b (18)
with high-probability. If the statistical event in (18) on type
random variables is not true, the above-mentioned clustering
algorithm will result in erroneous field detection. The probabil-
ity of correct detection in (18) will be maximized by choosing
the sensor deployment distribution ~p in what follows.
B. Field detection error-probability minimization
The spatial field is detected correctly when the condition
in (18) is satisfied. Let en be the detection error-probability.
The error-exponent, as the number of sensors n gets large, in
the detection error-probability en will be maximized in this
section. Note that,
en = P
[
(0 < N0 < N1 < ... < N2b)
c
]
(19)
= P
[{N0 = 0} ∪ {N0 ≥ N1} ∪ . . . ∪ {N2b−1 ≥ N2b}].
5By applying the union-bound and the subset-inequality (A ⊆
B implies P(A) ≤ P(B)) in the above equation [17], we get
en ≤ (2b+ 1) max
{
P(N0 = 0),P(N0 ≥ N1), . . . ,
P(N2b−1 ≥ N2b)
}
(20)
and en ≥ max
{
P(N0 = 0),P(N0 ≥ N1), . . . ,
P(N2b−1 ≥ N2b)
}
. (21)
From the above equations, the error-exponent in en is max-
imized if the error exponent of max
{
P(N0 = 0),P(N0 ≥
N1), . . . ,P(N2b−1 ≥ N2b)
}
is maximized. The constant factor
(2b+1) in (20) does not contribute to the error-exponent, since
it does not depend on n. The error-exponent maximization of
the right side in (21) is addressed in the next theorem.
Theorem 3.1: Let sb = 1/(2b + 1) and pi = P(Xi = isb),
for 0 ≤ i ≤ 2b, the chance that a sensor lands at location isb.
Let Ni = 1n
∑n
i=0 1(Xi = isb) be the number of sensors at
location isb. Then, for en as defined in (19), the error-exponent
is minimized when the sensor deployment probabilities are
chosen according to the rule
p∗i =
3(i+ 1)2
(b+ 1)(2b+ 1)(4b+ 3)
for 0 ≤ i ≤ 2b. (22)
It can be verified that
∑2b
i=0 p
∗
i = 1 for this rule.
Proof: This exponent minimizes the detection error prob-
ability of the clustering scheme in Section III-A. A sensor falls
at location 0 with probability p0. With n randomly deployed
sensors,
P[N0 = 0] = (1− p0)n. (23)
Unlike the first term P[N0 = 0], other events P[Ni ≥
Ni+1], 0 ≤ i ≤ 2b will be difficult to compute exactly since the
random variables N0, N1, . . . , N2b are dependent. To obtain
the error exponents of these terms, Sanov’s theorem will be
used (see (14)).
The empirical distribution of the cluster types is ~q =[
N0
n ,
N1
n , . . . ,
N2b
n
]
. In accordance with the Sanov’s theorem,
an empirical distribution ~q will be found such that D(~q ‖ ~p) is
minimum, subject to the condition N0 > N1. This will result
in the error exponent of the event P(N0 > N1) (see (14)).
The empirical distribution is ~q =
[
N0
n ,
N1
n , . . . ,
N2b
n
]
and, from
Sanov’s theorem, the function to be minimized is
D(~q ‖ ~p) =
2b∑
i=0
Ni
n
log2
Ni
npi
subject to
2b∑
i=0
Ni
n
= 1 and N1 ≤ N0. (24)
The cost-function is convex in the variables Ni, and the
constraints on Ni are affine; as a result, the optimal solution
must satisfy the KKT conditions [18]. The corresponding
Lagrangian is
L =
2b∑
i=0
Ni
n
log2
Ni
npi
+ λ
(
2b∑
i=0
Ni − n
)
+ µ(N1 −N0)
At the minima of D(~q ‖ ~p) in (24),
∂L
∂Ni
= 0 for 0 ≤ i ≤ 2b (25)
The solutions of above equation are
N0 =
np0
e
2−n(λ−µ), N1 =
np1
e
2−n(λ+µ), (26)
and,
Ni =
npi
e
2−nλ for i ≥ 2. (27)
According to the KKT condition for complementary slackness,
at the optimal point we must have [18]
µ(N1 −N0) = 0, (28)
which is possible if and only if µ = 0 or N0 = N1. If µ = 0
then
Ni =
npi
e
2−nλ for all 0 ≤ i ≤ 2b. (29)
Substituting this in the constraint
∑2b
i=0Ni = n, we get:
2b∑
i=0
Ni =
2b∑
i=0
npi
e
2−nλ = n (30)
Since
∑2b
i=0 pi = 1 this reduces to
2−nλ
e = 1. Thus the solution
in this case is Ni = npi. However since we only consider the
family of distributions for which p0 < p1 < · · · < p2b this
violates the constraint N1 ≤ N0 (since np1 > np0). Hence
the optimal solution corresponds to the case N1 = N0, which
gives µ = 12n log2
(
p1
p0
)
.
For finding λ, note that
∑2b
i=0Ni = n. Using N0, N1
from (26) and Ni from (27) results in
λ = − 1
n
log2(
e
1− (√p1 −√p0)2 ) (31)
This value of λ gives
Ni =
npi
1− (√p1 −√p0)2
and N0 = N1 =
n
√
p0p1
1− (√p1 −√p0)2 .
Substitution of N0, N1, . . . , N2b from the above equation
in (24) results in the desired minimum value of D(~q∗ ‖ ~p),
D(~q∗ ‖ ~p) = log2
1
1− (√p1 −√p0)2 (32)
For Ni ≥ Ni+1, the optimization constraint N0 ≥ N1 will get
replaced by Ni ≥ Ni+1 in (24). The analysis is identical and
the result is
D(~q∗ ‖ ~p) = log2
1
1− (√pi+1 −√pi)2 . (33)
Let d0 =
√
p0 and di =
√
pi − √pi−1, 1 ≤ i ≤ 2b and
let dmin = min{d0, d1, . . . , d2b}. Then dmin will determine
the value of the largest term in max
{
P(N0 = 0),P(N0 ≥
N1), . . . ,P(N2b−1 ≥ N2b)
}
. This is by Sanov’s theorem
which asserts that P(Ni ≥ Ni+1) ∝ 2−nD(~q∗‖~p). Conse-
quently, the value of dmin has to be maximized.
6Let ~p∗ be the probability for which dmin is maximized.
Then,
(2b+ 1)dmin ≤
2b∑
i=0
di =
√
p2b. (34)
To satisfy equality in (34),√
p∗0 =
√
p∗2b
2b+ 1
and
√
p∗i+1 =
√
p∗i +
√
p∗2b
2b+ 1
. (35)
This relationship, along with p∗0 + . . .+ p
∗
2b = 1, results in
p∗i =
3(i+ 1)2
(b+ 1)(2b+ 1)(4b+ 3)
for 0 ≤ i ≤ 2b. (36)
This law on ~p∗ ensures that the field detection error probability
in (19) is minimized, and is the main result of this work.
Observe that the probability en in (19) will be minimized if
p0 < p1 < . . . < p2b are spaced as far as possible. However,
there is a constraint on the sum of these probabilities. The
rule in (36) specifies how should elements of ~p∗ be spaced to
minimize detection-error probability.
C. Controlling the detection-error probability
The probability law obtained in the previous section has the
minimum detection error probability that converges to zero
asymptotically. It is of interest, in practical applications where
a field is sampled at unknown locations on a discrete grid,
to find the number of samples n which guarantees that any
field of bandwidth b can be estimated with detection-error
probability, en, less than some threshold  > 0.
A sufficient condition for en ≤ ε is
(2b+ 1)(1− d2min)n ≤ ε. (37)
Taking logarithm on both sides results in
n loge(1− d2min) ≥ loge(
ε
(2b+ 1)
) (38)
or n ≥ loge(ε)− loge(2b+ 1)
loge(1− d2min)
(39)
This is a sufficient condition on the number of samples
required to reduce the detection error probability below a
specified threshold for a field of given bandwidth.
D. Simulation Results
Using MATLAB, the detection error-probability was com-
pared for different laws on ~p. Fields with bandwidth parameter
b = 3, b = 5, b = 10, and b = 20 were used. The real
and imaginary parts of the field’s Fourier Series coefficients
(for each bandwidth) were selected by i.i.d. samples of a
uniform random variable. The number of randomly collected
samples for each field was varied between 100 to 10000 for
the fields of bandwidth 3, 5, 10, and between 100 to 100000
for the field of bandwidth 20. The empirical detection error-
probability, when calculated using 10000 Monte-Carlo trials,
is plotted in Fig. 2. A log-log plot is used to understand the
detection error probability exponent. Four different ~p were
used for comparison and include: (i) the optimal distribution
in (36), (ii) a linear distribution ~p = [α1, 2α1, . . . , (2b+1)α1],
(iii) a cubic distribution ~p = [α2, 8α2, . . . , (2b + 1)3α2], and
(iv) ordered uniformly distributed random variable realizations
based distribution ~p = α3[U(1), U(2), . . . , U(2b + 1)]. The
constants α1, α2, α3 were selected to ensure that
∑2b
i=0 pi = 1.
From the plots, the distribution discovered in (36) results
in smallest detection error-probability (as expected) for all
bandwidths. The number of samples required to reach zero
detection error probability increases with increasing bandwidth
and the optimal distribution in (36) is the one whose detection-
error probability decays fastest to zero in all the observed
cases.
For the optimal distribution we also simulated the number
of samples required to reduce the empirical detection error
probability Pe to 1% for fields of bandwidth 3, 5, 10, and
20 respectively. The Fourier Series coefficients of each field
was picked by a uniform random number generator. A binary
search algorithm was used to locate the sample size for
0.01 − 0.001 ≤ Pe ≤ 0.01 + 0.001. The tolerance of 0.001
is used since the detection error probability is calculated as
the fraction of incorrectly detected samples from Monte Carlo
simulations and so it need not be exactly equal to 0.01. The
results are plotted in Fig. 3.
IV. RECONSTRUCTION FROM NOISY SAMPLES
In this section, the effect of measurement-noise will be
evaluated on the location-unaware sensing scheme analyzed so
far. Consider the case where the field is sampled as described
in Section II-B and the samples are then affected by zero
mean, independent, additive Gaussian noise with a known
variance σ2. In Section III, the core idea was to cluster the
observed samples into (2b + 1) type-value pairs. If additive
measurement-noise is present, no two samples will be equal
with high probability. In that case, type-value pair based field
detection technique will have to be leveraged by clustering
noise-affected samples. This section explores the clustering of
n noise-affected samples into (2b+ 1) clusters quantitatively.
It is assumed that the distribution with which the sensors
are deployed at respective grid-point remains as in (36).
Since measurement-noise will affect the field detection process
further, it is expected that the probability of error for field
detection in the noisy case will be higher. This increase in
probability of error in field detection will be characterized in
this section. Any noise free sample g(Ti), 1 ≤ i ≤ n has a
value equal to g(jsb) for some 0 ≤ j ≤ 2b as discussed in
Section III-A. With zero mean independent Gaussian measure-
ment noise with variance σ2, our field detection algorithm is
as follows:
1) The samples Y1 := g(T1)+W1, . . . , Yn := g(Tn)+Wn,
with Ti unknown and in the set {0, sb, . . . , 2bsb}, and
W1,W2, . . . ,Wn ∼ N (0, σ2) are obtained.
2) Since Ti = ksb with probability pk for all 1 ≤ i ≤ n,
the readings Yi follow the following Gaussian mixture
model (GMM) distribution:
fY (y) =
2b∑
k=0
pkG(y, g(ksb), σ
2) (40)
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Fig. 2. Detection error-probabilities for different laws on ~p and different
bandwidths are compared. The four laws used include the optimal ~p in (36),
a linear law, a cubic law, and a randomly generated ~p. Fields of bandwidth
3, 5, 10, and 20 are studied. As expected, the law in (36) is the best in
performance in all cases.
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Fig. 3. Number of samples required to reduce the empirical detection error
probability to 1% for fields of bandwidth 3, 5, 10, and 20
where
G(y, g(ksb), σ
2) =
1√
2piσ
exp
(
− (y − g(ksb))
2
2σ2
)
(41)
3) Using the readings Y1, Y2, . . . , Yn, the parameters
(pk, g(ksb)), k = 0, 1, . . . , 2b have to be estimated.
To address this estimation problem, the readings
Y1, Y2, . . . , Yn are clustered using the well known expec-
tation maximization (EM) algorithm [19], for GMM pa-
rameter estimation.
4) The algorithm gives an estimate of the weights pk
and means g(ksb) (analogous to type and value in the
noiseless case. In the setup, the value of σ is assumed
to be known.
Let p̂k and ĝ(ksb) be the estimated weights and the
corresponding means, respectively for 0 ≤ k ≤ 2b. For
large n, the estimated weight p̂k for each mean will be
near the correct pk.
5) The mean ĝ(ksb) with smallest weight is estimated as
g(0), the mean with next smallest weight is estimated to
g(sb), and so on till g(2bsb).
The EM algorithm iteratively estimates the parameters of
the GMM by creating a function for the expectation of the
log likelihood function using the current estimate of parame-
ters (E-step) and maximizing this expected log-likelihood to
compute a new estimate of the parameters (M-step). These two
steps are repeated until the algorithm converges to a maximum
of the log likelihood function to obtain an estimate of the
means and the weights. In this work, EM algorithm for ‘soft’
segmentation of the data is used [20]. The data comprises of
the readings Y1, Y2, . . . , Yn which are segmented into clusters.
A cluster is defined as the set of all Yi that are obtained from
g(ksb) for a fixed k. Thus there are 2b + 1 clusters in this
case. Instead of assigning each reading to a single cluster, a
membership matrix matrix Γ is created. The (i, k) element in
Γ records a value that indicates the membership of Yi in the
kth cluster.
The membership matrix Γ resolves conflicting situations
8where the values of any two or more g(ksb) are very close in
Euclidean distance and their corresponding clusters overlap.
Samples lying in overlapping clusters could have originated
from either of the sampling locations making it difficult to
assign them to a single cluster. The algorithm requires an
initial guess of the means which is provided using the k-
means++ algorithm [21]. The weights, p̂k are initially assumed
to be uniformly distributed. The variance of the clusters is
known (σ2) and is fixed at this value. Each iteration of the
algorithm involves the following two steps:
1) The E-Step:
γik := (Γ)i,k =
G(Yi, ĝ(ksb), σ
2)p̂k
2b∑
k=0
G(Yi, ĝ(ksb), σ2)p̂k
(42)
2) The M-Step:
ĝ(ksb) =
n∑
i=0
Yiγik and p̂k =
n∑
i=0
γik
n
(43)
The values of ĝ(ksb) and p̂k estimated in the M-step are
substituted in the E-step of the next iteration and the process
is repeated until the estimates converge (squared Euclidean
distance between the current and previous estimates of ĝ(ksb)
falls below a specified threshold).
The final GMM estimated by the EM algorithm is:
f̂Y (y) =
2b∑
k=0
p̂kG(y, ĝ(ksb), σ
2). (44)
The above algorithm was simulated using MATLAB on 10000
randomly generated fields with three values of total number
of samples n = 1000, 10000, 100000, and where the samples
were corrupted by Gaussian noise (µ = 0, σ = 0.05). The
experiment was repeated for fields with bandwidth parameter
b = 3, b = 5, and b = 10. The following distortion metric was
used:
D =
∫ 1
0
|ĝ(t)− g(t)|2dt∫ 1
0
|g(t)|2dt
(45)
where D is the distortion, ĝ(t) is the estimated field, g(t) is
the original field and the limits of the integral are so chosen
because the field has a period 1. Histograms of the distortion
for each of the experiments are shown in Fig. 4, Fig. 5, and
Fig. 6.
From the histograms in Fig. 4, Fig. 5, and Fig. 6 the
performance of the algorithm deteriorates on increasing the
bandwidth b. The number of fields reconstructed with a low
value for distortion decreases as the bandwidth changes from
b = 3 to b = 10. More than 50% of the fields are reconstructed
with a low value of distortion for bandwidth b = 3 while
the number reduces to about 18% for bandwidth b = 5, and
less than 1% for bandwidth b = 10. Increasing the number
of samples drawn improves the performance of the algorithm
slightly especially for the higher bandwidths as illustrated by
an increase in the height of the first bar on the histogram for
bandwidths b = 5 and b = 10 on increasing the number of
samples from 1000 to 10000.
For fields with a higher value of distortion it is anticipated
that this high value is due to a large degree of overlap between
the clusters. This is observed in Fig. 7, which is a histogram
of the minimum pairwise squared Euclidean distance between
the values of the underlying field at the sampling locations,
g(ksb) for the different experiments. These values serve as
the true cluster means and as can be seen from the histogram
plots, increasing the bandwidth increases the number of cases
in which two different clusters’ means lie close to each other.
The closeness of cluster means is indicated by an increase in
the height of the first bar of the histogram and a decrease in the
bin width. This closeness of cluster means explains the poor
performance of the reconstruction algorithm with increasing
bandwidth.
For a Gaussian distribution, N (µ, σ2), 99.7% of the data
lies within [µ− 3σ, µ+ 3σ]. Thus if x1 and x2 are the means
of two normal distributions with the same standard deviation
σ, and x2 > x1 the corresponding clusters of samples drawn
overlap with a high probability, if x2 − 3σ < x1 + 3σ
or (x2 − x1)2 < 6σ2. For σ = 0.05, 6σ2 = 0.09. Thus
if the squared Euclidean distance between any two cluster
centers (g(ksb)) falls below this value then the corresponding
clusters overlap with a high probability leading to an incorrect
reconstruction. The problem of overlapping clusters is a com-
mon problem in clustering especially with the EM algorithm.
Several approaches to solving this problem exist in literature
(see, e.g., [22], [23]). The application of these approaches to
the present problem remains to be studied.
In all our analysis, the distribution of the noise is assumed
to independent and Gaussian. If the distribution of the noise is
non-Gaussian, the mixture-model and the clustering algorithm
will have to be changed to suit the noise distribution.
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Fig. 4. Results of the sampling and estimation experiment for 10000
randomly generated signals of bandwidth parameter b = 3. Histograms of
the distortion are plotted for each sample size (n)
V. CONCLUSION
Asymmetric (nonuniform) distributions on location-unaware
sensors that enable bandlimited field inference were studied.
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Fig. 5. Results of the sampling and estimation experiment for 10000
randomly generated signals of bandwidth parameter b = 5. Histograms of
the distortion are plotted for each sample size (n)
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Fig. 6. Results of the sampling and estimation experiment for 10000
randomly generated signals of bandwidth parameter b = 10. Histograms of
the distortion are plotted for each sample size (n)
For analytical tractability, location-unaware sensors on a dis-
crete grid were studied. The key idea was to use associate the
samples with their locations by matching the observed type
(frequency) and the expected type. Based on this key idea, the
main result of this work was to find the optimal probability
distribution on sensor locations that minimizes the detection
error-probability of the underlying spatial field. It was shown
that the detection error-probability decreases exponentially fast
in the number of sensors deployed. The proposed sampling
algorithm was also extended to include the case of field recon-
struction in the presence of additive measurement-noise. This
was achieved by treating the distribution of the noisy samples
as a mixture model and using clustering to estimate the mixture
model parameters. Simulations which explored the tradeoffs
between the measurement-noise, increase in bandwidth, and
the number of samples obtained were showcased.
The cases where sensors are located with an arbitrary
continuous distribution in field’s support is left for future work.
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signal values at the sampling locations, is compared for signals of bandwidth
3, 5 and 10. Histograms of dg are plotted using 10000 randomly generated
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