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The aim of this thesis is to develop a high performance, position and 
speed tracking (PAST) system for a DC motor using an artificial neural network. The 
objective of the PAST system is to achieve accurate position control of the motor as 
well as precise trajectory control of the speed. In addition, instead of using a black box 
neural network, an enhanced backpropagation algorithm was used in order to improve 
performance accuracy. The accuracy of the model reference adaptive control system 
and the calculation speed of the artificial neural network (ANN) are exploited in order 
to come up with a trajectory controller for the DC motor. 
The position control is carried out for a permanent magnet DC motor. 
The motor is assumed to be a black box. The load and the motor parameters are 
assumed to be unknown. No prior knowledge of the load dynamics is assumed. The 
DC motor is identified between a set of inputs and outputs of the DC motor. 2 models 
have been proposed.  
In the first model, the inputs to the ANN are the speeds at 3 successive 
time instants and the output is the motor voltage. The training of the ANN is achieved 
through static back propagation. ANN is used for the identification of system dynamics 
within the model reference adaptive control system in order to achieve the desired 
speed trajectory control while accurate position tracking is accomplished through the 
use of a feedback controller integrated with the trajectory control system. The feedback 
controller amplifies the position error, which is used to modify the speed inputs to the 
ANN thereby enhancing system performance. Both simulation and experimental tests 
were carried out to evaluate the performance of the PAST system for different speed 
and position trajectory profiles.  
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In the second model, the inputs to the ANN are the position values at 4 
successive time instants and the output is the motor voltage. The training of the ANN 
is achieved through static back propagation. ANN is used for the identification of 
system dynamics within the model reference adaptive control system in order to 
achieve desired position tracking directly. 
The PAST system thus attempts to further explore the capability of 
ANN to accurately identify non-linear systems, which, in conjunction with the concept 
of the model reference adaptive controller integrated with a feedback module, ensure 
precise speed and position tracking.   
 
During the design of the first model for trajectory tracking system, the 
inverse characteristics of the DC motor is first captured using the ANN inverse model 
(AIM). The AIM is then integrated with the concepts of model reference adaptive 
control for speed trajectory tracking. A direct integration of the trajectory did not yield 
good result with position tracking. Due to discrete sampling, there is an inherent error 
during the integration of the speed profile. The errors in the speed tends to accumulate 
with time. In order to improve the position tracking capability a feedback module was 
designed. The system performance is verified with varying values of the feedback gain 
parameter. The position tracking showed substantial improvement from a tracking 
accuracy of 6-7% to an error within 1%. In proportion, the speed tracking profile also 
showed improvement.  
For the second design of the model for direct position tracking, the 
inverse characteristics of the DC motor is first captured using the ANN inverse model 
(AIM). The problem of integration of errors was avoided. The position tracking 
accuracy was achieved up to 0.1% and the speed tracking accuracy within 0.2%.  
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The simulation studies carried out clearly illustrated the capability of 
the PAST system to accurately achieve both speed and position trajectory tracking 
under a variety of operating profiles. 
Experimental tests conducted showed the ability of the ANN to 
successfully identify the ANN inverse model (AIM) of the DC motor. The AIM was 
integrated with the MRAC to successfully design a speed trajectory controller.   
The PAST system was experimentally tested and showed substantial 
improvement in the position and speed tracking capability with the introduction of the 
PAST system. The speed error also showed considerable improvement.  
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1.1 Historical Background  
The Direct Current (DC) motor is one of the first machines devised to 
convert electrical power into mechanical power. Its origin can be traced back to the 
disc type machines conceived and tested by Michael Faraday. Since Faraday’s 
primitive design, many DC machines were built in the 1880’s when DC machines were 
the principal form of electric power generation. With the advent of the induction motor 
and the alternating current (AC) as the power standard, DC machines became less 
important. In recent years, the use of DC machines is most exclusively associated with 
applications where the unique characteristics of the DC motor justify its cost or where 
the portable equipment must be run from a DC power supply. The DC motor lends 
itself easily to speed control. Its compatibility with the new thyristor and transistor 
amplifiers in addition to its enhanced performance due to the availability of new 
improved materials in magnets, brushes and epoxies have also revitalized interest in 
DC machines.  
Recent developments in microprocessors, magnetic materials, 
semiconductor technology and mechatronics provide a wide scope of applications for 
high performance electric motors in various industrial processes. For high performance 
drive applications such as robotics, rolling mills, machine tools, etc., accurate speed 
and position control are of critical importance. DC motors are widely used in these 
applications because of their reliability and ease of control due to the decoupled nature 
of the field and the armature magneto motive forces. Of the 2 types of DC motors 
commonly used (separately excited and permanent magnet (PM) DC motors), the 
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permanent magnet DC motor has the advantage that it does not require any extra dc 
supply for the field, as the permanent magnet itself acts as the source of the flux. The 
permanent magnet motor is thus compact in size, robust and highly efficient. 
The DC motors are single-input, single-output systems having torque/speed 
characteristics compatible with most mechanical loads. They can be controlled over a 
wide range of speeds by proper adjustments of the terminal voltage. Brushless DC 
motors, induction motors and synchronous motors have gained widespread use in 
electrical traction. However, there is a persistent effort to make them behave like DC 
motors through innovative design strategies (Leonard, 1986).  Hence, DC motors are 
always a good choice in experimental testing of advanced control algorithms because 
its theory is extendable to other types of motors.  
1.2 DC Motor Drives 
A drive system consists of a motor, a converter and a controller 
integrated to perform a precise mechanical manoeuvre. DC motor drives are used for 
many industrial processes, robotics, steel, pulp and paper mills, conveyors and other 
precise speed/position control applications (Sharaf, 1999). Several types of established 
control methods have been employed including conventional fixed and self-tuneable 
proportional plus integral plus derivative regulators (White, 1983), optimal control 
(Hsu and Chan, 1984; Phutal, 1978; Zhang and Barton, 1991), gain adjustable self-
tuning and fuzzy logic control. 
During the operation of DC motors, there are often variations in the 
load inertia, field excitation and load torques. Conventional control approaches are not 
suitable for catering to such variations of dynamic parameters during operation. 
Moreover, when a single-phase supply is used, the domain of discontinuous current 
becomes wide. When the current is continuous, the motor armature can be regarded as 
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a first-order system but when the current is discontinuous, it changes into a nearly non-
linear gain system. All these variations make the application of adaptive solutions for 
motor speed control very attractive. With the developments in microelectronics, the 
use of complex, adaptive control strategies has been made feasible.  
The current field of study deals with designing a drive system for high 
performance applications. Permanent magnet DC motors are utilized for high 
performance DC drives. This requires precise and complex position/reference speed 
trajectory tracking, fast response, fast rise time, minimum settling time, small 
overshoot/undershoot and small steady state errors. Conventional control designs may 
not be able to cope with any mechanical load variations, parametric variations and 
motor parameter uncertainties.  
The high performance drive system consists of a motor, a converter, and 
a controller integrated to perform a precise mechanical manoeuvre. Herein, the shaft 
speed and/or the position of the motor needs to closely follow a specified trajectory 
regardless of unknown load variations and other parameter uncertainties. Designing a 
controller in order to track the trajectory accurately when there are dynamic model 
uncertainties is a difficult task. One popular approach is to use an adaptive control 
system wherein the motor/load dynamics are identified through the parameters of a 
predefined model. The model parameters are manipulated using different control 
strategies to yield a controller design. There are numerous conventional control 
strategies, such as self-tuning control, where the motor/load parameters are identified 
through a linear parametric (ARMAX) model using a Kalman filter. 
Adaptive control systems can be regarded as an extension of the 
classical control principles. As shown in Figure 1.1, the basic control loop is 
superimposed by an adaptation system. Based on the identification, which enables one 
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to ascertain the system properties, the adjustable variables of the controller 
(parameters, structure etc.) are modified automatically after passing through a decision 
process. The adaptation system and the basic control loop are usually supplemented by 











Figure 1.1: Principle of Adaptive Control System 
There are 2 types of adaptive controllers namely, direct and indirect. In 
the direct model reference adaptive controllers (MRAC), as shown in Figure 1.2, the 
closed-loop system behaves as specified by a parallel model. The model error, e*, is 
fed into an adaptation system which directly tunes the parameters of the controller such 
that the error (e*) vanishes or at least will be minimized (Keuchel and Richard, 1994). 
In the indirect adaptive control approach, as shown in Figure 1.3, there 
is an explicit identification of the plant parameters. Herein, the modification stage is 
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Figure 1.3: Principle of Indirect Adaptive Control 
Most identification models are linear. However, most motor/load 
characteristics are non-linear. Identification of non-linear dynamics through a linear 
model does not guarantee an accurate functional representation. A controller designed 
on the basis of an inaccurate identification model can lead to sub-optimal performance.  
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where the motor/load characteristics are not well understood, the task of selecting a 
suitable identification model becomes quite complicated.  
Multilayer perceptron type neural networks have the ability to learn a 
large class of non-linear functions (Hertz, 1991). Complicated dynamic systems have 
been identified and controlled through neural networks (Narendra, 1996; Fu-Chuang 
Chen, 1990; Nguyen, 1990). The multilayer perceptron can be trained to emulate the 
unknown dynamics of a DC motor.  The neural network evolves through the learning 
of a suitable time sequence of input/output patterns generated by the motor model. The 
ability to successfully train, without explicit knowledge of the motor/load dynamics, is 
the key advantage in this type of identification methodology. Moreover, on account of 
the generalizing capability of the neural network, the motor dynamics can be 
accurately emulated for previously untrained inputs.    
1.3 Contribution of the Thesis 
Extensive research has been carried out in the past in the field of speed trajectory 
control of DC motors. The model reference adaptive control (MRAC) system was 
designed to enhance tracking ability as well as tracking precision. In MRAC control 
the output of the plant follows the output of a specified model and have the controller 
adapt to plant uncertainties so as to achieve good control performance. A reference 
model is used to avoid having the trajectory to be tracked change too rapidly. The 
choice of the reference model is determined by the physical limitations of the plant and 
how fast it can physically move. In adaptive control the controller “adapts” to 
unknown plant variations, such as parameter variations, disturbances, etc., and still be 
able to maintain good control.  
Conventional controllers were initially employed in such system for 
speed trajectory control of DC motor. However, such controllers suffer from the fact 
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that they may not be able to cope up with any mechanical load variations, parametric 
variations and motor parameter uncertainties. In order to circumvent this drawback, 
ANN controllers were introduced on account of their ability to learn a large class of 
non-linear functions. Artificial Neural Networks (ANN) has the ability to learn a large 
class of non-linear functions (McClelland and Rumelhart, 1986). ANN can be trained 
to emulate the unknown, non-linear plant dynamics by presenting a suitable set of 
input/output patterns generated by the plant (Narendra and Parthasarathy, 1990; 
Antsaklis, 1990; Nguyen and Widrow, 1990; Chu, Shoureshi and Tenorio, 1990; Fu, 
1990). Complicated dynamic systems were thus identified and controlled through 
simple, “black box” networks using the backpropagation algorithm. The limitation of 
the back propagation algorithm is that the solution arrived at is generally a local error 
minimum and not a global one. In addition, the algorithm is very slow at learning. In 
dynamic control of robotic manipulators, the main focus of interest is in position 
tracking rather than on the speed trajectory control of the system. For example, the 
robot arm needs to be driven from one position to another by following a specified 
path. This needs efficient and accurate tracking of the position while at the same time 
ensuring rapid system response. These aspects in the development of an efficient 
controller need to be addressed in greater depth.  
The aim of this M.Eng work is to develop a high performance, position 
and speed tracking (PAST) system for a DC motor using an artificial neural network. 
The objective of the PAST system is to achieve accurate position control of the motor 
as well as precise trajectory control of the speed. In addition, instead of using a black 
box neural network, an enhanced back propagation algorithm was used in order to 
improve performance accuracy. The accuracy of the model reference adaptive control 
system and the calculation speed of the ANN are exploited in order to come up with a 
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trajectory controller for the DC motor. An alternate design of the PAST system was 
developed at a later stage that was used achieve the same results by directly achieving 
accurate position control.   
2 Types of PAST systems were developed for the position control of a 
permanent magnet DC motor. The motor is assumed to be a black box. The load and 
the motor parameters are assumed to be unknown. No prior knowledge of the load 
dynamics is assumed. The DC motor is identified between a set of inputs and outputs 
of the DC motor.  
In the first design the inputs to the ANN are the speeds at 3 successive 
time instants and the output is the motor voltage. The training of the ANN is achieved 
through static backpropagation. ANN is used for the identification of system dynamics 
within the model reference adaptive control system in order to achieve the desired 
speed trajectory control while accurate position tracking is accomplished through the 
use of a feedback controller integrated with the trajectory control system. The feedback 
controller amplifies the position error, which is used to modify the speed inputs to the 
ANN thereby enhancing system performance. Both simulation and experimental tests 
were carried out to evaluate the performance of the PAST system for different speed 
and position trajectory profiles.  
The PAST system thus attempts to further explore the capability of 
ANN to accurately identify non-linear systems, which, in conjunction with the concept 
of the model reference adaptive controller integrated with a feedback module, ensure 
precise speed and position tracking.   
In the second design, the DC motor is identified with positions at 4 
successive time instants as inputs and the output of the motor as voltage. This 
controller attempts to control the DC motor by using the position values directly. 
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1.4 Outline of the Thesis    
In Chapter 2, a literature survey is first presented concerning the current 
trends in the neural network approach to motor control in order to set the basis. 
Chapter 3 then discusses the theoretical basis for 2 ANN control methodologies 
developed for trajectory tracking and position tracking of the DC motor. In the first 
methodology, a feedback control module, incorporated into the trajectory controller to 
achieve accurate position tracking performance, is discussed along with the 
justification for the choice of this controller. In the second methodology, accurate 
position control is achieved directly using the position values as the inputs. In Chapter 
4, simulation studies were carried out using SIMULINK to test the performance of the 
proposed PAST system design as elaborated in Chapter 3. The aim of the simulation 
experiments was to evaluate the efficacy of the theoretical concepts presented in 
Chapter 3. In order to further analyse the performance capability of the developed 
system, experimental work was carried out on a DC motor. The results of the 
performance of the PAST system and the trends achieved are presented in detail in 
Chapter 5. Chapter 6 discusses the conclusion of the work presented in this thesis and 
also identifies further areas of research.  This is followed by the list of References. 
Chapter 2: Literature Review 






In the previous chapter, a brief description of some of the control 
techniques that have been used in the past, the significance of these techniques and 
their limitations, were discussed. Specific emphasis was laid on the different types of 
drives used for trajectory tracking. This chapter presents some of the work that has 
been carried out so far in the field of artificial neural network (ANN) as applied to the 
control of DC motors. A brief review of the contribution of the thesis to the study of 
offline position control of a DC motor using ANN is discussed at the end of the 
chapter.  
Artificial intelligence technologies are emerging as robust, simple and 
effective tools in process control and online adaptation and as such, have become 
widely accepted tools for the design of speed/position drive system. The following 
sections discuss various types of neural network control systems. Section 2.2 discusses 
rule-based ANN that utilizes a decision rule base to modify the weights of the ANN. 
Section 2.3 discusses the real-time tracking of an ANN controller where the weights of 
the ANN are adjusted online. Section 2.4 discusses a variation of online training 
wherein the online training algorithm with an adaptive learning rate is introduced for 
precise speed control, rather than using fixed weights and biases of the ANN. Section 
2.5 deals with online training wherein a modified error function is used to improve the 
performance of a neuro-controller trained online by the backpropagation (BP) 
algorithm. Finally, Section 2.6 comments on the advantages and limitations of the 
various techniques.   
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2.2 Artificial Neural Network – Rule Base 
In this method, Soliman et al., (1994) used a simple algorithm for 
ANN-based speed regulation using the backpropagation learning algorithm as 
suggested by Xianzhong and Kang, (1992). The ANN-based controller utilizes the 
speed error ωe  and the current errors ie  as inputs to regulate the firing delay angle (α) 
of a 3-phase thyristor controlled rectifier bridge (Soliman et al., 1994), as shown in 
Figure 2.1.  The adaptation criterion is done by minimizing an error-weighted speed or 
using an excursion vector. One such example is as shown in Eqn.2.1.  The adaptation 
is done via the back propagation algorithm, which minimises the actual drive output 
error using the gradient minimization technique (Cybenko, 1989).   
index excursion 22 =++= )(kei(k).e(k)e(k)e(k)iR i ωωω                                     (2.1) 
where k represents the time instant. 
The permanent magnet DC motor used had 2 states that were controlled for 
good dynamic performance; these were motor speed ω and current levels ia (Soliman 
et al., 1994). A decision rule base was used to modify the weights of the ANN. Figure 
2.2 gives the architecture of the neural network control. The error weighted speed or 
the excursion vector is based on the decision rule referred to as the tuning criteria 
(TC). The first rule utilizes the speed error alone as given in Equation. (2.2) to update 
the weights and biases online if the motor current is within the permissible value. The 
second rule uses the product of the speed error and the current error as given in 
Equation. (2.3) to update the weights and biases if the motor current exceeds its 
maximum permissible value. The adaptation weight tuning algorithm was driven by 
the following tuning criterion (TC): 
TC=eω(k) if  ia(k) <I max                                                       (2.2) 
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TC=eω(k).ei(k)  if  ia(k) >I max                                                             (2.3) 
k represents the time instant;  
ia(k)  is the motor current ; 
I max=1.5*I rated ; 
I max=maximum permissible current; 
I rated= rated current; 
This ensures the long life span of the motor as the second tuning criteria takes a 
precautionary step to reduce the current when it exceeds the maximum current Imax. 
The proposed ANN control was simple in construction and did not 
require extensive hardware or software. The selected input vector structure with 
excursions and momentum based input variables ensured smooth tracking and robust 
operation. However, it was only used for simple speed control applications and the 












Figure 2.1: The Permanent Magnet DC Motor With 3-phase Rectifier Bridge and 
Load (Soliman et al., 1994) 
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Figure 2.2: The Input Vector With 3 layer ANN. The global input vector to the 
ANN comprises of the following variables:  
tωinrefiωiωinput (k)]R1),(kO(k),ω1),(ke1),(ke(k),e(k),[eX −−−=  where 




2.3 Real-time Tracking of a DC Motor Using ANN 
The electric drives in complex applications such as robotics require not 
only speed and position control at the end points but also tracking or trajectory control. 
Refaat and Kuldip, (1995) adopted the method of real-time tracking of a DC motor 
using ANN. The system was considered as a black box and therefore the system 
dynamics was assumed to be unknown. The multi-layer neural network (MNN) was 
first trained offline. After the training was complete, it was used as a feed forward 
controller in the control scheme. In order to generate the input voltage for the motor to 
follow the desired trajectory in speed and position, the weights of the MNN were 
updated online at each sampling instant. Learning was performed using an appropriate 

























Chapter 2: Literature Review 
DC Motor Position and Speed Tracking (PAST) System Using Neural Networks   14
 
In this control scheme, a feed forward multi-layer neural network (MNN) 
controller and a feedback controller were used as shown in Figure 2.3. The MNN was 
first trained offline to emulate the inverse dynamics of the system. Online learning was 
used to fine-tune the weights of the MNN. The system control voltage Vc was 
composed of the output of the feed forward controller Vnn and the output of the 
feedback controller Vp. If the MNN learns the inverse dynamics properly, the neural 
controller alone provides all the necessary voltage for the motor to track the desired 
trajectory and the output of the feedback controller becomes zero.  
2.3.1 System identification  
Refaat and Kuldip, (1995) used the above neural network model to identify 
the unknown system dynamics (DC motor, amplifier and load) that map the control 
voltage Vc to the motor speed ω. As the MNN was used to identify the inverse 
dynamics of the system, the input to the MNN was a desired trajectory and the output 
was the control voltage required to track the desired trajectory. The training data was 
obtained from the hardware set up by applying the voltage signal to the servo amplifier 
and observing the system response (motor speed). Figure 2.4 shows the basic concept 
of system identification using MNN. 
2.3.2 Adaptive MNN controller 
To capture the disturbances or variations in the system parameters, Refaat 
and Kuldip (1995) used online learning to adjust the weights of the MNN to generate 
the appropriate voltage required for a desired trajectory. Once the MNN learns well, its 
output alone drives the system to follow the pre-specified desired trajectory and the 
output of the feedback controller becomes zero. Since the output of the feedback 
controller is an indication of the system output error, it was used as a learning signal to 
adjust the MNN weights as shown in Figure 2.4. 
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Figure 2.3: Neural Network Controller for the DC Motor. Online training of the 
ANN is done with the voltage obtained from the feedback controller, which is 










Figure 2.4: System Identification Using MNN. The speed outputs from 3 
successive time instants were used as input for training the ANN. The weights of 
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 This system assumed the system dynamic properties to be unknown. It 
treated the system as a black box. The MNN controller was claimed to be fast and to 
exhibit high degree of accuracy for tracking control even in the event of sudden 
disturbances.  However, it is not very clear in this work as to how the online training 
and updating of the network was carried out. In the Section 2.4 an improved version of 
online control has been investigated.  
 
2.4 Self-tuning ANN-based Online Speed Control   
The previous methods used either fixed weights and biases or fixed  
learning rate for training ANN. The online, self-tuning ANN based speed control 
scheme of Rahman, (1997) for a permanent magnet DC motor used an online training 
algorithm with an adaptive learning rate for precise speed control. This method 
differed from the earlier method in that a variable adaptive learning rate was 
introduced. The ANN architecture was based on the inverse dynamic model of the 
nonlinear drive system (Narendra and Parthasarathy 1990). To enhance the robustness, 
which is an important criterion of a high-performance drive, a unique feature of 
adaptive learning rate was also introduced (Hoque, Zaman and Rahman 1995). The 
stability over a wide operating range was obtained using an ANN structure with a local 
feedback provision (Kuechner and Stevenson 1995). 
The inputs to the ANN were the three consecutive values of speed and 
the corresponding output target was the control voltage. The number of hidden layers 
and number of neurons in the hidden layer were chosen by trial and error. The number 
of neurons was kept as low as possible while taking into consideration both memory 
and time required to implement the ANN in the motor control.  
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In their work, the structure of one hidden layer having three neurons gave 
satisfactory results. The ANN structure used for the permanent magnet DC motor drive 
is shown in Figure 2.5. The transfer functions used in the hidden and output layers 
were log sigmoid and tan sigmoid respectively. After the basic design of the ANN 
structure was done, in the next step the weights and biases of the ANN were 
determined through the training to achieve the specific target with the given inputs. 
The backpropagation training algorithm was used for this purpose, which was based on 
the principle of minimization of a cost function of the error between the outputs and 
the target of the feed forward neural network (Haykin, 1994). If the weights and biases 
of the ANN are determined through offline training only, then an intensive training has 
to be performed considering almost all operating conditions of the system, which is 
almost impossible for the control of a permanent magnet DC motor.  
To overcome this problem online weights and bias updating was used. 
In order to ease the task of online training and for stability of the system, an initial set 
of weights and biases were generated a priori through offline training. These were 
updated only when the error limit between the actual output and the target of the ANN 
exceeded a preset value. 
2.4.1 Real-time Adaptive Speed Control  
The main objective of the control system used by Rahman, (1997) was 
to generate the proper terminal voltage for the DC motor so that the motor could track 
a reference speed. In real time, a control voltage Vc(n) was generated by the ANN, 
which was fed into a power amplifier circuit. The output voltage Vo(t) of the power 
amplifier was applied to the terminal of the motor. The complete control scheme is 
illustrated in Figure 2.6. 
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Figure 2.5: ANN Structure for PM DC Motor Drive. The number of neurons in 
the hidden layer is equal to 3, which is the same as the number of inputs. The 
hidden layer neurons are kept as few as possible to minimize the calculation time. 
The activation function in the hidden layer is log sigmoid and in the output layer 
is tan sigmoid.  
   
During real-time implementation, the error e(n) was calculated at each 
instant and when it exceeded a predetermined level, the weights and biases updating 
procedure was enabled. If the error was within a prescribed level, the previous set of 
weights and biases was retained to compute the control voltage. 
2.4.2 Adaptive Learning Rate for Online Weights and Biases Updating 
Overshooting and response times are some of the main concerns of high 
performance motor drive applications. The learning rate of the ANN was a key factor 
for overshooting and response time. A faster learning rate made the speed to   
overshoot and a slower learning rate made the response time too slow. Therefore, for 
online updating of the ANN, an adaptive learning rate was introduced. The initial 
learning rate was obtained for the real-time implementation of the ANN controller 
from the final value of the learning rate used in the offline training. When the 
difference rω∆ between the reference speed refω and actual speed rω was large, the 
learning rate η was increased until the actual speed reached the reference speed. Due to 
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Figure 2.6: Control Scheme for Online Control. ωr(n+1), ωr(n) and ωr(n-1) 
represent the speeds of the motor at instants (n+1), n and (n-1) respectively. The 
constants α1 and α2 were chosen according to the reference model selected to 
evaluate the estimated speed at the instant (n+1), i.e., ω*ref(n+1) from the 
reference input r(n) and the speeds ωr(n) and ωr(n-1). ω*ref(n+1), ωr(n) and ωr(n-1) 
are fed as input to the ANN, which generates the estimated voltage V*c(n). 
Another ANN, with speeds at instants ωr(n+1), ωr(n) and ωr(n-1) as inputs, was 
used to generate the actual voltage Vc(n) to be fed to the motor. If the voltage 
error e(n) exceeded the predetermined level, the weights of the ANN were 
updated. The whole operation was carried using the digital signal processing 
board. 
   
 
resulting in overshooting. If overshooting occurred, the learning rate was decreased. 
When the speed started decreasing from the overshoot condition, the learning rate was 
again increased so that the actual speed quickly reached the reference speed. The 
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2.4.3 Modified ANN Structure With Enhanced Stability 
In order to improve the stability of the ANN controller, the ANN 
structure was modified on an intuitive basis by providing a feedback loop as shown in 
Figure 2.8 (Kuechner and Stevenson, 1995). This modified configuration provided 
greater stability for the motor controller (Kaplan, 1996).  For this, the structure shown 
in Figure 2.5 had to be initialized. The switching of the structures is controlled by 
software. When the motor speed or current exceeded the prescribed limits, the motor 
drive system tends to become unstable. By providing this feedback, the instability of 
the motor when its speed exceeded the prescribed limits was solved. This feedback 
provision also reduced the ANN computation time. 
Due to online training, there was provision for online tuning of the 
weights and biases as all the different operating conditions were not accounted for 
during the offline training process. Robustness, which is an important criterion of a 
high performance drive, was considerably improved due to the adaptive learning rate 
that was introduced. The local feedback provision in the ANN structure provided 
stability over a wide operating range.  
2.5 Neuro-controller With a Modified Error Function 
In the offline learning methods of neural network training such as the 
one used by Weerasooriya, (1991), the success of the neural network controller method 
depended largely upon the ability of the neural network to learn to correspond 
correctly to inputs that were not specifically used in the learning phase. Another 
problem with this method was that, as a large amount of unnecessary training data was 
needed to be used because the essential and desirable inputs for the plant were 
unknown. In this method suggested by Salem et al., (2001), the neural network learnt 
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Figure 2.7: Real-time Flow Chart for Weights and Biases Updating With 
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during the feed forward control. The reference signal was directly used as the input for 
the neural network controller. This provided the flexibility to train the neural network 
in the regions of interest only.   
A modified error function as shown in Equation (2.7) was used to improve 
the performance of a neuro-controller trained online by the backpropagation (BP) 
algorithm (Salem et al., 2000). In the online training mode using the back propagation 
algorithm, the controller had no information about how the system output moved to its 
target value. As long as the error, which is the difference between the reference value 
and the actual output, was positive, the controller increased its output signal to reach 
its target value. The controller output thus depended on the error and the learning rate. 
When the error was equal to zero, however, the system inertia still forced the system 
output to overshoot. After that, the system inertia, together with the error and the 
learning rate, determined the system output performance.   
In using an adaptive learning rate by Salem et al., (2000), the initial 
attempt was to moderate the increase in control signal while the error was being 
reduced. However, the error was still positive because the controller had no 
information about the movement of the system output towards its target value. To 
improve the performance, the sign of the error signal was changed as the system output 
moved towards its steady-state value. This sign change was obtained by adding a term 
opposite to the error. At the same time, this term had to be related to the time constant 
of the system. Based on the above, an error signal as given in Equation (2.7), was 
taken.  
The conventional drivers such as the PI controllers showed good response 
to the input signal at low frequencies. However, at higher frequencies its performance 
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deteriorated as the reference signal’s rate of change increased. To improve the 
performance in this higher frequency region, the neuro-controller was used.  
  In this method, the neural network controller can be trained in regions of 
interest only since the reference value is the input signal for the neural network as 
shown in Figure 2.9.  
The network was trained to find the plant output that drove the system 
output to the reference value. The weights of the network were adjusted so that the 
error between the actual system output and the reference value was maximally 
decreased in every iteration step (Salem et al., 2001).  
 The proposed neuro-controller consisted of only one neuron with one 
weight W1 and one bias θ1 as shown in Figure 2.10 and a linear hard-limit activation 
function. 
The neuro-controller output u can be derived as follows:  










Figure 2.9: System Block Diagram With Single Neuron Controller. The servo 
amplifier is equipped with the PI controller. In the higher frequency region the 
ANN controller is activated to improve the performance of the system.  
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Figure 2.10: Simple neural network. 
Based on the backpropagation algorithm, the weight and the bias change will be as 
follows: 
refη*error*ω∆W =1                        (2.5) 
η*error∆θ −=1                        (2.6) 







()-k-ω(ωerror refoutoutref 1=                      (2.7) 
The block diagram of the system is as shown in Figure 2.9. This method 
utilized neuro controller in conjunction with the conventional controller for speed 
control. The advantage of this technique was that selective training of the ANN 
network could be made and the structure of the network was highly simplified leading 
to a very simple neuro-controller. 
2.6 Conclusion 
Over the last ten years, significant advances have been made in the control 
of motors using ANN. In the conventional controller design, the mathematical model 
of the system was developed in order to derive a control law (Refaat et al., 1995). In 
robotic manipulators, the load torque and the inertia vary during operation. It is 
difficult to build an accurate mathematical model due to unstructured uncertainties of 
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an inherent nonlinear structure suitable for nonlinear mapping, modeling and control of 
nonlinear dynamic systems. Hiroaki and Mitsuo (1990), Psalitis et al., (1990) and 
Weerasooriya and Shirkawi (1991) used artificial neural networks for identification 
and control of a DC motor using offline learning. In the rule based ANN control in 
Section 2.2, online training of the neural network was done using two parameters 
namely motor speed error and current error. This was an improvement over the offline 
training because it is difficult to get all possible combinations of training data for 
offline training. Thus, there is an inherent error in the offline training due to the above 
limitation. The rule based ANN control method however used a fixed learning rate. It 
has been observed that learning rate of the ANN is a key factor for overshooting and 
response times. Section 2.3 discusses an improvement on the online training where an 
adaptive learning rate was utilized. Besides, using an intuitive feedback loop in the 
ANN provided greater stability on the performances of the motor controller (Kaplan 
1996). It controlled the DC motor from becoming unstable when the motor speed and 
current exceeded the prescribed limits.   
The above ANN controllers were very cumbersome. A large number of 
neurons and the complicated structure were done away with by the unique controller 
described in Section 2.5. An innovative method adopted was to use a modified error 
function in the backpropagation algorithm for online training. The neural network 
structure was reduced to a single neuron. Although the performance was not as 
accurate as the online ANN, it was a significant improvement in terms of the 
simplicity of the neural network structure.  
All the above methods discussed have been experimentally verified for 
certain cases and were shown to be robust and stable in their performance. However 
being intuitive in nature they can solve only a certain class of problems. In the absence 
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of a rigorous proof of stability, these above methods can mostly be utilized as a 
solution for certain cases.  
Most of the above models dealt with speed tracking of the motors without 
an explicit intention of position tracking or control. In robotic manipulator 
applications, position tracking is more important than speed tracking. In the following 
chapters, specific focus is laid on the position control of the motor based on the offline 
training of the neural network. 
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CHAPTER 3 
  Position and Speed Tracking (PAST) System 
 
3.1 Introduction 
Complex applications such as robotics or manipulators require not only 
position control, but also tracking or trajectory control (Weerasooriya and Shirkawi, 
1989). A trajectory is a time history of position and/or velocity that the end effector of 
a manipulator should follow at all points of time. For this the motor in the manipulator 
has to follow a predetermined speed or position track during start and speed change.  
Especially in position-controlled drives, even a slight misalignment of controllers can 
cause considerable overshoot and oscillations.  
In applications such as robotics, actuation and guided manipulation 
where precise tracking is required, a fast controller is an essential feature of such a 
drive system. The speed controller manipulates the terminal voltage in such a manner 
as to make the rotor follow the pre-specified trajectory with minimum deviation.  
Artificial neural networks (ANN) can be effectively used for the 
identification of non-linear systems (Nguyen and Widrow, 1990). The ability of the 
neural networks to approximate large classes of non-linear functions makes them 
prime candidates for use in dynamic models for representation of non-linear plants.  
As mentioned earlier, the aim of this thesis is to develop a high 
performance, position and speed tracking (PAST) system for a DC motor using an 
artificial neural network. The objective of the PAST system is to achieve accurate 
position control of the motor as well as precise trajectory control of the speed. In order 
to achieve accurate trajectory tracking, an enhanced back propagation algorithm was 
used in the design of the neural network model. The accuracy of the model reference 
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adaptive control system and the calculation speed of the ANN are exploited in order to 
come up with a trajectory controller for the DC motor. 
Two designs of PAST system were  developed. In the first design, an 
ANN is used for the speed-based identification of system dynamics within the model 
reference adaptive control system in order to achieve the desired speed trajectory 
control. The accurate position tracking is then accomplished through the use of a 
position feedback controller integrated with the trajectory control system. The 
feedback controller amplifies the position error, which is used to modify the speed 
inputs to the ANN thereby enhancing system performance. The controller thus seeks to 
further explore the capability of ANN to accurately identify non-linear systems, which, 
in conjunction with the concept of the model reference adaptive controller integrated 
with a feedback module, ensures precise speed and position tracking. In this chapter, 
details of the ANN model and the feedback module for position tracking are explained. 
Section 3.2 describes the mathematical model of the DC motor. Section 3.3 gives the 
equivalent model in discrete form. Section 3.4 describes the structure of the ANN 
model for the identification of the DC motor. Sections 3.5 and 3.6 explain in detail the 
structure of the PAST system.  
In the second approach, instead of using speed as inputs, a position-
based ANN Inverse Model is used instead in order to achieve better performance in 
position trajectory tracking control. In this chapter, details of this alternate approach 
are also explained. Section 3.8 describes the alternate model of the PAST system.  
3.2 Model of the DC Motor 
DC motors have been used in advanced control algorithms in DC drives 
because of their stable and straightforward characteristics. The DC motor takes in a 
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single input in the form of an input voltage and generates a single output parameter in 
the form of output speed. It is a single-input, single-output system. 
The motor used is the armature controlled DC motor. Control of the 
motor is achieved by changing the armature voltage Va as shown in Figure 3.1. The 
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aL =Equivalent motor inductance; 
Va = applied voltage; 
em = motor back emf; 
Kt = motor torque constant; 
Im = equivalent moment of inertia reflected at the motor shaft; 
b =  equivalent viscous coefficient reflected at the motor shaft; 
ia =  armature current; 
Ke = motor voltage constant; 
Tm  = torque generated by the motor; 
ωm = motor speed; 
TL = load torque; 
It is to be noted that Kt=Ke         (3.5) 





LiRωK +−−=        (3.6) 
From the Equations (3.3), (3.4) and  (3.5) we obtain  
Lmm
.
mae TωbωIiK ++=         (3.7) 
)φ(ωT mL =           (3.8) 
The function )φ(ωm  depends upon the nature of the load. The nature of this function 
is assumed unknown for the purpose of simulation. Therefore, the DC motor model in 
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For DC motor control using ANN, the discrete time model of the DC motor needs to 
be evaluated. In the next section, the mathematical model of the DC motor is derived 
in discrete form for the purpose of simulation.   
3.3 DC Motor Equivalent Circuit in Discrete Model Form 
In order to simulate the control of the DC motor using an artificial neural 
network model, an equivalent discrete time model of the motor needs to be 
constructed. The load torque is assumed as  
(t))](ω(t)[µωT mmL sgn
2=                  (3.10) 
where µ  is a constant. The functional form of the right hand side of (3.10) is motivated 
by the physically obvious criterion that the load torque always opposes the direction of 
motion. The motivation for choosing this function is that it is a common characteristic 
for most propeller driven or fan type loads. However, the choice of load torque is 
completely arbitrary and does not influence the proposed algorithm. Using a sampling 
time interval of ∆T, in discrete form the derivative of speed and current may be written 








di aaa 1−=                   (3.12) 
where k represents the time instant.  
Using Equation. (3.11) and Equation. (3.12), the discrete equivalent of Equation. (3.6) 












mae ++−+= 1               (3.14) 
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Using Equation. (3.15) and Equation. (3.16) in Equation.(3.13) and rearranging, the 
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∆=ξ                  (3.22) 
Rewriting Equation. (3.17), the final discrete form of the DC motor can be described as  
)]1(),(),1([)( −+= kkkfkV mmma ωωω                (3.23) 
3.4 General Structure of ANN 
In the design of the ANN, a feed forward neural network (FFNN) is 
used. The network consists of one input layer and one or more hidden layers, followed 
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by an output layer. Each layer consists of a number of neurons. Each neuron has two 
functions: 1) to sum up all the outputs from the previous layers multiplied by the 
corresponding weights and 2) to perform the nonlinear sigmoidal or linear function on 
this sum. It has no feedback connections but the errors are back propagated during 
training. Least mean square algorithm is used for minimization of the error. Errors in 
the output determine the measures of the hidden layer output errors. These are used as 
basis for connection weights between the input and hidden layers. This adjustment of 
weights between the layers and recalculating the output in an iterative process is 
carried out until the error falls below a tolerance level. The learning rate parameter 
scales the adjustment to the weights. A momentum parameter is also used in scaling 
the adjustments from a previous iteration and adding to the adjustments in the current 
iteration. 
3.4.1 Mapping 
  The feed-forward back-propagation network maps the input vectors to 
the output vectors. Firstly, pairs of input and desired output vectors are chosen to train 
the network. Once this training is completed and the weights are set, the network is 
used to find outputs for new inputs. The dimension of the input vector determines the 
number of neurons in the input layer, and the dimension of the outputs determines the 
number of neurons in the output layer. If there are k neurons in the input layer and m 
neurons in the output layer, then this network can make a mapping from the k-
dimensional space to an m-dimensional space. Once trained, the network gives the 
image of a new input vector under this mapping.  
3.4.2 Layout    
  The architecture of the feed-forward back-propagation is as shown in 
the Figure 3.2. For the purpose of illustration, only one hidden layer is shown. The 
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Figure 3.2: Layout of Feed Forward Neural Network 
dimensions of the input and the output patterns determine the number of neurons in the 
input layer and the output layer, respectively. The network has 3 fields of neurons: one 
for the input layer, one for the hidden processing elements and one for the output 
neurons. The connections are for the feed-forward activity. As seen from the Figure 
3.2, the connections are from every neuron in field A to every neuron in field B, and in 
turn, from every neuron in field B to every neuron in field C. Thus there are 2 sets of 
weights, those figuring in the activations of the hidden layer neurons, and those that 
help the output neuron activations. During training, all of these weights are adjusted by 
considering a cost function in terms of the error in the computed output pattern and the 
desired output pattern.  
3.4.3 Training 
  The feed-forward back propagation network undergoes supervised 
learning with a finite number of patterns consisting of an input pattern and a desired 
output pattern. An input pattern is presented at the input layer. The input layer neurons 
pass the pattern activations to the next layer neurons, which are in a hidden layer. The 
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function, with activations determined by the weights and the inputs. These hidden 
layer outputs become the inputs to the output neurons, which process the inputs using 
an optional bias and a threshold function. The final output of the network is determined 
by the activations from the output layer.  
  The computed pattern and the input pattern are compared, a function of 
this error for each component of the pattern is determined, and adjustment to weights 
of connections between the hidden layer and the output layer is computed. A similar 
computation, still based on the error in the output, is made for connection weights 
between the input and the hidden layers. The procedure is repeated with each pattern 
pair assigned for training the network. Each pass through all the training patterns is 
called a cycle. The process is repeated for as many cycles as needed till the error is 
within a prescribed tolerance. 
The basic equations that describe the inputs and outputs of the network 
can be written as follows:  







j ∑== 1                  (3.24) 
where (n)W hij is the weight between i
th neuron at the input layer and the jth neuron at 
the hidden layer,  Ii is the  ith input, and N is the number of inputs.  
The output from the jth neuron from the hidden layer at nth instant is 




hf(n)Ohj +=                  (3.25) 
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where )(nBhj is the bias of the j
th neuron and  f h is the activation function acting on 
each neuron at the hidden layer. This function could be tan sigmoidal, log sigmoidal or 
















)(logsig                   (3.27) 
xx =)(linear                    (3.28) 
x represents the input to the activation function. 









=                 (3.29) 
where M is the number of neurons in the hidden layer and )(nW okj is the weight 
between jth neuron at the hidden layer and  kth neuron at the output layer. Therefore, 




ofnOok +=                 (3.30) 
where of is an activation function of the output layer. This is acted upon by each 
neuron at the output layer. )(nBok  is the bias of the k
th neuron at the output layer. 
The basic equations that describe the weight update for the weight 
connections in the different layers during supervised training can be written as follows: 
  The error signal at the output of the neuron k at the iteration n (i.e., 
presentation of the nth  training example) is defined by  
)()()( nOokndne kk −=                  (3.31) 
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where )(ndk  represents the desired output for neuron k. 
  The cost function for the instantaneous value of the error for neuron j is 
defined as (this is not generic, any other cost function can be taken) )(
2
1 2 nek .  
Correspondingly, the instantaneous value of the total cost function )(nE  is obtained by 
summing )(
2
1 2 nek  over all the neurons in the output layer. The objective of the 
learning process is to adjust the free parameters of the network viz., the weights and 
the biases (or threshold) values so that the cost function is minimized. The weights are 
updated on a pattern-by-pattern basis until one complete presentation of the entire 
training set has been dealt with. The adjustments to the weights are made in 
accordance with the respective errors computed for each pattern presented to the 
network.    
   The back-propagation algorithm applies a correction to the weights 








∂−=∆ η                 (3.32) 
where η is a constant factor determining the learning rate. 
  For the weights on the interconnections between the neuron j in the 




ofnenW Ohjkjk +=∆ η                     (3.33) 
and for the weights on the interconnections between the neuron in the input layer and 









kij ++=∆ ∑η           (3.34) 
Chapter 3: Position and Speed Tracking (PAST) System 
DC Motor Position and Speed Tracking (PAST) System Using Neural Networks 38
  The momentum term feature is also added as a simple change to the 
training law to achieve much faster training. With the addition of the momentum term, 
the equation for weight correction becomes  
)1()( −∆+∆=∆ nWnW jijimomentumjiW α              (3.35) 
where α is a positive constant between 0 and 1. 
 The second term in the Equation 3.35 is the momentum term. The weight 
change in the absence of the error is a constant multiple of the previous weight change. 
This weight change continues in the direction in which it is heading. Thus, the 
momentum term makes an attempt to keep the weight change process moving and 
thereby not get stuck in the local minima.  
3.5 ANN Model of DC Motor 
In the development of the PAST system, one of the critical components 
is the ANN inverse model (AIM) of the DC motor. The block diagram of the speed 




Figure 3.3: Block Diagram of the AIM 
Given the input speed at three successive instants of time for any 
required trajectory, the AIM generates as its output the voltage that is required at the 
motor’s input to produce these speeds. Thus the AIM acts as an inverse model of the 
DC motor. The input/output mapping in this case is many-to-one, which is possible to 
implement using an ANN.  However disturbances and/or other uncertainties may cause 
the input/output mapping to become one-to-many, leading to degradation in the control 
performance. AIM, as with all model based control schemes, relies on the accuracy of 
ANN Inverse
model(AIM)
Motor speed Motor voltage
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the model used for the controller design. If the inverse model is not perfect, control 
performance will be degraded, the extent of degradation depending upon how accurate 
the inverse model is. This is a complex problem and is beyond the scope of the thesis. 
One of the objectives of the work done in this thesis is to conduct simulations and 
actual experimentations to test how well the scheme works in practice as the inverse 
model that is used is not accurate. This inaccuracy of the model will depend both on 
the structure and size of the neural network used and the length of the training 
employed.  
3.5.1 Structure of the AIM   
The ANN inverse model is a three input, single output structure with 
speeds at three successive instants k, (k-1) and (k-2) serving as the input nodes and the 
motor terminal voltage Vt(k) serving as the output. The structure of the AIM is as 
shown in Figure 3.4. 
Based on the discrete model generated in the Section 3.4, the training 
data for the AIM is generated. With reference to Equation (3.23), the function f(.) can 













                    (3.36) 
The values of )1(),(),1( −+ kkk mmm ωωω  are taken as the independent inputs of the 
ANN and the corresponding outputs for the ANN are generated using Equation. (3.31). 
The structure of the AIM as shown in Figure 3.4 is the ANN representation of the DC 
motor. 
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3.5.2 Performance Evaluation of the AIM   
In the previous sub-section, the inverse model of the DC motor was defined. The 
model was defined based on the construction of the armature controlled DC motor and 
was represented in discrete form by Eon. (3.23). Although the structure of the AIM 







Figure 3.4: Structure of the AIM 
motor with unknown design parameters. This sub-section attempts to evaluate the 
performance of the AIM thereby seeking to establish that the AIM is indeed a realistic 
representation of the DC motor and could therefore be used to represent other motors 
with unknown parameters. The performance of the AIM is validated as shown in 
Figure 3.5. ei(k) represents the performance error. During performance evaluation, the 
value of   
],0[)]([ 2 fi tkTke ∈∀                  (3.37) 
is minimized. ft represents the time for which simulation is carried out and T 
represents the sampling period.  
The randomly generated input patterns of 
[ )1(),(),1( −+ kkk mmm ωωω ] and the corresponding targets )(kVa are used for offline 
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Figure 3.5: Block Diagram for Performance Evaluation of the AIM 
 
)1(
^ −kV t =N[ )2(),1(),( −− kkk mmm ωωω ]               (3.38) 
The DC motor is excited by some arbitrary signal. The speed output 
from the DC motor is fed as input to the AIM. The performance of the AIM is assessed 
by comparing the estimated terminal voltage )1(
^ −kV t  and the actual motor output 
Va(k) for a common arbitrary excitation signal (as shown in Figure 3.6). The mean 
square value of the error ei(k) between the actual motor input and the estimated output 
voltage gives the performance error of the AIM.  
3.6 Speed Tracking of DC Motor Using AIM 
Section 3.5 described the construction of the speed-based AIM. The 
performance of the AIM is evaluated as shown in Figure 3.6. The objective is to ensure 
that the performance error ei(k) is minimised. Once the AIM has thus been established, 
speed trajectory control is accomplished as shown in Figure 3.7. 
The controller calculates the terminal voltage Vt(k)  using AIM that 
generates the motor speed ωm(k) in order to track the reference speed ω d(k) generated 
by the reference model (as shown in Figure 3.7 above) thereby attempting to achieve 
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During the control process, the terminal voltage Vt(k)  calculated is such 
that  
],0[)]([ 2 fc tkTke ∈∀                  (3.39) 
is minimized. ft  corresponds to the time for which simulation is carried out. The 
reference model serves to define the reference speed of the motor. For the reference 
speed trajectory ω d(k), a bounded control sequence r(k) was derived considering the 
reference model to be a stable second-order system. This serves as the activation signal 
both for the reference model as well as the AIM.    
The aim of the trajectory control system is to drive the DC motor so that 
its speed follows the reference trajectory ωd(k). In the model reference adaptive control 
(MRAC), this is achieved by letting the DC motor follow the output of the reference 
model (Astrom and Wittenmark, 1989). In this research, the second order reference 
model selected is    
)()1(2.0)(6.0)1( krkkk ddd +−+=+ ωωω                (3.40) 
wherein r(k) is the bounded input to the reference model. In order to arrive at a type of 
response that can be achieved by the DC motor in question, the coefficients have been 
selected such that the poles are within a unit circle. For a given reference trajectory 
ωd(k), the required bounded input r(k) can thus be calculated as 
)1(2.0)(6.0)1()( −−−+= kkkkr ddd ωωω                (3.41) 
In practice the neural network will never be perfectly trained to emulate 
the inverse model. As such there will be trajectory errors between the actual output, 
ωm(k) and the output of the reference model, ωd(k). Therefore if the reference model is 
generated based on Equation 3.40, which uses past values of ωd(k), then the future 
target value i.e., the desired output value at the (k+1)th instance, may deviate too much 
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from the actual current output, ωm(k). This, in turn, may push the set of inputs to the 
AIM to a region of the input set beyond its trained region, thereby causing 
unpredictable results. This problem is avoided by replacing the past values of ωd(k) on 
the RHS of Equation 3.40 by past values of ωm(k) instead. The new estimate for the 
desired future target value of the output, renamed )1(
^ +kmω , which is also based on 
the input r(k) is a more realistic target for the control system to follow.   To provide 
this feedback error, as shown in Figure 3.8, the terminal voltage from AIM is estimated 
by using the speeds )(kmω , )1( −kmω and the estimated value of )1( +kmω . The 
terminal voltage from AIM is thus given by the equation  
)1(
^ −kV t =N[ )1(),(),1(
^ −+ kkk mmm ωωω ]               (3.42) 
For a desired reference trajectory, the bounded input r(k) is first 
evaluated. The bounded input r(k) and the motor speed values ωm(k) and ωm(k-1) are 
used to give the estimate of the desired motor speed at the instant (k+1) based on the 
second order reference model. This estimated speed and the motor speed at the instants 
k and (k-1), which are already available, are fed as inputs to the AIM. The AIM 
evaluates the voltage at the instant (k+1) that is expected to drive the motor along the 
reference speed trajectory. The control circuit for speed tracking is as shown in  
Figure 3.8. 
For the purpose of designing the speed tracking control system, the 
AIM is assumed to be a perfect inverse model of the DC motor. Thus, assuming that 
the tracking error tends to zero, the speed at the (k+1)th time step can be predicted as  
r(k))(kω.(k)ω.)(kω mm
^
m +−+=+ 120601                        (3.43) 
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This forms the input to the AIM. At the kth time step, the input voltage to the motor is 
be given by  
 )](k(k),ω),ω(kωN[(k) mm
^
mtV 11 −+=                (3.44) 
The performance of the speed tracking control system can then be evaluated for some 
arbitrary trajectory by comparing the difference between the actual motor speed (k)ωm  
and the reference speed (k)ωd . The performance accuracy of the speed tracking 










Figure 3.8: Speed Tracking System for the DC Motor 
3.7 Position and Speed Tracking (PAST) System 
In dynamic control of robotic manipulators, the position rather than the 
trajectory of the system is the primary consideration. Good control of the speed does 
not ensure precise control of the position. In the previous section, the design 
methodology for achieving accurate speed tracking was presented. The control circuit, 
as presented in Figure 3.8, is modified to introduce a feedback module for ensuring 
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For any given speed trajectory, the profile of the position can be 
achieved by simple integration of the speeds as shown in Figure 3.9. However, 
experimental and simulation results show that even if speed tracking is very accurate, 
the error in the speed tends to accumulate and this leads to large position errors with 
time during the position tracking of the system. For example, the speeds could be 
closely following the desired trajectory but if error in speed is just on the positive side, 
then the error will add up with time. Similarly, negative errors tend to accumulate with 
time. 
In order to improve the control performance on the position, a simple 
feedback module is incorporated into the network. The position error is amplified 
through the feedback module and this is used to modify the actual motor speed (k)ωm , 
which is fed back as input to the AIM. When the position error is positive, the speed 
needs to be decreased. Therefore, a gain proportional to the negative of the gain on the 
position is fed back to the estimated speed. The voltage is proportional to the speed of 
the motor. Therefore, a decrease in the value of the speed )(kmω will result in a 
corresponding decrease in the output voltage. 









                   (3.45) 
From the work of Weerasooriya and El-Sharkawi, (1991), the load 
affects the voltage through its inertial and non-inertial terms. The inertial term 
contributes to the linear variation of the voltage with speed while the non-inertial terms  
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contribute to the non- linear variation of voltage. The non-linear effects are due to 
viscous parameters. These effects due to non-inertial terms are small compared to the 
effects due to the inertial terms. In the above equation, if the effects due to the non-
inertial terms are neglected, the equation becomes 
)](kβω(k)αω)(k[ω(k)V mmma 11 −−−+∝                (3.46) 
























Figure 3.9: Inclusion of Integrator for Position Tracking 
It can be assumed that  
(k)ω)(kω(k)ω)(kω mmmm =−≈≈+ 11                (3.47) 
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∆+∆=                (3.49) 
All the terms on the right hand side are positive. Therefore  ( )1 βα −−  is positive. 
Thus, )(kVa  increases with increase in )(kmω . In order to effect this change through 
AIM, the amplified position error modifies the speed input to the AIM as follows  
)()()(* mdpmm Kkkω θθω −+=                 (3.50) 
)()1(2.0)(6.0)1( **
^
* krkkk mmm +−+=+ ωωω               (3.51) 
When the motor position mθ  is less than the desired position dθ , the speed input to 
the AIM )(* kωm  is increased. This results in an increase in terminal voltage output 
from the AIM Vt(k). The increase in terminal voltage increases the output speed 
)(kmω , which reduces the position error. Thus, effective and accurate tracking of both 
position as well as speed are accomplished. Figure 3.10 illustrates the structure of the 
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3.8 Alternate Model of the PAST System:  
In Section 3.7, position control was achieved by an indirect method. 
Speed control was achieved first and position control was then achieved by use of a 
feedback module. This model has some limitations. The process of position control is 
indirect. The integration of speed to obtain position has a cumulative error that can 
grow very large with time. However if direct position feedback control is employed to 
achieve good position control, this would also automatically ensure good speed 
control. In this Section, an alternate model of the PAST system is discussed and 
implemented where direct position control has been achieved.  
3.8.1 System Equations 
If mθ  is the position output of the DC motor, then Equations 3.6, 3.7 and 3.10 can be 

















=        (3.54) 
Using a sampling interval of T∆  and forward difference to estimate derivatives, in 





















=       (3.56) 
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kdT LLL ()1()( −+=        (3.60) 

















































ILV ++++++= θθθ  (3.61) 
Using Equations 3.55, 3.56, 3.57, 3.59 and 3.60 in Equation 3.61 we can write aV  as a 
function of )(km 1+θ , (k)mθ , )(km 1−θ  and )(km 2−θ   
]2,1,,1[)( )(k)(k(k))(kgkV mmmma −−+= θθθθ     (3.62) 
Equation 3.62 gives, for the motor, the relationship between the input voltage and the 
motor positions at four successive sampling instances. If we now replace the term 
)1( +kmθ  in the RHS of Equation 3.63 with the desired reference motor position at the 
next sampling instant, that is )1( +kdθ , and compute the control voltage )(kVa  using 
the following  
]2,1,,1[)( )(k)(k(k))(kgkV mmmda −−+= θθθθ  (3.63) 
then, by applying the voltage so computed, )(kVa , at the sampling instant k, the 
resulting motor position at instant (k+1) should be 
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)1()1( +=+ kk dm θθ  
or the desired motor position. 









Figure 3.11: Block Diagram of the Position-based AIM 
Given the positions of the motor at 3 successive instants of time, and the desired motor 
position at the following sampling instant, the AIM now generates as its output the 
voltage that is required at the motor’s input to produce the desired motor position at the 
next sampling instant.  
In this work, a feedforward neural network is used to model the AIM. Based on input-
output data obtained from the actual motor, the neural network is trained to act as the 
inverse model of the motor. Once the neural network has been so trained, it is then 
used as a controller following Equation 3.63 as discussed earlier. 
3.8.2 Structure with Position-based AIM 
The Artificial Neural Network inverse model is a 4-input, single-output 
structure with positions at 4 successive instants k+1,k, k-1 and k-2 serving as the input 
nodes and the motor terminal voltage Vt(k) serving as the output. The structure of the 
AIM is as shown in Figure 3.12. 
Based on the discrete model generated in Section 3.8.1, the training data 
for the AIM is generated. With reference to Equation 3.62, the function g(.) can be 
written as a function of  )(km 1+θ , (k)mθ , )(km 1−θ  and )(km 2−θ . 
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]2,1,,1[)( )(k)(k(k))(kgkV mmmma −−+= θθθθ     (3.64) 
The values of )(km 1+θ , (k)mθ , )(km 1−θ  and )(km 2−θ are taken as the 
independent inputs of the ANN and the corresponding outputs for the ANN are 
generated using Equation (3.64). When an analytical dynamic model of the motor is 
available, suitable, usually random, values for the values of the four successive motor 
positions are generated and the desired output for )(kVa  computed using 
Equations 3.61 and 3.64. This then forms one training set. When an analytical model is 
not available, training sets can be obtained experimentally. In this case, a suitable 
sequence of excitation voltage signal, )(kVa , is applied to the motor and the motor 
positions at successive sampling instants recorded. From the recorded input-output 
data, i.e. )(kVa  and )(kmθ , training sets can be generated. Each training set  comprises 
four successive motor positions [ )2( −kmθ , )1( −kmθ , )(kmθ  and )1( +kmθ ] and the 









Figure 3.12: AIM Structure  
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Once the ANN inverse model of the DC motor has been trained as 
described in Section 3.8.2, the modeling performance of the AIM is evaluated as 
illustrated in Figure 3.13.  
During performance evaluation, the value of the modelling error ei(k) is 
recorded, where  
],0[)]([ 2 fi tkTke ∈∀                  (3.65) 
ft  represents the time for which simulation is carried out and T represents the 










Figure 3.13: Block Diagram for Evaluation of the AIM Performance with Position 
as Input 
 
The randomly generated input patterns of 
[ )2(),1(),(),1( −−+ kkkk mmmm θθθθ ] and the corresponding targets )(kVa are used 
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3.8.4 Position Tracking Control for DC motor 
The previous section described the construction of the AIM. The 
performance of the AIM is evaluated as shown in Figure 3.13. The objective is to 
ensure that the modelling error ei(k) is minimised. Once the AIM has thus been 










Figure 3.14: Block Diagram for Position Tracking 
The controller generates the control applied voltage Vt(k) using the AIM 
so as to drive the motor to position θm(k) in order to track the reference position θ d(k) 
generated by the reference model. 
During the control process, the terminal voltage Vt(k) calculated is such 
that  
],0[)]([ 2 fc tkTke ∈∀                  (3.67) 
is minimized. ft  corresponds to the time for which simulation is carried out. The 
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that the reference positions generated is within the physical dynamic capabilities of the 
motor. A second-order reference model is chosen of the form    
)()1(2.0)(6.0)1( krkkk ddd +−+=+ θθθ                (3.68) 
where )(kr  is the input to the system.  
In practical cases, it is not possible to perfectly train the neural network 
to emulate the inverse model. As such there will be trajectory errors between the actual 
output, )(kmθ , and the output of the reference model, )(kdθ . Therefore, if the desired 
reference output is generated based on Equation 3.68, which uses past values of )(kdθ , 
it become possible, under certain circumstances, for the future target value i.e., the 
desired output value at the (k+1)th instance, to  deviate too much from the actual 
current output, )(kmθ . This, in turn, may push the set of inputs to the AIM to a region 
of the input space beyond the trained region. This can then cause unpredictable results. 
This problem is avoided by replacing past values of )(kdθ , on the RHS 
of Equation 3.68 by past values of )(kmθ instead. The new estimate for the desired 
future target value of the output, renamed )1(
^ +kmθ , which is also based on the input 
r(k), is a more realistic target for the control system to follow. This is implemented as 
shown in Figure 3.15, in which the terminal voltage from the AIM is generated by 
using the positions )(kmθ , )1( −kmθ , )2( −kmθ and the estimated value )1(
^ +kmθ . The 
terminal voltage from the AIM is thus given by the equation  
)(
^
kV t =g[ )2(),1(),(),1(
^ −−+ kkkk mmmm θθθθ ]              (3.70) 
For a bounded input r(k), to the system, r(k) and the motor positions, 
)(kmθ and )1( −kmθ , are used to generate the desired motor reference position at the 
instant (k+1) using a second-order reference model as given by Equation 3.68 and 
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described above. This desired reference position and the motor positions at the instants 
k, k-1 and k-2, which are already available, are fed as inputs to the AIM. The AIM 
evaluates the voltage at the instant (k+1) that is expected to drive the motor along the 
reference position profile. The control circuit for position tracking is as shown in 
Figure 3.15. 
 
Figure 3.15: Position Tracking System for the DC Motor 
For the purpose of analysing the position tracking control system, we have the 
reference motor position at the (k+1)th time step computed as  
r(k))(k.(k).)(k mm
^
m +−+=+ 120601 θθθ                        (35) 
This forms the reference input to the AIM. At the kth time step, the control voltage to 
the motor is be computed by the ANN according to its training as  
 )](k)(k(k),),(kN[(k)V mmm
^
mt 2,11 −−+= θθθθ               (36) 
The performance of the position control system can then be evaluated for some 
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(k)mθ  and the desired reference position (k)dθ . The performance measure used for the 
position tracking system is the mean square value of the position error ec(k). 
 
3.9 Conclusion 
The theoretical concepts underlying the ANN-based, position and speed tracking 
(PAST) system were discussed using two designs. In the first design, an inverse ANN 
model was developed for the DC motor that attempts to describe the unknown, time 
invariant and non-linear operating characteristics of the DC motor and the load. In 
order to achieve speed tracking, the concept of model reference adaptive control was 
used in conjunction with a trained ANN inverse model (AIM). However, accurate 
speed trajectory control does not ensure accurate position trajectory control. In order to 
improve the position tracking accuracy, the PAST system was developed through the 
incorporation of a feedback module.  
In the second approach, the ANN inverse model was developed using 
motor positions as inputs to the AIM. The concept of model reference adaptive 
systems along with the trained AIM was used to achieve direct position tracking. This 
model performs better than the first design as it directly uses motor position as inputs 
to control the DC motor. Besides, accurate position control automatically brings about 
accurate speed tracking. This is however achieved at the cost of a larger neural 
network and a larger training data set in order to capture the dynamic characteristics of 
the DC motor. This is because the equation connecting the output values with the input 
positions becomes more complicated. The performance of the PAST system is 
evaluated through simulation experiments as elaborated in the next chapter. 
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CHAPTER 4 
SIMULATION STUDY OF THE PAST SYSTEM  
 
4.1 Introduction 
The goal of this research is to develop a position and speed tracking 
system. In order to accomplish this, two designs were developed. In the first design, an 
inverse model of the DC motor was constructed using sampled motor speed as the 
input parameter. In conjunction with the model reference adaptive control system, the 
ANN speed-based inverse model was used for speed trajectory tracking. However, it is 
very important to ensure accurate position tracking along with precise speed control. In 
order to achieve this objective the PAST system as described in Section 3.7 was 
developed. In the second model, the inverse model was identified between position and 
control voltage. In conjunction with the model reference adaptive control system, the 
ANN position-based inverse model was used for direct position tracking. This alternate 
model of the PAST system was discussed in Section 3.8.  
In this chapter, a detailed discussion is presented of the simulation 
studies that were carried out on the two designs of the PAST system. An attempt is 
made herein to ratify the analysis of the concepts explained in the previous chapter. 
Section 4.2 gives the details of the DC motor used in this research. For the first design, 
the details of the ANN speed-based inverse model are described in Section 4.3. In 
Section 4.4, the initial weights and biases used for offline training are arrived at. 
Section 4.5 presents the results of the performance of the ANN inverse model. Section 
4.6 describes the results of the simulation study for speed trajectory control and 
Section 4.7 explains the performance accuracy of the PAST system for position and 
speed trajectory control. For the second design, the details of the position-based AIM 
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are described in Section 4.8.  Section 4.9 presents the modelling performance of this 
alternate position-based AIM model while Section 4.10 describes its closed loop 
position trajectory-tracking control performance. 
4.2 Parameters of the Permanent Magnet DC Motor 
In this research, a separately excited permanent magnet DC (PMDC) 
motor with specifications as listed below was used. The parameter values were chosen 
from the works of Weerasooriya, (1991). 
DC motor ratings: 1 HP, 220V, 550 rpm.   
Equivalent moment of inertia reflected at the motor shaft mI = 0.068 Kg-m
2 
Motor voltage constant Ke = 3.475 NmA-1 
Equivalent motor resistance Ra = 7.56Ω 
Equivalent motor inductance aL = 0.055H 
Equivalent viscous coefficient reflected at the motor shaft b = 0.03475 N-ms 
Load constant of a propeller fan load µ = 0.0039Nms2 
Sampling time ∆T = 40ms 
  The sampling time is chosen taking into consideration the time needed 
by the computer to calculate successive output values and the estimated bandwidth of 
the plant.  In the experimental design of ANN, the minimum response time of A/D – 
D/A conversion was 500µs, and the time for calculation of ANN output was between 5 
to 10 ms.  Thus a value of 40ms is reasonable and is found to work well as 
demonstrated in later simulations and experiments (Sections 4.6, 5.6). 
4.3 ANN Inverse Model (AIM) of the PMDC Motor  
The structure of the speed-based ANN inverse model (AIM) of the 
PMDC motor is as shown in Figure 4.1. The inputs of the AIM are the three 
consecutive values of speed and the corresponding output target is the control voltage.  
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Figure 4.1: AIM of the PMDC Motor 
The number of hidden layers and number of neurons in the hidden layer 
are arrived at by trying out a variety of different combinations, taking into 
consideration the fact that the smaller the number of neurons, the better the 
performance is in terms of memory space requirement and execution time.  
The activation function of the neurons in the hidden and the output 
layers and the learning and momentum parameters were chosen by trying out various 
combinations. The parameters finally used were the ones that generated the least mean 
square error. Once this basic design of the AIM was completed, in the next step the 
weights and biases of the ANN were obtained by training the AIM to achieve the 
specific target for the given inputs. The backpropagation training algorithm is used for 
this purpose, which is based on the principle of minimization of a cost function of the 
error between the outputs and the target of the feed forward neural network (Haykin, 
1999). The optimal number of hidden layer neurons and the learning parameter were 
obtained by training for different combination of hidden layer neurons and the learning 
parameter. The following are the parameters of the AIM for the optimal set:  
No of sample training data: 1500 
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No of epochs: 25 
Error tolerance achieved: 10-9 (on the normalized data) 
Learning parameter = 0.1. 
Number of  inputs : 3 
Number of hidden layer neurons: 6 
Number of outputs: 1 
4.4 Offline Training for Initial Set of Weights and Biases 
Data for offline training can be obtained either by simulation or by 
experiment depending on the availability of the motor parameters. If the motor 
parameters are not available, the motor can be run in open-loop, and input voltages and 
output speeds can be recorded under different operating conditions to generate the 
training data for the AIM. If the motor parameters are available, then Equation (3.23), 
as given in Chapter 3, can be used by randomly generating the input speed pattern. In 
this research, the model of the DC motor was assumed to be known. The training data 
was chosen taking into consideration the mechanical and hardware limitations of the 
motor. The following constrained operating space was defined.  
1.0|)1()(| <−− kk ωω  
0.30|)(| <kω  rad/s 
VkV 0.100|)(| <  
The corresponding target voltage was then generated by using these speed values. The 
offline training of the AIM is performed with this training data using the 
backpropagation algorithm. Thus, the AIM was trained and the initial set of weights 
and biases were arrived at. 
4.5 Performance of the AIM 
Matlab Simulink software was used to simulate the AIM. The neural network toolbox  
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from Matlab was used to train the AIM. The domain of speeds chosen is between –30 
and 30 rad/s and the difference between successive speeds is less than 0.1 rad/s. The 
absolute value of the applied voltage was taken to be less than 100V keeping in view 
the limitations of the actual motor and ratings of the speed. The Simulink 
representation of the AIM is as shown in Figure 4.2. 
Three inputs in the form of speeds at the instants k, (k-1), and (k-2) are 
used as inputs to the AIM. The target value is the voltage at the instant (k-1). Only one 
hidden layer is chosen as it was found to work well in order to arrive at the desired 
accuracy. The accuracy depends upon the sampling frequency. A higher frequency 
ensures more accurate representation of the actual trajectory. In the simulation 
undertaken a sampling frequency of 0.04 sec was used.  
In order to test the performance of the AIM, the model was excited with 












Figure 4.2: Simulink Representation of the AIM 
 
Chapter 4: Simulation Study of the PAST System 
DC Motor Position and Speed Tracking (PAST) System Using Neural Networks 63
)cos(45)2sin(50)( tttVI +=         (4.1)  
)2.0exp(30)cos(15)5.0sin(40)( ttttVII −++=      (4.2) 
In Figure 4.3, the AIM output and the actual voltage signal I are 
superposed for comparison. Figure 4.4 illustrates the error between the AIM output 
and the actual voltage signal I. In the Figure 4.5, the AIM output and the actual voltage 
signal II are superposed for comparison. Figure 4.6 gives the plot of the error between 
the AIM output and the actual voltage signal II. From the Equations 4.1 and 4.2, it can 
be noted that that the frequency of the profile II is higher than the frequency of the 
profile I. As the frequency is reduced the output error also reduces. The accuracy is 
affected as the frequency of the voltage profile increases. 
  In the testing procedure the actual DC motor is driven with the 
excitation signal. The speeds of the DC motor, which is the output of the DC motor, 
were taken at 3 successive time instants to be used as inputs to the AIM. The output of 
the AIM, which is the predicted voltage of the excitation signal for the motor speed, 
was recorded. Comparison of the predicted voltage from the AIM and the actual  
excitation signal (as seen in Figures 4.3 to 4.6) shows that the prediction accuracy of  
the AIM is within 5-6 % of the maximum excitation voltage. This accuracy can be 
improved further if more extensive data, covering a wider range of acceleration and 
deceleration of the speed profile, is used. 
The significant feature of the ANN inverse model is that it can be used to represent any 
DC motor with unknown parameters and load. The motor could be supplied with 
different input excitation voltages and the corresponding speeds obtained. The AIM 
can then be trained for this data. Once this is achieved, the AIM thereafter serves to 
represent the inverse model of that DC motor. 
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Figure 4.4: Error Between Signal I and AIM Output 
 














Comparison of actual and AIM performance
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Figure 4.6: Error Between Signal II and AIM Output 
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4.6 Speed Tracking Control for PMDC Motor  
 In the previous section, the AIM for the PMDC motor was defined and 
its performance tested using two reference signals. It was found that the AIM was 
capable of accurately representing the DC motor. In order to effect speed trajectory 
control, the AIM is used to control the PMDC motor by supplying the latter with the 
necessary input excitation voltage that would serve to follow the reference signal that 
needs to be tracked.  This approach has been previously discussed under Section 3.6. 
The first step is to select a suitable stable reference model for the motor 
to follow. In this research, the reference model is chosen to behave as a second order 
system whose input is r(k) and whose output is ωd(k). For a continuous time system, 









++=         (4.3) 
nω is the natural frequency. For the PMDC chosen for simulation the natural frequency 
is 60 rad/s. The damping coefficient β is taken as 0.6. For the digital control system, 










−=         (4.4) 
For a unit step input, the conjugate poles p1 and *1p  of Equation (4.4) can be derived as 
(Kuo, 1980),  
)exp(|| 1 Tp n∆−= βω   Tp n∆−= ωβ 21 1)arg(     (4.5) 
In order to ensure effective data extraction, the sampling interval ∆T 
was selected such that the sampling frequency 2π/∆T is at least twice the natural 
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frequency nω . The zero z1 can be determined by selecting a suitable time to the peak 
overshoot. For the system under consideration, the sampling time is taken as 40 ms. 
The z1 is arbitrarily placed at zero and the K value is set to unity.  
2370.0)040.0*60*6.0exp(|| 1 =−=p       (4.6) 
92.1040.0*60*)6.0(11)arg( 221 =−=∆−= Tp nωβ     (4.7) 
Using (4.6) and (4.7) in Equation 4.4 and rearranging, the second order 
reference model in difference equation form becomes  
)()1(2.0)(6.0)1( krkkk ddd +−+=+ ωωω       (4.8) 
r(k) is the bounded input to the reference model. For any given desired sequence ωd(k), 
the corresponding control sequence r(k) can be calculated using Equation (4.8). 
Figure 4.7 gives the Simulink model of the speed trajectory control 
system. The tracking performance was tested for an arbitrary trajectory A as given by  
dω (k) = 10*sin(1.5707k∆T)+16*sin(0.8976 k∆T)  k=1,2,3…            (4.9) 
The reference trajectory was chosen so that the speed varies within the operating range 
of the DC motor.  Figure 4.8 illustrates that the DC motor very closely follows the 
actual profile. Figure 4.9 illustrates the speed error profile. The speed error varies 
within –2 to +1.5 rad/s, which is about 6 to 7% variation of the maximum speed of the 
actual profile. The accuracy of tracking also depends upon the sampling time. 
 An illustration is given in Figure 4.10 of the tracking profile for a 
sampling time of 0.001 seconds. To do so, the values of α,β,γ, δ and ξ (Eqns 3.18 to 
3.22) are recalculated with the new sampling time and data values for retraining the 
AIM are obtained using Equation. 3.36.  Figure 4.11 gives the error plot for the same 
sampling time. Comparison of the error profiles (Figures 4.9 and 4.11) shows that 
 
 
Chapter 4: Simulation Study of the PAST System 



















Figure 4.7: Simulink Model of the Speed Trajectory Control System. The AIM 
consists of 3 inputs with 6 neurons in the hidden layer. The mean square error on 
the normalized training data in AIM is 1.48*10-9. 
 
the speed error variation is reduced to within ±1.5 rad/s, which is within 5% of the 
actual speed profile.  
 Thus by reducing the sampling time the speed profile accuracy can also 
be improved. In physical terms this means more sophisticated hardware with higher 
sampling frequency. However, this in turn puts a constraint on the size of the AIM that 
can be used. AIM requires finite computation for evaluating its output. A smaller 
sampling time implies a smaller structure of AIM has to be used. By a suitable 
compromise between the sampling time and the size of the AIM the accuracy can be 
further improved. The AIM training can also be improved to improve the accuracy of 
performance of the speed trajectory system. Figure 4.12 and Figure 4.13 gives the 
speed and the speed error profile respectively for a different trajectory B given by  
 dω (k) = 10cos(k∆T)+15sin(0.5 k∆T)  k=1,2,3…             (4.10) 
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Figure 4.9: Simulated Speed Tracking Error A (Sampling Time = 0.04 s) 
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Figure 4.11: Simulated Speed Tracking Error A (Sampling Time = 0.001 s) 
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Figure 4.13: Simulated Speed Tracking Error B 
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As can be seen, the trajectory tracking system shows good tracking accuracy within ±1 
rad/s, which is 3 – 4% of the maximum speed. Similar tests were conducted for a 
number of profiles. These two profiles were shown for the purpose of illustration.  
 
4.7 Position and Speed Tracking (PAST) System for the PMDC Motor 
In Section 3.7 of the previous chapter, it was explained as to how 
accuracy in trajectory tracking does not necessarily ensure accuracy in the position 
tracking of the motor. In order to study this phenomenon in greater detail, the PMDC 
motor was tested with different reference signals covering a wide range of trajectories 
of different acceleration and deceleration characteristics.  
The speed tracking results of the speed profile tracked by Equation (4.9) 
is redrawn for purpose of illustration for a simulation time of 50 seconds. From Figure 
4.14, it can be seen that the speed error profile shows accurate tracking for the entire 
duration of simulation within 6-7% accuracy. The reference position and the actual 
position are obtained by simple integration of the reference and the actual speed 
profiles and is as shown in Figure 4.15.  
Figure 4.15 gives the actual and the reference profiles obtained by 
simple integration of the actual speed and reference speed respectively. Figure 4.16 
gives the position error profile clearly indicating the progressive accumulation of error 
with time as was concluded in the Section 3.7.  
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Figure 4.15: Simulated Position Tracking Performance A. The position profile is 
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Figure 4.16: Plot of Position Error Verses Time. The error cumulates due to 2 
reasons:  a) The integration is approximate since the sampling time is large, and 
b) the speed errors also tend to cumulate with time.   
 
It was already shown in Section 4.6 that for the reference speed 
trajectory given by Equation (4.9), the speed tracking performance was within 6-7% of 
the reference speed indicating that control of speed is precise. However, from Figure 
4.15 and Figure 4.16 it can be seen that for the same reference speed trajectory, the 
position tracking shows significant error. The errors introduced due to the speed error 
and the errors due to the large sampling time cause position error to cumulate with 
time although the speed tracking accuracy is fairly well maintained. This confirms the 
phenomenon that precise tracking of the speeds is not sufficient to achieve precision in 
position tracking.  
In order to improve the position control performance, the PAST system 
was developed through the inclusion of a feedback module as described in Section 3.7. 
















Position Error Profile For Sinusoidal Speed Trajectory
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Figure 4.17 shows the Simulink model of the PAST system. As seen from Figure 4.17, 
in the feedback module, the position error between the desired position and the actual 
position is taken. This error is amplified by the feedback gain Kp. The amplified 
position error from the feedback module is added to the motor speed at the instant k to 
give the modified speed. The modified speed input to the AIM generates the modified 



















Figure 4.17: Simulink Model of the Position Control System. The speed inputs to 
the AIM are the modified speeds at the instants k and k-1. The estimated speed 
)(kω m
^
1+  is evaluated from reference signal r(k) and the modified speed from 
the feedback module. This estimated speed is the speed output of the DC motor 
plus the adjustment in speed from the position error feedback module.   
To test the performance of the PAST system, extensive simulation was 
carried out for different values of Kp beginning with 0. Figure 4.18 and Figure 4.19 
gives the simulation performance of the PAST system with the introduction of the 
feedback module. Results for only the relevant values of Kp are shown. Figure 4.18 
gives the position profile with varying values of Kp. Figure 4.19 gives the error plot 
between the actual positions tracked with the reference profile for the different values 
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of Kp. At the Kp value of 1, the position error is less than 1 radian over the maximum 
position of 60 radians. This justifies the theoretical claims made in Section 3.7 that the 
modification of speed input to the AIM using the feedback module leads to precision is 
position tracking.     
From Figure 4.20, it can be seen that nearly perfect speed tracking is 
achieved with a Kp value of 1. The speed error is reduced to less than 1 rad/sec for the 
same trajectory given by Equation (4.9). Figure 4.21 shows the speed error profile 
between the reference trajectory and the actual trajectory. As the value of Kp is 
increased, the speed error decreases. However, large perturbations in the speed error 
were observed at the start of the profile as shown in Figure 4.22. This is detrimental for 
the AIM as well as the DC motor. Large value of  Kp implies that the signal added to 
the motor output to get the modified speed is large. This affects the performance of the 
AIM. It may be recalled from Section 3.5 that during the training of AIM the speeds at 
the instants (k+1), k and (k-1) were so chosen that the difference between successive 
speeds was less than 1 rad/s. Large modification in the modified speed implies that the 
difference in the speed at the successive instants would be large. The AIM will not be 
able to perform as it was intended to with such large variation in speeds at successive 
instants. This puts a limitation on the extent to which the value of Kp can be increased.  
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Figure 4.19: Plot of Position Error Verses Time. 
 
 
















































Effect of Feedback module on Position Error
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Figure 4.21: Plot of Speed Error Verses Time. 
  
 












































Effect of Feedback module on Speed 
Kp=1 
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Figure 4.22: Speed Error Profile Indicating Perturbations in Speed 
  
The performance of the PAST system is tested on a different profile as 
given by Equation (4.10).  Figures 4.23 and 4.24 show the position profile and the 
position error profile respectively. With increasing value of the gain, the position error 
profile improves. From Figures 4.12 and 4.13, it can be seen that the speed error for 
this profile was also very small (1 rad/s). As such, for a gain value less than 0.01 the 
speed tracking improves as is seen from Figure 4.25. As the value of feedback gain is 
increased above this, speed tracking error increases since the tracking error for this 
profile (as tracked by AIM) is already accurate. Thus the scope for improving the 
position accuracy is achieved at the cost of losing the speed tracking accuracy. 
However, it can be noted that the speed error is still within ±4 rad/s for a Kp value of 1, 
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Figure 4.24:  Plot of Position Error Verses Time for varying Kp 
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Figure 4.25:  Plot of Speed Error Verses Time for varying Kp 
 
4.8 Training ANN Inverse Model (AIM) of the PMDC Motor with Position Input. 
The inputs of the AIM are the 4 consecutive values of position and the 
corresponding output target is the control voltage. The position values from the DC 
motor are measured within the range of 0 to 2π. The back propagation training 
algorithm is used for the purpose of training the AIM. The optimal number of hidden 
layer neurons and the learning parameter were obtained by training for different 
combinations of hidden layer neurons and the learning parameter. The following are 
the parameters of the AIM for the optimal set: 
No of samples of training data: 10000 
Training algorithm used: LMQ (Lavenberg Marquart Algorithm) 
No of epochs: 500 
Error tolerance achieved: 10-6 (on the normalized data) 
Learning parameter = 0.01. 
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Number of inputs: 4 
Number of neurons in hidden layer : 10 
Number of outputs: 1 
The neural network is trained by presenting it with a sequence of 
position/voltage patterns obtained from simulating the known model of the motor. 
During the generation of training data, an arbitrary sequence of terminal voltage 
commands )(kVc (k=1,2,3,..10000), generated at the selected sampling frequency, is 
applied to the DC motor. This sequence of applied voltage should be such that the 
resulting motion of the motor spans adequately its range of operation, in terms of both 
positions, velocities and accelerations. The training data thus generated can then train 
the neural network adequately for the intended full range of operation. 
The specific excitation voltage sequence used for the generation of 
training data was a chirp signal. The chirp signal frequency is uniformly increased 
from 0.01 to 1Hz. To add richness to the excitation signal, white noise with an 
amplitude of 4V, which is about 10% of the amplitude of the chirp signal, is also 
added. The motor was run in open-loop with the output position and the input voltage 
recorded at the selected sampling rate of 100Hz for 100 seconds. The voltage pattern 
and the corresponding position patterns are shown in Figures 4.26 and 4.27. 
The 10000 patterns recorded are then arranged in the form 
[ )(km 1+θ , (k)mθ , )(km 1−θ , )(km 2−θ , )(kV t ] each representing a training set. 
Magnitude scaling is used for both the inputs and the output of the neural network to 
normalize the data values between 0 and 1. Offline training of the AIM is then 
performed using the back propagation algorithm. Thus, the AIM was trained and the 
initial set of weights and biases were arrived at. 
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Figure 4.27: Plot of position sequence generated for off-line training of 
AIM. For the purpose of illustration, only data points in the first 20 seconds are 
shown. The actual data points were collected for the first 100 Seconds.( Sampling 
rate 100Hz). 





































Position Sequence Used for Off-line Training of AIM
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4.9 Open Loop Performance of the AIM with Position as Input  
The Simulink representation for performance evaluation of the AIM is 
as shown in Figure 4.28. The four inputs are the motor positions at the instants k+1, 
(k), (k-1) and (k-2). The target value is the voltage at the instant k. Only one hidden 
layer is chosen as it was found to work well in order to arrive at the desired accuracy. 








Figure 4.28 Simulink Model For Performance Evaluation of AIM with Position 
As Input. 
 
In order to test the performance of the AIM, the model was excited with 
the two different reference input voltage signals I and II as given in Eqs. (4.10) and 
(4.11) respectively.  
)10cos(0.5u+u)10sin(0.75)( =tVI                (4.10)  
5u)10exp(-0.0 +u)10cos(0.25+)10cos(0.5u)( =tVII               (4.11) 
In Figure 4.29, the AIM output and the reference voltage signal I are superposed for 
comparison. Figure 4.30 illustrates the error between the AIM output and the reference 
voltage signal I.  
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Error Between Reference(Input Voltage) Signal I and the actual(AIM output) Signal
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Figure 4.32: Error Between The Reference Signal II and Actual AIM Output. 



















Performance evaluation of AIM with Position as Input For Signal II
 




















Error Between Reference(Input Voltage) Signal II and the actual(AIM output) Signal
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In Figure 4.31, the AIM output and the reference voltage signal II are superposed for 
comparison. Figure 4.32 gives the plot of the error between the AIM output and the 
reference for the voltage signal II. From the Figures 4.30 and 4.32, we can see that the 
error is within ±0.2V which is within 1% variation from the input(reference) profile. 
However we note that there are kinks in the graphs after certain periods. These are due 
to the sudden jumps in the position values when the value of the position changes from 
2π to 0 after each cycle. The errors at the kinks are of the order of ±5% which is still 
acceptable. Further studies are still under exploration to avoid these kinks as they can 
be detrimental for the long life performance of the DC motor.  
4.10. Position Tracking Control for DC motor with Position As Input 
Figure 3.14 illustrated the open loop control of the DC motor with 
position as input. Figure 4.33 shows the Simulink model of this open loop position 
tracking control system. The tracking performance was tested for an arbitrary position 
profile. In Figure 4.34, the reference (or desired) profile is superposed on the actual 
profile tracked by the DC motor. Figure 4.35 gives the error between the actual profile 








Figure 4.33: Simulink Model of the Open Loop Position Control System 
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Figure 4.34: Comparison of Reference (desired) and the Actual (DC Motor) 













Figure 4.35: Position Error Between the Reference (desired) and the Actual (DC 
Motor) Positions with the Open Loop Control System 









































Position Error With Open Loop Control System
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In practice however, open loop control is seldom used because there is 
no feedback to correct for any deviation from the reference profile and errors tend to 
cumulate. In order to overcome this difficulty the closed loop control system is always 
preferred. This was illustrated in Figure 3.15. The Simulink representation for this 










Figure 4.36: Simulink Model of the Closed Loop Position Control System. 
“limit_pos_0_to_2pi” is a subsystem which limits the position 
values within 0 and 2π. r(k-1) is the reference input used for the 
reference model and for generating the estimated value )(km 1
^ +θ . 
LINEAR_LIMITER is a pure linear function which limits the 
output of the AIM within its saturation range. 
 
When the simulation shown in Figure 4.36 was initially run, it was found that the 
output voltage from the AIM often exceeds the operational range for which it was 
trained. This resulted in erroneous results. To overcome this problem, a pure linear 
function with saturation limits, shown in the figure as LINEAR_LIMITER, was added.  
The saturation limits of pure linear function were set between -45V and 45V, the range 
for which the AIM was trained. The closed loop controller performance improved 
significantly with the addition of this limiter.  
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In Figure 4.37, the actual position trajectory and the desired reference position 
trajectory have been superposed for comparison. Figure 4.38 gives the error between 
the reference position and the actual position of the DC motor. The tracking accuracy 










Figure 4.37: Comparison Between the Reference (desired) and the Actual (DC 











Figure 4.38: Position Error Between the Reference (desired) and the Actual (DC 
Motor) Positions with the Closed Loop Control System 
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Figure 4.39 shows the reference and the actual speeds while Figure 4.40 gives the error 











Figure 4.39: Comparison Between the Reference (desired) and the Actual (DC 











Figure 4.40: Speed Error Between the Reference (desired) and the Actual (DC 
Motor) Positions with the Closed Loop Control System 










































Error between the Reference (desired) and the Actual (DC Motor) Speeds 
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In Figure 4.39, it can be seen that position tracking performance is excellent with the 
actual motor position trajectory superimposed over the desired  reference position 
trajectory. From Figure 4.40, it can be seen that the tracking error is less than 0.1% 
(except at the kinks) . The accuracy achieved is much better than the accuracy 
achieved when using the first approach with the velocity-based AIM for a sampling 
time of 0.001 seconds as seen from the graph of Figure 4.11. Good position control 
automatically ensures good speed control. In Figure 4.40 there are kinks in the graph 
of the speed error profile. The speed errors at these points have an error of 2%, which 
is still acceptable. Further study is needed to eliminate these kinks that could be 
detrimental to the long life of the motor. 
4.11 Conclusion 
For the first approach, the trajectory tracking system was designed 
using a speed-based ANN Inverse Model. The inverse dynamics of the DC motor were 
captured using this speed-based AIM. The AIM was then integrated with the concepts 
of model reference adaptive control for speed trajectory tracking. The aim of this thesis 
is to utilize this system for position tracking. A direct integration of the speed 
trajectory did not yield good results with position tracking as was shown through the 
simulation tests in Section 4.6. Although by itself small and acceptable for speed 
control, the errors in speed that result accumulate with time when integrated to give 
motor position. In order to improve position trajectory-tracking performance of the 
system, a feedback module was introduced into the speed trajectory control system. By 
modifying the value of the feedback gain parameter Kp, position tracking showed 
substantial improvement. In proportion, the speed tracking profile also showed 
improvement within certain values of Kp.  
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In the second approach, a position-based AIM was trained directly with 
motor position as inputs to achieve a direct position tracking system. This position-
based AIM was then integrated with the concepts of model reference adaptive control 
for achieving direct position tracking. This second approach was found, through 
computer experiments, to be more effective and accurate as compared with that using 
the speed-based AIM model of the PAST system.  
The simulation studies carried out in this chapter clearly illustrate the 
capability of the PAST system to accurately achieve both speed and position trajectory 
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CHAPTER 5  
EXPERIMENTAL VALIDATION OF PAST SYSTEM  
 
5.1 Introduction  
The position and speed tracking (PAST) system seeks to combine both 
speed and position control tasks into a single system. In order to achieve this, an ANN 
inverse model of the DC motor was developed. This model was then integrated with a 
speed tracking control system based on the model reference adaptive system. Position 
control was achieved through a feedback module integrated with the speed tracking 
control unit. In Chapter 3, the construction of the PAST system was explained in 
detail. In Chapter 4, simulation studies were conducted using Matlab to validate the 
PAST system developed in Chapter 3. As seen from the simulation results, the PAST 
system is able to achieve effective speed and position tracking with a maximum error 
of less than 10%. It was also shown that effective speed tracking does not necessarily 
ensure accurate position tracking thereby confirming the need for the use of the 
feedback module to ensure accurate position tracking. 
  This chapter shows the results of experiments carried out on a DC 
motor set up in order to confirm the results obtained through the simulation tests. 
Section 5.2 gives the description of the experimental set up that was used for this 
purpose. In order to interface between the Windows environment and the motor set up, 
a real-time software was used. Section 5.3 gives a brief overview of the real-time 
(RTX) software used for real-time control of the DC motor. A C++ program was 
written for training the ANN inverse model so as to efficiently represent the DC motor. 
Section 5.4 gives the pseudo code of the C++ program. Section 5.5 describes the speed 
Chapter 5: Experimental Validation of PAST System  
DC Motor Position and Speed Tracking (PAST) System Using Neural Networks 95
tracking performance of the experimental set up while position trajectory control is 
studied in detail in Section 5.6.  
5.2 Experimental Set Up 
The block diagram of the experimental set up is as shown in Figure 5.1. 
The DC motor in the modulo servo system MS 150 was used for this study. It consists 
of a dedicated power supply, a servo amplifier, two motor units, a reduction gear tacho 
unit and a number of transducers and modules.  
Some of the units of the system used for experimentation are:  
Operational amplifier unit (OA 150A):  It is a general purpose amplifier with facilities 
for multiple inputs and various feedback arrangements. It provides inverting voltage 
gain and a means of summing two or more signals as well as for introducing 
compensation networks.  
Attenuator unit (AU 150B):  It contains two calibrated potentiometers mounted in one 
case. The unit contains 2 variable potentiometers. The dial graduated from 0 to 10 
indicates the proportion of the resistance selected. The unit is used for gain and tacho-
feedback control.  
Pre-amplifier unit (PA 150 C): It has 2 input channels (1 and 2) and a push-pull output 
for direct drive of the servo amplifier. This provides the correct signals to drive the 
servo amplifiers in SA150D.  It supplies a 24V dc, 2A unregulated supply to the motor 
through a multi-way connector to the servo amplifier SA 150D, which controls the 
motor. It provides ±15V stabilized dc supplies to operate the smaller amplifiers and 
provide reference voltages.  
DC motor: This is a permanent magnet motor. The motor is also attached to a 
reduction gear tacho unit GT150X.  
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Servo amplifier (SA 150D):  It operates the motor. It contains transistors, which drive 
the motor in either direction.  
Power supply (PS 150E): It has input tappings 115V and 230V, 50/60Hz, 40VA. The 
24V, 2A unregulated output connects directly to the servo amplifier. It supplies 
stabilized dc at ±15V, 150 mA to operate smaller amplifier units and to provide 













Figure 5.1: Laboratory Set Up for the DC Motor for PAST System 
Output potentiometer (OP150 K): This rotary potentiometer is used in position control. 
The output potentiometer is connected to the GT150X low speed shaft by using push-
on coupling. 
 The specifications of the DC motor that was used for testing the PAST system are as 
follows: 
Moment of inertia of the unloaded motor/tacho assembly 30*10-6 kg m2 
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Back-emf constant of motor     60*10-3 Vs rad-1 
Effective back-emf constant      100*10-3 Vs rad-1 
Effective torque constant      3.3*10-3 Nm A-1 
Normal maximum armature speed    210 rad s-1 
Absolute maximum speed     500 rad s-1 
Tachogenerator constant      26*10-3 Vs rad-1 
Motor static friction torque  (mainly due to brushes)  5*10-3 N m 
Motor time constant       250*10-3s 
Motor armature resistance     3.2Ω 
Motor armature inductance     8.6*10-3H 
Motor field resistance, each winding     4.75Ω 
Motor field inductance, each winding   17.5*10-3H 
Worm gear ratio      30:1  
  The speed/position from the DC motor is read into the computer 
through the ISA Bus, servo I/O card model 2. The PAST system is run through a 
Pentium III computer. The neural network code for AIM is written in C++ and run in 
Visual C++ using the Windows 2000 operating system. Windows 2000 has advanced 
features, with a range of hardware configurations. However, its functionality is not 
exactly suited for “hard” real-time applications. Therefore, the direct use of Windows 
2000 is restricted and often prevented for direct applications. VenturCom’s Real-time 
Extension RTX 5.0 is used to bridge this gap by adding “hard” real-time capabilities to 
the Visual C++ environment.  
5.3 Real-time Controller (RTX)  
By extending the Windows NT and Windows 2000 operating systems, 
RTX enables application components or modules that require deterministic and high 
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speed response times to work on a common Windows system. Figure 5.2 shows how 
RTX interacts with the Windows environment. With RTX, low cost platform can be 
used in order to satisfy a full range of real-time and embedded application 
requirements (RTX 5.0 user’s guide, 2000).  
  RTX adds a real-time subsystem, known as RTSS, to Windows 2000. 
RTSS supports its own execution environment and applications interface (API). It 
performs its own real-time thread scheduling. In a uni-processor environment, all 
RTSS thread scheduling occurs ahead of all the Windows scheduling, including 
Windows managed interrupts and deferred procedure calls.  
Some features of RTX, which have been utilized in this research, are 
elaborated in the following sub-sections.  
5.3.1 Real-time, Inter-process Communication 
RTSS supports inter-process communication objects, which can be 
manipulated by either Win 32 or RTSS processes. This enables simple and standard 
synchronization between real-time programs, which are run in RTX and the non real-
time programs, which are run on Windows. RTSS also provides other critical-time 
services, such as clocks and timers and interrupt management, to RTSS processes.  
5.3.2 Hardware Abstraction Layer (HAL) Extension  
This maintains interrupt isolation between RTSS and Windows 2000. 
Windows cannot mask (at the interrupt controller level) interrupts managed by RTSS. 
Windows interrupts are masked during RTSS processing. The real-time HAL 
extension supports high resolution clocks and timers for RTSS while also supporting 
non real-time clocks and timers for Windows 2000.  
5.3.3 RTX Application Programming Interface (API) 
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The RTX API is based on Win 32 API. It has the facility to draw upon 
the Win 32 code base and development tools thereby expediting hard, real-time 
application development. RTX API is supported both by Win 32 and RTSS processes 
although both of them have different response times and performance characteristics, 










Figure 5.2: RTX and Windows Working Together. RTSS performs its own real-
time thread scheduling. As the experimental set up is a uni-processor 
environment, all RTSS thread scheduling occurs ahead of all Windows 
scheduling, including Windows managed interrupts and deferred procedure calls 
(RTX user’s guide, 2000). 
 
5.3.3.1 Windows 32 and Real-time API 
RTX supports a subset of Windows 32 API functions while at the same 
time, has its own real-time functions known as RTAPI (real-time API). Some of these 
functions are unique to RTX. RTX defines functions related to interrupt management, 
which are not included in any functions related to Win32 API. RTX is utilized for time 
critical components of applications where Win 32 applications are not suitable.  
5.3.3.2 RTX Executable Images 
RTX provides three types of executable images: RTSS applications, 
RTSS DLLs and RTDLLs. RTSS applications are real-time analogues of Win32 
Chapter 5: Experimental Validation of PAST System  
DC Motor Position and Speed Tracking (PAST) System Using Neural Networks 100
applications. RTSS DLLs are RTSS applications that have been linked to provide 
export library that RTSS and other applications can use to call functions within an 
RTSS DLL.  
5.3.3.3 Run–time Libraries 
  RTX facility that supports various run-time libraries and provides a ‘C 
run-time library’ based on MS Visual C++ has been used herein. RTSS can be 
statically linked to include these libraries. 
5.4 Software Development for Experimental Set up 
  In Chapter 4, the ANN inverse model (AIM) was developed for the 
PMDC motor using Matlab. In order to carry out the experimental tests in the RTX 
environment, the same ANN inverse model was translated into a C++ code. Since 
Matlab cannot be used directly to interface with the hardware, a C++ code was written 
and run on MS Visual C++ that can interface with the hardware through RTX.   
The C++ back-propagation code for training the neural network is designed to achieve 
the following objectives:  
1. Specify the number and size of the layers 
2. To save and restore the state of the network 
3. Run with an arbitrarily sized training or test data 
4. Check for key network and simulation parameters  
5. Use a suitable momentum term 
6. Adding a noise term for better convergence 
7. Start from a saved set of weights for better convergence 
5.4.1 Pseudo code of Feed-forward Back-propagation Algorithm   
  The details of this network was discussed earlier in Section 3.4. Taking 
into consideration the computation time, and the accuracy desired, a network with 3 
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neurons in the input layer, 12 neurons in the hidden layer and 1 neuron in the output 
layer were found to be sufficient.  The details of this choice of the number of neurons, 
optimal number of cycles and learning constant will be discussed in the following 
sections.   
Definitions and notations used in pseudo-code:  
Mode   1 for training mode and 0 for test mode 
M1 Matrix of weights between the input and the hidden layer. 
M1[i][j] is the weight connection from the ith input neuron to the 
jth neuron in the hidden layer 
M2 Matrix of weights between the hidden layer and the output layer. 
M2[i][j] is the weight connection from the ith neuron in the 
hidden layer to the jth output neuron.  
I   Outputs of neurons in the input layer 
H Outputs of neurons in the hidden layer 
O Outputs of neurons in the output layer 
P   Desired output pattern, pi are its components 
m   Number of input neurons 
n   Number of hidden neurons 
r   Number of output neurons 
βh   Learning parameter for hidden layer  
βo   Learning parameter for output layer 
θ   Threshold value for the hidden layer 
τ       Threshold value for the output neuron 
k   Time instant  
ej     Errors in output at the output layer 
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ti     Errors in output at the hidden layer 
∆     Adjustment of parameter 
fh    Threshold or activation function at hidden layer 
fo    Threshold or activation function at output layer 
k    Sampling instant 
α   Momentum parameter 
5.4.1.1 Adjusting of Weight Connections From a Neuron in Hidden Layer  
The activation input for a neuron in the hidden layer is the sum of the 
products of its inputs and the weights corresponding to the connections that bring in 
those inputs. To this the bias term is added. The code given below briefly describes the 
output at the hidden neuron:  
/*Calculates output at hidden layer*/ 








1 ]]][[[)( θ ; 
{fh represents the activation function of the neuron} 
end; 
 
  The output at the output layer is similarly calculated as shown in the 
code below: 
B. Procedure (Output_layer_Output) 
/*Calculates output at output layer*/ 








2 ]]][[[)( τ  
end; 
There will be discrepancy between the actual output at the output layer 
and the desired output. The component-wise difference for each of the outputs is 
evaluated as:  
C. Procedure (error_output_layer) 
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/*Calculates error in output layer*/ 
for (j=0; j<number of output neurons ; j++) 
{ 
jjj OPe −=  
} 
 
This error is back-propagated to evaluate the error reflected at the 
output of the hidden layer neurons. For this we also need the weights on the 
connections between the neurons in the hidden layer and the output neurons viz., 
matrix M2. The error reflected at the output of each hidden neuron is given as: 
E. Procedure( error_middle_layer) 








ji ejiMfunctionactivationofderivativet  




iii ejiMHHt ∑−= ; 
} 
 
In Equation (3.33) and (3.35) the details of weight corrections and use 
of momentum term in the back-propagation algorithm were discussed.  Using the same 
formulas, the weight connections from the hidden layer to the output layer are updated. 
The pseudo code given below gives the details of the procedure for weight adjustment 
of the weights between the hidden layer neurons and the output layer neurons.  
G. Procedure ( output_layer_update weights) 
/*weight update rule  
for (i=1; i<number of hidden neurons; i++) 
for (j=1; j<number of output neurons; j++) 
∆M2[i][j](k)= βoHiej+α∆M2[i][j](k-1); 
M2[i][j](k)(new)= M2[i][j](k)(old)+ ∆M2[i][j](k); 
end; 
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5.4.1.2 Adjusting of Weight Connections from a Neuron in the Input Layer  
Once the weight adjustments are done for the weights from the hidden 
layer, the weights on the connections going from the neuron in the input layer to the 
neurons in the hidden layer are updated. Just as the error in the output is propagated 
back to assign the errors for the neurons in the hidden layer, those errors are 
propagated to the input layer neurons. Equation (3.34) gives the details of the weight 
correction to be done for the weights on the interconnections between the input layer 
and the hidden layer neurons. The same formula is translated into code form and 
implemented as shown below: 
 
H. Procedure( middle_layer_weight_update) 
for (i=1; i<number of inputs; i++) 
for (j=1;j<number of hidden neurons ;j++) 
∆M1[i][j](k)= βhIitj+α∆M1[i][j](k-1); 
M1[i][j](k)(new)= M1[i][j](k)(old)+ ∆M1[i][j](k); 
end; 






5.4.1.3. Training and Testing of the C++ Code 
In the functioning of the program there are 2 modes of operation: the 
training mode and the test mode.  
During the training mode, a training file, containing patterns, is 
provided. Each pattern has a set of inputs followed by a set of outputs. Each value is 
separated by one or more spaces. For example, the pattern 140 150 160     0.170, has 
three inputs 140 150 160 and the expected output is 0.170. Since there are three inputs 
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and one output, the input layer size must be three neurons and the output layer size 
must be one neuron. Another file used during the training is the weights file. Once the 
desired level of error tolerance specified by the user, or the maximum number of 
iterations is reached during training, the weights of the network are saved in a file 
called weights_file.dat. Subsequently, this file is used, in another run for the test mode.  
During the test mode, the input patterns are directly provided to the 
trained network and generates output from the network. The network goes through one 
cycle of operation in this mode. To start up the network, the weights_file.dat is read to 
initialise the state of the network.  
  For initialisation of the training procedure, first the number of layers 
and the number of neurons in the hidden layers for the network are specified. The 
number of inputs and the number of outputs are decided based on the training data. 
Once the architecture is decided, the training data is prepared, based on the available 
data. This is saved in a training_file.dat. With this the program is ready for training. 
J.1 Network_Procedure(get_layer_information) 
/*gets information of various layers*/ 
J.2 Network_procedure(set_up_network) 
/*constructs the layers*/ 
{ 
This procedure does the following steps 
1. assigns pointers to each layer and the layer size; 
2. Sets inputs to previous layer outputs for each layer except input 
layer; 
/*for backpropagation */ 
3. Sets output_errors to next layer back_errors for all layers except 
output layer and input layer 
} 
 
  The program is provided with the following information: 
-the mode (1 for training and 0 for test) 
-the values of error tolerance  
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-learning rate parameter  
- the maximum number of cycles or passes through the data  
-the number of hidden layers 
-the size of each layer.  
  The code also provides a facility for choosing the activation function for 
the different layers, the pseudo code for which is shown below.  
A. Procedure (activation_function) 









  The program then begins the training and the current cycle number and 
the average error are reported for each cycle. The track is kept to see whether the 
average error, is on the whole, decreasing with time. If it is not, the simulation is 
restarted, because it will start with a new set of random weights and give us possibly a 
better solution. There will however be legitimate periods where the errors may increase 
for some time. Once the simulation is done, the information about the number of 
cycles, patterns used, the total and the average error, is displayed on the screen. The 
weights are saved in the weights_file.dat. This file is renamed for use of this particular 
state of the network during the Test mode. 
5.4.1.4 Noise Term Addition    
A noise term was also included in the C++ code. This helps to break out 
from the local minima and enhance the generalization ability. A random number is 
added to each input component of the input vector as it is applied to the network. This 
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is scaled by an overall noise factor, which has a range from 0 to 1. When the network 
is close to a solution and has reached a satisfactory minimum, the noise term NT is 
brought to a minimum. Otherwise, it would interfere with the convergence to the 
minimum.  
The algorithm for decreasing the noise term is shown below: 
Procedure (Noise_term_addition) 
If (total_cycles>0.75* maximum cycles) 
Then NT_new=0; 
If (total_cycles>0.5* maximum cycles) 
Then NT_new=0.25*NT; 




It can be seen that the noise factor is reduced at regular intervals. Another advantage of 
using the noise term is to prevent memorization of data. Effectively, a different input 
pattern is being introduced every time, which makes the network hard to memorize the 
data. 
  The remaining details of the entire code is given in the Appendix for 
reference. 
5.4.2 Starting Training From a Saved Weight File  
Another feature of this C code is that training is started from a saved set 
of weights. The advantage is that training can be started from a known point rather 
than a random choice of initial weights. As a large amount of training data is being 
used, it is not predictable whether optimal weights would be obtained for a fixed value 
of the training cycles. In order to overcome this problem, the network is trained 
initially with a large learning parameter and small number of cycles. These weights are 
used as the initial set of weights for training instead of using random weights. The 
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weights are then fine-tuned using a smaller learning parameter and larger number of 
cycles of training. 
In Table 5.1, initially the training is started from a large value of 
learning parameter. The weights are saved. Then the value of learning parameter is 
lowered and the training is carried out for another 500 cycles. In this way, the learning 
 
Table 5.1 
Training from Initial Set of Weights 
S.no Learning_parameter Error_in_last_cycle Error_per_cycle_per_pattern
1 0.5 7.875 0.522 
2 0.1 7.65 0.501 
3 0.05 7.40 0.49 
4 0.01 5.6 0.372 
5 0.005 4.61 0.305 
 
parameter is reduced at subsequent steps starting from the weights saved from the 
previous training. In the above training procedure, it can be seen that the error keeps 
reducing with every subsequent cycle indicating that it is driving closer and closer to 
the minima. 
5.5 Training AIM of the PMDC motor  
  In the previous section, details of the C++ code to be used for training 
the AIM were illustrated. In this section the details of the training procedure is 
explained.  
The ANN inverse model is identified using the multi-layer, feed 
forward network. The static characteristics of the DC motor whose inverse model is 
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determined is given in Figure 5.3. The graph indicates that the speed profile increases 
in proportion to the voltage profile. However during training we will be using the 
dynamic characteristics of the DC motor. For this the input and output values of the 
DC motor are taken on line during the operation of the DC motor. 
In the first step, the neural network is made to identify the mapping 
between the input voltage command and the speed of the motor. The network trained 
will emulate the inverse dynamics of the motor similar to the Equation (3.23). 
Va(k) is the predicted output voltage command for a set of speed inputs 
)1( +kmω , )(kmω and )1( −kmω  for the emulated neural network mapping  f(.). The 










Figure 5.3: DC Motor Characteristics of the PMDC Motor Under No Load 
 
During generation of training data, an arbitrary sequence of voltage 
commands Va(k) is applied to the motor in such a way that the motor speed lies within  
0 to 2000 rev/min which is the maximum permissible speed of the motor. The motor 
requires a minimum of 0.3V to overcome friction. The operating range of voltage for 
the motor was taken from 0.3V to +2.5V so that the corresponding speed varied from 0 
 





















DC motor characteristics 
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rev/min to 2000 rev/min. This sequence of voltage command is so chosen that it drives 
the motor for the entire region of the operating space including starting, accelerating 
and decelerating periods in the forward direction. A widely representative training data 
set is generated in order for the neural network to generalize its learning to data not 
seen during the training.  
  The voltage sequence is of the form  
))exp(1()sin()sin()( 321 TkcTkbTkakVa ∆−−+∆+∆=     (5.2) 
a,b,c,k1, k2 and k3 are constants used to get the desired range of the speed excursions. 
The exponential term is added to ensure that the terminal voltage remains in the 
positive domain. ∆T represents the sampling time. The sampling time is chosen to be 
40 milliseconds. The neural network needs some computation time to evaluate its 
output during control. A sampling time of 40 milliseconds is found to be good for the 
particular set up used. The speed of the motor is sampled at the synchronous speed of 
1/T.  The resultant speed as well as the voltage patterns is stored in a data-file.  
The data file is prepared for network training. The data set is first 
normalized between 0 and 1. The normalizing factors used are the maximum value of 
the motor speed and the maximum terminal voltage with a multiplication factor of 1.1. 
This additional safety factor is provided in order to avoid saturation or scaling 
problems in case slightly out of range speed/voltage measurements are encountered 
during testing. The patterns are arranged in the form [ωm(k+1), ωm(k), ωm(k-1),Va(k)] 
and presented to the network for training. Offline training using this data is done.  
5.5.1 Choosing Optimal Number of Neurons and Learning Constant  
 To find the optimal number of neurons and the learning constant, the 
neural network is trained for a range of values of the number of neurons and the 
learning constant. Training was carried out in an iterative sequence keeping learning 
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constant fixed and trying out various combinations of neurons. Thereafter, the learning 
constant was increased and the same procedure repeated. A plot of number of neurons 
versus the mean square error for different values of learning constants is generated as 
shown in Figure 5.4. 
  
 























Choosing optimal values of neurons and learning constant 
 
Figure 5.4: Plot of the Mean Square Error for Different Values of the Learning 
Constant. The number of cycles is fixed at 200. 
 
  For values of learning constant below 0.1, the mean square error 
steadily decreased with the number of neurons. For values of the learning constant 
above 0.1 there is excessive fluctuation of the mean square error. The smaller the 
learning constant, the better is the performance. However, this leads to increase in the 
training time. As a large amount of training data is used for training the neural network 
training, taking a very small value of learning constant would take excessive time. The 
value of 0.05 is found to give consistently low mean square error with increased 
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number of neurons as seen from Figure 5.4. The error also converges to the desired 
level of tolerance without much fluctuation.  
It is desirable to have as few hidden layer neurons as possible in order to 
reduce the computation time while at the same time ensuring good accuracy of the 
neural network. From Figure 5.4, it can be seen that for the number of neurons ranging 
from 12 to 20, the mean square error is within the acceptable limits. For lower values 
of neurons, the mean square error is high. Increased accuracy can be achieved with 
increase in the number of neurons. However, this will result in longer computational 
time. The trained network must calculate its output within the sampling time of 40 
milliseconds. Therefore a value of 12 neurons is chosen as the optimal value for the 
purpose of training. 
5.5.2 Choosing Optimal Number of Cycles for Training  
In order for the network to perform well on unseen data, the 
generalization technique is used. Over-training of the network leads to memorization 
of the training data and can therefore only reproduce the data presented for training 
without actually learning the trend while under-training of the data will lead to poor 
performance. In order to identify the threshold between learning and memorization, the 
mean square error is progressively tracked for the testing data set, which was not used 
during training. Optimal learning and generalization is achieved when this mean 
square error reaches a global minimum.  
The neural network is trained on the test data for a range of values of 
the number of cycles beginning with 100. The performance of the trained network is 
then tested on the test data by evaluating the mean square error on the test data.  Figure 
5.5 gives the plot of the mean square error verses the number of cycles on the test data. 
The optimal value of the number of cycles is found to be close to 300 cycles. 
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Figure 5.5: Choice of Optimal Number of Cycles. The network is trained for 
increasing number of cycles and then tested on the test data. As the number of 
cycles is increased, the error on the test data initially decreases till the number of 
cycles reaches 300. After this, with increased training cycles the error on the test 
data increases because now the network is memorizing the data. For training, 12 
neurons in the hidden layer were chosen. From the figure, at 300 cycles 
(approximately), the network gives good result. 
 
Once the optimal number of cycles, the number of neurons and the 
learning constant are chosen, the design of the AIM is complete. The final block 
diagram of the ANN inverse model for experimental testing is as shown in Figure 5.6. 
The weights of the AIM were obtained after training the neural network. To test the 
performance of the AIM, the DC motor was driven with an arbitrary voltage signal. 
The speed outputs from the motor are fed as inputs to the AIM. The outputs from the 
AIM and the input voltage to the DC motor are compared in Figure 5.7. The prediction 
accuracy of the neural network is within 10% of the maximum voltage. 
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Figure 5.7: Performance of the AIM Using Experimental Data. There is about 
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5.6 Selection of a Reference Model 
As discussed in Section 4.6 of Chapter 4, in the design of the speed 
trajectory control system, the DC motor is made to behave as a second order reference 
model with input r(k) and output ωd(k). The natural frequency of the DC motor is 30 
rad/sec. The damping coefficient β is taken as 0.7. The sampling interval T is selected 




 sec1.0≤∴T  













−=ω         (5.3) 
)exp(|| 1 Tp nβω−=   Tp nωβ 21 1)arg( −=     (5.4) 
β =0.7; ωn=30 rad/sec; T=40ms;  
The zero z1 is arbitrarily taken at zero and the K value is set to unity.    
|| 1p = 0.4317;  )arg( 1p =0.857; 
)857.0sin()857.0[cos(4317.01 ip +=       (5.5) 
)857.0sin()857.0[cos(4317.0*1 ip −=       (5.6) 
5656.0)857.0cos(*4317.0*2*11 ==+ pp       (5.7) 
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 )()1(1864.0)(5656.0)1( krkkk ddd =−+−+⇒ ωωω   
)()1(1864.0)(5656.0)1( krkkkor ddd +−−=+ ωωω                (5.9)  
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This above design procedure ensures that the design procedure is compatible with 
actual motor dynamics. This is an important consideration. An arbitrary choice of the 
selected reference model can otherwise degrade the system performance.  
5.7 Speed Trajectory Control Using Experimental Set Up  
For a given speed trajectory )1( +kdω , the sequence of bounded 
reference signals r(k) is given using Equation 5.8 as  
)1(1864.0)(5656.0)1()( −+−+= kkkkr ddd ωωω               (5.10) 
This data is stored in the computer. The reference r(k) is the common input to both the 
reference model and the motor. The aim of the controller is to generate a suitable 
voltage to drive the motor so that the controller error ec(k) where  
 )()( kk(k) e mdc ωω −=                  (5.11) 
 is minimized at all time. In model reference adaptive control, the basic concept is to 
make the system follow the reference model. By ensuring minimization of ec(k), the 
motor is made to have identical behaviour  as the reference model. 
The speeds ωm(k) and ωm(k-1) are available from the tachogenerator 
output . From the Equation. (5.9), these speeds, along with the reference speed r(k) 
generated by the computer, can be used to estimate the speed at the step (k+1) as  
)()1(1864.0)(5656.0)1(
^
krkkk mmm +−−=+ ωωω              (5.12) 
The estimated speed )1(
^ +kmω  along with the available speeds at the instants k and 
(k-1) are used as inputs to the neural network controller to get the desired voltage 
command, which will drive the motor at the speed )1( +kmω . 
))1(),(),1(()(
^ −+= kkkfkV mmmc ωωω                (5.13) 
The block diagram of the neural network controller is as shown in Figure 5.8. 
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Figure 5.8: Speed Trajectory Tracking System Using Experimental Set Up 
The weights of the AIM are used in the controller design to calculate 
the control voltage command as in Equation. (5.13). The controller is based on the 
indirect model reference adaptive control algorithm. The weights of the AIM are used 
for the controller design. The objective of the design is to achieve an identical 
behaviour between the combined motor/controller and the reference model for the 
same input r(k). 
5.8 Position and Speed Trajectory Control Using Experimental Set Up  
  The objective of the experimental set up, as also discussed in Section 
4.7, is to effectively control the position trajectory rather than achieve control over 
only speed trajectory. The position profile, which is the integral of the speed trajectory 
used earlier and given by 60220sin75050cos8001200 π/*t)}.(t).(t{(k)dθ +−= , is 
used for tracking. The computer generates the desired position. The desired trajectory 
can be easily evaluated from a given profile by differentiation of the position profile or 
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desired speed trajectory is derived from differentiation of the position profile. The 
actual position is obtained from the reading of the potentiometer, which gives the 
equivalent position in terms of voltage. The actual speed is obtained in the experiment 
from the tachogenerator reading. For tuning the gain on the speed, a variable amplifier 
is used whose gain can be varied from 0 to 10. The block diagram of the experimental 









Figure 5.9: Position and Speed Tracking System Using Experimental Set Up 
5.9 Results and Discussion 
  To evaluate the performance of the PAST system, several different 
speed trajectories were generated. In the Figure 5.10, the actual and the reference 
speed trajectories are superposed for comparison. From Figure 5.11, it can be seen that 
the trajectory tracking error profile is within 10% of the maximum speed. In Figure 
5.12, the actual and the reference positions are compared. The reference position is 
extracted by direct integration of the speed profile in the computer. The actual position 
profile is extracted from the potentiometer reading. The readings are calibrated in the 
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thus illustrate the conclusions based on tests conducted on the experimental set up of 
the PAST system.  
  The actual motor speed is superimposed on the predicted speed for the 
purpose of comparing the tracking accuracy. The speed tracking accuracy is within 
10% of the actual speed profile. The position tracking of the DC motor is also shown 
in Figure. 5.12. As can be seen from the graph of the error profile (Figure 5.13), the 
position error tends to accumulate with time. This matches with the conclusion drawn 

















Figure 5.10: Speed Trajectory Tracking Performance Using Experimental Set Up. 
The sampling time is 0.04 seconds. The speed profile tracked has the form 
(0.2k)150(0.1k)4001200(k)ωd cossin ++= .  
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Figure 5.11: Trajectory Tracking Error Using Experimental Set Up. The 













Figure 5.12 Position Tracking Using the Speed Tracking System. The expected 
profile is generated from the computer by simple integration of the desired speed 
profile. The actual position profile is generated from the potentiometer reading of 
the DC motor.  
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Figure 5.13: Position Error Profile Using Speed Tracking System. It can be seen 
that the error in position tends to accumulate with time.  











Figure 5.14: Position Tracking Using PAST System. The position profile tracked 
is 60/2)}2.0sin(750)5.0cos(8001200{)( πθ tttkm +−= where θm(k) is measured in 
radians. 
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Effect of Feedback Gain on Position
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Figure 5.16. Comparison of Speed Error With and Without Feedback 
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Effect of Feedback Gain on Position Error 
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  The trajectory profile tracked were of the form 
CTBTAkm ++= )cos()sin()( βαω , where the constants A, B, α, β are so chosen that 
the speed tracked lies within the domain of the DC motor. The reference signal is 
evaluated using Equation. 5.10. 
  Figure 5.14 to 5.16 show the performance of the PAST system. Figure 
5.14 gives the position profile of the actual and reference trajectory. The Figure 5.15 
gives the error profile of the same trajectory with the addition of the Feedback gain. Kp 
value of zero corresponds to no feedback. As the value of the gain is improved the 
position tracking accuracy is also significantly improved as can be seen from the 
figure. This conforms to the simulation results of Chapter 4 in the matter of improving 
the position tracking ability with the introduction of the feedback gain. Figure 5.16 
gives the effect of the gain on the speed profile of the system. The improvement is not 
in direct proportion to the improvement in the position profile. However as the value of 
the gain is increased the speed error also shows improvement. At values of Kp equal to 
1 and 2 this effect is quite noticeable. We also note that the speed error is large in the 
beginning when the value of the feedback gain is large. This is similar to the 
perturbations in the speed that was demonstrated in Section 4.7 when the value of the 
Kp  was raised beyond a certain value. This shows the limits to which the value of Kp 
can be improved. 
 
5.10 Conclusion 
In the Section 5.5 the experimental results showed the ability of the 
ANN to successfully identify the ANN inverse model (AIM) of the DC motor. In the 
Section 5.6 the AIM was integrated with the MRAC to successfully design a speed 
trajectory controller. It was also experimentally shown that that the position error 
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accumulates with the progress of time thereby showing that accurate speed tracking is 
not sufficient to achieve accurate position tracking.  
The PAST system was experimentally tested and showed substantial 
improvement in the position and speed tracking capability. The position tracking was 
very accurate. The speed error also showed considerable improvement. The 
experimental tests also demonstrated the limitations on the extent to which the 
feedback gain can be amplified thereby showing the limitations of the PAST system. 
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CHAPTER 6 
CONCLUSION AND RECOMMENDATIONS 
 
6.1 Introduction 
 The aim of this thesis is to develop a position and speed trajectory control 
system for a permanent magnet DC (PMDC) motor using an artificial neural network. 
The purpose is to achieve accurate trajectory control of the speed as well as the 
position. The motor is assumed to be a black box. The load and the motor parameters 
are assumed to be unknown.  
 Artificial Neural Networks (ANN) has the ability to be trained to map any 
arbitrary non-linear functions. It can be trained to emulate the unknown non-linear 
plant dynamics by presenting a suitable set of input/output patterns generated by the 
plant. 
 In the previous works mostly the DC motor speed trajectory control was 
achieved using ANN. In robotic applications we are more interested to track the 
position of the robot arm than the speed. Also accurate speed tracking does not ensure 
accurate position tracking. Two approaches were proposed in this thesis in order to 
achieve good position trajectory tracking. In the first approach, an artificial neural 
network was used to model the inverse dynamics of the motor with the latter’s speed as 
inputs. This was then used as the controller for controlling the speed of the motor using 
model-based inverse control. A position feedback module is incorporated which 
enhanced the capability of the trajectory controller to achieve good position tracking. 
In the second approach, direct position trajectory tracking was achieved using a 
position-based AIM.  
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 In both the approaches, no prior knowledge of the motor or load dynamics 
is assumed. The training of the ANN is achieved offline using the back-propagation 
algorithm and with motor input-output measurements to form the training sets. Both 
approaches are based on the discrete model representation of the DC motor. In the first 
speed-based model, the system dynamics is identified between the speed outputs of the 
DC motor at 3 successive instants and the corresponding voltage input to the DC motor 
using ANN to obtain the speed-based ANN inverse model (AIM). Then the concepts 
of MRAC were integrated along with the AIM to obtain good speed trajectory 
tracking. The capability of this trajectory control was further enhanced with the use of 
an outer position feedback loop to achieve the desired accuracy in the 
position/trajectory tracking. 
  In the second position-based model, the system dynamics is identified 
between position outputs of the DC motor at 4 successive time instants and the 
corresponding voltage input to the DC motor using ANN to obtain the position-based 
AIM of the DC motor. The concepts of MRAC were then integrated along with 
position-based AIM to achieve direct position tracking. . 
 
6.2 Summary and Conclusions 
Based on the work carried out in this research, the following are the 
conclusions. 
1. An inverse model of the PMDC motor can be effectively obtained using the 
ability of the ANN to map any non-linear characteristics. Once properly 
trained, the ANN inverse model (AIM) can accurately predict the voltage 
applied at the input of the motor for given any set of speed input values at three 
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successive instants or for any given set of position input values at 4 successive 
instants.  
Simulation studies showed that the prediction accuracy of the AIM with speed 
as input was achieved within 5% for a sampling period of 0.04 seconds.  
The corresponding values with motor positions as inputs were within 1% for a 
sampling period of 0.01 seconds.  
When the speed-based AIM was used in a model-based inverse control system, 
actual experiments with a permanent magnet DC motor showed that the 
accuracy achieved in speed trajectory tracking was within 10-15%. This was 
because neural network training was done to the stage where the error 
modelling the DC motor dynamics was about 10%. Although the error was 
large the trend shows the efficacy of the controller designed. 
 
2. The speed-based AIM can be used as a controller for speed trajectory tracking 
control of the motor by integrating the concepts of model reference adaptive 
control. The speed trajectory tracking showed an accuracy within 6-7%. The 
speed trajectory controller was then modified by the addition of a position 
feedback outer loop to achieve enhanced position trajectory tracking 
performance. Simulation experiments carried out showed that simple 
integration of the speed trajectory is not sufficient to give good position 
tracking.  The errors tend to cumulate with time. The simulation results clearly 
indicated improvement in the efficiency of the position tracking as well as the 
speed tracking by the addition of the feedback controller. The accuracy 
improved from 6-7% to less than 1% on the position. The speed tracking also 
showed an improvement.  
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3. In an alternative approach, a position-based AIM was used as a controller for 
position trajectory tracking by integrating the concepts of model reference 
adaptive control.  
Simulation experiments carried out showed excellent performance in position 
trajectory tracking with position errors within 0.33 %. With this position-based 
control, the performance of speed trajectory tracking was also greatly improved 
with speed errors within 0.1%. The results indicate that the second approach 
using a position-based AIM in model-based position trajectory tracking control 
has far better performance as compared with that based on speed.  
The experimental work carried out on the DC motor confirms the simulation results 
obtained. 
 
6.3 Recommendations for Future Work  
In the proposed approaches, offline training of the ANN was carried out 
to model the inverse dynamics of a DC motor. Often, however, the dynamics of the 
DC motor changes during operation, as for example when it picks up additional load. 
When this happens, the off-line trained ANN can no longer represent the dynamics of 
the motor accurately and the control performance degrades. To overcome this 
limitation, on-line retraining of the ANN can be considered using operational input-
output data for the online retraining of the neural network.  The resulting increased 
computational overhead calls for more efficient software/hardware arrangements. 
Another area of possible improvement is using support vector machines in place of 
back propagation algorithm as a tool for identifying the motor characteristics.    
Another alternative is to use a rule base in combination with the back 
propagation algorithm to improve the response of the controller. The DC motor 
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performance depends upon the current as well as on speed. The rule base can be used 
to choose between the speed error and the current error to modify the weights. This can 
improve the identification and modelling of the DC motor.  
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APPENDIX 
DETAILS OF THE C++ PSEUDO CODE FOR BACK-PROPAGATION 
ALGORITHM 
Definitions and notations used in pseudo-code:  
Mode   1 for training mode and 0 for test mode 
M1 Matrix of weights between the input and the hidden layer. 
M1[i][j] is the weight connection from the ith input neuron to the 
jth neuron in the hidden layer 
M2 Matrix of weights between the hidden layer and the output layer. 
M2[i][j] is the weight connection from the ith neuron in the 
hidden layer to the jth output neuron.  
I, H, O   Outputs of neurons in the input layer, hidden layer and output 
layer. x1, x2, .. denote input patterns 
P   Desired output pattern, pi are its components 
m   Number of input neurons 
n   Number of hidden neurons 
r   Number of output neurons 
βh   Learning parameter for hidden layer  
βo   Learning parameter for output layer 
θ   Threshold value for the hidden layer 
τ       Threshold value for the output neuron 
k   Time instant  
ej     Errors in output at the output layer 
ti     Errors in output at the hidden layer 
∆     Adjustment of parameter 
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fh    Threshold or activation function at hidden layer 
fo    Threshold or activation function at output layer 
k    Sampling instant 
α   Momentum parameter 
Subroutines Used in the Various Classes  
A. Procedure (activation_function) 









B. Procedure (Output_layer_Output) 
/*Calculates output at output layer*/ 
for (j=0; j<number of output neurons; j++) 
]]][[[)( 2 ji i jiMHfjO τ+= ∑  
end; 
 
C. Procedure (error_output_layer) 
/*Calculates error in output layer*/ 
for (j=0; j<numberof output neurons ; j++) 
{ 
jjj OPe −=  
} 
 
D. Procedure (Middle_layer_Output) 
/*Calculates output at hidden layer*/ 
for (j=0; j<r; j++) 
]]][[[)( 1 ji i jiMIfjH θ+= ∑  
end; 
 
E. Procedure( error_middle_layer) 




i ejiMfunctionactivationofderivativet ∑=  
for log sigmoid activation function  this becomes  
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)]][[)(1( 2 j
j
iii ejiMHHt ∑−= ; 
} 
 
F. Procedure (randomize_weights) 
/* randomizes the weights for the first time when initial weights are not 
taken from the stored data */ 
 
G. Procedure ( output_layer_update weights) 
/*weight update rule  
for (i=1; i<number of hidden neurons; i++) 
for (j=1; j<number of output neurons; j++) 
weight update = changeweightpreviousinputerroroutput __**_* αβ + i.e., 
∆M2[i][j](k)= βoHiej+α∆M2[i][j](k-1) 
end; 




H. Procedure( middle_layer_weight_update) 
for (i=1; i<number of inputs; i++) 
for (j=1;j<number of hidden neurons ;j++) 
weight update = 








I. Layer class  
It has 2 pointers to the array of inputs in a given layer. The detailed functioning of the 
layer class is shown in Figure 5.3. It is a feedforward backpropagation network. The 
dotted lines indicate the 3 layers of the network. The layer contains neurons and 



















Figure 5.3: Layer Organisation 
which are stored in separate array pointers. The input layer does not 
have any weights associated with it. It only stores data to be forward propagated to the 
next layer.  
For the output layer, there are 2 other arrays one of which stores the 
backpropagated errors while the other stores the weights. The middle layer needs 
similar arrays for storing its errors and weights.  
J. Network class  
The network class is used to set up communication channels between 
layers and to feed and remove data from the network. It sets up the interconnection of 
layers by setting the pointer of an input array of a given layer to the output array of a 
previous layer. Another connection that the network class does is setting the pointer of 
an output_error array to the back_error array of the next layer. The network class 
INPUT LAYER OUTPUT LAYERMIDDLE LAYER
OUT IN OUT IN OUT
8 weightsNo weights 8 weights
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stores an array of pointers to layers and an array of layer sizes for all the layers 
defined.    
J.1 Network_Procedure(get_layer_information) 
/*gets information of various layers*/ 
J.2 Network_procedure(set_up_network) 
/*constructs the layers*/ 
{ 
This procedure does the following steps 
1. assigns pointers to each layer and the layer size; 
2. Sets inputs to previous layer outputs for each layer except input layer; 
/*for backpropagation */ 





/*randomises the weights*/ 
J.4 Network_procedure(write_weights) 
/*writes weights to a file*/ 
J.5 Network_procedure(read_weights) 
/*reads weights from a file*/ 
J.6 Network_procedure (set_up_pattern) 
/*Reads one vector into the network*/ 
J.7 Nework_procedure (forward_propagation) 








J.8 Nework_procedure (backward_propagation) 
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} 
 
J.9 Nework_procedure (update_weights) 
/*updates weights in each layer*/ 
{ 
Procedure (output_layer_update weights); 
Procedure (middle_layer_update_weights); 
} 
/*end class network*/ 
 
5.4.1.3 Pseudo Code of Main Function  
Create Network object; 
{ 
Network_Procedure(get_layer_information); 
Network_Procedure (Back propagation) 
/* sets the output errors to the next layer back errors for all layers except the output 
layer and the input layer*/ 
Network_Procedure(randomize weights) 
/* randomizes initial set of weights in each layer*/ 
Network_Procedure(weight update)  
/*updates the weights in each layer */ 
Network_Procedure(write weights) 
/* writes weights to a file*/ 
Network_Procedure(read weights) 
/*reading weights for the next iteration*/ 
} 





/* This is the training mode*/ 
{ 




/* fills the memory with an array of input, output vector*/ 
for (i=0; i<vectors_in_buffer; i++) 
{ 
procedure(set_up_pattern); 
/* reads one vector into the network*/ 
procedure(forward_propagation); 
/*calculates outputs at each node in the forward direction*/ 
procedure(backward_propagation) 
/*calculates the errors at each node*/ 
} 
}/*end of while loop*/ 
Case(0) 
/*This is the test mode*/ 
{ 
while (vectors_in_buffer = =Max_vectors) 
Procedure( fill_input_output_buffer); 
/* fills the memory with an array of input, output vector*/ 
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