Abstract. This paper examines recursive Taylor methods for multivariate polynomial evaluation over an interval, in the context of algebraic curve and surface plotting as a particular application representative of similar problems in CAGD. The modified affine arithmetic method (MAA), previously shown to be one of the best methods for polynomial evaluation over an interval, is used as a benchmark; experimental results show that a second order recursive Taylor method (i) achieves the same or better graphical quality compared to MAA when used for plotting, and (ii) needs fewer arithmetic operations in many cases. Furthermore, this method is simple and very easy to implement. We also consider which order of Taylor method is best to use, and propose that second order Taylor expansion is generally best. Finally, we briefly examine theoretically the relation between the Taylor method and the MAA method.
Introduction
The aim of range analysis is to find the range of a function (usually a polynomial) in one or several variables over an input interval. In practice, finding an exact range is difficult, and it is more usual to find a range which includes the actual range. Information about the range of a function f , and related functions such as its partial derivatives, inverse, etc. are of considerable interest to people working in the fields of numerical and functional analysis, differential equations, linear algebra, approximation and optimization theory and other disciplines [7] .
Range analysis has many important applications in CAGD and computer graphics, including the plotting and localisation of implicit curves and surfaces. Implicit surfaces are of direct use, for example, in CSG solid modelling, while implicit curves can be used to represent the intersection of two parametric surfaces, or the silhouette edges of a parametric surface with respect to a given view [10] . Many other geometric operations can also be performed by finding the simultaneous solution of a set of non-linear equations in several variables, and range analysis provides a means of localising such solutions [6] . Both as an interesting example in its own right, and as a representative problem, we thus consider in this paper the problem of solving f (x, y) = 0 in a rectangle or f (x, y, z) = 0 in a cuboid, and more particularly the problem of plotting this curve or surface into a set of pixels or voxels. Clearly, for other problems, e.g. finding the intersection of two surfaces, producing a pixel or voxel grid may not be appropriate, but our overall methodology and conclusions concerning localisation of implicit curves and surfaces remain valid.
Parametric curves or surfaces are very easy to plot. On the other hand, implicit curves or surfaces can not be plotted so readily. Implicit curve or surface plotting methods can be classified into two categories. The first are continuation methods [2] [3] [4] , which are efficient. They find one or more seed cells (pixels or voxels) on a curve or a surface, and then trace the curve or surface continuously through appropriate adjacent cells-only cells containing the curve or surface are visited. However, continuation methods have one fundamental difficulty, that of finding a complete set of initial seed cells.
Subdivision methods [5, 8, [10] [11] [12] [13] [14] make up the second approach. These methods start with the whole plotting region itself as an initial cell. If a cell can be proven to be empty, it is discarded; otherwise it is subdivided into smaller cells, which are then visited recursively, until the cells reach pixel size. All pixels which contain the curve are thus guaranteed to be retained. In this way large portions of the plotting region can be discarded quickly and reliably at an early stage, leading to an efficient method. Such methods are generally based on ideas from interval arithmetic.
When f (x, y) is a polynomial in two variables x and y, the curve is an algebraic curve. Similarly when f (x, y, z) is a polynomial in three variables x, y and z, the surface is an algebraic surface. Algebraic curves or surfaces are a rich family, with several plotting methods [5, 8, 13] that exploit the properties of polynomials.
Taubin's method [13] is well known; we have shown in [5] that Taubin's method is equivalent to performing interval arithmetic on centered forms but without consideration of the even or odd properties of powers of polynomial terms. We have further shown that interval arithmetic on centered forms method is less accurate than a modified affine arithmetic method (MAA) which does take into consideration the even or odd properties.
In this paper we propose the use of a recursive Taylor method for function range evaluation and use it to plot algebraic curves and surfaces. We combine it with a point sampling technique and a subpixel (or subvoxel) technique to improve the results.
In our previous papers [5, 8] we showed that the modified affine arithmetic method is one of the best methods for polynomial evaluation over an interval, for use in recursive subdivision methods for plotting algebraic curves-we thus compare the Taylor method with that method. Our test results show that, when used for plotting algebraic curves and surfaces at a given resolution, the recursive Taylor method can give same or better graphical accuracy as the MAA method, and needs fewer arithmetic operations in most cases. Furthermore, this recursive Taylor method is simple and very easy to implement.
We also consider which order Taylor method to use, and show that 2nd order Taylor expansion seems to be best for general use.
Finally we examine theoretically the relation between the recursive Taylor method and the modified affine arithmetic method.
As noted above, the recursive Taylor technique presented in this paper is a general efficient method for computing bounds on a polynomial: its use here for algebraic curve and surface drawing is just an example application. The recursive Taylor method presented in this paper can be easily generalized to an arbitrary number of dimensions.
The subdivision algorithm
Subdivision algorithms for plotting implicit curves and implicit surfaces have much in common. We mainly focus on the case of plane implicit curves in this section.
In the following we use the standard notation that an interval A represents a range of real values between a and a such that a < a and is written [a, a].
The main idea of subdivision algorithms [11] for plotting implicit curves over a rectangular array of pixels is to consider various regions, initially the whole plotting region, [x, x] × [y, y], and to estimate bounds [f , f ] guaranteed to contain all values of f (x, y) over this region. This is done using some range analysis method to estimate the range of the function. If 0 / ∈ [f , f ], this means that the curve cannot pass through region, which therefore can be discarded. Otherwise the region is subdivided horizontally and vertically at its mid point into four sub-regions, and the pieces are considered in turn. The process stops when any region not yet discarded reaches pixel size.
In a basic version of the algorithm, we may just plot this pixel as if it did contain the curve. This can result in a "fat" curve if the bounds on the function obtained by range analysis method are too conservative, i.e. extra pixels which are actually not on the curve are plotted. Later, we will consider how to process the pixel-sized regions further to remove some, but not all, of the extraneous pixels. The basic procedure is summarized in Figure 1 .
The key step in subdivision algorithms of this type is to estimate the bounds [f , f ] on f (x, y) over the region [x, x] × [y, y]; this is done using some range analysis method. Different range analysis methods for computing the bounds have different effects on accuracy and efficiency of the plotting algorithm [5] . Generally, the more accurate the estimate is, the better the graphical result will be, and also less subdivision will be required. However, more accurate estimates usually need more arithmetic operations, which reduces the efficiency of the plotting algorithm. Obviously, accuracy and efficiency are to some extent tradeoffs. In the next Section we will present a Taylor method for computing these bounds. In order to reduce the uncertainties associated with the regions remaining at pixel level, which may or may not contain the curve, as noted above, we use two further techniques. Point sampling [12] is done for regions of pixel size by evaluating the values of f (x, y) at the four corner points of the pixel. If they do not all have the same sign (or zero), then the pixel must be include the curve (as f is a continuous function); otherwise, the pixel may or may not be on the curve. Thus, after point sampling, all pixels in the plotting region belong to one of three classes: (i) pixels discarded by the basic subdivision method, which are surely not on the curve, (ii) pixels accepted by the point sampling technique, which are surely on the curve, and (iii) pixels whose status is still not clear, and may or may not be on the curve. We now further attempt to discard as many pixels as possible in the third class. To this end we use a subpixel technique [14] . We subdivide pixels in the third category into four subpixels. If all four subpixels can be discarded by the range method, we discard this pixel, otherwise we keep the pixel.
A major advantage of the subdivision algorithm presented above is that it finds all points on the curve, and can handle singularities with no special processing. Thus, it can handle problems where continuation methods may typically fail, including curves with multiple components, cusps, self-intersections, touching components, and isolated points.
The subdivision algorithm for plotting implicit surfaces is a direct generalisation to three variables of the planar implicit curve algorithm. Plotting implicit space curve cases can also readily be done by finding regions simultaneously containing zeros of two implicit functions in three variables. functions f (x, y). Here we use a simple Taylor method [1] for computing bounds of f (x, y) over [x, x] × [y, y], which can be combined with point sampling and subpixel techniques to solve the implicit curve plotting problem in a reliable, accurate and efficient way. For now, we assume the choice of a second order Taylor method, but we will return to the choice of order later. Suppose f (x, y) has continuous second derivatives on [x, x] × [y, y]. In many practical applications in CAGD and computer graphics, the functions encountered satisfy this condition, at least piecewise. To estimate the bound of f (x, y) on [x, x] × [y, y], we expand f (x, y) at the mid point (x 0 , y 0 ) of the region [x, x]×[y, y] using Taylor's formula:
where
Suppose we know the interval bounds B xx , B yy , B xy of the three second derivatives f xx (x, y), f yy (x, y), f xy (x, y) of the function f (x, y) over the region
(To apply interval computation to the above formula, real numbers are converted where necessary to intervals with equal lower and upper bounds.)
The main potential limitation of this method is that we need estimates for the bounds B xx , B yy , B xy of the three second derivatives f xx (x, y), f yy (x, y),
(Note that the first derivatives required need only be computed at a specific point, and thus can readily be found.) For general implicit curves, finding bounds on the second derivatives is a difficult problem. However, as we show in the next Section, they can be readily computed for algebraic curves.
Similarly, for surface plotting, to estimate the bound of
Suppose we know the interval bounds B xx , B yy , B zz , B xy , B xz , B yz of the six second derivatives
As above, again we need estimates for the bounds B xx , B yy , B zz , B xy , B xz , B yz .
Finding bounds on derivatives
When f (x, y) = 0 represents an algebraic curve, f (x, y) is a polynomial function of two variables. In this case the three second derivatives f xx (x, y), f yy (x, y), f xy (x, y) are themselves also polynomials in two variables with lower degrees in x or y or both. Therefore we can use a recursive technique to estimate the bounds of the second derivatives, as given by the algorithm in Figure 2 . Here, "IF f ≡ c RETURN Interval[c, c]" tests if f is a constant, and if so terminates the recursion-the bound on a constant can be trivially computed. (Recursion
Note that only in the case that f is a polynomial can we guarantee that such recursion will terminate. For polynomials, successive differentiation must eventually result in a constant, which is not true for other functions.
A similar recursive technique can be used for trivariate polynomials.
Examples
In the above Sections we proposed a recursive Taylor method combined with point sampling and a subpixel technique for plotting algebraic curves and surfaces. In this section we give some examples demonstrating the accuracy and efficiency of these methods.
Most of the examples we give involve low degree polynomials. While it is conceivable that somewhat different conclusions might be drawn for the cases of higher degree polynomials, other tests we have done on further higher degree polynomials support the conclusions here. Furthermore, in most CAGD applications, the polynomials used are generally of a low degree, justifying our choice of low degree test cases.
Algebraic curves
Examples 1 to 10 are the same examples for plotting algebraic curves given in a recent survey of methods [5] , with plotting region [0, 1] × [0, 1] and resolution 256 × 256 pixels. They were designed to test the efficiency and accuracy of range evaluation methods on a variety of problem cases, including curves with cusps, self-intersections, closely adjacent loops, and so on.
The corresponding figures produced by the new recursive Taylor (RT) method (including the use of point sampling and subpixel techniques, denoted RT++) are shown in Figures 3 to 12 . The survey [5] showed that the modified affine arithmetic method (MAA) is one of the best methods for plotting algebraic curves. Therefore we have compared the recursive Taylor method with the MAA method. A detailed quantitative comparison of the MAA and RT methods, and also their variants MAA++ and RT++ which include point sampling and subpixel techniques, is given in Table 1 for these examples. Table 1 shows, for each example, how many pixels are plotted by the different methods (the fewer, the more accurately the method has found the curve), the number of subdivisions used in the computation (the fewer, the better, as less stack operation overheads result), and the number of addition and multiplication operations used overall (the lower, the better). The recorded number of additions and multiplications in Table 1 does not include the arithmetic operations used to differentiate the polynomial. An implementation of the recursive Taylor method should calculate all necessary coefficients of the derivatives of the polynomial just once at the beginning, and store them in an array, to avoid differentiation of the polynomial during the subdivision process every time a derivative is needed. The number of arithmetic operations used to differentiate the polynomial once only is relatively small and can be neglected.
From Table 1 we can see that in one case out of ten (Example 4), the recursive Taylor method produced better graphical quality than the modified affine arithmetic method (fewer pixels were plotted). The corresponding graphical output for the RT method is shown in Figure 14 , where 801 pixels were plotted, and for the MAA method in Figure 13 , where 816 pixels were plotted. (These two figures only differ in the lower left corner). In the other nine test cases the recursive Taylor method produced the same graphical quality as the modified affine arithmetic method.
In seven out of ten cases, the recursive Taylor method needed fewer arithmetic operations in total (the number of additions plus the number of multiplications) than the modified affine arithmetic method (Examples 2,4,6,7,8,9,10). In Examples 2,6,9,10 the number of arithmetic operations needed by the recursive Taylor method was much fewer than (less than half of) those for the modified affine arithmetic method. Although the recursive Taylor method needed more arithmetic operations than the modified affine arithmetic method for Examples 1,3,5, we note that the numbers of arithmetic operations needed by both methods for these examples were very similar.
One minor disadvantage of the recursive Taylor method is that it often needs a few more recursive operations than MAA.
Point sampling and subpixel techniques further improved the graphical quality achieved by RT and MAA methods, especially for Examples 4,7,9 where the improvements are significant. However, for Examples 1,2,3,5,6,8,10 the improvements only affected a few pixels and insignificant. Of course, the price to pay for these improvements is an increase in arithmetic operations: every pixel which cannot be discarded by the basic subdivision process needs to be examined further. We can however see from Table 1 that the increased number of arithmetic operations is not greatly significant. This is because the RT and MAA methods already provide close to the best possible graphical quality at the given resolution, and thus the numbers of pixels left to be examined further by point sampling and subpixel techniques are relatively small.
Algebraic surfaces
We have also experimented with algebraic surface plotting, as outlined below. Note that our main purpose in this paper is to compare our new range analysis method with existing methods, in this case for localising the surface to specific regions (voxels). We only use voxel plotting as a representative application; the graphical results of surface plotting shown at a resolution of 32 × 32 × 32 are clearly crude. Such an approach is not meant to be a useful surface rendering algorithm in itself. A realistic surface plotting algorithm would, for example, attempt to find a linear fit to the surface and estimate its normal in each region where the surface has been localised. Figure 15 shows the plane plotted by the 3D recursive Taylor method using point sampling and subpixel techniques. A total of 1791 voxels were plotted.
Example 12: this plots the sphere f (x, y, z) = 100x
, with resolution 32 × 32 × 32 voxels. Figure 16 shows the sphere plotted by the recursive Taylor method using point sampling and subpixel techniques. A total of 3952 voxels were plotted. Figure 18 is the cone plotted by the recursive Taylor method using point sampling and subpixel techniques. A total of 3176 voxels were plotted. Figure 22 is the pair of parallel surfaces plotted by the recursive Taylor method using point sampling and subpixel techniques. A total of 7236 voxels were plotted.
Example 19: this plots a pair of just-touching surfaces (two tangent spheres)
, with resolution 32 × 32 × 32 voxels. Figure 23 is the pair of tangent spheres plotted by the recursive Taylor method using point sampling and subpixel techniques. A total of 1572 voxels were plotted.
Example 20: this plots a cone-like surface with a line singularity f (x, y, z) = −1 + 4x − 4x 2 + 2y 2 − 8xy 2 + 8x with resolution 32 × 32 × 32 voxels. Figure 24 is the cone-like surface plotted by the recursive Taylor method using point sampling and subpixel techniques. A total of 3288 voxels were plotted. Table 2 gives a detailed quantitative comparison for these surface examples of the 3D MAA and 3D RT methods, and also of their improvements which include point sampling and subpixel techniques, 3D MAA++ and 3D RT++. From Table 2 we can see that:
6 Why use order two Taylor expansion?
In Section 4 we proposed an order 2 recursive Taylor method for finding the bound of a polynomial, and in Section 5 we gave some examples to show that this method works well. Clearly, however, we could have chosen to use some other order for our Taylor expansion, so we will now justify why we use a second order expansion rather than some other order, particularly order 1, 3 or 4. To do so we give an experimental comparison between recursive Taylor methods of orders 1-4.
We first begin by explicitly stating order 1, 3 and 4 recursive Taylor algorithms for evaluating a bivariate polynomial f (x, y). An order 1 recursive Taylor algorithm is given in Figure 25 , while an order 3 recursive Taylor algorithm is given in Figure 26 , and an order 4 recursive Taylor algorithm is given in Figure 
27.
Bound(f, x, x, y, y): Using the same curves from Examples 1-10 as before, we compared the accuracy and efficiency of order 1, 2, 3 and 4 recursive Taylor methods, using the same criteria of assessment as before. The test results are shown in Table 3 . From Table 3 we can see that:
-The order 1 recursive Taylor method is less accurate than order 2, 3 and 4 recursive Taylor methods. -Usually, but not always, the order 1 method needs more arithmetic operations than order 2, 3 and 4 methods (Example 2 is a counterexample). -In 9 out of 10 cases the order 2 recursive Taylor method has the same accuracy as order 3 and 4 methods. In the other case (Example 4) the order 2 method is more accurate than the order 3 and 4 methods. -In 6 out of 10 cases, the order 2 recursive Taylor method needs fewer arithmetic operations than the order 3 method (Examples 1,2,6,7,9,10). -In all cases the order 4 recursive Taylor methods has the same accuracy as the order 3 method. -In 6 out of 10 cases order 4 recursive Taylor method needs fewer arithmetic operations than the order 3 method (Examples 1,4,6,7,9,10).
Obviously the order 1 recursive Taylor method is not as good as the order 2, 3 or 4 methods in accuracy or speed. On the other hand, we note that the order 3 and 4 recursive Taylor methods are not always at least as accurate as the order 2 method (see Example 4), or as efficient (see Example 2) . While it is clear that the order 1 method can be rejected on grounds of poor performance, choice amongst the higher order methods is less clear-cut. Unsurprisingly, in most cases, using higher-order recursive Taylor methods leads to fewer recursive
