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Abstract
The classical stochastic calculus of semimartingales is generalized to semimartin-
gales in polyhedra. The main tool is a local Itoˆ formula for piecewise smooth
functions which is given in terms of so-called directional local times. As an exam-
ple, Brownian motion on a Riemannian polyhedron is constructed and shown to
be a semimartingale.
In the case of Euclidean polyhedra, the notion of a martingale is discussed, inclu-
ding a kind of Darling’s characterization. In a Euclidean polyhedron of nonpositive
curvature, this is shown to be also equivalent to the notion of a strong martingale.
The latter is based on the concept of iterated nonlinear conditional expectations
and leads to a rich theory of strong martingales in general metric spaces of non-
positive curvature. As an application, a broad characterization of harmonic maps
is presented.
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Introduction
The class of Riemannian polyhedra provides a lot of interesting examples in ge-
ometry. For instance, they appear naturally as limits of Riemannian manifolds or
in the theory of Bruhat-Tits buildings.
Riemannian polyhedra are extremely useful for generalizing concepts of Rieman-
nian geometry towards singular spaces. On one hand, they are sufficiently regular
(at least on a considerably large set), so one can use many analytic tools. On the
other hand, the presence of singularities allows one to easily construct spaces with
properties that do not appear in smooth differential geometry. For example, the
k−star (or k−pod) has infinite negative curvature at its origin. In chapter 1 we
study local structures in polyhedra, were we try to show the parallels to classical
differential geometry. Furthermore, we study the regularity of geodesics in a Rie-
mannian polyhedron in detail.
For a probabilist who works on Riemannian geometry, one of the central tools
is the theory of semimartngales and stochastic calculus, in particular Itoˆ’s for-
mula. So for analogous results in polyhedra, one should generalize the stochastic
calculus to that setting. Picard has developed a stochastic calculus in trees, i.e.
in one-dimensional Euclidean polyhedra, cf. [Pic05]. The crucial technique here is
the theory of local times for real-valued semimartingales.
In chapter 2 we extend this technique to general polyhedra. The central result is
a local Itoˆ formula, cf. Theorem 2.1.13. For a semimartingale X and piecewise
smooth function f , the semimartingale decomposition of f(X) consists of three
parts: The first two terms are the same as in the classical Itoˆ formula, namely
the Itoˆ integral and the quadratic variation term. The third part is a process of
bounded variation and is given in terms of the directional local times. These are
nondecreasing processes that describe the behavior of X at a singularity S (i.e. at
a simplex of the triangulation).
With the help of the local Itoˆ formula, one can define stochastic integrals in an
analogous way as in manifolds (cf. [E´me89]), as we show in sections 2.2 and 2.3.
Moreover, it is shown that the discretized squared increments of a semimartingale
converge to the quadratic variation. Such an approximation result can be regarded
as a direct link between the stochastic calculus (which is given in terms of the dif-
ferentiable structure) and the language of metric spaces.
Clearly, the main example of a semimartingale should be Brownian motion. But
so far there were only very few partial approaches towards Brownian motion in
a Riemannian polyhedron, and so we study this process in great detail. We de-
fine Brownian motion to be the process that is associated to the canonical energy
and then show that this is a strong Feller diffusion, in particular defined for every
starting point. Then we relate this theory to the theory of harmonic functions in
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[EF01]. At last it is shown that Brownian motion is indeed a semimartingale.
Actually, the initiating question for this work was if one can define a reasonable
theory of martingales in metric spaces that are more general than Riemannian
manifolds. So chapter 3 and chapter 4 are concerned with this question.
Our approach is to look at three characterizations of martingales in Euclidean
space that may serve as definitions in more general metric spaces: First, one may
use Darling’s characterization. Namely, one can call a process in a metric space
M a local martingale if ϕ(X) is a local submartingale for a certain set of convex
test function ϕ :M → R (to be precise, one should use a localized version of this).
This definition is very simple and can be applied to arbitrary geodesic spaces in
which there is a notion of convex functions. But as simple it is to write down the
definition, as hard it is to derive reasonable results from it.
The second approach is to use stochastic calculus, i.e. to find a suitable definition
of a local martingale that extends the notion of a ∇−martingale in Riemannian
manifolds. We will do this in the case of Euclidean polyhedra by formulating a
martingale condition M(S) which is given in terms of the local times at a sim-
plex S. With this condition one can prove a Darling characterization in Euclidean
complexes, cf. Theorem 3.1.5 and Theorem 3.3.4.
The third approach is to define martingales in terms of generalized conditional
expectations. In a certain class of metric spaces (basically spaces of nonpositive
curvature) one can define the notion of barycenter or expectation. From this it is
possible to develop a theory of discretized martingales, cf. [Stu02]. We will define
a strong martingale to be a limit of discretized martingales. Strong martingales
feature useful properties such as non-confluence of martingales.
One of the central results is Theorem 3.4.7, which says that in a Euclidean poly-
hedron of nonpositive Alexandrov curvature all three notions of martingales are
equivalent. As an application of this Theorem, we present a characterization of
harmonic maps h : K → N , where K is a compact Riemannian polyhedron and
N is a Euclidean polyhedron (of arbitrary dimension) of nonpositive curvature
(Theorem 3.5.4), which also includes Ishihara’s characterization.
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Chapter 1
Local structures in Polyhedra
This chapter is devoted to developing a theory for local analysis in (Riemannian)
polyhedra. One aim is to point out the similarities to (Riemannian) manifolds, so
that this theory can be regarded as a generalization of classical differential calcu-
lus in manifolds. Unfortunately, there has been no formalism for local analysis on
polyhedra in literature so far, and so we have to introduce a lot of new notations.
In section 1.1 we start with the model spaces (in analogy to model spaces of man-
ifolds, which are linear spaces), so-called simplicial cone complexes.
In section 1.2 we introduce a piecewise differentiable structure on a polyhedron M
by mapping it locally to a simplicial cone complex (’simplicial chart’) such that we
have local coordinates, and we introduce some vector bundles overM (such as tan-
gent, cotangent and bilinear bundle) as direct generalizations of the corresponding
objects in differential geometry. In this setting, simplicial cone complexes appear
naturally as tangent spaces.
Section 1.3 treats the Riemannian case. Here one can see the limitations of the
quite general concept of Riemannian polyhedra: While in a Riemannian polyhe-
dron one can describe first-order (derivative) phenomena quite well, the singular-
ities cause difficulties if one wants to define objects of second order calculus such
as the Hessian, cf. section 1.3.2.
A Riemannian polyhedron becomes a complete geodesic space when equipped with
the intrinsic distance associated to the Riemannian tensor, just as in the classical
case of Riemannian manifolds. We study these metric structures in section 1.3.3.
If one investigates the properties of geodesics (such as smoothness), the second
order calculus causes trouble again and makes a general investigation of regularity
of geodesics a tedious business. However, one can show the existence of a ’general-
ized inverse exponential map’ (which is an important link between differential and
metric structure) and show some Taylor-like expansion of this map, cf. Proposition
1.3.17.
In section 1.4, we treat the simpler case of Euclidean polyhedra and study some
5
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properties of convex functions that are defined on such spaces.
1.1 Simplicial cone complexes
In this section we will introduce the class of simplicial cone complexes. A simplicial
cone complex can be regarded as a special case of a simplicial complex, namely it
is a space that is obtained by gluing together simplicial cones at their boundaries
via linear isomorphisms.
Simplicial cone complexes are worth studying because of two reasons: First, in
comparison to simplicial complexes, the notations (that are quite complicated any-
way) are simpler, and second, they serve as model spaces for simplicial complexes
in the sense that every simplicial complex is locally equivalent to a simplicial cone
complex (cf. Proposition 1.2.4).
1.1.1 Preliminaries
Definition 1.1.1 (i) Let V be anN−dimensional real vector space. An n−dimensional
simplicial cone S with origin 0 ∈ V is a closed convex cone spanned by n linearly
independent vectors u1, . . . un. Namely,
S =
{
n∑
i=1
νiui : ν
i ≥ 0
}
(1.1)
Such a set of spanning vectors is called a scaffold of S. By definition, the 0−dimensional
cone is the set {0} and scaff({0}) = ∅.
A face of S is a simplicial cone that is spanned by a subset of scaff(S).
(ii) A simplicial cone complex in V is a subset M ⊂ V together with a finite
collection S = S(M) of simplicial cones
• M = ⋃S∈S(M) S
• If S ∈ S(M) and T is a face of S, then T ∈ S(M).
• If S, S˜ ∈ S(M), then S ∩ S˜ is a face of both S and S˜.
S is called triangulation of M . A scaffold of M is a set scaff(M) of vectors in M
such that for all S ∈ S(M), scaff(M) ∩ S is a scaffold of S.
For m ∈ N denote by S(m)(M) the set of all m−dimensional cones of S(M). The
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dimension of M is defined by dimM := max{m : S(m)(M) 6= ∅}. Let 0 ≤ m ≤
dimM . The m−skeleton of M is defined by
M (m) :=
⋃
{S : k ≤ m,S ∈ S(k)(M)}. (1.2)
Remark 1.1.2 (i) Note that by definition, S is always assumed to be a closed
cone. This differs from other literature, but is most suitable to our applications.
(ii) The notation scaff(M) might be somewhat misleading, since there is not
only one scaffold for M . Indeed, if {u1, . . . , um} is a scaffold of S, then so is
{δ1u1, . . . , δmum} for arbitrary δi > 0, i = 1, . . . ,m. However, unless stated other-
wise, we assume that M is equipped with a fixed scaffold and keep the notation.
Besides, in Euclidean complexes (see below) there is a canonical choice of a scaffold
(which then consists of unit vectors).
Figure 1.1: examples of simplicial cone complexes
Example 1.1.3 (i) M = Rn has a ’natural’ triangulation into orthants. Namely,
let {e1 . . . , en} be the standard basis. For A ⊂ {1, . . . , n} and a ∈ {0, 1}A, put
α := (A, a) and
Sα :=
{∑
i∈A
νi(−1)aiei : νi ≥ 0
}
(1.3)
Then {(−1)aiei : i ∈ A} is a scaffold of Sα, the standard scaffold. In particular,
dimSα = |A| and |S(m)| = 2m
(
n
m
)
.
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(ii) A 1−dimensional cone complex is a k−star or k−pod. It is obtained by gluing
together k copies of R+ at 0. A k−pod has a ’natural’ symmetric embedding into
R2 ∼= C. Namely, let uj := ei jn , j = 0 . . . , k − 1 (note that here i :=
√−1). Then
M = {ruj : 0 ≤ j ≤ k − 1, r ≥ 0} is a k−pod and every other k−pod can easily
be mapped to M .
(iii) Every simplicial cone complex can be mapped to a a ’cubical cone com-
plex’ M̂ (i.e. a cone complex whose cones are orthants) in the following way:
Let scaff(M) = u1 . . . uN . For S ∈ S(m)(M), let scaff(S) = {uk1 , . . . , ukm}. Let
Ŝ ⊂ Rn be the cone (i.e. the orthant) in RN generated by {ek1 , . . . ekm} and set
M̂ :=
⋃
S∈S(M) Ŝ. The map Φ : ui 7→ ei extends naturally to a simplicial linear
isomorphism Φ : M → M̂ in the sense of Definition 1.1.6. This construction is
closely related to the one in [EF01], Lemma 4.3.
Local coordinates and tangent spaces
Let M be an n−dimensional simplicial cone complex and x ∈ M . Then x lies
in a simplicial cone S ⊂M and hence.
x =
∑
u∈scaff(S)
νuS(x)u
Let now u ∈ scaff(M). Then we define a function νu :M → R+ by
νu(x) :=
{
νuS(x) if {x, u} ⊂ S
0 else
(1.4)
In other words, if x lies in a simplicial cone S that is adjacent to u (hence if
u ∈ scaff(S)), then νu(x) is defined to be the uth coordinate w.r.t. scaff(S). Note
that the cone in which x is contained is not unique, because S is closed and hence
contains its faces. However, νu is well-defined since on the faces of S the coordinate
functions coincide. Thus every x ∈M has a unique representation
x =
∑
u∈scaff(M)
νu(x)u (1.5)
In general, it will be convenient to consider also local coordinates around sub-cones
of M . First we will introduce some more notations that are basically taken from
[EF01] and [BH99].
1.1. Simplicial cone complexes 9
Definition 1.1.4 Let (M,S) be a simplicial cone complex and S ∈ S.
(i) The interior of S is defined by
S◦ =
 ∑
u∈scaff(S)
νuu : νu > 0
 (1.6)
(ii)The star of S, denoted by st(S), is the set of all cones T ∈ S such that
T ∩ S◦ 6= ∅. The star of a point x is defined by st(x) := st(Sx), where Sx is
the unique S ∈ S such that x ∈ S◦. We put St(S) := ⋃T∈st(S) T .
For m ≤ dimM , we define st(m)(S) := st(S) ∩ S(m).
(iii) A neighborhood O ⊂ M is called local at S if O is connected, O ∩ S 6= ∅
and O ⊂ St◦(S)
Remark 1.1.5
(i) If S ∈ S(m), then (1.6) means that S◦ is the interior of S w.r.t. the relative
topology of U , where U ⊂ V is the m−dimensional linear subspace generated by
S.
(ii) We have that M =
⋃˙
S∈SS
◦ (a disjoint union). In particular, for any x ∈ M
there is a unique S ∈ S such that x ∈ S◦.
(iii) Note that he notations st(S) and St(S) differ from the notations in [EF01]
and [BH99].
(iv) Let St◦(S) be the interior of St(S) w.r.t. the topology of M . Then St◦(S) =⋃
T∈st(S) T
◦. Moreover, St◦(S) itself is local at S and hence is the maximal local
neighborhood at S.
Let S ∈ S(m)(M) and x ∈ S◦. Then x has a neighborhood O that is local at S.
Denote Ô := O − x. The tangent space of M at x is defined by
TxM := {λy : y ∈ Ô, λ ≥ 0}
TxM does not depend on the choice of x ∈ S◦, i.e. if x˜ ∈ S◦, too, then TxM = Tx˜M .
Moreover, TxM has the following structure: Let U be the vector space generated
by S (i.e., spanned by scaff(S)) and let U⊥ be a linear complement of U , i.e
V = U ⊕ U⊥. Then ⊥S := TxM ∩ U⊥ is an (n−m)−dimensional simplicial cone
complex and
TxM = U ⊕⊥S. (1.7)
Consequently, every y ∈ O has a unique representation
y = y> + y⊥ =
∑
u∈scaff(S)
νu(y)u+
∑
u∈scaff(⊥S)
νu(y)u. (1.8)
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⊥S
Figure 1.2: the transversal part
We call y> the tangential part of y, and y⊥ the transversal part of y. Note that
(1.5) is a special case of (1.8), regarding {0} as a 0-dimensional cone of M .
Let O be local at S and let f : O → R be a function. Then we can decompose
into a tangential and a transversal part, i.e. we can write f = f> + f⊥, where
f>(y) := f(y>) and f⊥ := f − f> (1.9)
Definition 1.1.6 (i) Let (M,S) be an n−dimensional simplicial cone complex.
A function f : M → R is called piecewise smooth (affine) if f|S is the restriction
of a smooth (affine) function to S for all S ∈ S(M). f is called piecewise linear
if it is piecewise affine and f(0) = 0.
(ii) Let (M˜, S˜) be another simplicial cone complex. A map f : M → M˜ is called
simplicial if f(S) ∈ S˜ for all S ∈ S.
Note that since S ∈ S(M) is a closed simplex, if a piecewise smooth function f is
well-defined, it is automatically continuous.
The next Lemma is trivial, but very useful:
Lemma 1.1.7 Let f :M → R be piecewise linear. Then
f =
∑
u∈scaff(M)
f(u)νu
1.1. Simplicial cone complexes 11
1.1.2 Extending functions
In many applications in the sequel we will be faced with the following problem:
Given a sub-cone-complex L ⊂ M and a piecewise smooth function f : L → R.
Then we need a piecewise smooth extension f˜ :M → R such that f˜|L ≡ f . There
are many extensions of this type. However, we will present a special extension
procedure.
Example 1.1.8 1) We first show how to extend a piecewise smooth function that
is defined on the boundary of a simplicial cone to the whole cone. Let S be a
k−dimensional simplicial cone with a fixed scaffold. Then every x ∈ S has a unique
representation x =
∑
u∈scaff(S) ν
u(x)u. If we set Su := {x ∈ S : νu(x) = 0} for
u ∈ scaff(S), then Su is a k−1−dimensional simplicial cone and ∂S =
⋃
u∈scaff(S) Su.
Let piu : S → Su, be the projection onto Su, i.e. piu(x) =
∑
v 6=u ν
v(x)v. Moreover,
for ∅ 6= A = {u1, . . . ui} ⊂ scaff(S), we define
piA := piui ◦ · · · ◦ piu1 .
This is well-defined since piu ◦ piv = piv ◦ piu for all u, v ∈ scaff(S).
Let now f : ∂S → R. We define a function f˜ : S → R by
f˜(x) :=
∑
A∈P∗(scaff(S))
(−1)|A|+1f(piA(x)) (1.10)
where for an arbitrary set E, P∗(E) denotes the collection of all non-empty subsets
of E. Then f˜|∂S = f by Lemma 1.1.9. Moreover, if f is piecewise smooth, then f˜
is smooth.
2) Let now L be an n−dimensional simplicial cone complex, let K ⊂ L be a
sub-complex and f : K → R piecewise smooth. Fix a scaffold of L. First assume
that f(0) = 0. We set f˜|K := f . For x ∈ L \K we will define f˜(x) by induction
on the dimension of S where S ∈ S(L) is the unique simplex such that x ∈ S◦,
as follows: First put f˜(x) := 0 for all x ∈ S◦ where S ∈ S(1)(L \ K). Let now
2 ≤ k ≤ n and assume that f˜(x) is already defined for all x ∈ ⋃S(k−1)(L). By
(1.10), we can define f˜(x) for all x ∈ ⋃S(k)(L) and so on. At last, if f(0) = c 6= 0,
then we put f˜ := ˜(f − c) + c.
This extension has the following properties: If f is piecewise affine (linear), then
so is f˜ . Moreover, if ∂uf(0) for all u ∈ scaffM , then ∂˜vf˜ = 0 for all v ∈ V , where
∂˜vf˜ is defined in (2.4).
Lemma 1.1.9 In the situation of Example 1.1.8 1), f˜|∂S = f .
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Proof : For an arbitrary set E and e ∈ E, we have the decomposition
P∗(E) = P∗(E \ {e}) ∪ {A ∈ P∗(E) : e ∈ A,A 6= {e}} ∪ {{e}}.
Indeed, the map θe : A 7→ A ∪ {e} is a bijection from the first to the second set
and for all A ∈ P∗(E \ {e}) we have |θe(A)| = |A| + 1 (of course, the latter holds
provided E is finite). Thus for any u ∈ scaff(S), we can rewrite (1.10) as
f˜(x) = f(piu(x)) +
∑
A∈P∗(scaff(C)\{u})
(−1)|A|+1[f(piA(x))− f(piA(piu(x)))]
Let now x ∈ ∂S, so x = piu(x) for some u ∈ scaff(S). Then the last sum cancels
out and so f˜(x) = f(piu(x)) = f(x). 
Figure 1.3: extension of a function from a simplex
Cutting and extending
Now we consider a very useful special case, namely when the subcomplex from
which we extend a function is a simplex T ∈ S(M) (cf. figure 1.3). Let f :M → R
and let T ∈ S(M). Then T can be regarded as a sub-complex of M . Let fT be
the extension of f|T to M described in Example 1.1.8. Can we recover f as the
sum of all fT ?. The answer is given in the following
Lemma 1.1.10 There are integer numbers (aT )T∈S(M) such that for all functions
f :M → R,
f =
∑
T∈S(M)
aTfT (1.11)
Moreover, the coefficients can be chosen such that aT = 1 for all T ∈ S(n)(M).
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Proof : We will prove the Lemma by induction on n = dimM . Without loss of
generality we may assume that f(0) = 0. For n = 1, M is a star and we have
f =
∑
T∈S(1)(M) fT .
Assume now that the Lemma is proved for all cone complexes whose dimension
is strictly less than n. Again we assume that f(0) = 0. Consider M (n−1), the
(n−1)−skeleton ofM . Let f˜ be the extension of f|M(n−1) fromM (n−1) toM and put
g := f− f˜ . Then g|M(n−1) ≡ 0 and hence g =
∑
S∈S(n)(M) gS =
∑
S∈S(n)(M)(fS− f˜S).
By induction hypothesis, we can write f|M(n−1) =
∑
T∈S(M(n−1)) a
(n−1)
T fT (where
here fT is the ’cut and extend’ function inM
(n−1)). Thus f˜ =
∑
T∈S(M(n−1)) a
(n−1)
T fT
(now fT is the ’cut and extend’ function in M). Moreover, for all S ∈ S(n)(M)
and all T ∈ S(M (n−1)) with S /∈ st(T ) we have (fT )S ≡ 0 and hence
f˜S =
∑
T∈S(M(n−1))
a
(n−1)
T (fT )S =
∑
T∈S(M(n−1))
S∈st(T )
a
(n−1)
T fT .
Consquently,
f = g + f˜ =
∑
S∈S(n)(M)
(fS − f˜S) +
∑
T∈S(M(n−1))
a
(n−1)
T fT
=
∑
S∈S(n)(M)
fS +
∑
T∈S(M(n−1))
a
(n−1)
T
(
1− |st(n)(T )|) fT
Thus the Lemma is proved. 
1.2 Differentiable structures in Polyhedra
After treating the special case of simplicial cone complexes, we will now come to
the class of simplicial complexes, or slightly more general, the class of polyhedra.
In the first part we will discuss the piecewise differentiable structure of polyhedra
as a generalization of differentiable manifolds. In particular, we will introduce
notions of the bundle of tangent spaces or (bi)linear functions and their sections,
namely vector fields and forms.
In the second part, we treat the case of Riemannian polyhedra, which are geomet-
ric objects.
Let us start with the notion of a simplicial complex, which is defined analogously
to a cone complexe with cones replaced by simplices:
Definition 1.2.1 (i) Let V be anN−dimensional real vector space. An n−dimensional
simplex in V is the convex hull of n+ 1 affinely independent vectors.
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(ii) A (locally finite) simplicial complex in V is a subset M ⊂ V together with a
finite collection S = S(M) of closed subsets of M such that
• M = ⋃S∈S(M) S
• S is a simplex for all S ∈ S(M)
• If S ∈ S(M), and F is a face of S, then F ∈ S(M).
• If S, S˜ ∈ S(M) and S ∩ S˜ 6= ∅, then S ∩ S˜ is a face of both S and S˜.
We will also assume in the sequel that M is dimensionally homogeneous, i.e. for
all S ∈ S(M), S is the face of an n−dimensional simplex.
A survey on simplicial complexes is given in [EF01] or [BH99].
Definition 1.2.2 A polyhedron is a topological space M together with a home-
omorphism θ : M → M˜ , where M˜ ⊂ V is a simplicial complex. θ is called a
triangulation of M . The set of simplices of M defined by
S(M) := {θ−1(S) : S ∈ S(M˜)} (1.12)
The boundary of M , denoted by ∂M , is the union of all non-maximal simplices
that are contained in only one maximal simplex. The interior of M is defined by
M◦ :=M \ ∂M .
Definition 1.2.3 Let M be a separable topological Hausdorff space. A (piecewise
smooth) n− dimensional simplicial atlas is a family of homeomorphisms ξα : Oα →
Ôα (α ∈ A, A some index set) such that
• Ôα is a connected open neighborhood in some finite n−dimensional simplicial
cone complex.
• M = ⋃αOα
• For α, β ∈ A such that Oα ∩ Oβ 6= ∅, ξβ ◦ ξ−1α : Ôαβ → Ôβα is a simplicial
diffeomorphism, where Ôαβ := ξα(Oα ∩Oβ) and Ôβα is defined similarly.
ξα is called a simplicial chart.
So if M is equipped with an n−dimensional simplicial atlas, M could be called
an n−dimensional simplicial manifold. In particular, every simplicial complex is
a simplicial manifold as stated in the following
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Proposition 1.2.4 Let M be an n−dimensionally homogeneous simplicial com-
plex. Then for all S ∈ S(M) and all x ∈ S◦ there is a chart ξ : O → Ô which
is local at S (i.e. O is local at S) such that the chart changes are piecewise affine
isomorphisms. If S ∈ S(m), then by translation Ô can be regarded as a neighbor-
hood of 0 in U ⊕⊥S, where U is an m−dimensional linear subspace and ⊥S is an
(n−m)−dimensionally homogeneous simplicial cone complex.
Proof : In [EF01], Lemma 4.3, there is constructed explicitly a simplicial chart
from a neighborhood that is local at a corner into the standard orthant. If more
generally x ∈ S◦ where S ∈ S(m)(M), denote by U the linear subspace generated
by S and choose a linear complement U⊥. Then ⊥S+x =M∩(U⊥+x) is locally a
simplicial cone complex (in order to be precise, we should define ⊥S = {λ(y−x) :
λ ≥ 0, y ∈ O∩ (U⊥+x)}). Moreover, since M is dimensionally homogeneous, it is
(n−m)−dimensionally homogeneous and M ∼= U ⊕⊥S, locally around x, where
this identification is just a translation. This neighborhood can now be translated
onto a neighborhood in an n−dimensionally homogeneous simplicial cone complex.

Remark 1.2.5 If M˜ is a polyhedron with a triangulation θ : M˜ → M , then
ξ˜ := ξ ◦ θ is a chart for M˜ (with the corresponding neighborhood O˜). So M˜ re-
ceives its piecewise differentiable structure from M through θ.
In our sense, a polyhedron is identified with its image under the homeomorphism
θ, which is a simplicial complex. This is a very general concept. For instance,
in the setting of smooth manifolds, the surface of the unit cube carries a smooth
differentiable structure because it can be mapped homeomorphically to the two-
dimensional unit sphere. Clearly, one often a priori has a natural piecewise dif-
ferentiable structure, as e.g. when a polyhedron is obtained by gluing together
smooth manifolds. In this case, the homeomorphism θ should be chosen to be a
simplicial diffeomorphism.
For x ∈M , the tangent space TxM can now be defined in the spirit of differentiable
manifolds in several ways (cf. e.g. [BJ73]). One can also define TxM directly
via charts (with suitable equivalence relations). We will skip the details of the
construction. However, for x ∈ S◦ ∈ S(m)(M) , TxM is of the form
TxM = TxS ⊕⊥xS (1.13)
where TxS is a m−dimensional vector space and ⊥xS is an (n−m)−dimensional
simplicial cone complex. More precisely, let ξ : O → Ô be a chart local at S.
Let Tξ(x)M̂ = Û ⊕ ⊥Ŝ according to (1.7) (so we assume that there was made a
choice of a linear complement for all Ŝ ∈ S(M)). If we put TxS := dξ−1ξ(x)(Û) and
⊥xS := dξ−1ξ(x)(⊥Ŝ), then dξ−1ξ(x) is a simplicial linear isomorphism from Tξ(x)M̂ to
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TxM .
Denote by TM :=
⋃
x∈M TxM the tangent bundle over M with natural projection
pi : TM → M . A vector field is a section of TM , i.e. a map F : M → TM with
pi ◦ F = Id. The set of all vector fields is denoted by Γ(TM).
Denote by T ∗xM the set of all piecewise linear functions on TxM and put T
∗M :=⋃
x∈M T
∗
xM (the bundle of linear functions). A linear form is a section of T
∗M .
A piecewise bilinear function on TxM is a function
b :
⋃
C∈C(⊥xS)
(TxS ⊕ C)× (TxS ⊕ C)
such that for all C ∈ C(⊥xS), b|(TxS⊕ C)×(TxS⊕ C) is a bilinear function. The vector
space of all piecewise bilinear functions on TxM is denoted by T
∗
xM ⊗ T ∗xM and
the bundle of piecewise bilinear functions by T ∗M ⊗ T ∗M . A bilinear form is an
element of Γ(T ∗M ⊗ T ∗M), the set of all sections of T ∗M ⊗ T ∗M .
We denote by C∞(M) the set of all piecewise smooth functions on M (and ac-
cordingly, by C∞c (M) the set of functions in C∞(M) with compact support and
by C∞0 (M) the set of functions in C∞(M) that vanish at infinity. A linear form is
called piecewise smooth if for all S ∈ S(M), α|T ∗S is the restriction of a smooth lin-
ear form to S. Likewise, b ∈ Γ(T ∗M⊗T ∗M) is called piecewise smooth if b|T ∗S⊗T ∗S
is the restriction of a smooth bilinear form to S.
Local Coordinates
Let S ∈ S(M) and let ξ : O → Ô be a simplicial chart that is local at S. Put
xˆ := ξ(x). Due to (1.8), for x ∈ O we can write
xˆ = xˆ> + xˆ⊥ =
∑
u∈scaff(Ŝ)
xˆu +
∑
u∈scaff(⊥Ŝ)
xˆu (1.14)
with xˆu := ν̂u ◦ ξ and ν̂u : Ô → R defined by (1.8). Then xˆu is piecewise smooth
on O and hence ∂xˆu = ∂(ν̂u ◦ ξ) is a piecewise smooth linear form on O.
To the chart ξ : x 7→ xˆ we can associate a ’frame’ of vector fields as follows: For
u ∈ scaff(Ŝ) set
∂
∂xˆu
(x) := dξ−1xˆ (u) ∈ TxM (1.15)
and for u ∈ scaff(⊥Ŝ) set
∂
∂xˆu
(x) :=
{
dξ−1xˆ (u) if xˆ
⊥ ∈ St(u)
0 else
(1.16)
Note that (at least for u ∈ scaff(⊥Ŝ)) ∂
∂ξu
is not continuous. However, these vector
fields are useful for a local representation of forms. Namely, for b ∈ Γ(T ∗M⊗T ∗M)
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we have
b =
∑
u,v∈scaff(Ŝ)∪scaff(⊥Ŝ)
buv∂xˆu ⊗ ∂xˆv (1.17)
with
buv(x) :=
{
bx(
∂
∂xˆu
(x), ∂
∂xˆv
(x)) if x ∼ u and x ∼ v
arbitrary else
(1.18)
where by definition, x ∼ u either if u ∈ scaff(Ŝ) or if u ∈ scaff(⊥Ŝ) and xˆ⊥ ∈ St(u).
Note that if x  v, then ∂
∂xˆu
(x) = 0 and hence buv can indeed be defined arbitrarily
if x  u or x  v.
For instance, one can extend buv from Kuv := {x ∈ O : x ∼ u and x ∼ v} (which
is a neighborhood in a simplicial cone complex) to a piecewise smooth function on
O as in Example 1.1.8.
In many situations, we will only be interested in the tangential part of a bilinear
form. Namely, let ξ : O → Ô be a chart that is local at S ∈ S and let x ∈ O. For
w =
∑
u∈scaff(Ŝ)∪scaff(⊥Ŝ)w
u ∂
∂xˆu
∈ TxM , set
w> =
∑
u∈scaff(Ŝ)
wu
∂
∂xˆu
(1.19)
Thus we get a decomposition TxM = TxM
> ⊕ TxM⊥. Now we can define
b>x (w, w˜) := b(w
>, w˜>) =
∑
u,v∈scaff(Ŝ)
buv∂xˆu ⊗ ∂xˆv(w, w˜). (1.20)
Likewise, for a linear form α ∈ Γ(T ∗M) we can write
α = α> + α⊥ =
∑
u∈scaff(Ŝ)
αu∂xˆu +
∑
u∈scaff(⊥Ŝ)
αu∂xˆu, (1.21)
where
αu(x) :=
{
αx(
∂
∂ξu
(x)) if x ∼ u
arbitrary else
(1.22)
and clearly, if α is piecewise smooth, the αu can be extended to piecewise smooth
functions.
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1.3 Riemannian polyhedra
1.3.1 Preliminaries
Definition 1.3.1 A (piecewise smooth) Riemannian polyhedron is a polyhedron
(M, θ) together with a piecewise smooth positive definite symmetric bilinear form
g ∈ Γ(T ∗M ⊗ T ∗M).
In other words, for all S ∈ S(m)(M), (S, g|S) is a closed subset of anm−dimensional
smooth Riemannian manifold (S˜, gS˜). The fact that g is a bilinear form on M
means that if S1 is a face of S2, then g
S˜2
|TS1 ≡ gS˜1|TS1 (i.e. for all x ∈ S1 and all
u, v ∈ TxS1, gS˜2x (u, v) = gS˜1x (u, v)). So a Riemannian polyhedron can be obtained
by gluing together n−dimensional Riemannian simplices along the faces via isome-
tries.
There are lots of examples of Riemannian polyhedra, cf. e.g. [EF01] or [BH99].
Example 1.3.2 (i) The simplest Riemannian complexes are Euclidean complexes,
i.e. every simplex endowed with a Euclidean metric, cf. the section below on Eu-
clidean cone complexes.
(ii) The next general class consists of Mκ−simplicial complexes. These are Rie-
mannian simplicial complexes such that any simplex is endowed with a met-
ric of constant curvature κ, cf. [BH99]. In other words, an n−dimensional
Mκ−simplicial complex is obtained by gluing together geodesic simplices in Mnκ,
the n−dimensional model space of constant curvature κ.
(iii) Every paracompact Riemannian manifold (with or without boundary) is a
Riemannian polyhedron, i.e. it has a triangulation (cf. [Whi40] for a C1−version).
(iv) An orbifold is a Riemannian polyhedron, cf. [EF01], Examples 8.12. and 8.13.
Let x ∈ S◦ for S ∈ S(m). Recall from (1.13) that TxM is of the form
TxM = TxS ⊕⊥xS (1.23)
where TxS is an m−dimensional vector space and ⊥xS is an (n−m)−dimensional
cone complex. While in the situation of (1.13), ⊥xS depended on the choice of
a linear complement (and the chart), we now have a canonical choice of ⊥xS ,
namely the orthogonal complement of TxS w.r.t. gx: Set
⊥xS := (TxS)⊥ := {v ∈ TxM : gx(u, v) = 0 (∀u ∈ TxS)}. (1.24)
Then ⊥xS is a simplicial cone complex and (1.23) holds. More precisely, there is
a unique orthogonal projection piS : TxM → S, defined by gx(v − piS(v), u) = 0 for
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all u ∈ TxS and v ∈ TxM , cf. section 1.4. Put v> := piS(v) and v⊥ := v − piS(v).
Then v⊥ ∈ ⊥xS.
Note that since ⊥xS is a Euclidean simplicial cone complex, there is a canoni-
cal scaffold , namely the unique scaffold of ⊥xS that consists of unit vectors. Let
scaff(⊥xS) = {u1(x), . . . uk(x)}. Keeping the right enumeration, we obtain smooth
vector fields ui ∈ Γ(⊥S), i = 1, . . . k. This set of vector fields is denoted by
scaff(⊥S). To scaff(⊥S) we associate piecewise smooth linear forms νu ∈ Γ(⊥∗S),
defined by νu : ⊥xS 3 v 7→
∑
νux (v)u(x).
Since we have this orthogonal decomposition on the level of tangent spaces, we
may use it to define a sort of normal coordinates. By this we mean a simplicial
chart whose derivative respects (1.23).
Lemma 1.3.3 (Normal chart) Let S ∈ S. For any x0 ∈ S◦, there is a sim-
plicial chart ξ := O → Ô ⊂ Ŝ ⊕ ⊥Ŝ around x0 with the property that for all
u ∈ scaff(⊥S) there is a uˆ ∈ scaff(⊥Ŝ) such that for all x ∈ O∩S, ∂ξx(u(x)) ≡ uˆ,
where scaff(⊥Ŝ) is a fixed scaffold of ⊥Ŝ. In particular, (∂ξx)−1(⊥Ŝ) = ⊥xS.
Proof : Let θ := O → O˜ be a simplicial chart local at S. For x ∈ O ∩ S,
put Θx(y) := (∂θx)
−1(θ(y) − θ(x)) ∈ TxM . As a consequence of the implicit
function theorem, for all y ∈ O, there is a unique pi(y) = piS(y) ∈ S such that
Θpi(y)(y) ∈ ⊥pi(y)S (of course, O should be made smaller if necessary). Set
ρu(y) := νu(Θpi(y)(y)) (1.25)
Then ρu is piecewise smooth, ρu|S∩O ≡ 0 and hence ∂ρux = νux for all x ∈ S ∩ O.
Thus ξ : O → Ô does the job, where
ξ(y) := θ(pi(y)) +
∑
u∈scaff(⊥S)
ρu(y)uˆ (1.26)
and Ô := ξ(O). 
Remark 1.3.4 (i) If M is a manifold and S a submanifold, then in the proof of
Lemma 1.3.3 one usually takes Θx(y) := exp
−1(y). This cannot be done in general
polyhedra because exp does not respect the triangulation in general. Even more,
exp might not be a simplicial diffeomorphism.
(ii) If especially S ∈ S(n−1)(M), then ⊥C is a one-dimensional cone complex. Thus
by Example 1.1.3 (ii) we can assume that ⊥C ⊂ R2 is the symmetric k−pod for
some k ∈ N.
(iii) For S ∈ S(n−1)(M) one also has special normal coordinates at S. Namely,
let ξ1, . . . , ξn−1 be coordinates on S◦. Then extend these to functions on a local
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neighborhood O to be constant on geodesics that intersect S normally. For any
T ∈ S(n) and y ∈ T ∩O let ξnT (y) := d(S, y) if y ∈ O∩T and ξnT (y) := 0 if y ∈ O\T .
Then ξ is a simplicial chart and we have 〈 ∂
∂xˆi
, ∂
∂xˆnT
〉 ≡ 0.
We conclude this section with another important object: The Link:
Definition 1.3.5 Let (M, g) be a Riemannian polyhedron and let x ∈ M . The
link of x in M is defined by
LkxM := {v ∈ TxM : gx(v, v) = 1} (1.27)
Regarding LkxM as a subset of the Euclidean cone complex (TxM, gx), the induced
Riemannian tensor makes LkxM an (n − 1)−dimensional spherical polyhedron.
More precisely, assume that TxS has a triangulation into a simplicial cone complex,
so TxM = TxS ⊕⊥xS is a simplicial cone complex whose set of simplicial cones is
denoted by S(TxM). Then for all C ∈ S(m)(TxM), C˜ := {v ∈ C : gx(v, v) = 1} is
an (m− 1)−dimensional spherical simplex (as a subset of a Euclidean sphere) and
LkxM =
⋃
C∈S(M) C˜. Let u1, . . . , uk be a scaffold of TxS consisting of unit vectors.
Together with the canonical scaffold of unit vectors for ⊥xS defined above, we get
a scaffold for the whole TxM , which is equal to the set of corners of LkxM .
At last, (TxM, gx) is isometric to C0(LkxM), the Euclidean cone over LkxM , cf.
Proposition 1.4.4 and also [BH99].
1.3.2 Christoffel symbols and Hessian
Let S ∈ S(m)(M) and let T ∈ st(n)(S). Then S is an m−dimensional Riemannian
submanifold (with corners) of T . Since S is a Riemannian manifold itself, we have
the intrinsic Levi-Civita-connection ∇S on S. The relation between ∇S and ∇T
(the Levi-Civita-connection on T ) is the following:
∇SYX = (∇TYX)> := piS(∇TYX), X, Y ∈ Γ(TS), (1.28)
where for x ∈ S◦, piS : TxM → TxS denotes the orthogonal projection1 onto TxS,
cf. [Jos02], Theorem 3.6.1.
Let us study the local description of the Levi-Civita-connections, namely the
Christoffel symbols. Can one define Christoffel symbols on a face S ∈ S(m)? The
answer is: ’Yes’ for the tangential part and ’No’ for the normal part. In general, if
T, T˜ ∈ st(n)(S), then the Christoffel symbols coming from T and T˜ do not coincide
on S. However, in normal coordinates, the tangential parts coincide, as we will
1Note that for v ∈ TxM , the notation v> is also used in terms of a local chart, cf. (1.47), so
this could be ambiguous here. However, if we choose our chart to be normal at S, both notations
coincide.
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show now:
Let ξ : O → Ô be a normal coordinate system at S. Again, we will restrict our
attention to T and the submanifold S. On S we have two kinds of Christoffel
symbols: Γwuv(S), u, v, w ∈ scaff(S) and Γwuv(T ), u, v, w ∈ scaff(S)∪ scaff(⊥S). The
former belong to ∇S, the latter to ∇T . Since the coordinates are normal at S, it
follows from (1.28) that
Γwuv(S) = Γ
w
uv(T ) (∀u, v, w ∈ scaff(S)). (1.29)
So the ’tangential’ Christoffel symbols w.r.t. normal coordinates are well-defined
on S.
Remark 1.3.6 One has to be careful: The tangential Christoffel symbols may
not be well-defined outside of S, since the chart ξ is no longer normal at other
simplices in general.
Let us now come to the Hessian. On a smooth Riemannian manifold (M, g), the
Hessian of a smooth function f is the bilinear form on M defined by
Hessfx(u, v) = gx(∇u∇f(x), v) u, v ∈ TxM (1.30)
where F := ∇f is the gradient of f and ∇vF is the covariant derivative (coming
from the Levi-Civita-connection of g) of the vector field F in direction v.
Let now f : M → R be a piecewise smooth function and let x ∈ S◦ for some
S ∈ S. If S ∈ S(n), then the definition of Hessfx is clear by (1.30). But if S ∈ S(m)
for some m < n, then the situation is more complicated. For instance, let x ∈ S◦.
Every T ∈ st(n)(S) induces a Hessian on TxS ⊂ TxT , but they may not coincide
(cf. Remark 1.3.8). However, (S, g|T ∗S⊗T ∗S) is a Riemannian manifold itself (as
above, it is a closed subset of an m−dimensional smooth Riemannian manifold
(S˜, gS˜)) and so for u, v ∈ TxS we define (Hessfx)>(u, v) := HessS˜x(u, v), being the
Hessian of f at x w.r.t. gS˜. In terms of a local chart we have
(Hessfx)
> =
∑
u,v∈scaff(S)
∂uvfˆ(xˆ)− ∑
w∈scaff(S)
Γwuv(x)∂wfˆ(xˆ)
 (∂xˆu ⊗ ∂xˆv)x (1.31)
where Γwuv are the Christoffel symbols of the Levi-Civita-connection for g
S˜ w.r.t.
the chart ξ : O ∩ S → Ô ∩ Ŝ.
Remark 1.3.7 Note that we have defined only the tangential part of the Hessian.
This is enough for our purposes, since the stochastic integral of a bilinear form
only sees the tangential part, cf. (2.34). If one wants a bilinear form one the whole
TxM , one can for example extend (Hessfx)
> to be 0 on the orthogonal (w.r.t. g)
complement of TxS.
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Remark 1.3.8 In general, Hessf is not piecewise smooth, not even continuous.
The same holds for the Christoffel symbols Γwuv. This is due to the fact that on a
face S1 ⊂ S2, HessS1|TS1 and HessS2|TS1 may not coincide. In general we have
HessS2fx = Hess
S1fx +
∑
w∈scaff(⊥S1)
∂wf(x)l
w
x (1.32)
where for w ∈ ⊥xS1 and u, v ∈ TxS1
lwx (u, v) := l
w
x (S1, S2)(u, v) := pi
S1(∇S2u w) (1.33)
is the second fundamental form2 at x of the submanifold S1 ⊂ S2 in direction w
(which is orthogonal to S1), cf. [Jos02], Definition 3.6.2. Thus Hessf
> is piecewise
smooth for all piecewise smooth functions f if and only if the second fundamental
form vanishes, i.e. if and only if for any simplex S2 ∈ S(M) and any face S1, S1
is a totally geodesic submanifold of S2 (cf. [Jos02], Theorem 3.6.3), as e.g. in the
case where M is an Mκ−simplicial complex.
Let now S1 ⊂ S2 ⊂ S3 ∈ S such that S1 is a face of S2 and S2 is a face of
S3. Let u, v ∈ TxS1 and let w ∈ ⊥xS1 ∩ TxS2. It follows from (1.28) and (1.33)
that lwx (S1, S2)(u, v) = l
w
x (S1, S3)(u, v). In particular, if w ∈ scaff(⊥xS1), then
lwx = l
w
x (S1,M) is a well-defined symmetric bilinear form. Thus we may define
Hessf>x := Hessf
>
x +
∑
w∈scaff(⊥xS)
∂wf(x)l
w
x (1.34)
1.3.3 Metric structures and geodesics
LetM be a polyhedron. There are several ways to define a distance onM . We have
already seen the easiest way: Assume thatM is a simplicial complex embedded into
a vector space V . Let 〈·, ·〉 be a Euclidean scalar product on V with corresponding
norm | · |. Let d0 be the induced distance on M , i.e. d0(x, y) = |x− y|.
If (M, g) is a Riemannian polyhedron, then the natural way to define an intrinsic
distance d = dg on M is analogous to the case of Riemannian manifolds: For a
Lipschitz continuous curve3 ϕ : [a, b]→M define the length of ϕ by
L(ϕ) := Lg(ϕ) :=
∫ b
a
√
gϕ(τ)(ϕ˙(τ), ϕ˙(τ))dτ. (1.35)
2In order to be precise, one should write piS1(∇S2u W ), where W is a normal vector field with
W (x) = w. But it is known, that this only depends on w, not on the whole vector field W , cf.
[Jos02], Lemma 3.6.1.
3here we use the term Lipschitz w.r.t. to the metric which is induced by the ambient vector
space V . Note that the actual Lipschitz constant depends on the embedding, while the property
of being Lipschitz continuous does not.
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For details we refer to [EF01], section I.4. Now define
dg(x, y) := inf
ϕ(a)=x,ϕ(b)=y
L(ϕ).
Proposition 1.3.9 (M,dg) is a complete geodesic space. The metrics d = dg, and
d0 are locally equivalent. In particular, M is proper
4. Moreover, d is equal to the
Caratheodory distance dCar:
d(x, y) = dCar(x, y) := max{|f(x)− f(y)| : Lip(f) ≤ 1}. (1.36)
Proof : [EF01], Lemma 4.2 and Proposition 4.1, cf. also [BBI01]. Note that in
our setting, M is locally a finite union of closed simplices and therefor complete
w.r.t. d0. 
Remark 1.3.10 Let (M, g) be a Riemannian polyhedron with intrinsic distance
d = dg. If (M˜, d˜) is a metric space and θ : M˜ → M is an isometry, then M˜
becomes a Riemannian polyhedron itself by pulling back the metric tensor g. θ is
then called an isometric triangulation.
Remark 1.3.11 Throughout this section we will use the following notation: For
u, v ∈ TxM set
〈u, v〉x := gx(u, v) and ‖u‖ := ‖u‖x :=
√
gx(u, u). (1.37)
Note that we may regard x and u as vectors in V (where V ⊃ M is an ambient
vector space). We will always assume that V is equipped with a Euclidean scalar
product and by |x| and |v| we mean the norm w.r.t. this fixed scalar product.
As we will see in the sequel, dg can be quite nasty (for instance if one investigates
the regularity of geodesics). So it will be useful to approximate dg locally by a
simpler intrinsic distance, as follows: Let S ∈ S(M), ξ : O → Ô be a simplicial
chart local at S and x0 ∈ S ∩O. Set
g0 :≡ gx0 (1.38)
More precisely, if S˜ ∈ st(x0), denote by U S˜ ⊂ V the linear subspace generated by
S˜5. Then gx0|Tx0 S˜×Tx0 S˜ extends to a Euclidean scalar product g
S˜ on U S˜ ∼= Tx0S˜.
Now for x ∈ O, there is a unique S˜ ∈ st(x0) such that x ∈ S˜◦. So if and
v, w ∈ TxM ∼= U S˜, we set g0(v, w) := gS˜(v, w).
4A metric space (M,d) is called proper if closed balls in M are compact
5due to the chart ξ, we can assume that O is a subset of V
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(O, g0) is a neighborhood in a Euclidean complex. Euclidean complexes are much
better understood than general Riemannian polyhedra, and we will quote some
features of them in section 1.4.
Let ϕ : [a, b]→M be a Lipschitz continuous curve with Lip(ϕ) ≤ 1 and ϕ(a) = x0.
Because g is Lipschitz continuous (say, with Lipschitz constant C), we have
|Lg(ϕ)− Lg0(ϕ)| ≤
∫ b
a
|(g − g0)(ϕ˙(τ), ϕ˙(τ))|dτ
≤ C
∫ b
a
τ |ϕ˙(τ)|dτ ≤ C(b− a)2, (1.39)
and consequently
lim
t↘a
Lg(ϕ|[a,t])
Lg0(ϕ|[a,t])
= 1. (1.40)
In particular, if y ∈ O, we can apply this to γ : [0, t] → O and γ0 : [0, t] → O,
where γ is a geodesic (w.r.t. g) from x0 to y and γ0 is a geodesic (w.r.t. g0) from
x0 to y, in order to find a suitable constant C such that for all y ∈ O,
|dg(x0, y)− dg0(x0, y)| ≤ C|y − x0|2 (1.41)
and consequently
lim
y→x0
dg(x0, y)
dg0(x0, y)
= 1 (1.42)
and
|d2g(x0, y)− d2g0(x0, y)| = |dg(x0, y)− dg0(x0, y)||dg(x0, y) + dg0(x0, y)|
≤ C˜|y − x0|3. (1.43)
Many geometric statements in smooth Riemannian manifolds rely on the fact
that geodesics are smooth and that locally a geodesic connecting two points is
unique and depends smoothly on its endpoints. This is false in general Riemannian
polyhedra. Even in a Riemannian manifold with boundary, geodesics are not
smooth anymore. Consider for instance the Euclidean plane with the unit disc
removed: A geodesic may enter the boundary (i.e. the unit circle), stay in the
boundary some time and then peel into the interior. At the points where the
geodesic switches from the interior to the boundary (and vice versa), it is not C2
anymore. More precisely, the acceleration has a jump at these ’switch points’.
Now we will show that geodesics in a Riemannian polyhedron have one-sided
derivatives in the following sense: We may regard a geodesic γ : [a, b] → M ⊂ V
as a curve in V . Note that the property of having a one-sided derivative in V does
not depend on the choice of the embedding into V .
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Lemma 1.3.12 Let γ : [a, b] → M be a geodesic. Then the right-hand derivative
γ˙(a+) := lims↘a(s− a)−1(γ(s)− γ(a)) exists and ‖γ˙(a+)‖ = 1.
Proof : 1. We may assume that a = 0. Let γ(0) ∈ S◦ and let t be so small
that γ|[0,t] is contained in a neighborhood O that is local at S. Let g0 :≡ gγ(0).
Denote by σt the geodesic
6 w.r.t. g0 from γ(0) to γ(t) and by βs,t the positive
angle between σs and σt (s ≤ t).
We first claim that there is a D > 0 such that for all t
βs,t ≤ Dt1/2 (∀t << 1, s ∈ [t/2, t]). (1.44)
Indeed, put as := dg0(γ(0), γ(s)), bs,t := dg0(γ(s), γ(t)) and ct := dg0(γ(0), γ(t)).
Let ζ : [s, t] → M be a geodesic (w.r.t. g0) from γ(s) to γ(t) (so bs,t = L0(ζ)).
The set {γ(0) + λ(ζ(τ) − γ(0)) : 0 ≤ λ ≤ 1, s ≤ τ ≤ t}, regarded as a subspace
of (O, g0), is isometric to a Euclidean triangle with edges of length as, bs,t and ct
by Proposition 1.4.4 (ii). Let hs,t be the distance between γ(s) and σt. A little
computation in Euclidean trigonometry shows that as + bs,t ≥
√
4h2s,t + c
2
t (with
equality iff as = bs,t). Thus (1.41) yields
t = d(γ(0), γ(t/2)) + d(γ(t/2), γ(t)) ≥ as,t + bs,t − Ct2 ≥
√
4h2s,t + c
2
t − Ct2
and hence 4h2t + c
2
t ≤ t2 + 2Ct3 + C2t4. Now c2t ≥ t2 − Ct3 by (1.43) and hence
4h2s,t ≤ 3Ct3 + C2t4. Taking into account that t ≤ 1, this yields
hs,t ≤ C˜
4
t3/2. (1.45)
6in fact, σt is unique and a straight segment, since (O, g0) is isometric to a neighborhood of
the origin 0 ∼= γ(0) in the Euclidean cone C0(Lk(γ(0))), cf. Proposition 1.4.4 (i).
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At last, since t is small and s ≥ t
2
, we deduce from (1.41) that as ≥ t2−Ct2 ≥ t4 and
hence sin βs,t =
hs,t
as
≤ C˜t1/2, and because arcsin is Lipschitz continuous around 0
with arcsin 0 = 0, we obtain (1.44).
Let k ∈ N. Then the triangle inequality for angles and (1.44) yield
βs,t ≤
k∑
l=1
β2−lt,2−(l−1)t ≤ Dt1/2
k∑
l=1
(
√
2)−l ≤ D
1− 1
2
√
2
t1/2.
for all s ∈ [2−kt, t]. So letting k →∞, we obtain
βs,t ≤ D˜t1/2 (∀s ≤ t << 1, ). (1.46)
2. Let tn be a sequence of points converging to 0 from the right. Because γ is
Lipschitz, we may assume that 1
tn
(γ(tn)−γ(0)) converges to some vector v ∈ V by
passing to a subsequence. First note that t = d(γ(t), γ(0)) and hence by (1.42),
‖v‖ = ‖v‖0 = lim
t→0
1
t
‖γ(t)− γ(0)‖0 = lim
t→0
dg0(γ(t), γ(0))
d(γ(t), γ(0))
= 1.
Thus in order to prove the Lemma, we have to show that whenever sn is a sequence
of points converging to 0 from the right such that 1
sn
(γ(sn) − γ(0)) converges to
w, then v = w. So let m ∈ N. Then
∠(v, σtm) = lim
n→∞
βtn,tm ≤ D˜t1/2m
and
∠(w, σtm) = lim
n→∞
βsn,tm ≤ D˜t1/2m
So using the triangle inequality for angles and letting m→∞ we obtain ∠(v, w) =
0 and hence v = w. 
Clearly, γ is not differentiable in general since the space M is not. But what
about the tangential part of γ in a local chart? More precisely, let ξ : O → Ô
be a simplicial chart local at some S ∈ S. Let now ξ : O → Ô be a chart local
at S ∈ S. If ϕ : [a, b] → O is a curve, then we can split ϕ into a tangential
and a transversal part. Namely, ϕ̂ = ϕ> + ϕ⊥, where ϕ> =
∑
u∈scaff(Ŝ) ϕˆ
uu and
ϕ⊥ =
∑
u∈scaff(⊥Ŝ) ϕˆ
uu. Likewise, for x ∈ O, we may split TxM into a tangential
and a transversal part (cf. (1.19)):
TxM = TxM
> ⊕ TxM⊥, (1.47)
where TxM
> is the subspace generated by { ∂
∂xˆu
: u ∈ scaff(Ŝ)} and TxM⊥ is the
subspace generated by { ∂
∂xˆu
: u ∈ scaff(⊥Ŝ)}. So if ϕ is differentiable at t ∈ [a, b],
then ϕ˙ = ϕ˙> + ϕ˙⊥, where ϕ˙> =
∑
u∈scaff(Ŝ) ϕ˙
u ∂
∂xˆu
and ϕ˙⊥ =
∑
u∈scaff(⊥Ŝ) ϕ˙
u ∂
∂xˆu
.
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Remark 1.3.13 We may point out another time that even if the chart ξ is normal
at S and x ∈ O, the decomposition of TxM in (1.47) is in general not an orthogonal
decomposition. The fact that ξ is normal at S means that (1.47) is an orthogonal
decomposition for all x ∈ S∩O, but it may not if x ∈ O\S (unless we have special
normal coordinates at S, as e.g. if S ∈ S(n−1), cf. Remark 1.3.4 (iii)). However, if
x is close to S, it follows from the Lipschitz continuity of the derivatives of ξ that
(1.47) is nearly an orthogonal decomposition. We will make this argument precise
in the proof of Lemma 1.3.15.
We will prove some regularity of γ> with the help of calculus of variations, or more
precisely, a Lagrangian argument. Note that γ> is a minimizer of the functional
ϕ 7→
∫ b
a
〈ϕ˙(τ) + γ˙⊥(τ), ϕ˙(τ) + γ˙⊥(τ)〉ϕ(τ)+γ⊥(τ) (1.48)
where we minimize over all Lipschitz curves ϕ : [a, b]→ Ô ∩ Ŝ with ϕ(a) = γ>(a)
and ϕ(b) = γ>(b).
So let us recall some notations and facts from calculus of variations. Let U ⊂ Rm
be open and let F : [a, b] × U × Rm → R, (t, x, v) 7→ F (t, x, v) be a function
(’Lagrangian’) that is C1 w.r.t. x and v. On the space of Lipschitz continuous
curves ϕ : [a, b]→ U define the functional
Φ(ϕ) := ΦF (ϕ) :=
∫ b
a
F (τ, ϕ(τ), ϕ˙(τ))dτ. (1.49)
A local minimum γ of Φ satisfies the Euler-Lagrange equation, cf. [GH96]. We will
state the integrated version. Namely, there is a c ∈ R such that
∂vF (t, γ(t), γ˙(t)) = c+
∫ t
a
∂xF (τ, γ(τ), γ˙(τ))dτ (1.50)
for Lebesgue-almost all t ∈ [a, b]. Note that sometimes we will regard ∂vF and
∂xF as linear forms and sometimes as vector fields (i.e. as gradients), which makes
no essential difference. In either case, we write |∂vF | for a suitable norm.
There are a lot of results that say that if F is regular (in some sense), then every
local minimizer is also regular. For instance, if F is C1, then a local minimizer
is C2, cf. [GH96], Chapter 1.3.1, Proposition 4. We will use a similar technique
(basically an appliciation of the implicit function theorem) in order to prove a
similar result in the case that F satisfies a much weaker regularity assumption.
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Lemma 1.3.14 Let C > 0 and let F (t, x, v) be a Lagrangian with the following
properties:
• F is uniformly elliptic in v in the sense that HessvF (t, x, v) ≥ C−1 for all
(t, x, v) ∈ [a, b]× U × Rm
• |∂xF (t, x, v)| ≤ C for all (t, x, v) ∈ [a, b]× U ×B1(0)
Let φ : [a, b]→ U be a local minimizer of ΦF with Lip(φ) ≤ 1. Then the following
holds:
(i) There is a nullset N ⊂ [a, b] such that whenever s, t ∈ [a, b] \N and
|∂vF (t, φ(t), v)− ∂vF (s, φ(s), v)| ≤  for all v ∈ B1(x), then
|φ˙(t)− φ˙(s)| ≤ C(+ C|t− s|).
(ii) If |∂vF (t, x, v) − ∂vF (s, x˜, v)| ≤ C (|t− s|+ |x− x˜|) for all v ∈ B1(0) and
(t, x), (s, x˜) ∈ [a, b]×U , then φ is differentiable and φ˙ is Lipschitz continuous
with Lip(φ˙) ≤ 3C2.
Proof : Let ρ(t) := c +
∫ t
a
∂xF (τ, φ(τ), φ˙(τ))dτ (the right hand side of (1.50))
and let Gt(v) := ∂vF (t, φ(t), v)− ρ(t). Then ∂Gt(v) = HessvF (t, x, v) is invertible
for all v and it follows from the uniform ellipticity of F and the inverse mapping
theorem that Gt is a C1−diffeomorphism from Rm onto Rm with ‖∂G−1t ‖ ≤ C. In
particular, Lip(G−1t ) ≤ C.
Put v(t) := G−1t (0). Then for all t ∈ [a, b] we have Gt(v) = 0 if and only if
v = v(t), and by (1.50), φ˙(t) = v(t) for almost every t ∈ [a, b]. First note that for
all v ∈ B1(0)
|Gt(v)−Gs(v)| ≤ |∂vF (t, φ(t), v)− ∂vF (s, φ(s), v)|+ |ρ(t)− ρ(s)|
≤ + C|t− s|.
Since Lip(φ) ≤ 1, |v(t)| = |φ˙(t)| ≤ 1 for almost all t and hence
|v(t)− v(s)| = |G−1t (0)−G−1t (Gt(G−1s (0)))|
≤ C|0−Gt(G−1s (0))|
= C|Gs(G−1s (0))−Gt(G−1s (0))|
≤ C(+ C|t− s|),
proving (i).
(ii) From the assumtions of (ii) and the above calculations we deduce that v is
Lipschitz continuous with Lip(v) ≤ 3C2. Because φ is absolutely continuous,
φ(t) − φ(t0) =
∫ t
t0
φ˙(τ)dτ =
∫ t
t0
v(τ)dτ . Thus we see that φ is differentiable and
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φ˙ ≡ v. This proves the Lemma.
Now we will apply this result to our situation of the tangential part of a geodesic.
Note that the right hand side of (1.48) is equal to ΦF for
F (t, x, v) := 〈v + γ˙⊥(t), v + γ˙⊥(t)〉x+γ⊥(t) =
∑
i,j
gij(x+ γ
⊥(t))viγ˙j(t) (1.51)
Lemma 1.3.15 Let S ∈ S, O be a neighborhood that is local at S and let ξ : O →
Ô be a simplicial chart that is normal at S. Then there is a C > 0 such that
whenever x ∈ S◦, r > 0 and γ : [a, b]→ Br(x) ∩O is a unit-speed geodesic , then
(i) There is a Lebesgue-nullset N ⊂ [a, b] such that for all s, t ∈ [a, b] \ N ,
|γ˙>(t)− γ˙>(s)| ≤ C(r + |t− s|).
(ii) For all s ≤ t ∈ [a, b], |γ>(t)− γ>(s)− γ˙>(s+)(t− s)| ≤ Cr(t− s)).
(iii) For all s ≤ t ∈ [a, b], (t− s)|γ˙⊥(s+)| ≤ C (|γ⊥(t)− γ⊥(s)|+√r(t− s)).
Proof : (i) Consider the Lagrangian F (t, x, v), defined in (1.51). Then
∂vF (t, x, v)(h) = 2〈v + pi(γ˙⊥(t)), h〉x+γ⊥(t), (1.52)
where for y ∈ O and w ∈ TyM , pi(w) is the orthogonal projection of w onto TyM>,
cf. (1.47).
Note that in general, pi(w⊥) 6= 0 (cf. Remark 1.3.13). However, since ξ is
normal at S and the derivatives of ξ are Lipschitz continuous, we have that
‖pi(w⊥)‖ ≤ C˜r whenever w ∈ TyM with y ∈ Br(x) and ‖w‖ = 1. Consequently,
‖∂vF (t, x, v) − ∂vF (s, x, v)‖ ≤ C˜(r + |t − s|). Now γ> is a local minimizer of ΦF
and F satisfies the assumptions of Lemma 1.3.14 with  = C˜(r+ |t− s|). Thus (i)
follows from Lemma 1.3.14 (i).
(ii) Let N be the nullset of (i). It is contained in the formulation of (i) that
γ˙(s) exists for all s ∈ [a, b] \N . So let s ∈ [a, b] \N . Integrating the inequality in
(i) yields that
| 1
t− s(γ
>(t)− γ>(s))− γ˙>(s)| ≤ C(r + |t− s|) (1.53)
for all t ∈ [a, b] with t > s.
Let now s ∈ N and let sn be a sequence with sn ∈ [a, b] \ N and sn ↘ s. Then
there is a subsequence, again denoted by sn, such that γ˙
>(sn) → v. So by (1.53)
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it follows that | 1
t−s(γ
>(t) − γ>(s)) − v| ≤ C(r + |t − s|) for all t > s, and letting
t↘ s, we obtain |γ˙>(s+)− v| ≤ Cr. Consequently,
| 1
t− s(γ
>(t)− γ>(s))− γ˙>(s+)| ≤ C(r + |t− s|) ≤ 3Cr,
where the last inequality follows from the fact that t − s = d(γ(t), γ(s)) ≤ 2r.
Thus (ii) is proved.
(iii) Let x ∈ S ∩ O and set g0 :≡ gx, cf. (1.38). But contrary to that situa-
tion, we do not assume that x = γ(0) (because γ(0) need not be in S). So instead
of (1.39) we only get that whenever ϕ : [s, t] → Br(x) is a Lipschitz curve with
Lip(ϕ) ≤ 1, then
|Lg(ϕ)− Lg0(ϕ)| ≤ Cr(t− s) (1.54)
and consequently
|(t− s)2 − d2g0(γ(t), γ(s))| = |d2g(γ(t), γ(s))− d2g0(γ(t), γ(s))| ≤ Cr|t− s|2.
Because the derivatives of ξ are Lipschitz continuous, |g0(v>, v⊥)| ≤ Cr for all
y ∈ Br(x) and v ∈ TyM with ‖v‖0 ≤ 1. In particular7, |g0(γ˙>(s+), γ˙⊥(s+))| ≤ Cr,
which implies ‖γ˙⊥(s+)‖20 ≤ ‖γ˙(s+)‖20−‖γ˙>(s+)‖20+2Cr . Moreover, | ‖γ˙(s+)‖−
‖γ˙(s+)‖0 | ≤ Cr, and since ‖γ˙(s+)‖ ≡ 1, we obtain
‖γ˙⊥(s+)‖20 ≤ 1− ‖γ˙>(s+)‖20 + 3Cr. (1.55)
Now from (ii) we deduce
dg0(γ
>(t), γ>(s))−(t− s)‖γ˙>(s+)‖0
= ‖γ>(t)− γ>(s))‖0 − (t− s)‖γ˙>(s+)‖0
≤ C1(t− s)2 + r(t− s)
≤ C2r(t− s)
and hence
d2g0(γ
>(t), γ>(s))− (t− s)2‖γ˙>(s+)‖20 ≤ C3r(t− s)2. (1.56)
At last, note that since ξ is normal at S (and in particular normal at x), we have
d2g0(γ(t), γ(s)) = d
2
g0
(γ>(t), γ>(s)) + d2g0(γ
⊥(t), γ⊥(s)). So combining this with
7note that ‖γ˙(s+)‖0 is uniformly bounded in s ∈ [a, b] because ‖γ˙(s+)‖ ≡ 1, and by scaling,
we may assume that ‖γ˙(s+)‖0 ≤ 1.
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(1.55) and (1.56), we obtain
(t− s)2‖γ˙⊥(s+)‖20 ≤ (t− s)2
(
1− ‖γ˙>(s+)‖20 + 3Cr
)
≤ d2g0(γ(t), γ(s))− (t− s)2‖γ˙>(s+)‖20 + 4Cr(t− s)2
= d2g0(γ
>(t), γ>(s)) + d2g0(γ
⊥(t), γ⊥(s))
− (t− s)2‖γ˙>(s+)‖20 + 4Cr(t− s)2
≤ d2g0(γ⊥(t), γ⊥(s)) + (4C + C3)r(t− s)2
≤ C˜ (|γ⊥(t)− γ⊥(s)|2 + r(t− s)2)
and hence
(t− s)|γ˙⊥(s+)| ≤ C(t− s)‖γ˙⊥(s+)‖0
≤ C
√
C˜
√
|γ⊥(t)− γ⊥(s)|2 + r(t− s)2
≤ C
√
C˜
(|γ⊥(t)− γ⊥(s)|2 +√r(t− s)) ,
which shows (iii). 
What we have proved now is a Taylor-like expansion for geodesics in a normal
chart. We can reformulate our results in terms of a kind of inverse exponential
map:
Definition 1.3.16 A generalized inverse exponential map is a measurable map
(x, y) 7→ ex(y) : M2 → TM with the property that for all (x, y) ∈ M2 there is a
geodesic γ : [0, 1]→M from x to y such that ex(y) = γ˙(0+) ∈ TxM .
Proposition 1.3.17 A generalized inverse exponential map exists. For all x, y ∈
M , ‖ex(y)‖ = d(x, y). Moreover, let S ∈ S, O be a neighborhood that is local at
S and let ξ : O → Ô be a simplicial chart that is normal at S. Then there is a
C > 0 such that whenever x0 ∈ S◦, r > 0 and x, y ∈ Br(x0), then
(i) |y> − x> − ex(y)>| ≤ Cr|y − x|
(ii) |ex(y)⊥| ≤ C
(|y⊥ − x⊥|+√r|y − x|).
Proof : Denote by C([0, 1],M) the space of continuous curves ϕ : [0, 1] → M ,
equipped with the uniform distance. Let G(x, y) := {γ : [0, 1] → M : γ(0) =
x, γ(1) = y} ⊂ C([0, 1],M). So G can be regarded as a set-valued function G :
M2 → P(C([0, 1],M)). The graph of G is closed by Proposition 2.5.17 of [BBI01].
In particular, G is closed-valued and measurable in the sense of [Wag77]8. Thus by
8the measurability can easily be shown using the fact that M2 is proper, which implies that
the set of geodesics whose endpoints are contained in a bounded set is compact.
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Theorem 4.1 of [Wag77], there exists a measurable selection g :M2 → C([0, 1],M)
with g(x, y) ∈ G(x, y). In other words, there exists ameasurable choice of geodesics
in M . Now the map γ → γ˙(0+) is measurable as the limit of the continuous maps
γ → 1
n
(γ( 1
n
) − γ(0)). Moreover, the fact that ‖ex(y)‖ = d(x, y) is a consequence
Lemma 1.3.12, noting that in the definition of ex(y), the corresponding geodesic
has constant speed equal to d(x, y). At last, (i) and (ii) follow from Lemma 1.3.15
(ii) and (iii). 
More regularity of geodesics
Until now we have treated the very general case, where γ was a geodesic in an
arbitrary Riemannian polyhedron. Moreover, the regularity result of γ in terms
of a local chart that is normal at some S ∈ S (Lemma 1.3.15) holds for any sim-
plex S of arbitrary dimension. However, the technique used there, namely the
Lagrangian method (Lemma 1.3.14), can be used to derive much more regularity
in some special cases.
Let us first consider the case where γ is near a simplex with codimension one,
i.e. a simplex S ∈ S(n−1). As we have seen, the essential tool are normal coordi-
nates at some S ∈ S, and if S is arbitrary, the main difficulty in the analysis of
geodesics arises from the fact such a normal chart ξ : O → Ô is only normal at
S, not in the whole neighborhood O. But the situation is different when S has
codimension 1, i.e. S ∈ S(n−1). Then we have special normal coordinates at S, cf.
Remark 1.3.4 (iii). In this case, the situation is much better, and in fact it is quite
similar to the case whereM is a Riemannian manifold with boundary. So although
we will not need this in the sequel, we present how our variational technique yields
a better regularity results for geodesics that are in a neighborhood which is local
at some S ∈ S(n−1)(M). This case is very similar to the situation where S is the
boundary of a smooth Riemannian manifold.
A systematic investigation of the regularity of geodesics in a Riemannian manifold
with boundary started quite lately, in the eighties. Alexander, Berg and Bishop
published a series of papers in which they investigated regularity questions with
geometric methods (cf.[AA81], [ABB87], [ABB93]; for other authors see the refer-
ences quoted therein).
Let γ : [a, b]→M be a geodesic in M , parametrized by arclength (so we can take
a = 0, b = d(γ(0), γ(b))). Let S ∈ S. We say that a non-empty interval ]s, t[⊂ [a, b]
is an S−segment if γ|]s,t[ lies entirely in S◦. The union of all S−segments (S ∈ S)
is a dense open subset of [a, b]. Due to [ABB87], the remaining points [a, b] are
divided into two classes:
• Switch points, i.e. points where γ changes from an S−segment to an S˜−segment.
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• Intermittend points which are accumulation points of switch points.
Clearly, on an S−segment ]s, t[, γ must be a geodesic in S (for the intrinsic geom-
etry of S) and hence smooth. In local coordinates we have
γ¨u(τ) = −
∑
v,w∈scaff(S)
Γuvw(S)(γ(τ))γ˙
v(τ)γ˙w(τ) (1.57)
for all τ ∈]s, t[. Moreover, for all T ∈ st(n)(S), the second derivative of γ in T (i.e.
∇Tγ˙ γ˙) is normal to S and points outward T 9.
A switch point is a common endpoint of an S−segment and an S˜−segment for
some S, S˜ ∈ S. Thus one-sided accelerations (w.r.t. any ambient simplex) exist.
The bad points are the intermittend points. Unfortunately, this set can be rather
large. For instance, in [AB91] is indicated how to construct a subset of the Eu-
clidean space with C∞−boundary such that the set of intermittend points of certain
geodesics is a Cantor set having positive measure.
Proposition 1.3.18 Let S ∈ S(n−1) and O be a neighborhood that is local at S.
Let ξ : O → Ô be special normal coordinates at S as in Remark 1.3.4 (iii). Then
there is a C > 0 such that whenever γ : [a, b] → O is a unit-speed geodesic, then
γ> is differentiable and Lip(γ˙>) ≤ C.
Proof : Recall the definition of F in (1.51). As in (1.52) we have
∂vF (t, x, v)(h) := 2〈v + pi(γ˙⊥(t)), h〉x+γ⊥(t)
But since ξ is a special normal chart, pi(γ˙⊥(t)) ≡ 0, and hence
∂vF (t, x, v)(h) := 2〈v, h〉x+γ⊥(t).
Consequently, there is a C˜ > 0 such that |∂vF (t, x, v)−∂vF (s, x˜, v)| ≤ C˜ (|t− s|+ |x− x˜|).
Thus by Lemma 1.3.14 (ii), the Proposition is proved. 
Let us conclude this section with a remark about other possibilities to ensure
some more regularity of geodesics.
Remark 1.3.19 (i) As we have seen in the proofs of Lemma 1.3.15 and Proposi-
tion 1.3.18, the key to regularity of geodesics is the regularity of the Lagrangian
F . This regularity can be improved for example by requiring that the second fun-
damental form of S (cf. Remark 1.3.8) vanishes. In this case, S is totally geodesic,
9note that whenever S is a face of T , then we can consider the acceleration of γ in T . However,
if S is also a face of T˜ , then we get a different acceleration in T˜ .
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and one can show that there are no intermittend points, which makes an analysis
of geodesics much simpler. Examples of these spaces are Euclidean polyhedra (cf.
Proposition 1.4.2) or more generally Mκ−complexes, cf. [BH99], Corollary I.7.29.
(ii) Another possibility is to impose curvature bounds in the sense of Alexandrov
on M . In the special case when M is a space that is obtained by gluing together
two Riemannian manifolds at their boundary10 S, Kosovskii has given a character-
ization of Alexandrov curvature bounds in terms of the second fundamental form
at S and then proved some nice regularity results for geodesics in such a space, cf.
[Kos02b], [Kos02a] and [Kos04].
1.4 Euclidean polyhedra
We will treat the case of Euclidean complexes because of two reasons: First, they
are much easier to handle than general Riemannianian polyhedra and second,
tangent spaces of Riemannian polyhedra are Euclidean cone complexes.
A Euclidean cone complex is a Riemannian simplicial cone complex such that on
all cones C, the metric g|C is Euclidean. In order to keep this section self-contained,
we will give a formal
Definition 1.4.1 A Euclidean simplicial (cone) complex is a simplicial (cone)
complex (M,S(M)) ⊂ V together with a family (gS)S∈S(M) with the following
properties:
• gS is a Euclidean scalar product on US ×US, where US ⊂ V is the subspace
generated by S.
• If S = S1 ∩ S2, then gS = gS1|US×US = gS2|US×US
A Euclidean polyhedron is a metric space (M,d) together with an isometry (=iso-
metric triangulation) θ :M → M̂ such that M̂ is a Euclidean simplicial complex.
A Euclidean conical polyhedron is a metric space (M,d) together with an isometry
(=isometric triangulation) θ :M → M̂ such that M̂ is a Euclidean simplicial cone
complex.
First we will introduce the canonical local coordinates that we will use whenever
we deal with a Euclidean simplicial complex M . Let O be local at S ∈ S. Then
there is a unique orthogonal projection pi = piS : O → S (O should be made smaller
if necessary11), i.e. for all x ∈ O, x− pi(x) is orthogonal to S w.r.t. gS˜, where S˜ is
10 in the case of upper curvature bounds, one can take an arbitray finite number instead of
two, cf. [Kos04]. In our setting, this is locally the situation when S ∈ S(n−1)(M)
11in fact, every S has a neighborhood OS with S◦ ⊂ OS ⊂ St◦(S) such that pi : OS → S◦.
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the unique simplex such that x ∈ S˜◦. We set
⊥S := {λ(x− pi(x)) : x ∈ O, λ ≥ 0} (1.58)
⊥S is a simplicial cone complex and
O = S ∩O ⊕⊥S ∩ (O − x) (1.59)
So ⊥S is orthogonal to S, i.e. g(u, v) = 0 whenever u ∈ US and v ∈ ⊥S. ⊥S is
called the orthogonal complement of S in M . Note that ⊥S as a canonical scaffold,
namely the unique scaffold that consists of unit vectors.
Let us now come to metric structures on Euclidean polyhedra. Note that the
definition of a Euclidean simplicial complex is given in terms of an embedding
into a vector space V . The crucial point of this embedding is that M canoni-
cally becomes a Riemannian polyhedron in the following sense: If x ∈ S for some
S ∈ S(M), then TxS is naturally isomorphic to US (by inclusion)12. So if we set
gx|TxS×TxS := g
S, then (M, g) is a Riemannian polyhedron. In the corresponding
intrinsic distance, every simplex S ∈ S(M) is isometric to a Euclidean simplex (cf.
also the definition of a Euclidean complex in [BH99]). Moreover, its geodesics are
finite concatenations of straight lines, which is the content of the next
Proposition 1.4.2 Let M be a Euclidean conical polyhedron. Then (M,d) is a
complete geodesic space. For each geodesic γ : [a, b] → M there is a partition
a = t0 < · · · < tm = b such that for all i = 0, . . .m− 1 there is a Ci ∈ C such that
γ|[ti,ti+1] is a straight segment in Ci.
Proof : [BH99], Corollary I.7.29. 
An important construction in the theory of tangent spaces of metric spaces is
the cone over a metric space Y . Consider for instance a set Y ⊂ V , where V is a
vector space. Then the cone over Y is the set {λy : y ∈ Y, λ ≥ 0}.
Definition 1.4.3 Let (Y, ρ) be a metric space. Put C := ([0,∞[×Y )/∼, where
(λ, y) ∼ (λ˜, y˜)⇔ λ = λ˜ = 0. Define a distance d on C by
d2((λ, y), (λ˜, y˜)) := λ2 + λ˜2 − 2λλ˜ cos(min{ρ(y, y˜), pi}). (1.60)
Then C0(Y ) := (C, d) is called the Euclidean cone over (Y, ρ).
The name “Euclidean cone“ comes from the fact that in the definition of d, the
Euclidean law of cosines is used. The 0 in the notation C0(Y ) stands for “curvature
12in the language of differential geometry, we have a natural parallel transport
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equals 0“, since Euclidean space is the model space with constant curvature equal
to 0. One can also use the κ−hyperbolic or the κ−spherical law of cosines (i.e.
the law of cosines in the model space of constant curvature equal to κ) in order to
obtain a distance dκ. The resulting space Cκ(Y ) := (C, dκ) is called the κ−cone
over Y . For details we refer to [BH99]), Definition I.5.6.
Proposition 1.4.4 Let O be local at S and x ∈ S◦. Then the following holds:
(i) There is an isometry θ : O → Ô ⊂ C0(Lk(x)) with θ(x) = 0 ∈ C0(Lk(x)). In
particular, For all T ∈ st(⊥S), T ∩ O is isometric to a neighborhood of 0 in the
Euclidean simplicial cone T ⊂ UT (UT being the linear subspace generated by T ,
equipped with the induced inner product gT ).
(ii) Let γ : [a, b] → O be a geodesic such that ∠x(γ(a), γ(b)) < pi. Then the set
{x + λ(γ(τ) − x) : τ ∈ [a, b], 0 ≤ λ ≤ 1} is isometric to a Euclidean triangle with
side lengths d(x, γ(a)), d(x, γ(b)) and d(γ(a), γ(b)).
Proof : (i) [BH99], Theorem I.7.16.
(ii) follows from (i) and [BH99], Proposition I.5.10. .
Convex functions
Let ϕ : M → R be a convex function and let γ : [a, b] → M be a geodesic with
γ(a) = x and γ˙(a+) = v ∈ TxM . Then the difference quotient 1t [ϕ(γ(t))−ϕ(γ(a))]
is nondecreasing, and we may define the one-sided derivative of ϕ in direction v
by
∂ϕx(v) := ∂vϕ(x) : = lim
t↘a
ϕ(γ(t))− ϕ(γ(a))
t
= inf
t∈]a,b]
ϕ(γ(t))− ϕ(γ(a))
t
∈ R ∪ {−∞} (1.61)
Note that 1
t
ϕ(γ(t))− ϕ(x) ≥ ∂ϕx(v) for all t ∈]a, b]
Lemma 1.4.5 Let ϕ :M → R be convex. Then ∂ϕx is convex on TxM .
Proof : Let r > 0 be so small that Br(x) is local at S, where S ∈ S is the unique
simplex such that x ∈ S◦. Define θrx : B1(0TxM)→ Br(x) ⊂M by θrx(y) := x+ ry
and set ϕrx := ϕ ◦ θrx, i.e. ϕrx(y) = ϕ(x + ry). Because θrx maps geodesics in
B1(0TxM) to geodesics in Br(x) (of course, their length is decreased by the factor
r), ϕrx is convex. Since ϕ
r
x → ∂ϕx pointwise, ∂ϕx is convex on B1(0TxM) as a limit
of convex functions. At last, because ∂ϕx is radial
13 at 0, it is convex on the whole
TxM . 
13 if M is a conical polyhedron, then a function f : M → R is called radial if f(rx) = rf(x)
for all x ∈M ,r ≥ 0.
Chapter 2
Stochastic calculus in Polyhedra
Important note: Throughout this text, we will be given a filtered probability
space (Ω,Ft,F , P ) satisfying the usual conditions. Moreover, all assertions that
are made about random variables are understood to hold almost surely.
In this chaper we develop a theory of stochastic calculus and stochastic integration
in polyhedra as an analogue of stochastic calculus in manifolds.
As a motivation, consider a semimartingale X in Rn. Then by Itoˆ’s formula, f(X)
is a semimartingale for all smooth functions f : Rn → R. But what happens if f
has some singularites?
For n = 1 (i.e. X is a real semimartingale), the theory of local times can be used to
generalize Itoˆ’s formula for certain non-smooth functions. Consider a continuous
function f : R → R that is smooth on R+ and (i.e., the restriction of a smooth
function to the closed set R+) and on R−, but whose derivative has a jump in
01, such as the function f(x) = |x|. Then f(X) is a semimartingale and its local
behavior at 0 can be described in terms of local times, cf. [RY99], chapter VI.
As a direct consequence, one shows an analogous result whenX is a semimartingale
in Rn and f : Rn → R is a function whose differential has a jump (in transversal
direction) on a hypersurface, cf. [GP03].
In section 2.1 we generalize this technique to the case of a piecewise smooth func-
tion whose set of singularities is a simplicial cone complex: Assume that Rn has
a triangulation S into a simplicial cone complex and let f be a piecewise smooth
function. We show that f(X) is a semimartingale and give a local desription of
f(X) at the simplicial cones in terms of directional local times (’Local Itoˆ formula’,
Theorem 2.1.13). Note that this is a generalization of equation (3.1.8) in [Pic05]
This piecewise smooth stochastic calculus can now be generalized to polyhedra
(section 2.2) by using the differentiable structures developed in section 1.2. In
1in our terminology, f is piecewise smooth.
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particular, we present coordinate-free definitions of stochastic integrals in polyhe-
dra such as in the case of manifolds.
In section 2.3 we first introduce the notion of an Itoˆ integral in a Riemannian poly-
hedron and reformulate the local Itoˆ formula in an intrinsic language. It uses the
terminology of section 1.3. Then we use our results from section 1.3.3 about the
generalized inverse exponential maps in order to prove a discrete approximation
result for the b−quadratic variation. In particular, a semimartingale has a finite
quadratic variation, i.e. the squared discretized increments converge to a nonde-
creasing process 〈X〉.
At last, we study Brownian motion (more precisely, isotropic Brownian motion)
in a Riemannian polyhedron and show that it is a semimartingale.
2.1 Semimartingales in simplicial cone complexes
Let (M, C) be simplicial cone complex in V and let X : Ω × R+ → M be an
adapted continuous process. As in the spirit of manifolds, we could say that X is
a semimartingale if f(X) is a semimartingale for all piecewise smooth functions
f :M → R.
On the other hand, X ∈M ⊂ V and we could also say that X is a semimartingale
if it is a semimartingale w.r.t. the linear structure of V . However, it turns out that
both possible definitions are equivalent, cf. Proposition 2.1.8. In order to keep the
arguments simple, we will first prove this for the special case that M is a vector
space which is divided into a simplicial cone complex in subsection 2.1.1 below, cf.
Proposition 2.1.2. In subsection 2.1.2 we will treat the general case by regarding
M ⊂ V as a sub-complex of V (where V has a triangulation that extends the one
of M) and using the extension procedure from Example 1.1.8 in order to prove
Proposition 2.1.8.
If X is a semimartingale (in either definition) and f :M → R is piecewise smooth,
then we can decompose f(X) into a sum: f(Xt)−f(X0) =
∑
S∈S(M)
∫ t
0
1{Xτ∈S◦}df(Xτ ),
cf. (2.25).
∫
1{Xτ∈S◦}df(Xτ ) is a continuous semimartingale. The main Theorem
of this section is a local Itoˆ formula at S (Theorem 2.1.13), which decomposes∫
1{Xτ∈S◦}df(Xτ ) into a first and second order part (as in the classical case) and
a third term that comes from the singularity of f at S. This third term, a process
of bounded variation, will be given in terms of the directional local times of X at
S, cf. Definition 2.1.9. The directional local times are nondecreasing continuous
processes that describe the behavior of X at S and will be an important tool in
the sequel.
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2.1.1 The case M = V
Let V be an N−dimensional vector space with a triangulation S(V ) into a simpli-
cial cone complex. Let X be a continuous semimartingale (for the linear structure
in V ). By Itoˆ’s formula, f(X) is a semimartingale for all smooth f : V → R. We
want to prove that f(X) is a semimartingale for any piecewise smooth function
f : V → R. This will be done by a smoothing procedure.
Consider the family of standard mollifiers on V , defined in the following way: Let
% : R→ R+ be given by
%(t) :=
{
exp( −1
1−t2 ) if |t| < 1
0 if |t| ≥ 1 (2.1)
Now let b1, . . . , bN be a basis of V and let x
i = dbi(x) be the coordinates of x w.r.t.
b1, . . . , bN . Let ‖x‖ := (
∑N
i=1(x
i)2)1/2 (so we regard V as a Euclidean space where
b1, . . . , bN is an orthonormal basis). Finally, let ψk(x) :=
1
Ik
%(k‖x‖), where Ik :=∫
V
%(k‖x‖)dx = kN ∫
V
%(‖x‖)dx. Put fk := f∗ψk, i.e. fk(x) = ∫
V
f(y)ψk(y−x)dy.
Note that with this definition, we have for a multi-index α ∈ ⋃i∈N{1, . . . , N}i,
∂αf
k(x) = (−1)|α|
∫
f(y)∂αΨk(y − x)dy (2.2)
and if ∂αf exists and is continuous, then integrating by parts yields
∂αf
k(x) =
∫
∂αf(y)Ψk(y − x)dy. (2.3)
Let now f : V → R be piecewise smooth w.r.t. S. For i = 1, . . . N we define the
ith partial derivative ∂˜if(x) by
∂˜if(x) :=
{
∂if(x) if x ∈ S◦ for some S ∈ S(N)∑
S∈st(N)(x) ∂if|S(x)µx(S) else
(2.4)
where µx is the normalized n-dimensional Lebesgue measure on B1/k0(x), i.e.
µx(A) = (λ(B1/k0(x)))
−1λ(A ∩B1/k0(x))2.
Lemma 2.1.1 As k → ∞, fk → f uniformly on compact sets and for all i =
1 . . . , N , ∂if
k → ∂˜if pointwise.
Proof : The first claim is clear because f is continuous. Moreover, if x ∈ S◦ for
some S ∈ S(N) and if k is large enough such that B1/k(x) ⊂ S◦, then by (2.3),
∂if
k(x) =
∫
B1/k(x)
∂if(y)ψ
k(y − x)dy → ∂if(x).
2k0 is taken so large that B1/k0(x) ⊂ St(x)
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For the other case, let x ∈ T ◦ for some T ∈ S and let k ≥ k0, where k0 is so large
that B1/k0(x) ⊂ St(x). Since f is piecewise smooth, ∂if(x) exists as a one-sided
derivative for all x. Thus we have
∂if
k(x) = lim
→0
1

[∫
B1/k(x+bi)
f(y)Ψk(y − x− bi)dy −
∫
B1/k(x)
f(y)Ψk(y − x)dy
]
=
∫
B1/k(x)
lim
→0
1

[f(y + bi)− f(y)] Ψk(y − x)dy
=
∫
B1/k(x)
∂if(y)Ψk(y − x)dy.
For every S ∈ st(x)) we have ∫
S
Ψk(y − x)dy = µ0(S) because of the rota-
tional invariance of Ψk. Moreover, since ∂i(f|S) is continuous on S, we have that∫
S
∂if(y)Ψk(y − x)dy → ∂i(f|S)(x)µx(S) and hence
∂if
k(x) =
∑
S
∫
S
∂if(y)Ψk(y − x)dy →
∑
S
∂i(f|S)(x)µx(S) = ∂˜if(x)
Note that for second order derivatives, the case of piecewise smooth functions is
more delicate. For instance, let V = R with S(R) = {{0},R+,R−} and f(x) = |x|.
Clearly, f is piecewise smooth. But (fk)′′(0) ' k →∞.
Proposition 2.1.2 Let V be an N−dimensional vector space and X : Ω×R+ → V
a continuous semimartingale. Let S be triangulation such that (V,S) is a simplicial
cone complex. Then for all piecewise smooth functions f : V → R, f(X) is a
semimartingale. More precisely, if b1 . . . bN is a basis of V , then A(f) is locally of
finite variation, where
At(f) := f(Xt)− f(X0)−
N∑
i=1
∫ t
0
∂˜if(Xτ )dX
i
τ , (2.5)
where X i is the i−th coordinate process of X w.r.t. b1 . . . bN .
Proof : Let now X be a semimartingale (for the linear structure in V ). By
stopping, we can assume that X has only values in a compact set K ⊂ M . Since
fk is smooth, ∂˜if
k ≡ ∂ifk for all i = 1, . . . , N . Moreover fk(X) is a semimartingale
and the Itoˆ formula yields
At(f
k) = fk(Xt)− fk(X0)−
N∑
i=1
∂if
k(Xτ )dX
i
τ
=
1
2
N∑
i,j=1
∫ t
0
∂ijf
k(Xτ )d〈X i, Xj〉τ .
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Now fk → f locally uniformly and so fk(X) → f(X) uniformly in probability.
Moreover, by Lemma 2.1.1 and [RY99], Theorem IV (2.12),∫
∂if
k(Xτ )dX
i
τ →
∫
∂˜if(Xτ )dX
i
τ ,
locally uniformly in probability. Consequently, A(fk) converges locally uniformly
in probability to A(f). By Lemma 2.1.3, A(f) is locally of finite variation. This
proves the proposition. 
Lemma 2.1.3 Let f be piecewise smooth. Then A(f), defined in (2.5), is locally
of bounded variation.
Proof : 1. By stopping, we may assume that 〈X i〉∞(ω) ≤ γ for all i, where γ > 0
is some constant. Moreover, we may assume that X lives in some compact set
K ⊂ V and hence we can also assume that the |∂ijf | are uniformly bounded by γ.
For a smooth function h put
Bt(h) :=
1
2
N∑
i,j=1
∫ t
0
|∂ijh(X)| |d〈X i, Xj〉|τ . (2.6)
Then |dA(h)|τ ≤ dB(h). We will show that for all ω, B∞(fk)(ω) is uniformly
bounded in k. First note that if (Ol)1≤l≤m is a finite open cover of K, then it
suffices to prove that
∫∞
0
1{Xτ∈Ol}dBτ (f
k) is uniformly bounded in k for all l. The
idea is the following: Let O be an open set and let γkij be a uniform bound for
|∂ijfk| on O. Then∫ ∞
0
1{Xτ∈Ol}dBτ (f
k) ≤
N∑
i,j=1
γkij
∫ ∞
0
1{Xτ∈O}d
∣∣〈X i, Xj〉∣∣
τ
So if γkij is ’large’, then
∫∞
0
1{Xτ∈O}d |〈X i, Xj〉|τ must be ’small’ in order to keep
the right hand side bounded. This will be achieved by the right choice of O:
For an arbitrary set S ⊂ V and r > 0 , let Br(S) := {x ∈ V : ‖x − y‖ <
r for some y ∈ S}. Let k ∈ N, r > 0 and S ∈ S. An open set O ⊂ V is called
(q, r)−local at S if Bq(O) ⊂ St◦(S) and O ⊂ Br(S) (cf. Definition 2.1.6). Roughly
speaking, the condition Bq(O) ⊂ St◦(S) ensures that the mollified function fk
does not ’feel’ other singularities of f except S, and we will make this precise in
steps 2 and 3 below.
By definition, if O is (1/k, r)−local at S, then B1/k(O) is local at S and so we can
write f = f> + f⊥.
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2. Letm = dimS and let b1 . . . , bN be a basis of V with the property that b1, . . . , bm
is a basis of US, the linear subspace generated by S. Because f|S∩O is smooth, f>
is smooth on B1/k(O) and hence there is a γ > 0 such that |∂ij(f>)(x)| ≤ γ for all
x ∈ B1/k(O) and 1 ≤ i, j ≤ N3. Consequently,
∂ij(f
>)k(x) =
∫
B1/k(x)
∂ijf
>(y)Ψk(y − x)dy ≤ γ (2.7)
for all x ∈ O, k ∈ N and 1 ≤ i, j ≤ N . Thus if we enlarge γ, we get that∫∞
0
1{Xτ∈O}dBτ ((f
>)k) ≤ γ for all k.
3. f⊥ is piecewise smooth and f⊥|S∩O ≡ 0, which implies that
∂if
⊥
|S∩B1/k(O) ≡ 0 for all i ≤ m. (2.8)
In particular, for i, j ≤ m, ∂ijf⊥ exists and is continuous on B1/k(O) and there is
a function σ : R+ → R+ with limt→0 σ(t) = 0 such that |∂ijf⊥(y)| ≤ σ(r+1/k) for
all i, j ≤ m and all y ∈ B1/k(O), so with (2.7) we conclude that |∂ij(f⊥)k(x)| ≤
σ(r + 1/k) for all i, j ≤ m, k ∈ N and x ∈ O.
By (2.8) and the Taylor formula, there is a γ > 0 such that |∂if⊥(y)| ≤ (r+1/k)γ
for all y ∈ B1/k(O) and hence for all i ≤ m and j ≥ m+1 we have |∂ij(f⊥)k(x)| =
| ∫
B1/k(x)
∂if
⊥(y)∂jΨk(y − x)dy| ≤ (r + 1/k)γk.
At last, again by Taylor’s formula, |f⊥(y)| ≤ (r + 1/k)γ for all y ∈ B1/k(O) and
hence we have for all i, j ≥ m+ 1 and x ∈ O,
|∂ij(f⊥)k(x)| = |
∫
B1/k(x)
f⊥(y)∂ijΨk(y − x)dy| ≤ (r + 1/k)γk2.
Let us summarize the estimates: There is a γ > 0 and a function σ : R+ → R+
with limt→0 σ(t) = 0 such that for all x ∈ O and k ∈ N
|∂ij(f⊥)k(x)| ≤

σ(r + 1
k
) if i, j ≤ m
γk(r + 1
k
) if i ≤ m, j ≥ m+ 1
γk2(r + 1
k
) if i, j ≥ m+ 1
(2.9)
4. Now we will show that the condition O ⊂ Br(S) yields a bound on∫∞
0
1{Xτ∈O}d |〈X i, Xj〉|τ .
Since X ∈ K for a compact set K, there is a compact set K˜ ⊂ R such that all
coordinate processes Xi live in K˜. Let Lit := supy∈K˜ Li(y, t), where Li(y, t) is the
local time of the real-valued process X i, cf. (5.5). Moreover, put Lt = maxi Lit.
By stopping, we can assume that L∞ is bounded4. By Corollary 5.1.6,∫ ∞
0
1{Xτ∈O}d〈X i〉τ ≤
{ L∞δ if i ≤ m
L∞r if i ≥ m+ 1
3in fact, ∂ijf> ≡ 0 for all i, j ≥ m+ 1, but we do not need this here
4Since Lt is continuous, there is a sequence Tn of stopping times increasing to ∞ such that
LTn is bounded for all n
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where δ := diamK and K is the compact set in which X lives. Together with the
Kunita Watanabe inequality this gives
∫ s
0
1{Xτ∈O}d
∣∣〈X i, Xj〉∣∣
τ
≤

L∞δ if i, j ≤ m
L∞
√
δr if i ≤ m, j ≥ m+ 1
L∞r if i, j ≥ m+ 1
(2.10)
So combining (2.9) and (2.10), we find a γ = γ(ω) > 05 such that for all k ∈ N,∫ ∞
0
1{Xτ∈O}B((f
⊥)k)τ ≤
N∑
i,j=1
γij (2.11)
with
γij = γij(k, r, ω) :=

γδ if i, j ≤ m
γk(r + 1
k
)r1/2 if i ≤ m, j ≥ m+ 1
γk2(r + 1
k
)r if i, j ≥ m+ 1
(2.12)
5. By Lemma 2.1.7 there is a γ1 = γ1(S(V )) > 0 such that for all k ∈ N and
all S ∈ S(V ) there is a neighborhood OS that is (1/k, γ1/k)−local at S and
V =
⋃
S OS. So in (2.12) we can take r = γ1/k, and if we sum up over all i, j,
we find for (almost) all ω ∈ Ω a γ(ω) > 0 (independent of k) such that for all
S ∈ S(V ), ∫∞
0
1{Xτ∈OS}dBτ (f
k)(ω) ≤ γ(ω). Now since V = ⋃S∈S(V )OS is a finite
union, we take γ(ω) so large that∫ ∞
0
|dA(fk)|τ (ω) ≤ B∞(fk)(ω) ≤
∑
S∈S(V )
∫ ∞
0
1{Xτ∈OS}dBτ (f
k)(ω) ≤ γ(ω).
Consequently, A(fk)(ω) is of bounded variation, uniformly in k. Thus the limit
A(f) must be of bounded variation by Lemma 5.1.1 (i). This proves the Lemma.

Remark 2.1.4 Clearly, the constant γ was adjusted (i.e. enlarged if necessary)
during each step of the proof, while we kept the letter γ throughout the proof in
order to keep the notations as simple as possible. Actually, it turns out that as
soon as X is stopped in order to ensure that ‖X‖ is finite, γ only depends on
the triangulation S(V ) and on f (more precisely, on the first and second order
derivatives of f).
We also may point out that B(fk) was defined in terms of the first and second
partial derivatives of fk w.r.t. a fixed basis b1, . . . , bN of V , while during the
5we may take γ(ω) := N2γL∞(ω) with γ from (2.9), where N2 comes from summing over all
1 ≤ i, j ≤ N
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proof we estimated B(fk) (more precisely,
∫
1{Xτ∈OS}dBτ (f
k)) in terms of a basis
adapted to the cone C. However, this does not affect the estimates (except changing
the constant) since every coordinate system is equivalent to another via a linear
isomorphism.
Before proving Lemma 2.1.7, we will refine the arguments of the preceding proof
in order to get some more information that will be useful later.
Lemma 2.1.5 Let S ∈ S(V ). Let b1, . . . bN be a basis of V such that b1, . . . , bm
is a basis of U , the linear subspace generated by S, and let f = f> + f⊥ locally
around S. If ∂if|S◦ ≡ 0 for all i ≥ m+ 1, then∫
1{Xτ∈S◦}df
⊥(Xτ ) =
1
2
∫
1{Xτ∈S◦}dAτ (f
⊥) ≡ 0. (2.13)
Proof : 1. The first equality is clear because 1S◦ ∂˜if
⊥ ≡ 0.
2. We will start analogously to the proof of Lemma 2.1.3. Let O be (1/k, r)−local
at S. By assumption above, in addition to (2.8) we have
∂if
⊥
|S∩B1/k(O) ≡ 0 for all i. (2.14)
So using Taylor’s formula again and repeating the arguments of the proof of Lemma
2.1.3, we get
|∂ij(f⊥)k(x)| ≤

σ(r + 1
k
) if i, j ≤ m
γk(r + 1
k
)2 if i ≤ m, j ≥ m+ 1
γk2(r + 1
k
)2 if i, j ≥ m+ 1
(2.15)
and again a combination of (2.15) and (2.10) shows that there is a γ = γ(ω) > 0
such that ∫ ∞
0
1{Xτ∈O}|∂ij(f⊥)k(Xτ )|
∣∣d〈X i, Xj〉∣∣
τ
≤ γij(k, r) (2.16)
with
γij(k, r) = γij(k, r, ω) :=

γσ(r + 1
k
) if i, j ≤ m
γk(r + 1
k
)2r1/2 if i ≤ m, j ≥ m+ 1
γk2(r + 1
k
)2r if i, j ≥ m+ 1
(2.17)
3. Now fix k0 ∈ N and r0 > 0 and let O be (k0, r0)−local at S. For k ≥ k0, let
Ok := O ∩ B2/k(S). Then Ok is (1/k, 2/k)−local at S and hence in (2.17) we can
take r = 2/k. Thus after enlarging γ, (2.16) yields∫ ∞
0
1{Xτ∈Ok}|∂ij(f⊥)k(Xτ )|d
∣∣〈X i, Xj〉∣∣
τ
≤

γσ( 3
k
) if i, j ≤ m
γk−3/2 if i≤m,j≥m+1
γk−1 if i, j ≥ m+ 1
(2.18)
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So summing over all 1 ≤ i, j ≤ N we conclude that there is a function σ˜ : R+ → R+
with limt→0 σ˜(t) = 0 such that∫
1{Xτ∈Ok}dB((f
⊥)k)τ ≤ σ˜(1
k
). (2.19)
On the other hand, f⊥ is smooth onB1/k(O\Ok). Thus ∂ij(f⊥)k(x) =
∫
B1/k(x)
∂ijf(y)Ψk(y−
x)dy for all x ∈ O \Ok and hence (2.15) yields∫ ∞
0
1{Xτ∈O\Ok}|∂ij(f⊥)k(Xτ )|
∣∣d〈X i, Xj〉∣∣
τ
≤ γij(k0, r0) (2.20)
for all k ≥ k0 (γij is the same as in (2.17)). So taking a rough estimate, we find a
γ > 0 such that∫
1{Xτ∈O\Ok}dB((f
⊥)k)τ ≤ γ
[
σ(r0 +
1
k0
) + k20(r0 +
1
k0
)2r
1/2
0
]
. (2.21)
for all k ≥ k0, and with (2.21) and (2.19) we get∫
1{Xτ∈O}dB((f
⊥)k)τ ≤ γ
[
σ(r0 +
1
k0
) + k20(r0 +
1
k0
)2r
1/2
0
]
+ σ˜(
1
k
).
for all k ≥ k0. Now since O is open, by Lemma 5.1.1 (ii) we have∫ ∞
0
1{Xτ∈O}|dA(f⊥)|τ ≤ lim inf
k→∞
∫ ∞
0
1{Xτ∈O}dBτ ((f
⊥)k)
≤ γ
[
σ(r0 +
1
k0
) + k20(r0 +
1
k0
)2r
1/2
0
]
(2.22)
4. At last, we let k0 → ∞ and r0 → 0 in a suitable way. Namely, let Uk0 :=
S \ B2/k0(∂S) and put O˜k0 := B1/k20(Uk0). Then O˜k0 is (1/k0, 1/k20)−local at S,
provided k0 is large enough, and so in (2.22) we can take r0 := k
−2
0 . Moreover,
1O˜k0
→ 1S◦ pointwise as k0 → ∞, and the right hand side of (2.22) goes to 0.
Thus we get∫ ∞
0
1{Xτ∈S◦}|dA(f⊥)|τ = lim
k0→∞
∫ ∞
0
1{Xτ∈O˜k0}|dA(f
⊥)|τ = 0
and the Lemma is proved. 
Definition 2.1.6 An open set O ⊂ V is called (q, r)−local at S ∈ S if
Bq(O) ⊂ St◦(S) and O ⊂ Br(S) (2.23)
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Figure 2.1: a neighborhood that is (q, r)−local at S
Lemma 2.1.7 Let S be a triangulation of M . Then there is a γ = γ(S) > 0
such that for all k ∈ N and S ∈ S there is a neighborhood OS = OS(k) that is
(1/k, γ/k)−local at S and V = ⋃S∈S OS.
Proof : We may assume thatM ⊂ V , where V is equipped with a Euclidean scalar
product, and that all S ∈ S(M) are orthants (i.e. scaff(S) is orthogonal). This
is possible because by Example 1.1.3 (iii), every simplicial cone complex can be
mapped to such a complex with a simplicial linear isomorphism which is Lipschitz,
so only the constant γ changes. M ⊂ V is equipped with the induced distance.
We start with the n−dimensional cones. Let k ∈ N. For S ∈ S(n) set OC(k) :=
S \B1/k(∂S) = S \B1/k(M (n−1)). Note that M =
⋃
S∈S(n) OS ∪B2/k(M (n−1)).
For S ∈ S(n−1), set US(k) := S \ B1/k(∂S) = S \ B1/k(M (n−2)) and let OS :=
{y + x : x ∈ US, y ∈ B2/k(S) ∩ ⊥S} be the 2/k−cylinder around US. Then
M =
⋃
S∈S(n)∪S(n−1) OS ∪ B2/k(M (n−2)) (we could take Br/k(M (n−2)) instead of
B2/k(M
(n−2)) for any r >
√
2).
This procedure can be continued. At the end, if OS constructed as the cylindrical
neighborhood of US(k) := S \B1/k(∂S) for all S ∈ S \ {0} (with a radius at most
n/k), then M \⋃S∈S\{0}OS is the union of n− dimensional cubes around 0 with
side length 1/k. So if we set O0 := Bn/k, then every OS is (k, n/k)−local at S and
M =
⋃
S∈S OS. .
2.1.2 The general case M ⊂ V
Let now M ⊂ V be a simplicial cone complex, equipped with a triangulation
S(M). From Proposition 2.1.2 we derive easily the next Proposition which says
that all possible definitions of a semimartingale are equivalent.
Proposition 2.1.8 Let M ⊂ V and let X : Ω×R+ →M be a continuous adapted
process. Let S = S(M) be any triangulation of M into a simplicial cone complex.
Then the following are equivalent:
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(i) X is a semimartingale in V
(ii) f(X) is a semimartingale for all piecewise smooth functions
f :M → R
(iii) Xu is a semimartingale for all u ∈ scaff(M)
Proof : (i)⇒(ii): Let f : M → R be piecewise smooth and let f˜ be its natural
extension from M to V described in Example 1.1.8. Then f(X) = f˜(X) is a
semimartingale by Proposition 2.1.2.
(ii)⇒(iii) is trivial.
(iii) ⇒ (i) follows from X =∑u∈scaff(M)Xuu. 
By (2.5) we have the decomposition
f˜(Xt)− f˜(X0) =
N∑
i=1
∫ t
0
∂˜if˜(Xτ )dX
i
τ + At(f˜) (2.24)
which unfortunately is not very useful. In order to give an intrinsic description,
we have to introduce some notation.
First we note that if X is a semimartingale and f a piecewise smooth function,
then
f(Xt)− f(X0) =
∑
S∈S(M)
∫ t
0
1{Xτ∈S◦}df(Xτ ). (2.25)∫
1{Xτ∈S◦}df(Xτ ) is a continuous semimartingale that describes the behavior of
f(X) on {Xτ ∈ S◦}. In order to investigate this process, we introduce the notion
of a directional local time:
Definition 2.1.9 Let u ∈ scaff(⊥S). We set Xu := νu(X). The local time of X
at S in direction of u is defined by
LS,ut (X) := 2
∫ t
0
1{Xτ∈S◦}dX
u
τ
In particular, for S = {0} and u ∈ scaff(M), the local time of X at 0 in direction
of u is defined by L0,ut (X) := 2
∫ t
0
1{Xτ=0}dX
u
τ
Remark 2.1.10 (i) LS,u(X) is nondecreasing. Indeed, Xu is a nonnegative semi-
martingale. Moreover, {Xτ ∈ S◦} ⊂ {Xuτ = 0} and hence from Lemma 5.1.5 it
follows that
LS,ut (X) := 2
∫ t
0
1{Xτ∈S◦}dX
u
τ =
∫ t
0
1{Xτ∈S◦}dL
Xu
τ (2.26)
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(ii) Note that for u ∈ scaff(⊥S), νu is only defined locally on a neighborhood O
of S◦. However, νu is the restriction of a piecewise smooth function on M to O.
Consequently,
∫
1{Xτ∈O}dX
u
τ and hence also
∫
1{Xτ∈S◦}dX
u
τ are well-defined, cf.
also Lemma 5.2.5.
(iii) If we write X = X> +X⊥, then for any u ∈ scaff(⊥S),
LS,ut (X) = 2
∫ t
0
1{Xτ∈S◦}dX
u
τ = 2
∫ t
0
1{X⊥τ =0}d(X
⊥)uτ
= L0,ut (X
⊥) (2.27)
Example 2.1.11 Let M = Rn be equipped with the standard orthogonal trian-
gulation from Example 1.1.3 (i). As usual, let xi = dei(x) be the i−th coordinate
function. Let X = (X1, . . . , Xn) be an n−dimensional Brownian motion.
We first calculate LS,e1(X), where S = {x ∈ Rn : x1 = 0, xi ≥ 0, i = 2, . . . , n} is
the first n−1−dimensional positive orthant . Now X1 is a one-dimensional Brow-
nian motion and νe1 = (x1)+, so Xe1 = νe1(X) = (X1)+ and hence by Lemma
5.1.5,
LS,e1t (X) =
∫ t
0
1{Xτ∈S◦}1{(X1τ )+=0}d(X
1)+τ =
∫ t
0
1{Xτ∈S◦}dL
X1(0, τ), (2.28)
where LX
1
(0, t) is the local time of X1 at 0 ∈ R, the so-called Brownian local
time. This process is well-known, cf. e.g. [RY99] VI.§2. By symmetry, for every
S ∈ S(n−1) and all e ∈ scaff(⊥S), LS,e has the same form.
Consider now the first n − 2−dimensional positive orthant T = {x ∈ Rn : x1 =
x2 = 0, xi ≥ 0, i = 3, . . . , n} Then T is polar, i.e. there is a P−nullset out of which
1{Xτ∈T ◦} ≡ 0 for all τ ∈ R+, and hence LT,e1 ≡ 0. By symmetry, we conclude
that at all n − 2−dimensional orthants, all directional local times are identically
0. Moreover, the same argument shows that for all orthants S of dimension less
than n− 2, the directional local times at S are also identically 0, and so we get a
full description of the behavior of X at the orthants.
As a first application of local times, we will present an Itoˆ formula on {Xτ ∈ S◦}
for a special class of piecewise smooth functions that can be regarded as ’linear
forms’ over S◦ whose tangential part is 0:
Lemma 2.1.12 Let S ∈ S and let O be local at S. For u ∈ scaff(⊥S) let gu :
S◦ → R be a piecewise smooth function. Define a function g : O → R, g(x) :=∑
u∈scaff(⊥S) g
u(x>)νu(x⊥). Then∫
1{Xτ∈S◦}dg(Xτ ) =
1
2
∑
u∈scaff(⊥S)
∫ t
0
gu(Xτ )dL
S,u
τ (X)
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In particular, if f :M → R is piecewise linear, then∫ t
0
1{Xτ=0}df(X)τ =
1
2
∑
u∈scaff(M)
f(u)L0,ut (X).
Proof : By the usual product formula,∫
1{Xτ∈S◦}dg(Xτ )
=
∑
u∈scaff(⊥S)
∫
1{Xτ∈S◦}g
u(Xτ )dX
u
τ
+
∫
1{Xτ∈S◦}X
u
τ d(g
u(Xτ )) +
∫
1{Xτ∈S◦}d〈gu(X), Xu〉τ
=
1
2
∑
u∈scaff(⊥S)
∫ t
0
gu(Xτ )dL
S,u
τ (X)
The last equality holds because {Xτ ∈ S◦} ⊂ {Xuτ = 0} and consequently,
1{Xτ∈S◦}X
u
τ ≡ 0. Moreover,∫
1{Xτ∈S◦}d〈gu(X), Xu〉τ = 〈gu(X), LS,u〉 ≡ 0
and hence the second and third stochastic integrals vanish. 
Now we come to the main Theorem of this section. Recall the decomposition
(2.25). For any S ∈ S, we will describe ∫ t
0
1{Xτ∈S◦}df(Xτ ) in terms of a general-
ized Itoˆ formula with local times at S.
Theorem 2.1.13 (Local Itoˆ Formula) Let f : M → R be piecewise smooth.
Then ∫ t
0
1{Xτ∈S◦}df(Xτ ) =
∑
u∈scaff(S)
∫ t
0
1{Xτ∈S◦}∂uf(Xτ )dX
u
τ
+
1
2
∑
u,v∈scaff(S)
∫ t
0
1{Xτ∈S◦}∂uvf(Xτ )d〈Xuτ , Xvτ 〉
+
1
2
∑
u∈scaff(⊥S)
∫ t
0
∂uf(Xτ )dL
S,u
τ (X).
In particular, ∫ t
0
1{Xτ=0}df(X)τ =
1
2
∑
u∈scaff(M)
∂uf(0)L
0,u
t (X).
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Proof : 1. Assume that dimS = m. Let scaff(S) = {b1, . . . bm}, let U be the
vector subspace generated by {b1, . . . bm} and let {bm+1, . . . bN} be a basis of U⊥,
where U⊥ is an arbitrarily chosen linear complement of U in V . Let O ⊂⊂ M be
a neighborhood that is local at S. Let f˜ be the natural extension of f from M to
V . On O we write f˜ = f˜> + f˜⊥ as in (1.9). Then f˜> is smooth on O and for all
x ∈ O ∩ S we have
∂if˜
>(x) =
{
∂if(x) if i ≤ m
0 if i ≥ m+ 1 (2.29)
Thus the usual Itoˆ formula yields∫
1{Xτ∈S∩O}df˜
>(Xτ ) =
m∑
i=1
∫
1{Xτ∈S∩O}∂if(Xτ )dX
i
τ
+
1
2
m∑
i,j=1
∫ t
0
1{Xτ∈S∩O}∂ijf(Xτ )d〈X iτ , Xjτ 〉 (2.30)
2. We now show that∫
1{Xτ∈S∩O}df˜
⊥(Xτ ) =
1
2
∑
u∈scaff(⊥S)
∫ t
0
1{Xτ∈S∩O}∂uf(Xτ )dL
S,u
τ (X). (2.31)
Define a function g : O ∩M → R, g(x) :=∑u∈scaff(⊥S) ∂uf(x>)νu(x) and let g˜ be
its natural extension from M to V . Then g˜> ≡ 0 and hence by Lemma 2.1.12,∫
1{Xτ∈S∩O}dg˜
⊥(Xτ ) =
∫
1{Xτ∈S∩O}dg˜(Xτ )
=
∫
1{Xτ∈S∩O}dg˜(Xτ )
=
1
2
∑
u∈scaff(⊥S)
∫ t
0
1{Xτ∈S∩O}∂uf(Xτ )dL
S,u
τ (X). (2.32)
Let now h := f − g. Then ∂uh(0) = 0 for all u ∈ scaff(⊥S) and x ∈ S ∩ O. Let
h˜ = f˜ − g˜ be the natural extension of h from M to V . Then ∂uh˜(x) = 0 for all
u ∈ scaff(⊥S) and x ∈ S◦ and hence ∂˜ih˜(x) = 0 for all m + 1 ≤ i ≤ N . Thus by
Lemma 2.1.5,
0 =
∫
1{Xτ∈S∩O}dh˜
⊥(Xτ )
=
∫
1{Xτ∈S∩O}df˜
⊥(Xτ )−
∫
1{Xτ∈S∩O}dg˜
⊥(Xτ )dX iτ
which, together with (2.32), shows (2.31). Thus the Theorem is proved by taking
a sequence Ol of neighborhoods that are local at S such that 1Ol → 1S◦ . .
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Remark 2.1.14 We shall point out another time that ⊥S was defined as the
’intersection’ of U⊥ with M , where U⊥ is an arbitrary linear complement of U ,
the vector subspace generated by S (although the notation suggests that this is
the orthogonal complement). At this moment, the choice of U⊥ does not have
any geometric meaning, rather than providing a choice of scaff(⊥S). Actually,
when we deal with Euclidean cone complexes, we will always choose U⊥ to be the
orthogonal complement of U .
2.2 Stochastic integration in Polyhedra
Definition 2.2.1 LetM be a polyhedron. A continuous process X inM is called
a semimartingale if f(X) is a semimartingale for all piecewise smooth functions
f :M → R.
Remark 2.2.2 Note that if M ⊂ V is a simplicial complex embedded in a vector
space V , then a simple localization procedure and an application of Proposition
2.1.8 show that X is a semimartingale in M if and only if X is a semimartingale
in V .
Let us now come to the theory of stochastic integration. As in the case of manifolds
(cf. [E´me89] or [HT94]) one can define the stochastic integral of bilinear forms via
their local coordinates, based on the the following observation in the linear case:
Let V be an n−dimensional vector space. Let X be a continuous semimartingale
in V and b : V → V ∗ ⊗ V ∗ a bounded measurable bilinear form. If b1, . . . , bN is a
basis of V , we can write b =
∑
i,j b
ijdbi ⊗ dbj and we define
∫
b(dXτ , dXτ ) =
N∑
i,j=1
∫
bij(Xτ )d〈X i, Xj〉τ . (2.33)
This definition is independent of the basis (proven below), so the left-hand side
is well-defined. Moreover, note that
∫
b(dX, dX) only depends on the symmetric
part of b.
Denote by ΓX(T
∗M ⊗ T ∗M) the set of all progressively measurable bilinear forms
over X, i.e. of processes b : Ω × R+ → T ∗M ⊗ T ∗M with pi ◦ b = X, where
pi : T ∗M ⊗ T ∗M →M is the natural projection from the bundle of bilinear forms
to M .
Proposition 2.2.3 There is a unique linear map from ΓX(T
∗M ⊗ T ∗M) to the
set of continuous adapted processes of finite variation, b 7→ ∫ b(dX, dX) such that
for all b ∈ Γ(T ∗M ⊗ T ∗M) and f, g ∈ C∞(M)
52 Chapter 2. Stochastic calculus in Polyhedra
(i)
∫
(fb)(dX, dX) =
∫
(f(X))d(
∫
b(dX, dX))
(ii)
∫
(df ⊗ dg)(X)(dX, dX) = 〈f(X), g(X)〉.∫
b(dX, dX) is called the b-quadratic variation of X. For any S ∈ S(M) and any
chart ξ : O → Ô local at S we have∫
1{Xτ∈S◦}b(dXτ , dXτ ) =
∑
u,v∈scaff(S)
∫
1{Xτ∈S◦}b
uv(Xτ )d〈X̂u, X̂v〉τ
=:
∫
1{Xτ∈S◦}b
>(dXτ , dXτ ) (2.34)
In particular,
∫
1{Xτ∈S◦}b(dXτ , dXτ ) depends only on b|TS×TS.
Proof : The proof is completely analogous to the one in [E´me89] or [HT94]. By
(1.17), we can write b as a finite linear combination in the following way:
bt(ω) =
∑
k
bkt (ω)∂f
k
Xt(ω) ⊗ ∂gkXt(ω).
Then (i) and (ii) force us to define∫ t
0
b(dX, dX) :=
∑
k
∫ t
0
bkτd〈fk(X), gk(X)〉τ (2.35)
Of course, the above representation of b is not unique. So, in order to show that∫
b(dX, dX) is well-defined, we have to show that whenever b =
∑
k b
kdfk⊗dgk = 0,
then the right hand side of (2.35) is also 0. So let ξ : O → Ô, x 7→ xˆ := ξ(x) be a
simplicial chart, local at S. By stopping, we can assume that X has only values
in O. So by the Itoˆ formula,∑
k
∫
1{Xτ∈S◦}b
k
τd〈fk(X), gk(X)〉τ
=
∑
k
∫
1{Xτ∈S◦}b
k
τd〈fˆk(X̂), gk(X̂)〉τ
=
∑
k
 ∑
u,v∈scaff(Ŝ)
∫
1{Xτ∈S◦}b
k
τ∂ufˆ
k(X̂τ )∂vgˆ
k(X̂τ )d〈X̂u, X̂v〉τ

=
∑
u,v∈scaff(Ŝ)
∫
1{Xτ∈S◦}
∑
k
bkτ (∂f
k ⊗ ∂gk)( ∂
∂xˆu
(Xτ ),
∂
∂xˆv
(Xτ )d〈X̂u, X̂v〉τ
= 0.
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Moreover, (2.34) follows from the local description above. 
As a next step, one may ask if there is a notion of a Stratonovich integral α 7→
α(∗X) =: ∫ αXτ (∗dXτ ), where α ∈ Γ(T ∗M) is a piecewise smooth linear form.
Proposition 2.2.4 There is a unique linear map from the set of piecewise smooth
linear forms on M to the set of real continuous semimartingales, α 7→ α ∗ X =:∫
α(∗dX), such that for all piecewise smooth α ∈ Γ(T ∗M) and f ∈ C∞(M)
(i) (fα) ∗X = ∫ f(Xτ ) ∗ d(α ∗X)τ
(ii) ∂f ∗X = f(X)− f(X0)∫
α(∗dXτ ) is called the stochastic Stratonovich integral of α along X.
Sketch of the Proof: Let αx =
∑
k α
k(x)∂fkx with α
k, fk piecewise smooth, so
αk(X), fk(X) are real semimartingales. Then we set∫ t
0
α(∗dXτ ) :=
∑
k
∫ t
0
αk(Xτ ) ∗ dfk(Xτ )
=
∑
k
[∫ t
0
αk(Xτ )df
k(Xτ ) +
1
2
〈αk(X), fk(X)〉t
]
Again one shows with help of Itoˆ’s formula that this is well-defined (cf. also the
Proof of Proposition 2.3.1. 
2.3 Geometric stochastic calculus in Riemannian
polyhedra
2.3.1 Itoˆ integral
Now we will introduce the notion of an Itoˆ integral of a linear form on a Riemannian
polyhedron. As in the case of bilinear forms, denote by ΓX(T
∗M) the set of all
progressively measurable linear forms over X, i.e. of processes α : Ω×R+ → T ∗M
with pi ◦ α = X, where pi : T ∗M → M is the natural projection from the bundle
of piecewise linear functions to M .
Proposition 2.3.1 There is a unique linear map from ΓX(T
∗M) to the set of
real continuous semimartingales, α 7→ α • X =: ∫ α(dX), such that for all α ∈
ΓX(T
∗M) and f ∈ C∞(M)
(i) (fα) •X = ∫ f(Xτ )d(α •X)τ
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(ii) ∂f •X = f(X)− f(X0)−
∫
Hessf(dXτ , dXτ )∫
α(dX) is called the stochastic Itoˆ integral of α along X.
Proof : By (1.21), we can write α as a linear combination in the following way:
αt(ω) =
∑
k
αkt (ω)∂f
k(Xt(ω))
Then we define∫ t
0
α(dX) :=
∑
k
[∫ t
0
αkτdf
k(Xτ )− 1
2
∫ t
0
αkτHessf
k(Xτ )(dXτ , dXτ )
]
(2.36)
As above, we have to show that this is well-defined. So assume that α =
∑
k α
k
t ∂f
k(Xt) ≡
0. First, by (2.34) and (1.31) we have∫ t
0
1{Xτ∈S◦}Hessf(Xτ )(dXτ , dXτ ) =
∫ t
0
1{Xτ∈S◦}(Hessf)
>(Xτ )(dXτ , dXτ )
=
∑
u,v∈scaff(S)
∫ t
0
1{Xτ∈S◦}
∂uvfˆ(X̂τ )− ∑
w∈scaff(Ŝ)
Γwuv(Xτ )∂wfˆ(X̂τ )
 d〈X̂u, X̂v〉τ .
Together with the Itoˆ formula we get
∑
k
[∫
1{Xτ∈S◦}α
k
τdf
k(Xτ )− 1
2
∫ t
0
αkτHessf
k(Xτ )(dXτ , dXτ )
]
=
∑
k
 ∑
u∈scaff(Ŝ)
∫
1{Xτ∈S◦}α
k
τ∂f
k(
∂
∂xˆu
(Xτ ))dX̂
u
τ
+
∑
u∈scaff(⊥Ŝ)
∫
αkτ∂f
k(
∂
∂xˆu
(Xτ ))dL
S,u
τ (X̂)
+
∑
u,v,w∈scaff(Ŝ)
∫
1{Xτ∈S◦}Γ
w
uv(Xτ )α
k
τ∂f
k(
∂
∂xˆw
(Xτ ))d〈X̂u, X̂v〉τ

= 0
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Remark 2.3.2 Note that the Itoˆ integral was defined in terms of the Hessian.
Recall from Remark 1.3.8 that there is another concept of a Hessian, denoted by
Hess and defined by
Hessf>x := Hessf
>
x +
∑
w∈scaff(⊥xS)
∂wf(x)l
w
x
cf. (1.34). From this form we deduce that one can also define an Itoˆ integral
associated to Hess, just in the same way as in the proof of Proposition 2.3.1.
Although it is out of the scope of this work, we believe that Hess is the right
object for a consistent theory of Itoˆ integrals in general Riemannian polyhedra,
especially for the theory of martingales. However, in chapter 3, where we introduce
the notion of martingales, we only work in Euclidean complexes, where Hessf =
Hessf because every Euclidean simplex is totally geodesic and hence the second
fundamental form l vanishes.
We conclude this section with an intrinsic description of
∫
α(dX). Let S ∈ S(M)
and x ∈ S◦. Recall the intrinsic orthogonal decomposition TxM = TxS ⊕ ⊥xS,
where
⊥xS := (TxS)⊥ := {v ∈ TxM : gx(u, v) = 0 (∀u ∈ TxS)},
cf. (1.24). Denote by scaff(⊥xS) the unique scaffold of ⊥xS that consists of
unit vectors. So by varying x, we may regard u ∈ scaff(⊥S) as a smooth unit
vector field. To u ∈ scaff(⊥S) there is associated a piecewise smooth linear forms
νu ∈ Γ(⊥∗S), defined by ⊥xS 3 v =
∑
νux (v)u(x).
Remark 2.3.3 It is important to point out that in the preceding section ⊥xS was
defined in terms of a local chart and therefore depended on the choice of the chart,
cf. (1.13). In the situation now, the definition of ⊥xS in (1.24) is independent of
the chart, and so the notations might be ambiguous. But by Lemma 1.3.3 we have
normal coordinates at S in which both notations are the same.
For u scaff(⊥S), we set
LS,ut :=
∫ t
0
1{Xτ∈S◦}ν
u(dXτ ) (2.37)
Proposition 2.3.4 LS,u is a continuous nondecreasing process. Moreover,∫
1{Xτ∈S◦}α
⊥
τ (dXτ ) =
∑
u∈scaff(⊥S)
∫
ατ (
∂
∂xˆu
(Xτ ))dL
S,u
τ (2.38)
If αt = αXt for a piecewise smooth linear form α, then this is also equal to∫
1{Xτ∈S◦}α
⊥
τ (∗dXτ ).
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Proof : Let ρu defined in (1.25). Then ρu|S∩O ≡ 0 and hence ∂ρux = νux and
(Hessρux)
> ≡ 0 for all x ∈ S∩O. Thus by the definition of the Itoˆ-Integral we have∫ t
0
1{Xτ∈S◦}ν
u(dXτ ) =
∫ t
0
1{Xτ∈S◦}dρ
u(Xτ )
=
∫ t
0
1{Xτ∈S◦}1{ρu(Xτ )=0}dρ
u(Xτ )
which is a nondecreasing process since ρu is nonnegative. .
We will state all we have proved so far in the following intrinsic version of the
Itoˆ formula:
Theorem 2.3.5 Let M be a Riemannian polyhedron, X a semimartingale in M
and f :M → R a piecewise smooth function. Then f(X) is a semimartingale and
for all S ∈ S(M) we have∫
1{Xτ∈S◦}df(Xτ ) =
∫
1{Xτ∈S◦}∂f(dXτ ) +
1
2
∫
1{Xτ∈S◦}HessfXτ (dXτ , dXτ )
and∫
1{Xτ∈S◦}∂f(dXτ ) =
∫
1{Xτ∈S◦}(∂f)
>(dXτ ) +
∑
u∈scaff(⊥S)
∫
∂uf(Xτ ))dL
S,u
τ .
where LS,u is a nondecreasing process.
2.3.2 Discrete approximation and quadratic variation
In this section we prove a classical discrete approximation result for the b−quadratic
variation6.
Let M be a Riemannian polyhedron and let e : M ×M 3 (x, y) 7→ ex(y) ∈ TxM
be a generalized inverse exponential map7. Let ∆k be a sequence of locally finite
partitions of R+ such that ‖∆k‖ → 0. If ∆k = {0 = t0 < t1 < . . . }, we set
∆Xl := eXtl (Xtl+1) ∈ TXtlM (2.39)
∆Xl is called the increment of X at tl w.r.t ∆
k. For b ∈ Γ(T ∗M ⊗T ∗M), consider
the process ∆kB, defined by
∆kBt :=
∑
tl∈∆kt
bXtl (∆
kXl,∆
kXl), (2.40)
6see [E´me89], Proposition (3.23) for a similar result in manifolds
7cf. Definition 1.3.16. Such a map always exists, cf. Proposition 1.3.17.
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where for t ≥ 0, ∆kt := ∆k ∩ [0, t] is the partition up to time t. We will prove
in the Theorem below that if X is a semimartingale, then ∆kB converges to the
b−quadratic variation of X.
First we introduce some notation: Let M =
⋃
S∈S OS, where for each S ∈ S, OS is
local at S and there is a simplicial chart ξS : OS → ÔS that is normal at S. Recall
that we can split every tangent vector w ∈ TxM into a tangential and transversal
part w.r.t. ξ. Namely, w = w> +w⊥ with w> :=
∑
u∈scaff(Ŝ) ∂xˆ
u(w) ∂
∂xˆu
and w⊥ :=∑
u∈scaff(⊥Ŝ) ∂xˆ
u(w) ∂
∂xˆu
. Moreover, recall the definition b>x (w, w˜) := bx(w
>, w˜>), so
b> =
∑
u,v∈scaff(Ŝ) b
uv∂xˆu ⊗ ∂xˆv and b− b> =∑{u,v}∩scaff(⊥Ŝ) 6=∅ buv∂xˆu ⊗ ∂xˆv.
Let r > 0. Then there are 0 < r1 < r and a family (O
r
S)S∈S such that
M =
⋃
S∈S
OrS and Br1(O
r
S) ⊂ OS ∩Br(S). (2.41)
We will make use of the Taylor-like expansion in Proposition 1.3.17 (i) and (ii).
Namely, we use the normal chart ξS and deduce from Proposition 1.3.17 that there
is a C > 0 such that whenever x, y ∈ Br(x0) ⊂ OS for some x0 ∈ S, then
|bx(ex(y)>, ex(y)>)− bx(y> − x>, y> − x>)| ≤ Cr|y − x|2 (2.42)
and
|bx(ex(y)>, ex(y)⊥)| ≤ C
(|y − x||y⊥ − x⊥|+√r|y − x|2) (2.43)
and
|bx(ex(y)⊥, ex(y)⊥)| ≤ C
(|y − x||y⊥ − x⊥|+√r|y − x|2) . (2.44)
Indeed, (2.43) and (2.44) directly follow from Proposition 1.3.17 (ii), and (2.42)
can be shown with help of the identity
bx(u
>, u>)− bx(v>, v>) = bx(u> − v>, u> − v>)
+ bx(u
> − v>, v>) + bx(v>, u> − v>)
for u, v ∈ TxM8: Set u> := ex(y) and v> := y> − x> and then use Proposition
1.3.17 (i).
Let % = %ζ be a distance on the set of real-valued processes (modulo indistin-
guishability) on [0, ζ] that metrizes uniform convergence (up to ζ) in probability.
8note that we only take the tangential parts in order to ensure that we can use the bilinearity
of bx
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Theorem 2.3.6 Let X be a semimartingale and let ∆k be a sequence of locally
finite partitions of R such that ‖∆k‖ → 0 as k →∞. Then∑
tk∈∆k
bXtk (∆
kXl,∆
kXl)→
∫
b(dXτ , dXτ ) (2.45)
locally uniformly in probability.
Proof : 1. Since we are dealing with convergence in probability, we may neglect
an arbitrarily small event. So by stopping, we may assume that X only has values
in a compact set K ⊂ M and that there is some ζ > 0 such that Xt ≡ Xζ for all
t ≥ ζ.
For r > 0, consider a family (OrS)S∈S that satisfies (2.41). Again, we may neglect
an arbitrarily small event, and because X is continuous (and hence uniformly
continuous on [0, ζ]), we may assume that there is some δ > 0 such that whenever
s < t < s+δ, then d(Xs, Xt) < r1. Thus we may assume that if k is large enough
9,
whenever tl ∈ ∆k, and Xtl ∈ OrT , then every geodesic γ connecting Xtl and Xtl+1
lies entirely in Br1(O
r
T ).
Let (λrT )T∈st(S) be a partition of unity subordinated to (O
r
T )T∈st(S). Because K
only hits a finite number of simplices S, it suffices to show that for all S and all
 > 0 there are r > 0 and kr ∈ N such that for all k ≥ kr,
%
∑
tk∈∆k
λrS(Xtl)bXtk (∆
kXl,∆
kXl),
∫
λrS(Xτ )b(dXτ , dXτ )
 <  (2.46)
For this purpose, we will treat the tangential and the transversal parts separately.
Namely, we have∑
tl∈∆k
λrS(Xtl)bXtl (∆
kXl,∆
kXl)
=
∑
tl∈∆k
λrS(Xtl)
[
bXtl (∆
kX>l ,∆
kX>l ) + bXtl (∆
kX>l ,∆
kX⊥l )
+bXtl (∆
kX⊥l ,∆
kX>l ) + bXtl (∆
kX⊥l ,∆
kX⊥l )
]
=: ∆kB>> +∆kB>⊥ +∆kB⊥> +∆kB⊥⊥,
where
∆kB>>t := (∆
kB>>S )t :=
∑
tl∈∆kt
λrS(Xtl)bXtl (∆
kX>l ,∆
kX>l ) (2.47)
9to be precise, for r1 > 0 and  > 0 there are a δ > 0 and a set Ω0 ⊂ Ω with P (Ω0) > 1 − 
such that d(Xs(ω), Xt(ω)) < r1 for all ω ∈ Ω0 and all s, t ≤ T with |s− t| < δ. Then take k0 ∈ N
so large that |tl+1 − tl| < δ for all k ≥ k0 and all tl ∈ ∆k.
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and so on.
2. Let  > 0. We first show that if r is small and k is large enough10, then
%
(
∆kB>>,
∫
λrS(Xτ )b
>(dXτ , dXτ )
)
< . (2.48)
Indeed, by (2.42) we have for all 0 ≤ t ≤ ζ,∣∣∣∣∣∣∆kB>>t −
∑
tl∈∆kt
λrS(Xtl)bXtl ((Xtl+1 −Xtl)>, (Xtl+1 −Xtl)>)
∣∣∣∣∣∣
≤
∑
tl∈∆kt
λrS(Xtl)
∣∣bXtl (∆kX>l ,∆kX>l )− bXtl ((Xtl+1 −Xtl)>, (Xtl+1 −Xtl)>)∣∣
≤ Cr
∑
tl∈∆kt
λrT (Xtl)|Xtl+1 −Xtl|2 ≤ Cr∆kVζ ,
where ∆kVt :=
∑
tl∈∆kt |Xtl+1−Xtl|2. So we may take r so small that for all k ∈ N,
%
∆kB>>, ∑
tl∈∆k
λrS(Xtl)bXtl ((Xtl+1 −Xtl)>, (Xtl+1 −Xtl)>)
 < /2
Now
∑
tl∈∆k λ
r
S(Xtl)bXtl ((Xtl+1 −Xtl)>, (Xtl+1 −Xtl)>) converges to∫
λrS(Xτ )b
>(dXτ , dXτ ) as k →∞ (discrete approximation of the b-quadratic vari-
ation for real-valued processes), and so if k is large enough, then
%
∑
tl∈∆k
λrT (Xtl)bXtl ((Xtl+1 −Xtl)>, (Xtl+1 −Xtl)>),
∫
λrT (Xτ )b
>(dXτ , dXτ )

< /2
and hence (2.48) holds.
3. Now we show that if r is small and k is large enough, then
%(∆kB>⊥, 0) < . (2.49)
10more precisely, we first fix some r > 0 that is sufficiently small and then find a kr ∈ N such
that (2.48) holds for all k ≥ kr
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From (2.43) it follows that for all 0 ≤ t ≤ ζ,
|∆kB>⊥t | ≤
∑
tl∈∆kt
λrS(Xtl)|bXtl ((∆kXl)>, (∆kXl)⊥)|
≤ C
∑
tl∈∆k
λrS(Xtl)|Xtl+1 −Xtl||X⊥tl+1 −X⊥tl |+
√
r∆kVt
≤ C(∆kVt)1/2
∑
tl∈∆k
λrS(Xtl)|X⊥tl+1 −X⊥tl |2
1/2 +√r∆kVt
Assume that S ∈ S(m). Let b1, . . . , bm be a basis for S and let bm+1, . . . , bN be a
basis for the orthogonal complement of S in V . We know that if r → 0, then
N∑
j=m+1
∫
λrS(Xτ )d〈Xj〉τ ≤
N∑
j=m+1
∫
1{Xτ∈Br(S)∩OS}d〈Xj〉τ
→
N∑
j=m+1
∫
1{Xτ∈S∩OS}d〈Xj〉τ ≡ 0.
Thus we may choose r > 0 so small that
%
(
N∑
j=m+1
∫
λrS(Xτ )d〈Xj〉τ , 0
)
< /3 (2.50)
and that %
(√
r∆kV, 0
)
< /3 for all k ∈ N.
At last, since
∑
tl∈∆k λ
r
T (Xtl)|X⊥tl+1 − X⊥tl |2 →
∑N
j=m+1
∫
λrT (Xτ )d〈Xj〉τ (discrete
approximation of the Euclidean quadratic variation), we have that
%
∑
tl∈∆k
λrT (Xtl)|X⊥tl+1 −X⊥tl |2,
N∑
j=m+1
∫
λrT (Xτ )d〈Xj〉τ
 < /3 (2.51)
provided k is large enough. This shows (2.49).
4. At last, we can proceed as in 3. in order to show that if r is small and k
is large enough, then %(∆kB⊥>, 0) <  and %(∆kB⊥⊥, 0) < , and putting all parts
together, this yields (2.46) and the Theorem is proved.
Definition 2.3.7 The process
〈X〉 :=
∫
g(dXτ , dXτ ) (2.52)
is called the quadratic variation of X.
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Note that ‖∆Xl‖Xtl = ‖eXtl (Xtl+1)‖Xtl = d(Xtl , Xtl+1) by Proposition 1.3.17 and
hence we get the following Corollary, showing that 〈X〉 deserves the name quadratic
variation:
Corollary 2.3.8 Let X be a semimartingale and let ∆k be a sequence of locally
finite partitions of R such that ‖∆k‖ → 0 as k →∞. Set
V kt :=
∑
tl∈∆k
d2(Xtl∧t, Xtl+1∧t). (2.53)
Then V k → 〈X〉 locally uniformly in probability as k →∞.
2.4 Example: Brownian motion
Although the theory of harmonic functions on Riemannian polyhedra has already
made a lot of progress (cf. for instance [EF01]), there are only known very few
partial results about Brownian motion.
Walsh ([Wal78]) constructed a family of diffusions in a star, which is a (not neces-
sarily locally finite) one-dimensional Riemannian polyhedron. Such a diffusion is
referred to as Walsh’s Brownian motion, cf. [BPY89] for a comprehensive study
of these processes.
In [BK95] a Feller process (Brownian motion) is constructed in two-dimensional
Euclidean polyhedra by writing down the semigroup explicitely.
In [Bou05] a Donsker’s principle approach is used, i.e. Brownian motion is defined
as a scaling limit of a suitable sequence of geodesic Random walks. But first,
this process is only defined for almost every starting point, and second, it is not
uniquely determined (there is only shown existence by a compactness argument).
Moreover, this paper contains some nebulous arguments. For example, in Remark
2.8 a result of [Dyn65] I is used, but according to this one also has to check the
Feller property of the semigroup. Besides, the process Y η, defined in section 3.1
of [Bou05], is not Markov because it is defined by geodesic interpolation. So this
paper has to be read carefully.
Our approach is to fill in the gap between the potential theory developed in [EF01]
and probability theory. More precisely, we consider the Markov process X that is
associated to the ’canonical’ energy E(f) := ∫
M
‖∇f(x)‖2dx, where dx := µ(dx)
is the Riemannian volume measure. We will show that X is a strong Feller dif-
fusion, in particular it is defined for every starting point x ∈ M . In section 2.4.2
we describe the harmonic structure associated to X. In section 2.4.3 it is shown
that X is a semimartingale and an explicite description of the semimartingale
decomposition in the local Itoˆ formula is given (Theorem 2.4.17).
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2.4.1 Preliminaries
Let (M, g) be a piecewise smooth n−dimensional Riemannian polyhedron. Through-
out this section we will assume that M is admissible in the sense of [EF01]:
• M is dimensionally homogeneous, i.e. every simplex is a face of an n−dimensional
simplex.
• M is locally (n− 1)−chainable
The n−dimensional Riemannian volume measure µ is defined by
µ(A) :=
∑
S∈S(n)
µS(A ∩ S), (2.54)
where µS is the n−dimensional Riemannian volume measure on S. We will also
write dx for µ.
Proposition 2.4.1 Let M be an n−dimensional admissible Riemannian polyhe-
dron. Then the following holds:
(i)(Ball volume growth) Let R > 0 and x0 ∈ M . Then there is a C =
C(R, x0) > 0 such that C
−1rn ≤ µ(Br(x)) ≤ Crn for all x ∈ M and r > 0
with B2r(x) ⊂ BR(x0).
(ii) (Ball volume doubling) Let R > 0 and x0 ∈ M . Then there is a C =
C(R, x0) > 0 such that µ(B2r(x)) ≤ C2nµ(Br(x)) for all x ∈ M and r > 0 with
B2r(x) ⊂ BR(x0).
Proof : (i) This follows from [EF01], Lemma 4.4.
(ii) easily follows from (i), cf. [EF01], Corollary 4.1. 
As before we will write ‖v‖ := √gx(v, v) if v ∈ TxM . For a piecewise smooth
function f :M → R we define the energy of f by E(f) := ∫
M
‖∇f(x)‖2dx and the
Sobolev (1,2)-norm by
‖f‖W 1,2(M) := ‖f‖L2(M,dx) + E(f) (2.55)
Let W 1,2 be the completion of {f ∈ C∞(M) : ‖f‖W 1,2(M) <∞} w.r.t. ‖ · ‖W 1,2(M)
and denote by W 1,20 the completion of C∞c (M) w.r.t. ‖ · ‖W 1,2(M), where C∞c (M)
is the set of all piecewise smooth functions on M with compact support. Note
that these definitions coincide with the definitions of W 1,2(M) and W 1,20 (M) in
[EF01], section 5, since every Lipschitz continuous function can be approximated
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by piecewise smooth functions in the Sobolev (1,2)-norm11.
Consider now the bilinear form
E(f, h) :=
∫
M
gx(∇f(x),∇h(x))dx, D(E) :=W 1,20 (M). (2.56)
This form has some nice properties. For a general approach to Dirichlet forms on
glued spaces, see [Pau04]. Fortunately, we can quote some results from [EF01].
Proposition 2.4.2
(i) (E ,D(E)) is a strongly local regular Dirichlet form on L2(M,dx) and C∞c (M)
is a core for (E ,D(E)).
(ii)(Poincare´ inequality) Let R > 0 and x0 ∈ M . Then there is a C =
C(R, x0) > 0 such that∫
Br(x)
|f − fx,r|2dx ≤ Cr2
∫
Br(x)
‖∇f(x)‖2dx (2.57)
whenever Br(x) ⊂ BR(x0), where fx,r := µ(Br(x))−1
∫
Br(x)
f(x)dx.
Proof : (i) That (E ,D(E)) is a Dirichlet form is proved in [EF01], Proposition
5.1. Moreover, the strong locality follows from [EF01], Remark 5.2.
(ii) follows from [EF01], Theorem 5.1. (see also the remark before that theorem). 
By the general theory of Dirichlet forms, we get a continuous Hunt process on
a set M0 ⊂ M , where M \M0 has zero capacity ([Fukushima], Theorem 7.2.2.).
However, we want to define Brownian motion for every starting point x ∈M . This
will be done in the context of Feller processes, and consequently we have to do
some more work.
We denote by (A,D(A)) the self-adjoint operator on L2(M,dx) associated to E .
A fundamental solution p of the parabolic equation ( ∂
∂t
− A)f = 0 is defined to
be a density kernel for the transition semigroup Tt := e
−At w.r.t µ. Namely,
p : ]0,∞[×M ×M → R+ is a measurable function satisfying
Ttf(x) =
∫
M
f(y)p(t, x, y)dy (2.58)
for all f ∈ L2(M,dx) and a.e. x ∈ M . p is also called a heat kernel of A. Note
that Tt is µ−symmetric, p is symmetric in x and y for µ2−almost all (x, y).
11this can easily bee seen by a mollifying argument as in Lemma 2.1.1 or Lemma 3.2.1
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Lemma 2.4.3 A heat kernel p : ]0,∞[×M × M → R+ of A exists. There is
a version of p that is locally Ho¨lder continuous on ]0,∞[×M × M (and hence
unique) and symmetric in x and y. Moreover, p satisfies locally an ’upper Gaussian
estimate’: For all x0 ∈ M and all R > 0 there are constants C1 = C1(R, x0) > 0
and C2 = C2(R, x0) > 0 such that for all 0 < t < R
2 and all x, y ∈ BR(x0)
p(t, x, y) ≤ C1
µ(B√t(x))
e
− d2(x,y)
C2t . (2.59)
Proof : The proof follows the outline of the proof of [Stu98], Theorem 7.4 which
is stated under slightly different circumstances. We are in the following situation:
(M,d, µ) is a metric measure space and (E ,D(E)) is a strongly local Dirichlet form
on L2(M,µ). Moreover, by Proposition 2.4.1 (i), the intrinsic distance ρ of E
(which is by definition equal to the Caratheodory distance, cf. [Stu95]) is equal to
d. The following properties hold:
(Ia) (M,d) = (M,ρ) is proper by Proposition 1.3.9.
(Ib) Volume doubling holds locally on M in the sense of Proposition 2.4.1 (ii).
(Ic) The Poincare inequality holds locally on M in the sense of Proposition 2.4.2
(ii).
(Ia),(Ib) correspond to conditions (A) and (B) in [Stu95]. Moreover, by [Stu96],
Theorem 2.6, there holds a Sobolev inequality locally onM which is condition (C)
in [Stu95]. Note that all ’uniform parabolicity’ conditions in [Stu95] hold trivially
since the operator A does not depend on time. Moreover, conditions (Ia)-(Ic)
imply that there holds a parabolic Harnack inequality on X by [Stu96], Theorem
3.5. Thus we can make use of local versions of all the important results in these
papers.
By [Stu95], Proposition 2.3., a heat kernel p˜ = p˜(t, x, x) exists. Moreover, there is
a µ−nullset N such that for all x, y ∈M \N , p˜(·, x, ·) and p˜(·, ·, y) are local weak
solutions of the parabolic equation ( ∂
∂t
−A)f = 0 in the sense of [Stu96], section 3.
Now by [Stu96], Proposition 3.1, every such local weak solution has a version that
is locally Ho¨lder continuous in the sense that for any x0 ∈ M and all R, t0 > 0
there are constants C = C(x0, R) and α = α(x0, R) ∈]0, 1[ such that whenever
(s, y) and (t, z) are points in Q :=]t0 −R2, t0[×BR(x0), then
|f(s, y)− f(t, z)| ≤ C ess sup
BR(x0)
|f | (|s− t|1/2 + d(y, z))α . (2.60)
We will only show how to get a Ho¨lder continuous version of the function p˜(t, ·, ·)
on BR(x0) for every t > 0, since this suffices for our applications in the sequel.
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For every x ∈ M \ N , let pˆ(t, x, ·) be the Ho¨lder continuous version of p˜(t, x, ·).
Clearly, this is a fundamental solution, too, and hence for every y ∈ BR(x0) \ N
there is a µ−nullset Ny such that pˆ(t, ·, y) is Ho¨lder continuous (with the same
constants) on BR(x0) \ Ny. So setting p˘(t, x, y) := limxn→x,xn /∈N∪Ny pˆ(t, xn, y), we
get a version that is Ho¨lder continuous on BR(x0)× (BR(x0) \N).
At last we set p(t, x, y) := limyn→y,yn /∈N p˘(t, x, yn) and obtain a version that is
Ho¨lder continuous on BR(x0).
The last assertion, namely (2.59), follows from [Stu96] Theorem 4.1. and (4.4). 
Remark 2.4.4 From [Stu96], Theorem 4.8. we can also deduce lower Gaussian
estimates for the heat kernel. Namely, there is a C = C(R) > 0 such that
p(t, x, y) ≥ 1
Cµ(B√t(x)
e−C
d2(x,y)
t (2.61)
for all x, y ∈ BR(x0) and all 0 < t ≤ R2.
First we will use the Gaussian estimate (2.59) to show some properties of the heat
kernel that are known for the Euclidean heat kernel.
Lemma 2.4.5 (i) There is a C = C(x0, R) such that for all 0 < t < R
2, all
x ∈M and r > 0 with Br(x) ⊂ BR(x0),∫
Br(x)
dα(x, y)p(t, x, y)dy ≤ Ctα2 (2.62)
(ii) Put gt(x, y) :=
∫ t
0
p(τ, x, y)dτ . Let S ∈ S(m), where m ≤ n− 2. Let O be local
at C and put Sr := Br(S). Then for all t ≤ R2
lim
r↘0
1
r
(
sup
x∈BR/2(x0)
∫
Sr∩O
gt(x, y)dy
)
= 0. (2.63)
Proof : (i) By Proposition 1.3.9, there is a C > 0 such that 1/C|y−x| ≤ d(x, y) ≤
C|y − x| for all x, y ∈ BR(x0). So from (2.59) we deduce that there are constants
C1, C2 > 0 such that for all t < R
2 and x, y ∈ BR(x0)
dα(x, y)p(t, x, y) ≤ C1t−n2 |y − x|αe−
|y−x|2
C2t . (2.64)
Let Ber(x) be the Euclidean ball around x in V . Then Br(x) ⊂ BeCr(x). Moreover
by Proposition 2.4.1 (i), µ(dy) ≤ C˜λn(dy) and hence we can adjust C1 such that
for all t < R2, r > 0 and x ∈M with Br(x) ⊂ BR(x0),∫
Br(x)
dα(x, y)p(t, x, y)µ(dy) ≤ C1t−n2
∫
BeCr(x)
|y − x|αe− |y−x|
2
C2t λn(dy). (2.65)
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In order to estimate the right hand side of (2.65), we remark that BR(x0) contains
only a finite number of n−dimensional simplices of M . So let T ∈ S(n). Let U be
the n−dimensional linear subspace of V generated by T . We consider two cases:
First, if x ∈ U , then we can use polar coordinates in U in order to obtain
C1t
−n
2
∫
BeCr(x)∩U
|y − x|αe− |y−x|
2
C2t λn(dy) = C3C1t
−n
2
∫ C˜r
0
ρα+n−1e−
ρ2
C2tdρ
≤ C˜1tα2
∫ ∞
0
ρα+n−1e−
ρ2
2 dρ.
Now
∫∞
0
ρα+n−1e−
ρ2
2 dρ <∞ and hence (i) is proved in the case x ∈ U . Second, if
x /∈ U , let x0 be the orthogonal projection of x onto U and let r0 := |x− x0|.
∫
BeCr(x)∩U
|y − x|αe− |y−x|
2
C2t λn(dy)
=
∫
BeCr(x)∩U
(r20 + |y − x|2)
α
2 e
− r
2
0+|y−x0|2
C2t λn(dy)
and we proceed as above in order to obtain (i).
(ii) Let x ∈ BR/2(x0). Then by (2.64), for all t ≤ R2, r ≤ R/2 and y ∈ Br(x),
gt(x, y) ≤ C1
∫ t
0
τ−
n
2 e
− |y−x|2
C2τ dτ. (2.66)
Let S ∈ S(m), O local at S. One can simplify the situation: First since st(n)(S) is
finite, we may replace Sr ∩ O by Sr ∩ O ∩ T , where T ∈ st(n)(S) is fixed. Denote
by U ′ the linear subspace generated by T and by U the one generated by S. We
may assume that x ∈ U (otherwise take x0, the orthogonal projection of x onto
U ′; then gt(x, y) ≤ gt(x0, y) for all y ∈ U ′). Thus we may assume that U ′ = Rn
and U = Rm ⊂ Rn. Denote by p(k)t (x, y) the k−dimensional Euclidean heat kernel.
Then (2.66) yields
∫
Sr∩O
gt(x, y)µ(dy) ≤ C1
∫ t
0
∫
Sr∩O
p(n)τ (x, y)λ
n(dy)dτ. (2.67)
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and consequently∫
Sr∩O
gt(x, y)µ(dy) ≤ C1
∫ t
0
∫
Sr∩O
p(n)τ (x, y)λ
n(dy)dτ
≤ C1
∫ t
0
∫
Ur
p(n)τ (x, y)λ
n(dy)dτ
≤ C1
∫ t
0
∫
Dr
p(n−m)τ (x, y)λ
n−m(dy)dτ,
where Dr := Br(0)∩Rn−m and Ur := Dr ×Rm is the r−strip around U = Rm. So
putting δ := δ(y) := |y − x| and substituting σ(τ) = δ2
C2τ
, we have∫
Sr∩O
gt(x, y)µ(dy) ≤
∫
Dr
C(δ(y))λn−m(dy)
where
C(δ) := C(t, δ) := C1C
−n−m
2
−1
2 δ
−n+m+2 ∫∞
δ2
C2t
σ
n−m
2
−2e−σdσ
≤
{
C4δ
−n+m+2 if n−m ≥ 3
C4(| log δ|+ 1) if n−m = 2 (2.68)
Note that up to a constant, the bound of C(δ(y)) in (2.68) is the (n−m)−dimensional
Newtonian potential with pole x, cf. e.g. [Bas95]. Using polar coordinates (on the
(n−m)−dimensional subspace) yields∫
Dr
C(|y − x|)λn−m(dy) ≤
∫
Dr
C(|y|)λn−m(dy)
≤ C5
∫ r
0
ρn−m−1C(ρ)dρ. (2.69)
Together with (2.68) and the fact that n−m ≥ 2, we conclude that the right hand
side of (2.69) is an o(r) (’small o of r’). Moreover, the right hand side of (2.69) is
independent of x ∈ BR/2(x0), showing (ii). 
If we now set Ptf(x) :=
∫
M
f(y)p(t, x, y)dy for f ∈ L2(M,dx), then (Pt)t>0 is
a sub-Markovian semigroup on L2(M,dx) that is properly associated to A, i.e.
Ptf is a version of e
−Atf for all f ∈ L2(M,dx) and all t ≥ 0.
Proposition 2.4.6 Pt is a strong Feller semigroup in the sense that PtBb(M) ⊂
Cb(M), where Bb(M) denotes the set of bounded measurable functions on M .
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Proof : Let f ∈ Bb(M). Set fR := f1BR(x0). Then PtfR is Ho¨lder continuous on
BR(x0) since the heat kernel p is Ho¨lder continuous on BR(x0)×BR(x0). We have
even more: Because PtfR a local solution of Au − ∂∂tu = 0, the Ho¨lder constant
can be chosen independent of R, cf. (2.60). So letting R ↗ ∞, PtfR ↗ Ptf and
hence Ptf is Ho¨lder continuous on BR(x0). Thus the proposition is proved. 
Now we will construct the process associated to Pt. By [BG68], Theorem I.(9.4),
there is a Hunt process (Ω, (Px)x∈M , (Ft)t≥0, (Xt)t≥0) with state space M . In fact,
this process is constructed on M ∪ ∆, where ∆ is the ’Alexandroff point’ of M ,
i.e. ∆ is the point ∞ in the 1-point compactification of M if M is not compact
and ∆ is an isolated point if M is already compact. The lifetime ζ of X is the
stopping time ζ := inf{t ≥ 0 : Xt ∈ ∆}. From the properties of a Hunt process
(cf. [BG68], Definition I.(9.2) and the Remark after) it follows that for all x ∈M ,
X has cadlag paths on [0, ζ[ P x−a.s. and that X is quasi-left-continuous. The
latter means that whenever τn is an increasing sequence of stopping times with
τ = lim τn, then Xτ = limXτn on {τ <∞} P x−a.s.
Note that it follows from the strong Feller property of Pt that for all t > 0, x0 ∈M
and R > 0,
lim
Z↗∞
sup
x∈BR(x0)
P x(Xt /∈ BZ(x0), t < ζ) = 0. (2.70)
In the sequel, it will often be convenient to consider a localized version of the
process Xt. Namely, fix x0 ∈M . For R > 0 let
τO := inf{t > 0 : Xt /∈ O}. (2.71)
and for all R > 0 set
τR := inf{t > 0 : Xt /∈ BR(x0)} ∧R2 = τBR(x0) ∧R2. (2.72)
It follows from the quasi-left-continuity of X that τR ↗ ζ P x−a.s. for all x ∈M .
Consider the stopped process XτR , given by XτRt := Xt∧τR .
Lemma 2.4.7 Let x0 ∈M and R > 0.
(i) For all r > 0, set σr := inf{t ≥ 0 : d(X0, Xt) ≥ r}. Then there is a C =
C(x0, R) such that for all x ∈ BR(x0) and all r ≤ R,
P x(t ≥ σr) ≤ Ce− r
2
10t . (2.73)
(ii) For all α > 0 there is a C = C(x0, R, α) > 0 such that for all x ∈ BR/2(x0)
and all 0 ≤ s ≤ t,
Ex[dα(XτRt , X
τR
s )] ≤ C(t− s)α/2,
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Proof : (i) Let K ⊂ M be a compact admissible sub-polyhedron such that
B2R(x0) ⊂ K. Let (Ω, (Qx)x∈K , (Ft)t≥0, (Xt)t≥0) be Brownian motion on K (so
it is ’reflected’ at ∂K). The desired inequality is shown in [Stu96], Lemma 4.6.,
for Qx, i.e. Qx(t ≥ σr) ≤ Ce− r
2
10t for all x ∈ K. Denote by P˜ x the part of P x on
BR(x0) and by Q˜
x the part of Qx on BR(x0), respectively
12. Note that by Lemma
5.3.3,
P x(t < σr) = P
x(t < σr, t < τ2R) = P˜
x(t < σr)
= Q˜x(t < σr) = Q
x(t < σr).
So taking the complements of these events yields P x(t ≥ σr) = Qx(t ≥ σr),
showing (i).
(ii) Clearly, it suffices to show (ii) for all s ≤ t ≤ R2. From (i) and the fact that
σR/2 ≤ τR P x−a.s. for all x ∈ BR/2(x0), we deduce that
lim
t→0
1
tα/2
P x(t ≥ τR) = 0
for all α > 0 and hence there is some C1 = C1(x0, R, α) > 0 such that P
x(t ≥
τR) ≤ C1tα/2 for all x ∈ BR(x0) and all t ≤ R2. Moreover, by Lemma 2.4.5 (i),
there is a C2 > 0 such that for all x ∈ BR/2(x0),
Ex[1{t<τR}d
α(x,Xt)] ≤ Ex[1{Xt∈BR(x0)}dα(x,Xt)] ≤ C2tα/2.
Thus we have for all x ∈ BR/2(x0) and all t ≤ R2,
Ex[dα(X0, X
τR
t )] = E
x[dα(x,XτRt )]
≤ Ex[1{t<τR}dα(x,Xt)] +RαP x(t ≥ τR)
≤ (RαC1 + C2)tα/2 =: Ctα/2.
So using the Markov property, we obtain
Ex[dα(XτRt , X
τR
s )] = E
x
[
1{s<τR}E[d
α(XτRt , X
τR
s )|Fs]
]
= Ex
[
1{s≤τR}E
Xs [dα(X0, X
τR
t−s)]
]
≤ C(t− s)α/2,
so (ii) is proved. 
It follows from Lemma 2.4.7 (ii) with e.g. α = 3 that the assumptions of the
12the part of a process X on an open set O is the process obtained by killing it when it reaches
the boundary, cf. (5.22)
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Kolmogorov-Chentsov-Theorem (cf. e.g. [KS91], Theorem 2.813) are satisfied, and
consequently XτR has a continuous modification w.r.t. P x. Then we let R ↗ ∞
in order to obtain a continuous modification on [0, ζ[. We state this result in the
following
Corollary 2.4.8 For all x ∈M , X has a continuous modification w.r.t. P x.
So we can take Ω = C(R+,M), Xt(ω) = ω(t) and Ft the minimum admissible
filtration, i.e. Ft :=
⋂
µ∈P(M)Fµt+, where Fµt+ denotes the completion of F0t+ w.r.t.
P µ and F0t := σ(Xs : s ≤ t), Ft+ :=
⋂
s>tFs.
Definition 2.4.9 The unique strong Feller diffusion
(C(R+,M), (Ft)0≤t<ζ , (Xt)0≤t<ζ , (P x)x∈M)
associated to (Pt)t≥0 is called Brownian motion on M .
2.4.2 The harmonic structure(s)
Let M be an admissible Riemannian polyhedron. It is shown in [EF01] that M
carries a harmonic structure in the sense of Brelot. We will refer to this as the
harmonic structure in the analytic sense.
On the other hand, denote by X the Brownian motion on M . We will see below
that X also defines a harmonic structure by means of [Dyn65], chapter 12, and we
will refer to this as the harmonic structure for X in the stochastic sense.
We quote the definitions of (sub-)harmonicity in the analytic and in the stochastic
sense, cf. [EF01], Definition 5.2. and [Dyn65], Definition 12.11. In order to avoid
technicalities, we restrict ourselves to continuous functions.
Recall the definition of the first exit time from a set O:
τO := inf{t > 0 : Xt /∈ O}. (2.74)
Definition 2.4.10 Let O ⊂M be an open set and let f : O → R be a continuous
function.
f is called subharmonic in O in the analytic sense if f ∈ W 1,2loc and E(f, g) ≤ 0 for
all g ∈ C∞c with g ≥ 0.
f is called subharmonic in O for X (in the stochastic sense) if for all relatively
open sets U ⊂⊂ O and all x ∈ U , f(x) ≤ Ex[f(XτU )].
In both cases, f is called harmonic if f and −f are subharmonic. An open set
O ⊂M is called regular if for any bounded continuous function f : ∂O → R there
is a solution to the Dirichlet problem, i.e. there is a unique continuous function
hf : O → R such that hf is harmonic in O and hf|∂O ≡ f .
13note that this Theorem holds for any complete metric space, cf. [HT94], Satz 2.11
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We will see in the sequel that both notions are equivalent. For the proofs we
will need the localization procedure for Markov processes, as introduced in section
5.3, namely the concept of the part of a Markov process on O. In particular, this
concept applies to our situation in Example 5.3.4.
Proposition 2.4.11 (i) Let O ⊂ M be an open domain and let f : O → R be a
bounded continuous function. Then f is subharmonic for X on O if and only if f is
subharmonic for XO, the part of X on O. In this case, f(Xt) is a submartingale
on {X ∈ O}. Moreover, if f ∈ W 1,20 (M), then f is subharmonic in O in the
analytic sense.
(ii) Let h : O → R be a bounded continuous function. Then f is harmonic for X
on O if and only if f is harmonic for XO, the part of X on O. that is harmonic.
In this case, h(Xt) is a martingale. Moreover, h is harmonic in O in the analytic
sense.
Proof : (i) The equivalence is shown in Theorem 12.9 of [Dyn65]. If f is subhar-
monic, then −f is superharmonic and hence f is upper semicontinuous by [Dyn65],
Theorem 13.2.
It remains to show that f(X) is a submartingale on {X ∈ O}. Because −f is
superharmonic, it follows from Corollary 2 of Theorem 12.9 in [Dyn65] that
Ex[f(Xτ )] ≥ f(x) (2.75)
whenever x ∈ O and τ is a stopping time such that P x(τ < τO) = 1.
Let now U ⊂⊂ V1 ⊂⊂ V2 ⊂⊂ O. Set σ˘ := inf{t ≥ 0 : Xt ∈ V1} and τ˘ := inf{t ≥
0 : Xt /∈ V2}. Then define recursively σ0 := τ0 := 0 and σn+1 := σ˘ ◦ θτn = inf{t ≥
τn : Xt ∈ V1} and τn+1 := τ˘ ◦ θσn+1 = inf{t ≥ σn+1 : Xt /∈ V2}. Note that
f(X(σn+s+t)∧τn) = f(Xt∧τ˘ ) ◦ θσn+s on {σn + s < τn}.
Thus we can use the strong Markov property and (2.75) in order to obtain
1{σn+s<τn}E
x[f(X(σn+s+t)∧τn)|Fσn+s] = 1{σn+s<τn}Ex[f(Xt∧τ˘ ) ◦ θσn+s|Fσn+s]
= 1{σn+s<τn}E
Xσn+s [f(Xt∧τ˘ )]
≥ 1{σn+s<τn}f(Xσn+s)
= 1{σn+s<τn}f(X(σn+s)∧τn).
Moreover, 1{σn+s≥τn}f(X(σn+s+t)∧τn) = 1{σn+s≥τn}f(Xτn) is already measurable
w.r.t. Fσn+s and hence
1{σn+s≥τn}E[f(X(σn+s+t)∧τn)|Fσn+s] = 1{σn+s≥τn}f(X(σn+s+t)∧τn).
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So we deduce that the process Y˜t := f(X(σn+t)∧τn) is a submartingale w.r.t. the
filtration F˜t := Fσn+t, which means that f(X) is a submartingale on [σn, τn].
Consequently, f(X) is a submartingale on {X ∈ U}, cf. (5.18). Because U ⊂⊂ O
was chosen arbitrarily, f(X) is a submartingale on {X ∈ O}.
It remains to show that f is subharmonic in the analytic sense. Note that since
f ∈ D(E), we have E(f, g) = limt→0 1t (f − Ptf, g)L2 .
Now fix g ∈ C∞c (O) with g ≥ 0 and let U ⊂⊂ O be a neighborhood such that
supp(g) ⊂ U . Note that for all x ∈ supp(g), τU < τO P x−a.s. and hence f(x) ≤
Pt∧τUf(x) := E
x[f(Xt∧τU )], which implies that
1
t
(f −Pt∧τUf, g)L2 ≥ 0 for all t ≥ 0.
Moreover, r := inf{d(x, y) : x ∈ supp(g), y /∈ U} > 0 and hence σr := inf{t ≥ 0 :
d(X0, Xt) ≥ r} ≤ τU P x−a.s. for all x ∈ supp(g). Thus by Lemma 2.4.7 (i),
lim
t→0
sup
x∈supp(g)
1
t
|Ptf(x)− Pt∧τUf(x)| = lim
t→0
sup
x∈supp(g)
1
t
Ex[1{t≥τU}(f(Xt)− f(XτU ))]
≤ C lim
t→0
sup
x∈supp(g)
1
t
P x(t ≥ τU) = 0
and hence
E(f, g) = lim
t→0
1
t
(f − Ptf, g)L2 = lim
t→0
1
t
(f − Pt∧τUf, g)L2 ≥ 0.
Thus f is subharmonic in O in the analytic sense.
(ii) All assertions follow from (i), noting that if h is harmonic, then h and −h are
subharmonic. 
Let us now come to the Dirichlet problem. As domain we will take a compact
admissible Riemannian polyhedron K with nonempty boundary. We will show
that K is regular in both senses and that the notions of harmonic functions are
the same. Note that for a Riemannian polyhedron M , the set of compact sub-
polyhedra K (where also the isometric triangulations may vary with K) form a
base of the topology of M , so we can deduce from the following Theorem that the
(analytic and stochastic) harmonic structures on M coincide.
Let (K, g) be a compact n−dimensional admissible Riemannian polyhedron with
nonempty boundary and let f : ∂K → R be a continuous function. As in the
classical case, the candidate for the stochastic solution for f is the function
ĥf (x) := Ex[f(XτK◦ )]. (2.76)
Theorem 2.4.12 Let (K, g) be a compact n−dimensional admissible Riemannian
polyhedron with nonempty boundary. Then D = K◦ is regular, both in the analytic
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sense and for X (the Brownian motion). Moreover, if f : ∂D → R is bounded and
continuous, then hf ≡ ĥf 14.
Proof : 1. Without loss of generality we may assume there is some compact
n−dimensional admissible Riemannian polyhedron (M, g) such that (K, g) ⊂ (M, g)
is a admissible Riemannian sub-polyhedron such that K∩∂M = ∅.15. This implies
that for any boundary face S of D there is an adjacent n−dimensional simplex
T ∈ S(M) \ S(D) containing S. Denote by X the Brownian motion on K and by
X˜ the Brownian motion on M . Note that by (5.28), for all x ∈ D,
ĥf (x) = Ex[f(Xτ )] = E˜
x[f(Xτ )]. (2.77)
Now we shall prove that ∂D is regular for X˜, i.e P˜ x(τD = 0) = 1 for all x ∈ ∂D.
Indeed, one can prove this with a version of the Poincare cone condition: Let
x ∈ ∂D. Then there is some  > 0 and an n−dimensional Euclidean cone C ⊂ V
such that C ∩Be (x) ⊂ M˜ \D, where Be (x) denotes the Euclidean ball around x.
Then by (2.4.4) we have for all 0 < t ≤ 1,
P˜ x(τD ≤ t) ≥ P˜ x(X˜t ∈ C) ≥ C
∫
C∩B(x)
t−n/2e−
|x−y|2
Ct λ(dy)
= C
∫
C∩B/t(x)
e−
|x−y|2
C λ(dy)
≥ C
∫
C∩B(x)
e−
|x−y|2
C λ(dy) =: δ > 0
Note that δ does not depend on t, and hence letting t ↘ 0 yields that P˜ x(τD =
0) > 0. So it follows from the Blumenthal 0-1 law that P˜ x(τD = 0) = 1. Thus x
is regular for X˜.
By [Dyn65], Theorem 13.4, ĥf is the unique bounded continuous function that
is harmonic for X˜ on D and coincides with f on ∂D. Moreover, by Proposition
2.4.11 (ii), ĥf is also harmonic for X and in the analytic sense. It can easily be
shown16 that ĥf is the only continuous bounded function that is harmonic in the
analytic sense and extends f . Thus D is regular in the analytic sense and ĥf = hf .

14hf was defined as the unique solution to the Dirichlet problem, cf. Definition 2.4.10. It is
part of the Theorem that this can be understood in the analytic and in the stochastic sense,
both are equal to ĥf
15If (K, g) ⊂ V is an admissible compact Riemannian simplicial complex, we can adjoin to K
a finite set S0 of simplices such that M =
⋃
S∈S0 S∪K is a simplicial complex with K∩∂M = ∅.
Then we can extend g to a piecewise smooth metric tensor on M
16cf. e.g. [EF01], Proposition 7.1 or [Fug05a], Theorem 1 (a)
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2.4.3 Brownian motion as a semimartingale
Let us now describe the generator17 (A,D(A)) of (E ,D(E)), at least on piecewise
smooth functions. For S ∈ S(n−1)(M) set
AS = {f ∈ C∞c (M) :
∑
T∈st(n)(S)
∂nT f(x) = 0 for all x ∈ S◦}, (2.78)
where nT (x) is the unit normal vector at x ∈ S◦ pointing into T . Moreover, put
A :=
⋂
S∈S(n−1)(M)
AS (2.79)
Lemma 2.4.13 We have
D(A) ∩ C∞c (M) = A (2.80)
Moreover, for all f ∈ D(A) ∩ C∞c (M) and all T ∈ S(n)(M) we have
Af(x) =
1
2
∆f(x) for all x ∈ T ◦. (2.81)
where ∆ = ∆T is the Laplace-Beltrami operator18 on T .
Proof : 1. Let f ∈ C∞c (M) ⊂ D(E). Then for all g ∈ C∞c (M), Green’s formula
(applied to every simplex T ∈ S(n)) yields
E(f, g) = 1
2
∑
T∈S(n)
∫
T
∇f(x)∇g(x)dx (2.82)
=
1
2
∑
T∈S(n)
−∫
T
∆f(x)g(x)dx−
∑
S∈N (n−1)(T )
∫
S◦
∂nT f(x)g(x)σ(dx)
 ,
where N (n−1)(T ) := {S ∈ S(n−1)(M) : T ∈ st(n)(S)} is the set of all
(n − 1)−dimensional simplices that belong to the boundary of T . Moreover, for
S ∈ N (n−1)(T ) and x ∈ S◦, nT (x) denotes the unit normal vector pointing into T .
2. Let first f ∈ D(A) ∩ C∞c (M). Using test functions g ∈ ∩C∞c (M \ S) in (2.82),
17we mean the infinitesimal generator on L2(M,dx)
18strictly speaking, (2.81) only holds for almost all x ∈ T ◦, because Af is only defined in L2,
cf. the discussion around (2.84).
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we get (2.81). Moreover, if we use test functions g that are local at S ∈ S(n−1),
(2.82) boils down to
E(f, g) = 1
2
∑
T∈st(n)(S)
∫
T
∇f(x)∇g(x)dx
=
1
2
∑
T∈st(n)(S)
[
−
∫
T
∆f(x)g(x)dx−
∫
S◦
∂nT f(x)g(x)σ(dx)
]
. (2.83)
Now f ∈ D(A) by assumption, which implies E(f, g) = −(Af, g) for all test func-
tions g. So comparing (2.81) and (2.83), we see that the boundary term in (2.83)
(i.e. the integral over S◦) must vanish, hence f ∈ AS.
3. Conversely, let f ∈ A. Then (2.82) yields
(
1
2
∆f, g) =
1
2
∑
T∈S(n)
∫
T
∆f(x)g(x)dx = −E(f, g) = (Af, g)
for all g ∈ C∞c (M), which easily extends to g ∈ D(E). Thus with h := ∆f we have
E(f, g) = −(h, g) for all g ∈ D(E), which means that f ∈ D(A) and Af = h = ∆f .

The last Lemma has to be read carefully: Note that (A,A) is an operator in
L2(M,µ) and hence Af is per definition an equivalence class modulo equality a.s.
So (2.81) means that for f ∈ A, the function defined by
∆˜f(x) :=
{
∆Tf(x) if x ∈ T ◦ for some T ∈ S(n)
0 else
(2.84)
is a version of Af and hence
(Ptf − f)(x) = (
∫ t
0
Pτ∆˜fdτ)(x) (2.85)
for almost all x ∈M . But Ptf(x) = Ex[f(Xt)] defines a strong Feller semigroup, so
both sides of (2.85) are continuous in x and hence we have equality for all x ∈M .
If we now regard Pt as a semigroup on the set B(M) of bounded measurable
functions, then (f, ∆˜f) is contained in the full generator
Â := {(f, g) ∈ B(M)× B(M) : Ptf − f =
∫ t
0
Pτgdτ (∀t > 0)} (2.86)
in the sense of [EK86], Chapter 1, equation (5.5). We can exploit this fact to
deduce the following
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Corollary 2.4.14 For any f ∈ A and any x ∈M ,
M ft := f(Xt)− f(X0)−
∫ t
0
∆f(Xτ )dτ (2.87)
is a continuous martingale w.r.t. P x. Moreover, for all R > 0 there is a C(R) > 0
such that for all x ∈ BR/2(x0),
Ex[〈M f〉t∧τR − 〈M f〉s∧τR ] ≤ C(R)Lip2(f|BR(x0))(t− s), (2.88)
where τR is defined in (2.72).
Proof : The first assertion follows from [EK86], Chapter 4, Proposition 1.7. In
order to prove the second assertion, let pi := {0 = t0 < t1 < . . . } be a locally finite
partition of R+. From the theory of continuous semimartingales it is well-known
that Vt(pi) :=
∑
(f(Xt∧tk+1) − f(Xt∧tk))2 converges to 〈M f〉t locally uniformly in
t in probability as the mesh of pi tends to 0. Now applying Lemma 2.4.7 (ii) with
α = 2, we obtain that
Ex
[
d2(XτRtk+1 , X
τR
tk
)
] ≤ C(R)(tk+1 − tk)
for all x ∈ BR(x0) and hence
Ex
[
(f(XτRtk+1)− f(XτRtk ))2
] ≤ C(R)Lip2(f|BR(x0))(tk+1 − tk).
So summing this over all tk ∈ pi and letting the mesh of the partition pi tend to 0,
we obtain (2.88). 
Remark 2.4.15 The description of the Feller generator (which may be interesting
in view of [BK95]) is more complicated. Assume for simplicity thatM is compact.
According to the theory of Feller semigroups, we set
D0(A) := {f ∈ C(M) : lim
t↘0
1
t
(Ptf − f) exists in C(M)} (2.89)
Clearly, (A,D(A)) is an extension of (A,D0(A)). However, the description of
D0(A) ∩ C∞(M) is more complicated. Namely, for S ∈ S(n−1)(M) set
AS0 = {f ∈ AS : ∆T1f(x) = ∆T2f(x) for all x ∈ S◦ and T1, T2 ∈ st(n)(S)},
where ∆T is the Laplace-Beltrami operator on T . Clearly, D0(A) ∩ C∞(M) is
contained in AS0 for all S, since by definition, Af must be continuous for all
f ∈ D0(A).
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Now we will show that X is a semimartingale. The proof is lenghty and quite
technical. However, one can simplify things a bit: First, we may stop X at τR,
defined in (2.72). Second, every compact set K ⊂ M , in particular BR(x0), can
be covered by a finite number of (OS)S∈S(M) with OS ⊂⊂M (relatively compact)
and OS is local at S (cf. Lemma 2.1.7. Let (gS)S∈S(M) be a partition of unity
subordinated to (OS)S∈S(M). For any f ∈ C∞c (BR(x0)), let fS := fgS. Then
f =
∑
S fS (finite sum) and hence if we can reduce the proofs to the case where f
is local at S for arbitrary S ∈ S(M).
At last, we will use frequently the techniques for localization in space, developed
in Section 5.2 below.
Lemma 2.4.16 Let f ∈ C∞c (M). Then f(X) is a uniformly bounded semimartin-
gale on {X ∈M \M (n−2)} in the sense of Definition 5.2.4.
Proof : First we localize the problem by stopping X at τR, defined in (2.72).
Then note that M \M (n−2) = ⋃S∈S(n−1)(M) St◦(S) and hence we may assume that
supp(f) ∩ (M \M (n−2)) ⊂ St◦(S) for some S ∈ S(n−1)(M). Consider the normal
coordinates from Lemma 1.3.3 and Remark 1.3.4 (ii). Namely, let O ⊂⊂ St◦(S)
with ξ : O → Ô ⊂ C ⊕ ⊥C and ⊥C ⊂ R2 is the symmetric k−pod. Note that
k = |st(n)(S)|. More precisely, ξ induces a bijection between st(n)(S) and C(1)(⊥C)
that induces a bijection between {nT : T ∈ st(n)(S)} and scaff(⊥C) := {uˆ1, . . . uˆk},
where uˆj = e
i j
k (with i =
√−1). Then ∑T∈st(n)(S) ∂nT f(x) = 0 if and only if∑k
j=1 ∂uˆj fˆ(xˆ) = 0, where fˆ = f ◦ ξ−1 : Oˆ → R.
Let now b1, . . . , bn−1 be a scaffold of C and let bn, bn+1 be a basis of R2. Denote by
dbj, j = 1, . . . n + 1, the corresponding coordinate functions and let β
j := dbj ◦ ξ
(so βˆj = dbj on Ô). Since
∑k
l=1 ul = 0, we have
∑k
l=1 ∂uˆl βˆ
j(xˆ) = dbj(
∑k
l=1 ul) = 0
and hence βj ∈ D(A). So X̂ = ∑n+1j=1 βj(X)bj is a semimartingale on {X ∈ O}.
This holds for any O ⊂⊂ St◦(S), and because all the first and second derivatives
of βj are uniformly bounded on St◦(S) ⊂ BR(x0), βj(X) is a uniformly bounded
semimartingale on {X ∈ St◦(S)} by Corollary 2.4.14. Consequently, f(X) = fˆ(X̂)
is a uniformly bounded semimartingale on {X ∈ St◦(S)} by Proposition 5.2.5 (ii).

Theorem 2.4.17 X is a semimartingale19. More precisely, let f ∈ C∞(M). Then
for all T ∈ S(n), ∫
1{Xτ∈T ◦}∂f(dXτ ) =
∫
1{Xτ∈T ◦}dM
f
τ (2.90)
19more precisely, a semimartingale on [0, ζ[, where ζ is the lifetime of X
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is a local martingale and∫
1{Xτ∈T ◦}Hessf(dXτ , dXτ ) =
∫
1{Xτ∈T ◦}∆f(Xτ )dτ. (2.91)
For all S ∈ S(n−1),∫
1{Xτ∈S◦}df(Xτ ) =
1
2
∑
u∈scaff(⊥S)
∫
∂uf(Xτ )(dL
S,u
τ ), (2.92)
i.e.
∫
1{Xτ∈S◦}df
>(Xτ ) ≡ 0.
At last, for all S ∈ S(m) with m ≤ n− 2, ∫ 1{Xτ∈S◦}df(Xτ ) ≡ 0.
Proof : From Lemma 2.4.16 we already know that f(X) is a locally uniformly
bounded semimartingale on X ∈M \M (n−2). So (2.90) and (2.91) follow from the
properties of Brownian motion on Riemannian manifolds. In order to show (2.92),
we may restrict ourselves to the case where f is local at S ∈ S(n−1). We write
f = f> + f⊥. Then f> ∈ A and M f := f>(X) − ∫ ∆f>(Xτ )dτ is a martingale.
Because all derivatives of f (hence of f>) are uniformly bounded on compact sets,
we have
E
[∫
1{Xτ∈S◦}∆f
>(Xτ )dτ
]
≤ CE
[∫
1{Xτ∈S◦}dτ
]
= 0, (2.93)
since E
[
1{Xτ∈S◦}
]
= 0 for all τ . Moreover, by (2.88) we have
E
[∫
1{Xτ∈S◦}d〈M f
>〉τ
]
≤ CE
[∫
1{Xτ∈S◦}dτ
]
= 0 (2.94)
and hence
∫
1{Xτ∈S◦}dM
f>
τ ≡ 0. Consequently,
∫
1{Xτ∈S◦}df
>(Xτ ) ≡ 0, or equiv-
alently, (2.92) holds.
It remains to prove the last assertion and the fact that f(X) is a semimartingale.
We devide this into several steps:
1. Let first m = n − 2, i.e. let S ∈ S(n−2). As above, we may assume that f is
local at S and then write f = f> + f⊥. Again, f> ∈ A, and as above one obtains
that
∫
1{Xτ∈S◦}df
>(Xτ ) ≡ 0.
2. Let us now come to f⊥. Let O ⊂⊂ St◦(S) such that supp(f) ⊂ O. Consider a
function g ∈ C∞c (St◦(S)) with 0 ≤ g ≤ 1 and g|S∩O ≡ 1. For 0 < r < 1, put
gr(x) = gr(x> + x⊥) := g(x> + r−1x⊥) (2.95)
Now set Sr := Br(S) and f
r := f⊥(1 − gr). Then f r|S◦ ≡ 0 (since f⊥|S◦ ≡ 0) and
hence f r ∈ C∞c (M \M (n−2)). Consequently, f r(X) is a semimartingale and
f r(Xt)− f r(X0) =
∫
1{Xτ∈O∩Sr}df
r(Xτ ) +
∫
1{Xτ∈O\Sr}df
r(Xτ ).
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3. We have that f r|O\Sr ≡ f⊥|O\Sr and hence∫
1{Xτ∈O\Sr}df
r(Xτ )→
∫
1{Xτ∈O\S◦}df
⊥(Xτ )
Note that
∫
1{Xτ∈O\S◦}df
⊥(Xτ ) is well-defined by Proposition 5.2.5 (ii) since X is
a uniformly bounded semimartingale on {X ∈M \M (n−2)} by Lemma 2.4.16.
4. We now show that∫
1{Xτ∈O∩Sr}df
r(Xτ )→ 0 as r → 0. (2.96)
By the arguments above, we can write f r(Xt)− f r(X0) = N frt +Lf
r
t +A
fr
t , where
N f
r
=
∑
T∈S(n) 1{Xτ∈T ◦}dM
fr
τ , A
fr =
∑
T∈S(n) 1{Xτ∈T ◦}∆f
r(Xτ )dτ and
Lf
r
=
∑
T∈S(n−1)
 ∑
u∈scaff(⊥T )
∫
∂uf
r(Xτ )dL
T,u
τ
 .
Now by Taylor’s formula, there is a C > 0 such that |f⊥| ≤ Cr on O ∩ Sr and
hence |∂uf r| ≤ C on O ∩ Sr for all u ∈ scaff(S) ∪ scaff(⊥S) (after enlarging C if
necessary). So
∫
1{Xτ∈O∩Sr}dL
fr
τ → 0 as r → 0. Moreover,
E
[∫
1{Xτ∈O∩Sr}d〈M f
r〉τ
]
≤ CE
[∫
1{Xτ∈O∩Sr}dτ
]
→ 0
and hence
∫
1{Xτ∈O∩Sr}dM
fr
τ → 0. At last, |∂uvf r| ≤ Cr−1 and hence |∆f r| ≤
Cr−1 on O ∩ Sr (of course, after adjusting the constant). Thus by Lemma 2.4.5
(ii),
E
[∫
1{Xτ∈O∩Sr}dA
fr
τ
]
≤ C 1
r
E
[∫
1{Xτ∈O∩Sr}dτ
]
→ 0
showing (2.96).
5. Note that since f⊥|O∩S◦ ≡ 0, f r → f⊥ uniformly as r → 0. Thus by 3. and 4.,
f⊥(Xt)− f⊥(X0) = lim
r→0
f r(Xt)− f r(X0) =
∫ t
0
1{Xτ∈O\S◦}df
⊥(Xτ ).
Consequently, f⊥(X) is a semimartingale with
∫
1{Xτ∈S◦}df
⊥(Xτ ) ≡ 0 and to-
gether with 1. we get the last assertion of the Theorem for S ∈ S(n−2).
6. At last, repeating the arguments above, we can recursively prove the same if
S ∈ S(n−3), S ∈ S(n−4) and so on. Thus the Theorem is proved. 
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Remark 2.4.18 (i) The last assertion of the preceding Theorem, namely that∫
1{Xτ∈S◦}df(Xτ ) ≡ 0 if S ∈ S(m) with m ≤ n − 2, is not surprising from the
potential theoretic point of view: M (n−2) is a polar set ([EF01], Proposition 7.6).
In other words, the Brownian motion X never hits M (n−2).
(ii) It can be shown that for S ∈ S(n−1), LS,u ≡ LS,v for all u, v ∈ scaff(⊥S).
More precisely, there is an increasing process l such that LS,u ≡ 1|scaff(⊥S)| l for all
u ∈ scaff(⊥S), cf. Example 3.2.8.
Example 2.4.19 Let M be an n−dimensional “booklet”, i.e. M is the union
of a finite number of n−dimensional Euclidean half-spaces H1, . . . , Hk that are
glued together at their boundaries. In other words, M is the orthogonal sum
M = S ⊕ ⊥S, where S is an (n − 1)−dimensional Euclidean space and ⊥S is a
one-dimensional simplicial cone complex with k rays, i.e. a k−star.
Let X be Brownian motion in M starting at x. We write X = X> +X⊥. Then
the following holds:
a) X> is an (n− 1)−dimensional Brownian motion starting at x>.
b) X⊥ is an isotropic Walsh’s Brownian motion20 starting at x⊥.
c) r := d(X,S) = d(X⊥, 0⊥S) is a reflected Brownian motion.
Proof: a) Let f ∈ C∞c (S). Define f˜ :M → R by f˜(x) := f(x>). Then ∆M f˜(x) =
∆Sf(x>), where ∆S is the Euclidean Laplacian on S. Moreover, f˜ ∈ AS21 and
hence M f := f(X>) − ∫ ∆Sf(X>)dt = f˜(X) − ∫ ∆M f˜(X)dt is a martingale by
Corollary 2.4.14. This means that the law of X> solves the martingale problem
for ∆S and hence is the Wiener measure on S.
b) Let the ith ray of ⊥S be given by Ti := R+ui, with unit vectors u1, . . . un, so
⊥S = ⋃ki=1 Ti (cf. Example 1.1.3 (ii)). Define gi : ⊥S → R by
gi(ruj) :=
{
r k−1
k
if j = i
− r
k
if j 6= i (2.97)
Extend this to a function g˜i : M → R by g˜i(x) := gi(x⊥). Then ∆g˜i ≡ 0 and
∆g˜2i ≡ 2.
For R > 0, let θR : ⊥S → R be a piecewise smooth function with compact support
such that θR|BR(0) ≡ 1. Then θ˜Rgi ∈ AS and hence the processes gi(X⊥t∧τR) and
20This is defined in [BPY89]. Isotropic means that when X⊥ is in 0⊥S , it chooses any ray with
equal probability 1/k.
21The point is that all normal derivatives of f˜ are identically 0 on S. Strictly speaking, we
only have that θRf ∈ AS , where θR is a cutoff function as in the proof of b). Then one has to
run through a localization argument analogous to the one in the proof of b), which we skip here.
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g2i (X
⊥
t∧τR)− t ∧ τR are martingales for i = 1, . . . , k.
Fix t > 0. Define the process NR := gi(X
⊥
t∧τR). Then (NR)R≥0 is a martingale
with 〈N〉R = t ∧ τR. Thus
〈gi(X⊥)〉t∧ζ = lim
R→∞
〈gi(X⊥)〉t∧τR = lim
R→∞
〈N〉R ≤ t,
where ζ is the lifetime of X⊥. It follows from [RY99], Chapter IV, Proposition
1.26 that limR→∞ = gi(X⊥t∧τR) = lims↗t∧ζ gi(X
⊥
s ) exists. Consequently, ζ ≥ t (in
particular, since t is arbitrary, it follows that ζ = ∞). Moreover, the process
gi(X
⊥
s )s≤t is an L
2−bounded martingale. It follows that the processes gi(X⊥t )t≥0
and g2i (X
⊥
t )− t are martingales for i = 1, . . . , k. Thus we have shown that the law
of X⊥ solves the martingale problem (3.3) in [BPY89]. So it must be the law of
an isotropic Walsh’s Brownian motion by Theorem 3.2 of [BPY89].
c) follows from b) and Lemma 2.2 of [BPY89]. 
82 Chapter 2. Stochastic calculus in Polyhedra
Chapter 3
Martingales in Euclidean
polyhedra
In a Riemannian manifold M , a semimartingale is a ∇−martingale if and only
if ϕ(X) is a local submartingale on {X ∈ O} for all smooth convex functions
ϕ : O → R. This is Darling’s characterization for martingales. Moreover, in this
case one can proof by a standard smoothing procedure that ϕ(X) is a local sub-
martingale on {X ∈ O} for all Lipschitz continuous convex functions.
Picard extended this characterization to the case where M is a metric tree (i.e. a
one-dimensional Euclidean polyhedron), cf. [Pic05], Proposition 3.3.4. According
to stochastic calculus in polyhedra, there appears a condition on the local time
term that reflects the geometry of the Link Lk0M (cf. Example 3.4.5).
We will extend this characterization to the case that M is a Euclidean polyhe-
dron of arbitrary dimension. Moreover, our characterization works without any
assumption on curvature bounds.
In section 3.1 we consider Darling’s characterization using piecewise smooth convex
functions. But this is unsatisfactory because it depends on a certain triangulation.
In section 3.2 we develop a theory of local time measure at a certain simplex S
which is a version of the family of directional local times that does not depend
on the triangulation1. We use this to present a triangulation-free version of Itoˆ’s
formula, cf. Theorem 3.2.13, which is then the key tool in proving a general version
of Darling’s characterization (Theorem 3.3.4).
At last, we discuss the special case that M is a Euclidean polyhedron of nonposi-
tive curvature, where one can find a simple description of the martingale condition
for the local time term, including the case of Picard’s characterization in trees.
Theorem 3.4.7 is one of the central results in this work. It characterizes martin-
gales in terms of the theory of discretized martingales that is developed in chapter
1we only require that there is some isometric triangulation S such that S ∈ S
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4.
3.1 Darling’s characterization, part I
We start with Darling’s characterization for martingales. In manifolds, a semi-
martingale X is a martingale if and only if ϕ(X) is a local submartingale for every
smooth convex function ϕ (at least locally). So in our case, i.e. where we are
given a Euclidean complex (M,S), the test functions should be piecewise smooth
convex functions.
Recall the definition of the convex barycenter of a probability measure on a geodesic
metric space from [E´M91]. We use a version that is adapted to the present situa-
tion.
Definition 3.1.1 Let M be a Euclidean polyhedron and µ a finite nonnegative
measure on M .
(i) The convex barycenter of µ, denoted by B(µ), is the set of all x ∈M such that
µ(M)ϕ(x) ≤
∫
M
ϕ(y)µ(dy)
for all Lipschitz continuous convex functions ϕ :M → R.
(ii) The piecewise smooth convex barycenter of µ (w.r.t. S), denoted by BS(µ), is
the set of all x ∈M such that
µ(M)ϕ(x) ≤
∫
M
ϕ(y)µ(dy)
for all piecewise smooth convex functions ϕ :M → R.
Note that if µ ≡ 0, then B(µ) =M .
For the rest of this section, we will only be concerned with the piecewise smooth
barycenter from Definition 3.1.1 (ii). Let X : Ω × R+ → M be a semimartingale
and let S ∈ S(M). The family (LS,u)u∈scaff(⊥S) of local times can be regarded as
a process with values in the set of nonnegative measures on ⊥S in the following
sense: For t ≥ 0 set
µSt := µ
S
t (ω) :=
∑
u∈scaff(M)
LS,ut δ{u} (3.1)
Then µSt is a nonnegative measure on ⊥S. Moreover, µSt − µSs is nonnegative for
all 0 ≤ s ≤ t.
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Definition 3.1.2 Let (Ω, X, P ) be a continuous semimartingale and let S ∈ S.
We say that X satisfies condition MS(S) if there is a P−nullset out of which
0⊥S ∈ BS(µSt − µSs ) for all 0 ≤ s ≤ t.
Remark 3.1.3 Condition MS(S) is equivalent to the following: Whenever ϕ :
⊥S → R is a piecewise smooth convex function with ϕ(0) = 0 and s ≤ t, then∫
⊥S
ϕ(y)(µSt − µSs )(dy) ≥ 0. (3.2)
Now we know from Lemma 1.4.5 that f := ∂ϕ0 =
∑
u∈scaff(⊥S) ∂uϕ(0)ν
u is piece-
wise linear and convex. Moreover, ϕ ≥ f and hence ∫⊥S ϕ(y)(µSt − µSs )(dy) ≥∫
⊥S f(y)(µ
S
t −µSs )(dy). Thus in order to check MS(S), one only has to check (3.2)
for piecewise linear convex functions f : ⊥S → R.
Lemma 3.1.4 Let X be a continuous semimartingale and S ∈ S(M). If X satis-
fies condition MS(S), then
∑
u∈scaff(⊥S)
∫ t
0
∂uϕ(Xτ )dL
S,u
τ (X) is nondecreasing for
any piecewise smooth convex function ϕ.
Proof : We will approximate
∑
u∈scaff(⊥S)
∫ t
0
∂uϕ(Xτ )dL
S,u
τ (X) by discretized in-
tegrals. More precisely, since LS,u and ∂uϕ are continuous, there is a P−nullset
out of which∑
u∈scaff(⊥S)
∑
tl∈∆k
∂uϕ(Xτl)(L
S,u
tl+1
− LS,utl )
→ ∑
u∈scaff(⊥S)
∫ t
0
∂uϕ(Xτ )dL
S,u
τ
almost surely whenever ∆k is a sequence of partitions of R+ with ‖∆k‖ → 0
and τl = τ
k
l (ω) is a sequence of intermediate points, i.e. tl ≤ τ kl ≤ tl+1 for all
tl, tl+1 ∈ ∆k.
Now fix k ∈ N and the corresponding partition ∆k, and let l ∈ N. Let ω ∈ Ω.
There are two possible cases:
First, if Xτ (ω) /∈ S◦ for all tl ≤ τ ≤ tl+1, then (LS,utl+1 − LS,utl )(ω) = 0 because
LS,u only increases on {X ∈ S◦}. Consequently, ∂uϕ(Xτl)(LS,utl+1 − LS,utl ) = 0 for all
τl ∈ [tl, tl+1].
In the second case, i.e. if there is some τl = τ
k
l (ω) ∈ [tl, tl+1] such that Xτl(ω) ∈ S◦,
then consider the function
f :=
∑
u∈scaff(⊥S)
∂uϕ(Xτl(ω))ν
u.
Then f is convex on ⊥S and f(0⊥S) = 0. Now by MS(S), 0⊥S ∈ B(µStl+1 − µStl)(ω)
and hence by Remark 3.1.3,∑
u∈scaff(⊥S)
∂uϕ(Xτl)(L
S,u
tl+1
− LS,utl ) =
∫
⊥S
f(y)(µStl+1 − µStl)(dy) ≥ f(0) = 0.
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So we conclude that
∑
u∈scaff(⊥S)
[∑
tl∈∆k ∂uϕ(Xτl)(L
S,u
tl+1
− LS,utl )
]
is a.s. nonde-
creasing (as a process), and letting k →∞ proves the Lemma. 
Theorem 3.1.5 Let M be a Euclidean polyhedron and let X : Ω×R+ →M be a
continuous semimartingale. Then the following are equivalent:
(i) ϕ(X) is a local submartingale on {X ∈ O} for all piecewise smooth convex
functions ϕ : O → R.
(ii) For all S ∈ S and u ∈ scaff(S), ∫ t
0
1{Xτ∈S◦}dX
u
τ is a local martingale and X
satisfies MS(S).
Proof : (ii) ⇒ (i): Let ϕ : O → R be piecewise smooth and convex. By local-
ization, we may assume that X has only values in O. Let S ∈ S(M). By (ii),∑
u∈scaff(S)
∫ t
0
1{Xτ∈S◦}dX
u
τ is a local martingale. Since ϕ is convex,
1
2
∑
u,v∈scaff(S)
∫ t
0
1{Xτ∈S◦}∂uvf(Xτ )d〈Xuτ , Xvτ 〉 is nondecreasing. At last,∑
u∈scaff(⊥S)
∫ t
0
∂uϕ(Xτ )dL
S,u
τ (X) is nondecreasing by Lemma 3.1.4. Thus (i) fol-
lows from (2.25) and Theorem 2.1.13.
(i) ⇒ (ii) : Let u ∈ scaff(S). On a neighborhood O ⊃ S, define the function
ϕu(x> + x⊥) := νu(x>). Then ϕu is piecewise linear and convex. Moreover,
∂vϕ
u(x) = δu(v) for all x ∈ S◦ and v ∈ scaff(S) ∪ scaff(⊥S). Thus by Theorem
2.1.13,
∫ t
0
1{Xτ∈S◦}dϕ
u(Xτ ) =
∫ t
0
1{Xτ∈S◦}dX
u
τ which is a local submartingale by
(i). Moreover, −ϕu is convex, too, and consequently ∫ t
0
1{Xτ∈S◦}dX
u
τ must be a
local martingale.
It remains to show that MS(S) holds. By Remark 3.1.3, we have to check that if
f : ⊥S → R is a piecewise linear convex function, then ∫⊥S f(y)µSt (dy) is nonde-
creasing in t.
Set ϕ(x) := f(x⊥). Then ϕ is convex and by (i),
∫
1{Xτ∈S◦}dϕ(Xτ ) is a local
submartingale. Now ∂uϕ ≡ 0 for all u ∈ scaff(S), and hence by Theorem 2.1.13,∫ t
0
1{Xτ∈S◦}dϕ(Xτ ) =
∑
u∈scaff(⊥S)
∫ t
0
∂uϕ(Xτ )dL
S,u
τ
=
∑
u∈scaff(⊥S)
f(u)dLS,ut =
∫
f(y)µSt (dy)
is nondecreasing in t. Thus MS(S) holds. 
3.2 General Convex functions
So far we have used the stochastic calculus for piecewise smooth functions, which
is unsatisfactory for Euclidean polyhedra because of two reasons: First, many
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convex functions, e.g. distance functions if M has nonpositive curvature, are not
piecewise smooth in general. Second, all previous results were subject to a given
triangulation. But regarding a Euclidean polyhedron as a metric space, there are a
lot of isometric triangulations and in general there is no canonical one. Moreover,
we already know that the property of being a semimartingale does not depend
on the triangulation. The aim of this section is to develop a stochastic calculus
that does not depend on a certain triangulation and that also includes (convex)
functions that are not piecewise smooth.
In subsection 3.2.1 we show that if X is a semimartingale and ϕ : O → R is a Lip-
schitz continuous function, then ϕ(X) is a semimartingale on {X ∈ O} (Lemma
3.2.1). Then the next question is: How does
∫
1{Xτ∈S◦}dϕ(X) look like? As usual,
we will write ϕ = ϕ> + ϕ⊥.
Assume for the moment that ϕ is piecewise smooth w.r.t. some isometric triangu-
lation S. Then by Theorem 2.1.13 we have∫ t
0
1{Xτ∈S◦}dϕ
>(Xτ ) =
∑
u∈scaff(S)
∫ t
0
1{Xτ∈S◦}∂uϕ(Xτ )dX
u
τ
+
1
2
∑
u,v∈scaff(S)
∫ t
0
1{Xτ∈S◦}∂uvf(Xτ )d〈Xuτ , Xvτ 〉
and ∫ t
0
1{Xτ∈S◦}dϕ
⊥(Xτ ) =
1
2
∑
u∈scaff(⊥S)
∫ t
0
∂uf(Xτ )dL
S,u
τ (X). (3.3)
As we will see, even if ϕ is not piecewise smooth, the tangential part does not
cause too many problems. Actually, one can approximate ϕ> by smooth functions
as in the classical linear case.
The hard part is the orthogonal, i.e. the local time term. In subsection 3.2.2 we
introduce the notion of the local time measure at S, which is a measure on Lk0⊥S
and admits a version of (3.3) that does not depend on the triangulation S, cf.
Proposition 3.2.4.
In subsection 3.2.3, we examine which convex functions ϕ admit a generalized Itoˆ
formula for ϕ⊥. By this we mean a version of (3.3) for certain (not necessarily
piecewise smooth) regular convex functions, cf. Definition 3.2.11 and Theorem
3.2.13.
3.2.1 Cutting, smoothing and extending
Let ϕ : M → R be a Lipschitz continuous convex function, not necessarily piece-
wise smooth, and let X be a continuous semimartingale. We want to show that
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ϕ(X) is a semimartingale. This will be done by a ’cutting, smoothing and ex-
tending’ procedure, as follows: First for any T ∈ S, we only consider ϕ|T , the
restriction of f to T (’cutting’). Then we smoothen ϕ|T with a family of mollifiers
that is adapted to T (’smoothing’). At last, we extend the smoothed function to
a piecewise smooth function the whole complex as in Example 1.1.8 (’extending’).
Let T ∈ S(M). For any function f : M → R, let fT :M → R be the extension of
f|T from T to M described in Example 1.1.8 (so in that terminology, fT = f˜ with
K = T and L = M). If f|T is smooth, then fT is piecewise smooth. Note that
we have here the special case of extending a function from a simplex to the whole
complex, cf. Lemma 1.1.10 and figure 1.3.
The main tool of this section is a family of mollifiers adapted to the simplicial
structure. Let 0 6= θ be a nonnegative smooth function with compact support in
[0,∞[. For j ∈ N and T ∈ S, put
ΨjT (x) :=
1
αj
∏
u∈scaff(T )
θ(jνu(x)) (3.4)
with
αj :=
∫
T
∏
u∈scaff(T )
θ(jνu(x))dx (3.5)
So ΨjT (x)dx is a probability measure whose support is contained in T .
For a locally bounded function f : T → R, put
f jT (x) := f ∗ΨjT (x) :=
∫
T
f(y)ΨjT (y − x)dy (3.6)
for x ∈ T , and for x ∈ M \ T , let f jT (x) be defined by the extension procedure
described in Example 1.1.8. Then f jT is piecewise smooth.
Lemma 3.2.1 Let ϕ be a Lipschitz continuous convex function. Then
(i) ϕjT → ϕT locally uniformly.
(ii) HessϕjT (x) is positive semi-definite for all x ∈M
(iii) ∂uϕ
j
T (x)→ ∂˜uϕT (x) for every x ∈ T and u ∈ scaff(T ), where
∂˜uϕT (x) :=
∫
T
∂u(∂ϕx)(y−x)Ψ1T (y−x)dy = −
∫
T
∂ϕx(y−x)∂uΨ1T (y−x)dy.
In particular, if there is some C > 0 such that |∂uϕ| ≤ C in a neighborhood
of x in T , then |∂˜uϕT (x)| ≤ C.
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Proof : (i) follows from the continuity of ϕT as in the usual case.
(ii) Let x0, x1 ∈ T and put xt := (1− t)x0 + tx1. Then
ϕjT (xt) =
∫
T
ϕ(y)ΨjT (y − xt)dy =
∫
T
ϕ(z + xt)Ψ
j
T (z)dz
≤ (1− t)
∫
T
ϕ(z + x0)Ψ
j
T (z)dz + t
∫
T
ϕ(z + x1)Ψ
j
T (z)dz
= (1− t)ϕjT (x0) + tϕjT (x0)
Thus ϕjT is convex on T and hence Hessϕ
j
T (x) is positive semi-definite for all x ∈ T .
Let now x ∈ T˜ ◦ for T˜ 6= T , and put S := T ∩ T˜ . Let v ∈ U T˜ . It follows from the
special form of ϕjT that Hessϕ
j
T (x)(v, v) = Hessϕ
j
T (piS(x))(piS(v), piS(v)) ≥ 0, where
piS : U
T˜ → US is the linear projection2. So HessϕjT (x) is positive semi-definite for
all x ∈ T˜ .
(iii) Let x ∈ T and u ∈ scaff(T ). Note that
∂uϕ
j
T (x) = −
∫
T
ϕ(y)∂uΨ
j
T (y − x)dy =
∫
T
∂uϕ(y)Ψ
j
T (y − x)dy. (3.7)
Without loss of generality we may assume that ϕ(x) = 0. Define
 :]0, 1]× (B1(x) ∩ T )→ R, (r, y) 7→ 1
r
(ϕ(x+ r(y − x))− ∂ϕx(r(y − x)))
Then (r, y) is nondecreasing in r and bounded from below by
lim
r↓0
(r, y) = inf
r>0
(r, y) ≡ 0.
Moreover, by assumption,  is bounded from above and hence by dominated con-
vergence
|∂uϕj(x)− ∂˜uϕ(x)|
=
∣∣∣∣∫
T
ϕ(y)∂uΨ
j
T (y − x)dy −
∫
T
∂ϕx(y − x)∂uΨ1T (y − x)dy
∣∣∣∣
=
∣∣∣∣∫
T
jϕ(x+ j−1(y − x))∂uΨ1T (y − x)dy −
∫
T
∂ϕx(y − x)∂uΨ1T (y − x)dy
∣∣∣∣
≤
∫
T
(j−1, y)∂uΨ1T (y − x)dy → 0.
Now since we know that ∂ϕjT (x) converges, the last assertion follows from (3.7),
taking into account that ΨjT (y)dy is a probability measure . 
2note that S has maximal dimension among all S˜ ∈ S such that S˜ ⊂ T ∩ T˜ . It can easily
be seen that whenever g = gT is a function of the above form, then g(x) = g(piS(x)). Thus the
claim above follows by taking the second derivative along straight lines in T˜ .
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Lemma 3.2.2 Let X : Ω × R+ → M be a semimartingale and let ϕ : O → R
be a Lipschitz continuous convex function. Then ϕ(X) is a semimartingale on
{X ∈ O}.
Proof : We may assume that X has only values in O. Since ϕjT is piecewise
smooth for all j ∈ N, Theorem 2.1.13 yields∫ t
0
1{Xτ∈S◦}dϕ
j
T (Xτ ) =
[
Y St (ϕ
j
T ) + A
S
t (ϕ
j
T ) + L
S
t (ϕ
j
T )
]
with
Y St (ϕ
j
T ) :=
∑
u∈scaff(S)
∫ t
0
1{Xτ∈S◦}∂uϕ
j
T (Xτ )dX
u
τ ,
ASt (ϕ
j
T ) :=
1
2
∑
u,v∈scaff(S)
∫ t
0
1{Xτ∈S◦}∂uvϕ
j
T (Xτ )d〈Xuτ , Xvτ 〉
and
LSt (ϕ
j
T ) :=
∑
u∈scaff(⊥S)
∫ t
0
∂uϕ
j
T (Xτ )dL
S,u
τ (X).
By Lemma 3.2.1 (i), ϕjT (X)→ ϕT (X). Moreover, by Lemma 3.2.1 (iii),
Y St (ϕ
j
T )→
∑
u∈scaff(S)
∫ t
0
1{Xτ∈S◦}∂˜uϕT (Xτ )dX
u
τ =: Y
S
t (ϕT )
and
LSt (ϕ
j
T )→
∑
u∈scaff(⊥S)
∫ t
0
∂˜uϕT (Xτ )dL
S,u
τ (X) := L
S
t (ϕT )
locally uniformly in probability (note that since ϕ is locally Lipschitz, ∂˜ϕ is locally
bounded). Consequently, ASt (ϕ
j
T ) converges to some continuous process A
S
t (ϕT )
which is nondecreasing since ASt (ϕ
j
T )is nondecreasing for all j by Lemma 3.2.1 (ii).
Thus letting j →∞, by Lemma 3.2.1 (i) we have
ϕT (Xt)− ϕT (X0) =
∑
S∈S(M)
[
Y St (ϕT ) + A
S
t (ϕT ) + L
S
t (ϕT )
]
.
Plugging this into Lemma 1.1.10, we get
ϕ(Xt)− ϕ(X0) =
∑
T∈S
aT [Yt(ϕT ) + At(ϕT ) + Lt(ϕT )] (3.8)
with Yt(ϕT ) :=
∑
S∈S Y
S
t (ϕT ) and so on. Consequently, ϕ(X) is a semimartingale.

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3.2.2 Local Times revisited
Unfortunately, (3.8) is not very useful for geometric applications as e.g. charac-
terizations of martingales (cf. Theorem 3.1.5). Especially the local time term of
(3.8) causes problems since the coefficients aT may be negative.
In this section we will develop the theory of local time measure at S ∈ S, being an
intrinsic and triangulation-free concept of the family of directional local times at
S. With help of of the local time measure we will be able to represent the behavior
of ϕ(X) at S ∈ S, even if ϕ is not piecewise smooth cf. Theorem 3.2.13.
We will start with the special situation where M is a Euclidean conical poly-
hedron and S = 0. Recall that (Lk0M,ρ) is a compact spherical polyhedron (ρ is
the spherical intrinsic distance).
Definition 3.2.3 Let (M,d) be an n−dimensional Euclidean conical polyhedron
and let S be a triangulation of M . The mesh of S is defined by
‖S‖ := sup{diamρ(S ∩ Lk0M) : S ∈ S} (3.9)
A sequence (Sk)k∈N of isometric triangulations of M is called an approximating
sequence for M if
• For any k ≤ l, Sk ⊂ Sl, i.e. Sl is finer than Sk.
• ‖Sk‖ → 0 as k →∞
Let (Sk)k∈N be an approximating sequence. For k ∈ N define a measure-valued
process µk : Ω× R+ →M(Lk0M) by
µkt :=
∑
u∈scaff(Mk)
Lu,kt δ{u} (3.10)
where Lu,kt is the local time of X at 0 in direction u w.r.t the triangulation Sk.
Then µk is continuous w.r.t. to weak convergence of measures on Lk0M and non-
decreasing in the sense that µkt − µks is a nonnegative measure for all s ≤ t.
For any function f : Lk0M → R, we define a piecewise linear function fk :
(M,Sk) → R by fk :=
∑
u∈scaff(Sk) f(u)ν
u. The crucial observation is that for
all l ≥ k, fk is also piecewise linear w.r.t. Sl and hence almost surely∫
f(y)µkt (dy) =
∫
fk(y)µkt (dy) =
∑
u∈scaff(M,Sk)
f(u)Lu,kt
=
∫
1{Xτ=0}df
k(Xτ ) =
∫
fk(y)µlt(dy). (3.11)
Thus the sequence µkt is in some sense ’projective’. So the natural question if there
is a ’projective limit’ is answered in the following
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Proposition 3.2.4 Let (M,d) be a Euclidean conical polyhedron and X : Ω ×
R+ → M a semimartingale. Then there is an almost surely unique3 continuous
measure-valued process L : Ω × R+ → M(Lk0M) such that for all isometric tri-
angulations (M,S) and all piecewise linear functions f : (M,S) → R we have∫
Lk0M
f(y)Lt(dy) =
∫ t
0
1{Xτ=0}df(Xτ ) =
∑
u∈scaff(M,S)
f(u)Lut a.s. (3.12)
Moreover, for any simplicial approximation (Sk)k∈N of M , let µk defined by (3.11).
Then µkt → Lt weakly locally uniformly almost surely in the sense that sups≤t ρK(µks , Ls)→
0, where ρK is the Kantorovich Rubinstein distance of measures on Lk0M , i.e
ρK(µ, ν) := sup{
∫
Lk0M
fd(µ− ν) : f ∈ Lip1(Lk0M,R)}.
Lt is nondecreasing in the sense that for all s ≤ t, Lt−Ls is a nonnegative measure.
(Lt)t∈R+ is called the local time measure of X at 0.
Proof : 1. We will show that for any approximating sequence (Sk)k∈N, the se-
quence µkt converges weakly locally uniformly almost surely to some continuous
measure-valued process µt.
First note that if F is a countable set of functions, then almost surely (3.11) holds
for all f ∈ F and all k ≤ l.
In particular, with g ≡ 1 and gk defined as above, we have that µkt (Lk(0)) =∫
g(y)µkt (dy) for all k ∈ N. Noting that g1|Lk(0) ≥ 1, we get
µks(Lk(0)) ≤ µkt (Lk(0)) ≤
∫
g1(y)µkt (dy) =
∫
g1(y)µ1t (dy) =: Ct <∞
for all s ≤ t. Let F be a countable set of functions that is dense in Lip1(Lk(0),R)
w.r.t. uniform convergence. Then almost surely, for all k ≤ l ∈ N, s ≤ t and all
f ∈ F we have
|
∫
f(y)µks(dy)−
∫
f(y)µls(dy)| = |
∫
fk(y)µks(dy)−
∫
f l(y)µls(dy)|
= |
∫
fk(y)µls(dy)−
∫
f l(y)µls(dy)|
≤
∫
|fk(y)− f l(y)|µls(dy)
≤ Ct sup
u∈scaff(Sl)
|fk(u)− f l(u)| ≤ Ct‖Sk‖ → 0.
3in other words, it is unique up to indistinguishability
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Because F is dense, the above inequality holds almost surely for all f ∈ Lip1(Lk(0),R)).
Thus (µks)s≤t is a.s. a cauchy sequence w.r.t. the Kantorovich-Rubinstein distance,
uniformly in s and has a limit (µs)s≤t since this distance is complete. Moreover,
(µt)t≥0 is continuous and nondecreasing.
2. Let Sk and S˜k be two simplicial approximations of M such that µkt → µt
and µ˜kt → µ˜t. We shall prove that (µt)t≥0 = (µ˜t)t≥0 a.s. Without loss of generality
we may assume that S˜k is finer than Sk, i.e. Sk ⊂ S˜k). (Indeed, if this is not the
case, we can consider the joint refinement Ŝk := Sk ∪ C˜k.) In this situation, let
k ∈ N and let f : M → R be piecewise linear w.r.t. Sk, i.e. f = fk. Then f is
also piecewise linear w.r.t. Sl and S˜l for all l ≥ k and hence
∑
u∈scaff(Sk)
f(u)Lu,k0t =
∫ t
0
1{Xτ=0}df(Xτ )
=
∫
Lk(0)
f(y)µkt (dy) =
∫
Lk(0)
f(y)µ˜kt (dy)
So letting k →∞ yields almost surely∫
Lk(0)
f(y)µt(dy) =
∫
Lk(0)
f(y)µ˜t(dy) =
∫ t
0
1{Xτ=0}df(Xτ ) (3.13)
So (3.13) holds for every t ∈ Q+ a.s., and by continuity of µt and µ˜t, (3.13) holds
for every t ∈ R+.
Let F be the set of functions f :M → R such that f is piecewise linear w.r.t some
triangulation Sk and f(u) ∈ Q for all u ∈ scaff(Sk). Then almost surely, (3.13)
holds for all f ∈ F and all t ∈ R+. Moreover, since F is dense in C(Lk0M,R),
(µt)t≥0 = (µ˜t)t≥0 almost surely.
3. Let Lt be a continuous measure-valued process that satisfies (3.12) and let
Sk be a simplicial approximation with corresponding limit measure µt. Then one
proves in the same way as in 2. that L = µ a.s., which is the desired uniqueness.
4. In order to finish the proof, we show that if Sk is a simplicial approximation
with corresponding limit measure L, then L satisfies (3.12). Indeed, let f :M → R
be piecewise linear w.r.t. some triangulation S. If we set S˜k := Sk ∪ S, then com-
bining (3.13) and (3.11) yields (3.12). 
Lt can be regarded as a random measure on R+ × Lk(0), which is the content
of the following
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Lemma 3.2.5 Let (N, ρ) be a separable metric space and l : R+ → M(N) be a
continuous nondecreasing measure-valued map. Then there is a unique nonnegative
measure, again denoted by l, such that for all partitions ∆ = (tk) of R+ and all
’simple’ functions of the form f(t, η) =
∑
tk∈∆ fk(η)1]tk,tk+1](t)∫
f(t, η)l(d(t, η)) =
∑
tk∈∆
∫
N
fk(η)(ltk+1 − ltk)(dη) (3.14)
Proof : A standard monotone class argument. 
So far we have only considered the local time at 0. If S ⊂ is an m−dimensional
simplex w.r.t. some triangulation, we define LS analogously to (2.27):
Definition 3.2.6 Let S ∈ S(m) for some triangulation S. Then the local time
measure of X at S is defined by
LS := L(X⊥) (3.15)
where L(X⊥) is the local time measure of X⊥ at 0⊥S.
So LS is a nonnegative measure on R+ × Lk0⊥S. Note that LS is a.s. car-
ried on the set {Xτ ∈ S◦} × Lk0⊥S, i.e. there is a P−nullset out of which∫
1{Xτ /∈S◦}f(τ, y)L
S(d(τ, y)) = 0 for all integrable f : R+ × Lk0⊥S → R.
Example 3.2.7 Assume that M = R2 is equipped with a triangulation S into
a simplicial cone complex with origin 0 ∈ S. Moreover, assume that S contains
S := {x ∈ R2 : x1 = 0, x2 ≥ 0}.
(i) Let X be two-dimensional Brownian motion starting at 0. Then 1{Xτ=0} ≡ 0
a.s. (because the set {0} is polar) and hence
L0t (Lk0M) =
∫ t
0
1{Xτ=0}d%(Xτ ) = 0
for all t, where %(x) := ‖x‖. Thus the local time measure of X at 0 is 0.
(ii) Let a = (a1, a2) ∈ R2+ with ‖a‖ = 1. So there is some α ∈ [0, pi2 ] such that
a = eiα. Consider the semimartingale X = Ba = (a1B, a2B), where B is a one-
dimensional standard Brownian motion. Let lt be the local time of Bt at 0 ∈ R.
Then L0t =
1
2
lt(δa + δ−a). Moreover, locally around S we have X⊥ = X1 = cosαB
and hence LSt (dy) =
1
2
lt cosα(δe1 + δ−e1)(dy).
(iii) The preceding examples are extremal in some sense: Two-dimensional Brow-
nian does not see 0, and the process from (ii) is one-dimensional, i.e. it lives on
a one-dimensional subspace of R2. We will now give an example of a process that
lives on the whole R2 but has nontrivial local time measure at 0:
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Let R := |B|, where B is the Brownian motion from (ii), and θ be a Brownian
motion on S1, independent of B (and hence also of R). Set Xt := Rteiθt . Then
%(Xt) = Rt and hence L
0
t (Lk0M) =
∫ t
0
1{Xτ=0}d%(Xτ ) =
∫ t
0
1{Rτ=0}dRt = lt.
Example 3.2.8 (i) Let M be a k−star. Then Lk0M = {u1, . . . uk}, where ui =
(1, i) is the unit vector on the i−th ray. Let X be Brownian motion on M , i.e. X
is the isotropic Walsh’s Brownian motion, cf. Example 2.4.19 b). For i = 1 . . . , k,
denote by L0,ui the directional local time ofX at S = {0} and consider the function
gi : M → R, defined in (2.97). Recall from the proof of Example 2.4.19 b) that
gi(X) is a martingale for all i = 1 . . . , k, where gi : M → R is defined in (2.97).
Moreover, gi is piecewise linear (more precisely, gi =
k−1
k
νui − 1
k
∑
j 6=i ν
uj) and
hence
0 =
∫ t
0
1{gi(Xτ )=0}dgi(Xτ ) =
∫
1{Xτ=0}dgi(Xτ )
=
k − 1
2k
L0,uit −
1
2k
∑
j 6=i
L
0,uj
t =
1
2k
∑
j 6=i
(L0,uit − L0,ujt ),
for all i = 1, . . . , k, all t ≥ 0 and (almost) all ω ∈ Ω. So we conclude that
L0,ui ≡ L0,uj for all i, j.
Note that the process rt := d(Xt, 0) is a reflected Brownian motion and hence
lt := 2
∫ t
0
1{rτ=0}drτ =
k∑
i=1
L0,uit = kL
0,u1
t
is a Brownian local time. So we obtain the representation
L0t (dy) =
1
k
k∑
i=1
ltδui(dy). (3.16)
(ii) Let M be an admissible Euclidean polyhedron and let X be Brownian motion
inM . If S ∈ S(m) for m ≤ n−2, then LS(X) ≡ 0, which immediately follows from
the last assertion of Theorem 2.4.17. So the only nontrivial case is when S ∈ S(n−1).
Locally around S, we have the orthogonal decomposition M = US ⊕ ⊥S, where
US is the (n − 1)−dimensional Euclidean subspace generated by S and ⊥S is a
k−star. In other words, locally around S, M looks like a “booklet” and we are
locally in the situation of Example 2.4.19. Recall from that Example that X⊥ is
Brownian motion on ⊥S, and hence from (i) we deduce the representation
LSt (X)(dy) = L
0
t (X
⊥) =
1
k
k∑
i=1
ltδui(dy),
where lSt := 2
∫ t
0
1{Xτ∈S◦}dr
S
τ and r
S
t = d(S,Xt).
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Remark 3.2.9 The representation (3.16) is not new. Indeed, it is known that
if a k−star M is symmetrically embedded into R2 (cf. Example 1.1.3 (ii)), then
Brownian motion inM (i.e. Walsh’s isotropic BM) is a so-called spider-martingale
in the sense of Definition 17.2 of [Yor97]. Thus one can deduce (3.16) from Propo-
sition 17.5 of [Yor97].
Although out of the scope of this work, we mention another very interesting point
implied by (3.16), which may be of particular interest when one wants to establish
a theory of stochastic differential equations in polyhedra: For k > 2, the natural
filtration of X is not a Brownian filtration4. This was proved by Tsirelson [Tsi97]
using the following arguments: If X was a spider-martingale w.r.t. a Brownian
filtration, then we would have dL0,u1 ∧ · · · ∧ dL0,uk = 0 by Theorem 6.1 of [Tsi97],
which contradicts (3.16). See also [BE´K+98] for questions concerning the filtration
of Walsh’s Brownian motion.
3.2.3 Itoˆ’s formula revisited
Let ϕ : O → R be a convex function and X a semimartingale. We already know
from Lemma 3.2.2 that ϕ(X) is a semimartingale on {X ∈ O}. Assume that
O is local at some S ∈ S now Let S be an isometric triangulation containing
S. For each u ∈ scaff(⊥S) let gu : S◦ → R be a smooth function. Let O be a
neighborhood that is local at S. Consider the function g : O → R, defined by
g(x) :=
∑
u∈scaff(⊥S) g
u(x>)νu(x⊥) (actually, g is defined on all S◦⊕⊥S ∼= TM|S◦).
Then g is piecewise smooth and for all x> ∈ O ∩ S and all x⊥ ∈ ⊥S, we have
∂gx>(x
⊥) = g(x>+ x⊥) =: gx>(x⊥). So g can be regarded as a linear form over S◦
whose tangential part is 0, and by Lemma 2.1.12 we have
∫
1{Xτ∈S◦}dg(Xτ ) =
1
2
∑
u∈scaff(⊥S)
∫ t
0
gu(Xτ )dL
S,u
τ (X)
=
1
2
∫
∂gXτ (y)L
S(d(τ, y)). (3.17)
Let now ϕ : O → R be Lipschitz continuous and convex. We have the usual
decomposition ϕ = ϕ> + ϕ⊥. Note that ϕ⊥ = ϕ − ϕ> is not necessarily convex.
However, ϕ⊥ is convex in the orthogonal directions, i.e. ϕ⊥|(x>+⊥S)∩O is convex for
all x> ∈ S ∩O. Set
ϕr(x) :=
1
r
ϕ⊥(x> + rx⊥). (3.18)
4by this we mean a filtration which is generated by countably many linear Brownian motions
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Then is ϕr convex in the orthogonal directions, i.e. ϕr|(x>+⊥S)∩O is convex for all
x> ∈ S ∩O. For v ∈ Lk0⊥S and x = x> + sv, set
ϕ̂r(x) :=
s
r
ϕ⊥(x> + rv) (3.19)
So ϕ̂r is the unique function that is radial at S (i.e. ϕ̂r(x>+ sx⊥) = sϕ̂r(x>+ x⊥)
and ϕr ≡ ϕ̂r on {x ∈ O : d(S, x) = 1}. Moreover, ϕ̂r|(x>+⊥S)∩O is also convex for
all x> ∈ S ∩O.
At last, let Sk be an approximating sequence of isometric triangulations for ⊥S.
Set
ϕ̂r,k(x) :=
∑
u∈scaff(⊥S,Sk)
ϕ̂r(u)νu =
∑
u∈scaff(⊥S,Sk)
ϕr(u)νu (3.20)
Then ϕ̂r,k is piecewise linear w.r.t. Sk (but not necessarily convex!). Moreover,
ϕ̂r(x) ≤ ϕ̂r,k(x) (3.21)
which is a consequence of Jensen’s inequality: Fix x> ∈ S◦. For each T ∈ Sk and
x⊥ ∈ T ◦ ∩ ⊥S define a probability measure
px := px>+x⊥ :=
∑
u∈scaff(T∩⊥S)
νu(x)δu + (1−
∑
u∈scaff(T∩⊥S)
νu(x))δ0.
Then px is a probability on the Euclidean simplex T , and because ϕ̂
r is convex on
x> +⊥S and ϕ̂r(0) = 0, Jensen’s inequality yields that
ϕ̂r,k(x) =
∫
ϕ̂r(y)px(dy) ≥ ϕ̂r(
∫
ypx(dy)) = ϕ̂
r(x),
showing (3.21).
Lemma 3.2.10 Let O be local at S and let ϕ : O → R be a Lipschitz continuous
convex function. Assume that ∂uϕ is Lipschitz continuous for all u ∈ scaff(S).
Then
(i) ϕr is Lipschitz continuous, uniformly in r, and ∂ϕ⊥ is Lipschitz continuous.
(ii) ϕr → ∂ϕ⊥ uniformly on O.
(iii) For every  > 0 there are 0 < r0 ≤ 1 and k0 ∈ N such that for all r ≤ r0, all
k ≥ k0 and all x = x> + x⊥ ∈ O ∩Br(S),
∂ϕ⊥x>(x
⊥) ≤ ϕr(x) ≤ ϕ(x) ≤ ϕ̂r(x) ≤ ϕ̂r,k(x) ≤ ∂ϕ⊥x>(x⊥) + d(S, x)
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Proof : Because ϕ is convex, ϕ|(x>+⊥S)∩O is convex for all x> ∈ S ∩ O. Thus
ϕr ↘ ∂ϕ⊥ pointwise.
Let now x1 = x
>
1 + x
⊥
1 and x2 = x
>
2 + x
⊥
2 . Then d(x
>
2 + rx
⊥
1 , x
>
2 + rx
⊥
2 ) = rd(x
>
2 +
x⊥1 , x
>
2 + x
⊥
2 ) and because ϕ is Lipschitz continuous (say, with Lipschitz constant
C), we obtain |ϕr(x>2 +x⊥1 )−ϕr(x>2 +x⊥2 )| ≤ Cd(x>2 +x⊥1 , x>2 +x⊥2 ). On the other
hand, ∂uϕ is Lipschitz continuous by assumption and hence ∂uϕ
⊥ is also Lipschitz
continuous for all u ∈ scaff(S). Now since ϕ⊥|S∩O ≡ 0, |∂uϕ⊥(x> + rx⊥)| ≤ Cr
for all x = x> + x⊥ ∈ O. (where C is chosen accordingly5). Consequently,
|ϕr(x>1 +x⊥1 )−ϕr(x>2 +x⊥1 )| ≤ Cd(x>1 +x⊥1 , x>2 +x⊥1 ) (with C adjusted again). So
putting this together yields
|ϕr(x>1 + x⊥1 )− ϕr(x>2 + x⊥2 )| ≤ |ϕr(x>1 + x⊥1 )− ϕr(x>2 + x⊥1 )|
+ |ϕr(x>2 + x⊥1 )− ϕr(x>2 + x⊥2 )|
≤ Cd(x>1 + x⊥1 , x>2 + x⊥1 ) + Cd(x>2 + x⊥1 , x>2 + x⊥2 )
≤ C˜d(x1, x2).
Thus ϕr is Lipschitz continuous, and the Lipschitz constant can be chosen inde-
pendent of r. So ∂ϕ⊥ is Lipschitz continuous as the pointwise limit of uniformly
Lipschitz continuous functions, showing (i).
(ii) follows from Dini’s Lemma6 since ∂ϕ⊥ is continuous by (i).
It remains to show (iii). Because ϕ|(x>+⊥S)∩O is convex for all x> ∈ S ∩O and the
curve t 7→ x> + tx⊥ is a geodesic, the first three inequalities follow from the prop-
erties of convex functions on R (in particular, the monotonicity of the difference
quotient). The forth inequality was already shown in (3.21).
For the last inequality note that by (i), ϕr is uniformly Lipschitz continuous on
S ∩ O ⊕ Lk0⊥S7, so (ϕ̂r,k − ϕr)(x> + v) tends to 0, uniformly in x> ∈ S ∩ O,
v ∈ Lk0⊥S and r ∈]0, r0]. Together with (ii) we deduce that if r → 0 and
k → ∞, then ϕ̂r,k → ∂ϕ⊥ uniformly on S ∩ O ⊕ Lk0⊥S. Thus for every  > 0
there are 0 < r0 ≤ 1 and k0 ∈ N such that for all r ≤ r0, all k ≥ k0 and all
x = x> + v ∈ S ∩ O ⊕ Lk0⊥S, ∂ϕ⊥x>(v) ≤ ϕ̂r,k(x> + v) ≤ ∂ϕ⊥x>(v) + . Be-
cause ϕ̂r,k and ∂ϕ⊥ are radial at S, it follows by radial interpolation that for all
x = x> + x⊥ ∈ Br(S) ∩ O, ∂ϕ⊥x>(x⊥) ≤ ϕ̂r,k(x) ≤ ∂ϕ⊥x>(x⊥) + d(S, x), showing
(iii). 
5note that in a Euclidean complex, a neighborhood O that is local at a simplex is automatically
relatively compact. In a Euclidean cone complex, we should assume that O is relatively compact.
6Dini’s Lemma says that if K ⊂ RN is a compact set and fn : K → R is a sequence of
continuous functions such that fn ↘ f pointwise (important is that the convergence is monotone)
and f : K → R is continuous, then the convergence is already uniform on K.
7here we regard ϕr as a function defined on some neighborhood Or of S ∩O in S ∩O ⊕⊥S,
and if r0 is small enough, then S ∩O ⊕ Lk0⊥S ⊂ Or.
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Definition 3.2.11 Let S ∈ S and O local at S. A Lipschitz continuous function
ϕ : O → R is called regular at S if ϕ is differentiable in direction S (i.e. the
function x> 7→ ϕ(x> + x⊥) is differentiable) and for all u ∈ scaff(S), ∂uϕ is
Lipschitz continuous on O.
Example 3.2.12
(i)If ϕ(x) ≡ ϕ(x⊥) (i.e. if ϕ is constant in the directions of S), then ϕ is regular.
In particular, if S = x0 is a corner (i.e. a 0−dimensional simplex), then every
Lipschitz continuous convex function is regular at x0.
(ii) Let ϕ : O → R be a Lipschitz continuous convex function. Consider the
mollifier ΨjS : S → R, defined in (3.4). Let j0 ∈ N and let O˜ be neighborhood such
that B1/j0(O˜) ⊂ O. For j ≥ j0 and x = x> + x⊥ ∈ O˜ define
ϕj(x) := ϕS,j(x) :=
∫
S
ϕ(x+ y)ΨjS(y)dy. (3.22)
So ϕ is smoothed only in the tangential directions. i.e. all directions of S. As in the
proof of Lemma 3.2.1 (ii), one can easily see that ϕj is convex, and the smoothness
in the tangential directions implies that ϕj is regular at S. We will use this kind
of smoothing in many geometric applications, as for instance in Theorem 3.3.4.
(iii) Consider the function %(x) := d(S, x). % is convex on any neighborhood that
is local at S. Moreover, % is regular at S by (i).
The crucial point of regularity is that a regular function ϕ admits an intrinsic local
Itoˆ formula for ϕ at S, which is in particular independent of the triangulation.
Theorem 3.2.13 (Intrinsic local Itoˆ formula) Let X : Ω × R+ → M be a
semimartingale. Let S ∈ S for some isometric triangulation, O local at S and let
ϕ : O → R be a Lipschitz continuous convex function that is regular at S. Then
on {X ∈ O} we have∫ t
0
1{Xτ∈S◦}dϕ
⊥(Xτ ) =
1
2
∫
[0,t]×Lk0⊥S
∂ϕ⊥Xτ (y)L
S(d(τ, y))
=
1
2
∫
[0,t]×Lk0⊥S
∂ϕXτ (y)L
S(d(τ, y)).
Proof : Let Sk be an approximating sequence of isometric triangulations of ⊥S.
Recall the definition of ϕ̂r,k from (3.20). By 3.2.10 (iii), ϕ̂r,k → ∂ϕ⊥ uniformly on
(S ∩O)⊕ Lk0⊥S as r → 0, k →∞ and hence
lim
r→0
k→∞
∫ t
0
1{Xτ∈S◦}dϕ̂
r,k(Xτ ) =
1
2
lim
r→0
k→∞
∫
[0,t]×Lk0⊥S
ϕ̂r,kXτ (y)L
S(d(τ, y))
=
1
2
∫
[0,t]×Lk0⊥S
∂ϕ⊥Xτ (y)L
S(d(τ, y)).
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Set %(x) := d(S, x). Then % is convex on O and hence %(X) is a semimartingale
on {X ∈ O}. Moreover, since % ≥ 0, Lt :=
∫ t
0
1{Xτ∈S◦}d%(Xτ ) is a nondecreasing
process. Put hr,k := ϕ̂r,k −ϕ⊥. By Lemma 3.2.10 (iii), 0 ≤ hr,k ≤ ρ on O ∩Br(S)
and hence
∫
1{Xτ∈S◦}dh
r,k(Xτ ) is nondecreasing and
∫
1{Xτ∈S◦}d(h
r,k − %)(Xτ ) =∫
1{Xτ∈S◦}dh
r,k(Xτ ) − L is nonincreasing. So letting  → 0 (and r → 0, k → ∞
accordingly) yields that
0 = lim
r→0
k→∞
∫ t
0
1{Xτ∈S◦}dh
r,k(Xτ )
= lim
r→0
k→∞
∫ t
0
1{Xτ∈S◦}dϕ̂
r,k(Xτ )−
∫ t
0
1{Xτ∈S◦}dϕ
⊥(Xτ )
=
1
2
∫
[0,t]×Lk0⊥S
∂ϕ⊥Xτ (y)L
S(d(τ, y))−
∫ t
0
1{Xτ∈S◦}dϕ
⊥(Xτ ).
As a special case, let x0 ∈ M . We can assume that x0 ∈ S(0) for some isometric
triangulation S, i.e. x0 is a corner. Because every Lipschitz continuous convex
function is regular at x0 (cf. Example 3.2.12 (i)), we get the following
Corollary 3.2.14 Let x0 ∈ O ⊂ M and let ϕ : O → R be a Lipschitz continuous
convex function. Then∫ t
0
1{Xτ=x0}dϕ(Xτ ) =
∫
[0,t]×Lk0⊥S
∂ϕx0(y)L
x0(d(τ, y)).
Example 3.2.15 Although the regularity condition from Definition 3.2.11 is not
sharp (i.e. one can establish more general conditions on ϕ to ensure that Theorem
3.2.13 holds), some condition is necessary, as the following example shows:
Consider the process X = Ba in M = R2 from Example 3.2.7 (ii). Different from
that situation, we choose a different triangulation S for M : Let (0,−1) ∈ S be
the origin and assume that S := {x = (x1, x2) : x1 = 0, x2 ≥ −1} ∈ S. Let now
ϕ(x) := d(0, x) = ‖x‖. Then ϕ is convex and Lipschitz continuous, but not regular
at S.
Now ∂ϕ0(e1) = ∂ϕ0(−e1) = 1 and hence by Example 3.2.7 (i),∫
∂ϕXτ (y)L
S(d(τ, y)) =
∫
∂ϕ0(y)L
S(d(τ, y)) = lt cosα
(note that the first equality holds since LS only increases on {X ∈ S◦} = {X = 0}).
On the other hand, ϕ(X) = |B| and {X ∈ S◦} = {B = 0} and hence∫ t
0
1{Xτ∈S◦}dϕ(Xτ ) = lt. Moreover, ϕ
>(x) = |x2| and hence∫ t
0
1{Xτ∈S◦}dϕ
>(Xτ ) =
∫ t
0
1{X2τ=0}d|X2τ | = lt sinα.
Consequently,
∫ t
0
1{Xτ∈S◦}dϕ
>(Xτ ) = l1(1− sinα).
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3.3 Darling’s characterization, part II
We already know that if X is a semimartingale and ϕ :M → R a Lipschitz contin-
uous convex function, then ϕ(X) is a semimartingale. Now we will show that if X
is a martingale, then ϕ(X) is a submartingale. This is Darling’s characterization
of martingales for general Lipschitz continuous convex functions.
Definition 3.3.1 Let (Ω, X, P ) be a continuous semimartingale and let S ∈ S for
some isometric triangulation S. We say that X satisfies condition M(S) if there
is a P−nullset out of which 0⊥S ∈ B(LSt − LSs ) for all 0 ≤ s ≤ t.
Remark 3.3.2 One can show that X satisfies M(S) if and only if X satisfies
MS(S) for all isometric triangulations S of M . The ’only if’ part is trivial. In
order to prove the ’if’ implication, one should show the following statement, which
we state as a conjecture:
Let M be a Euclidean conical polyhedron and let ϕ : M → R be a Lipschitz
continuous convex function with ϕ(0) = 0. Then for every isometric triangulation
S, there are a finer triangulation S˜ ⊃ S and a convex function ϕ˜ such that ϕ˜(0) =
0, ϕ˜ ≤ ϕ and ϕ˜ is piecewise linear w.r.t. S˜. Moreover, if ‖S‖ → 0, then ϕ˜→ ϕ.
Lemma 3.3.3 Let X be a continuous semimartingale and S ∈ S(M). If X satis-
fies condition M(S), then
∫
[0,t]×Lk0⊥S ∂ϕXτ (y)L
S(d(τ, y)) is nondecreasing for any
Lipschitz continuous convex function ϕ that is regular at S.
Proof : The proof is completely analogous to the one of Lemma 3.1.4. Note
that ∂ϕ is Lipschitz continuous and hence the function (t, y) 7→ ∂ϕXt(y) is a.s.
continuous. Consequently, there is a P−nullset out of which∑
tl∈∆k
∫
Lk0⊥S
∂ϕ(Xτl)(y)(L
S
tl+1
− LStl)(dy)→
∫
[0,t]×Lk0⊥S
∂ϕXτ (y)L
S(d(τ, y))
whenever ∆k is a sequence of partitions of R+ with ‖∆k‖ → 0 and τl = τ kl (ω) is a
sequence of intermediate points, i.e. tl ≤ τ kl ≤ tl+1 for all tl, tl+1 ∈ ∆k.
Moreover, ∂ϕ|x>+⊥S is convex for all x> ∈ S ∩ O, so as in Lemma 3.1.4, for
any partition ∆k we can find a sequence τl of intermediate points such that∑
tl∈∆k
∫
Lk0⊥S ∂ϕ(Xτl)(y)(L
S
tl+1
− LStl)(dy) is nondecreasing, proving the Lemma.

Theorem 3.3.4 Let M be a Euclidean polyhedron and let X : Ω×R+ →M be a
continuous semimartingale. Then the following are equivalent:
(i) ϕ(X) is a local submartingale on {X ∈ O} for all Lipschitz continuous convex
functions ϕ : O → R.
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(ii) Whenever S is an isometric triangulation of M , then for all S ∈ S and
u ∈ scaff(S), ∫ t
0
1{Xτ∈S◦}dX
u
τ is a local martingale and X satisfies M(S).
(iii) There is an isometric triangulation S of M such that for all S ∈ S and
u ∈ scaff(S), ∫ t
0
1{Xτ∈S◦}dX
u
τ is a local martingale and X satisfies M(S).
In either case, X is called a local martingale in M .
Proof : (iii)⇒ (i): Let S be an isometric triangulation satisfying the assumptions
of (iii) and let ϕ : O → R be Lipschitz continuous and convex. Without loss of
generality we may assume that O is local at some S ∈ S(m). We will prove that
(i) holds by induction on the codimension k = n−m of S. For k = 0 (i.e. m = n),
this follows from the well-known theory in Rn (e.g., by Jensen’s inequality or by
a starndard smoothing procedure). So assume that we have proved the assertion
for all l = 0, . . . , k − 1.
Consider the function ϕj := ϕS,j from Example 3.2.12 (ii). Then ϕj is convex and
regular at S. Consequently,∫ t
0
1{Xτ∈S◦}d(ϕ
j)⊥(Xτ ) =
1
2
∫
[0,t]×Lk0⊥S
∂ϕjXτ (y)L
S(d(τ, y))
is nondecreasing by Lemma 3.3.3. Since (ϕj)> is smooth,∫ t
0
1{Xτ∈S◦}d(ϕ
j)>(Xτ ) =
∑
u∈scaff(S)
∫ t
0
1{Xτ∈S◦}∂uϕ
j(Xτ )dX
u
τ (3.23)
+
1
2
∑
u,v∈scaff(S)
∫ t
0
1{Xτ∈S◦}∂uvϕ
j(Xτ )d〈Xuτ , Xvτ 〉
is a local submartingale. Moreover, by induction hypothesis we have that∫ t
0
1{Xτ∈O\S}d(ϕ
j)(Xτ ) is a local submartingale. So putting this together, ϕ
j(X)
is a local submartingale on {X ∈ O}.
It remains to show that ϕ(O) is a local submartingale on {X ∈ O}. Therefor, we
may assume that X has only values in some relatively compact set U ⊂⊂ O. Since
O is local at S, O is relatively compact. Hence ϕ is bounded and the sequence ϕj
is uniformly bounded on U . So ϕj(X) is a (uniformly) bounded submartingale for
every j. Now ϕj(X)→ ϕ(X) uniformly on {X ∈ U}, thus ϕ(X) is a submartingale
on {X ∈ U}.
(i) ⇒ (ii) : Let S be an isometric triangulation and let S ∈ S. First we show
that M(S) holds. Let f : ⊥S → R be a Lipschitz continuous convex function.
We may assume that f(0) = 0. Set ϕ(x) := f(x⊥). Then ϕ is convex and by (i),
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∫
1{Xτ∈S◦}dϕ(Xτ ) is a local submartingale. Moreover, ϕ is regular at S and we
have ϕ = ϕ⊥. Thus∫ t
0
1{Xτ∈S◦}dϕ(Xτ ) =
∫ t
0
1{Xτ∈S◦}dϕ
⊥(Xτ )
=
∫
[0,t]×Lk(⊥S)
∂ϕXτ (y)L
S(d(τ, y))
=
∫
[0,t]×Lk(⊥S)
∂f0(y)L
S(d(τ, y))
=
∫
Lk(⊥S)
∂f0(y)(L
S
t − LS0 )(dy)
must be nondecreasing in t. In particular, for all s ≤ t,∫
Lk(⊥S)
f(y)(LSt − LS0 )(dy) ≥
∫
Lk(⊥S)
∂f0(y)(L
S
t − LS0 )(dy) ≥ 0
Thus M(S) holds.
It remains to show that if u ∈ scaff(S), then ∫ t
0
1{Xτ∈S◦}dX
u
τ is a local martingale.
But by (i) we have in particular that ϕ(X) is a local submartingale on {X ∈ O}
for every piecewise smooth (w.r.t. S) function, and so the assertion follows from
Theorem 3.1.5.
(ii)⇒ (iii) is trivial. 
With the same technique as in the proof of the above Theorem one can get some
more information about the transformation behavior of convex functions.
Definition 3.3.5 Let M be a geodesic space. A function ϕ : M → R is called
κ−convex if for all geodesics γ : [0, 1]→M and all t ∈ [0, 1],
ϕ(γ(t)) ≤ (1− t)ϕ(γ(0)) + tϕ(γ(1))− κ
2
t(1− t)d2(γ(0), γ(1)) (3.24)
For instance, if M is a Riemannian manifold (or if M = Rn), κ−convexity in this
sense means that Hessϕ ≥ κg in the sense of distributions, where g is the metric
tensor on M .
Corollary 3.3.6 Let X be a local martingale in M and let ϕ : O → R be
κ−convex. Then ϕ(X)− κ
2
〈X〉 is a local submartingale on {X ∈ O}.
Proof : We can completely imitate the proof of Theorem 3.3.4, (ii) ⇒ (i). The
only thing to mention is that because ϕ is κ−convex, ϕj is also κ−convex8 and
8this can easily be shown as in the proof of Lemma 3.2.1 (ii)
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hence since (ϕj)> is smooth, Hess(ϕj)>x (u, u) ≥ κgx(u, u) for all x ∈ S◦ and u ∈
TxS. So in (3.23) we obtain that
1
2
∑
u,v∈scaff(S)
∫ t
0
1{Xτ∈S◦}∂uvϕ
j(Xτ )d〈Xuτ , Xvτ 〉 −
κ
2
∫ t
0
1{Xτ∈S◦}d〈X〉τ
is nondecreasing, and consequently, ϕj(X)− κ
2
〈X〉 is a local submartingale. So the
proof is completed by letting j →∞ as in the proof of Theorem 3.3.4, (ii)⇒ (i).
.
Example 3.3.7 Let M be an admissible Euclidean polyhedron and let X be
Brownian motion in M . Recall Example 3.2.8 (ii). For S ∈ S(m), m ≤ n − 2,
we have LS ≡ 0 and hence M(S) is trivially satisfied. Moreover, for S ∈ S(n−1),
we have LSt (dy) =
1
k
∑k
i=1 Ltδui(dy) by Example 3.2.8, and it is easily seen that
M(S) is also satisfied (cf. also Example 3.4.5). So X is a local martingale.
3.4 Characterizations in CAT(0) Euclidean com-
plexes
Let us now consider the special case where the Euclidean polyhedron M is an
Alexandrov space with curvature bounded from above (i.e. M is CAT (κ) for some
κ ≥ 0). See e.g. [BH99] for a definition of CAT (κ). For the special case κ = 0, see
section 4.1.2. It turns out that in this case, M is automatically a CAT (0) space,
or in other words, an NPC space.
Proposition 3.4.1 Let M be a Euclidean simplicial cone complex. Then the fol-
lowing are equivalent:
(i) M is a CAT (κ) for some 0 ≤ κ <∞.
(ii) M is an NPC space (i.e. CAT (0)).
(iii) Lk0M is a CAT (1) space.
Proof : (ii)⇔ (iii): [BH99], Theorem II.5.1.
(ii)⇒ (i) is trivial.
(i)⇒ (iii) It is clear that the space of directions at 09 is isometric to Lk0M . So if
M is CAT (κ), then Lk0M is CAT (1) by [BH99], Theorem II.3.19. 
9 the space of directions at 0 is the space of geodesics emanating from 0, equipped with
angular metric, cf. [BH99], Definition II.3.18
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Lemma 3.4.2 (Minimal convex functions) Let M be a Euclidean simplicial
cone complex of nonpositive curvature.
(i) Let ϕ : M → R be Lipschitz continuous and convex. Let a ∈ Lk0M be a
minimal gradient, i.e. ∂ϕ0(a) = minu∈Lk0M ∂ϕ0(u). Then for all u ∈ Lk0M ,
ϕ(u)− ϕ(0) ≥ ∂ϕ0(u) ≥ ∂ϕ0(a) cos∠0(a, u). (3.25)
(ii) For a ∈ Lk0M , ϕa(x) := −d(0, x) cos∠0(a, x) is convex and radial at 0.
Proof : (i) Let a ∈ Lk0M be a minimal gradient and let u ∈ Lk0M . If ∠0(a, u) =
pi, then the unique geodesic connecting a and u passes through 0 and the assertion
follows from the properties of convex functions on R.
If ∠0(a, u) < pi, let % : [0, 1] → Lk(0,M) be the geodesic from a to u in Lk0M
(which is unique since Lk0M is CAT(1)). Then the set {λ%(τ) : 0 ≤ λ, τ ≤ 1}
is isometric to the two-dimensional Euclidean cone E with angle ∠0(a, u). Since
a is a minimal gradient for ϕ on E , we have that ϕ(x) − ϕ(0) ≥ ∂ϕ0(a)〈a, x〉 =
∂ϕ0(a) cos∠0(a, u) for all x ∈ E , showing the assertion.
(ii) Let ga(x) := 1
2
d2(a, x). Then ga is convex and hence ϕa = ∂ga0 is convex by
Lemma 1.4.5. 
The next Lemma will be crucial for a characterization of M(S) in a CAT (0)
Euclidean polyhedron.
Lemma 3.4.3 Let M be a Euclidean conical polyhedron of nonpositive curvature
and let µ be a nonnegative measure on Lk0M . Then the following are equivalent:
(i) 0 ∈ B(µ).
(ii) For all a ∈ Lk0M ,
∫
Lk0M
cos∠0(a, y)µ(dy) ≤ 0.
Proof : (i)⇒ (ii): Follows from Lemma 3.4.2 (ii).
(ii) ⇒ (i): Let ϕ : M → R be convex with ϕ(0) = 0 and let a ∈ Lk0M be
a minimal gradient. If ∂ϕ0(a) ≥ 0, then (i) follows trivially. So assume that
∂ϕ0(a) < 0. Then ϕ(u) ≥ ∂ϕ0(a) cos∠0(a, u) for all u ∈ Lk0M by Lemma 3.4.2
(i) and hence
∫
Lk0M
ϕ(y)µ(dy) ≥ ∫
Lk0M
∂ϕ0(a) cos∠0(a, y)µ(dy) ≥ 0. 
Proposition 3.4.4 LetM be a Euclidean polyhedron of nonpositive curvature and
let X be a semimartingale. Let S ∈ S for some isometric triangulation. Then the
following are equivalent:
(i) X satisfies M(S).
(ii) For all a ∈ Lk0⊥S,
∫
Lk0⊥S cos∠0(a, y)L
S
t (dy) is nonincreasing in t.
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Proof : A standard approximation argument, using Lemma 3.4.3. 
Example 3.4.5 Let M be a k−star, i.e. a one-dimensional simplicial cone com-
plex. We may regardM as a Euclidean simplicial cone complex, where on each ray
of M we have the standard Euclidean metric on [0,∞[. Now Lk0M is a discrete
set. More precisely, to each ray Ri of M corresponds exactly one point ui ∈ Lk0M
and for all ui, uj ∈ Lk0M , cos∠0(ui, uj) is equal to 1 if i = j and equal to −1 if
i 6= j. So we get a very simple version of Lemma 3.4.3: Let µ be a nonnegative
measure on Lk0M . Then the following are equivalent:
(i) 0 ∈ B(µ).
(ii) For all ui ∈ Lk0M , −µ(ui) +
∑
j 6=i µ(uj) ≥ 0.
(iii) For all ui ∈ Lk0M , µ(ui) ≤ 12µ(Lk0M).
So we deduce that for a semimartingale X the following are equivalent:
(i) X satisfies M(0).
(ii) For all ui ∈ Lk0M , −L0,ui +
∑
j 6=i L
0,uj is nondecreasing.
(iii) For all ui ∈ Lk0M , dL0,ui ≤ 12dL, where L :=
∑
uj∈Lk0M L
0,uj .
Note that characterization (iii) is exactly the martingale condition in [Pic05],
Proposition 3.3.4. An exhaustive discussion about martingales in stars can be
found in that paper.
From the above characterization it is easily seen that a spider-martingale (in the
sense of [Yor97], Definition 17.2) is a martingale. The reverse is not true in general,
cf. [Pic05], section 3.3.
The next Proposition says that if M has nonpositive curvature, we may omit the
condition that X is a semimartingale in Theorem 3.1.5 (i), which will be useful for
applications as e.g. to harmonic maps.
Proposition 3.4.6 Let M be a Euclidean polyhedron of nonpositive curvature.
Let (Ω, (Ft)t≥0,F , P ) be a filtered probability space and let X be a continuous
adapted process such that ϕ(X) is a local submartingale on {X ∈ O} for all Lip-
schitz continuous convex functions ϕ : O → R. Then X is a semimartingale and
hence a local martingale.
Proof : By localization, we may assume that M is a simplicical cone complex
equipped with a fixed triangulation S. Then by Proposition 2.1.8, it suffices to
show that for all u ∈ scaff(M), νu(X) is a semimartingale. We will do this by
representing νu in terms of convex functions and certain operations that respect
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the semimartingale property.
Namely, let S ∈ S. For v ∈ scaff(S), set ϕu(x) := −d(0, x) cos∠0(v, x). Then ϕv
is convex by Lemma 3.4.2. We claim that for all u ∈ scaff(S) there are (unique)
ξuvS ∈ R (v ∈ scaff(S)) such that
νu|S =
∑
v∈scaff(S)
ξuvS ϕ
v
|S. (3.26)
Indeed, we may regard ϕv as a linear function on US (the linear subspace gener-
ated by S), namely ϕv(x) = −gS(x, v) (cf. Proposition 1.4.4). Then the linear
functions {ϕv : v ∈ scaff(S)} are linearly independent and hence a basis of (US)∗.
Thus (3.26) holds.
Let now u ∈ scaff(M). For each S ∈ st(n)(u), set fS :=∑v∈scaff(S) ξuvS ϕv, so fS|S =
νu|S. Note that f
S(X) is a semimartingale because fS is a linear combination of
the convex functions ϕv. Moreover, we have −νu = min{maxS∈st(n)(u) fS, 0}. Thus
using the fact that if Y and Z are real semimartingales, then max{Y, Z} (and hence
also min{Y, Z}) is a semimartingale, we obtain that νu(X) = −min{maxS∈st(n)(u) fS(X), 0}
is a semimartingale. This proves the Proposition. 
Let us now come to one of the central results in this work, namely a broad charac-
terization of local martingales in a Euclidean complex of nonpositive curvature. To
this end, we need the notion of a strong martingale, cf. Definition 4.2.6 and Remark
4.2.7: Let ∆n be a refining sequence of partitions of R+ and put T :=
⋃
n∈N∆
n. a
process (Xt)t∈T is a strong martingale if it can be approximated by a sequence of
discretized martingales, i.e. if there is a sequence (ηntk)k∈N of processes such that
(ηntk)tk∈∆ is a discrete time martingale w.r.t. the filtration (Ftk)tk∈∆n and ηnt → Xt
in L1 for all t ∈ T.
Strong martingales are the subject of chapter 4 and are studied there in great
detail. We do not want to give too many details here, but we remark that due to
Theorem 4.4.2 we have a characterization of strong martingales that may serve as a
definition in our particular setting of semimartingales: Let X be a semimartingale
inM and let ∆k be a sequence of locally finite partitions of R such that ‖∆k‖ → 0
as k →∞. Then by Corollary 2.3.8,
V kt :=
∑
tl∈∆k
d2(Xtl∧t, Xtl+1∧t)→ 〈X〉t
locally uniformly in t in probability. This means that 〈X〉 := ∫ g(dX, dX) is the
quadratic variation of X.
In particular, we can find a sequence τj of stopping times with τj ↗∞ such that
108 Chapter 3. Martingales in Euclidean polyhedra
Xt∧τj is bounded and V
k
t∧τj → 〈X〉t∧τj in L1 for every t ∈ R+.
By Theorem 4.4.2, the stopped process Xτj , defined by X
τj
t := Xt∧τj is a strong
martingale if and only if d2(z,Xt∧τj) − 〈X〉t∧τj is a submartingale for all z ∈ M .
If Xτj is a strong martingale for all j, then X is called a local strong martingale,
cf. Definition 4.4.5.
Theorem 3.4.7 LetM be a simply connected Euclidean polyhedron of nonpositive
curvature. Let (Ω, (Ft)t≥0,F , P ) be a filtered probability space and let X be a
continuous adapted process. Then the following are equivalent:
(i) ϕ(X) is a local submartingale on {X ∈ O} for all Lipschitz continuous convex
functions ϕ : O → R.
(ii) X is a local martingale.
(iii) X is a local strong martingale w.r.t. all sequences (∆k) of refining partitions
of [0,∞[ such that the mesh goes to 0.
(iv) X is a local strong martingale w.r.t. one sequence (∆k) of refining partitions
of [0,∞[ such that the mesh goes to 0.
In each of these cases, if X is also bounded, then X is a strong martingale.
Proof : (i)⇒ (ii): By Proposition 3.4.6.
(ii) ⇒ (iii): Let (∆k) be a sequence of refining partitions of [0,∞[ such that
‖∆k‖ → 0. By Corollary 2.3.8, ∑tl∈∆k d2(Xtl , Xtl+1) → 〈X〉 locally uniformly
in probability, and as in the discussion just before this Theorem, we see that
there is a sequence τj → ∞ of stopping times such that the stopped process Xτj
fulfills the assumptions of Theorem 4.4.2. Moreover, for any z ∈ M , the function
f z(x) := d2(z, x) is 2−convex and hence f z(Xτj)− 〈X〉τj is a local submartingale
by Corollary 3.3.6. We may also assume that Xτj is bounded and hence f z(Xτj)−
〈X〉τj is really a submartingale. Thus Xτj is a strong martingale by Theorem 4.4.2
and X is a local strong martingale by Definition 4.4.5.
(iii)⇒ (iv): Trivial.
(iv) ⇒ (i): We may localize X by a suitable sequence of stopping times and
assume that X is a strong martingale w.r.t. (∆k). Moreover, we may assume that
X has only values in some convex neighborhood U ⊂⊂ O (so U is an NPC space
itself). Let T :=
⋃
k∈N∆
k. Then by Theorem 4.2.16, ϕ(Xt) ≤ EFs [ϕ(Xt)] for all
s, t ∈ T with s ≤ t. By continuity of X we can extend this to all s ≤ t ∈ [0,∞[.
The last assertion is just a reformulation of Proposition 4.4.6. 
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3.5 Application to harmonic maps
Now we will apply our results to the theory of harmonic maps, as developed in
[EF01]. See also [Hes04] for harmonic maps into trees. Throughout this section,
K will denote a compact n−dimensional admissible Riemannian polyhedron with
nonempty boundary10.
Let (N, ρ) be a complete separable metric space. Denote by µ = dx the Riemannian
volume measure on K and by L2(K,N) the set of all maps f : K → N such that
the function
∫
K
d2(f(x), y)dx <∞ for some (and hence all) y ∈ N . For  > 0 and
f ∈ L2(K,N), define the approximate energy density of f by
e(f)(x) :=
∫
B(x)
ρ2(f(x), f(y))
n+2
dy (3.27)
and the energy of f by
E(f) := lim sup
→0
∫
K
e(f)(x)dx. (3.28)
The space W 1,2(K,N) is by definition the space of all maps f ∈ L2(K,N) whose
energy is finite.
This concept of nonlinear energy is due to [KS93] and is the basis of the theory
of harmonic maps in [EF01], where it is studied in great detail. For instance, it
is shown in Theorem 9.1 of [EF01] that if f ∈ W 1,2(K,N), then e(f) converges
weakly to some function e(f) ∈ L1(K,µ), and consequently the limsup in (3.28) is
actually a limit. Moreover, note that if N is a Riemannian polyhedron itself, then
E(f) has a nice local description that generalizes the concept of energy of maps
between Riemannian manifolds, cf. [EF01], Definition 9.3. and Theorem 9.3.
Definition 3.5.1 A map f : K → N is called harmonic if f is continuous and a
local minimizer of E.
Remark 3.5.2 In order to avoid confusion, we remark the following difference be-
tween our notation and the one of Eells and Fuglede: In their setting, harmonicity
is only defined for maps h : M → N (where M is an admissible Riemannian
polyhedron), so f is defined entirely on M . But in our setting, K is compact and
hence if N has nonpositive curvature, then a harmonic map h : M → N must be
constant, cf. [EF01], Remark 12.3. However, K◦ itself is a noncompact admissi-
ble Riemannian polyhedron (cf. [Fug05b], Example 1) and hence the definition of
harmonic maps in the sense of Fuglede is coherent with ours.
10The assumption that K is compact is not really essential for the following, but it makes
things simpler
110 Chapter 3. Martingales in Euclidean polyhedra
For a state-of-the-art survey about harmonic maps, see [Fug05a]. We will quote
two important results of that paper:
Proposition 3.5.3 Let K be a compact admissible Riemannian polyhedron and
let N be a simply connected complete metric space of nonpositive curvature.
(i) For every continuous map f : ∂K → N there is a unique continuous map
hf : K → N such that h is harmonic in K◦ and hf|∂K ≡ f .
(ii) For every continuous convex function ϕ : O → R (O ⊂ N), ϕ ◦ f is subhar-
monic in U := K◦ ∩ f−1(O).
Proof : (i): [Fug05a], Theorem 1 (a).
(ii): [Fug05a], Theorem 2 (b). 
Now we can state the main result of this section: In the case that N is a Eu-
clidean polyhedron, we get a broad characterization of harmonic maps, including
Ishihara’s characterization:
Theorem 3.5.4 Let K be a compact admissible Riemannian polyhedron with nonempty
boundary and let N be a simply connected Euclidean polyhedron of nonpositive cur-
vature. Let X be Brownian motion in K and let h : K → N be a continuous map.
Then the following are equivalent:
(i) h is harmonic in K◦
(ii) For every continuous convex function ϕ : O → R (O ⊂ N), ϕ ◦ h is subhar-
monic in U := K◦ ∩ h−1(O)
(iii) h(X) is a local martingale on {X ∈ K◦} w.r.t. P x for every x ∈ K◦.
(iv) h(X) is a strong martingale on {X ∈ K◦} w.r.t. P x for every x ∈ K◦.
Proof : (i)⇒ (ii) follows from Proposition 3.5.3
(ii) ⇒ (iii): Set Y := h(X). Since ϕ ◦ h is subharmonic in U , ϕ(Y ) is a sub-
martingale on {X ∈ U} = {Y ∈ O} ∩ {X ∈ K◦}. Thus by definition, Y is a local
martingale on {X ∈ K◦} (cf. Theorem 3.3.4).
(iii)⇒ (iv): Since h(X) is a local martingale on {X ∈ K◦}, h(X) is also a strong
martingale on {X ∈ K◦} by Theorem 3.4.7 (note that h(X) is bounded).
(iv)⇒ (i) Let h as in (iv). By Proposition 3.5.3 (i), there is a continuous function
h˜ : K → N such that h˜ is harmonic in K◦ and h˜|∂K = h|∂K . So in order to show
that h is harmonic in K◦, it suffices to show that h ≡ h˜.
So let x ∈ K◦. We already know that h˜(X) is a strong martingale on {X ∈ K◦}
w.r.t. P x. Let τ = τK◦ be the first exit time fromK
◦. Moreover, let x ∈ Uj ⊂⊂ K◦
be a sequence of relatively compact domains that increases to K◦ such that
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τUj ↗ τ . Hence h˜(Xτj)→ h˜(Xτ ) and h(Xτj)→ h(Xτ ) as j →∞.
Denote by D := d(h(X), h˜(X)) the distance process. Now for every j ∈ N, the
stopped processes h˜(Xτj) and h(Xτj) are strong martingales and hence the stopped
distance process Dτj is a submartingale (w.r.t. P x) by Proposition 4.2.8. More-
over, because h is bounded, Dτj is uniformly bounded in j and so D extends to a
bounded submartingale on [0, τ ]. But h(Xτ ) = h˜(Xτ ), which means that Dτ = 0
and hence D ≡ 0. In particular, D0 = d(h(x), h˜(x)) = 0. Since x ∈ K◦ was
arbitrary, h ≡ h˜, and the Theorem is proved. 
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Chapter 4
Expectations and Martingales in
Metric Spaces
In this chapter we use the approach of generalized expectations (so-called barycen-
ter maps). Section 4.1 gives a general discussion of barycenters and conditional
expectations with focus on the definition of barycenter in [Stu03].
In section 4.2 we introduce the notion of strong martingales in terms of iterated
(=filtered) conditional expectations. First we study the case of time-discrete mar-
tingales. In the time-continuous we take a sequence ∆n of partitions of the time
axis whose mesh converges to and define a process to be a strong martingale if it
can be approximated by a sequence of time-discrete martingales. In both sections
we treat separately the ’main example’, namely NPC spaces, in which there is a
canonical barycenter that features very nice geometric properties such as Jensen’s
inequality, cf. [Jos97]). In NPC spaces there was developed an exhaustive theory
for time-discrete martingales in [Stu02].
Section 4.3 is concerned with the classical problem of finding a martingale with a
prescribed terminal value, cf. e.g. [Ken90], [Pic91], [Arn95], [Pic05].
In section 4.4 we present a characterization of strong martingales: A continuous
Process (Xt) in an NPC space is a strong martingale if it has a quadratic vari-
ation (Vt) (i.e.
∑
tk∈∆n d
2(Xtk∧t, Xtk+1∧t) → Vt for n → ∞) and d2(Xt, z) − Vt
is a submartingale for all z ∈ N (Thm. 4.4.2). This characterization has many
applications: For example, if N is a Riemannian manifold of nonpositive sectional
curvature and X a continuous semimartingale, then X is a strong martingale if
and only if X is a martingale in the classical sense. Moreover, Theorem 4.4.2 is
the main tool in the proof of our martingale characterization Theorem 3.4.7.
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4.1 Expectations and conditional expectations in
metric spaces
Let (N, d) be a separable metric space. Sturm ([Stu03]) defined a barycenter map
to be a map b : P1(N) → N that is a contraction w.r.t the L1−Wasserstein
distance, where P1(N) is the space of probability measures on N with finite mean
distance to points. In Alexandrov spaces of nonpositive curvature (for short: NPC
spaces) there is a canonical barycenter (cf. [Jos97]).
Let (Ω, (Fk)k∈N,F , P ) be a filtered probability space, N be a separable metric
space with a barycenter map b on it and ξ : Ω → N be an integrable random
variable. Then the regular conditional probability Pξ|Fk : Ω → P1(N) of ξ given
Fk is measurable w.r.t. the Borel-σ−algebra generated by dW (Prop. 4.1.12).
Thus one can define the conditional expectation simply by E[ξ|Fk] := b ◦ Pξ|Fk ,
and contraction properties of the barycenter easily carry over to the conditional
versions.
Although in general metric spaces other barycenter maps are possible (cf. e.g.
[ESH99]), in Hilbert spaces there is only one barycenter map, the usual expectation
(Rem. 4.1.10).
Let (N, d) be a separable metric space and let P(N) denote the set of all probability
measures p on (N,B(N)). The most common topology on P(N) is the topology of
weak convergence. A sequence pn is said to converge weakly to p if
∫
fdpn →
∫
fdp
for every continuous bounded function f . This topology is induced by the Prohorov
metric dP , which is defined by
dP (p, q) := inf{r > 0 : p(A) ≤ q(Ar) + r for all A ∈ B(N)}
where Ar := {y ∈ N : d(x, y) < r for some x ∈ A} is the r−neighborhood of A.
There is another metric which is equivalent to dP . For a function u : N → R we
define the Lipschitz seminorm
Lip(u) := sup
x 6=y
|u(x)− u(y)|
d(x, y)
.
and for p, q ∈ P(N)
dL(p, q) := sup{
∫
N
udp−
∫
N
udq : Lip(u) + ‖u‖∞ ≤ 1}.
dP and dL are indeed metrics on P(N), see [Dud89], Theorem 11.3.1 and Propo-
sition 11.3.2.
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Given p, q ∈ P(N) we say that µ ∈ P(N2) is a coupling of p and q (short:
µ ∈M(p, q)) if its marginals are p and q, i.e. if
µ(A×N) = p(A) and µ(N × A) = q(A) (∀A ∈ B(N)).
Proposition 4.1.1 (i) dP and dL both induce the weak topology on P(N). If d is
a complete metric, then so are dP and dL.
(ii) For p, q ∈ P(N),
dP (p, q) = inf
µ∈M(p,q)
inf{r > 0 : µ{(x, y) : d(x, y) ≥ r} ≤ r}
Proof : (i) See [Dud89], Theorem 11.3.3 and Corollary 11.5.5.
(ii) See [Dud89], Corollary 11.6.4.
The identity in Proposition 4.1.1 (ii) says that dP (p, q) is the stochastic distance
between the coordinate projections under an optimal coupling. Instead of stochas-
tic distance we can consider Lp-distance. For 1 ≤ θ < ∞, let Pθ(N) denote the
set of p ∈ P(N) with ∫ dθ(x, y)p(dy) < ∞ for some (and hence all) x ∈ N , and
P∞(N) will denote the set of all p ∈ P(N) with bounded supp(p). Obviously,
P∞(N) ⊂ Pθ(N) ⊂ P1(N).
We define the (Lθ-) Wasserstein-distance dWθ on Pθ(N) by
dWθ (p, q) := inf
{(∫
N2
dθ(x, y)µ(d(x, y))
)1/θ
: µ ∈M(p, q)
}
.
We shall quote a well-known result concerning the Wasserstein distance, for a proof
see e.g. [Vil03]:
Proposition 4.1.2
(i) dWθ is a metric on Pθ(N). The set of discrete (i.e. finitely supported) probability
measures is dense in Pθ(N).
If d is complete, then so is dθ and for each pair p, q ∈ Pθ(N) there exists an
optimal coupling, that is, a coupling µ of p and q for which
dWθ (p, q) =
(∫
N2
dθ(x, y)µ(d(x, y))
)1/θ
.
(ii) (Kantorovich-Rubinstein-duality) For all p, q ∈ P1(N)
dW1 (p, q) = sup
{∫
N
u(x)p(dx)−
∫
N
u(y)q(dy) : Lip(u) ≤ 1
}
.
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Remark 4.1.3 The Wasserstein functional can be considered in a much more
general setting. Let p, q ∈ P(N) and h : N × N → R be a measurable function
such that h is intergrable for some µ ∈M(p, q). We put
hW (p, q) := inf
{∫
N2
h(x, y)µ(d(x, y) : µ ∈M(p, q)
}
.
Then if h is symmetric, then so is hW , and if h satisfies the triangle inequality,
then so does hW .
The Kantorovich-Rubinstein duality does not hold for general functionals. For
instance, if M is compact, then Proposition 4.1.2 (ii) holds for h if and only if h
is a pseudometric (cf. [Dud89], Lemma 11.8.6; for a more general approach see
[Vil03], or [RR98], Section 4.5.).
Lemma 4.1.4 Let (M,F), (N,G) be measurable spaces such that M is a polish
space and F ⊂ B(M). Let f : M → N and h : N × N → R be measurable
maps. Define hf (x, y) := h(f(x), f(y)). Then for all p
1, p2 ∈ P(M) such that hf
is intergrable for some µ ∈M(p1, p2) we have
hWf (p
1, p2) = hW (p1 ◦ f−1, p2 ◦ f−1).
Proof : Let µ ∈M(p1, p2). Then µ ◦ (f−1, f−1) ∈M(p1 ◦ f−1, p2 ◦ f−1) and∫
N×N
h(y1, y2)[µ ◦ (f−1, f−1)](d(y1, y2)) =
∫
M×M
hf (x1, x2)µ(d(x1, x2))
which implies that hWf (p
1, p2) ≥ hW (p1 ◦ f−1, p2 ◦ f−1).
For the other inequality putA := f−1(G). Then for i = 1, 2, the regular conditional
probability piid|A exists, since M is polish. Let A ∈ B(M). Since x 7→ piid|A(x,A)
is A−measurable, there is a G−measurable map KiA : N → [0, 1] such that
piid|A(x,A) = KA(f(x)) for all x ∈ M . Note that Ki is a Markov kernel from
(N,G) to Ω. Let now ν ∈M(p1 ◦ f−1, p2 ◦ f−1). We define a probability measure
µ on M ×M by
µ(A1 × A2) :=
∫
N×N
K1A1(y1)K
2
A2
(y2)ν(d(y1, y2)).
It is easy to see that µ ∈ M(p1, p2). Moreover, since Kif−1(B)(y) = 1B(y) for
(pi ◦ f−1)− almost all y ∈ N and all B ∈ G, it follows that µ = ν ◦ (f−1, f−1) and
hence ∫
M×M
h(f(x1), f(x2))µ(d(x1, x2)) =
∫
N×N
h(y1, y2)ν(d(y1, y2)).
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Thus, hWf (p
1, p2) ≤ hW (p1 ◦ f−1, p2 ◦ f−1). 
From Proposition 4.1.1 (ii) and Proposition 4.1.2 (ii) we see that dL ≤ dW1 .
In general, the topologies are different. For example, let N = R. Let pn :=
(n− 1)/nδ{0} + 1/nδ{n}. Then pn → δ{0} weakly, while dW (pn, δ{0}) ≡ 1.
However, if N is bounded, then dW1 ≤ (diam(N) + 1)dL, and the topologies coin-
cide. The next proposition says that the Borel σ-fields on P1(N) induced by the
weak topology and dW1 are the same:
Proposition 4.1.5 Let p ∈ P1(N). Then the map q 7→ dW (p, q) is measurable
w.r.t B(P1(N)), the Borel σ-field induced by the weak topology.
Proof : Let
dn(p, q) = sup
{∫
N
u(x)p(dx)−
∫
N
u(y)q(dy) : Lip(u) + ‖u‖∞ ≤ n
}
.
Then dn is a metric on P1(N) and dn ≤ (n + 1)dL. Hence q 7→ dn(p, q) is
continuous w.r.t weak convergence. By Proposition 4.1.2 (ii) and truncation,
dW1 (p, q) = sup dn(p, q), proving the claim. 
From now on, we will concentrate on the case θ = 1. We will write dW := dW1 . For
p ∈ P1(N) we want to define an expectation.
Definition 4.1.6 A barycenter map is a map b : P1(N)→ N satisfying
(i) b(δx) = x for all x ∈ N
(ii) d(b(p), b(q)) ≤ dW (p, q) for all p, q ∈ P1(N)
The point b(p) ∈ N is called barycenter of the probability measure p. If X :
(Ω, P )→ N is a random variable, then E[X] := b(PX) is called the expectation of
X, where PX := P ◦X−1. A triple (N, d, b), where (N, d) is a complete metric space
and b is a barycenter map on it, is called barycentric metric space or barycenter
space.
Example 4.1.7
(i) Global NPC spaces are barycenter spaces. For the definition of NPC spaces see
section 1.3 below.
(ii) Banach spaces are barycenter spaces. A construction of a barycenter map on
Banach spaces is given in [LT91].
We will now quote some geometric properties of barycenter spaces.
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Definition 4.1.8 A metric space (N, d) is called geodesic space if for all x, y ∈ N
there is a curve γ : [0, 1] → N with γ(0) = x, γ(1) = y and d(γ(s), γ(t)) =
|t− s|d(x, y) for all s, t ∈ [0, 1] . Such a γ is called a geodesic.
Proposition 4.1.9 (i) A barycenter space is a geodesic space. For x, y ∈ N , a
geodesic from x to y is given by γ(t) := b((1− t)δx + tδy).
(ii) Let xi, yi ∈ N (i = 1, 2) and let γi be the ’barycentric’ geodesic from xi to yi,
defined as in (i). Then the function t 7→ d(γ1(t), γ2(t)) is convex.
Proof : A simple computation. 
Remark 4.1.10 (i) The existence of a barycenter map on N can be regarded as
an upper curvature bound for N : If N is a geodesic space such that geodesics
are unique, then Proposition 4.1.9 (ii) implies that N has convex geometry, i.e.
the map (x, y) 7→ d(x, y) is convex on N2. Hence, N has (globally) nonpositive
curvature in the sense of Busemann (see [Jos97]). For instance, if N is a simply
connected Riemannian manifold which has a barycenter map, then N has nonpos-
itive sectional curvature. Conversely, a simply connected Riemannian manifold
with nonpositive curvature is an NPC space and hence a barycenter space.
(ii) In a Euclidean (or more generally, Hilbert) space E there is only one barycen-
ter, the usual integral. Indeed, let p ∈ P2(E), x ∈ E. Denote by pi(p) := ∫ yp(dy)
the expectation and by V (p) :=
∫ |y − pi(p)|2p(dy) = d22(p, pi(p)). Then
dW2 (p, x) =
√
|x− pi(p)|2 + V (p).
Now
√
t2 + v − t → 0 as t → +∞ and hence for all  > 0 there is an R > 0
such that dW2 (p, x) ≤ |x − pi(p)| +  and dW2 (p, 2pi(p) − x) ≤ |x − pi(p)| +  for
all x ∈ E \ BR(pi(p). If b is a barycenter map, then |b(p) − x| ≤ |x − pi(p)| + 
and |b(p) − (2pi(p) − x)| ≤ |x − pi(p)| + . Moreover, x can be chosen such that
pi(p), b(p), x and 2pi(p)−x are on one line. Letting → 0 yields that b(p) = pi(p). 
(iii) In general, there may be more than one barycenter map on a metric space. For
example, in [ESH99] was constructed a barycenter map in proper metric spaces of
nonpositive curvature in the sense of Busemann (cf. [Jos97]).
4.1.1 Conditional probabilities and expectations
Let (Ω,F), (Ω′,F ′) be to measurable spaces. Recall that a Markovian transition
kernel (or Markov kernel) from (Ω,F) to (Ω′,F ′) is a function K : Ω×F ′ → [0, 1]
such that
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(i) For each ω ∈ Ω, K(ω, ·) is a probability measure on F ′.
(ii) For each A′ ∈ F ′, K(·, A′) is F−measurable.
By (i), a Markov kernel defines a map K : Ω→ P((Ω′,F ′)), the set of probability
measures on F ′. We will prove that if (Ω′,F ′) = (N,B(N)) where N is a polish
space, the the map K : (Ω,F)→ (P(N),B(P(N))) is measurable, where B(P(N))
is the Borel σ−algebra induced by the weak topology on P(N). For this purpose
we need a lemma.
Let (N, d) be a separable metric space. It is known (e.g. [Dud89], Thm. 2.8.2)
that there is a totally bounded metric d˜ on N , inducing the same topology as d.
(Totally bounded means that the completion Nˆ w.r.t d˜ is compact.) So we can
assume that d is totally bounded itself.
Let Dˆ be a countable topological base of Nˆ . Let Eˆ := {Nˆ \ O : O ∈ Dˆ}. Then
every set Aˆ that is closed in Nˆ is of the form Aˆ =
⋂
n∈N Aˆn with Aˆn ∈ Eˆ. Moreover
we can assume without restriction that Aˆn+1 ⊂ Aˆn.
Recall that for a set A ⊂ N , Ar denotes the r−neighborhood of A.
Lemma 4.1.11 Let (N, d) be a metric space such that d is totally bounded. Let Eˆ
be a countable collection of closed sets in Nˆ (the completion of N) such that every
set Aˆ that is closed in Nˆ is of the form Aˆ =
⋂
n∈N Aˆn with Aˆn ∈ Eˆ and Aˆn+1 ⊂ Aˆn.
Let p, q ∈ P(N) and R > 0.
Then the following are equivalent:
(i) dP (p, q) < R, i.e. there is some r < R such that p(A) ≤ q(Ar) + r for all
A ∈ B(N).
(ii) there is some r < R such that p(A) ≤ q(Ar) + r for all A that are closed in
N .
(iii) there is some r < R such that p(A) ≤ q(Ar) + r for all A ∈ E := {Aˆ ∩ N :
Aˆ ∈ Eˆ.
Proof : (i)⇒ (ii)⇒ (iii) is trivial.
(ii)⇒ (i) is clear, since Ar = (A¯)r for every set A ⊂ N .
(iii) ⇒ (ii): a) Let first N = Nˆ , i.e. N is compact. Let A = ⋂n∈NAn, where
An ∈ E. Let y ∈
⋂
n∈NA
r
n. Then there are xn ∈ An with d(xn, y) < r for all
n ∈ N. Since N is compact, there is a subsequence converging to some x ∈ A and
d(x, y) ≤ r. Hence ⋂n∈NArn ⊂ Ar˜ for all r˜ > r. Thus, if p(An) ≤ q(Arn) + r, then
p(A) = inf p(An) ≤ inf q(Arn) + r = q(
⋂
n∈N
Arn) + r ≤ q(Ar˜) + r˜
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for all r˜ > r, which implies that (ii) holds with some r < r˜ < R.
b) For the general case define probability measures pˆ, qˆ on B(Nˆ) by pˆ(Bˆ) :=
p(Bˆ ∩N) and qˆ similarly. (Note B(N) = {Bˆ ∩N : Bˆ ∈ B(Nˆ)}.)
By (iii), there is an r < R such that
pˆ(Aˆ) = p(Aˆ ∩N) ≤ q((Aˆ ∩N)r) + r ≤ q(Aˆr ∩N) + r = qˆ(Aˆr) + r
for all Aˆ ∈ Eˆ. (The reader should always care wether the r−neighborhood is
taken in N or in Nˆ .) Hence, a) implies that there is some r < R such that
pˆ(Aˆ) ≤ qˆ(Aˆr) + r for all sets Aˆ that are closed in Nˆ .
Let now A be closed in N . Let Aˆ be its closure in Nˆ . It is easy to see that
Ar = Aˆr ∩N . Hence
p(A) = pˆ(Aˆ) ≤ qˆ(Aˆr) + r = q(Ar) + r
and (ii) follows. 
Proposition 4.1.12 Let (Ω,F) be a measurable space, (N, d) a separable metric
space and K : Ω→ P(N). Then K is a Markov kernel from (Ω,F) to (N,B(N))
(i.e. the map ω 7→ K(ω)(A) is measurable for all A ∈ B(N)) if and only if the
map K : (Ω,F)→ (P(N),B(P(N))), defined by K(ω) := K(ω, ·), is measurable.
Proof : First the ’only if’-direction. Without restriction we can assume that d is
a totally bounded metric on N . Let p ∈ P(N), ω ∈ Ω and R > 0. Let E be as in
Lemma 4.1.11 (iii). Then dP (p,K(ω)) < R iff there is an r < R, r ∈ Q such that
p(A) ≤ K(ω)(Ar) + r for all A ∈ E. Hence
K−1(BR(p)) =
⋃
r<R
r∈Q
⋂
A∈E
{K(Ar) ≥ p(A)− r}
is in F . Since B(P(N)) is generated by those balls, K is measurable.
For the ’if’-direction, let M denote the space of bounded measurable functions
f : N → R such that the function p 7→ ∫ fdp is measurable. Then M is stable
under increasing limits. Moreover, by defintion of weak convergence, all continu-
ous bounded functions lie in M . By a monotone class argument, M contains all
bounded measurable functions. Thus, the map p 7→ p(A) = ∫ 1Adp is measurable
for all A ∈ B(N). 
Definition 4.1.13 Let (Ω,F , P ) be a probability space, (Ω′,F ′) a measurable
space and X : Ω → Ω′ a measurable map. Moreover, let G ⊂ F be a sub-σ-
algebra. A regular conditional probability for X given G is a Markov kernel K from
(Ω,G) to (Ω′,F ′) such that for all B ∈ F ′,
K(·, B) = P [X ∈ B|G] a.s.
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Proposition 4.1.14 Let (Ω,F , P ) be a probability space, (N, d) a complete metric
space and X : Ω → N a random variable with separable support. Then a regular
conditional probability for X given G exists and is unique in the sense that if
K and K˜ are two such conditional probabilities, then there is a set Z ∈ G with
P (Z) = 0 such that K(ω,A) = Kˆ(ω,A) for all ω ∈ Ω \Z and A ∈ B(N).We write
PX|G := K.
Proof : See [Bau91], Satz 44.3. 
Let N, d be a metric space and (Ω,F , P ) a probability space. Let Lθ(F , N) be
the set of all F -measurable X : Ω→ N such that E[dθ(X, z)] <∞ for some (and
hence all) z ∈ N .
Definition 4.1.15 Let (Ω,F , P ) be a probability space, (N, d, b) a separable
barycenter space and X ∈ L1(F , N). Let G ⊂ F be a sub-σ-algebra and let
K : Ω → P(N) be the regular conditional probability for X given G. Then
Y := b ◦K is called the conditional expectation of X, conditioned on G. We write
EG[X] := E[X|G] := Y.
Note that the conditional expectation is G- measurable by the Propositions 4.1.5
and 4.1.12 and P -a.s. unique by Proposition 4.1.14.
Example 4.1.16 Let G ⊂ F as above and let H be another σ−algebra. Assume
that X ∈ L1(F ∩ H, N), i.e. X is measurable w.r.t. F and H. Then for all
B ∈ B(N), P [X ∈ B|G] = P [X ∈ B|G ∩ H], i.e. PX|G = PX|G∩H. Thus E[X|G] =
E[X|G∩H]. This situation is particularly interesting when we are given a filtration
(Ft)t≥0, a progressively measurable process (Xt)t≥0 and a stopping time τ . If we
set F := Ft, G = Fs and H, then Fs∧τ = G ∩ H and Ft∧τ = F ∩ H and hence
E[Xt∧τ |Fs] = E[Xt∧τ |Fs∧τ ].
As one may expect, the contraction property of a barycenter carries over to the
corresponding conditional expectation, which is the content of the next
Proposition 4.1.17 Let (Ω,F , P ) be a probability space, (N, d, b) a separable
barycenter space and X ∈ L1(F , N). Let G ⊂ F be a sub-σ-algebra. Then
d(EG[X],EG[Y ]) ≤ EG[d(X, Y )] a.s.
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Proof : We denote by PX|G (resp. PY |G) the regular conditional probability of X
(resp. Y ) given G. Moreover, we denote by P(X,Y )|G denote the regular conditional
probability of (the N ×N− valued map) (X, Y ) given G. Let A,B ∈ B(N). Then
P(X,Y )|G(·, A×N) = EG[1A×N ◦ (X, Y )]
= EG[1A ◦X] = PX|G(·, A) a.s.
and
P(X,Y )|G(·, N ×B) = EG[1N×B ◦ (X, Y )]
= EG[1B ◦ Y ] = PY |G(·, B) a.s.
By Proposition 4.1.14 we find Z ∈ G with P (Z) = 0 such that P(X,Y )|G(ω) ∈
M(PX|G(ω),PY |G(ω)) for all ω ∈ Ω \ Z and hence
d(EG[X],EG[Y ]) ≤
∫
N×N
d(x, y)P(X,Y )|G(·, d(x, y)) = EG[d(X, Y )] a.s.
Example 4.1.18 Let (M,ρ) be a separable metric space. Let (pt)t>0 be a Marko-
vian transition function onM and (Ω, (Xt), P
x) the corresponding Markov process.
For a measurable map f : M → N such that pt(x) ◦ f−1 ∈ P1(N) for all t and x
(where pt(x) is regarded as a probability measure on M), we define the nonlinear
Markov operator Ptf :M → N by
Ptf(x) := b(pt(x) ◦ f−1). (4.1)
If we put Yt := f(Xt) then for all x ∈M
PxYs+t|Fs(ω) = pt(Xs(ω)) ◦ f−1
and hence Ex[Ys+t|Fs] = Ptf(Xs). 
4.1.2 The main example: NPC spaces
Curvature bounds in geodesic spaces in the sense of Alexandrov can be defined
in terms of comparing triangles. Nonpositive curvature means that triangles are
’slimmer’ than in Eucledian space. More precisely, let z ∈ N and γ : [0, 1]→ N be
a geodesic. z and γ span a triangle. Let z and γ be a comparison triangle in the
Eucledian plane ,i.e. d(γ(i), z) = |γ(i)−z|, i = 0, 1 and d(γ(0), γ(1)) = |γ(0)−γ(1)|
(of course, γ is a line). Now Curv(N) ≤ 0 means that d(γ(t), z) ≤ d(γ(t), z) for
all choices of z and γ and t ∈ [0, 1].
Calculating Eucledian distances yields the following rigorous
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Definition 4.1.19 A complete geodesic space (N, d) is called (global) NPC-space
if
d2(z, γ(t)) ≤ (1− t)d2(z, γ(0)) + td2(z, γ(1))− t(1− t)d2(γ(0), γ(1)) (4.2)
for any z ∈ N , any geodesic γ : [0, 1]→ N and any t ∈ [0, 1].
This notion generalizes the characterization of sectional curvature by A. Alexan-
drov (it can be localized, but we do not need this here). Indeed, a Riemannian
Manifold is a (local) NPC space if and only if it has nonpositive sectional curva-
ture. NPC-spaces are also called CAT(0)-spaces or Hadamard spaces. For details
see [Jos97], [BH99], [BBI01] or [Bal95].
A condition equivalent to (4.2) is
inf
z∈N
∫
N
d2(z, x)p(dx) ≤
∫
N
∫
N
d2(x, y)p(dx)p(dy) (4.3)
for all discrete probability measures p on N . Moreover, Reshetnyak’s quadruple
inequality holds (cf. e.g. [Jos97]): For every quadruple of points x1, x2, x3, x4 ∈ N ,
we have
d2(x1, x3) + d
2(x2, x4) ≤ d2(x2, x3) + d2(x4, x1) + 2d(x1, x2)d(x3, x4). (4.4)
Example 4.1.20 (i) (Trees) An R−tree (for a definition, see e.g. [Pic05]) is a
global NPC space. A particular case of a tree is a k−star.
(ii) If N is an NPC space and (Ω,F , P ) a probability space, then L2(F , N) is an
NPC space, too, where the metric is given by d(X, Y ) := (Ed2(X, Y ))1/2. For
X, Y ∈ L2(F , N), the geodesic from X to Y is given by γ(t)(ω) := γω(t), where
γω is the geodesic from X(ω) to Y (ω). For details, see e.g. [Stu01]. 
From (4.2) follows that for z ∈ N the function f z(y) := d2(z, y) is strictly convex.
Thus, in NPC-spaces, expectations can be defined as minimizers of the mean
squared distance in the spirit of C.F. Gauß. For details and proofs of the following
Proposition we refer to [Stu02].
Proposition 4.1.21 Let p ∈ P2(N). Then there is a unique point b(p) ∈ N such
that ∫
d2(x, b(p))p(dx) ≤
∫
d2(x, z)p(dx)
for all z ∈ N . The map b : P2(N)→ N extends to a barycenter map b : P1(N)→
N . Hence, an NPC space is a barycenter space. This barycenter is called canonical
barycenter and enjoys the following properties:
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(i) (Variance inequality) For all p ∈ P2(N) and z ∈ N ,∫
d2(x, z)p(dx) ≥
∫
d2(x, b(p))p(dx) + d2(b(p), z). (4.5)
(ii) (Jensen’s inequality) For all p ∈ P1(N) and all lower semicontinuous
convex fuctions ϕ : N → R,
ϕ(b(p)) ≤
∫
ϕ(x)p(dx).
Remark 4.1.22 Instead of first defining b on P2(N) and then extending it to
a barycenter map, one can define b(p) as the minimizer of the functional z 7→∫
d2(z, y) − d2(z0, y)p(dy) for some z0 ∈ N . Here p is only required to be in
P1(N), since |d2(z, y) − d2(z0, y)| ≤ (d(z, y) + d(z0, y))d(z, z0). This definition
leads to the same barycenter.
In NPC spaces, a conditional expectation can be defined quite generally without
any separability assumptions, just by convexity (cf. [Stu02]) . However, if an NPC
space is separable, then this conditional expectation coincides with the one from
Definition 4.1.15. Hence, for simplicity, we will assume from now on that all NPC
spaces are separable, so we can define the conditional expectation as in Definition
4.1.15 and from Proposition 4.1.21 immediately follows its ’conditional’ version,
namely
Proposition 4.1.23 Let N be a separable NPC space, (Ω,F , P ) a probability
space and G ⊂ F be a sub-σ-algebra. Then
(i) For all X ∈ L2(F , N) and all Z ∈ L2(G, N),
EGd2(X,Z) ≥ EG[d2(X,EG[X])] + d2(EG[X], Z) a.s.
(ii) For all X ∈ L1(F , N) and for all lower semicontinuous convex fuctions
ϕ : N → R,
ϕ(EG[X]) ≤ EG[ϕ(X)] a.s.
We conclude with a characterization of conditional expectations in NPC spaces.
Let z ∈ N . Let
f z(y) := d2(z, y). (4.6)
Then f z is convex. Hence if γ : I → N is a geodesic, then ϕzγ := f z ◦ γ : I → R is
differentiable from the right (and from the left, of course).
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Let x, y ∈ N . Then there is a unique geodesic γ : [0, 1] → N with γ(0) = x and
γ(1) = y. We define
∂f zx(y) := (ϕ
z)′γ(0+). (4.7)
where ϕ′(0+) denotes the right-hand side derivative in 0.
Note that if γ˜ : [0, d(x, y)]→ N is the unit-speed geodesic from x to y, then
∂f zx(y) = 2d(x, y)d(x, z) lim
t→0
d(γ˜(t), z)− d(x, z)
t
= −2d(x, y)d(x, z) cos∠x(y, z)
where the last equality can be found in [BH99], Corollary II.3.6. In particular,
∂f zx(y) = ∂f
y
x (z).
Lemma 4.1.24 Let N be a separable NPC space and X ∈ L2(F , N). Let G ⊂ F
be a sub-σ-Algebra und Y ∈ L2(G, N). Then the following are equivalent:
(i) Y = E[X|G] a.s.
(ii) E[∂fZY (X)|G] ≥ 0 a.s. for all Z ∈ L2(G, N).
(iii) E[∂fZY (X)] ≥ 0 for all Z ∈ L2(G, N).
(iv) E[∂f zY (X)|G] ≥ 0 a.s. for all z ∈ N
Proof :
(i) ⇒ (ii): Let Xt(ω), t ∈ [0, 1] be the geodesic from Y (ω) to X(ω). Then Xt is
the geodesic from Y to X in L2(F , N). Now first using the triangle ineqality and
then (i) yield that
d2(Xt, Z) ≥ (1− t)d2(X, Y )− d2(X,Z) ≥ td2(X, Y ) = d2(Xt, Y )
and hence E[Xt|G] = Y (∀t ∈ [0, 1]). Thus
E[
1
t
(fZ(Xt)− fZ(Y ))|G] ≥ 0
for all Z ∈ L2(G, N). Letting t→ 0 yields (ii).
(iii)⇒ (i): First note that ∂f zy (x) = ∂fxy (z) for all x, y, z ∈ N . Hence
0 ≤ E[∂fZY (X)] = E[∂fXY (Z)] ≤ E[fX(Z)− fX(Y )]
for all Z ∈ L2(G, N). Thus Y = E[X|G].
(iv)⇒ (ii) follows by approximation of Z ∈ L2(G, N) through a sequence Zk with
finite range. 
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4.2 Filtered conditional expectations and strong
martingales
Since the conditional expectation is in general not projective, i.e. for k ≤ l the
classical identity
E[X|Fk] = E[E[X|Fl]|Fk]
from Euclidian space does not hold in general metric spaces, we consider the notion
of filtered conditional expectations and martingales as in [Stu02]. In order to define
martingales (and filtered conditional expectations) for continuous-time filtrations
(Ft)t≥0, we fix a refining sequence ∆n of partitions of [0,∞[ with their mesh con-
verging to 0 and consider the sequence of martingales w.r.t. the discrete-time
filtrations Fnk := Ftnk , where ∆n = {0 = tn0 , tn1 , . . . }. By constant extrapolation on
the intervals [tnk , t
n
k+1[, these martingales can be regarded as time-continuous pro-
cesses. If this sequence of processes has a limit, it is called the (time-continuous)
strong martingale w.r.t. (Ft)t≥0 (and the sequence of partitions). This definition
has strong connections to the nonlinear semigroup defined in [Stu05].
4.2.1 Discrete Time
Let (N, d, b) be a barycentric metric space. Let (Ω, (Fn)n∈N,F , P ) be a filtered
probability space, m ∈ N and X ∈ L1(Fm, N). Unfortunately, the conditional
expectation is in general not projective, i.e. for k ≤ l ≤ m the classical identity
EFk [X] = EFkEFl [X]
does not hold in general (c.f. [Stu02], Example 3.2.).
However, we can define the discrete filtered conditional expectation (short: FCE)
w.r.t. (Fn)n∈N by
E(Fn)n≥k := E[X|(Fn)n≥k] :=
{
EFkEFk+1 . . .EFm−1 [X] if k < m
X if k ≥ m.
Clearly,
E(Fn)n≥k [X] = E(Fn)n≥k [E(Fn)n≥l [X]] for all k ≤ l
or in words, the discrete FCE is projective.
We will call an adapted process (Xn)n∈N such that Xn ∈ L1(Fn, N) for all n a
martingale if E(Fn)n≥k [Xl] = Xk for all k ≤ l, or equivalently, if EFk [Xk+1] = Xk
for all k ∈ N.
From Proposition 4.1.17 immediately follows the next
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Proposition 4.2.1 Let (Xn)n∈N and (Yn)n∈N be two martingales. Then the dis-
tance process (d(Xn, Yn))n∈N is a submartingale.
In particular, if (Xn)n∈N is a martingale, then (d(Xn, z))n∈N is a submartingale for
all z ∈ N . If N has the property that closed balls are compact, then we have
a ’martingale’ convergence theorem, which is known for quite a long time (c.f.
[Dos62]; for a proof see e.g. [Stu02]).
Theorem 4.2.2 (Convergence Theorem) Let (Ω,F , (Fn)n∈N, P ) be a filtered
probability space and N be a complete metric space such that the closed balls in
N are compact. Let (Xn)n∈N be an adapted process such that d(z,X) is a sub-
martingale with supn∈NE[d(z,Xn)] < ∞ for all z ∈ N . Then there is an F∞−
measurable map X∞ : Ω→ N such that
lim
n→∞
Xn = X∞ a.s.
If d(X, z) is uniformly p−integrable, then we also have convergence in Lp.
Remark 4.2.3 (i) One can prove a corresponding backward martingale conver-
gence theorem, i.e. for decreasing filtrations.
(ii) Of course, the convergence theorem also holds for contiuous-time processes
(Xt)t≥0 (c.f. Corollary 4.2.12).
Corollary 4.2.4 Let (Xn)n∈N be a martingale such that supn∈NE[d(z,Xn)] < ∞
for all z ∈ N . Then there is an F∞− measurable map X∞ : Ω→ N such that
lim
n→∞
Xn = X∞ a.s.
If d(X, z) is uniformly p−integrable, then we also have convergence in Lp.
Proposition 4.2.5 Let (Ω,F , (Fn)n∈N, P ) be a filtered probability space and (N, d, b)
a separable barycenter space. Let X ∈ L1(F∞, N). Then there is a martingale
(Xn)n∈N such that Xn converges to X in L1.
4.2.2 Continuous Time
Let 0 ≤ s < t ≤ ∞ and (Ω, (Fτ )s≤τ≤t,F , P ) be a filtered probability space and
ξ ∈ L1(Ft, N). In order to define FCE in continuous time, we take a sequence of
partitions of [s, t] with their mesh converging to 0 and consider the limit of the
discrete FCE, provided it exists.
In order to formulate this rigorously, we need some notation. A partition of [0,∞[
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is a set ∆ = {tk : k ∈ N} such that t0 = 0, tk < tk+1 and tk →∞ as k →∞. The
mesh of ∆ is defined by
‖∆‖ := sup
tk∈∆
|tk+1 − tk|.
For the sequel we fix a sequence (∆n)n∈N of partitions of [0,∞[ such that ∆n ⊂
∆n+1 and ‖∆n‖ → 0 and put T := ⋃∆n. T is a dense subset of [0,∞[.
Let n ∈ N and s, t ∈ ∆n such that s < t. Then ∆n ∩ [s, t] = {t0, . . . , tm} with
s = t0 < t1 < · · · < tm = t. For ξ ∈ L1(Ft, N) we define
ξnk := E
∆n
k [ξ] := E
FtkEFtk+1 . . .EFtm−1 [ξ], k = 0 . . .m− 1 (4.8)
and the elementary process
ξnτ := ξ
n
k for τ ∈ [tk, tk+1[. (4.9)
Note that (ξnk )0≤k≤m is the martingale w.r.t. the discrete-time filtration (Fk) :=
(Ftk) with endpoint ξnm = ξ. If ξns converges to some (ξs) in L1, then ξs is called the
(continuous-time) filtered conditional expectation (short: FCE) of ξ w.r.t (∆n)n∈N,
conditioned on Fs and we write
E(Fτ )τ≥s [ξ] := E[ξ|(Fτ )τ≥s] := ξs. (4.10)
Now we can introduce the notion of a strong martingale.
Definition 4.2.6 Let (Ω, (Ft)t∈T,F , P ) be a filtered probability space and X =
(Xt)t∈T be a process such that Xt ∈ L1(Ft, N) for all t ∈ T. X is called a strong
martingale w.r.t. (∆n)n∈N if for all s, t ∈ T with s ≤ t, E(Fτ )τ≥s [Xt] exists and is
equal to Xs.
Remark 4.2.7 Note that the above definition is equivalent to the following one:
X is a strong martingale if and only if there is a sequence (ηntk)k∈N of processes
such that (ηntk)tk∈∆ is a discrete time martingale w.r.t. the filtration (Ftk)tk∈∆n
and ηnt → Xt in L1 for all t ∈ T.
Proposition 4.2.8 Let (Xt)t∈T and (Yt)t∈T be two strong martingales. Then the
distance process (d(Xt, Yt))t∈T is a submartingale. In particular, for all z ∈ N , the
process (d(Xt, z))t∈T is a submartingale.
Proof : Let s, t ∈ T. Then s, t ∈ ∆n for n large enough. Let ξ = Xt and η = Yt.
Using the notation above and applying Proposition 4.2.1, one has
EFs [d(ξ, η)] ≥ d(ξns , ηns ) a.s.
Since d(ξns , η
n
s )→ d(Xs, Ys) in L1, there is a subsequence nk such that d(ξnks , ηnks )→
d(Xs, Ys) a.s., and the Proposition is proved. 
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Remark 4.2.9 Doss ([Dos62]) defined a martingale to be a process X such that
d(z,X) is a submartingale for all z ∈ N . In particular, by the above Proposition,
every strong martingale is a martingale in the sense of Doss. However, even in
manifolds, a Doss-martingale need not be a ∇−martingale, which follows from the
next example.
Example 4.2.10 Let N = H2, the hyperbolic plane. Let A1, A2 ∈ Γ(TN) be
an orthonormal frame in TN , i.e A1, A2 are vector fields with ‖Ai‖ ≡ 1 and
< A1, A2 >≡ 0. Let R ∈ Γ(TN) be a vector field with ‖R‖ ≡ 12 and
A0 := −1
2
2∑
i=1
∇AiAi +R.
At last, consider a standard filtered probability space (Ω, (Ft), P ) such that it
carries a two-dimensional Brownian motion B = (B1, B2) and a random variable
ξ : Ω → N which is F0−measurable, independent of B and whose distribution
has no atoms (e.g., a uniform distribution on an open ball in N). Let X be the
solution of the Stratonovic - SDE
dX = A0(X)dt+
2∑
i=1
Ai(X) ∗ dBi
with X0 = ξ. Let f ∈ C∞(M). Then
df(X) = dM f +
1
2
∆f(X)dt+ df zX(R(X))dt,
where M f :=
∑2
i=1
∫
df zX(Ai(X))dB
i is a martingale and ∆ denotes the Laplace-
Beltrami operator in H2. Thus X is the solution to the Martingale problem for
the operator 1
2
∆+R with initial condition X0. Let z ∈M and put r(x) := d(z, x).
Then (cf. [Cra91] or [Pau] , note that X0 6= z a.s.) there is a Brownian motion Bˆ
(possibly defined on an extension (Ωˆ, Fˆt, Pˆ )) such that
dr(X) = dBˆ + (
1
2
∆ +R)(r)(X)dt.
Now∆r(x) = coth(r(x)) ≥ 1 and |R(r)(x)| ≤ ‖R(x)‖ = 1/2 (note that ‖gradr(x)‖ ≡
1) and hence |(1
2
∆+R)(r)(x)| ≥ 0 for all x 6= z. This yields
EFs [r(Xt)− r(Xs)] = EFsEFˆs [Bˆt − Bˆs] + EFs [
∫ t
s
(
1
2
∆ +R)(r)(Xτ )dτ ] ≥ 0.
Thus d(X, z) is a submartingale for all z ∈ N , but X is not a martingale. 
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Let us quote some immediate consequences of Proposition 4.2.8. The first one is
the so-called non-confluence of martingales:
Corollary 4.2.11 Let (Xt)t∈T and (Yt)t∈T be two strong martingales such that
Xt0 = Yt0 almost surely for some t0 ∈ T. Then Xt = Yt for all t ≤ t0 almost
surely.
Second, the convergence Theorem 4.2.2 immediately implies an analogous result
for the continuous-time process (Xt)t∈T (the proof is basically the same as the one
of Lemma 4.2.13):
Corollary 4.2.12 Let (N, d, b) be a proper barycentric metric space. Let (Xt)t∈T
be a martingale such that supt∈TE[d(z,Xt)] <∞ for all z ∈ N . Then there is an
F∞− measurable map X∞ : Ω→ N such that
lim
t→∞
Xt = X∞ a.s.
If d(X, z) is uniformly p−integrable, then we also have convergence in Lp.
So far, a strong martingale w.r.t. a sequence ∆n is only defined on the set T of all
partition points, which is a countable dense subset of R+. We will now show how to
extend it to a process that is defined on the whole R+. The technique we use is just
an adaption of the regularization results known for real-valued (sub-)martingales,
cf. [RY99], section II.2.
Lemma 4.2.13 Let (N, d, b) be a proper barycentric metric space and let (Xt)t∈T
be a strong martingale. Then for almost all ω ∈ Ω, Xt−(ω) := lims↗t,s∈TXs(ω)
and Xt+(ω) := lims↘t,s∈TXs(ω) exist for all t ∈ R+. Moreover, if (Ft)t≥0 is right
continuous, then for almost all ω ∈ Ω, Xt(ω) = Xt+(ω) for all t ∈ T.
Proof : Let z ∈ N and set gz(x) := d(x, z). Then (gz(Xt))t∈T is a submartingale,
and by [RY99], Theorem II.(2.5), there is an Ω0 ⊂ Ω with P (Ω0) = 1 such that
for all ω ∈ Ω0 and all t ∈ [0, T ], lims↗t,s∈T gz(Xs(ω)) and lims↘t,s∈T gz(Xs(ω))
exist1. Moreover, if N0 is a countable dense subset in N , then there is some
Ω1 ⊂ Ω with P (Ω1) = 1 such that for all ω ∈ Ω1, all t ∈ [0, T ] and all z ∈ N0,
lims↗t,s∈T gz(Xs(ω)) and lims↘t,s∈T gz(Xs(ω)) exist.
Let now ω ∈ Ω1, z0 ∈ N0 and t ∈ R+. Let (sn)n∈N ∈ TN converge to t from the
left (right, respectively). Because gz0(Xsn(ω)) converges to some R ≥ 0, Xsn(ω)
is contained in the (relatively compact) ball BR+1(z0) for sufficiently large n ∈ N.
Thus there is a subsequence along which Xsn(ω) converges to some xt(ω). So in
1Revuz and Yor prove this result for a submartingale (Y )t∈R+ (so it is defined on the whole
time axis) and taking limits along rational numbers, but the technique also applies in our setting
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order to prove that xt(ω) = lims↗t,s∈T gz(Xs(ω)) (or xt(ω) = lims↘t,s∈T gz(Xs(ω)),
respectively), we have to show that if (s˜n)n∈N ∈ TN is another sequence converging
to t from the left (or right, respectively) such that Xs˜n(ω) converges to some x˜t(ω),
then x˜t(ω) = xt(ω). So assume the contrary, i.e.  := d(x˜t(ω), xt(ω)) > 0. Then
there is a z ∈ N0 such that d(x˜t(ω), z) < /2 and hence d(xt(ω), z) ≥ /2. But
d(xt(ω), z) = lim
n→∞
d(Xsn(ω), z) = lim
n→∞
d(Xs˜n(ω), z) = d(x˜t(ω), z) < /2,
which is a contradiction.
It remains to prove the last assertion. Let t ∈ T. By [RY99], Proposition II.(2.6),
there is some Ω2 ⊂ Ω1 with P (Ω2) = 1 such that for all ω ∈ Ω2 and all z ∈ N0,
gz(Xt(ω)) ≤ E[gz(Xt+)|Ft](ω) = gz(Xt+(ω)),
where the last equality follows from the right continuity of the filtration. So if
we assume that  := d(Xt(ω), Xt+(ω)) > 0, we can proceed as above in order to
obtain a contradiction. Thus Xt(ω) = Xt+(ω) and the Lemma is proved.
Theorem 4.2.14 (Regularization) Let (N, d, b) be a proper barycentric metric
space and let (Ω, (Ft)t≥0,F , P ) be a filtered probability space satisfying the usual
conditions. Let (∆n)n∈N be a sequence of partitions such that their mesh tends to
0 and let (Xt)t∈T be a strong martingale w.r.t (∆n)n∈N. Then there is a cadlag
modification X˜ of X. More precisely, there is a cadlag process (X˜t)t≥0 such that
Xt = X˜t for all t ∈ T, almost surely. Moreover, (d(z, X˜))t≥0 is a submartingale
for all z ∈ N .
Proof : . For t ≥ 0, set X˜t := Xt+ . Then the Theorem follows from Lemma 4.2.13.

4.2.3 Martingales in NPC spaces
Let us consider the ’main example’ for barycenter spaces, namely NPC spaces with
the ’canonical’ barycenter from Proposition 4.1.21. As we have seen, this barycen-
ter enjoys certain properties, in particular the variance inequality and Jensen’s
inequality. In [Stu02] was developed a discrete-time martingale theory. We will
shortly quote some results, which can be derived from Proposition 4.1.23:
Proposition 4.2.15 Let (N, d, b) be an NPC space with canonical barycenter. Let
(Xn)n∈N0 be a discrete-time martingale. Then
(i) (ϕ(Xn))n∈N is a submartingale for all lower semicontinuous convex functions
ϕ : N → R such that ϕ(Xn) ∈ L1 for all n, in particular for all Lipschitz
continuous convex functions.
132 Chapter 4. Expectations and Martingales in Metric Spaces
(ii) Let Xn ∈ L2(Fn, N) for all n. Define
Vn :=
n∑
k=1
EFk−1 [d2(Xk−1, Xk)].
Then f z(Xn)− Vn := d2(z,Xn)− Vn is a submartingale for all z ∈ N .
An immediate consequence is the fact that a strong martingale satisfies Darling’s
characterization:
Theorem 4.2.16 Let X = (Xt)t∈T be a strong martingale. Then (ϕ(Xt))t∈T is a
submartingale for all lower semicontinuous convex functions ϕ : N → R such that
ϕ(Xt) ∈ L1 for all t.
Proof : Let s, t ∈ T with s < t. Put ξ := Xt. We use the notation of (4.9).
Then ξns → Xs in L1, and by choosing a subsequence we can assume that ξns → Xs
P−a.s. Now ϕ(ξns ) ≤ EFs [ϕ(Xt)] for all n, P−a.s. Due to the lower semicontinuity
of ϕ we have
ϕ(Xs) ≤ lim inf
n→∞
ϕ(ξns ) ≤ EFs [ϕ(Xt)] a.s.
With the same technique one obtains the following
Corollary 4.2.17 Let N be a proper NPC space, let (Xt)t∈T be a strong martingale
and let (X˜t)t ≥ 0 be its extension from Theorem 4.2.14. Then (ϕ(X˜t))t≥0 is a
submartingale for all lower semicontinuous convex functions ϕ : N → R such that
ϕ(Xt) ∈ L1 for all t.
Another feature of a strong martingale is that it ’respects’ the product structure
of NPC spaces. For instance, let (N1, d1), (N2, d2) be two NPC spaces. On N1×N2
define the product distance by d2((x1, x2), (y1, y2)) := d
2
1(x1, y1)+ d
2
2(x2, y2). Then
N1 ×N2 is again an NPC space, cf [Jos97].
Proposition 4.2.18 Let N1, N2 be two NPC spaces. Let (X
1
t )t∈T and (X
2
t )t∈T be
two adapted processes in N1 and N2, respectively. Then (X
1, X2) is a martingale
in N1 ×N2 if and only if X i is a martingale in Ni for i = 1, 2.
Proof : The definition of the canonical barycenter implies that if pi ∈ P2(Ni),
then b(p) = (b(p1), b(p2)) for any coupling p of p1 and p2. Since P2(Ni) is
dense in P1(Ni), this is also true for pi ∈ P1(Ni). So if X i ∈ L1(F , Ni), then
EG[(X1, X2)] = (EG[X1],EG[X2]) and consequently the assertion holds for time-
discrete martingales. Thus by approximation the Proposition is proved. 
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4.3 Existence of FCE and strong martingales
We prove the existence of strong martingales with prescribed limit is established
in two basic cases: First if (N, d) is proper with an arbitrary barycenter map and
the filtered probability space satisfies certain coupling condition (Thm. 4.3.3).
Second, if the target space is an NPC space with an additional lower curvature
bound (Thm. 4.3.9).
In both cases our techniques are basically variants of the corresponding ones in
[Stu05].
4.3.1 A coupling condition
For the sequel we will be concerned with the existence of continuous-time FCE’s,
or equivalently, of strong martingales with prescribed limit. We will start with
a special situation which is related to Example 4.1.18. For simplicity, we will
only consider dyadic partitions. More precisely, let ∆n := {k2−n : k ∈ N} and
T :=
⋃
∆n.
Let (M,ρ) be a complete separable metric space and (N, d) a locally compact NPC
space. Let ρ0 :M ×M → [0,∞) be a nonnegative symmetric measurable function
and (pt)t>0 a Markovian transition function on M such that∫
ρ(z, y)pt(x, dy) <∞ ∀x, z ∈M, ∀t > 0
and there exists a κ ∈ R such that
ρW (pt(x), pt(y)) ≤ eκtρ(x, y) ∀x, y ∈M, ∀t > 0 (4.11)
Then it follows from [Stu05], Thm. 4.3, that there is a subsequence (δk) = (2
−nk)
such that for all f ∈ Lip(M,N), all x ∈M and all t ∈ T
P ∗t f(x) := lim
k→∞
P
t/δk
δk
f(x)
exists. In terms of FCE the above result is as follows: Put Yt = f(Xt) and let
s, t ∈ T. Then the FCE
E(Fτ )τ≥s [YT ]
w.r.t. the sequence of partitions (∆nk)k∈N exists.
Remark 4.3.1 (i) (P ∗t )t∈T is a semigroup acting on Lip(M,N). It is called the
nonlinear semigroup associated with pt. In [Stu05] it is studied in great detail.
Geometrically, condition (4.11) can be regarded as a kind of lower curvature bound.
For instance, in [vRS04] was shown that if (M,ρ) is a Riemannian manifold and
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pt the heat kernel on M , then (ii) holds with κ if and only if RicM ≥ −κ.
(ii) Picard ([Pic05]) uses similar techniques in order to prove the existence of
martingales with prescribed terminal value of the form Y = f(XT ), where X is a
Markov process on a metric space M satisfying a certain coupling condition and
f : M → N is uniformly continuous and bounded. Although Picard stated his
result only for trees, the techniques also apply in our context in order to prove
martingales along subsequences in general NPC spaces (or proper metric spaces
with barycenter).
Since in general processes need not be images of Markov processes, we want to
formulate the above fact in a more general setting. We define a family (ρs)s≥0 of
pseudometrics on Ω by ρs(ω, ω˜) := ρ(Xs(ω), Xs(ω˜)). Moreover, put
Qs(ω) := Pid|Fs(ω) ∈ P(Ω). (4.12)
Now since X is a Markov process, we have Qs(ω) ◦X−1t+s = pt(Xs(ω), ·), and hence
(4.11) together with Lemma 4.1.4 implies that for all s, t ∈ T and almost all
ω1, ω2 ∈ Ω,
ρWt+s(Qs(ω1), Qs(ω2)) ≤ eκtρs(ω1, ω2). (4.13)
Now we can formulate the assumptions of the following theorem in a general
situation. Let T be the set of nonnegative dyadic numbers. Let (Ω, (Ft)t∈T,F , P )
be a filtered probability space with a family (ρt)t∈T of symmetric nonnegative func-
tions on Ω × Ω. Assume that the Markov kernels Qs, defined by (4.12), exist for
all s ∈ T (e.g. if Ω is a Polish space and F ⊂ B(Ω)) and that (4.13) is satisfied for
some κ ∈ R.
Let (N, d, b) be a barycenter space and put
LN := {Y : Ω× T→ N : E[d(Ys, z)] <∞ for all s ∈ T and z ∈ N}.
For Y ∈ LN we define a new process PtY ∈ LN by
PtY (ω, s) := E
Fs [Yt+s](ω) = b(Qs(ω) ◦ Y −1t+s). (4.14)
Note that this procedure defines a semigroup on LR. Moreover, for Y, Y˜ ∈ LN an
iterated application of Proposition 4.1.17 yields
d(P nt Y (ω, s), P
n
t Y˜ (ω, s)) ≤ EFs [d(Ys+nt, Y˜s+nt)](ω) (4.15)
for almost all ω. Note that there is a set Ω0 ⊂ Ω with P (Ω0) = 1 such that (4.13)
and (4.15) hold pointwise for all s, t ∈ T, n ∈ N and ω ∈ Ω0.
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Lemma 4.3.2 Let Y ∈ LN be a process such that for all s ∈ T and almost all
ω1, ω2
d(Ys(ω1), Ys(ω2)) ≤ Cρs(ω1, ω2). (4.16)
Then
d((P nt Y )s(ω1), (P
n
t Y )s(ω2)) ≤ ekntCρs(ω1, ω2).
Proof : Let n = 1. From (4.16) and (4.13) follows that
dW (Qs ◦ Y −1t+s(ω1), Qs ◦ Y −1t+s(ω2)) ≤ CρWs+t(Qs(ω1), Qs(ω2))
≤ eκtCρs(ω1, ω2)
and hence by the barycenter contraction property we derive the claim for n = 1.
For arbitrary n, this can be iterated. 
Theorem 4.3.3 Assume that (N, d) is proper. Moreover, assume that there is a
countable set Ω1 ⊂ Ω such that for all s ∈ T and almost all ω ∈ Ω
inf{ρs(ω, ω˜) : ω˜ ∈ Ω1} = 0.
Let Y ∈ LN be a process satisfying (4.16). Then there is a subsequence nk such
that for all s, t ∈ T and almost all ω ∈ Ω
P ∗t Y (ω, s) := lim
k→∞
P
t/δk
δk
Y (ω, s)
exists, where δk := 2
−nk . For all t ≥ 0, the process ((P ∗t−sY )s)s∈T∩[0,t] is a strong
martingale.
Proof : Fix t ∈ T. Let s ∈ T and ω ∈ Ω. Put zn(ω, s) := P t2n2−nY (ω, s) ∈ N , where
n is assumed to be large enough such that t2n ∈ N. Let z ∈ N . From (4.15),
applied to the Y and the constant process Y˜ (ω, s) ≡ z follows that
d(zn(ω, s), z) ≤ EFs [d(Ys+t, z)](ω) <∞
for all n. In other words, all zn(ω, s) are contained in a closed ball, which is
compact by assumption. Thus there is a subsequence (nk) such that znk(ω, s)
converges. Since Ω1 is countable, we find subsequence, again denoted by (nk),
such that znk(ω˜, s) converges for all ω˜ ∈ Ω1 and s ∈ T. By Lemma 4.3.2 we have
d(P
t/δk
δk
Y (ω1, s), P
t/δk
δk
Y (ω2, s)) ≤ eκtCρs(ω1, ω2)
for all k ∈ N and ω1, ω2 ∈ Ω0. Thus a standard /3−argument yields that
P
t/δk
δk
Y (ω, s) converges for all s ∈ T and ω ∈ Ω0. Now for any t ∈ T, we have
(P ∗t Y )s = E
(Fτ )τ≥s [Yt+s] by construction, so ((P ∗t−sY )s)s≤t is a martingale.
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4.3.2 Lower Curvature Bounds
Analogously to the case of upper curvature bounds, lower curvature bounds will
be defined by comparing triangles. Let us briefly sketch the definition. Let z ∈ N
and γ : [a, b] → N be a unit-speed geodesic. z and γ span a triangle. Let z
and γ be a comparison triangle in Hκ (the Hyperbolic plane of constant curvature
−κ), i.e. d(γ(i), z) = d(γ(i), z), i = a, b and d(γ(a), γ(b)) = d(γ(a), γ(b)) (such
a comparison triangle always exists, cf [BH99]). Then Curv(N) ≥ −κ means
nothing else but d(γ(t), z) ≥ d(γ(t), z) for all z ∈ N , all geodesics γ : [a, b] → N
and t ∈ [a, b].
In the above situation define a function ga,b : [a, b] → R by ga,b(t) := d2(γ(t), z)
(here the distance is taken in Hκ). We have ga,b(t) ≤ f z(γ(t)) for all t ∈ [a, b] with
equality if t = a and t = b. Moreover, it follows from Riemannian comparison
theorems (c.f. [Jos02], Thm. 4.6.1) that for R > 0 there is a C = C(R) such that
whenever γ([a, b]) ⊂ BR(z), then
0 ≤ 1
2
g′′a,b(t)− 1 ≤ Cd2(γ(t), z) ≤ Cd2(γ(t), z). (4.17)
In particular, g′′a,b is uniformly bounded for all geodesics which are contained in
BR(z).
Lemma 4.3.4 Let ϕ : R→ R be a convex function such that for all a, b with a < b
there is a smooth function ga,b : [a, b]→ R such that ga,b(t) ≤ ϕ(t) for all t ∈ [a, b]
and ga,b(a) = ϕ(a), ga,b(b) = ϕ(b).
Let I be an open interval and c : I → [0,∞[ such that |g′′a,b(t)| ≤ c(t) for all a, b ∈ I
and all t ∈ [a, b]. Moreover, let
D := sup{|g′′′a,b(t)| : a, b ∈ I; t ∈ [a, b]} <∞.
Then ϕ is differentiable in I and we have for all s, t ∈ I
|ϕ(s)− ϕ(t)− ϕ′(t)(s− t)| ≤ 1
2
c(t)(t− s)2 +D|t− s|3
Proof : Let  > 0. We can assume that 0 ∈ I and, by adding an affine function
if necessary, that ϕ(0) = 0 and ϕ(t) ≥ 0 for all t ∈ [−, ]. We show that ϕ is
differentiable in 0. Since ϕ is convex, the one-sided derivatives ϕ′(0+) and ϕ′(0−)
exist and a := ϕ′(0+) − ϕ′(0−) ≥ 0. Thus ϕ is differentiable in 0 if and only if
a = 0.
Assume that a > 0. Then 0 = ϕ(0) ≤ 1
2
(ϕ(−) + ϕ())− a
2
. But g−,(0) ≤ 0 and
hence there is a ξ ∈]− , [ such that g′−,(ξ) = 0. Thus by the Taylor formula
ϕ() ≤ g−,()− g−,(ξ) ≤ 1
2
c(ξ)(− ξ)2 ≤ 2C2.
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The same holds for −. Letting → 0 yields a contradiction. Hence, a = 0 and so
ϕ is differentiable in 0.
Now we prove the second claim. Let t = 0 . Again we can add an affine function
and can hence assume that ϕ(0) = 0 and ϕ′(0) = 0. Let s ∈ I. Then Taylor’s
formula yields
ϕ(s) = g0,(s)− g0,(0) ≤ g′0,(0)s+
1
2
c(0)s2 +
D
3
|s|3
≤ 1
2
c(0)s2 +
D
3
|s|3
because g′0,(0)s ≤ 0. 
Recall that the functions f z from (4.6) are convex. Moreover, recall the definition
of ∂f zx(y) from (4.7).
Corollary 4.3.5 Let N be a geodesically complete NPC space of lower bounded
curvature on all balls, i.e. for all z ∈ N and all R > 0 there is a κ > 0 such that
Curv(BR(z)) ≥ −κ. Let z ∈ N . Then f z, is differentiable along geodesics, i.e. for
all geodesics γ : R→ N the map f z ◦ γ is differentiable. Moreover, for all z0 ∈ N
and all R > 0 there is a C > 0 such that for all x, y, z ∈ BR(z0)
f z(y)− f z(x)− ∂f zx(y)− d2(x, y) ≤ Cd2(x, z)d2(x, y) + Cd3(x, y)
Proof : Let x, y, z ∈ BR(z0). Let γ : R → N be the (unit-speed) geodesic with
γ(0) = x and γ(d(x, y)) = y. Let I := γ−1(BR(z0)). Then we can apply the
preceding Lemma to ϕ := f z ◦ γ. Note that ∂f zx(y) = ϕ′(0)d(x, y). Moreover,
by (4.17) we can choose c(t) = Cd2(z, γ(t)) + 1. Putting this together proves the
Corollary. 
Lemma 4.3.6 Let N be an NPC space of lower bounded curvature on all balls.
Let X ∈ L2(F). Then for all z ∈ N
(i)
EG[∂fZEG [X](X)] = 0 a.s.
(ii) Let z0 ∈ N and R > 0 such that X(Ω) ⊂ BR(z0). Then there is a C > 0
such that for all z ∈ BR(z0)
EG[d2(X, z)−d2(EG[X], z)− d2(X,EG[X])]
≤ CEG[d2(EG[X], z)d2(X,EG[X]) + Cd3(X,EG[X])]
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Proof : Fix z ∈ N . For y ∈ N let γy : [0, 1] → N be the geodesic from y to
z. Since N is geodesically complete, we can extend it to a geodesic γ : R → N .
Moreover, the map y 7→ γy(t) is continuous for all t ∈ R.
Now put Y := EG[X]. Then γY (t) ∈ L2(G, N) for all t, hence γY is a geodesic
in L2(G, N). Since t 7→ d2(X(ω), γY (ω)(t)) is differentiable for all ω by Corollary
4.3.5 (i), so is the map t 7→ ϕA(t) :=
∫
A
d2(X(ω), γY (ω)(t))P (dω) for all A ∈ G.
Moreover, since γY (0) = E
G[X], 0 is the minimizer of ϕA and hence∫
A
∂f zY (X)dP =
∫
A
∂fXY (z)dP = ϕ
′
A(0) = 0
for all A ∈ G, proving (i).
(ii) follows from (i) and Corollary 4.3.5. 
For the rest of this section let (∆n)n∈N be a refining sequence of partitions such
that the mesh converges to 0 as n tends to infinity. Put T :=
⋃
n∈N∆
n. The next
Lemma will give a sufficient condition for the existence of continuous-time FCE’s.
Again we will use the notation of (4.9) and define
vn,mt :=
∑
tk∈∆n
Ed2(ξmtk∧t, ξ
m
tk+1∧t). (4.18)
Let n ≤ m. Let ∆n = {tk : k = 0, . . . Kn}. Then an iterated application of the
Variance Inequality yields that for all Z ∈ L2(Ftk−1)
Ed2(ξ∆
m
tk
, Z)− Ed2(ξ∆mtk−1 , Z) ≥ vm,mtk − vm,mtk−1 . (4.19)
Lemma 4.3.7 Let s < t. If
lim sup
n→∞
lim sup
m→∞
vn,mt − vn,ms − (vm,mt − vm,ms ) ≤ 0,
then ξns → E(Fτ )τ≥s [ξ] in L2.
Proof : Let ∆n = {tk : k = 0, . . . K}. Let k ∈ {0, . . . K}. Then (4.19) implies
that
Ed2(ξntk−1 , ξ
m
tk−1) ≤ Ed2(ξntk−1 , ξmtk )− (vm,mtk − V m,mtk−1 )
and
Ed2(ξntk−1 , ξ
m
tk−1) ≤ Ed2(ξntk , ξmtk−1)− Ed2(ξntk−1 , ξntk).
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Adding up the two inequalities and applying the quadruple inequality (4.4) yields
2Ed2(ξntk−1 , ξ
m
tk−1) ≤ Ed2(ξntk−1 , ξmtk ) + Ed2(ξntk , ξmtk−1)
− Ed2(ξntk−1 , ξntk)− (vm,mtk − vm,mtk−1 )
≤ Ed2(ξntk , ξmtk ) + Ed2(ξntk−1 , ξmtk−1)
+ Ed2(ξmtk−1 , ξ
m
tk
)− (vm,mtk − vm,mtk−1 )
and hence
Ed2(ξntk−1 , ξ
m
tk−1) ≤ Ed2(ξntk , ξmtk ) + Ed2(ξmtk−1 , ξmtk )− (vm,mtk − vm,mtk−1 )
By iteration we get for all n ≤ m
Ed2(ξns , ξ
m
s ) ≤ vn,mt − vn,ms − (vm,mt − vm,ms ).
Thus, by assumption, ξns is a Cauchy sequence for all s ∈ T , converging to some
ξs ∈ L2(Fs) which is, by definition, equal to E(Fτ )τ≥s [ξ]. 
Definition 4.3.8 Let ξt ∈ L2(Ft). ξ is called regular for (∆n)n∈N if the increments
of vm,mt are finally controlled by a continuous function, i.e. there is a continuous
function vt such that for all s, t ∈ T,
lim sup
m→∞
vm,mt − vm,ms ≤ vt − vs
Theorem 4.3.9 Let N be a geodesically complete NPC space of lower bounded
curvature on all balls. Let (Ω, (Ft)0≤t≤T ,F , P ) be a filtered probability space. Let
t ∈ T and ξ ∈ L∞(Ft, N) be regular for (∆n)n∈N. Then E(Fτ )τ≥s [ξ] exists for all
s ∈ T.
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Proof : Recall the notations of Lemma 4.3.7. Let n ≤ m. Let ∆n ∩ [s, t] = {tk :
k = 0, . . . K} and ∆m ∩ [s, t] = {sl : l = 0, . . . L}.
vn,mtk − vn,mtk−1 = Ed2(ξmtk , ξmtk−1) =
∑
tk−1<sl≤tk
Ed2(ξmsl , ξ
m
tk−1)− Ed2(ξmsl−1 , ξmtk−1)
≤
∑
tk−1<sl≤tk
Ed2(ξmsl , ξ
m
sl−1) + C
∑
tk−1<sl≤tk
Ed2(ξmsl , ξ
m
tk−1)Ed
2(ξmsl , ξ
m
sl−1)
+ C
∑
tk−1<sl≤tk
E[d3(ξmsl , ξ
m
sl−1)]
= V m,mtk − V m,mtk−1 + C
∑
tk−1<sl≤tk
Ed2(ξmsl , ξ
m
tk−1)Ed
2(ξmsl , ξ
m
sl−1)
+ C
∑
sl
E[d3(ξmsl , ξ
m
sl−1)]
≤ C˜(V m,mtk − V m,mtk−1 ).
Since ξ is regular, n := suptk∈∆n,m≥n d
2(ξmtk , ξ
m
tk−1) tends to 0 as n → ∞. So,
looking again at the first inequality, we have
V n,mt − V n,ms ≤ V m,mt − V m,ms + C
∑
tk
∑
tk−1<sl≤tk
Ed2(ξmsl , ξ
m
tk−1)Ed
2(ξmsl , ξ
m
sl−1)
+ C
∑
sl
E[d3(ξmsl , ξ
m
sl−1)]
The second sum tends to 0 for n → ∞ by the preceding considerations. Clearly,
the third sum goes to 0, too. Hence the assumptions of Lemma 4.3.7 are satisfied
and it follows that E(Fτ )τ≥s [ξ] exists. 
Example 4.3.10 Consider the Example at the beginning of section 4.3.1. Namely,
we are given on a metric space (M,ρ) a Markov process X with semigroup pt satis-
fying (4.11). Let ∆ be a partition of R+ and let s ≤ t. Then ∆∩ [s, t] = {t0, . . . tk}.
For a Lipschitz continuous function f :M → N , set
P∆t,sf(x) := Pt0−sPt1−t0 . . . Pt−tkf(x),
where Pτf is the nonlinear Markov operator applied to f , cf. Example 4.1.18.
Then Lip(P∆t,sf) ≤ Lip(f)eκ(t−s) (cf. e.g. Lemma 4.3.2).
Let now (∆n)n∈N be a refining sequence of partitions. If we put ξ := f(Xt), then
in the notation of (4.8) and (4.9) we have ξns = P
∆n
t,s f(Xs).
Assume furthermore that there is some C > 0 such that for all x ∈M and t > 0,
ptf
x(x) ≤ Ct, (4.20)
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where fx(y) := ρ2(x, y). This is in particular fulfilled when X is Brownian motion
or the solution of an SDE with sufficiently smooth coefficients.
For n ∈ N, let ∆n ∩ [s, t] = {t0, . . . tk} as above and let f : M → N be Lipschitz
continuous. Fix j ∈ {0, . . . k} and put g := P∆t,tj+1f . Then
Ed2(ξntj , ξ
n
tj+1
) = Ed2(P∆t,tj+1f(Xtj+1), P
∆
t,tj
f(Xtj)) = Ed
2(g(Xtj+1), Ptj+1−tjg(Xtj))
≤ 2E [d2(g(Xtj+1), g(Xtj)) + d2(g(Xtj), Ptj+1−tjg(Xtj))]
= 2E
[
EXtj [d2(g(Xtj+1−tj), g(X0))] + d
2(g(Xtj), Ptj+1−tjg(Xtj))
]
≤ 2E [EXtj [d2(g(Xtj+1−tj), g(X0))] + EXtj [d2(g(Xtj+1−tj), g(X0))]]
≤ 4CLip(g)(tj+1 − tj) ≤ 4CLip(f)eκ(t−tj+1)(tj+1 − tj)
and hence
vn,nt − vn,ns =
k∑
j=0
Ed2(ξntj , ξ
n
tj+1
) ≤ 4CLip(f)
k∑
j=0
eκ(t−tj+1)(tj+1 − tj)
As n→∞, the right hand side converges to vt−vs with vs := 4CLip(f)
∫ t
s
et−τdτ .
So we deduce that ξ = f(Xt) is regular for (∆
n)n∈N, and it follows from the above
Theorem that if N is locally of lower bounded curvature and f is bounded and
Lipschitz continuous, then E(Fτ )τ≥s [ξ] exists for any sequence (∆n)n∈N of refining
partitions, not only along a subsequence of certain partitions as in Theorem 4.3.3.
Moreover, the target space N need not be locally compact.
4.4 Characterization of strong martingales
The next Theorem gives a characterization of martingales in terms of their ’quadratic
variation’. The prove will use similar techniques as those in Lemma 4.3.7. Again
let (∆n)n∈N be a refining sequence of partitions such that the mesh converges to 0
as n tends to infinity. Put T :=
⋃
n∈N∆
n.
Definition 4.4.1 We say that a process (Xt)t∈T has a quadratic variation w.r.t.
(∆n)n∈N if there is a nondecreasing process (〈X〉t)t∈T such that for all t ∈ T,
Xt ∈ L2(Ft) and
V nt :=
∑
tk∈∆n
EFtk [d2(Xtk∧t, Xtk+1∧t)]→ 〈X〉t
in L1 as n→∞ (in particular, 〈X〉t ∈ L1 for all t ∈ T).
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Theorem 4.4.2 Let N be a separable NPC space and (Ω, (Ft)t∈T,F , P ) be a fil-
tered probability space. Let (Xt)t∈T be an adapted process with quadratic variation
〈X〉. Then X is a strong martingale if and only if d2(Xt, z)−〈X〉t is a submartin-
gale for all z ∈ N .
Proof : The ’only if’-implication follows from Proposition 4.2.15.
For the ’if’-implication we first remark that since d2(Xt, z)−〈X〉t is a submartingale
for all z ∈ N and N is separable, it follows that for all s < t and Z ∈ L2(Fs, N)
EFs [d2(Xt, Z)− d2(Xs, Z)− (〈X〉t − 〈X〉s)] ≥ 0 (4.21)
Let s, t ∈ T with s < t. Put ξ := Xt. We have to prove that ξns → Xs. Let
∆n ∩ [s, t] = {t0, . . . , tm} with s = t0 < t1 < · · · < tm = t. Using the notation of
(4.9), we have for k = 1, . . .m
d2(ξntk−1 , Xtk−1) ≤ EFtk−1 [d2(ξntk−1 , Xtk)− (〈X〉tk − 〈X〉tk−1)]
by (4.21), and the variance inequality yields
d2(ξntk−1 , Xtk−1) ≤ EFtk−1 [d2(ξntk , Xtk−1)− d2(ξntk−1 , ξntk)]
Adding up the two inequalities and applying the quadruple inequality (4.4) yields
2d2(ξntk−1 , Xtk−1) ≤ EFtk−1 [d2(ξntk−1 , Xtk) + d2(ξntk , Xtk−1)
− d2(ξntk−1 , ξntk)− (〈X〉tk − 〈X〉tk−1)]
≤ EFtk−1 [d2(ξntk , Xtk) + d2(ξntk−1 , Xtk−1)
+ d2(Xtk , Xtk−1)− (〈X〉tk − 〈X〉tk−1)]
and hence
d2(ξntk−1 , Xtk−1) ≤ EFtk−1 [d2(ξntk , Xtk) + (V ntk − V ntk−1)− (〈X〉tk − 〈X〉tk−1)]. (4.22)
Iterating this yields
E[d2(ξns , Xs)] ≤ E[(V nt − V ns )− (〈X〉t − 〈X〉s)]
while the right-hand side tends to 0 as n tends to infinity. 
Remark 4.4.3 From (4.22) follows that the process Sk := d
2(ξntk , Xtk)+V
n
tk
−〈X〉tk
is a submartingale w.r.t. the filtration (Ftk)0≤k≤m. Let  > 0. Then
P ( sup
0≤k≤m
d2(ξntk , Xtk) > ) ≤ P ( sup
0≤k≤m
Stk > ) + P ( sup
0≤k≤m
|V ntk − 〈X〉tk | > )
≤ 1

E[|V nt − 〈X〉t|] + P ( sup
0≤k≤m
|V ntk − 〈X〉tk | > )
where the last inequality follows from Doob’s inequality. In particular, if V n → 〈X〉
locally uniformly in L1, then ξn → X locally uniformly in L2.
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Example 4.4.4 (i) If N is a Riemannian manifold with nonpositive sectional cur-
vature, then Theorem 4.4.2 yields that every continuous ∇−martingale is (locally)
a martingale in our sense. Together with Corollary 4.2.16 we deduce that a contin-
uous semimartingale X such that Xt ∈ L2(Ft, N) is a ∇−martingale if and only
if it is a martingale.
(ii) Theorem 4.4.2 is also the key to the martingale characterization in Theorem
3.4.7 in the case that N is a Euclidean polyhedron of nonpositive curvature.
Let us conclude this section with some remarks on localization. All results about
strong martingales so far were formulated under the assumption that X was a
global strong martingale. But in stochastic calculus, the most convenient objects
are local martingales. It is not difficult to define a local martingale in our setting:
Definition 4.4.5 Let (Xt)t≥0 be an adapted process and let (∆n)n∈N be a se-
quence of refining partitions with ‖∆n‖ → 0. X is called a local strong martingale
w.r.t. (∆n)n∈N if there is a sequence τj of stopping times such that τj ↗ ∞ and
Xt∧τj is a strong martingale w.r.t. (∆
n)n∈N.
However, some results such as non-confluence of martingales do not hold for local
martingales, even in the simplest case N = R. So sometimes it is important to
know when a local strong martingale is a martingale.
Proposition 4.4.6 Let (∆n)n∈N be a sequence of refining partitions with ‖∆n‖ →
0. Let (Xt)t≥0 be a continuous local strong martingale w.r.t. (∆n)n∈N. If X is
bounded, then X is a strong martingale.
Proof : Let us go back to the situation of (4.8). For ξ ∈ L1(Ft) set
ξnk (ξ) := E
FtkEFtk+1 . . .EFtm−1 [ξ], k = 0 . . .m− 1
and ξnσ (ξ) := ξ
n
k (ξ) for σ ∈ [tk, tk+1[. We have to show that for all s ∈ T with s ≤ t,
d1(ξ
n
s (Xt), Xs)→ 0 as n→∞.
Let now τj be a localizing sequence of stopping times as in Definition 4.4.5. Ac-
cordingly, we set
ξn,jk (ξ) := E
Ftk∧τjEFtk+1∧τj . . .EFtm−1∧τj [ξ], k = 0 . . .m− 1
and ξn,jσ (ξ) := ξ
n,j
k (ξ) for σ ∈ [tk, tk+1[. Because Xt∧τj is a strong martingale,
d1(ξ
n,j
s (Xt∧τj), Xs∧τj) → 0 as n → ∞ for every j ∈ N. Moreover, from Example
4.1.16 we know that ξnk (Xt∧τj) = ξ
n,j
k (Xt∧τj) for all k = 0, . . . ,m − 1 and hence
d1(ξ
n
s (Xt∧τj), Xs∧τj) = d1(ξ
n,j
s (Xt∧τj), Xs∧τj)→ 0.
Now because X is continuous by assumption, Xt∧τj → Xt as j → ∞, and since
X is bounded, this convergence is also in L1. So we deduce from the contraction
property of the (iterated) conditional expectation that d1(ξ
n
s (Xt), ξ
n
s (Xt∧τj)) → 0
as j → ∞, uniformly in n ∈ N. So noting that also Xs∧τj → Xs as j → ∞, a
standard /3 argument yields that d1(ξ
n
s (Xt), Xs)→ 0. 
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Chapter 5
Appendix
5.1 Some facts from real stochastic analysis
Standard references for real stochastic analysis are [RY99] or [KS91]. There is also
a tight survey in [Bas95]. We will mostly refer to [RY99].
We start with functions of finite variation. Let a : R+ → R+ be a continuous
function of locally finite variation. The total variation function aˆt is defined by
aˆt := sup{
m−1∑
l=0
|atl+1 − atl| : 0 = t0 < t1 · · · < tm = t,m ∈ N}. (5.1)
aˆ is a nondecreasing continuous function with aˆ0 = 0. The total variation measure
|da| is defined by |da| := daˆ, i.e. ∫ f(τ)|da|τ := ∫ f(τ)daˆτ .
Lemma 5.1.1 Let ak : [0, T ]→ R be a sequence of continuous functions of finite
variation such that γ := supk
∫ T
0
|dak|τ ≤ ∞. Assume that ak converge uniformly
to some function a. Then
(i) a is of finite variation. More precisely,
∫ T
0
|da|τ ≤ γ.
(ii) For any open set O ⊂ R,∫
1O(τ)|da|τ ≤ lim inf
k→∞
∫
1O(τ)|dak|τ
Proof : Let s < t ∈ R+ and let s = t0 < t1 · · · < tm = t be a partition of [s, t].
Since ak → a uniformly, for all  > 0 there is a k0 ∈ N such that for all k ≥ k0 and
all l = 0, . . .m, |aktl − atl| ≤ 2m and hence by the triangle inequality
m−1∑
l=0
|atl+1 − atl| ≤
m−1∑
l=0
|aktl+1 − aktl|+  ≤ γ +  (5.2)
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So letting s = 0, t = T yields (i).
In order to prove (ii), we first remark that the sequence daˆk is tight as a sequence
of measures on [0, T ]. Let now O ⊂ R+ be open and let akj be a subsequence
such that 1O(τ)|dakj |τ → α := lim infk→∞
∫
1O(τ)|dak|τ . By tightness, there is a
sub-subsequence, again denoted by akj , such that |dakj | → µ weakly as j → ∞,
where µ is a measure on [0, T ]. We claim that for all s < t,
aˆt − aˆs ≤ µ([s, t]). (5.3)
Indeed, let  > 0. Then we can find a partition s = t0 < t1 · · · < tm = t such that
aˆt − aˆs ≤
∑m−1
l=0 |atl+1 − atl| + . By (5.2) we can find a k0 ∈ N such that for all
k ≥ k0, aˆt− aˆs ≤
∑m−1
l=0 |aktl+1 −aktl|+2 ≤ aˆkt − aˆks +2. Now since aˆkj → µ weakly
and [s, t] is closed, lim supj aˆ
kj
t − aˆkjs ≤ µ([s, t]). Thus choosing j0 large enough, we
have that aˆt − aˆs ≤ aˆkjt − aˆkjs + 2 ≤ µ([s, t]) + 3. Letting → 0 yields (5.3).
With a monotone class argument we immediately get that |da| ≤ µ, i.e. ∫ 1B(τ)|da|τ ≤
µ(B) for every measurable set B ⊂ R+. In particular,
∫
1O(τ)|da|τ ≤ µ(O) ≤
lim infj→∞
∫
1O(τ)|dakj |τ = α. This proves (ii). 
Proposition 5.1.2 (Kunita-Watanabe inequality) Let X and Y be two semi-
martingales and H and K be two progressively measurable processes. Then∫ t
0
|HτKτ | |d〈X, Y 〉|τ ≤
(∫ t
0
H2τ d〈X〉τ
)1/2(∫ t
0
K2τ d〈Y 〉τ
)1/2
(5.4)
Proof : [RY99] Theorem IV (1.15). 
Let Y be a continuous semimartingale and a ∈ R. The local time of Y at a is
defined by
L(a, t) := LY (a, t) := 2
[
(Yt − a)+ − (Y0 − a)+ −
∫ t
0
1{Yτ>a}dYτ
]
(5.5)
In the next proposition we quote the basic properties of semimartingale local
times. All the proofs can be found in chapter VI §1 of [RY99].
Proposition 5.1.3
(i) For all a, L(a, t) is nondecreasing and continuous in t. In particular, (Yt−a)+
is a semimartingale. Moreover, for the process (a, t) 7→ L(a, t) there is a modifi-
cation that is continuous in t and cadlag in a.
(ii) The positive measure dL(a, ·) is carried on the set {Yτ = a}, i.e.
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∫
1{Yτ 6=a}dL(a, τ) ≡ 0. Moreover, if Y =M +A is the semimartingale decomposi-
tion, then
L(a, t)− L(a−, t) = 2
∫ t
0
1{Yτ=a}dYτ = 2
∫ t
0
1{Yτ=a}dAτ . (5.6)
In particular, if Y is a local martingale, the modification from (i) is bicontinuous
in (a, t).
(iii) (Itoˆ-Tanaka formula) If f : R → R is a the difference of two convex
functions, then f(Y ) is a semimartingale and
f(Yt)− f(Y0) =
∫ t
0
f ′−(Yτ )dYτ +
1
2
∫
R
L(a, t)f ′′(da) (5.7)
where f ′− is the left-hand derivative of f and f
′′(da) is the second derivative of f
in the sense of distributions.
(iv) (Occupation times formula) For any positive measurable function g : R→
R+ we have ∫ t
0
g(Yτ )d〈Y 〉τ =
∫
R
g(a)L(a, t)da (5.8)
In particular,
L(a, t) = lim
→0
1

∫ t
0
1{Yτ∈[a,a+[}d〈Y 〉τ (5.9)
where the P−null set out of which (5.8) and (5.9) hold can be chosen independent
of a, t and g.
Remark 5.1.4 Because of the occupation times formula, L(a, ·) is also called the
occupation time density of Y at a.
In this text, we will be particularly interested in the case where Y is a nonnegative
semimartingale. Let
Lt := L
Y
t := L
Y (0, t). (5.10)
Lemma 5.1.5 Let Y be a nonnegative semimartingale. Then
LYt = 2
∫ t
0
1{Yτ=0}dYτ
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Proof : The Lemma follows immediately from (5.5), noting that Y = Y + since
Y is nonnegative. 
Now we state a consequence of the occupation times formula. Let K ⊂ R be
a compact set. Put
Lt(ω) := LKt (ω) := sup
y∈K
L(y, t)(ω) (5.11)
Because K is compact and y 7→ L(y, t) is cadlag, there is some z = zt(ω) such that
Lt(ω) = max{L(z, t)(ω), L(z−, t)(ω)}. In particular, Lt is finite. Moreover, Lt is
continuous, which follows from the fact that (y, t) 7→ L(y, t) is jointly continuous
in t and cadlag in y.
Corollary 5.1.6 For all continuous real-valued semimartingales Y and all non-
negative Borel functions f : R→ R+ we have∫ t
0
(1Kf)(Yτ )d〈Y 〉τ ≤ LKt
∫
K
f(y)dy (5.12)
Although we will not need this in the sequel, we state the following annealed
version of the above Corollary. Let Y = M + A be a continuous semimartingale.
We define
‖Y ‖0 := E
[
〈M〉1/2∞ +
∫ ∞
0
|dA|τ
]
(5.13)
and
‖Y ‖ := (E[〈M〉∞])1/2 + E[
∫ ∞
0
|dA|t]. (5.14)
Both are norms on the space of semimartingales starting at 0 where these values are
finite (more precisely, on equivalence classes modulo indistinguishability). Clearly,
‖ · ‖0 ≤ ‖ · ‖ and for a bounded predictable process H, we have
‖
∫
HτdYτ‖ ≤ ‖H‖∞‖Y ‖. (5.15)
where ‖H‖∞ := supt |Ht|. Moreover, if Y is a continuous semimartingale, there is
a sequence Tl of stopping times with Tl ↗ ∞ such that ‖Y Tl‖ < ∞ for all l (Y Tl
is the process stopped at Tl).
Lemma 5.1.7 There is a γ > 0 such that for all continuous real-valued semi-
martingales Y and all nonnegative Borel functions f : R→ R+ we have
E
[∫ ∞
0
f(Yτ )d〈Y 〉τ
]
≤ γ‖Y ‖0
∫
R
f(y)dy ≤ γ‖Y ‖
∫
R
f(y)dy (5.16)
5.2. Localization in space 149
Proof : The argument is taken from the proof of Theorem VI (1.7) in [RY99].
For y ∈ R we have
L(y, t) = 2
[
|Yt − y| − |Y0 − y| −
∫ t
0
1{Yτ>y}dYτ
]
.
Now ||Yt− y| − |Y0− y|| ≤ |Yt− Y0| ≤ 2 sups≤∞ |Ys|. Moreover, by the Burkholder
inequality, there is a constant γ1 > 0 (independent of Y ) such that
E
[
sup
t≤∞
∣∣∣∣∫ t
0
1{Yτ>y}dMτ
∣∣∣∣] ≤
(
E
[
sup
t≤∞
∣∣∣∣∫ t
0
1{Yτ>y}dMτ
∣∣∣∣]2
)1/2
≤ γ1E
[〈M〉1/2∞ ]
So with γ := 4γ1 we have for all y ∈ R
E[L(y,∞)] ≤ γ‖Y ‖0. (5.17)
Thus the occupation times formula together with the stochastic Fubini theorem
yields
E
[∫ ∞
0
f(Yτ )d〈Y 〉τ
]
= E
[∫
R
f(y)L(y,∞)dy
]
=
∫
R
f(y)E[L(y,∞)]dy
≤ γ‖Y ‖0
∫
R
f(y)dy.
5.2 Localization in space
A typical situation for stochastic analysis in manifolds (and also in our context)
is that one is given a functions that is defined locally on a space. Unfortunately,
many definitions and theorems of stochastic analysis require functions that are
defined globally on the whole space (e.g. the Itoˆ formula). Consequently, one has
to localize many arguments in space. This can be a tedious business. So in order to
keep the proofs simple, we will introduce some notations and tools for localization.
In the sequel we will be given a continuous process X with values in some (proper)
metric space M and an open subset O ⊂M . Then A := {X ∈ O} is an ’open’ set
in Ω × R+ (i.e. the set {t : (ω, t) ∈ A} is open for all ω). Schwartz (cf. [Sch80])
has studied a localized semimartingale theory on such an open set systematically
in great generality.
Definition 5.2.1 Let X : Ω × R+ → M be a continuous adapted process. Let
Y, Y˜ be two continuous adapted real-valued. We say that dY = dY˜ on {X ∈ O}
if for all stopping times S ≤ T with X|[S,T ]∩{S<T} ∈ O, (YT − YS) = Y˜T − Y˜S.
Y is called a (sub-; semi-)martingale on {X ∈ O} if for all stopping times S ≤ T
with X|[S,T ]∩{S<T} ∈ O, Y|[S,T ] is a (sub-; semi-)martingale.
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Note that Y|[S,T ] is a (sub-; semi-)martingale if and only if the process Y˜t := Y(S+t)∧T
is a (sub-; semi-)martingale w.r.t. the filtration F˜t := FS+t.
The next Lemma characterizes the above definition in the case where Y and Y˜ are
semimartingales (cf. also [Sch80], Proposition 3.7).
Lemma 5.2.2 Let M be a proper metric space and let X : Ω × R+ → M be
a continuous adapted process. Let Y, Y˜ be two continuous real semimartingales.
Then the following are equivalent:
(i) dY = dY˜ on {X ∈ O}
(ii)
∫
1{Xτ∈U}dY =
∫
1{Xτ∈U}dY˜ for all U ⊂⊂ O
(iii)
∫
1{Xτ∈O}dY =
∫
1{Xτ∈O}dY˜
Proof : (i) ⇒ (ii) Let U ⊂⊂ V1 ⊂⊂ V2 ⊂⊂ O. We define two sequences of
stopping times recursively, as follows: Let S0 = T0 := 0. Put Sn+1 := inf{t ≥ Tn :
Xt ∈ V1} and Tn+1 := inf{t ≥ Sn+1 : Xt /∈ V2}. Then, because X is continuous,
Sn < Tn on {Sn < ∞} and Tn < Sn+1 on {Tn < ∞}. for all n ≥ 1 and Sn ↗ ∞.
Moreover, {X ∈ U} ⊂ ⋃n]Sn, Tn] and hence by (i),∫
1{Xτ∈U}d(Y − Y˜ ) =
∫
1{Xτ∈U}d
(∑
n
∫
1]Sn,Tn]d(Y − Y˜ )
)
=
∫
1{Xτ∈U}d
(∑
n
(Y − Y˜ )Tn − (Y − Y˜ )Sn
)
≡ 0.
(ii) ⇒ (iii) Let Un ⊂⊂ O a sequence of relatively compact domains with Un ↗
O. Then 1Un → 1O and (iii) follows from (ii) with the convergence theorem for
stochastic integrals.
(iii) ⇒ (i) Let S ≤ T such that Xt(ω) ∈ O for all ω ∈ {S < T} and all t ∈
[S(ω), T (ω)]. Then by (iii),(
(YT − YS)− (Y˜T − Y˜S)
)
1{S<T} =
∫
1{S<T}1[S,T ]d(Y − Y˜ )
=
∫
1{S<T}1[S,T ]1{Xτ∈O}d(Y − Y˜ )
= 0,
which implies (i). 
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Let now Y be a semimartingale on {X ∈ O}. For U ⊂⊂ O we define ∫ 1{Xτ∈U}dYτ
in the following way: Let Sn, Tn be the stopping times defined in the proof of
Lemma 5.2.2. Set ∫ t
0
1{Xτ∈U}dYτ :=
∞∑
n=0
∫ Tn∧t
Sn∧t
1{Xτ∈U}dYτ . (5.18)
Since Tn ↗∞ as n→∞,
∫ t
0
1{Xτ∈U}dYτ is defined for all t ∈ R+. This definition
is coherent with the usual integral if Y is a semimartingale. Moreover, it is the
unique continuous semimartingale Z such that
∫
1{Xτ∈U}dZτ = Z and dZ = dY
on {X ∈ U}.
So we have shown that for all U ⊂⊂ O there is a continuous semimartingale Z
such that dZ = dY on {X ∈ U}. This is a standard assumption in §3 of [Sch80].
More delicate is the question if there is also a continuous semimartingale Z such
that dZ = dY on {X ∈ O}, or equivalently, if ∫ 1{Xτ∈O}dYτ is well-defined. This
is not always the case, as indicated in the next
Example 5.2.3 (i) Consider the deterministic continuous real-valued processXt :=
t(sin 1/t + 2) (with X0 = 0). Let O :=]0,∞[. Then {X ∈ O} =]0,∞[ (more pre-
cisely, {X ∈ O} = Ω×]0,∞[, but since X is deterministic, we can forget about
Ω). Clearly, X is locally of finite variation on {X ∈ O} and hence X is a semi-
martingale on {X ∈ O}. But X is not locally of finite variation on [0,∞[ and
hence not a semimartingale. Namely, fix T > 0 and let Un :=]1/n, T [. Then∫
1{Xτ∈Un}|dX|τ →∞.
Assume now that there is a function Z : [0,∞[→ R such that Z is locally
of finite variation (i.e., Z is a semimartingale) such that dX = dZ on {X ∈
O}. Then ∫ 1{Xτ∈Un}|dZ|τ is uniformly bounded in n. But on the other hand,∫
1{Xτ∈Un}|dX|τ =
∫
1{Xτ∈Un}|dZ|τ for all n, which is a contradiction.
(ii) A more interesting example is Reflecting Brownian motion in a cusp, as de-
fined in [DT93b]: Consider the symmetric cusp C := Cβ := {(x1, x2) ∈ R2 : x1 ≥
0,−xβ1 ≤ x2 ≤ xβ1}, where β > 1. The authors construct a diffusion X on C
which they call reflecting Brownian motion in C. This process behaves like two-
dimensional Brownian motion as long as it is in C◦, the interior of C, and hence
it is a semimartingale on {X ∈ C◦}. Let X be reflecting Brownian motion in C
starting at 0. In [DT93a] the same authors show that X is a semimartingale in
R2 if and only if β < 2. In particular, if β ≥ 2, X cannot be a uniformly bounded
semimartingale on {X ∈ C◦}.
The next definition gives a sufficient condition to ensure that
∫
1{Xτ∈O}dYτ is well-
defined, which is proved in Proposition 5.2.5 below. Actually, this condition is also
necessary as one can easily see.
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Definition 5.2.4 Let X : Ω × R+ → M be a continuous adapted process and
let O ⊂ M open. Let Y be a semimartingale on {X ∈ O}. We say that Y is
uniformly bounded on {X ∈ O} if there is a γ > 0 such that ‖ ∫ 1{Xτ∈U}dYτ‖ ≤ γ
for all U ⊂⊂ O, cf. (5.14).
X is called locally uniformly bounded on {X ∈ O} if there is an sequence Tn of
stopping times increasing to ∞ such that the stopped process XTn is uniformly
bounded on {X ∈ O} for all n.
Proposition 5.2.5 (i) Let X : Ω×R+ →M be a continuous adapted process and
let O ⊂ M open, where M is a proper metric space. Let Y be a semimartingale
on {X ∈ O} that is locally uniformly bounded on {X ∈ O}. Then there is a
unique continuous semimartingale Z such that
∫
1{Xτ∈O}dZτ = Z and dZ = dY
on {X ∈ U} (or equivalently, ∫ 1{Xτ∈U}dZτ = 1{Xτ∈U}dYτ) for all U ⊂⊂ O. We
set ∫
1{Xτ∈O}dYτ := Z (5.19)
(ii) Let X : Ω× R+ → Rn be a continuous adapted process and let O ⊂ Rn open.
Assume that X is a semimartingale on {X ∈ O} that is locally uniformly bounded
on {X ∈ O}, i.e. the coordinate processes w.r.t some basis are locally uniformly
bounded on {X ∈ O} 1. Let f : O → R smooth such that the first and second
derivatives of f are uniformly bounded on O. Then
∫
1{Xτ∈O}df(Xτ ) exists in the
sense of (5.19).
Proof : The uniqueness follows from Lemma 5.2.2. For the existence, assume first
that Y is uniformly bounded on {X ∈ O}. Let Uk ⊂⊂ O be a sequence of domains
increasing to O. Put Y k :=
∫
1{Xτ∈Uk}dYτ .
For a continuous semimartingale S =M + A, set
bSct := 〈M〉t +
∫ t
0
|dA|τ (5.20)
Let k ≤ l. Then ∫ 1{Xτ∈Uk}dY lτ = ∫ 1{Xτ∈Uk}dY kτ and hence
bY kct − bY kcs = b
∫
1{Xτ∈Uk}dY
l
τ ct − b
∫
1{Xτ∈Uk}dY
l
τ cs
=
∫ t
s
1{Xτ∈Uk}d〈Y l〉τ +
∫ t
s
1{Xτ∈Uk}|dAl|τ
≤
∫ t
s
1{Xτ∈Ul}d〈Y l〉τ +
∫ t
s
1{Xτ∈Ul}|dAl|τ
= bY lct − bY lcs
1This is fulfilled in particular if X is a semimartingale on the whole Rn.
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In particular, bY kc increases to some continuous nondecreasing process K and
dbY kc ≤ dK. Moreover, E[K∞] ≤ limk→∞E
[〈Y k〉∞ + ∫∞0 |dAk|τ] < ∞ since‖Y k‖ is uniformly bounded by assumption. Now 1{Xτ∈Ul\Uk} → 0 as k, l→∞ and
consequently
E
[
sup
t
|Y kt − Y lt |
]
= E
[
sup
t
|
∫ t
0
1{Xτ∈Ul\Uk}dY
l
τ |
]
≤ E
[∫ ∞
0
1{Xτ∈Ul\Uk}dKτ
]
→ 0.
Thus Y l − Y k → 0 uniformly in probability and consequently there is a continu-
ous semimartingale Z such that Y k → Z uniformly in probability and Z has the
desired properties. A standard localization procedure shows then the assertion for
the case that Y is locally uniformly bounded on {X ∈ O}.
(ii) follows from (i) with Y = f(X) and an application of Itoˆ’s formula. 
Local-to-global
We first quote a useful Lemma, also known as ’space-time-localization’:
Lemma 5.2.6 Let M be a metric space, (Ω,Ft, P ) a filtered probability space and
X : Ω× R+ → M a continuous adapted process. Let (Ok)k∈N be a countable open
covering of M . Then there is a sequence (Tl)l∈N of stopping times with T0 = 0,
Tl ≤ Tl+1, supl Tl = ∞ such that for all l ∈ N, X|[Tl,Tl+1]∩{S<T} ∈ Ok for some
k ∈ N.
Proof : [E´me89], Lemma 3.5. 
Next we prove a certain ’sheaf property’ of stochastic integrals that are local-
ized by a continuous process. Namely, if a stochastic integral is defined locally on
a covering family of neighborhoods, then it is defined globally:
Lemma 5.2.7 Let M be a metric space, (Ω,Ft, P ) a filtered probability space and
X : Ω×R+ →M a continuous adapted process. Let (Oα)α∈A be a open covering of
M . Let Y α be a family of semimartingales such that for all α, β ∈ A, dY α = dY β
on {X ∈ Oα ∩ Oβ}. Then there is a unique continuous semimartingale Y with
Y0 = 0 such that for all α ∈ A, dY = dY α on {X ∈ Oα}.
Proof : Let (Ok)k∈N be a countable covering subordinated to (Oα)α∈A, i.e. for
all k, Ok ⊂ Oα for some α. By Lemma 5.2.6, there is a sequence Tl of stopping
times such that X|[Tl,Tl+1]∩{Tl<Tl+1} ∈ Ok ⊂ Oα for some k = k(l) ∈ N and some
α = α(l) ∈ A. Put
Yt :=
∑
l
(Y
α(l)
t − Y α(l)Tl )1|[Tl,Tl+1](t). (5.21)
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Let now α ∈ A and let S ≤ T be two stopping times such that X|[S,T ] ∈ Oα.
Then X|[(S∨Tl)∧T,S∨(T∧Tl+1)] ∈ Oα ∩ Oα(l) for all l ∈ N and hence by assumption,
Y(S∨Tl)∧T − YS∨(T∧Tl+1) = Y α(S∨Tl)∧T − Y αS∨(T∧Tl+1) for all l. Thus
Y αT − Y αS =
∑
l
Y α(S∨Tl)∧T − Y αS∨(T∧Tl+1)
=
∑
l
Y(S∨Tl)∧T − YS∨(T∧Tl+1)
= YT − YS.
This shows that dY α = dY on {X ∈ Oα}.
The uniqueness is proved analogously. Namely, for S = 0 and T = t ∈ R+,
repeat the arguments from above in order to show that any semimartingale Y˜ that
satisfies the properties stated in the Lemma must be equal to Y , defined in (5.21).

5.3 Parts of Markov processes
Let us briefly recall a standard procedure of localization in space for Markov pro-
cesses. In this section, M denotes a locally compact Hausdorff space. IF X is a
Markov process in M and O ⊂ M an open set, then the part of X on O will be
the process that is obtained by ’killing’ X as soon as it reaches X \O.
Definition 5.3.1 (i) Let X = (Ω, (Xt)t≥0,F , (P x)x∈M∆) be a Markov process in
M . Let O ⊂M be an open set. Set
XOt (ω) :=
{
Xt(ω) if 0 ≤ t < τO(ω)
∆ else
(5.22)
The part of X on O is the process XO = (Ω, (XOt )0≤t≤ζ ,F , (P x)x∈O∆).
(ii) Let µ be a measure on M , (E ,D(E)) be a Dirichlet form on L2(M,µ). The
part of E on O is the Dirichlet form
EO := E , D(EO) := {f ∈ D(E) : f = 0 q.e. on O}. (5.23)
Note that the part of a process or a Dirichlet form on O can also be defined even
if O is not open, cf. [FO¯T94], chapter 4.4. and appendix A.2. However, we do not
need this here in full generality, and if O is open, then taking parts respects many
nice properties of processes and forms, which is the subject of the next
Proposition 5.3.2 (i) XO is a Markov process on O with transition function
pOt (x,B) := P
x(Xt ∈ B, t < τO). (5.24)
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If X is a Hunt process, then so is XO.
(ii) Let E be a regular Dirichlet form on L2(M,µ) such that X is associated to E.
Then EO is a regular Dirichlet form on L2(M,µ) and XO is associated to EO.
(iii) Let X be a continuous strong Feller process on a metric space M such that
for all relatively compact open subsets U ⊂⊂ O and all  > 0,
lim
t↘0
sup
x∈U
P (t, x,M \B(x)) = 0. (5.25)
Then XO is strong Feller.
Proof : (i) [FO¯T94], Theorem A.2.10.
(ii) [FO¯T94], Theorem 4.4.2 and Theorem 4.4.3.
(iii) is proved in the Corollary to Theorem 13.3 in [Dyn65]. 
Denote by F0
τ−O
the smallest σ−algebra containing all F0t ∩ {t < τO} (t ≥ 0).
Then F0
τ−O
is generated by the family of sets{
A =
n⋂
i=0
{Xti ∈ Bi, ti < τO} : n ∈ N, Bi ∈ B(O)
}
.
Thus for any x ∈ O, the restriction of P x to F0
τ−O
is uniquely determined by
its transition function pO. Likewise, the restriction of P x to F0τ−O is uniquely
determined by pO, where F0τ−O is the completion of F0τ−O w.r.t. P
x. This observation
leads to the following useful localization Lemma:
Lemma 5.3.3 Let X = (Ω, (Xt)t≥0,F , (P x)x∈M∆) and X˜ = (Ω, (Xt)t≥0,F , (P˜ x)x∈M∆)
be two Markov processes on M such that pO(t, x, B) = p˜O(t, x, B) for all t ≥ 0, all
x ∈ O and all B ∈ B(O). Then the following holds:
(i) For all x ∈ O, P x and P˜ x coincide on F0
τ−O
and on F0τ−O , where F
0
τ−O
is the
completion of F0
τ−O
w.r.t. P x.
(ii) Let x ∈ O and let σ be a stopping time such that σ < τO P x−a.s. Let
f : O → R be a bounded measurable function. Then Ex[f(Xσ)] = E˜x[f(Xσ)].
Proof : (i) was proved just before the Lemma.
(ii) We have that Xσ is Fσ−measurable since X and X˜ are progressively measur-
able. So let A ∈ Fσ, which means that A ∩ {σ ≤ t} ∈ Ft for all t ≥ 0. Then
A ∩ {σ < τO} =
⋃
q∈Q
A ∩ {σ ≤ q} ∩ {q < τ} ∈ F0τ−O .
Now since P x({σ < τO}) = 1, A ∈ F0τ−O and hence Fσ ⊂ F
0
τ−O
. Thus (ii) follows
from (i). 
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Example 5.3.4 Let (M, g) ⊂ V be an admissible piecewise smooth Riemannian
polyhedron and letX be Brownian motion inM . SoX is the strong Feller diffusion
associated to the canonical Dirichlet form E . Let O ⊂M be an open set. It follows
from Lemma 2.4.7 (i) that X satisfies condition (5.25). Consequently, XO is a
strong Feller process that is associated to EO, given by
EO(f, g) =
∫
O
〈∇f(x)∇g(x)〉dx, D(EO) = C∞0 (O). (5.26)
Let now (M˜, g˜) ⊂ V be another Riemannian polyhedron with corresponding Brow-
nian motion X˜ and canonical energy E˜ . We can assume that X and X˜ are realized
as canonical processes on Ω = C(R+, V∆), so they only differ by the measures P x
and P˜ x.
Let M ∩ M˜ 6= ∅, and let O ⊂ M ∩ M˜ that is open both in M and M˜ . Clearly,
EO = E˜O and hence for every bounded continuous function f : O → R and all
t ≥ 0,
pOt f(x) = p˜
O
t f(x) (5.27)
for quasi every x ∈ O. Because pO and p˜O are Feller, (5.27) holds for all x ∈ O.
Assume now that O is relatively compact and let f : O → R be a continuous
function. Let On be a sequence of relatively compact open sets such that for all n,
O \B1/n(∂O) ⊂ On ⊂ On ⊂ O.
Let n0 ∈ N. Then for all x ∈ On0 and all n ≥ n0, τn < τ P x−a.s. and hence
from Lemma 5.3.3 (ii) it follows that Ex[f(Xτn)] = E˜
x[f(Xτn)]. Now τn ↗ τ = τO
P x−a.s. and hence it follows from the continuity of X and X˜ that
Ex[f(Xτ )] = E˜
x[f(Xτ )]. (5.28)
Now since every x ∈ O is contained in On0 for some n0 ∈ N, (5.28) holds for all
x ∈ O.
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α(dX), 54∫
b(dX, dX), 51
∂M , 14
∂ϕx, 36
∂uϕ(x), 36
admissible, 62, 72
approximating sequence, 91
barycenter, 117
canonical, 123
map, 117
space, 117
bilinear form, 16
boundary, 14
Brownian motion, 70, 80, 156
Local time, 95
martingale, 104
semimartingale, 77
CAT(κ) space, 104
chart, see simplicial chart
conditional expectation, 121
filtered, 126, 128
convex
κ−convex function, 103
function, 36
convex barycenter, 84
piecewise smooth, 84
coordinates, see chart
coupling, 115
Darling’s characterization, 83
dimensionally homogeneous, 14
Dirichlet problem, 72
energy, 62, 109
Euclidean
complex, 34
cone, 20
cone complex, 34
cone over Y , 35
conical polyhedron, 34
polyhedron, 34
expectation, 117
extension of f , 11, 12, 88
face, 6
FCE, see filtered conditional expecta-
tion, 128
Gaussian estimates, 64, 65
geodesic, 118
space, 118
harmonic
function, 70
map, 109
structure, 70
heat kernel, 63
Hessian, 21
interior, 14
intrinsic distance, 22, 35
inverse exponential map, 31
Ishihara’s characterization, 110
isometric triangulation, 34
Itoˆ
formula, see local Itoˆ formula
integral, 54
Jensen’s inequality, 124
Kunita-Watanabe inequality, 146
Levi-Civita-connection, 20
lifetime, 68
linear
complement, 9
form, 16
link, 20
local
(q, r)−local, 45
local at S, 9
local Itoˆ formula, 49, 56
Index 165
intrinsic, 99
local time, 146
directional, 47
measure, 92, 94
localization in space, 149
martingal
convergence Theorem, 127
martingale
local, 102, 108
local strong, 108, 143
on {X ∈ O}, 149
strong, 107, 128
mesh
of a partition, 127
of a triangulation, 91
non-confluence of martingales, 130
nonlinear Markov operator, 122
normal chart, 19
NPC space, 104, 123
orthogonal complement, 18, 35
part
of a Dirichlet form, 154
of a Markov process, 154
piecewise
affine, 10
differentiable structure, 15
linear, 10
smooth, 10
polyhedron, 14
Riemannian, 18
proper, 23
quadratic variation, 61, 141
b-quadratic variation, 52
radial, 36, 97
regular
at S, 99
conditional probability, 120
for (∆n)n∈N, 139
set, 70
Riemannian
polyhedron, 18
Riemannian volume measure, 62
scaffold, 6
canonical, 19, 35
second fundamental form, 22, 34
semimartingale, 46, 51, 90
on {X ∈ O}, 149
uniformly bounded on {X ∈ O},
152
simplicial
atlas, 14
chart, 14
complex, 14
cone, 6
cone complex, 6
manifold, 14
map, 10
special normal coordinates, 19, 32
spider-martingale, 96, 106
star, 9
k−star, 8, 106, 123
Stratonovic integral, 53
subharmonic, 70
submartingale
on {X ∈ O}, 149
tangent space, 9, 15
tangential, 10
transversal, 10
triangulation, 6, 14
isometric, 23
variance inequality, 124
vector field, 16
Walsh’s Brownian motion, 80, 95
Wasserstein distance, 115
