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The m-step solvable Grothendieck conjecture for genus 0 curves
over finitely generated fields
Naganori Yamaguchi
Abstract
In this paper, we present some partial results for the m-step solvable Grothendieck conjecture in
anabelian geometry. Among other things, we prove the 3-step solvable Grothendieck conjecture for
genus 0 curves over fields finitely generated over the prime field of arbitrary characteristic.
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Introduction
In this paper, a curve over a field k is defined as a one-dimensional scheme geometrically connected,
separated and of finite type over k.
Let X, X˜ be smooth proper curves over k and D, D˜ etale divisors of X, X˜, respectively. Set U :=
X − D, U˜ := X˜ − D˜. Let π1(U), π1(U˜ ) denote the etale fundamental groups of U, U˜ , respectively, and
πtame1 (U), π
tame
1 (U˜) the tame fundamental groups of U, U˜ , respectively.
Let g(U) be the genus of U (
def
= the genus of X). We say that U is affine when deg(D) > 0, and U is
hyperbolic when 2− 2g(U)− deg(D) < 0.
The Grothendieck conjecture (in anabelian geometry) asks: if a Gk-isomorphism π1(U) ∼= π1(U˜) exists,
does a k-isomorphism U ∼= U˜ exist? About this conjecture, we already have many results. For example, we
have the following results.
Theorem. ([6]Theorem A) Let k be a field finitely generated over Q and U, U˜ hyperbolic curves over k.
Then the following holds.
π1(U) ∼=
Gk
π1(U˜) =⇒ U ∼=
k
U˜
1
Theorem. ([10]Theorem 1) Let k be a field finitely generated over a finite field and U, U˜ non-isotrivial affine
hyperbolic curves over k. Then the following holds.
πtame1 (U)
∼=
Gk
πtame1 (U˜) =⇒ U(n) ∼=
k
U˜(n˜) for some n, n˜ ∈ N ∪ {0}
Here, U(n) and U˜(n˜) are the n-th Frobenius twist of U and the n˜-th Frobenius twist of U˜ , respectively.
Let m ∈ N and let π(m)1 (U) be the quotient of π1(U) divided by the m-step derived subgroup of π1(Uk)
(Definition 1.1.1). Let Π(U) be the maximal prime-to-ch(k) quotient of π1(Uk). (In the case ch(k) =
0, Π(U) = π1(Uk).) Let Π
m
(U) be the maximal m-step solvable quotient of Π(U) and set Π(m)(U) :=
π1(U)/Ker(π1(Uk)→ Π
m
(U)).
With this notation, we consider the following question.
π
(m)
1 (U)
∼=
Gk
π
(m)
1 (U˜) =⇒ U ∼=
k
U˜ ?
This question is referred to as the m-step solvable Grothendieck conjecture. For the m-step solvable
Grothendieck conjecture, we have some previous results, such as [7]Theorem B (m = 2, k a number field
satisfying certain conditions, g(U) = 0) and [6]Theorem A′ (m ≥ 5, k a sub-p-adic field, g(U) general).
In this paper, we present some new results for the m-step solvable Grothendieck conjecture. Among
other things, we prove the 3-step solvable version of the above theorems (with a certain non-isotriviality
assumption in positive characteristic). More precisely, when ch(k)6= 0, consider the following assumption for
U (cf. Theorem 2.4.1).
(∗) : For each S′ ⊂ (Uk)cpt − Uk with |S′| = 4, the curve (Uk)cpt − S′ is not isotrivial.
It is clear that U is not isotrivial if Usatisfies (∗) and |Xk − Uk| ≥ 4. The following is the main theorem of
this paper.
Theorem. Let k be a field finitely generated over the prime field, m ≥ 3 and U, U˜ genus 0 hyperbolic curves
over k. If, moreover ch(k) > 0, we assume (*) for U . Then the following holds.
Π(m)(U) ∼=
Gk
Π(m)(U˜) =⇒
U
∼=
k
U˜ (ch(k) = 0)
U(n) ∼=
k
U˜(n˜) for some n, n˜ ∈ N ∪ {0} (ch(k) > 0)
In section 1, we investigate maximal m-step solvable quotients of pro-C free groups and inertia groups
of Π
m
(U). The main result of this section is the group-theoretical reconstruction of inertia groups and
decomposition groups at cusps of Π
m
(U) (see Corollary 1.4.8). In section 2, we show the m-step solvable
Grothendieck conjecture for genus 0 curves over fields finitely generated over the prime field for m ≥ 3. The
main tool of the proof is the rigidity invariants (Definition 2.1.1). In Appendix, we give pro-C Blanchfield-
Lyndon theory. The results of Appendix are only used in subsection 1.1 (see Lemma 1.1.8), and the results
of section 1 and section 2 are not used in Appendix.
Notation 1. Throughout this paper, we fix the following notations
(i) Let Z be the set of all integers and N the set of all positive integers.
(ii) m ∈ N.
(iii) For topological groups, the term “generated” means “topologically generated”. For example, the de-
rived subgroup is (topologically) generated by all commutators.
(iv) For more notations and assumptions., see Notation 2 in subsection 1.1 and Notation 3 in subsection
1.2.
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2
1 Reconstruction of inertia groups and decomposition groups at
cusps
In this section, we reconstruct inertia groups and decomposition groups at cusps of the maximal m-
step solvable quotient of fundamental groups of curves, group-theoretically. In subsection 1.1, we show some
properties of the maximalm-step solvable quotients of free pro-C groups. Here the most important ingredient
is pro-C Blanchfield-Lyndon theory. (See the proof of Lemma 1.1.8.) In subsection 1.2, we introduce some
notations and show basic properties of inertia groups and decomposition groups at cusps. In particular, we
investigate the intersection of two inertia groups. In subsection 1.3, we investigate the weight filtration of
the abelianized fundamental group of curves. In subsection 1.4, we reconstruct inertia groups by using the
notion of maximal cyclic group of cyclotomic type.
This section mainly refers to sections 2 and 3 of [8].
1.1 The maximal m-step solvable quotients of free pro-C groups
In this subsection, we give the definition of free pro-C groups and some results on them. The main object
in this subsection is the centralizer of the group generated by an element of a basis of a free pro-C group.
In later subsections, this group coincides with inertia groups.
Definition 1.1.1. Let G be a topological group and m ∈ N. We set G[0] := G, G[m] := [G[m−1], G[m−1]].
G[m] is called the m-step derived subgroup of G, and Gm := G/G[m] is called the maximal m-step solvable
quotient of G.
Definition 1.1.2. Let C be a class of finite groups. We say that C is almost full if C is closed under taking
quotients, subgroups and direct products. We say that C is full if C is almost full and closed undertaking
extensions.
Moreover, we introduce the following notations.
• prime(C):={l ∈ N | l is a prime satisfying Z/lZ ∈ C.}
• N(C) := {n ∈ N | Z/nZ ∈ C}
• ZC :=
∏
l∈prime(C)
Zl
Let G be a profinite group. We denote the maximal pro-C quotient of G by GC . (If C coincides with
the class of all ℓ-groups, we write Gpro-ℓ instead of GC .)
Definition 1.1.3. Let C be an almost full class of finite groups, Y a set and G a pro-C group. we say that
a map ι : Y → G converges to 1 if Y − ι−1(H) is a finite subset for each open normal subgroup H of G.
Let F be a pro-C group and X a subset of F . We say that F is a free pro-C group with basis X if the
following hold.
(1) The natural injection X →֒ F converges to 1 and X generates F .
(2) Each pro-C group G and each map ψ : X → G which converges to 1 and satisfies G = 〈ψ(X)〉 extends
uniquely to an epimorphism Ψ : F → G.
For each set X , a free pro-C group with basis X exists and is uniquely determined up to an isomorphism
([2]Lemma 17.4.6). We denote it by FC(X). (When X = ∅, FC(X) = {1}.)
Example 1.1.4. Let C be an almost full class of finite groups.
(1) If |X | is finite, FC(X) is isomorphic to the pro-C completion of a discrete free group with basis X .
(2) Let X be a set and {Xi}i∈I the set of all finite subsets of X . For each pair i, j ∈ I that satisfy Xi ⊂ Xj ,
define a map Xj → FC(Xi) by x 7→ x for x ∈ Xi and x 7→ 1 for x ∈ Xj − Xi. By Definition 1.1.3,
we get τij : F
C(Xj) ։ F
C(Xi). Also, For each i ∈ I, define a map X → FC(Xi) by x 7→ x for
3
x ∈ Xi and x 7→ 1 for x ∈ X −Xi. By Definition 1.1.3, we get τi : FC(X) ։ FC(Xi). Then it holds
τik = τij ◦ τjk and τi = τij ◦ τj if Xi ⊂ Xj ⊂ Xk. Thus, {τij}i,j∈I forms a projective system and we get
FC(X)→ lim←−F
C(Xi). By [2]Lemma 17.4.9(b), it is isomorphic.
Set m ∈ N and Cm := {M ∈ C ∣∣ M [m] = {1}}. Then Cm is also almost full and FCm(X) ≃ FC(X)m
holds. Therefore, we get τmi : F
C(X)m ≃ lim←−
i∈I
FC(Xi)
m.
Notation 2. From now on, we fix the following notations.
(i) C is a full class of finite groups which contains a non-identity group.
(ii) F is a free pro-C group and X is a free basis of F .
Lemma 1.1.5. Fm is torsion-free.
Proof. We consider the following exact sequence.
1→ F [m−1]/F [m] → Fm → Fm−1 → 1 (m ≥ 2)
Note that F [m−1] is a free pro-C group for each m ≥ 2 by [2]Proposition 25.8.1. Also, the abelianization of
a free pro-C group is torsion-free because C is full. Thus, Fm is torsion-free by induction on m.
Proposition 1.1.6. Let x ∈ X and α ∈ ZC − {0}. Then the following holds.
ZFm(xα) ⊂ 〈x〉 · F [m−1]/F [m]
Here, ZFm(xα) stands for the centralizer of xα in Fm.
Proof. (cf. [9] Lemma 2.1.2) If m = 1, the assertion is clear because F [0]/F [1] = F1. Thus, we may assume
that m ≥ 2. First, we consider the case |X | <∞.
Let y ∈ ZFm(xα). For each N
op
⊳F such that (F/N)[m−1] = {1} (or, equivalently, N ⊃ F [m−1]), consider
the natural surjection ρN : F → F/N . Then
ρN (y) ∈ 〈ρN (x)〉 for all N ⇒ y ∈ 〈x〉 ·N/F [m] for all N
⇒ y ∈
⋂
N
(
〈x〉 ·N/F [m]
)
= 〈x〉 ·
⋂
N
(
N/F [m]
)
= 〈x〉 · F [m−1]/F [m]
Thus, it suffices to prove that ρN (y) ∈ 〈ρN (x)〉 for all N . We fix any N and write G := F/Nand ρ := ρN .
Write α = (αℓ)ℓ∈prime(C) ∈ ZC − {0} and fix ℓ ∈ prime(C) such that αℓ 6= 0. We also fix a sufficiently
large s and an injection G →֒ GLs(Zℓ) (say, arising from a permutation representation). Via this injection,
we regard G as a subgroup of GLs(Zℓ). Further, we set
G′ :=
{ (
A B
0 C
)
∈ GL2s(Zℓ)
∣∣∣∣ A ∈ G, C ∈ 〈ρ(x)〉} .
By consider the diagonal component
(
A 0
0 C
)
and the unipotent component
(
1 B
0 1
)
, we obtain the
following exact sequence.
1→
{(
1 B
0 1
)∣∣∣∣B ∈Ms(Zℓ)}→ G′ → G× 〈ρ(x)〉 → 1 (1.1)
The right term of (1.1) is a pro-Cm−1 group and the left term is a pro-C1 group because ℓ ∈ prime(C).
Thus, G′ is a pro-Cm group.
We set x1 := x and X := {x1, x2, · · · , xs}. We define a map X → G′ by
x 7→
(
ρ(x) ρ(x)
0 ρ(x)
)
, xi 7→
(
ρ(xi) 0
0 1
)
(2 ≤ i ≤ s).
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This map extends to ψ : Fm → G′ by Example 1.1.4(2). Set g := |G|, then we get
ψ(xαg) =
(
ρ(x) ρ(x)
0 ρ(x)
)αg
=
(
1 gαℓ
0 1
)
Write ψ(y) =
(
ρ(y) B
0 C
)
. As y ∈ ZFm(xα), y and xαg are commutative. Therefore, the following two
products in G′ are equal.
ψ(y)ψ(xαg) =
(
ρ(y) B
0 C
)(
1 gαℓ
0 1
)
=
(
ρ(y) gαℓρ(y) +B
0 C
)
ψ(xαg)ψ(y) =
(
1 gαℓ
0 1
)(
ρ(y) B
0 C
)
=
(
ρ(y) gαℓC + B
0 C
)
By comparing the (1,2) components, we get ρ(y) = C ∈ 〈ρ(x)〉. Thus, the assertion holds if |X | <∞.
Finally, we consider the case |X | = ∞. Let {Xi}i∈I be the set of all finite subsets of X that contain x.
For each i ∈ I, consider the following commutative diagram for Xi.
ZFm(xα) ⊂ Fm
τmi //
p

FC(Xi)
m
pi

ZFC(Xi)m((τ
m
i (x))
α)⊃
❴

〈x〉 ⊂ Fm−1 τ
m−1
i // FC(Xi)m−1 〈τm−1i (x)〉⊃
Here, τmi , τ
m−1
i are the projections defined in Example 1.1.4(2) for C
m, Cm−1, respectively. As |Xi| < ∞,
we obtain pi(ZFC(Xi)m((τ
m
i (x))
α)) ⊂ 〈τm−1i (x)〉. Therefore, τm−1i ◦ p(ZFm(xα)) ⊂ 〈τm−1i (x)〉 holds for all
i ∈ I. Observe that lim←−
i∈I
〈τm−1i (x)〉 ⊂ Fm−1 is equal to 〈x〉 ⊂ Fm−1. So, we obtain p(ZFm(xα)) ⊂ 〈x〉, hence
ZFm(xα) ⊂ 〈x〉 · F [m−1]/F [m].
In Proposition 1.1.6, if α ∈ Z − {0}, we have a more accurate and stronger result. (See Proposition
1.1.10 below.) For this, let G be a pro-C group. We define the completed group ring of G as ZC [[G]] =
lim←−
H
op
⊳G
ZC [G/H ]. The conjugate action Fm−1 y F [m−1]/F [m] naturally extends to an action ZC [[Fm−1]] y
F [m−1]/F [m], by which F [m−1]/F [m] is regarded as a ZC [[Fm−1]] module.
Lemma 1.1.7. Let x ∈ X and l ∈ prime(C). Define γ = (γp)p∈prime(C) ∈ ZC by γp = 0 (p 6= l), γp = 1 (p =
l). Assume that |X | is finite. Then the following hold.
(1) For all n 6= 0, ZC [[F1]] ∋ xn − 1 is a non-zero-divisor.
(2) If moreover |prime(C)| ≥ 2, ZC [[F1]] ∋ xγ − 1 is a zero-divisor.
Proof. Because F is a free pro-C group with basis X , we have an isomorphism F1 ∼= ⊕
X
ZC . Via this
isomorphism, we identity F1 with ⊕
X
ZC .
(1) x is invertible in ZC [[F1]] and x−n − 1 = −x−n(xn − 1). Thus, we may assume that n > 0.
Set A := ZC [[
⊕
X−{x}
ZC ]]. We get ZC [[F1]] = lim←−
N∈N(C)
A[Z/NZ] by definition. Let y = (yN )N be an
element of ZC [[F1]] that satisfies (xn − 1)y = 0, and write yN =
N−1∑
i=0
cNi x
i ∈ A[Z/NZ]. By assumption, we
have 0 = (xn − 1)yN = (xn − 1)
∑
cNi x
i. Thus,
∑
(cNi−n − cNi )xi = 0 and then cNi−n = cNi . (Here, we identify
the set of subscripts {0, 1, · · · , i, · · · , N − 1} with Z/NZ.)
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Set n = n′n′′(n′ ∈ N(C), n′′ coprime to all elements of prime(C)) and take any M ∈ N(C) that satisfies
n′ | M and any k ∈ N(C). As 〈n〉 = 〈n′〉 ⊂ Z/kMZ, we get ckMi−n′ = ckMi , hence ckMi−M = ckMi holds.
Considering the projection A[Z/kMZ]→ A[Z/MZ], we get cMi = kckMi . (See the following diagram (1.2).)
A[Z/kMZ] −→ A[Z/MZ]
ckM0 c
kM
M · · · ckM(k−1)M
...
...
. . .
...
ckMM−1 c
kM
2M−1 · · · ckMkM−1
7−→
cM0 = c
kM
0 + · · ·+ ckM(k−1)M = kckM0
...
cMM−1 = c
kM
M−1 + · · ·+ ckMkM−1 = kckMM−1
(1.2)
Thus, cMi ∈
⋂
k∈N(C)
k · A = {0} for all i, hence yM = 0. Because {M ∈ N(C) | n′|M} is a cofinal subset of
N(C), we get y = 0.
(2) If an element of ZC [[ZC ]] = ZC [[〈x〉]] (⊂ ZC [[F1]]) is a zero-divisor of ZC [[ZC ]], then it is also a zero-
divisor of ZC [[F1]]. Thus, we may assume |X | = 1.
Set [β] := (β, 0) ∈
( ∏
prime(C)∋p6=ℓ
Zp
)
× Zℓ = ZC for β ∈
∏
prime(C)∋p6=ℓ
Zp. (We consider [β] as an element
of the coefficient ring ZC of ZC [[ZC ]].)
We fix an element β ∈
( ∏
prime(C)∋p6=ℓ
Zp
)
− {0} (which exists by the assumption |prime(C)| ≥ 2) and we
define y = (yN )N ∈ ZC [[ZC ]] = lim←−
N∈N(C)
ZC [Z/NZ] as follows.
∀u ∈ N ∪ {0} , ∀N ∈ N(C) with ℓ 6 |N, yℓuN := [ℓ−uβ](1 + xN + · · ·+ x(ℓu−1)N )
We claim that (xγ−1)yℓuN = 0 holds for all u andN . Indeed, there exist intergers a, b such that aℓu+bN = 1.
Then we have ZC [Z/ℓuNZ] ∋ xγ−1 = xbN −1 and then (xN −1)|(xγ−1). Therefore, we get (xγ−1)yℓuN =
[ℓ−uβ](1 + xN + · · ·+ x(ℓu−1)N )(xγ − 1) = 0. Thus, as desired y is a zero-divisor of xγ − 1.
In the next lemma, we use Theorem A in Appendix.
Lemma 1.1.8. Let x ∈ X and α ∈ ZC − {0}. Assume that |X | is finite and |X | 6= 1. Then the following
hold.
ZC [[F1]] ∋ xα − 1 is a non-zero-divisor ⇐⇒ ZF2(xα) = 〈x〉
Proof. Set x1 := x and X := {x1, · · · , xs}. We consider the following commutative diagram.
ZC [[F1]] 
 τ1 /
ψ1

F [1]/F [2]   τ2 /
Ψxα−1

ZC [[F1]]⊕s
ψ2

ZC [[F1]] 
 τ1 / F [1]/F [2]   τ2 / ZC [[F1]]⊕s
(1.3)
Here,
• All vertical arrows are multiplication by xα − 1.
• The map τ1 is defined to send β ∈ ZC [[F1]] to (β(x2 − 1),−β(x1 − 1), 0, · · · , 0) ∈ F [1]/F [2]. (Observe
that τ1 is injective by Lemma 1.1.7(1).)
• The injection τ2 is induced by the following isomorphism of ZC [[F1]]-modules.
F [1]/F [2] ∼= {(a1, ...as) ∈ ZC [[F1]]⊕s ∣∣ Σsi=1ai(xi − 1) = 0}
The isomorphism is obtained in the case N = F [1] of Theorem A.
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By Proposition 1.1.6 and the fact that 〈x〉 ⊂ ZF2(xα), we get ZF2(xα) = 〈x〉 · (ZF2(xα) ∩ F [1]/F [2]).
Moreover,
ZF2(xα) ∩ F [1]/F [2] =
{
h ∈ F [1]/F [2] | xαhx−α = h
}
= Ker(Ψxα−1)
Note that 〈x〉 ∩ (F [1]/F [2]) is trivial because 〈x〉 ⊂ F2 maps injectively under the projection F2 ։ F1.
Hence, 〈x〉 ∩Ker(Ψxα−1) = {1}. Therefore, we get
Ker(Ψxα−1) = {0} ⇔ ZF2(xα) = 〈x〉.
By definition,
ZC [[F1]] ∋ xα − 1 is a non-zero-divisor ⇔ Ker(ψ1) = {0} ⇔ Ker(ψ2) = {0} .
Therefore, as desired, diagram (1.3) implies
ZC [[F1]] ∋ xα − 1 is a non-zero-divisor ⇔ Ker(Ψxα−1) = {0}
Proposition 1.1.9. Let x ∈ X , l ∈ prime(C) and γ ∈ ZC as in Lemma 1.1.7. Assume |X | 6= 1. Then the
following hold.
(1) For all n ∈ Z− {0}, ZF2(xn) = 〈x〉
(2) When |prime(C)| ≥ 2, ZF2(xγ) ' 〈x〉
Proof. When |X | is finite, the assertions follow from Lemma 1.1.7 and Lemma 1.1.8. The case |X | = ∞ is
reduced to the case |X | <∞, just similarly as at the end of the proof of Proposition 1.1.6.
The next proposition is the main result of this subsection.
Proposition 1.1.10. Assume that m ≥ 2. Then ZFm(xn) = 〈x〉 holds for all x ∈ X and all n ∈ Z − {0}.
In particular, if Fm is not abelian, then Fm is center-free.
Proof. The case |X | = ∞ is reduced to the case |X | < ∞, just similarly as at the end of the proof of
Proposition 1.1.6. Hence we may assume |X | <∞.
We prove the first assertion by induction on m ≥ 2. If m = 2, the assertion holds for Proposition 1.1.9.
Suppose that m > 2 and that the assertion holds for m− 1. To prove the assertion, it is sufficient to show
that ZFm(xn) ∩ F [m−1]/F [m] is trivial by Proposition 1.1.6, .
Let G be a finite abelian group and π : Fm ։ G a surjective morphism. Set H := Ker(Fm ։
G) and H˜ := Ker(F ։ G). We have H˜m−1 ∼= Hm−1 because F [1]/F [m] ⊂ H . Hence, Hm−1 is a free pro-
Cm−1 group. Let N be the order of π(x) ∈ G. By the Nielsen-Schreier theorem, xN ∈ H˜ is an element of a
basis of H˜. Thus, xN ∈ Hm−1 is also an element of a basis of Hm−1. By assumption of induction, we obtain
ZHm−1((x
N )n) = 〈xN 〉 for all n ∈ Z − {0}. Set ρ : H ։ Hm−1. We have ρ(F [m−1]/F [m]) ⊂ Ker(Hm−1 →
Fm−1). 〈xN 〉 is mapped injectively by Hm−1 → Fm−1 since x, xN is an element of a basis of Fm−1, Hm−1,
respectively. Then we obtain 〈xN 〉 ∩ ρ(F [m−1]/F [m]) = {1}.
Note that ZFm(xn) ⊂ ZFm(xNn) and ρ(ZFm(xNn) ∩H) ⊂ ZHm−1(xNn) = 〈xN 〉. Hence, we get
ρ(ZFm(xn) ∩ F [m−1]/F [m]) ⊂ 〈xN 〉 ∩ ρ(F [m−1]/F [m]) = {1} .
Considering all G and all π, we get
ZFm(xn) ∩ F [m−1]/F [m] ⊂
⋂
F [1]/F [m]⊂Hop⊂Fm
H [m−1] = (F [1]/F [m])[m−1] = {1} .
Therefore, we obtain ZFm(xn) = 〈x〉 by induction.
Finally, we prove the second assertion. As Fm is not abelian, we have |X | ≥ 2 (and m ≥ 2). Let x, x′ ∈ X
be two distinct elements. Each of 〈x〉 and 〈x′〉 is sent injectively by Fm ։ F1, and F1 ⊃ 〈x〉 ∩ 〈x′〉 = {1}.
Therefore, by the first assertion, we obtain Z(Fm) ⊂ ZFm(x) ∩ ZFm(x′) = 〈x〉 ∩ 〈x′〉 = {1}.
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Corollary 1.1.11. Assume that m ≥ 2. Let x be an element of X . Then the following hold.
(1) 〈x〉 and f〈x〉f−1 are not commensurable for any f ∈ Fm − 〈x〉.
(2) 〈x〉 = NFm(〈x〉). (Here, NFm(〈x〉) stands for the normalizer of 〈x〉 in Fm.)
Proof. Since (2) follows from (1), it suffices to show only (1). Assume that 〈x〉 and f〈x〉f−1 are com-
mensurable. Then there exists n ∈ N such that f〈x〉f−1 ∋ xn. Hence, we get xn = fxαf−1 for some
α ∈ ZC . Note that 〈x〉 is mapped injectively by Fm ։ F1, and xn ≡ fxαf−1 ≡ xα mod F [1]/F [m]. Hence,
α = n. Therefore, we obtain f ∈ ZFm(xn) = 〈x〉 by Proposition 1.1.10. This contradicts the assumption
f ∈ Fm − 〈x〉.
1.2 Basic properties of inertia groups and decomposition groups at cusps
In this subsection, we show the basic properties of inertia groups and decomposition groups at cusps of
fundamental groups of curves. First, we introduce some notations.
Notation 3. From now on, we fix the following notations.
• Let k be a field, k an algebraic closure of k and ksep the separable closure of k in k. We set p := ch(k) ≥ 0
and assume p 6∈ prime(C).
• Cnil is defined as the class of all nilpotent groups contained in C. For each ℓ ∈prime(C), Cpro-ℓ is
defined as the class of all ℓ-groups contained in C. (Note that Cpro-ℓ coincides with the class of all
ℓ-groups, since C is full and ℓ ∈ prime(C).) Set  ∈ {(unrestricted), nil, pro-ℓ}.
• Let U be a smooth curve over k and set UL := U ×k L for each field extension L/k. Let U cpt be the
regular compactification of U (which is unique up to isomorphism) and S(U) the set of all closed points
of U cpt − U . Also, set g := g(U) := genus of (Uk)cpt, and r := r(U) := |S(Uksep)|.
• Fix an algebraically closed field Ω containingK(Uk), which induces a geometric point η : Spec(Ω)→ Uk
over the generic point of Uk. Let R ⊂ Ω be the maximal pro-C Galois extension of K(Uksep) in Ω
unramified on U and R,m ⊂ Ω the maximal m-step solvable pro-C Galois extension of K(Uksep) in
Ω unramified on U .
• We set
Π

(U) := π1(Uksep , η)
C(= π1(Uk, η)
C), Π(,m)(U) := π1(U, η)/Ker(π1(Uksep , η)։ Π

(U)m),
and let pU/k : Π
(m)(U) ։ Gk := Gal(k
sep/k) be the natural projection. By definition, we have
Π

(U) = Gal(R/K(Uksep)) and Π(,m)(U) = Gal(R,m/K(U)). We write Π,m(U) := Π(U)m. If
there is no risk of confusion, we also write Π
,m
:= Π
,m
(U), Π

:= Π

(U) and Π(,m) := Π(,m)(U).
• Let S ,m(U)x be the set of all places of R,m above x ∈ S(U) and S ,m(U) := ∪x∈S(U)S ,m(U)x.
Note that S ,m(Uksep) = S
,m(U). If there is no risk of confusion, we write S ,mx := S
,m(U)x
and S ,m := S ,m(U).
• Let n ∈ N with m ≥ n. Set (,△) is either ((unrestricted),(unrestricted)), (nil, nil), (pro-ℓ, pro-ℓ),
((unrestricted), nil), ((unrestricted), pro-ℓ) or (nil, pro-ℓ). We denote the natural surjection Π(,m)(U)→
Π(△,n)(U) by Ψ,m△,n (U), and the natural surjection S
,m(U)→ S△,n(U) by ψ,m△,n (U). If there is no
risk of confusion, we write Ψ,m△,n := Ψ
,m
△,n (U) and ψ
,m
△,n := ψ
,m
△,n (U).
• Let I
y,Π
,m
(U)
(resp. Dy,Π(,m)(U)) be the stabilizer of y ∈ S ,m(U) in Π
,m
(U) (resp. Π(,m)(U))
with respect to the natural action Π
,m
(U)y S ,m(U) (resp. Π(,m)(U)y S ,m(U)), and we call
it the inertia group (resp. the decomposition group) at y. We define the following subsets of Π
,m
(U).
I
x,Π
,m
(U)
:= ∪
y∈S ,m(U)x
I
y,,Π
,m
(U)
(x ∈ S(Uksep)) , IΠ,m(U) := ∪x∈S(Uksep )Ix,Π,m(U)
If there is no risk of confusion, we write Iy := Iy,Π,m(U), Dy := Dy,Π(,m)(U) and Ix := Ix,Π,m(U).
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• Let y, y˜ ∈ S ,m(U). If there exists x ∈ S(Uksep) (resp. x ∈ S(U)) such that y, y˜ ∈ S ,m(U)x, we say
that y and y˜ are above the same point of S(Uksep) (resp. S(U)).
From the assumption p 6∈ prime(C), we have
Π(U) ∼= the pro-C completion of
〈
α1, · · · , αg, β1, · · · , βg, σ1, · · · , σr
∣∣∣∣∣∣
g∏
i=1
[αi, βi]
r∏
j=1
σj = 1
〉
. (1.4)
Here, σ1, . . . , σr are generators of inertia groups. If m ≥ 2, we have
Π
m
(U) is not abelian ⇐⇒ Πnil,m(U) is not abelian
⇐⇒ 2− 2g − r < 0 ⇐⇒ (g, r) /∈ {(0, 0), (0, 1), (1, 0), (0, 2)}
Lemma 1.2.1. Assume that r 6= 2 or that Πm is not abelian. If y, y˜ ∈ Sm(U) are not above the same
point of S(Uksep), then Iy ∩ Iy˜ = {1}.
Proof. We may assume r ≥ 2. By (1.4), we obtain
Π
ab ∼= ZCα1 ⊕ · · · ⊕ ZCαg ⊕ ZCβ1 ⊕ · · · ⊕ ZCβg ⊕ ZCσ1 · · · ⊕ ZCσr−1
If r ≥ 3, we may assume that Iy and Iy˜ are mapped isomorphically onto ZCσ1 and ZCσ2, respectively, by
Π
m
։ Π
ab
. Since the intersection of their images is trivial, we get Iy ∩ Iy˜ = {1}.
Now, we have only to show the case that r = 2 and Π
m
is not abelian (⇔ r = 2, g ≥ 1 and m ≥ 2).
Let ℓ ∈ prime(C). Let V˜ be a connected abelian cover of degree ℓ over (Uksep)cpt, V the abelian cover of
degree ℓ over Uksep induced by V˜ and H ⊂ Πm an open subgroup corresponding to V . Then Iy, Iy˜ ⊂ H and
r(V ) = ℓr ≥ 3 by definition. Since V is an abelian cover, we can apply case r ≥ 3 to V and Hab. Hence, the
intersection of images of H ∩ Iy and H ∩ Iy˜ by H → Hab is trivial. H → Hab map injectively inertia groups
of H to inertia groups of Hab. Thus, Iy ∩ Iy˜ = (H ∩ Iy) ∩ (H ∩ Iy˜) = {1}.
The action of Π
m
(resp. Π(m)) on Sm(U)x is transitive for all x ∈ S(Uksep) (resp. x ∈ S(U)). Then, for
each pair y, y˜ ∈ Sm(U)x, there exists ρ ∈ Πm (resp. ρ ∈ Π(m)) such that ρy = y˜ (resp. ρy = y˜). Hence,
Iy,Πm and Iy˜,Πm (resp. Dy,Π(m) and Dy˜,Π(m)) are conjugate in Π
m
(resp. Π(m)).
In the following proposition, we show the converse under the same assumptions as Lemma 1.2.1.
Proposition 1.2.2. Assume that r 6= 2 or that Πm is not abelian. Then, for each pair y, y˜ ∈ Sm(U), the
following hold.
(1) y and y˜ are above the same point of S(Uksep) ⇐⇒ Iy,Πm and Iy˜,Πm are conjugate in Π
m
.
(2) y and y˜ are above the same point of S(U)⇐⇒ Dy,Π(m) and Dy˜,Π(m) are conjugate in Π(m).
Proof. (⇒) This is proved above.
(⇐)We consider (1) (resp. (2)). By assumption, There exists ρ ∈ Πm (resp. ρ ∈ Π(m)) such that Iy˜ =
ρIyρ
−1 = Iρy (resp. Dy˜ = ρDyρ−1 = Dρy).
If y, y˜ are not above the same point of S(Uksep) (resp. S(U)), then ρy, y˜ (resp. ρy, y˜) are also not above
the same point of S(Uksep) (resp. S(U)). Thus, by Lemma 1.2.1, we obtain Iρy 6= Iy˜ (resp. Dρy ∩Πm = Iρy ,
Dy˜ ∩ Πm = Iy˜ and Iρy 6= Iy˜, hence Dρy 6= Dy˜). This is absurd.
If r ≥ 1, Π = π1(Uksep )C is a free pro-C group by (1.4). If r ≥ 2, any generator of an inertia group of Π is
an element of some basis of Π. Thus, we may apply the results of subsection 1.1 to Π and its inertia groups
if r ≥ 2. In the next proposition, we use this fact and Corollary 1.1.11.
Proposition 1.2.3. Assume that r ≥ 2 and that Πm is not abelian. Then, for each pair y, y˜ ∈ Sm(U) with
y 6= y˜, the following hold.
(1) Iy,Πm and Iy˜,Πm are not commensurable. If moreover |prime(C)| = 1, Iy,Πm ∩ Iy˜,Πm = {1} holds.
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(2) Iy,Πm = NΠm(Iy,Πm) and Dy,Π(m) = NΠ(m)(Iy,Πm).
Proof. (1) By Lemma 1.2.1, we may assume that y and y˜ are above the same point of S(Uksep). Hence, there
exists f ∈ Πm such that y˜ = fy (in particular, Iy˜ = fIyf−1). As y 6= y˜, we have f ∈ Πm − Iy. Thus, the
first assertion follows from Corollary 1.1.11(1).
For the second assertion, write prime(C) = {ℓ}. Then Iy ∼= ZC = Zℓ. Since a closed subgroup of Zℓ
is trivial or open in Zℓ, Iy ∩ Iy˜ is trivial or open in Iy. Since Iy and Iy˜ are not commensurable, we have
Iy ∩ Iy˜ = {1}.
(2) Iy,Πm = NΠm(Iy,Πm) follows from Corollary 1.1.11(2). Hence, we have only to show Dy,Π(m) =
NΠ(m)(Iy,Πm). Since Iy ⊳ Dy, Dy ⊂ NΠ(m)(Iy) holds. If τ ∈ NΠ(m)(Iy), then Iy = τIyτ−1 = Iτy. So
we obtain τy = y by (1), hence τ ∈ Dy. Thus, Dy = NΠ(m)(Iy).
Remark 1.2.4. If r ≥ 2, Π2 is not abelian (⇔ (g, r) 6= (0, 2)) and |prime(C)| ≥ 2, we can construct an
example of y, y˜ ∈ S 2(U) such that y 6= y˜ but Iy ∩ Iy˜ 6= {1}. Indeed, take any y ∈ S(Uksep) and let σ be
a generator of Iy. By Proposition 1.1.9(2), there exists f ∈ ZΠ2(σγ) − Iy. Set y˜
def
= fy, then y 6= y˜ and
1 6= σγ ∈ Iy ∩ fIyf−1 = Iy ∩ Iy˜ .
The following variant of Proposition 1.2.3 with Π(m) replaced by Π(nil,m) is not contained in Proposition
1.2.3 , since Cnil is not full.
Proposition 1.2.5. Assume that r ≥ 2 and that Πnil,m is not abelian. Then, for each pair y, y˜ ∈ S nil,m(U)
with y 6= y˜, the following hold.
(1) S nil,m is identified with the fiber product over S(Uksep) of S
pro-ℓ,m for all ℓ ∈ prime(C).
(2) I
y,Π
nil,m and I
y˜,Π
nil,m are not commensurable.
(3) I
y,Π
nil,m = N
Π
nil,m(I
y,Π
nil,m) and Dy,Π(nil,m) = NΠ(nil,m)(Iy,Πnil,m).
Proof. (1) The assertion is equivalent to S nil,mx =
∏
ℓ S
pro-ℓ,m
x for all x ∈ S(Uksep). Let x ∈ S(Uksep) and
w ∈ S nil,mx . Then we have
S
nil,m
x = Π
nil,m
/Iw =
(∏
ℓ
Π
pro-ℓ,m
)
/
(∏
ℓ
Ψnil,mpro-ℓ,m(Iw)
)
=
∏
ℓ
(
Π
pro-ℓ,m
/Ψnil,mpro-ℓ,m(Iw)
)
=
∏
ℓ
S
pro-ℓ,m
x .
Hence the assertion follows.
(2) Because Π
nil,m
is equal to the product of Π
pro-ℓ,m
for all ℓ ∈ prime(C), we have only to show that there
exists ℓ ∈prime(C) such that Iψnil,mpro-ℓ,m(y) and Iψnil,mpro-ℓ,m(y˜) are not commensurable. By Proposition 1.2.3(1),
this condition is equivalent to saying that there exists ℓ ∈prime(C) such that ψnil,mpro-ℓ,m(y) 6= ψnil,mpro-ℓ,m(y˜).
Thus, the assertion follows from y 6= y˜ and (1).
(3) First, we show the first assertion. Because Π
nil,m
is equal to the product of Π
pro-ℓ,m
for all ℓ ∈ prime(C),
we have
N
Π
nil,m(Iy)
∼−→
∏
ℓ∈prime(C)
N
Π
pro-ℓ,m(Iψnil,mpro-ℓ,m(y)
) =
∏
ℓ∈prime(C)
Iψnil,mpro-ℓ,m(y)
∼←− Iy.
Here, the middle equality follows from Proposition 1.2.3(2). Next, we show the second assertion. Since
Iy ⊳Dy, Dy ⊂ NΠ(nil,m)(Iy) holds. If τ ∈ NΠ(nil,m)(Iy), then Iy = τIyτ−1 = Iτy. So we obtain τy = y by (2),
hence τ ∈ Dy. Thus, Dy = NΠ(nil,m)(Iy) and the second assertion follows.
1.3 Weight filtration
In this subsection, we define the (τ -)weights of ℓ-adic Galois representations. Let ℓ be a prime different
from p and fix an isomorphism τ : Qℓ ∼= C.
Let w ∈ Z, a finite dimensional Qℓ-vector space V and a continuous homomorphism φ : Gk → GL(V ).
We define the weight of φ as follows.
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Definition 1.3.1. Let k be a finite field, q := |k| and Fr : k → k a q-power Frobenius morphism. If any
root α of det(Id − φ(Fr)t) satisfies |τ(α)| = qw/2, then we say that φ has weight w.
Definition 1.3.2. Let k be an infinite field finitely generated over the prime field. If there exists a normal
scheme X of finite type over Spec(Z) that satisfies the following conditions, we say that φ has weight w. (If
V = {0}, we define φ has weight w for all w.)
(i) k=K(X).
(ii) There exists a morphism π1(X)→ GL(V ) such that the following diagram is commutative.
Gk
φ //

GL(V )
π1(X)
∃
66
♠
♠
♠
♠
♠
♠
(iii) The composite of Gκ(x) → π1(X)→ GL(V ) has weight w for any closed point x of X .
Let V˜ be a torsion-free finitely generated Zℓ-module and φ˜ : Gk → GL(V˜ ) a continuous homomorphism.
If the Gk-action on V˜ ⊗Qℓ induced by φ˜ has weight w, then we say that φ˜ has weight w.
We write Ww(V˜ ) for the maximal Zℓ-submodule of V˜ that has weight w. (See [7]Proposition 2.1.)
Remark 1.3.3. Let L/k be a finite extension. Then φ has weight w ⇐⇒ φ|GL has weight w.
Example 1.3.4. Let Zℓ(1) := lim←−
n∈N
µℓn(k). Then Zℓ(1) has weight −2.
Proposition 1.3.5. Let J((Uk)
cpt) be the Jacobian variety of (Uk)
cpt. Then the following exact sequence
of Gk-modules exists.
0→ Zℓ(1)→ Z[S(Uk)]
⊗
Z
Zℓ(1)
ρ−→ π1(Uk)ab,pro-ℓ → Tℓ(J((Uk)cpt))→ 0 (1.5)
Here, Z[S(Uk)] is a free Z-module generated by S(Uk) and regard it as a Gk-module via the Gk-action on
S(Uk).
Proof. [11]Remark(1.3).
By the following proposition, we can compute the weights of all terms of (1.5).
Proposition 1.3.6. Assume that k is finitely generated over the prime field. Then the Gk-action on
Tℓ(J((Uk)
cpt)) has weight −1. In particular, if ℓ ∈ prime(C), then the image of the morphism ρ in (1.5)
coincides with W−2(Π
ab,pro-ℓ
).
Proof. (See [8](2.7).) There exists a purely inseparable finite extension L/k and an abelian variety J over L
such that J((Uk)
cpt) ∼= JL. Let X be a normal scheme of finite type over Spec(Z) and X a proper smooth
scheme over X whose generic fiber is isomorphic to J → Spec(L). Let x ∈ X be a closed point that satisfies
ch(κ(x)) 6= ℓ. Then we get the following diagram.
J

// X
proper,smooth

Xx
oo

Spec(L)
generic point // X Spec(κ(x))
closed pointoo
(1.6)
There exists an isomorphism (Tℓ(J((Uk)
cpt)) ⊗Zℓ Qℓ)∗ ∼=
Gk
H1(JL,Qℓ). (We write V
∗ for the dual Qℓ-
vector space of V .) By (1.6) and the proper smooth base change theorem of ℓ-adic cohomology, we get
H1(JL,Qℓ)
∼= H1(Xx,Qℓ). Gκ(x)-action on H1(Xx,Qℓ) has weight 1 and unramified by the Weil conjecture.
Hence Tℓ(J((Uk)
cpt)) also has weight −1 by Remark 1.3.3.
Finally, we show the second assertion. we have Π
ab,pro-ℓ
= π1(Uk)
ab,pro-ℓ by ℓ ∈ prime(C). The GM -
action on Z[S(Uk)] is trivial if M is a sufficiently large finite extension of k. Hence, Z[S(Uk)]
⊗
Z
Zℓ(1) has
weight −2 by Example 1.3.4. Thus, the second assertion follows.
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As an easy corollary, we can reconstruct the genus g of U from Π(m) → Gk.
Corollary 1.3.7. Assume that k is finitely generated over the prime field, and let ℓ ∈ prime(C). Then
g = 12 rankZℓ(Π
ab,pro-ℓ
/W−2(Π
ab,pro-ℓ
)).
Proof. We have Π
ab,pro-ℓ
/W−2(Π
ab,pro-ℓ
) ∼= Tℓ(J((Uk)cpt)) by Proposition 1.3.6, and 2g = rankZℓTℓ(J((Uk)cpt)).
Thus, the assertion follows.
1.4 Reconstruction of inertia groups and decomposition groups at cusps
In this section, we define the maximal cyclic subgroups of cyclotomic type and we show that the inertia
groups can be characterized as their images.
First, we give the following lemmas which play an essential role in the reconstruction of inertia groups.
Lemma 1.4.1. Let G be a profinite group, z ∈ G − {1} and J a closed subset of G. Assume that
z ∈ [H,H ]Hℓ-th〈J ∩ H〉 holds for all H
op
≤ G with z ∈ H and all prime ℓ. Then we have 〈z〉 ∩ J 6= {1}.
Here, Hℓ-th stands for the set of the ℓ-th powers of all elements of H .
Proof. (See [8]Lemma 3.1.) Let us show the contraposition. Assuming 〈z〉 ∩ J = {1}, we will construct H
and ℓ.
Let ℓ be a prime satisfying 〈zℓ〉 ( 〈z〉. There exists B
op
≤ G with B ∩〈z〉 = 〈zℓ〉 by [9]Proposition 1.4.1(i).
Note that J −B and 〈z〉 −B are closed subsets of G whose intersection is empty by assumption. First, we
claim:
There exists M
op
⊳ G such that M ⊂ B and (J −B) ∩ (M(〈z〉 −B)) = ∅. (1.7)
Indeed, for each w ∈ J − B, there exists Ww
op
⊳ G which satisfies w /∈ Ww(〈z〉 − B). Since ∩
w
((J − B) ∩
Ww(〈z〉−B)) = ∅ and J −B is compact, There exist w1, · · · , wn such that (J −B)∩ (∩
i
Wwi(〈z〉−B))) = ∅.
Write BG for the normal core of B (i.e. the intersection of all conjugates of B in G). Then M := ∩
i
Wwi ∩BG
satisfies the desired property.
Set H :=M〈z〉. Finally, show that H and ℓ satisfy the desired properties. SinceM∩〈z〉 ⊂ B∩〈z〉 = 〈zℓ〉,
we obtain M ∩ 〈z〉 =M ∩ 〈zℓ〉. Thus,
1 // M // M〈z〉 // 〈z〉/(M ∩ 〈z〉) // 1
1 // M //
=
M〈zℓ〉 //
⊂
〈zℓ〉/(M ∩ 〈zℓ〉) //
?
OO
1
HenceM〈zℓ〉 ⊳M〈z〉 and M〈z〉/M〈zℓ〉 ∼= Z/ℓZ. In particular, we have [H : H ]Hℓ-th ⊂ M〈zℓ〉. As M ⊂ B,
we have (M(〈z〉 −B)) =M〈z〉 −B, hence, by (1.7), J ∩M〈z〉 ⊂ B. Thus,
J ∩H = J ∩M〈z〉 ⊂ B ∩M〈z〉 =M(B ∩ 〈z〉) =M〈zℓ〉
From these, we get [H,H ]Hℓ-th〈J ∩ H〉 ⊂ M〈zℓ〉 ⊂ B. Hence, we obtain z /∈ [H,H ]Hℓ-th〈J ∩ H〉 as
z /∈ B.
Lemma 1.4.2. Assume that r ≥ 2. Let z ∈ Πm satisfying 〈z〉 ∩ IΠm 6= {1}. Then z ∈ IΠmΠ
[m−1]
/Π
[m]
holds. If, moreover |prime(C)| = 1, then z ∈ IΠm holds.
Proof. First, we show the first assertion. By assumption., there exists α ∈ ZC and y ∈ Sm(U) such that
zα ∈ Iy − {1}. Since zα = zzαz−1 and r ≥ 2, Proposition 1.1.6 implies that z ∈ ZΠm(zα) ⊂ IyΠ
[m−1]
/Π
[m]
.
Next, we show the second assertion. Set prime(C) = {ℓ}. (Note that ZC = Zℓ.) If (g, r) = (0, 2), the
assertion clearly holds because IΠm = Π
m
. So we may assume (g, r) 6= (0, 2).
Case m ≥ 2. (Note that Πm is not abelian.) By assumption, there exists α ∈ ZC and y ∈ Sm(U) such
that zα ∈ Iy − {1}. Hence zα = zzαz−1 ∈ Iy ∩ zIyz−1 = Iy ∩ Izy . By Proposition 1.2.3(1), we get y = zy.
Thus, z ∈ Iy by definition.
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Case m = 1. There exists α ∈ Zℓ such that zα ∈ IΠ1 − {1} by the assumption. By (1.4), Π
1
is a free
Zℓ-module generated by α1, · · · , αg, β1, · · · , βg, σ1, · · · , σr−1 and IΠ1 = 〈σ1〉 ∪ · · · ∪ 〈σr〉 ⊂ 〈σ1, · · · , σr−1〉.
Then there exists a1, · · · , ag, b1, · · · , bg, c1, · · · , cr−1 ∈ Zℓ such that z = Σaiαi+Σbiβi+Σcjσj . As zα ∈ I1Π =〈σ1〉∪· · ·∪〈σr〉, this implies either zα ∈ 〈σh〉 for some 1 ≤ h ≤ r−1 or zα ∈ 〈σr〉 = 〈σ1+ · · ·+σr−1〉. Since Zℓ
is an integral domain, we deduce ai = bi = 0 for any i, and either c1 = · · · = ch−1 = ch+1 = · · · = cr−1 = 0
or c1 = · · · = cr−1. Hence z ∈ 〈σ1〉 ∪ · · · ∪ 〈σr〉 = IΠ1 .
Maximal cyclic subgroups of cyclotomic type are first defined in [8]Definition 3.3 in the case of the full
fundamental group. Our definition differs from that of [8] for the following two points: (i) We weaken the
self-normalizing property in [8]; and (ii) We generalize the definition from number fields to fields finitely
generated over the prime field of arbitrary characteristic.
Definition 1.4.3. Let k be a field finitely generated over the prime field and J a closed subgroup of Π
m
. If
J satisfies the following conditions, then J is called a maximal cyclic subgroup of cyclotomic type.
(i) J ∼= ZC
(ii) Write J for the image of J by Π
m → Πab. Then J ∼→ J and Πab/J is torsion-free.
(iii) pU/k(NΠ(m)(J))
op
≤ Gk
(iv) Let χcycl : Gk → Z×C be the cyclotomic character and NΠ(m)(J)→ Aut(J) = Z×C the character obtained
from the conjugate action. Then the following diagram is commutative.
NΠ(m)(J) //
pU/k 
Aut(J)
Gk
χcycl // Z×C
=
Next, we give a group-theoretical characterization of the inertia groups for three cases (Proposition 1.4.4,
Proposition 1.4.5, Proposition 1.4.6).
Proposition 1.4.4. Assume that r ≥ 2 and k is finitely generated over the prime field. Then for any
subgroup I of Π
m
, the following conditions are equivalent.
(a) I is an inertia group.
(b) There exists a maximal cyclic subgroup of cyclotomic type J of Π
m+2
whose image by Π
m+2 → Πm
coincides with I.
Proof. First, we show (b)⇒(a). Let z be a generator of J (cf. Definition 1.4.3(i)), z1 the image of z by
Π
m+2
։ Π
m+1
, ℓ ∈ prime(C) and H1 an open subgroup of Πm+1 that contains z1.
Let H ⊂ Πm+2 and H˜ ⊂ Π be the inverse images of H1 by Πm+2 ։ Πm+1 and Π։ Πm+1, respectively.
Since we have ℓ ∈ prime(C) and Π[m+1]/Π[m+2] ⊂ H by definition, we have H˜ab,pro-ℓ = Hab,pro-ℓ. We get
〈IH˜ab,pro-ℓ〉 =W−2(H˜ab,pro-ℓ) by Proposition 1.3.6, hence 〈IHab,pro-ℓ〉 =W−2(Hab,pro-ℓ).
Let z be the image of z by H ։ Hab,pro-ℓ. Since the action of pU/k(NΠ(m+2)(J)) on J is cyclotomic
by Definition 1.4.3(iii)(iv), the action has weight −2 by Remark 1.3.3 and Example 1.3.4. Thus, z lies in
W−2(Hab,pro-ℓ). Therefore, we obtain z ∈ 〈IHab,pro-ℓ〉 ⊂ Hab,pro-ℓ. 〈IHab,pro-ℓ〉 is mapped to 〈IΠm+1 ∩ H1〉
mod [H1, H1]H1
ℓ-th by the projection Hab,pro-ℓ ։ Hab,pro-ℓ1 ։ H1/[H1, H1]H1
ℓ-th. Thus, we get z1 ∈
[H1, H1]H1
ℓ-th〈I
Π
m+1 ∩H1〉. (Note that this holds trivially even for ℓ /∈ prime(C).) Considering all H1 and
primes ℓ, we obtain z1 ∈ IΠm+1Π
[m]
/Π
[m+1]
by Lemma 1.4.1 and Lemma 1.4.2.
Let z0 be the image of z by Π
m+2
։ Π
m
. By z1 ∈ IΠm+1Π
[m]
/Π
[m+1]
, there exists an inertia group
I˜ ⊂ IΠm that contains 〈z0〉. By Definition 1.4.3(i)(ii), we have 〈z0〉 ≡ I˜ mod Π
[1]
/Π
[m] ⊂ Πab. Since I˜
mapped injectively by Π
m
։ Π
ab
, we obtain 〈z0〉 = I˜. As I = 〈z0〉, I coincides with the inertia group I˜, as
desired.
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Finally, we show (a) ⇒ (b). Let y ∈ Sm(Uksep) with I = Iy and y˜ an inverse image of y by
Sm+2(Uksep) ։ S
m(Uksep). Inertia groups are maximal cyclic subgroups of cyclotomic type by the as-
sumption r ≥ 2 and Proposition 1.2.3(2). Hence Iy˜ ⊂ Πm+2 satisfies the desired property.
Proposition 1.4.5. Assume that |prime(C)| = 1, r ≥ 2 and k is finitely generated over the prime field.
Then for any subgroup I of Π
m
, the following conditions are equivalent.
(a) I is an inertia group.
(b) There exists a maximal cyclic subgroup of cyclotomic type J of Π
m+1
whose image by Π
m+1 → Πm
coincides with I.
Proof. Set prime(C) = {ℓ}. First, we show (b)⇒(a). Let z be a generator of J (cf. Definition 1.4.3(i)), z0
the image of z by Π
m+1
։ Π
m
and H0 an open subgroup of Π
m
that contains z0.
Let H ⊂ Πm+1 and H˜ ⊂ Π be the inverse images of H0 by Πm+1 ։ Πm and Π։ Πm, respectively. Since
we have Π
[m]
/Π
[m+1] ⊂ H by definition, we get H˜ab = Hab. We have 〈IH˜ab 〉 = W−2(H˜ab) by Proposition
1.3.6, hence 〈IHab 〉 =W−2(Hab).
Let z be the image of z by H ։ Hab. Since the action of pU/k(NΠ(m+1)(J)) on J is cyclotomic by
Definition 1.4.3 (iii)(iv), the action has weight −2 by Remark 1.3.3 and Example 1.3.4. Thus, z lies in
W−2(Hab). Therefore, we obtain z ∈ 〈IHab 〉 ⊂ Hab. 〈IHab 〉 is mapped to 〈IΠm ∩H0〉 mod [H0, H0]H0ℓ-th
by the projection Hab ։ Hab0 ։ H0/[H0, H0]H0
ℓ-th. Thus, we get z0 ∈ [H0, H0]H0ℓ-th〈IΠm ∩ H0〉. (Note
that this holds trivially even for primes different from ℓ.) Considering all H0 and all primes, we obtain
z0 ∈ IΠm by Lemma 1.4.1 and Lemma 1.4.2. Hence, there exists an inertia group I˜ ⊂ IΠm that contains
〈z0〉. By Definition 1.4.3(i)(ii), we have 〈z0〉 ≡ I˜ mod Π[1]/Π[m] ⊂ Πab. Since I˜ mapped injectively by
Π
m
։ Π
ab
, we obtain 〈z0〉 = I˜. As I = 〈z0〉, I coincides with the inertia group I˜, as desired.
Finally, we show (a) ⇒ (b). Let y ∈ Sm(Uksep) with I = Iy and y˜ an inverse image of y by
Sm+1(Uksep) ։ S
m(Uksep). Inertia groups are maximal cyclic subgroups of cyclotomic type by the as-
sumption r ≥ 2 and Proposition 1.2.3(2). Hence Iy˜ ⊂ Πm+1 satisfies the desired property.
Proposition 1.4.6. Assume that r ≥ 3 and k is a field finitely generated over the prime field. Then for any
subgroup D of Π(1), the following conditions are equivalent.
(a) D is a decomposition group at cusp.
(b) There exists a maximal cyclic subgroup of cyclotomic type J of Π
3
such that Ψ3pro-ℓ,3(J) is a maximal
cyclic subgroup of cyclotomic type of Π
pro-ℓ,3
for all ℓ ∈ prime(C) and the image of NΠ(nil,2)(Ψ3nil,2(J))
by Ψnil,2nil,1 : Π
(nil,2) → Π(nil,1) = Π(1) coincides with D.
Remark 1.4.7. Even if J is a maximal cyclic subgroup of cyclotomic type of Π
3
, Ψ3pro-ℓ,3(J) may not
be a maximal cyclic subgroup of cyclotomic type of Π
pro-ℓ,3
because Ψ3pro-ℓ,3(J) may not satisfy Definition
1.4.3(iv).
Proof of Proposition 1.4.6. (a)⇒(b) follows from the fact that the inertia groups are maximal cyclic sub-
groups of cyclotomic type (by Proposition 1.2.3(2)) and Proposition 1.2.5(3).
We consider (b)⇒ (a). By assumption, there exists y ∈ S 1 and zℓ ∈ S pro-ℓ,2 such that Ψ31(J) = Iy
and Ψpro-ℓ,3pro-ℓ,2(Ψ
3
pro-ℓ,3(J)) = Izℓ by Proposition 1.4.4 and Proposition 1.4.5, respectively. Since Ψ
1
pro-ℓ,1(Iy) =
Ψ3pro-ℓ,1(J) = Ψ
pro-ℓ,2
pro-ℓ,1(Izℓ) and r 6= 2, Lemma 1.2.1 implies that y and zℓ are mapped to the same point in
S(Uksep) for all ℓ ∈ prime(C).
By Proposition 1.2.5(1), we obtain z ∈ S nil,2 with zℓ = ψnil,2pro-ℓ,2(z) for every ℓ ∈ prime(C). Since Π
nil,2
(resp. Iz) is equal to the product of Π
pro-ℓ,2
(resp. Ψnil,2pro-ℓ,2(Iz)) for all ℓ ∈ prime(C), we obtain Ψ3nil,2(J) = Iz .
Therefore, Ψnil,2nil,1(NΠ(nil,2)(Ψ
3
nil,2(J))) is the decomposition group of ψ
nil,2
nil,1(z) ∈ S 1 by Proposition 1.2.5(3).
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From Proposition 1.4.4, Proposition 1.4.5, Proposition 1.4.6 and Proposition 1.2.3(2), we obtain the
following corollary.
Corollary 1.4.8. Assume that r(U) ≥ 2 and k is a field finitely generated over the prime field. Let U˜ be a
smooth curve over k. Then the following hold.
(1) For any isomorphism αm+2 : Π
(m+2)(U)
∼−−→
Gk
Π(m+2)(U˜), the isomorphism αm : Π
(m)(U)
∼−−→
Gk
Π(m)(U˜)
induced by αm+2 preserves the decomposition groups at cusps if either m ≥ 2, or m = 1 and r(U) ≥ 3.
(2) Assume |prime(C)| = 1. Then for any isomorphism αm+1 : Π(m+1)(U) ∼−−→
Gk
Π(m+1)(U˜), the isomorphism
αm : Π
(m)(U)
∼−−→
Gk
Π(m)(U˜) induced by αm+1 preserves the inertia groups. Moreover, it preserves the
decomposition groups at cusps if m ≥ 2.
Proof. If (g, r) = (0, 2), then the assertions clearly hold. Hence, we may assume that (g, r) 6= (0, 2). If
m ≥ 2, (1) follows from Proposition 1.4.4 and Proposition 1.2.3(2). If m = 1, (1) follows from Proposition
1.4.6. Thus, (1) holds. (2) follows from Proposition 1.4.5 and Proposition 1.2.3(2).
2 The m-step solvable Grothendieck conjecture for genus 0 curves
We continue to use Notation 1, Notation 2 and Notation 3. Assume that k is an infinite field finitely
generated over the prime field, and let U and U˜ genus 0 hyperbolic curves. In this section, we reconstruct
an isomorphism U ∼=
k
U˜ from a given isomorphism Π(1)(U) ∼=
Gk
Π(1)(U˜) which preserves the decomposition
groups at cusps. Since we have already reconstructed an isomorphism Π(1)(U) ∼=
Gk
Π(1)(U˜) which preserves
the decomposition groups at cusps from a given isomorphism Π(m)(U) ∼=
k
Π(m)(U˜) for m ≥ 3, this implies
the main theorem. In subsection 2.1, we define the rigidity invariants and show some facts in field theory.
In subsections 2.2 and 2.3, we show the m-step solvable Grothendieck conjecture for punctured projective
lines over k of characteristic 0 and positive characteristic, respectively. In subsection 2.4, we show the main
theorem by Galois descent.
This section mainly refers to sections 4 and 6 of [8].
2.1 Rigidity invariants
In this subsection, we define the rigidity invariants for Π(1)(U). The rigidity invariants are defined in
[8](4.2) in the case of the full fundamental group and the following definition is essentially the same as in
[8](4.2).
Definition 2.1.1. Let n ∈ N(C) and let S be a finite set of k-rational points of P1k with |S| ≥ 4. Set
U := P1k − S. Let x1, x2, x3, x4 be distinct elements of S and ε = {x1, x2} , δ = {x3, x4}.
(1) We denote by Hε,n the set of all open subgroups H of Π
(1) := Π(1)(U) that satisfy the following
conditions.
(i) H := H ∩ Π1 contains I
x,Π
1 for all x ∈ S − ε.
(ii) Π
1
/H ∼= Z/nZ
(iii) pU/k(H) = Gk(µn)
(iv) p−1U/k(Gk(µn))⊲H
(2) We define κn(ε, δ) to be the subfield of k
sep consisting of the elements fixed by all the automorphisms
belonging to ⋃
H∈Hε,n
⋂
y∈S 1x3∪S 1x4
pU/k(H ∩Dy).
We call κn(ε, δ) the rigidity invariant for ε, δ of U .
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Set the following notation for ε and δ.
λ(ε, δ) :=
x4 − x1
x4 − x2
x3 − x2
x3 − x1
By definition, the isomorphism P1k
∼−→
k
P1k satisfying x1 7→ 0, x2 7→ ∞, x3 7→ 1 maps x4 to λ(x1, x2, x3, x4).
The next proposition is essentially the same as [8](4.3). Considering the difference between Definition
2.1.1 and the definition given in [8](4.2), we give a proof again here.
Proposition 2.1.2. Under the notation of Definition 2.1.1, the following hold.
κn(ε, δ) = k(µn, λ(ε, δ)
1
n ) (n ∈ N(C))
Proof. Let t : P1k
∼−→
k
P1k be the isomorphism that satisfies t(x1) = 0, t(x2) =∞ and t(x3) = 1. Then we have
t(x4) = λ(ε, δ).
Let H ∈ Hε,n and let UH → Uksep be the cover corresponding to H ⊂ Π1. Then Π1/H ∼= Z/nZ and H
contains I
x,Π
1 for all x ∈ S − ε by Definition 2.1.1(1)(ii) and (i), hence (UH)cpt → (Uksep)cpt corresponds to
a unique cover of degree n unramified outside t(ε) = {0,∞}. Thus, (UH)cpt → (Uksep )cpt is identified with
P1k → P1k, x 7→ xn, and corresponding extension of function fields is ksep(t
1
n )/ksep(t).
Let UH → Uk(µn) be the cover corresponding to H ⊳ p−1U/k(Gk(µn)) (cf. Definition 2.1.1(1)(iv)). Since
Gal(K(UH)/k(µn, t)) ∼= p−1U/k(Gk(µn))/H ∼= Z/nZ by Definition 2.1.1(1)(ii)(ii) and (iv), there exists a sub-
group ∆ ⊂ k(µn, t)×/k(µn, t)×n such that K(UH) ∼= k(µn,∆ 1n ) and ∆ ∼= Gal(K(UH)/k(µn, t)) ∼= Z/nZ
by Kummer theory. Since ∆ is mapped isomorphically to 〈t〉 mod ksep(t)×n by k(µn, t)×/k(µn, t)×n →
ksep(t)×/ksep(t)×n, there exists f ∈ ksep(t)× such that tfn ∈ k(µn, t)× and ∆ = 〈tfn〉 mod k(µn, t).
Thus, we get K(UH) = k(µn, (tf
n)
1
n ). Since t, tfn ∈ k(µn, t)×, we have fn ∈ ksep(t)×n ∩ k(µn, t)× =
k(µn)
×k(µn, t)×n, hence we get the following consequence.
There exists ωH ∈ k(µn)× such that K(UH) = k(µn, (ωHt) 1n ). (2.1)
Let κH ⊂ ksep be the fixed field by
⋂
y∈S 1x3∪S 1x4
pU/k(H ∩ Dy). Let y ∈ S 1x3 ∪S 1x4 and write x for the
image of y in (UH)cpt. Then we have pU/k(H ∩Dy)=Gκ(x), hence κH is the composite field of residue fields
of all x above x3 and x4. By (2.1), we get
κH = k(µn, {ωH}
1
n , {ωHλ(ε, δ)}
1
n ). (2.2)
Let H0 ∈ Hε,n that satisfies K(UH0) = k(µn, t 1n ). Since ωH0 = 1, (2.2) implies κH0 = k(µn, λ(ε, δ) 1n ).
Clearly κH = k(µn, {ωH}
1
n , {ωHλ(ε, δ)}
1
n ) ⊃ k(µn, λ(ε, δ) 1n ) = κH0 for all H ∈ Hε,n, hence we obtain
κn(ε, δ) =
⋂
H
κH = κH0 = k(µn, λ(ε, δ)
1
n ).
Next, we show some facts in field theory.
Lemma 2.1.3. Let ℓ be a prime, n ∈ N and set N := ℓn. If 4 ∤ N or k ⊃ µ4, then k(µN )×N ∩ k× = k×N
holds.
Proof. If ℓ = p, then µN = {1} and k(µN )×N ∩ k× = k×N . If ℓ 6= p, set G := Gal(k(µN )/k). By the exact
sequence 1→ µN → k(µN )× → k(µN )×N → 1 of G-modules, we get the following long exact sequence.
H0(G, k(µN )
×)
N-th power//
∼ =
H0(G, k(µN )
×N ) //
∼ =
H1(G,µN ) // H1(G, k(µN )×)
∼ = Hilbert’s theorem 90
k× k(µN )×N ∩ k× 0
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Thus, H1(G,µN ) ∼= (k(µN )×N ∩ k×)/k×N , and it is sufficient to show that H1(G,µN ) = 0. If |G| is not
divided by ℓ, then (|G|, |µN |) = 1 and this assertion follows from a general theory of group cohomology.
Hence, we may assume that |G| is divided by ℓ.
We fix an isomorphism µN
∼→ Z/NZ and regard G as a subgroup of (Z/NZ)×. Note that (Z/NZ)× is a
cyclic group by N = ℓn (and G ⊂ Ker((Z/NZ)× ։ (Z/4Z)×) by k ⊃ µ4 if 4|N). Let σ ∈ G be a generator.
Then we get the following equality from the calculation of group cohomology.
H1(G,Z/NZ) =
{
α ∈ Z/NZ
∣∣∣ (1 + σ + · · ·+ σ|G|−1)α = 0} /((σ − 1)Z/NZ)
Let σ˜ ∈ Z be an inverse image of σ by Z → Z/NZ, and set Y := 〈σ˜ mod ℓn+1〉 ⊂ (Z/ℓn+1Z)×. Then Y is
mapped surjectively onto G by (Z/ℓn+1Z)× ։ (Z/NZ)×. Moreover, Y includes the kernel of (Z/ℓn+1Z)× →
(Z/NZ)× because ℓ | |Y | (and G ⊂ Ker((Z/NZ)× ։ (Z/4Z)×) if 4|N). Then |G| < |Y |. Hence, ℓn+1 ∤
(σ˜|G| − 1) and ℓn|(σ˜|G| − 1). Thus, we get ordℓ(σ˜ − 1) + ordℓ(1 + σ˜ + · · ·+ σ˜|G|−1) = n.∣∣∣{α ∈ Z/NZ ∣∣∣ (1 + σ + · · ·+ σ|G|−1)α = 0}∣∣∣ = ℓordℓ(1+σ˜+···+σ˜|G|−1) = ℓn−ordℓ(σ˜−1) = |(σ − 1)Z/NZ|
This implies H1(G,Z/NZ) = 0, as desired.
Proposition 2.1.4. Assume that k is finitely generated over the prime field. Let T be a set of primes that
differ from p, and Pw(T) ⊂ N the set of all powers of primes in T. Let Γ, Γ˜ be finitely generated subgroups
of k×. Denote Γ
1
n (resp. Γ˜
1
n ) by the set of all elements which n-th power is contained by Γ (resp. Γ˜). If
k(Γ
1
n ) = k(Γ˜
1
n ) for all n ∈ Pw(T), then there exist N, N˜ ∈ N prime to all elements of T such that ΓN ⊂ Γ˜
and Γ ⊃ Γ˜N˜ hold.
Proof. (See [7]Lemma 3.1.) First, we show the assertion. We may replace k with a field finitely generated over
k, hence we may assume that k ⊃ µ4 if 2 ∈ T. If k(Γ 1n ) = k(Γ˜ 1n ), then k(Γ 1n ) ⊂ k((ΓΓ˜) 1n ) ⊂ k(Γ 1n )k(Γ˜ 1n ) =
k(Γ
1
n ) and k(Γ
1
n ) = k((ΓΓ˜)
1
n ). Thus, replacing Γ˜ with ΓΓ˜ if necessary, we may assume Γ ⊂ Γ˜.
Fix an element γ˜ ∈ Γ˜ and an element n ∈ Pw(T). We have k(µn, γ˜ 1n ) ⊂ k(Γ˜ 1n ) = k(Γ 1n ) by assumption.
By Kummer correspondence, we get 〈γ˜〉 mod k(µn)×n ⊂ Γ mod k(µn)×n. Hence, γ˜ ∈ Γk(µn)×n. By
Lemma 2.1.3, we get γ˜ ∈ (Γk(µn)×n) ∩ k× = Γ(k(µn)×n ∩ k×) = Γk×n.
Let R be the integral closure of Z[Γ˜] in k if p = 0 and the integral closure of Fp[Γ˜] in k if p 6= 0. As R is a
finitely generated Z-algebra by assumption, R× is a finitely generated Z-module and R×/(R×∩Γ) = ΓR×/Γ
is also a finitely generated Z-module. Hence,
⋂
n∈T
(ΓR×/Γ)n is a finite group whose order N˜ is prime to
all elements of T. Since γ˜ ∈ Γk×n ∩ R× and Γ ⊂ R×, we get γ˜ ∈ ΓR×n. Then we obtain γ˜ mod Γ ∈⋂
n∈Pw(T)
(ΓR×/Γ)n. Hence we get γ˜N˜ ∈ Γ. As γ˜ ∈ Γ˜ is arbitrary, this shows Γ˜N˜ ⊂ Γ. Thus, the assertion
follows.
Corollary 2.1.5. Assume that k is finitely generated over the prime field. Let λ, λ˜ ∈ k×. If k(〈γ〉 1ℓn ) =
k(〈γ˜〉 1ℓn ) for all ℓ different from p and all n ∈ N, then the following hold.
(1) If p = 0, then 〈λ〉 = 〈λ˜〉.
(2) If p 6= 0, there exists σ ∈ Z such that 〈γ〉pσ = 〈γ˜〉. If, moreover, γ ∈ k× is not a torsion element, then
such σ is unique.
Proof. (1) Applying Proposition 2.1.4 for all primes and all n ∈ N, we get N = 1 and then 〈λ〉 = 〈λ˜〉.
(2) By Proposition 2.1.4, there exist u, u˜ ∈ N ∪ {0} such that γpu ∈ 〈γ˜〉 and 〈γ〉 ∋ γ˜pu˜ . If γ is a torsion
element, then γ˜ is also a torsion element. Then, since p ∤ |〈γ〉| and p ∤ |〈γ˜〉|, we get 〈γ〉 = 〈γ〉pu ⊂ 〈γ˜〉
and 〈γ〉 ⊃ 〈γ˜〉pu˜ = 〈γ˜〉. Thus, 〈γ〉 = 〈γ˜〉. If γ is not a torsion element, then there exist a, a˜ ∈ Z such
that γp
u
= γ˜a˜ and γa = γ˜p
u˜
. Then pu+u˜ = aa˜ and |a|, |a˜| are powers of p. Hence, we get γpσ = γ˜ or
γp
σ
= γ˜−1 for some σ ∈ Z and 〈γ〉pσ = 〈γ˜〉. The uniqueness of σ follows from the fact that γ is not a torsion
element.
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2.2 Case of punctured projective lines over fields of characteristic 0
In this subsection, we show the m-step solvable Grothendieck conjecture for punctured projective lines
in characteristic 0. This subsection mainly refers to the proof of [8]Theorem 4.4.
First, we reconstruct λ ∈ k× − {1} from 〈λ〉 and 〈1− λ〉 in k×.
Lemma 2.2.1. Assume that p = 0. Let λ, λ˜ ∈ k× − {1} and let ρ ∈ k be a primitive 6-th root of unity. If
〈λ〉 = 〈λ˜〉 and 〈1− λ〉 = 〈1 − λ˜〉 in k×, then λ = λ˜ or
{
λ, λ˜
}
=
{
ρ, ρ−1
}
.
Proof. By replacing k with Q(λ, λ˜), we may assume that k is a field finitely generated over Q. We fix an
embedding k →֒ C and regard k as a subfield of C. In particular, we may assume ρ = eπ3
√−1.
Suppose λ 6= λ˜. If |λ| 6= 1, then λ is a torsion-free element and Z ∼= 〈λ〉 = 〈λ˜〉, hence λ = λ˜−1 follows.
Similarly, if |1− λ| 6= 1, then 1− λ = (1− λ˜)−1 follows.
• If |λ| 6= 1 and |1−λ| 6= 1, we have λ = λ˜−1 and 1−λ = (1− λ˜)−1. Then λ, λ˜ are roots of t2−t+1 ∈ C[t]
and λ, λ˜ ∈ µ6. This is absurd.
• If |λ| 6= 1 and |1− λ| = 1, we have λ = λ˜−1. Then 1 = |1− λ| = |1− λ˜| and (λ− 1) = λ(1− λ˜), which
implies |λ| = 1. This is absurd.
• If |λ| = 1 and |1 − λ| 6= 1, we have 1 − λ = (1 − λ˜)−1. Then 1 = |λ| = |λ˜| and −λ = (1 − λ)λ˜, which
implies |1− λ| = 1. This is absurd.
• If |λ| = 1 and |1 − λ| = 1, then set λ = a + b√−1 (a, b ∈ R). Since (a, b), (0, 0), (1, 0) ∈ R2 is an
equilateral triangle in R2, we get
{
λ, λ˜
}
=
{
e
π
3
√−1, e−
π
3
√−1
}
.
Proposition 2.2.2. Assume that k is a field finitely generated over Q and prime(C) coincides with the set
of all primes. Let ρ ∈ k be a primitive 6-th root of unity, S,S˜ finite sets of k-rational points of P1k with
|S| ≥ 4, x1, x2, x3, x4 distinct elements of S, ε = {x1, x2} , δ = {x3, x4} and α : Π(1)(P1k−S) ∼−−→
Gk
Π(1)(P1k− S˜)
an isomorphism which preserves the decomposition groups at cusps. We define a bijection α∗ : S → S˜ by
α∗(x) = x˜ def⇔ α(I
x,Π
1) = I
x˜,Π
1 . Then λ(ε, δ) = λ(α∗ε, α∗δ) or {λ(ε, δ), λ(α∗ε, α∗δ)} = {ρ, ρ−1} holds.
Proof. Since κn(ε, δ) is characterized by Π
(1)(P1k − S)։ Gk and the decomposition groups of Π(1)(P1k − S)
group-theoretically, we get k(µn, λ(ε, δ)
1
n ) = k(µn, λ(α
∗ε, α∗δ)
1
n ) for all n ∈ N by Proposition 2.1.2, and
then 〈 λ(ε, δ) 〉 = 〈 λ(α∗ε, α∗δ) 〉 by Corollary 2.1.5 (1). Set ε′ = {x3, x2} , δ′ = {x1, x4}. Then λ(ε′, δ′) =
1−λ(ε, δ). Hence similarly, we get 〈1−λ(ε, δ)〉 = 〈1−λ(α∗ε, α∗δ)〉. Thus, the assertion follows from Lemma
2.2.1.
We first show the following result for the projective line minus 4 points.
Lemma 2.2.3. Assume that k is a field finitely generated over Q and prime(C) coincides with the set of all
primes. Let ρ ∈ k be a primitive 6-th root of unity and λ, λ˜ ∈ k× − {1}. Then the following hold.
(1) Let α1 : Π
(1)(P1k − {0, 1,∞, λ}) ∼−−→
Gk
Π(1)(P1k −
{
0, 1,∞, λ˜
}
) be an isomorphism that preserves the
decomposition groups at cusps and α1(I0) = I0, α1(I∞) = I∞, α1(I1) = I1. Then λ = λ˜ or
{
λ, λ˜
}
={
ρ, ρ−1
}
hold.
(2) There is no isomorphism αpro-2,2 : Π
(pro-2,2)(P1k − {0, 1,∞, ρ}) ∼−−→
Gk
Π(pro-2,2)(P1k −
{
0, 1,∞, ρ−1}) that
preserves the fs at cusps and αpro-2,2(I0) = I0, αpro-2,2(I∞) = I∞, αpro-2,2(I1) = I1.
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Proof. (1) The assertion follows from λ({0,∞} , {1, λ}) = λ and Proposition 2.2.2. .
(2) Suppose there exists an isomorphism αpro-2,2 : Π
(pro-2,2)(P1k−{0, 1,∞, ρ}) ∼−−→
Gk
Π(pro-2,2)(P1k−
{
0, 1,∞, ρ−1})
that preserves the decomposition groups at cusps and αpro-2,2(I0) = I0, αpro-2,2(I∞) = I∞, αpro-2,2(I1) = I1.
By replacing k with a field finitely generated over k, we may assume
√
ρ ∈ k. Consider the cover P1k −{
0,±1,∞,±√ρ}→ P1k−{0,∞, 1, ρ}, x 7→ x2, of degree 2, and let H ⊂ Π(pro-2,2)(P1k−{0,∞, 1, ρ}) be the cor-
responding subgroup of index 2 and H˜ := α(H). Then H˜ corresponds to a cover P1k−
{
0,±√a,∞,±
√
aρ−1
}
→
P1k −
{
0,∞, 1, ρ−1} , x 7→ 1ax2, for some a ∈ k×. By replacing k with a field finitely generated over k, we
may assume
√
a ∈ k and then a = 1 by coordinate transformation. Let V := P1k −
{
0,±1,∞,±√ρ} , V˜ :=
P1k −
{
0,±1,∞,±
√
ρ−1
}
, then we get:
Π(pro-2,1)(V )
∼ =
Hoooo 
 /
∼ = αpro-2,2|H
Π(pro-2,2)(P1k − {0,∞, 1, ρ})
∼ = αpro-2,2
Π(pro-2,1)(V˜ ) H˜oooo 
 / Π(pro-2,2)(P1k −
{
0,∞, 1, ρ−1})
Write β for the isomorphism Π(pro-2,1)(V )
∼−−→
Gk
Π(pro-2,1)(V˜ ). By assumption, αpro-2,2 preserves the decom-
position groups and αpro-2,2(I0) = I0, αpro-2,2(I∞) = I∞, αpro-2,2(I1) = I1. Accordingly β also preserves
the decomposition groups at cusps and:
β(I0) = I0, β(I∞) = I∞, {β(I1), β(I−1)} = {I1, I−1} and
{
β(I√ρ), β(I−√ρ)
}
=
{
I√
ρ−1
, I−√ρ−1
}
.
Considering the (−1)-multiplication if necessary, we may assume β(I1) = I1. Dviding Π(pro-2,1)(V ) and
Π(pro-2,1)(V˜ ) by 〈I−1, I−√ρ〉 and 〈β(I−1), β(I−√ρ)〉, respectively, we get an isomorphism:
β : Π(pro-2,1)(P1k − {0,∞, 1,
√
ρ})) ∼−−→
Gk
Π(pro-2,1)(P1k −
{
0,∞, 1, u
√
ρ−1
}
) (u = 1 or − 1)
which preserves the decomposition groups at cusps and such that β(I0) = I0, β(I∞) = I∞, β(I1) = I1.
Similarly to the proof of Proposition 2.2.2, by Proposition 2.1.2 and Proposition 2.1.4, there exists N ∈
N with 2 ∤ N such that 〈1−√ρ〉N ⊂ 〈1 − u
√
ρ−1〉. For 1−√ρ is a torsion-free element and
(1−√ρ)(1 −
√
ρ−1)−1 = −√ρ, (1−√ρ)(1 +
√
ρ−1) = −√ρ3,
we get
[
〈1−√ρ〉 : 〈1−√ρ〉 ∩ 〈1−
√
ρ−1〉
]
= 12 and
[
〈1−√ρ〉 : 〈1−√ρ〉 ∩ 〈1 +
√
ρ−1〉
]
= 4. In both
cases, N has to be divided by 4. This is absurd.
Proposition 2.2.4. Assume that k is a field finitely generated over Q and prime(C) coincides with the set
of all primes. Let S, S˜ be finite sets of k-rational points of P1k with |S| ≥ 3. If there exists an isomorphism
α3 : Π
(3)(P1k−S) ∼−−→
Gk
Π(3)(P1k−S˜), then there exists f ∈ Autk(P1k) such that f(S) = S˜ and that, for each pair
x ∈ S, x˜ ∈ S˜, f(x) = x˜ if and only if α1(Ix) = Ix˜, where α1 is the isomorphism Π(1)(P1k−S) ∼−−→
Gk
Π(1)(P1k−S˜)
induced by α3
Proof. As α1 preserves the inertia groups by Corollary1.4.8(1), there exists a bijection α
∗
1 : S → S˜ such that
α∗1(x) = x˜ ⇐⇒ α1(Ix,Π1) = Ix˜,Π1 for all x ∈ S, x˜ ∈ S˜. Since Aut(P1k) acts on P1(k) triply transitively, we
may assume S = {0,∞, 1, λ1, · · · , λe}, S˜ =
{
0,∞, 1, λ˜1, · · · , λ˜e
}
and α∗1(0) = 0, α
∗
1(∞) = ∞, α∗1(1) = 1,
α∗1(λi) = λ˜i for all i.
For each i = 1, · · · , e, dividing Π(1)(P1k − S) and Π(1)(P1k − S˜) by 〈Iλj | 1 ≤ j ≤ e, j 6= i〉 and 〈Iλ˜j | 1 ≤
j ≤ e, j 6= i〉, respectively, we get an isomorphism α1 : Π(1)(P1k − {0,∞, 1, λi}) ∼−−→
Gk
Π(1)(P1k −
{
0,∞, 1, λ˜i
}
)
which preserves the decomposition groups and α1(I0) = I0, α1(I∞) = I∞, α1(I1) = I1. Now we obtain
λi = λ˜i or
{
λi, λ˜i
}
=
{
ρ, ρ−1
}
by Lemma 2.2.3(1).
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Similarly, by Corollary 1.4.8(2), we obtain αpro-2,2 : Π
(pro-2,2)(P1k − {0,∞, 1, λi}) ∼−−→
Gk
Π(pro-2,2)(P1k −{
0,∞, 1, λ˜i
}
) which preserves the decomposition groups at cusps and αpro-2,2(I0) = I0, αpro-2,2(I∞) =
I∞, αpro-2,2(I1) = I1. Then we get
{
λi, λ˜i
}
6= {ρ, ρ−1} by Lemma 2.2.3(2). Thus, λi = λ˜i. As i is arbitrary,
the assertion follows.
2.3 Case of punctured projective lines over fields of positive characteristic
In this subsection, we show the m-step solvable Grothendieck conjecture for punctured projective lines
in positive characteristic. The case of positive characteristic has problems that do not exist in the case of
characteristic 0.
Definition 2.3.1. Let S be a scheme over Fp. we define the absolute Frobenius morphism FS : S → S as
the identity map on the underlying topological space and the p-power endomorphism on the structure sheaf.
Let X be a scheme over S. We consider the following commutative diagram.
X FX
&&
&&
FX/S
&&
X(1) //

X

S
FS // S
(2.3)
Here, we set X(1) := X ×S,FS S, and call it the Frobenius twist of X over S. For any n ∈ N ∪ {0}, We
define the n-th Frobenius twist of X inductively by X(0) := X, X(n) := X(n − 1)(1). The morphism
FX/S : X → X(1) induced by the universality of the fiber product is called the relative Frobenius morphism
of X over S.
Remark 2.3.2. Assume that p > 0. Let X be a scheme over Spec(k). In general, X and X(1) are
not isomorphic over Spec(k), and, in particular, FX/k is not an isomorphism. For example, if X = P
1
k −
{0,∞, 1, λ}, X and X(1) ∼=
k
P1k − {0,∞, 1, λp} may not be isomorphic over Spec(k).
However, the relative Frobenius morphism is a universal homeomorphism and the absolute Frobenius
morphism induces the identity on the fundamental group. Thus, π1(FX/k) : π1(X) → π1(X(1)) is an
isomorphism over Gk.
Definition 2.3.3. Assume that p > 0, and set k0 := k ∩ Fp. A curve X over k is isotrivial if there exists a
curve X0 over k0 such thtat X0 ×k0 k ∼=
k
Xk.
First, we reconstruct a given non-torsion element λ of k× from 〈λ〉 and 〈1− λ〉 in k× when p > 0.
Lemma 2.3.4. Assume that p > 0, and set k0 := k ∩ Fp. Let λ ∈ k − k0, λ˜ ∈ k× − {1} and u, v ∈ Z. If
〈λ〉pu = 〈λ˜〉 and 〈1 − λ〉pv = 〈1− λ˜〉 in k×, then there exists unique n ∈ Z such that λ˜ = λpn .
Proof. By assumption, λ is a non-torsion element of k×. Then 1− λ is a non-torsion element. 〈λ〉pu = 〈λ˜〉
and 〈1−λ〉pv = 〈1−λ˜〉 implies that λ˜ and 1−λ˜ are also non-torsion elements. Hence we have Z ∼= 〈λ〉pu = 〈λ˜〉
and Z ∼= 〈1 − λ〉pv = 〈1 − λ˜〉. These imply either λpu = λ˜ or λpu = λ˜−1, and either 1 − λpv = 1 − λ˜ or
1−λpv = 1− λ˜−1. The assertion holds if λpu = λ˜ or 1−λpv = 1− λ˜. Thus, we may assume that λpu = λ˜−1
and 1 − λpv = (1 − λ˜)−1. Hence λ satisfies λpu+v − λpv + 1 = 0. Let W ∈ N satisfy u + v +W ≥ 0 and
v +W ≥ 0. Then λ is a root of the polynomial tpu+v+W − tpv+W + 1 ∈ Fp[t]. Hence we get λ ∈ k0. This is
absurd.
In characteristic 0, we reduced the problem to the case of the projective line minus 4 points. In positive
characteristic, we approach the problem in a similarly way, but we need the following lemmas to overcome
the difficulties arising from the existence of Frobenius twists.
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Lemma 2.3.5. Let p be a prime number and X, X˜, Y, Y˜ ∈ Z− {0}. Assume that
(pX − 1)(pY − 1) = (pX˜ − 1)(pY˜ − 1) (in Q) (2.4)
Then {X,Y } =
{
X˜, Y˜
}
holds.
Proof. (Step 0) Let T ∈ Z − {0}. Then pT − 1 > 0 ⇔ T > 0. Hence we get XY > 0 ⇐⇒ X˜Y˜ > 0 by
assumption. The following hold.
p|T | − 1 =
{
p0(pT − 1) = p−ordp(pT−1)(pT − 1) (T > 0)
−p−T (pT − 1) = −p−ordp(pT−1)(pT − 1) (T < 0)
Multiplying the absolute values of the both sides of (2.4) by p−ordp(p
X−1)(pY −1)(pX˜−1)(pY˜ −1), we get
p−ordp(p
X˜−1)(pY˜ −1)(p|X| − 1)(p|Y | − 1) = p−ordp(pX−1)(pY −1)(p|X˜| − 1)(p|Y˜ | − 1) (in Q) (2.5)
Since (p|X|− 1)(p|Y |− 1) and (p|X˜|− 1)(p|Y˜ |− 1) are not divided by p, (2.5) implies ordp(pX − 1)(pY − 1) =
ordp(p
X˜ − 1)(pY˜ − 1) and (p|X| − 1)(p|Y | − 1) = (p|X˜| − 1)(p|Y˜ | − 1).
(Step 1) First, we consider the case that X > 0 and Y > 0. By symmetry, we may assume that X ≤ Y and
X˜ ≤ Y˜ . (2.4) implies
pX(pY − pY−X − 1) = pX˜(pY˜ − pY˜−X˜ − 1). (2.6)
pY − pY−X − 1 is divided by p if and only if p = 2 and X = Y .
• If p 6= 2 or (X 6= Y and X˜ 6= Y˜ ).
Since pY − pY−X − 1 and pY˜ − pY˜−X˜ − 1 are not divided by p, we get X = ordp(pX(pY − pY−X − 1)) =
ordp(p
X˜(pY˜ − pY˜−X˜ − 1)) = X˜. Then (2.4) implies Y = Y˜ . Hence {X,Y } =
{
X˜, Y˜
}
holds in this case.
• If p = 2 and (X = Y or X˜ = Y˜ ).
We may assume that X = Y by symmetry. If X˜ = Y˜ , then (2.4) implies {X,Y } =
{
X˜, Y˜
}
. Thus, we
may assume X˜ 6= Y˜ . (2.6) implies 2X+1(2X−1 − 1) = 2X˜(2Y˜ − 2Y˜−X˜ − 1). By X˜ 6= Y˜ , the both sides of
this equality are not 0. Since 2X−1− 1 (6= 0) and 2Y˜ − 2Y˜−X˜ − 1 are not divided by 2, we get X +1 = X˜.
Dividing the both sides by 2X+1 = 2X˜ , we have 2X−1 = 2Y˜−X˜(2X˜ − 1). This implies X˜ = 1 and then
X = 0 by X + 1 = X˜ . This is absurd.
Thus, the assertion holds if X > 0 and Y > 0.
(Step 2) Next, we consider the case that X < 0 and Y < 0. Then we have X˜Y˜ > 0 by Step 0.
If X˜ > 0 and Y˜ > 0, then we get X + Y = ordp(p
X − 1)(pY − 1) = ordp(pX˜ − 1)(pY˜ − 1) = 0 by Step 0.
Since X < 0 and Y < 0, this is absurd.
If X˜ < 0 and Y˜ < 0, then we get (p−X − 1)(p−Y − 1) = (p−X˜ − 1)(p−Y˜ − 1) by Step 0. Since −X , −Y ,
−X˜, and −Y˜ are positive intergers, Step 1 implies {X,Y } =
{
X˜, Y˜
}
. Thus, the assertion holds if X < 0
and Y < 0.
(Step 3) Finally, we consider the case XY < 0. We may only consider the case X > 0 and Y < 0 by
symmetry. Then we have X˜Y˜ < 0 by Step 0. We may assume that X˜ > 0 and Y˜ < 0 by symmetry.
By Step 0, we get (pX − 1)(p−Y − 1) = (pX˜ − 1)(p−Y˜ − 1) and Y = ordp(pX − 1)(pY − 1) = ordp(pX˜ −
1)(pY˜ − 1) = Y˜ . Since X , −Y , X˜, and −Y˜ are positive intergers, Step 1 implies {X,−Y } =
{
X˜,−Y˜
}
.
Hence we get {X,Y } =
{
X˜, Y˜
}
. Thus, the assertion follows.
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Lemma 2.3.6. Assume that k is a field finitely generated over Fp and set k0 := Fp ∩ k. Let λ1 ∈ k − k0,
λ2 ∈ k − {0, 1} and A1, A2, B1, B2, C1, C2 ∈ Z. Assume that
A1 −A2 = B1 −B2 = C1 − C2 (2.7)
and
λp
A1−1
1 = λ
pA2−1
2 , (λ1 − 1)p
B1−1 = (λ2 − 1)pB2−1,
(
λ1
λ1 − 1
)pC1−1
=
(
λ2
λ2 − 1
)pC2−1
, (2.8)
then either of the following holds.
(a) A1 = A2, B1 = B2 and C1 = C2
(b) A1 = B1 = C1 and A2 = B2 = C2
Proof. λ2 is a non-torsion element since λ
pA1−1
1 = λ
pA2−1
2 and λ1 ∈ k − k0.
If A1 = 0, then A2 = 0 by λ
pA2−1
2 = λ
p0−1
1 = 1. Hence A1 = A2 and (a) holds by (2.7). Similarly, if either
A2, B1, B2, C1 or C2 is equal to 0, then (a) holds by (2.7). Hence we may assume that A1, A2, B1, B2, C1 or
C2 is not equal to 0.
By taking the (pA2 − 1)(pB2 − 1)-th power of the third equality of (2.8), we get:
λ
(pA2−1)(pB2−1)(pC1−1)
1 (λ1 − 1)(p
A2−1)(pB1−1)(pC2−1)
= λ
(pA1−1)(pB2−1)(pC2−1)
1 (λ1 − 1)(p
A2−1)(pB2−1)(pC1−1). (2.9)
As λ1 ∈ k − k0, k0[λ1] is the polynomial ring in λ1 with coefficients in k0. Accordingly λ1 and λ1 − 1
are Z-linear independent in k0(λ1)×, in other words, 〈λ1, λ1 − 1〉 ∼= Z ⊕ Z holds in k×. Note that pu − 1
is contained in Z[1/p] for any u ∈ Z. Since λ1 and λ1 − 1 are Z-linear independent in k0(λ1)×, (2.9)
implies (pA2 − 1)(pC1 − 1) = (pA1 − 1)(pC2 − 1) and (pB2 − 1)(pC1 − 1) = (pB2 − 1)(pC1 − 1). Thus, we get
{A2, C1} = {A1, C2} and {B2, C1} = {B1, C2} by Lemma 2.3.5. By the first equality, we have A2 = A1 or
A2 = C2. By the second equality, we have B2 = B1 or B2 = C2.
If A2 = A1, then (a) holds by (2.7). If A2 = C2, then A1 = C1 by {A2, C1} = {A1, C2}. If, moreover,
B2 = B1, then (a) holds by (2.7). Otherwise, B2 = C2, then B1 = C1 by {B2, C1} = {B1, C2}. Therefore,
(b) follows.
By using these lemmas, we get the following result, which is a positive characteristic version of Proposition
2.2.4.
Proposition 2.3.7. Assume that k is a field finitely generated over Fp and prime(C) coincides with the set
of all primes that differ from p. Let S, S˜ be finite sets of k-rational points of P1k with |S| ≥ 3 and assume
that the following condition holds.
(∗) : For all S′ ⊂ S with |S′| = 4 , P1k − S′ is not isotrivial.
If there exists an isomorphism α3 : Π
(3)(P1k − S) ∼−−→
Gk
Π(3)(P1k − S˜), then there exist w, w˜ ∈ N ∪ {0} and
f : P1k (= P
1
k(w))
∼−→
k
P1k (= P
1
k(w˜)) such that the following condition for the tuple (w, w˜, f, S, S˜, α1) holds.
f(S(w)) = S˜(w˜) and, for each pair x ∈ S(w), x˜ ∈ S˜(w˜), f(x) = x˜ if and only if α(w,w˜)1 (Ix) = Ix˜. (2.10)
Here, α
(w,w˜)
1 stands for the isomorphism Π
(1)(P1k − S(w)) ∼−−→
Gk
Π(1)(P1k − S˜(w˜)) induced by α3
Proof. Let u, u˜ ∈ Z. Since α1 preserves decomposition groups at cusps by Corollary 1.4.8(1), there exists
a bijection α
∗(u,u˜)
1 : S(u) → S˜(u˜) such that α∗(u,u˜)1 (x) = x˜ ⇐⇒ α(u,u˜)1 (Ix,Π1) = Ix˜,Π1 for each pair
x ∈ S(u), x˜ ∈ S˜(u˜). We write α∗1 instead of α∗(0,0)1 . Let R be a subset of S. Dividing Π(1)(P1k − S)
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and Π(1)(P1k − S˜) by 〈Iλ | λ ∈ S − R〉 and 〈Iλ˜ | λ˜ ∈ S˜ − α∗1(R)〉, respectively, we get an isomor-
phism αR,1 : Π
(1)(P1k − R) ∼−−→
Gk
Π(1)(P1k − α∗1(R)). Let x ∈ R(u). Since α(u,u˜)1 (Ix) = Iα∗(u,u˜)1 (x) maps to
αR,1(Ix) = Iα∗(u,u˜)R,1 (x) surjectively by Π
(1)(P1k − S˜(u˜))։ Π(1)(P1k − α∗1(R)(u˜)), we get α∗(u,u˜)1 |R(u)= α∗(u,u˜)R,1 .
To prove the assertion of Proposition 2.3.7, we consider the following four steps.
(Step 1) Let T and T ′ be subsets of S that satisfy |T ∩T ′| ≥ 3. If there exist w, w˜ ∈ Z and fT , fT ′ ∈ Autk(P1k)
suth that (2.10) for (w, w˜, fT , T, α
∗
1(T ), αT,1)) and (2.10) for (w, w˜, fT ′ , T
′, α∗1(T
′), αT ′,1)) hold, then
fT |(T∩T ′)(w)= α∗(w,w˜)T,1 |(T∩T ′)(w)= α∗(w,w˜)1 |(T∩T ′)(w)= α∗(w,w˜)T ′,1 |(T∩T ′)(w)= fT ′ |(T∩T ′)(w) .
Thus, we get fT = fT ′ as |T ∩ T ′| ≥ 3. Therefore, (2.10) for (w, w˜, fT , T ∪ T˜ , α∗1(T ∪ T ′), αT∪T ′,1) follows.
(Step 2) Let x1, x2, x3, x4 be distinct elements of S and set ε = {x1, x2} , δ = {x3, x4}. Since κn(ε, δ)
is determined group-theoretically by Π(1)(P1k − S) ։ Gk and the decomposition groups of Π(1)(P1k − S)
at cusps, we get k(µn, λ(ε, δ)
1
n ) = k(µn, λ(α
∗
1ε, α
∗
1δ)
1
n ) for all n ∈ N(C) by Proposition 2.1.2. Hence
there exists u ∈ Z such that 〈λ(ε, δ)〉pu = 〈λ(α∗1ε, α∗1δ)〉 by Corollary 2.1.5(2). Applying this argu-
ment to ε′ = {x3, x2} , δ′ = {x1, x4}, we get v ∈ Z such that 〈1 − λ(ε, δ)〉pv = 〈1 − λ(α∗1ε, α∗1δ)〉, since
λ(ε′, δ′) = 1− λ(ε, δ). As λ(ε, δ) is not contained in k0 := k ∩ Fp by the condition (∗), there exists a unique
n ∈ Z such that λ(α∗1ε, α∗1δ) = λ(ε, δ)p
n
by Lemma 2.3.4.
Let u ∈ Z. If u ≥ 0, we define (w(u), w˜(u)) to be (u, 0). Otherwise, we define (w(u), w˜(u)) to be (0,−u).
We may assume S = {0,∞, 1, λ1, · · · , λe}, S˜ =
{
0,∞, 1, λ˜1, · · · , λ˜e
}
and α∗1(0) = 0, α
∗
1(∞) = ∞,
α∗1(1) = 1, α
∗
1(λi) = λ˜i for all i because Aut(P
1
k) acts on P
1(k) triply transitively. The condition (∗) implies
λi, λ˜i ∈ k− k0 for all i. If |S| = 3, then the assertion clearly holds. If |S| = 4, since λ({0,∞} , {1, λ1}) = λ1,
the above argument implies that there exists a unique n1 ∈ Z such that λ˜1 = λp
n1
1 . Hence, (2.10) for
(w(n1), w˜(n1), id : P1k(w(n1)) = P
1
k(w˜(n1)), S, S˜, α1) follows. Thus, we may assume that |S| ≥ 5.
(Step 3) We consider the case |S| = 5. We get the following consequence by considering various ε, δ.
λ({0,∞} , {1, λi}) = λi. Hence there exists a unique ni ∈ Z such that λ˜i = λp
ni
i (i = 1, 2).
λ({0,∞} , {λ1, λ2}) = λ2λ1 . Hence there exists a unique σ ∈ Z such that λ˜2λ˜1 = (
λ2
λ1
)p
σ
.
λ({1,∞} , {λ1, λ2}) = λ2−1λ1−1 . Hence there exists a unique τ ∈ Z such that λ˜2−1λ˜1−1 = (
λ2−1
λ1−1)
pτ .
λ({0, 1} , {λ1, λ2}) = λ2λ2−1 λ1−1λ1 . Hence there exists a unique ζ ∈ Z such that λ˜2λ˜2−1
λ˜1−1
λ˜1
= ( λ2λ2−1
λ1−1
λ1
)p
ζ
.
Since {0,∞, 1, λ1} , {0,∞, 1, λ2} , {0,∞, λ1, λ2} , {1,∞, λ1, λ2} , {0, 1, λ1, λ2} ⊂ S intersect at three points
with one another, we have only to show that at least two of n1, n2, σ, τ , ζ are equal by Step 1. We have
λ˜1 = λ
pn1
1 , λ˜2 = λ
pn2
2 ,
λ˜2
λ˜1
=
(
λ2
λ1
)pσ
=⇒ λ
pn2
2
λp
n1
1
=
λ˜2
λ˜1
=
(
λ2
λ1
)pσ
=⇒ λp(n1−σ)−11 = λp
(n2−σ)−1
2 .
Similarly, we get the following equalities.
(λ1 − 1)p(n1−τ)−1 = (λ2 − 1)p(n2−τ)−1,
(
λ1
λ1 − 1
)p(n1−ζ)−1
=
(
λ2
λ2 − 1
)p(n2−ζ)−1
.
Hence Lemma 2.3.6 implies (n1−σ = n2−σ, n1−τ = n2−τ and n1−ζ = n2−ζ) or (n1−σ = n1−τ = n1−ζ
and n2− σ = n2− τ = n2 − ζ). Thus, we get n1 = n2 or σ = τ = ζ. In the both cases, the assertion follows.
(Step 4) Finally, we consider the case |S| > 5. Set Ti := {0,∞, 1, λi}. By Step 2, for all i, there exists
a unique nTi ∈ Z and a unique fTi ∈ Aut(P1k) such that (2.10) for (w(nTi ), w˜(nTi), fTi , Ti, α∗1(Ti), αTi,1)
holds. Applying Step 3 to Ti ∪ Tj (i 6= j), we get nTi = nTj for every pair i, j. Hence Step 1 implies
fT1 = · · · = fTe and (2.10) for (w(nT1 ), w˜(nT1), fT1 , S, S˜, α1). Thus, the assertion follows.
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2.4 Main theorem
Theorem 2.4.1. Assume that k is a field finitely generated over the prime field, prime(C) coincides with
the set of all primes that differ from p, m ≥ 3 and U, U˜ genus 0 hyperbolic curves over k. If, moreover p > 0,
we assume:
(∗∗) : For each S′ ⊂ (Uk)cpt − Uk with |S′| = 4, the curve (Uk)cpt − S′ is not isotrivial.
Then the following hold.
Π(m)(U) ∼=
Gk
Π(m)(U˜) =⇒
U
∼=
k
U˜ (p = 0)
U(n) ∼=
k
U˜(n˜) for some n, n˜ ∈ N ∪ {0} (p > 0)
Proof. As an isomorphism Π(m)(U) ∼=
Gk
Π(m)(U˜) induces an isomorphism Π(3)(U) ∼=
Gk
Π(3)(U˜), we may assume
m = 3. Observe that Corollary 1.3.7 implies g(U˜) = 0. First, we take a finite Galois extension K of k (and
M ∈ N ∪ {0}, if p > 0) as follows.
• Case p = 0. There exists a finite Galois extension K of k that satisfies UK ∼= P1K − S and U˜K ∼= P1K − S˜
for some S, S˜ ⊂ P1K(K).
• Case p > 0. (Ukperf )cpt is smooth over kperf and S(Ukperf ) is defined over a finite Galois extension of kperf.
Then (Ukp−M )
cpt is smooth over kp
−M
and S(Ukp−M ) is defined over a finite Galois extension of k
p−M for
some (sufficiently large) M ∈ N. By (Ukp−M )/Spec(kp
−M
) ∼= U(M)/Spec(k), U(M)cpt is smooth over k
and S(U(M)) is defined over a finite Galois extension of k. Then there exists finite Galois extension K
over k that satisfies U(M)K ∼= P1K −S and S ⊂ P1K(K). Replacing K by a large finite Galois extension of
k if necessary, we may also assume that U˜(M)K ∼= P1K − S˜ and S˜ ⊂ P1K(K).
Consider an isomorphism Π(3)(U)
∼−−→
Gk
Π(3)(U˜). It induces an isomorphism α : Π(1)(U)
∼−−→
Gk
Π(1)(U˜) that
preserves the deomposition groups by Corollary 1.4.8(1). α induces αK : Π
(1)(UK)
∼−−→
GK
Π(1)(UK). The
condition (∗∗) for U in Theorem 2.4.1 implies the condition (∗) for UK in Proposition 2.3.7. Hence the
following hold by Proposition 2.2.4 and Proposition 2.3.7
• Case p = 0. There exists f : P1K ∼−→
K
P1K such that f(S(UK)) = S(U˜K), and that f(x) = x˜ ⇐⇒ αK(Ix) =
Ix˜ for all x ∈ S(UK), x˜ ∈ S(U˜K)
• Case p > 0. There exist w, w˜ ∈ N ∪ {0} and f : P1K ∼−→
K
P1K such that f(S(w)) = S˜(w˜), and that
f(x) = x˜ ⇐⇒ αK(Ix) = Ix˜ for all x ∈ S(w), x˜ ∈ S˜(w˜).
Write U, U˜ for U ,U˜ (resp. for U(M + w), U˜ (M + w˜)), respectively. By the above argument, we have
UcptK
∼−→
K
P1K , U˜
cpt
K
∼−→
K
P1K , S(UK) →֒ P1K(K), S(U˜K) →֒ P1K(K). Moreover, there exists f : P1K ∼−→
K
P1K such
that f(S(UK)) = S(U˜K), and f(x) = x˜ ⇐⇒ αK(Ix) = Ix˜ for all x ∈ S(UK), x˜ ∈ S(U˜K).
Let ρ(U) be the image of ρ ∈ Gal(K/k) by Gal(K/k) → AutU(UK), ρ 7→ idU × ρ, and we define ρ(U˜)
similarly. Let ρ(U) be an inverse image of ρ by pU/k : Π
(1)(U)։ Gk and ρ(U˜) the image of ρ(U) by α. For
all x ∈ S(UK), x˜ ∈ S(U˜K), we have
ρ(U)Ixρ(U)−1 = Iρ(U)(x) and ρ(U˜)Ix˜ρ(U˜)−1 = Iρ(U˜)(x˜).
This implies α(Iρ(U)(x)) = ρ(U˜)α(Ix)ρ(U˜)−1 = Iρ(U˜)(f(x)). Hence we get f(ρ(U˜)(x)) = ρ(U˜)(f(x)). As
|S(UK)| ≥ 3, it follows that f ◦ ρ(U) = ρ(U˜) ◦ f for all ρ. By Galois descent, we obtain U ∼=
k
U˜.
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Appendix : pro-C Blanchfield-Lyndon theory
In a series of papers starting with [1], R. H. Fox developed the theory of free differential calculus on
discrete free groups. After that, R. C. Blanchfield and R. C. Lyndon described the abelianization of normal
subgroups of discrete free groups using free differential calculus (cf. [5]). We call this theory (discrete)
Blanchfield-Lyndon theory. Further, Y. Ihara developed Blanchfield-Lyndon theory for free pro-ℓ groups
and free profinite groups in [3] and [4], respectively. The purpose of this appendix is to give Blanchfield-
Lyndon theory for free pro-C groups for an arbitrary non-trivial full class C of finite groups.
Let C be a full class of finite groups which contains a non-identity group. First, we show a useful lemma
about the maximal pro-C quotient functor.
Lemma A.1. Let G be a profinite group, ρ : G ։ GC the natural projection, H ⊂ GC a closed subgroup
and H˜ ⊂ G the inverse image of H by ρ. Then the natural map H˜C → GC is injective and gives an
isomorphism H˜C
∼−→ H .
Proof. The second assertion follows from the first assertion. Thus, we have only to show the first assertion.
First, we suppose that H is an open subgroup of GC . We claim that, for all N
op
⊳ H˜ with H˜/N ∈ C, there
exists M
op
⊳ G with G/M ∈ C such that H˜ ∩M ⊂ N . Indeed, write HG for the normal core of H in G and
set K := N ∩ H˜G. We have the following exact sequence.
1→ H˜G/KG → G/KG → G/H˜G → 1.
If G/H˜G ∈ C and H˜G/KG ∈ C, then G/KG ∈ C and the claim follows. Thus, we have only to show that
G/H˜G ∈ C and H˜G/KG ∈ C. Since G→ GC is surjective, we get ρ−1(HGC ) = ρ−1(H)G = H˜G. This implies
G/H˜G ∼= GC/HGC ∈ C. Next, we show H˜G/KG ∈ C. By assumption, H˜G/K ∼= H˜GN/N →֒ H˜/N ∈ C.
Let g1, · · · , gr ∈ G be a complete system of representative of G/K. Then H˜G/KG →֒
∏
i H˜G/giKg
−1
i
∼=∏
i H˜G/K ∈ C. Hence we get H˜G/KG ∈ C and the claim follows.
Set NC(G) :=
{
M |M op⊳ G,G/M ∈ C
}
, NC(H˜) :=
{
N | N op⊳ H˜, H˜/N ∈ C
}
. Let φ : NC(G)→ NC(H˜)
be the order-preserving map defined by M 7→ H˜ ∩M . The claim implies that the image of φ is a cofinal
subset of NC(H˜). In the category of profinite groups, projective limits preserve injectivity. Hence we get
H˜C = lim←−
H˜∩M∈{H˜∩M|M∈NC(G)}
H˜/(H˜ ∩M) = lim←−
M∈NC(G)
H˜/(H˜ ∩M) →֒ lim←−
M∈NC(G)
G/M = GC .
Thus, we obtain H˜C →֒ GC and the first assertion follows if H is an open subgroup of GC . If H is a closed
subgroup of GC , the first assertion follows from
H˜C = ( lim←−
H⊂V op⊂GC
ρ−1(V ))C ∼−→ lim←−
H⊂V op⊂GC
ρ−1(V )C ∼−→ ( lim←−
H⊂V op⊂GC
V ) = H ⊂ GC ,
where the second isomorphism is obtained by applying the proceeding argument to V .
Set X = {x1, · · · , xr} and let F be a free discrete group with basis X , F a free pro-C group with basis
X which contains F , Fˆ the profinite completion of F and pr : Fˆ → F the natural surjection.
Y. Ihara gave Theorem A-1 and Theorem A-2 in [4] about Blanchfield-Lyndon theory for free profinite
groups. They are equivalent to the existence of the following exact sequence.
1→Mab →
⊕
1≤i≤r
Zˆ[[Fˆ /M]](xi − 1) f˜→ Zˆ[[Fˆ /M]] s˜→ Zˆ→ 1 (3.1)
Here, M is a closed normal subgroup of Fˆ ,⊕1≤i≤r Zˆ[[Fˆ /M]](xi − 1) is a free Zˆ[[Fˆ /M]]-module with basis
{xi − 1}1≤i≤r, f˜ is the sum of all components and s˜ is the augmentation homomorphism. The following
theorem is the pro-C version of this result.
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Theorem A.2. Let N be a closed normal subgroup of F . Then the following exact sequence of ZC [[F/N ]]-
modules exists.
1→ N ab →
⊕
1≤i≤r
ZC [[F/N ]](xi − 1) f→ ZC [[F/N ]] s→ ZC → 1 (3.2)
Here,
⊕
1≤i≤r ZC [[F/N ]](xi − 1) is a free ZC [[F/N ]]-module with basis {xi − 1}1≤i≤r, f is the sum of all
components and s is the augmentation homomorphism.
Proof. Since all terms of (3.1) is abelian, the following sequence induced by (3.1) is also exact.
1→ (ρ−1(N )ab)C →
 ⊕
1≤i≤r
Zˆ[[Fˆ /ρ−1(N )]](xi − 1)
C f˜C−−→ (Zˆ[[Fˆ /ρ−1(N )]])C s˜C−−→ ZC → 1 (3.3)
Clearly, (Zˆ[[Fˆ /ρ−1(N )]])C = ZC [[Fˆ /ρ−1(N )]] = ZC [[F/N ]], and f˜C and s˜C coincide with f and s in (3.2),
respectively. As is well known, abelianization commutes with taking the maximal pro-C quotients. Therefore,
Lemma A.1 implies (ρ−1(N )ab)C ∼= (ρ−1(N )C)ab ∼= N ab. Zˆ[[Fˆ /ρ−1(N )]] acts on all terms of (3.3) and these
actions factor through ZC [[F/N ]]. Thus, (3.2) is an exact sequence of ZC [[F/N ]]-modules.
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