ロバスト性及び幾何的性質を考慮した直交制約付き非負値行列分解に関する検討 by 藤田 隼輔
X t Ð   m  Ê  
 
¶»¹C 
xzØ     q¬  z¶»¹   
qC614AD+z          eta Ïº 
§    k Æ¯ ÙÔ z½±i 1631127 
Ð  Ý ´ 
@8.4fS³Ó'Ä 
µL_¿NÚÒYÇ]\Ë×%¤Ì 
 Ê   
 qd¸Q«Oâ*B0D614'^®Zâ°Zâ¼¥3D0!Wig
&%.g&Wi¥Êo"$â7*/âv&Yâ3D0¦²­%rj	%ã
"Wi!3D0'bª"	[¬%âß@8.4'â#¾ß
+=.0>B,Ê&%ãg&WiâÇ]É«%
hÅ	$â
ÊÀ'ÚÒYP{ w	rjHÕj'­ 	%ãÚÒYY'Ç]'Ë
¡%E©âNonnegative Matrix Factorization(NMF)	%ã
©âNMF 
1990 O°Z[¬ÈE¶»&©	$â2001 K©³`
"|«%(?->/;²É&â«p ®hÅ#¶»&%©	
%ã®EU+=.0>B,	%ã© Orthogonal Nonnegatively Penalized 
Matrix FactorizationàONP-MFá	%ãONP-MF@8.4J	âS³q¦
y%ÏÝ	$â+=.0>B,®¾RGÊo%ã

âÏÝË¨âONP-MF ' L2,1 7?;³Hu:5?2)Ü"
Robust-Locally-invariant-ONP-MF'£ã£©@8.4·Îfâ³Hu
:5?2)Ü"%¾Û'·Î%|Þ'Çã7*/}'udÍVÂ¢
"$âw©"$ß@8.4·ÎãâSz³qNI"%+=.0>B
,¾lF'·ÎãMn|Þâ~Ñ3D0Â¢YâM~Ñ
%3D0's!
â9=<D0ÃÁdâcTÖ¼"ÍV'Ç"%
b'·Î%Ê	%ã  
 
 
平成 29 年度　修士論文
ロバスト性及び幾何的性質を考慮した
直交制約付き非負値行列分解に関する検討
電気通信大学大学院
情報・ネットワーク工学専攻
電子情報学プログラム
学籍番号 : 1631127
藤田 隼輔
指導教員
笠井 裕之 准教授
森田 啓義 教授
平成 30 年 1 月 29 日
目 次
第 1章 序論 5
1.1 背景 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 目的 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 問題点 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4 構成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
第 2章 関連研究 7
2.1 概要の説明 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.1 式の表記 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.2 フロベニウスノルム . . . . . . . . . . . . . . . . . . . . . . 7
2.1.3 L2,1ノルム . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.4 クラスタリングの次元縮約 . . . . . . . . . . . . . . . . . 8
2.1.5 特異値分解 (SVD) . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.6 勾配法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.7 直線探索 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.8 ぺナルティ法 . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.9 拡張ラグランジュ法 . . . . . . . . . . . . . . . . . . . . . . 9
2.1.10 双対定理 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.11 極分解 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 非負値行列分解 (Nonnegative Matrix Factorization:NMF) . . . . . 11
2.2.1 乗法的更新則 . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.2 クラスタリングへの応用法 . . . . . . . . . . . . . . . . . 12
2.3 NMFの拡張方式 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.1 Orthogonal Nonnegative Matrix Factorization(ONMF) . . . . 15
2.3.2 Robust Nonnegative Matrix Factorization(RNMF) . . . . . . . 16
2.3.3 Graph Regularized NMF(GNMF) . . . . . . . . . . . . . . . . 16
1
2.3.4 Orthogonal Nonnegatively Penalized
Matrix Factorization(ONP-MF) . . . . . . . . . . . . . . . . . 18
2.4 手法の比較 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
第 3章 提案手法 22
3.1 Robust Locally ONP-MF(Rbust-Li-ONP-MF) . . . . . . . . . . . . . 22
3.2 分解行列とラグランジュ乗数の更新 . . . . . . . . . . . . . . . 23
3.2.1 U更新 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2.2 V更新 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2.3 Λ更新 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
第 4章 評価実験 25
4.1 対象データセット . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.2 実験条件 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.3 評価指標 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
第 5章 実験結果 29
第 6章 結論 39
2
図 目 次
2.1 NMFクラスタリング . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 関連度例 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3 NMFモデルとアルゴリズムのカテゴリ [1] . . . . . . . . . . . . 15
5.1 精度評価図 (µ=0.01,p=5,noise=0.05) . . . . . . . . . . . . . . . . . 36
5.2 精度評価図 (µ=0.01,p=10,noise=0.1) . . . . . . . . . . . . . . . . . 36
5.3 精度評価図 (µ=0.01,p=5,noise=0.05) . . . . . . . . . . . . . . . . . 37
5.4 精度評価図 (µ=0.1,p=10,noise=0.05) . . . . . . . . . . . . . . . . . 37
5.5 精度評価図 (µ=0.1,p=20,noise=0.05) . . . . . . . . . . . . . . . . . 38
3
表 目 次
2.1 主問題と双対問題 . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 手法の比較 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.1 実験データセット . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
5.1 クラスタリング実験結果 (p-num=5，noise level=0.05) . . . . . . 30
5.2 クラスタリング実験結果 (p-num=10，noise level=0.05) . . . . . 30
5.3 クラスタリング実験結果 (p-num=15，noise level=0.05) . . . . . 31
5.4 クラスタリング実験結果 (p-num=20，noise level=0.05) . . . . . 31
5.5 クラスタリング実験結果 (p-num=5，noise level=0.075) . . . . . 32
5.6 クラスタリング実験結果 (p-num=10，noise level=0.075) . . . . . 32
5.7 クラスタリング実験結果 (p-num=15，noise level=0.075) . . . . . 33
5.8 クラスタリング実験結果 (p-num=20，noise level=0.075) . . . . . 33
5.9 クラスタリング実験結果 (p-num=5，noise level=0.1) . . . . . . . 34
5.10 クラスタリング実験結果 (p-num=10，noise level=0.1) . . . . . . 34
5.11 クラスタリング実験結果 (p-num=15，noise level=0.1) . . . . . . 35
5.12 クラスタリング実験結果 (p-num=20，noise level=0.1) . . . . . . 35
4
第1章 序論
1.1 背景
情報化社会の現代，インターネットを利用して映像，画像，文書等様々
なデータや信号が取得される．取得された信号は様々な要因により，ノ
イズ，外れ値，データ欠損が発生する場合がある．そのような信号やデー
タを効率よく処理するためには，高いロバスト性を持ち，さらに精度の
高いクラスタリングが必要とされる．
1.2 目的
取得された信号は，行列で表現することが可能であり，その要素を非
負値と仮定しても多くの場合不都合を生じないものである．非負値の値
を持つ行列を解析する一手法として，非負値行列因子分解 [Nonnegative
Matrix Factorization (以後NMFと記述する) ]がある [1]．この手法は，NMF
は 1990年代に画像処理の技術の一旦として研究されてきた手法であり，
2001年 [2]に乗法的更新則によって実現するアルゴリズムが発表され，現
在もその応用の可能性から研究されている手法である．応用の一例とし
てクラスタリングがあり，様々な制約等を与えることで，それに応じた
性能を得ることができる手法である．また，NMFのクラスタリングは，
次元縮約 [3]を利用したものであるため，大規模なデータの処理も行う
ことが可能である．本研究では，NMFの性質を利用し，各々の問題点の
解決のための関連手法の特徴を取り入れたRobust-Li-ONP-MFを提案し，
その特徴を示すかの検討である．検討の結果，高い分類性能を示すこと
ができれば，ノイズや外れ値が含まれる大規模なデータや信号に関して
も，効率よく処理することが可能となると考えられる．
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1.3 問題点
NMFは直交制約を付加したOrthogonal NMF (ONMF) がある．直交制約
を付加することで k-meansと同等のクラスタリング性能を持つようにな
る．これは，非負値制約を満たしながら漸近的に直交制約を満たすよう
に更新を行うものである．
ONMFは非負値を満たす更新によって局所解に収束する場合がある
こと，収束値が初期値の影響を受けるという問題点がある．それらを
解決する手法として，Orthogonal Nonnegative Penalized Matrix Factorization
(ONP-MF) がある．ONP-MFはONMFの目的関数を拡張ラグランジュ法に
よって定義されたものであり，直交制約を満たしながら漸近的に非負値
を満たすものである．また，初期値を乱数生成ではなく，Singular Value
Decomposition (SVD) によって一意に設定するものである．
ONP-MFの問題点として，ロバスト性が乏しい，つまり，ノイズや外れ
値データの分類精度が低いこと，幾何学的な情報の欠如という問題点が
ある．これらの問題点はクラスタリングをする際に精度の低下をもたら
す原因となる．
そこで，以上に述べた問題解決のため，本研究ではONP-MFの拡張を
行う．拡張の内容として，ONP-MFにロバスト性を持たせること，デー
タの幾何学的な構造を保存を行う．
1.4 構成
本稿の構成を以下に示す．
2章では，関連研究について紹介する．3章では，関連研究の特徴を取
り入れた提案手法について説明する．4章では，提案手法についての精
度評価実験について述べる．最後に 5章でまとめについて述べる．
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第2章 関連研究
2.1 概要の説明
はじめに関連研究を説明する上での，表記や語句等に概要について述
べる．
2.1.1 式の表記
本稿では，行列をAのように太字の大文字表記をする．また，ベクト
ルの表記は aのように太字の小文字表記をする．
⊙
はアダマール積，÷
は elementwise divisionを表す．A ≥ 0は行列が非負値であることを示して
いる．subject to は制約条件，A ∈ Rm×kは行列Aがm行 k列であることを
示している．
2.1.2 フロベニウスノルム
行列の大きさを表す量の一つである．A = [a1, . . . ,aj, . . . ,an]場合，フロ
ベニウスノルムは式 (2.1) のように定義される．
∥A∥F =
√√√√ n∑
i,j
a2i,j (2.1)
また，フロベニウスノルムには，式 (2.2) のように，トレース行列として
表現することができる．
∥A∥2F = tr(AAT ) = tr(ATA) (2.2)
2.1.3 L2,1ノルム
L2,1ノルムはサブベクトルごとに L2ノルムを計算し，その総和をとっ
たものである．フロベニウスノルムと違い，二乗誤差を行わないノルム
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である．式 (2.3) のように定義される．NMFをこのノルムを用いて目的
関数を定義することで，ロバスト性を持つNMFが提案されている．2.3.2
で取り扱う．
∥A∥2.1 =
n∑
i=1
∥ai∥ (2.3)
2.1.4 クラスタリングの次元縮約
クラスタリングには以下のような課題が存在する．
• 高次元になることでベクトル間距離が離れていく
• 本質的にクラスタリングは距離の近いものをまとめる
• 高次元になるほど妥当な結果を得ることが難しくなる
次元縮約 [3]を用いることで以下のような課題を解決することが可能で
ある．
• 対処法として次元縮約を行う
• 高次元のベクトル間の位置関係をできるだけ保存
• より低次元のベクトルに変換する処理
2.1.5 特異値分解 (SVD)
特異値分解 [Singular Value Decomposition (SVD) ][4]はA ∈ Rm×nの任意の
行列に対して，Rm×m，Rn×nの直交行列とm× nの対角行列内積で表現さ
れる．式 (2.4) で表現される．
A = U× S×V (2.4)
Sの非対角成分は 0であり，対角成分は，降順となっている．
2.1.6 勾配法
勾配法 [9]は目的関数を適当な初期値から目的関数をより小さくする方
向へ繰り返し移動することで最終的に局所的最適解へ行きつくという考
え方による手法の一つである．目的関数は式 (2.5)で表される．
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• f :目的関数，x:初期解，次解:xˆ，α0:初期のステップ幅
xˆ = xˆ− α0∇f(x) (2.5)
• ステップ幅は f(xˆ) < f(x)となるように選ぶ
• xtが 1次の必要条件を満たすまで繰り返し行い最適解を求める
2.1.7 直線探索
直線探索 [9]は，連続最適化問題に置いて，目的関数を求めるための手法
の一つである．現在の近似解 xから降下する方向 dだけ移動した点 x+ αd
が最小となるような αを求める手法である．
2.1.8 ぺナルティ法
ペナルティ法 [9]は，制約条件を破った時に目的関数値にペナルティを
加えることによって，制約条件を目的関数に取り込み，制約なし問題と
して解く手法である．制約条件を破った場合には，その度合いに応じて
ペナルティを課すような値を与える．
2.1.9 拡張ラグランジュ法
拡張ラグランジュ法 [10]は制約ありの最適化問題の局所最適解を数値
的に求める計算アルゴリズムの一つである．ラグランジュ未定乗数法と
ペナルティ法を組み合わせたものである．式 (2.6) で表現される．
• λ:ラグランジュ乗数
• ρ:二次ペナルティパラメータ
• ρ > 0
L(x,λ) = f(x) +
m∑
j=1
λjgj(x) +
ρ
2
m∑
j=1
{gj(x)}2 (2.6)
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2.1.10 双対定理
定式化された線形計画問題には，表裏の関係にある線形計画問題が存
在し，表に当たる問題を主問題，裏にあたる問題を双対問題 [9]という．
主問題が最適解を持つ場合，双対問題も最適解を持ち，主問題における
最小値 (z) と双対問題における最大値 (w) は等しくなる．また，双対問題
のそのまた双対問題は主問題と等しいという性質を持つ定理．
表 2.1: 主問題と双対問題
目的関数 制約条件
主問題
z = cTxを最小化 Ax = b, x ≥ 0
双対問題
w = bTyを最大化 ATy ≤ c
2.1.11 極分解
極分解 [11]は任意の実正方行列Mは直交行列Uと半正定値行列Pに分
解する手法である．それぞれの行列について以下に示す．
M = UP (2.7)
• 実正方行列
実数を成分にとる正方行列
• 半正定値行列
n× nの実対象行列Mが以下の条件を一つを満たす行列
ⅰ 全ての n次元実ベクトル xに対して二次形式 xTMxが非負
ⅱ Mの固有値は全て非負
ⅲ ある実正方行列Xが存在し，M = XTXと表すことができる
ⅳ Mの主小行列式が全て非負
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2.2 非負値行列分解 (Nonnegative Matrix Factor-
ization:NMF)
NMF[2]は非負信号から構成される入力行列X ∈ Rm×nを，ランク kの 2
つの非負の行列U ∈ Rm×k,V ∈ Rk×nに分解する問題である．Uは辞書行
列，Vは係数行列と呼ばれる．NMFをクラスタリングに用いる場合は係
数行列Vを用いて行う．目的関数を式 (2.8) に示す．
• X ∈ Rm×n, U ∈ Rm×k,V ∈ Rk×n
min
U∈Rm×k,V∈Rk×n
∥X−UV∥2F (2.8)
subject to U ≥ 0,V ≥ 0
NMFは非負値という制約以外に制約を与えたり，緩和させることで，そ
れに応じた能力を持たせることができる手法である [12]．1.3で述べた問
題解決のため，幾らかの関連研究の特徴に着目した 2章ではこれについ
て述べる．
2.2.1 乗法的更新則
値の収束法として，NIPS2001において，非負制約を満たしながら乗法
的更新則 (Multiplicative Update) により実現するアルゴリズムが Leeらによ
り提案されている．NMFのU及びVの乗法的更新則を式 (2.9) ， (2.10) に
示す．
• X ∈ Rm×n, U ∈ Rm×k,V ∈ Rk×n
• ÷は elementwise division
• ⊙はアダマール積
U← U⊙ XVT
UVVT
(2.9)
V← V⊙ UTX
UTUV
(2.10)
式 (2.9) ， (2.10) を条件を満たすまで繰り返し反復させることで，最適
な値に収束させる．
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2.2.2 クラスタリングへの応用法
NMFは次元縮約を利用したクラスタリング手法であり，係数行列Vを
用いる [3]．辞書行列Vの i番目の行ベクトルが元のデータXの i番目の列
ベクトルを縮約した結果となっている．これは，縮約後の各々の軸がク
ラスタとなるトピックを表現している．つまり，辞書行列Vの k列目の
要素の値が，k番目のトピックとの関連度の大きさを表している．よっ
て，i番目のトピックのクラスタ番号は式 (2.11) のように定義される [13]．
このように，NMFは次元縮約を用いたクラスタリングであるため，大規
模なデータのクラスタリングも可能な手法である．イメージを図 2.1，2.2
に示す．
arg max
h
vih (2.11)
図 2.1: NMFクラスタリング
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図 2.2: 関連度例
2.3 NMFの拡張方式
NMFは様々な応用研究が行われている．カテゴリの図を図 2.3に示す．
現在存在するNMFは以下の 4つのカテゴリに分けることができる [1]．
• Basic NMF (BNMF) :非負値制約のみのNMF
• Constrained NMF (CNMF) :正則化のためにいくつかの制約のあるNMF
• Structured NMF (SNMF) :通常の因子分解を変更したNMF
• Generalized NMF (GNMF) :広義的に従来のデータ型や因子モデルを打
ち破っているNMF
更に 4つのカテゴリからいくつかのサブクラスにも分類される．
CNMFは以下の 4つのサブクラスに分類される．
• Sparse NMF (SPNMF) :スパース制約を課したNMF
• Orthogonal NMF (ONMF) :直交制約を課したNMF
• Discriminant NMF (DNMF) :分類と判別のための情報を含んだNMF
• NMF on manifold (MNMF) :局所的にトポロジカルな特性を保ってい
るNMF
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SNMFは以下の 3つのサブクラスに分類される．
• Weighed NMF (WNMF) :各成分の相対的重要度の違いによって重み付
けするNMF
• Conventional NMF (CVNMF) :時間-周波数領域での因子分解を考慮す
るNMF
• Nonnegative Matrix Tri-Factorization (NNTF) :データ行列を 3つに因子分
解するNMF
GNMFは以下の 4つのサブクラスに分類される．
• Semi- NMF:特定の因子行列に制約を緩和したNMF
• Nonnegative Tensor Factorization (NTF) :行列形式のデータを高次元の
テンソルに一般化する手法
• Nonnegative Matrix-Set Factorization (NMSF) :データセットを行列から
行列のセットに拡張するNMF
• NMF on manifold (KNMF) :非線形モデルのNMF
ここで挙げた手法のうち，本稿で取り上げた問題点解決のため，いく
つかの手法について説明する．
図 2.3は [1]を参考に描いた図である．
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図 2.3: NMFモデルとアルゴリズムのカテゴリ [1]
2.3.1 Orthogonal Nonnegative Matrix Factorization(ONMF)
ONMF[14]はNMFの V に直行制約を付与したものである．NMFより優
位な精度結果が得られている手法である．NMFと同様に，非負値を満た
しながら乗法的更新則によって実現される．目的関数を式 (2.12) に示す．
kは近似されるランクである．
• X ∈ Rm×n, U ∈ Rm×k,V ∈ Rk×n
min
U∈Rm×k,V∈Rk×n
∥X−UV∥2F (2.12)
subject to U ≥ 0,V ≥ 0,VVT = Ik
係数行列Vに直交制約を与えることで，必然的に各列に一つだけ非負値
要素を有するスパースな行列となる．スパース性がさらに高まるため，
帰属度が集約し，統計的独立性が高まるため，行列分解の一意性を向上
させる．また，副次的効果として，辞書行列Uの持つ特徴の情報が増え
る [15]．このような制約は，辞書行列や係数行列の過学習を防ぐ役割も果
たす．制約を敢えて両辺に与えないことで，用途に応じた柔軟なクラス
タリングが可能となる．そこで，クラスタリングで用いるVにのみ制約
を与えている．
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2.3.2 Robust Nonnegative Matrix Factorization(RNMF)
RNMF[16]は高次元かつノイズを扱うことができるNMFである．目的
関数を式 (2.13)に示す．
• X ∈ Rm×n, U ∈ Rm×k,V ∈ Rk×n
• ∥A∥2.1 =
∑n
i=1 ∥ai∥と定義される．
min
U∈Rm×k,V∈Rk×n
∥X−UV∥2,1 (2.13)
subject to U ≥ 0,V ≥ 0
フロベニウスノルムは二乗誤差であるために，大きく定まってしまう
が， L2,1ノルムを用いることで，その問題を解決することが可能である．
そのため，NMFに比べてロバスト性能を持つ [6]．外れ値，ノイズ，データ
欠損に影響を受けてしまう問題の解決を図ることが可能な手法である．
2.3.3 Graph Regularized NMF(GNMF)
GNMF [8] は局所的不変性に着目したNMFである．いわば，データ空間
の幾何学関係を考慮したNMFである．元の信号の構造は射影後にも保
存されるということを，隣接行列と任意の 2つのデータ点間の距離関係
によって 導出した局所的不変ペナルティ項 (Tr(VLVT ))で実現している
[17]．目的関数を式 (2.14) に示す．W は隣接行列，µは正則化パラメータ
を表している．隣接行列は元の特徴空間における幾何学的関係の類似性
をグラフ表現した行列である．
• X ∈ Rm×n, U ∈ Rm×k,V ∈ Rk×n
• Db =∑lWjl，L = Db−W，µ ≥ 0
min
U∈Rm×k,V∈Rk×n
∥X−UV∥2F + µTr(VLVT ) (2.14)
subject to U ≥ 0,V ≥ 0
この手法は入力信号空間で近いデータサンプル (xj, xl) は，それ自体に
内在する幾何空間において近い距離であるはず．つまり，新しく求める
辞書行列Uにより表現される空間において，それらのデータサンプルは
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お互いに近い距離に位置するはずであるということ，いわば局所性に着
目している．そのために，入力信号空間における 2つのデータサンプル
(xj, xl) の距離関係と，求める係数行列V内にそれぞれ対応する係数ベク
トル (zj, zl) との関係に着目し，近くに位置するデータサンプル同士が，
異なる係数ベクトルで表現されることに対するペナルティ項を，NMFの
目的関数で考慮したものである．ペナルティ項はTr(VLVT )で表される．
ペナルティ項について 2.3.3に示す．
ペナルティ項の導出
ペナルティ項を考える際，信号の特徴空間における幾何的関係を行列
で表現したい．そのために，元の特徴空間における幾何的関係の類似性
をグラフに表現した行列である隣接行列とデータ間距離を用いる [18]．
• 隣接行列Wについて
隣接行列は，元の特徴空間における幾何的関係の類似性をグラフに
表現した行列である．
Wjl = wjl =
⎧⎨⎩ exp
(
−∥xj − xl∥
2σ2
)
xjと xlが隣接している場合
0 otherwise
(2.15)
Wjlは 2つのデータ点 (xj,xl) 間のデータ間の距離関係を表現してい
る．
各サンプルについて最も類似しているK個に重みを与え，他のサン
プルには重みを与えない．これによって重み計算がよりシンプルに
考えることができる．
• 係数ベクトル間距離 d(·, ·) の定義
係数行列表現をV = [z1, . . . , zj, . . . , zn]と定義する．新しい基底によ
る 2つのデータ点 (xj,xl) に対応する表現係数ベクトル (zj, zl) 間の距
離 d(zj, zl) を式 (2.16) に定義する．
d(zj, zl) = ∥zj − zl∥2 (2.16)
• ペナルティ項の考え方
入力信号空間における 2つのデータサンプル (xj, xl) が近い場合Wjl
の値が増加するようなペナルティ項を考える．また，係数ベクト
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ル間距離が大きい場合においても d(zj, zl) が増加するようなペナル
ティ項を考える．Wjl及び d(zj, zl) の値が増加することで，罰則効果
も増加するように設定する．
• 局所的不変ペナルティ項を定義
上記のペナルティ項の考え方より，隣接行列Wと係数ベクトル間
距離 d(zj, zl)から局所的不変ペナルティ項を定義する．
1
2
N∑
j,l=1
∥zj − zl∥2Wjl (2.17)
• 局所的不変ペナルティ項の導出
式 (2.17) を変形し，局所的不変ペナルティ項を導出する．ここで
Db =
∑
lWjl，L = Db−Wと定義
1
2
N∑
j,l=1
∥zj − zl∥2Wjl = 1
2
N∑
j,l=1
(zTj zj − 2zTj zl + zTl zl)Wjl
=
1
2
N∑
j,l=1
zTj zjWjl −
N∑
j,l=1
zTj zlWjl +
1
2
N∑
j,l=1
zTl zlWjl
=
N∑
j=1
zTj zjDbjj −
N∑
j,l=1
zTj zlWjl
= Tr(VDbVT )− Tr(VWVT )
= Tr(VLVT )
このペナルティ項は提案手法にも用いられている．ペナルティ項は，ク
ラスタリングの際，任意の隣接距離N と正則化パラメータ pを設定する
必要があり，その最適値は実験測で得ることができる．本稿においても，
任意の隣接距離Nと正則化パラメータ pを設定した実験を行なっている．
2.3.4 Orthogonal Nonnegatively Penalized
Matrix Factorization(ONP-MF)
Orthogonal Nonnegatively Penalized Matrix Factorization(以後ONP-MFと記述
する) [19]は非負値を罰則ベースに拡張ラグランジュ法 [10]によって最適
化目的関数を定義したNMFである．拡張ラグランジュ法は，制約のある
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最適化問題の局所最適解を数値的に求めるアルゴリズムである．NMF等
とは違い，直交制約を保証したパラメータ更新式を行いながら，直交制
約のペナルティにより，漸近的に非負値制約を実現するものである．ま
た，ロバスト性も持つ．初期値を SVDによって与えているため，ランダ
ムで初期値を求めるNMFと比較して，初期値依存性を低下させることが
可能である．目的関数を式 (2.18) に示す．
• X ∈ Rm×n, U ∈ Rm×k,V ∈ Rk×n
• Λ ∈ Rk×n，ρ ≥ 0(二次のペナルティパラメータ)
minU,V,Λ Lρ(U,V,Λ)
where Lρ(U,V,Λ) = 1
2
∥X−UV∥2F
+⟨Λ,−V⟩+ ρ
2
∥min(V, 0)∥2F
subject to U ≥ 0,VVT = Ik
(2.18)
この手法は乗法的更新則ではなく，勾配法等を用いて収束を行う．値
の更新法について 2.3.4に示す．
値の更新
ONP-MFでは，辞書行列U，係数行列V，及びラグランジュ乗数Λを条件
を満たすまで反復することで，値を収束させる．なお，双対定理から，
解 (U,V)は双対問題の解となることに注意して求める必要がある．
• Uの更新
Vと Λを固定し，以下の非負値制約の付いた最小二乗問題を解く．
ここで，X，V，givenな値である．
U← arg min
X∈Rm×n
∥X−YV∥2F (2.19)
• Vの更新
勾配射影法 [20]を用いて更新を行なっている．直交制約を保証しな
がらVを更新を行う．入力Vに対して，最急勾配降下法及び直線探
索 [19]によって更新し，直交制約保証のため，VVT = Ikとなる空間
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への射影を行い，収束条件が満たされるまで繰り返し計算を行う．
ステップサイズ βの導出に直線探索を用いる．収束条件が満たされ
るまで， (A) ， (B) を繰り返す．
(A) 最急勾配降下法及び直線探索
まずVを最急降下法によって導出する．その際，ステップサイ
ズを求めるために直線探索を用いる．
・ Z：最急降下法によってVを収束させた値
Z = V− β∂Lρ
∂V
= V− β(UTX−UTUV+ Λ+ ρmax(−V, 0))
(2.20)
(B) ZのVVT = Ik空間への射影
(A)で求めたZを，VVT = Ikを満たす空間へ射影する．Zに極分
解 [11]を用いることで，式 (2.21) ， (2.22) で表されるように，正
規直交基底を取り出すことで，それを達成している．
・ Vˆ：ZZT = Ikを満たすV(Vを更新したもの)
Vˆ = arg min
Y
∥Z−Y∥2F subject to YYT = Ik (2.21)
Vˆ = Z(ZTZ)−1/2 (2.22)
• ラグランジュ乗数Λの更新
関数Λ +→ maxΛ≥0 Lρ(U,V,Λ) の Λ に対する勾配は−Vであること，ま
た，Λが非負値であることに注意して，式 (2.23)のように更新する．
ここで，α は ステップサイズである．
Λ← max(0,Λ− αV) (2.23)
ステップサイズ αは，α = α0/t (t:更新回数) で設定している．
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2.4 手法の比較
これまで述べた手法の特徴を表 2.2に示す．それぞれの特徴として，
非負値制約，直行制約，幾何的制約，L2,1ノルムが挙げられる．ONMF，
GNMFの制約は精度向上に繋がり，RNMFとONP-MFはロバスト性能を
持つため，それらの制約をNMFに与えることで，ノイズデータ等に対し
てのクラスタリング精度が向上するのではないかと考えられる．提案手
法についての詳細は 3章で述べる．
表 2.2: 手法の比較
方式 非負値制約 直交制約 幾何的制約 L2,1ノルム 初期値
NMF Direct (MU) random
ONMF Direct (MU) ! random
RNMF Direct (MU) !　 random
GNMF Direct (MU) ! random
ONP-MF Lagrangian Direct SVD
提案手法 Lagrangian Direct ! ! SVD
(Projection)
• Direct: 直接的 (強制的) に制御
• MU: Multiplicative Update (乗法的更新則)
• Projection: 射影手法による実現
• Lagrangian: ラグランジュ関数による実現
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第3章 提案手法
本研究は，1章で述べたNMFの問題各々に関して，その解決手法の一
例が，2章で述べた関連研究である．では，それらの問題を総じて解決す
るためには，その特徴をNMFに取り入れ，組み合わせることで改善でき
ないかと考えた．そこで，実際に取り入れ，組み合わせたNMFは，ノイ
ズデータに対してクラスタリングを行なった際，従来のロバスト性を持
つ手法より質が改善されているかという検討を行ったものである．
3.1 Robust Locally ONP-MF(Rbust-Li-ONP-MF)
目的関数を式 (3.1) に示す．
• X ∈ Rm×n, U ∈ Rm×k,V ∈ Rk×n
• Λ ∈ Rk×n，ρ ≥ 0(二次のペナルティパラメータ)
• Di,i = 1∥xi−Uvi∥
• X = [x1, . . . ,xi, . . . ,xn],V = [v1, . . . ,vi, . . . ,vn]と定義する．
minU,V,Λ Lρ,µ(U,V,Λ)
where Lρ,µ(U,V,Λ) = 1
2
∥X−UV∥2,1 + ⟨Λ,−V⟩
+
ρ
2
∥min(V, 0)∥2F + µTr(VLVT)
subject to U ≥ 0,VVT = Ik
(3.1)
U，V，Λを反復的に更新することで，式 (3.1) が最小となる値を求める．
2.3.4の式を軸に関連研究で述べた手法の特徴を組み合わせている．その
ため，値の収束のための更新式は 2.3.4で述べたものと似通ったものであ
る．なお，双対定理から，解 (U,V) は双対問題の解となることに注意し
て求める必要のも同様の理由である．
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3.2 分解行列とラグランジュ乗数の更新
3.2.1 U更新
Uは勾配射影法 [20]によって更新を行う．勾配法を用いて値の収束を
行う．
1. Aは最急降下法で求める．ステップサイズ γは直線探索 [19]によっ
て求める．
A = U− γ ∂Lρ,µ
∂U
= U− γ(UVDVT −XDVT)
(3.2)
2. A を A ≥ 0 を満たす空間へ射影する．
Uˆi,j =
{
Ai,j (Ai,j > 0)
0 (Ai,j ≤ 0)
3.2.2 V更新
2.3.4と同様に，勾配射影法 [20]によって更新を行う．入力Vを，最急降
下法により更新し，直交制約保証のためのVVT = Ikとなる空間への射影
を行い，収束条件が満たされるまで繰り返し計算を行う．ステップサイ
ズ βは直線探索 [19]によって求める．
1. 最急降下法を用いて最適値Zを求める．
Z = V− β∂Lρ
∂V
= V− β(UTUVD−UTXD+ Λ+ ρmax(−V, 0))
(3.4)
2. ZをVVT = Ik空間への射影 (Z，given，Vˆは極分解により導出)する．
Vˆ = arg min
Y
∥Z−Y∥2F subject to YYT = Ik (3.5)
入力信号Zの正規直交基底を取り出す極分解 [11]により解 Vˆを計算
する．
Vˆ = Z(ZTZ)−1/2 (3.6)
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3.2.3 Λ更新
ラグランジュ関数 Λも勾配法を用いて求める．2.3.4と同様に，関数
Λ +→ maxΛ≥0 Lρ(U,V,Λ) に対する勾配は−Vであること，非負値であるこ
とに注意して，以下の式で更新する．ステップサイズ αは，α = α0/t で設
定する．tは更新回数である．
Λ← max(0,Λ− αV) (3.7)
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第4章 評価実験
1.3で問題解決のため，関連研究で述べた手法の特徴を取り入れた提案
法を考えた．従来のものと比較して，ロバスト性及びクラスタリング精
度が向上するものになると考えられる．そこで，ノイズを混入したデー
タに対してのクラスタリングを行い，従来手法との比較実験を行なった．
その際以下の 2つの実験を行った.
• ノイズ密度の変化
ノイズの密度が変化した際の性能への影響の確認のため
• 正則化パラメータ µや隣接距離 pの値の変化
正則化パラメータ µや隣接距離 pの性能へ与える影響確認のため
4.1 対象データセット
対象データセットは表 4.1のものを用いた．
表 4.1: 実験データセット
dataset type Instances(size) Features(dimentionality) Number of clusses
COIL20 Image 1440 1024 20
• COIL20:20 種類の物体を 5 度ずつ角度を変えて撮影した画像データ
セット
4.2 実験条件
本稿の提案手法は，2.3.3と同様に，正則化パラメータ µ及び隣接距離 p
の値によって精度が変化する．そのため，値を変えることによって，ど
のようにクラスタリング精度が変化するのに着目した実験を行なった．
25
ロバスト性を確認及びノイズのクラスタリング精度への影響の確認のた
め，ノイズデータを使用した．本実験で行なったものは以下の 3つの実
験である．
1 正則化パラメータを変えた時のクラスタリング精度
パラメータは {0.01，0.1，1}の 5つを設定した．
2 隣接距離の値を変化させた時のクラスタリング精度
パラメータは {5，10，15，20}の 4つを設定した．
3 ノイズの精度への影響 {0.05, 0.075, 0.1}のレベルのノイズデータを使
用して実験を行なった．
比較手法を以下に示す．
• k-means[7]
• NMF 2.2参照
• GNMF 2.3.3参照
• RNMF 2.3.2参照
• ONP-MF 2.3.4参照
実験のその他条件を以下に示す．
• iteration number:1000
• 提案手法及び比較手法各々 5回試行
• 4.3で説明する評価指標の 5回平均及びその標準偏差を結果として
いる
• 初期値は全て同様の値で，SVDの左特異値と右特異値を設定してい
る [21]
• α0=1.01，ρ=0.01と設定
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4.3 評価指標
結果の評価には，purity，Accuracy，NMIを指標として用いた．これらの
値は大きな値である程良いクラスタリング結果であることを示す指標で
ある．
purity (純度) [22]は式 (4.1) で定義される指標である．この指標は，正解ク
ラスタのデータを含む割合を示すものである．
• N :データ数，K:生成クラスタ数
• xi,j:生成クラスタの i番目に置いて，j番目の正しいクラスタに属す
るデータ数
purity =
1
N
K∑
i=1
max
j
(xi,j) (4.1)
Accuracy[23] (正確性) は式 (4.2) で定義される指標である．この指標はク
ラスタの正確性を示すものである．
• ri:クラスタラベル，di:正解ラベル，N:データ数
• δ(x, y):if x = yを示す関数，map(ri):それぞれの正解ラベルとクラスタ
ラベルを対応させる関数
Accuracy = max
i=1∑
N
δ(map(ri), di)
N
(4.2)
NMI (正規化相互情報量) [24]は式 (4.3)で定義される指標である． この
指標はクラスタの類似性を示すものである．
• K:生成クラスタ集合，T :正解クラスタの集合
• MI:相互情報量，H:エントロピー
NMI =
MI(K,T )
max(H(K), H(T ))
(4.3)
　H(K)，H(T )は式 (4.4)で表記される．
• N :全データ数
• P (Ki) = |Ki|N ，|Ki|:生成されたクラスタKiに含まれるデータ数
27
H(K) = −
k∑
i
P (Ki) logP (Ki)
i ∈ {1, 2, ..., k}
また，MI(K,T )は式 (4.4)で定義される．
MI(K,T ) = H(T ) +H(K)−H(K,T ) (4.4)
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第5章 実験結果
精度評価結果を表 5.1から表 5.12に示す. また，パラメータの組み合わ
せの違う精度評価図を図 5.1から図 5.5に示す．表中の値は評価値の 5回
平均の値を， ±は標準偏差を示す. 表は µは正則化パラメータを，pは隣
接距離を示す．また，正則化パラメータ µや隣接距離 pの値が影響の無い
k-means，NMF，RNMF，ONP-MFは各々の値が変化しても，評価値等に影
響は及ぼさない手法である. また，最も高い精度を示した結果を太字，時
点で高い精度を示した結果に下線で表す．
精度のみ着目すると，正則化パラメータ等によって最高精度を示す組
み合わせは違うが，表 5.1から表 5.12どれも従来手法より高い精度を示す
結果となった．これは，ロバスト性と幾何的な情報量を取り入れたこと
による精度の向上であると考えられる．
また，表 5.7と表 5.11に着目すると，ノイズの密度が増しているにも関
わらず，精度が増していることが確認できる．これは，データによって，
最適な正則化パラメータと隣接距離の組み合わせによることが原因と考
えられる．つまり，幾何的な構造の情報によって精度が向上しているこ
とが確認できる．
よって，ロバスト性及び幾何的な構造の情報の付与によってONP-MF
の問題を低減し，精度の向上につなげることができた結果となった．
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表 5.1: クラスタリング実験結果 (p-num=5，noise level=0.05)
method µ-num purity Accuracy NMI
k-means − 52.6 47.8 52.6
NMF − 54.7±0.9 51.0±1.2 59.7±0.6
Robust NMF − 17.8±0.3 17.3±0.2 17.4±0.1
0.01 12.9±0.08 11.9±0.1 9.5±0.1
GNMF 0.1 11.0±0.3 9.7±0.3 6.7±0.4
1 11.1±0.2 10.3±0.2 8.4±0.1
ONP-MF − 71.5±1.1 68.5±1.0 78.5±1.1
0.01 69.6±1.6 68.0±1.6 77.5±0.6
Robust-Li-ONP 0.1 72.7±0.9 70.7±1.6 78.4±0.8
1 72.9±1.0 71.1±1.9 78.8±0.5
　
表 5.2: クラスタリング実験結果 (p-num=10，noise level=0.05)
method µ-num purity Accuracy NMI
k-means − 52.6 47.8 52.6
NMF − 54.7±0.9 51.0±1.2 59.7±0.6
Robust NMF − 17.8±0.3 17.3±0.2 17.4±0.1
0.01 15.4±0.7 13.8±0.7 13.8±0.9
GNMF 0.1 13.5±0.08 12.6±0.1 11.5±0.05
1 12.0±0.03 11.2±0.03 7.9±0.06
ONP-MF − 0.72±0.1 0.69±0.09 0.79±0.01
0.01 0.71±0.1 0.68±0.1 0.78±0.07
Robust-Li-ONP 0.1 0.72±0.2 0.71 ±0.3 0.79±0.1
1 0.71±0.1 0.68±2.3 0.78±1.2
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表 5.3: クラスタリング実験結果 (p-num=15，noise level=0.05)
method µ-num purity Accuracy NMI
k-means − 52.6 47.8 52.6
NMF − 54.7±0.9 51.0±1.2 59.7±0.6
Robust NMF − 17.8±0.3 17.3±0.2 17.4±0.1
0.01 12.3±0.3 11.7±0.5 9.4±0.2
GNMF 0.1 9.2±0.1 8.3±0.1 5.2±0.1
1 12.9±1.1 12.5±1.1 8.6±0.9
ONP-MF − 71.5±1.1 68.5±1.0 78.5±1.1
0.01 70.7±2.2 68.3±2.6 77.4±1.5
Robust-Li-ONP 0.1 71.3±1.6 67.9±2.3 78.2±0.8
1 72.8±1.9 70.8±2.4 79.0±1.3
　
表 5.4: クラスタリング実験結果 (p-num=20，noise level=0.05)
method µ-num purity Accuracy NMI
k-means − 52.6 47.8 52.6
NMF − 54.7±0.9 51.0±1.2 59.7±0.6
Robust NMF − 17.8±0.3 17.3±0.2 17.4±0.1
0.01 8.7±0.5 8.0±0.5 4.4±0.5
GNMF 0.1 9.5±0.6 9.0±0.5 6.3±0.9
1 10.3±1.3 9.7±1.2 6.1±1.4
ONP-MF − 71.5±1.1 68.5±0.9 78.5±1.1
0.01 71.1±2.5 69.3±3.8 78.0±1.2
Robust-Li-ONP 0.1 72.4±2.1 70.3±3.1 78.4±1.0
1 70.9±1.7 69.2±1.9 78.4±0.7
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表 5.5: クラスタリング実験結果 (p-num=5，noise level=0.075)
method µ-num purity Accuracy NMI
k-means − 51.9 49.0 51.9
NMF − 53.6±0.7 50.8±1.1 59.8±0.5
Robust NMF − 16.4±0.5 16.2±0.5 15.2±0.8
0.01 11.4±0.4 10.3±0.4 8.6±0.7
GNMF 0.1 7.7±0.5 7.1±0.5 3.7±0.7
1 10.8±0.6 9.2±0.6 7.4±0.6
ONP-MF − 70.7±1.7 68.8±2.4 77.5±1.0
0.01 69.5±1.6 68.0±2.6 77.7±0.7
Robust-Li-ONP 0.1 69.3±1.6 66.5±1.2 77.7±0.7
1 70.5±2.7 68.4±3.2 77.7±1.3
　
表 5.6: クラスタリング実験結果 (p-num=10，noise level=0.075)
method µ-num purity Accuracy NMI
k-means − 51.9 49.0 51.9
NMF − 53.6±0.7 50.8±1.1 59.8±0.5
Robust NMF − 16.4±0.5 16.2±0.5 15.2±0.8
0.01 14.6±0.2 14.1±0.2 13.8±0.2
GNMF 0.1 7.2±0.2 6.5±0.8 2.8±0.2
1 9.3±0.07 8.5±0.05 5.1±0.07
ONP-MF − 70.7±1.7 68.8±2.4 77.5±1.0
0.01 70.2±1.9 67.5±1.6 78.4±0.5
Robust-Li-ONP 0.1 70.8±1.4 69.9±2.2 78.3±0.7
1 70.9±2.6 69.3±2.1 78.0±0.6
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表 5.7: クラスタリング実験結果 (p-num=15，noise level=0.075)
method µ-num purity Accuracy NMI
k-means − 51.9 49.0 51.9
NMF − 53.6±0.7 50.8±1.1 59.8±0.5
Robust NMF − 16.4±0.5 16.2±0.5 15.2±0.8
0.01 9.2±0.4 8.5±0.3 5.7±0.7
GNMF 0.1 10.8±0.4 9.9±0.4 7.1±0.5
1 9.0±0.6 8.2±0.5 4.3±0.5
ONP-MF − 70.7±1.7 68.8±2.4 77.5±1.0
0.01 71.8±1.7 69.9±1.9 78.7±0.9
Robust-Li-ONP 0.1 72.0±1.6 69.6±1.5 78.7±0.8
1 70.4±1.2 68.5±1.4 77.1±0.9
　
表 5.8: クラスタリング実験結果 (p-num=20，noise level=0.075)
method µ-num purity Accuracy NMI
k-means − 51.9 49.0 51.9
NMF − 53.6±0.7 50.8±1.1 59.8±0.5
Robust NMF − 16.4±0.5 16.2±0.5 15.2±0.8
0.01 8.9±0.04 8.4±0.07 4.8±0.09
GNMF 0.1 14.3±0.04 13.4±0.04 11.2±0.01
1 12.0±0.03 11.4±0.03 06.5±0.2
ONP-MF − 70.7±1.7 68.8±2.4 77.5±1.0
0.01 72.1±1.8 69.6±2.6 78.5±0.8
Robust-Li-ONP 0.1 70.8±2.4 68.7±2.8 78.3±1.0
1 73.0±0.4 72.1±0.6 79.5±0.3
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表 5.9: クラスタリング実験結果 (p-num=5，noise level=0.1)
method µ-num purity Accuracy NMI
k-means − 35.8 32.9 52.7
NMF − 52.5±1.1 49.9±1.1 59.2±0.8
Robust NMF − 11.1±0.6 10.8±0.6 7.7±0.4
0.01 13.8±0.5 13.4±0.5 9.2±1.3
GNMF 0.1 10.2±1.0 9.6±0.7 7.1±1.6
1 8.4±0.9 7.8±0.8 4.7±1.2
ONP-MF − 70.2±1.9 68.3±1.9 77.7±0.8
0.01 71.9±1.9 70.0±2.6 78.4±1.3
Robust-Li-ONP 0.1 71.5±1.1 69.7±1.7 78.3±0.9
1 71.9±1.3 70.3±1.6 78.3±0.9
　
表 5.10: クラスタリング実験結果 (p-num=10，noise level=0.1)
method µ-num purity Accuracy NMI
k-means − 35.8 32.9 52.7
NMF − 52.5±1.1 49.9±1.1 59.2±0.8
Robust NMF − 11.1±0.6 10.8±0.6 7.7±0.4
0.01 9.3±0.4 7.9±0.4 5.2±0.4
GNMF 0.1 12.6±0.1 11.5±0.1 10.0±0.4
1 11.6±0.06 11.1±0.06 8.0±0.1
ONP-MF − 70.2±1.9 68.3±1.9 77.7±0.8
0.01 70.6±2.1 68.6±2.5 77.9±1.3
Robust-Li-ONP 0.1 70.8±1.4 68.4±1.1 78.0±0.8
1 70.7±1.8 68.0±0.3 77.9±0.4
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表 5.11: クラスタリング実験結果 (p-num=15，noise level=0.1)
method µ-num purity Accuracy NMI
k-means − 35.8 32.9 52.7
NMF − 52.5±1.1 49.9±1.1 59.2±0.8
Robust NMF − 11.1±0.6 10.8±0.6 7.7±0.4
0.01 13.4±0.4 11.8±0.5 10.2±0.5
GNMF 0.1 10.3±0.2 9.2±0.2 6.6.±0.2
1 11.7±0.2 10.8±0.2 7.0±0.1
ONP-MF − 70.2±1.9 68.3±1.9 77.7±0.8
0.01 72.2±1.4 70.0±2.2 78.7±0.7
Robust-Li-ONP 0.1 72.6±1.8 70.4±3.3 78.7±0.7
1 70.0±2.2 68.1±2.5 77.5±0.8
　
表 5.12: クラスタリング実験結果 (p-num=20，noise level=0.1)
method µ-num purity Accuracy NMI
k-means − 35.8 32.9 52.7
NMF − 52.5±1.1 49.9±1.1 59.2±0.8
Robust NMF − 11.1±0.6 10.8±0.6 7.7±0.4
0.01 13.1±0.6 12.3±0.5 14.1±0.4
GNMF 0.1 10.9±0.3 10.5±0.3 7.1±0.6
1 9.6±1.4 9.3±1.4 5.3±1.3
ONP-MF − 70.2±1.9 68.3±1.9 77.7±0.8
0.01 71.4±2.1 69.3±2.2 78.1±0.9
Robust-Li-ONP 0.1 72.7±2.0 71.5±2.3 78.9±0.9
1 72.2±2.1 70.6±3.1 78.6±1.2
　
35
Accuracy Purity NMI
evaluation method
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Cl
us
te
rin
g 
M
ea
su
re
results
k-means
NMF
L21
GNMF
Proposed
ONP-MF
図 5.1: 精度評価図 (µ=0.01,p=5,noise=0.05)
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図 5.2: 精度評価図 (µ=0.01,p=10,noise=0.1)
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図 5.3: 精度評価図 (µ=0.01,p=5,noise=0.05)
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図 5.4: 精度評価図 (µ=0.1,p=10,noise=0.05)
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図 5.5: 精度評価図 (µ=0.1,p=20,noise=0.05)
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第6章 結論
本研究では，NMFを拡張したONP-MFの問題解決のため，ロバスト性
と幾何学的情報を手法に付加したRobust-Li-ONP-MFの目的関数及び値の
更新についての提案を行った．
結果として，多手法と比較して，僅かだが高いロバスト性が確認でき
た．また，評価指標から，幾何学的構造による精度の向上が確認するこ
とができた．
今後として，多種のデータに関しても同様の実験を行い，どのデータ
に関しても同様の性能が得られるかの確認を行う必要がある．また，任
意のパラメータに関してもより細かく設定し，適切なパラメータはどの
範囲に集約するか等の検討を行う．
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