Abstract. We introduce the two-parameter quantum affine algebra U r,s ( gl n ) via the RTT realization. The Drinfeld realization is given and the type A quantum affine algebra is proved to be a special subalgebra of our extended algebra.
Introduction
Quantum groups can be studied by two methods algebraically. The first approach was adopted by Drinfeld [6, 8] and Jimbo [17] to define the quantum enveloping algebra U q (g) as a q-deformation of the enveloping algebra U(g) in terms of the Chevalley generators and Serre relations based on the data coming from the corresponding Cartan matrix. For the Yangian algebra Y (g) and the quantum affine algebra U q ( g), Drinfeld [7] gave another realization called the new realization, which is analogue to the loop realization of the classical affine Lie algebra. Using the Drinfeld realization, one can classify finite dimensional representations of quantum affine algebras and Yangians.
The second approach to quantum groups has its origin from the quantum inverse scattering method developed by the Leningrad school. In [9] Faddeev, Reshetikhin and Takhtajan have shown that both the quantum enveloping algebras U q (g) and the dual quantum groups for finite classical simple Lie algebras g can be studied in the RTT method using the solutions R of the Yang-Baxter equation:
(1.1) R 12 R 13 R 23 = R 23 R 13 R 12 .
In [10] , the R-matrix realization of quantum loop algebras was also studied. Later, Reshetikhin and Semenov-Tian-Shansky [22] gave the central extension of the previous construction in [10] , which can be viewed as the affine analogue of the construction in [9] . In [5] , Ding and Frenkel proved the isomorphism between the R-matrix realization and Drinfeld realization of quantum affine algebras by using the Gauss decomposition of the generating matrix composed of elements of quantum affine algebras, thus Ding-Frenkel's method provides a natural way to get the Drinfeld realization from the R-matrix realization of the quantum affine algebra.
of quasi-determinants. In section 4, we study the commutation relations between Gaussian generators and give the Drinfeld realization of U r,s ( gl n ). In section 5, we give the Drinfeld realization of U r,s ( sl n ). * satisfying the braiding relation on the tensor power V ⊗k :
It is easy to see thatR satisfies the Hecke relation (2.2) (R − 1)(R + rs −1 ) = 0.
In [14] , the authors presented the so-called Yang-Baxterization to construct the corresponding braiding relation with a spectral parameter. Suppose the braidingR has two eigenvalues λ 1 , λ 2 , then the Yang-Baxterization ofR recovers the associated spectral parameter dependent braid group representationR(z) via which satisfies the relation R 1 (z)R 2 (zw)R 1 (w) =R 2 (w)R 1 (zw)R 2 (z).
Using the fact thatR =R V V has eigenvalues 1 and −rs −1 on V ⊗ V , we obtain that
Proposition 2.2. [20] For the braid group representationR =R V V , theR(z) is given bŷ
It is easy to check that R(z) satisfy the quantum Yang-Baxter equation:
and the unitary condition:
It is clear that when r = q, s = q −1 the R-matrix degenerates to the usual spectral dependent R-matrix [5] .
The R-matrix algebra U(R) and its Gauss decomposition
In this section, we construct an RTT realization of U r,s ( gl n ) using Reshetikhin-Semenov's method. Furthermore, we give the Gauss decomposition of U r,s ( gl n ) in terms of quasideterminants [13] .
3.1. The R-matrix algebra U(R).
Definition 3.1. U(R) is an associative algebra with generators l
Then the relations are given by the following matrix equations on End(V ⊗2 ) ⊗ U(R):
So the generating relations (3.2), (3.3) are equivalent to the following:
They are also equivalent to
Remark 3.3. Relations (3.2) and (3.4) can be equivalently written in terms of the generating series:
Similarly Eqs. (3.5-3.6 ) are equivalent to the following
Finally Eqs. (3.7-3.8) are seen to be equivalent to the following
3.2. Quasi-determinant and Gauss decomposition.
Definition 3.4. Let X be a square matrix over a ring with identity such that its inverse matrix X −1 exists. Suppose that the (j, i)-th entry of X −1 is an invertible element of the ring. The (i, j)-th quasi-determinant |X| ij of X is defined by
By [12, Th. 4.9 .6], we have the following decomposition of L ± (z):
Proposition 3.5. L ± (z) have the following unique decomposition:
where
and for 1 i n and 1 i < j n
In this section, we give the Drinfeld realization of U r,s ( gl n ) by studying the commutation relations between Gaussian generators. This is done through the RTT presentation of U r,s ( gl n ).
Then the following relations are satisfied in U(R):
and the following Serre relations hold in U(R):
where the formal delta function δ(z) = n∈Z z n .
The idea of the proof is to first check the relations for n = 2 and n = 3, and then use induction to show the general situation.
4.1. Case of n = 2. We first check the theorem for the case of n = 2. Let us consider the generators k
Here we only prove Eq. (4.3) as the other relations are shown similarly. By Eq. (3.14), we get the following relations:
The following lemma gives the relations between k ± 1 (z) and e
Proof. We prove Eqs. (4.4-4.5), and the relations for f ± 21 (w) and k 1 (z) ± can be similarly shown.
From Eqs. (3.9-3.10) it follows that
. Then Eq (4.4) and (4.5) hold by using Eqs. (4.1-4.2) and the fact that k 1 (w) is invertible.
From Lemma 4.3, we obtain the following proposition. 
Proof. We only prove Eq. (4.8) to give an example. From Eq. (4.4), we have
On the other hand, Eq. (4.5) gives that
Taking the difference, we prove the identity:
Similarly, we can prove the other identity in Eq. (4.8).
In the following lemma, the relations between k 2 (z) and e 12 (z) or f 21 (z) are given.
Lemma 4.5.
Proof. Here we just prove Eq. (4.13) to show the idea. From the relations in (3.12), we have k 
Proof. We also only prove Eq. (4.17) since the other relations are obtained similarly. Using Eq. (3.10), we have that
Using the Gauss decomposition, we have
which is equivalent to
Thus from Eq. (4.20) we have
Moreover, using Eq(3.10) again, we can obtain
Then the right hand side of Eq. (4.21) equals to
Thus from Eqs. (4.21-4.2) we prove Eq. (4.17).
From lemma 4.7, we can obtain the following proposition. [e
Proof. As these two commutation relations are proved similarly, we take Eq. (4.25) to show the derivation. Note that from Eq. (3.14) we have that
Moreover, Eq. (3.14) also gives that 
as well as the right hand side:
Recall that Lemma 4.2 implies
Therefore,
(4.29)
Moreover, using Eq. (4.3) we have that
Left multiplying k [X
Proof. From Lemma 4.9 it follows that [e . Note that
4.2.
The case n = 3. We shall begin with the case of n = 3, where the Serre relations appear. When restricting the generating relations (3.2), (3.3) to E ij ⊗ E kl , 1 ≤ i, j ≤ 2, we get that
where R 2 (z) denotes the R-matrix for n = 2 and
Thus our argument for n = 2 applies to the entries. Similarly, we consider the equivalent generating relations (3.5), (3.6), and restrict them to E ij ⊗ E kl , 2 ≤ i, j ≤ 3 , then we have
So the entries also satisfy the commutation relations as the case of n = 2. Now we need the relations between k
Proof. Here we just check Eq. (4.38). Using relations (3.14), we have
which is just equivalent to Eq. (4.38) by using the Gauss decomposition.
In the following lemma, we will give the relations between k ± 1 (z) and e
Proof. We show Eq. (4.40), and the other relations can be proved similarly. We can obtain the following equation from the equivalent generating relations (3.14)
which is equivalent to the following equation in terms of Gauss generators
Now using Eq. (4.38), we have
which is equivalent to Eq. (4.40).
Similarly, we give the relations between k ± 3 (z) and e 12 (z), f 21 (z) in the following lemma.
Lemma 4.13.
Using Lemmas 4.12 and 4.13, we can easily get the following proposition.
Proposition 4.14.
In the following lemma, we give the relations between e Proof. These identities are similar, so we only prove Eq. (4.52). From relation (3.14) it follows that
, which is equivalent to the following equation in terms of Gauss generators
Now using Lemmas 4.12 and 4.13, we have that
Furthermore, the following is obtained by using Eq (4.38).
which is equivalent to Eq. (4.52).
As a consequence of Lemma 4.15, we have the following result. We now give the Serre relations.
Proposition 4.20.
Proof. Here we only prove Eq. (4.66), and the other equations can be proved similarly.
Using Eq. (4.62), we can get (4.68)
Moreover, from Eq.(4.22) and Eq(4.62), we have (4.69)
We can easily check that
Thus we get Eq. (4.66).
4.3.
The general n case. Now we proceed to the case of general n. Just as the case n = 3, we first restrict the (3.2) and (3.3) to E ij ⊗ E kl , 1 ≥ i, j, k, l ≤ n − 1, then we get
By induction, we get all the commutator relations we need except those between e ± 12 (z), k ± 1 (z), f ± 21 (z) and e ± n−1,n (z), k ± n (z), f ± n,n−1 (z). First, using the Gauss decomposition, we write down L ± (z) and L ± (z) −1 : . . .
Then using the generating relations (3.7) and (3.8), we get the following lemma.
Lemma 4.21. 
(z 2 )} + {z 1 ↔ z 2 } = 0 (5.11) Remark 5.2. Proposition 5.1 can be viewed as the two-parameter analogue of the Drinfeld realization of U q ( sl n ). When r = q = s −1 , it degenerates into the Drinfeld realization of U q ( sl n ).
