Abstract. We present and study the stability, convergence, and order of convergence of a numerical scheme used in geophysics, namely, the stochastic version of a deterministic "implicit leapfrog" scheme which has been developed for the approximation of the so-called barotropic vorticity model. Two other schemes which might be useful in the context of geophysical applications are also introduced and discussed.
Introduction.
Much effort has been invested in studying numerical schemes for stochastic differential equations of the form
where U t ∈ R d , a is a function from R d into itself, W is a Wiener process on R m , and b is a function from R d into R d×m . For the so-called weak approximation of (1.1), in which the approximation of the expectation of functions of U is considered, extensive work is due, for example, to Talay and his collaborators, work relying on probabilistic methods more involved than those used in this article (see, e.g., [1] , [2] , [12] and the references therein).
The question of strong approximation of (1.1), in which the approximation of sample paths of U is desired, has also been much studied. Mil'shtein, in [8] , introduced the scheme
which converges to U to the order of ∆t in mean-square error. His method involved the consideration of a functional analytic Taylor series for the infinitesimal generator of a semigroup corresponding to U and W . Rümelin later investigated a stochastic analogue of Runge-Kutta (RK) schemes in [10] , in which he compared them to Mil'shtein's scheme. The RK schemes which he derives can be arranged to converge to U when the stochastic integral is interpreted in the sense of Itô, Stratonovich, or in fact for any stochastic calculus whatsoever. However, the issue of the accuracy of these RK schemes (which is not the same as in the deterministic case) is not fully addressed in [10] and is mostly unresolved. In fact, there are indications that these stochastic RK schemes are of significantly lower orders of accuracy than their deterministic counterparts (see [3] ).
The book by Kloeden and Platen [6] and the companion volume by Kloeden, Platen, and Schurz [7] offer a systematic investigation of numerical schemes for (1.1) in both the sense of Itô and of Stratonovich, the two stochastic calculi which in applications are by far the most useful. Their methods are analytic and are applicable to proving the convergence of a wide range of numerical schemes, and they derive a very general scheme (formula (12.6.2) of [6] ) which, for various choices of parameters, includes stochastic analogues of such deterministic schemes as the explicit and implicit Euler schemes, the Crank-Nicholson scheme, and the leapfrog scheme.
In the geophysics community, an enormous amount of work has been spent in developing large, complex numerical models of the oceans and atmosphere. The questions therefore arise: Is it possible to add stochastic numerical noise to these already existing models in such a way that it is known to what the scheme converges (e.g., to the Itô or Stratonovich solution of some stochastic differential equation), to what order they may be expected to converge, etc.? While we certainly do not answer these complex questions here, we consider a simple "implicit leapfrog" scheme for a barotropic model (supplied to us by Cecile Penland and Prashant Sardeshmukh) and demonstrate one way of adding stochastic noise to it so that these questions can be answered for the resulting stochastic scheme (section 4).
This scheme and the scheme in section 5 have been applied in investigating El Niño (see [4] ). In this paper, the schemes were used for the numerical timestepping to determine if a linear inverse model of El Niño (see [9] ) can be reconciled with the observed skew toward warm events in the Pacific. It was found that the observed skew is well within the range predicted by the model, although the observed trend is not.
We also propose a stochastic analogue for the deterministic Adams-Bashforth scheme, using methods similar to those of [6] , as an attempt to produce alternate schemes which are higher order in time (studied in section 3, following the preliminary results in section 2).
Last, we examine the derivatives of a and b which occur naturally in the above schemes, and which can prove to be troublesome in certain applications in which these functions, especially b, are given by physical parametrizations (i.e., by "tables") and not by analytic expressions. We consider how these derivatives can be replaced by finite differences derived from space-discretization while still maintaining the existing rate of convergence (section 5).
We realize that the results of this article, while very useful in our opinion, are just some small contribution to an outstanding problem, namely, the numerical analysis of stochastic differential equations which raise-with more difficulty-the same issues as in the deterministic case: consistency, convergence, and accuracy. All of these issues-partly due to the form of the stochastic Taylor formula-are considerably more difficult than in the deterministic case; in particular, consistency includes here the issue of the type of stochastic calculus (Itô, Stratonovich, or otherwise) to which the scheme converges.
In the case of the geoscience scheme, the scheme that we study in section 4 is the closest we could get, at this time, to a scheme actually used in the geo-sciences, without any prior information on its consistency, convergence, and accuracy properties. The version of the Adams-Bashforth scheme studied in section 3 has given very good numerical results in simulations for simple (one-dimensional) stochastic differential equations; see section 6 and forthcoming articles. The numerical example in section 6 is actually based on a mistake: one of the stochastic processes involved in the scheme was mistakenly believed to be (and treated as) a Gaussian process; this did not affect the accuracy of the scheme, which remains at order two as predicted by the theory. This raises perhaps an interesting probabilistic problem about the approximation of certain non-Gaussian processes used in numerical schemes. Another issue of probabilistic nature is raised by the Adams-Bashforth-type scheme studied in section 3: in several or in high dimensions, a large number of stochastic processes need to be simulated, which could make the cost prohibitive. It is not excluded that future probabilistic developments will improve this situation. In particular, the first author, using some ideas of Gaines and Lyons [5] , is trying at this time to develop methods of generating the needed stochastic increments.
As we have said, there are, of course, a great many mathematical difficulties which this paper does not address. However, methods involving stochastic noise are already in common use in numerical simulations for the geosciences and turbulence (and, no doubt, many other areas in science). As mathematicians, we can attempt to help these scientists develop the necessary numerical tools, or watch as they do it themselves.
Preliminary results.
We consider a stochastic differential equation We then have the Itô formula, which states that if F :
here we use the Einstein convention for repeated indices.
We use the following notation from [6] : We call a row vector α = (j 1 , j 2 , . . . , j l ), where each j i ∈ {0, 1, . . . , m} , a multi-index of length l = (α) ∈ {1, 2, . . . } . We also use ν to denote the multi-index of length 0, i.e., (ν) = 0. We define n(α) to be the number of entries of α which are 0. For adapted, right-continuous functions f, and stopping times ρ, τ such that 0 ≤ ρ ≤ τ ≤ T almost surely, we define
Here α− is α with its final component removed. 
almost surely for all t ≥ 0.
We also define the operators
Here −α is α with its first component removed.
We
In what follows, unless explicitly stated otherwise, we will assume that f is this identity function.
A set, A, of multi-indices is said to be a hierarchical set if A = ∅, sup α∈A (α) < ∞, and −α ∈ A whenever α ∈ A − {ν} . We then define the remainder set B(A) of A by B(A) = {α | α / ∈ A and −α ∈ A} . We can now provide a stochastic Taylor expansion for U satisfying (2.1): If f : R + × R d → R, then, provided the derivatives and integrals exist,
where A is some hierarchical set. Now, for γ = 0.5, 1.0, 1.5, . . . , we set
We call the stochastic Taylor expansion with A = A γ the stochastic Taylor expansion to order γ.
We will make use of the following lemmas in the succeeding sections. In each of them, U is the solution to (2.1), and t k = k∆t for k = 0, 1, . . . , N is an equipartition of [0, T ], so that t N = T ; we partly rely on [6] for the proofs.
Lemma 2.1. Suppose Y n is a stochastic process adapted to the filtration
(2.12)
(2.13)
(2.14)
For longer α's, we just repeat the above two arguments as necessary.
Proof. The ideas of this proof are the same as those in the proof of Lemma 2.1, along with the following bound on the solution U t (see equation (4.5.16) of [6] ): 
Here, the constant C depends only on the length of the time interval T − t 0 and on α. We then apply (2.16) and the growth condition on f , and we have the desired result.
Lemma 2.3. Suppose that the sequence of positive numbers Z n for n = 0, 1, . . . , N satisfies the inequality
for some positive constant C and some γ > 0.
That is,
. . .
and, summing,
3. A stochastic Adams-Bashforth scheme. The deterministic Adams-Bashforth scheme for the ordinary differential equation φ = F (φ) takes the form
This scheme is order ∆t 2 . We will derive a stochastic version of this scheme which maintains the same order.
We begin with the stochastic Taylor expansion to order γ = 2.0:
where each coefficient is at the point (t, U t ), and each stochastic integral is from t to t + ∆, ∆ = ∆t. We have also used the Einstein summation convention. Similarly, for γ = 1.5, we have
where
, and, for γ = 1.0,
Combining these results, we get
In particular, if t = t n , ∆ = 2∆t, α = 0, β = 0, and writing U n = U tn ,
Therefore,
This leads us to consider the following stochastic Adams-Bashforth (SAB) scheme:
in which (3.10) where the random intervals are from time t n to t n+1 , and
where the random intervals are those from time t n to t n+2 minus those from time t n to t n+1 . We then have the following theorem. Theorem 3.1. Suppose that the coefficient functions f α satisfy
for all α ∈ A 2.0 ∪ B(A 2.0 ), t ∈ [0, T ], and x ∈ R d . Choose ∆t ≤ 1 and set N = T/∆t, and define t n = n∆t for n = 1, . . . , N. Suppose that Y 0 is some (nonrandom) initial condition and that some appropriate numerical scheme is used to generate
Proof. First, we note that
If we iterate (3.9) and (3.16), we arrive at
(3.17)
We go term-by-term:
Similarly,
Next, we consider the terms from A k . From Lemma 2.1 with α = (j),
and from Lemma 2.1 with α = (j 1 , j 2 ),
Now, we consider the terms from B k . For α ∈ A * 2 (i.e., α ∈ A 2 , (α) = n(α)),
The other terms from B k are similar. This leaves only the terms from R k . From Lemma 2.2 with α = (0),
(3.25)
If α ∈ B(Aγ) (here γ = 1.5 or 2.0), we have by Lemma 2.2,
So, overall, we see that
The result then follows from Lemma 2.3. Remark 3.1. If we truncate A n and B n to
the same proof will show that the convergence is now to order ∆t 3 2 . We note that although the order ∆t 2 SAB scheme seems to have no obvious advantages over the standard ∆t 2 strong one-step explicit scheme (as in [6] ), the order ∆t 3 2 SAB scheme does have an advantage over the order ∆t 3 2 strong one-step explicit scheme in that the former lacks the terms involving the second derivative of a which are present in the latter.
Remark 3.2. It can be shown that the scheme
where the random intervals are from time t n to t n+1 , and (3.33) where the random intervals are those from time t n to t n+2 minus those from time t n to t n+1 , converges to the Itô solution in the weak sense to order 2. As can be seen, this scheme is considerably simpler than the strong scheme, and it avoids the difficulties with generating the higher-order moments that the strong scheme has.
4.
A stochastic "implicit leapfrog" scheme. The barotropic vorticity model supplied to us by Cecile Penland and Prashant Sardeshmukh of the National Oceanic and Atmospheric Administration in Boulder, Colorado (see [11] ), takes the form
where ζ = ∇ 2 ψ + f = ξ + f and v =k × ∇ψ. Here, ζ is the total vorticity, v is the velocity vector, f is the Coriolis term, S is a (deterministic) forcing, r and κ are constants, and ξ is the local vorticity.
The numerical scheme they provided for this uses spherical harmonics, and, writing F for −∇ · (vζ), the equation becomes
Then the scheme has two steps. First, a leapfrog step, If we simplify notation and write a 1 for F + S and a 2 for −rξ − κ∇ 4 ξ, we see that this is just an "implicit leapfrog" scheme
for the equation
Therefore, we consider a stochastic differential equation of the form
Note that we have simply added a general diffusion term to the deterministic differential equation (4.6).
We will consider the scheme
and f α ∈ H α (4.11)
for all α ∈ A 1.0 ∪ B(A 1.0 ); and
, and x ∈ R d . Choose ∆t ≤ 1 and set N = T/∆t, and define t n = n∆t for n = 1, . . . , N. Suppose that some appropriate numerical scheme is used to generate
Proof. We note first that, by Itô's formula (i.e., the Taylor expansion with γ = 0.0), the solution U to (4.7) satisfies the following equations (where for notational simplicity we have written U n for U tn ):
0.0 (t n+1 ). Therefore we have
After substituting (4.14) into this, we see that If we iterate (4.16), we arrive at
here n * is 0 if n is even and 1 if n is odd.
Similarly, we have for
. Then, by subtracting (4.19) from (4.18) and then squaring and taking expectations, we find
In (4.20),
We then have the following estimates (where we omit the dependence on t when it is clear):
There are two terms in M k . For the first one, from Lemma 2.1, with α = (1), we obtain
The second term is similar, with α = (1, 1) .
Finally, we show a representative term from the remainder R. From Lemma 2.2, with α = (1, 0),
The remaining terms from R give similar bounds.
Taking all of these estimates into account, we have the inequality
Therefore, from Lemma 2.3, we see that
Remark 4.1. It is possible to show that the scheme
converges to the Itô solution in the weak sense to order 1. Again, it can be seen that the weak scheme is simpler than the strong scheme to the same order. However, we also note that the weak order 1 Stratonovich scheme
is not appreciably simpler than the strong order 1 Stratonovich scheme
5. Discretization of spatial derivatives by finite differences. It sometimes happens in applications that the functions a and b may only be known empirically (i.e., in tables) rather than analytically. In such cases, analytic derivatives of these functions can be difficult to obtain. It is therefore useful to replace these derivatives by discrete approximations. As a first example, consider this modification of Mil'shtein's scheme:
where e is the vector (0, . . . , 0, 1, 0, . . . , 0), with 1 in the th position, and we have chosen ∆x > 0. We have also suppressed the dependence of a and b on time to simplify notation.
We then have the following theorem. 
First, we see that (using Einstein's summation convention on repeated indices)
Iterating this, we havê
We then have the estimates
and, finally,
Therefore, altogether we have
and an application of Lemma 2.3 implies that
We can apply a similar idea to the SAB scheme. That is, if we replace A n and B n in the order ∆t We consider the following equation: . This has the exact solution X t = arctanh(βW t + tanh X 0 ), (6.2) respectively. This can be easily verified using Itô's formula and is just one of many possible examples listed in [6] .
We computed approximate solutions Y n using the Euler and Mil'shtein schemes and the SAB scheme from section 3. Then we computed the following error:
To estimate the mean value needed, we used 500 sample trajectories.
In Figure 6 .1, the order of each scheme is given by the slope of the corresponding line. So we can see that the orders are 1 2 for Euler, 1 for Mil'shtein, and 2 for the SAB of section 3. Note that for the SAB scheme, the stochastic integral I (0,1,1) (which is difficult to generate) was approximated by a normal law. The results tend to show that this does not affect the accuracy (at least in these two cases). We will try to improve this point, which seems to raise interesting probabilistic questions, as already mentioned in the introduction.
