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We show how two Unruh-DeWitt detectors that do not couple to the zero mode of a quantum field
can exchange information faster than the speed of light. We analyze the specific cases of periodic
and Neumann boundary conditions in flat spacetime with arbitrary spatial dimensions, and we
show that the superluminal signal strength is only polynomially suppressed with the distance to the
lightcone. Therefore, in any relativistic scenario modelling the light-matter interaction where a zero
mode is present, particle detectors should explicitly couple to the zero mode.
I. INTRODUCTION
The study of quantum fields via particle detectors has
been a fruitful avenue of research in quantum field the-
ory in curved spaces, quantum optics and in relativistic
quantum information [1–5]. Particle detectors are non-
relativistic localized quantum systems that couple locally
to quantum fields obtaining information about the field
state. This allows us to probe the field without invoking
projective measurements [6–9]. The paramount example
of a particle detector is an atom coupled to the elec-
tromagnetic field. Among the most successful models
of particle detectors we have the Unruh-DeWitt (UDW)
model, consisting of a two-level quantum system coupled
locally to a scalar field [10]. Despite its simplicity, this
model has been shown to capture the main features of
the light-matter interaction [11, 12] and has been exten-
sively used to study fundamental properties of quantum
fields [13, 14].
In solid state physics and in quantum optics, the spa-
tial topology of the setup is something that can be given
by the particular experimental setup. For example, one
can have an optical fibre coiled around itself to have peri-
odic boundary conditions in one dimension. Hence, it is
natural to ask what the role of boundary conditions have
in modeling the light-matter interaction, and whether as-
suming simpler models could lead to faster-than-light sig-
nalling between spacelike separated operators of particle
detectors. For instance, it has been recently studied how
factors such as the detector smearing, rotating-wave ap-
proximations or the introduction of UV regularization
have implications on causality in particle detector mod-
els [15].
It is known that in (1 + 1) dimensional flat spacetime,
a scalar field subjected to periodic boundary conditions
has a zero mode which contributes to a particle detec-
tor’s response, the field’s stress-energy tensor, and the
ability for particle detectors to get entangled through the
field [16, 17]. Zero modes also appear in other contexts
∗ e2tjoa@uwaterloo.ca
† emartinmartinez@uwaterloo.ca
such as two-dimensional conformal field theories (CFTs)
and in the minimal coupling of massless scalar field in
certain spacetimes with nontrivial compact topology [18–
22], where regularization schemes for the Wightman func-
tion have impacts on the zero modes. However, the zero
mode is peculiar as compared to the regular oscillator
modes since it does not admit a Fock space representa-
tion. For this reason, it is perhaps desirable to be able to
ignore or remove the zero mode from any calculation by
hand. In some contexts, such as UDW model coupled via
derivative coupling, its effect can indeed be made negligi-
ble at the level of detector responses in appropriate limits
[16], but in some other contexts it has significant impact
on detector dynamics and entanglement [16, 17, 23, 24].
There are also cases when the zero mode has been ex-
cluded by assumption from a setup with periodic bound-
ary conditions (e.g., in [25–29]), thus it is of interest to
further study the impact that the removal of the zero
mode may have on the relativistic nature of the inter-
action, and in particular in the causality of the whole
particle detector model.
Here we will investigate how neglecting the zero mode
of a massless scalar field can lead to faster-than-light sig-
nalling between particle detectors via violations of mi-
crocausality1. We will show how two particle detectors
coupled locally to the field can non-negligibly communi-
cate faster than light when the zero mode is neglected.
As a consequence, we show that whenever a zero mode
arises, one cannot remove it by hand and only consider
the oscillator part if relativistic phenomenology is im-
portant in the setup under study. We will also show how
this zero mode-induced causality violation is alleviated
in higher dimensions. In this paper, we first study the
causality with respect to zero mode in (1+1) and (2+1)
dimensions and then make an argument for arbitrary di-
mensions.
The paper is organized as follows. In Section II we
briefly review the UDW model and the notion of sig-
nalling estimator, and its relation to microcausality. In
1 Note that in the context of algebraic quantum field theory
(AQFT), sometimes this is known as a version of locality [22, 30].
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2Section III we study microcausality in (1 + 1) dimen-
sions. In Section IV we study several cases in (2 + 1)
dimensions for different choices of spatial section topol-
ogy. In Section V we briefly discuss the general case in
arbitrary dimensions. In this paper we use the natural
units c = ~ = 1 throughout, and we use the notation for
spacetime event x ≡ (t,x) whenever convenient.
II. HOW DO WE EVALUATE CAUSALITY?
When microcausality is violated, the commutator be-
tween two observables at two spacelike separated events
may no longer be zero. This in turn can be used to
perform faster-than-light signalling with particle detec-
tors. To make this idea precise in an operational manner
we follow [15] and we consider two observers Alice and
Bob who are spacelike separated, each carrying a parti-
cle detector which can interact with the field locally. We
model these detectors using a pair of Unruh-DeWitt de-
tectors consisting of two-level quantum systems (qubits).
The monopole moment of each detector in the interaction
picture is given by
µˆν(τ) = σˆ+ν eiΩντ + σˆ−ν e−iΩντ (1)
where ν = {a,b} denotes Alice or Bob respectively. Here
we have σˆ+ν = |eν〉 〈gν |, σˆ−ν = |gν〉 〈eν | are the usual su(2)
ladder operators, |gν〉 , |eν〉 are the ground and excited
states of the qubit, Ων is the gap of the qubit and τ
is the proper time of the the qubits. Since we are in
flat space, the proper time for both detectors will be the
same.
The linear UDW model prescribes the following inter-
action between the field and a stationary detector [11],
Hˆν = λνχν(t)µˆν(t)
∫
dnxFν(x− xν)φˆ(t,x) , (2)
where F (x − xν) is the spatial smearing of the detector
ν, centred at xν , χν(t) is the switching function of the
detector, and λν is the coupling strength. We can assume
that the Hamiltonians generate translations with respect
to the same time parameter for both detectors assuming
they are at rest relative to each other and also relative to
the lab frame where the field quantization is performed.
The full interaction Hamiltonian for the field and the
two detectors is given by
HˆI(t) = Hˆa(t)⊗ 1 b + 1 a ⊗ Hˆb(t) . (3)
We assume that the system is initialized in the completely
uncorrelated state
ρˆ0 = ρˆa ⊗ ρˆb ⊗ ρˆφˆ (4)
where ρˆφ is an arbitrary field state, which in the presence
of a zero mode we can split as ρˆφˆ = ρˆosc⊗ρˆzm where ρˆosc is
the state of all the modes that admit a Fock quantization
and ρˆzm is the state of the zero mode. The state ρa⊗ρb is
the most general product state of both detectors, which
in a matrix representation in the basis
|e〉 =
(
1
0
)
, |g〉 =
(
0
1
)
(5)
reads
ρˆa ⊗ ρˆb =
(
αa βa
β∗a 1− αa
)
⊗
(
αb βb
β∗b 1− αb
)
. (6)
where αν ∈ R.
Notice that while there is an ambiguity to choose the
physically meaningful state for a zero mode, all the re-
sults in this paper are independent of the state of the
field, therefore we do not need to concern ourselves with
discussing what would be a reasonable state for the field
in general and in particular for the zero mode as long as
the expectation values of the field commutators are well
defined.
The state evolves as
ρˆ = Uˆ ρˆ0Uˆ† , (7)
where the time evolution operator is
Uˆ = T exp
[
−i
∫ ∞
−∞
dt HˆI(t)
]
(8)
and T denotes time-ordering. The time evolution can
be found perturbatively order-by-order in the coupling
strengths λν . The final state of the two-detector subsys-
tem is then given by the reduced joint density matrix
ρˆab = trφˆ (ρˆ) = ρˆab,0 + ρˆ
(1)
ab + ρˆ(2)ab +O(λ3) , (9)
where the superscript (j) denotes the contribution to the
time-evolved density matrix of order λj .
In order to see how signalling using particule detectors
is connected to microcausality, we first note that any con-
tributions linear in λa or λb are local, thus ρˆ(1) cannot
contribute to signalling. The signalling part of the detec-
tors’ density matrix ρˆab must be of second order in the
product of coupling strengths λaλb [15]. Therefore, we
can split the second order term into three parts, namely
ρˆ
(2)
ab = ρˆ(2)ab,signal + ρˆ
(2)
a,noise + ρˆ
(2)
b,noise . (10)
The last two terms are of the order λ2a and λ2b respectively,
hence they are local noise terms which do not contribute
to signalling between the two detectors. The first term
is the signalling term which is of the order λaλb. This
can also be seen by finding the reduced state of detector
B alone and only the signalling term will survive:
ρˆb,signal = tra
(
ρˆ
(2)
ab,signal
)
. (11)
In order to cleanly separate effect of zero mode on mi-
crocausality from the smearing and switching effects, we
3consider both compactly supported smearing and switch-
ing function. That is,
supp[χν(t)] =
[
T onν , T
off
ν
]
,
supp[F (x− xν)] =
[
xν − σ2 ,xν +
σ
2
]
,
(12)
where σ is the width of the spatial smearing (i.e. an effec-
tive detector diameter). We require that these supports
do not overlap, i.e.
T offa < T
on
b ,
xa +
σ
2 < xb −
σ
2 .
(13)
Under these conditions, it can be shown that
ρˆ
(2)
b,signal = 2
∫
R
dt
∫
R
dt′χa(t)χb(t′)Re
(
βae
iΩat
) C(xa, x′b)( −2Im(βbeiΩbt′) −ie−iΩbt′(1− 2αb)
ie−iΩbt′(1− 2αb) 2Im(βbeiΩbt′)
)
.
(14)
The function C(xa, xb) ≡ C(t,xa, t′,xb) in the integrand
is the spatially smeared pull-back of the field commuta-
tor, as shown in detail in [15]:
C(t,xa, t′,xb) :=
∫
Rn
dnx
∫
Rn
dnx′Fa(x− xa)Fb(x′ − xb)
〈[φ(t,x), φ(t′,x′)]〉 ,
(15)
where xj are the centres of mass of the smearings of the
detectors used to probe causality. To estimate the ability
of A and B to perform faster-than-light signalling we an-
alyze the causality estimator E proposed in [15], which is
proportional to the signal strength of the contributions
to the density matrix of detector B coming from the pres-
ence of detector A:
E(xa,xb) :=
∣∣∣∣∫
R
dt
∫
R
dt′ χa(t)χb(t′)C(t,xa, t′,xb)
∣∣∣∣ .
(16)
Furthermore, it has been shown that channel capacity,
measured by a lower bound to the number of bits per
unit time that can be sent from Alice to Bob, is directly
related to E [31, 32].
Notice that one can also particularize to a delta switch-
ing (that can be understood as the limit of very short
time Gaussian switching when the total strength of the
interaction over time is fixed, see, e.g., [33]). In the case
of this instantaneous switching, the reduced density ma-
trix of detector B will simply be proportional to C, thus
this function is a legitimate measure of signalling between
detectors. For this reason we will make use of both E and
C as causality estimators in the subsequent sections.
III. CAUSALITY AND ZERO MODE IN (1+1)
DIMENSIONS
We consider massless scalar field on the Einstein cylin-
der with the metric [34]
ds2 = −dt2 + dx2 , (17)
where the spacetime has topology R×S1. The topological
identification is made for x ∼ x + L, where L is the cir-
cumference of the cylinder. This is the same as having a
periodic cavity in (1+1) dimensions, i.e., periodic bound-
ary condition for the scalar field in Minkowski spacetime.
The field operator can be decomposed into two parts,
φˆ(t, x) = φˆzm(t) + φˆosc(t, x) . (18)
The first term φˆ0 is the zero mode term which is spatially
constant. The second term φˆosc(t,x) is the harmonic
oscillator term whose mode decomposition reads
φˆosc(t, x) =
∑
n 6=0
1√
4pi|n|
[
e−i|kn|t+iknxaˆn + h.c.
]
,
kn =
2pin
L
, n ∈ Z .
(19)
The oscillator modes have a Fock vacuum |0〉 defined by
aˆn |0〉 = 0 for all n ∈ Z and the usual canonical commu-
tation relation for the ladder operators [aˆj , aˆ†k] = δjk.
Note that the zero mode behaves as a “free-particle”:
specifically, the Lagrangian only contains the kinetic part
[16, 18]
Lzm = LQ˙
2
2 ,
(20)
where Q := φ˜0 is the Fourier component of the zero
mode. We can think of this as an “oscillator” with zero
frequency, since after Legendre transformation the zero-
mode free Hamiltonian (after quantization) is given by:
Hˆzm =
Pˆ 2
2L , P =
∂Lzm
∂Q˙
. (21)
In the interaction picture, we have that
Qˆ(t) = QˆS +
PˆSt
L
(22)
where the subscript S means Schro¨dinger picture oper-
ator. The Heisenberg equation of motion then implies
that
φˆzm(t) = Qˆ(t) = φˆzm(0) +
PˆSt
L
. (23)
The field commutator can be written as the sum of the
commutator for the oscillator modes and the zero mode,
[φˆ(x), φˆ(x′)] = [φˆzm(t), φˆzm(t′)]+[φˆosc(x), φˆosc(x′)] . (24)
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FIG. 1. Causality estimator for delta switching and pointlike detector, with ∆x = 5 in natural units. (a): excluding the zero
mode. The commutator does not vanish even for spacelike separated regions. (b): including the zero mode. Microcausality is
recovered as commutator vanishes identically for |∆t| < |∆x|.
The oscillator contribution to the commutator is given
by (see Appendix A)
[φˆosc(x), φˆosc(x′)] = − 14pi log
(
1− e− 2ipi(∆u−i)L
)
− 14pi log
(
1− e− 2ipi(∆v−i)L
)
+ 14pi log
(
1− e 2ipi(∆u−i)L
)
+ 14pi log
(
1− e 2ipi(∆v−i)L
)
, (25)
where u = t − x and v = t + x are the double null
coordinates in Minkowski space and ∆u = u − u′ and
∆v = v − v′. The commutator due to the zero mode
reads [16]
[φˆzm(x), φˆzm(x′)] = − i∆t
L
, ∆t = t− t′ . (26)
Let us now check the causality estimators in (1 + 1)
dimensions. The simplest case is when we take pointlike
detectors and instantaneous switching, which reduces the
estimators E to be proportional to C. Note that even
if we do not know the ground state for the zero mode,
commutator is a c-number so the causality estimator is
state-independent.
In general, for a pointlike detector in arbitrary dimen-
sions and delta switching, one can run into UV-divergent
detector reduced density matrix. However, the causality
estimator is UV-safe and does not have such problems
even in the limiting cases where UV-divergences may ap-
pear [35, 36]. Note as well that we can always avoid this
problem by not taking both limits (infinitely fast switch-
ing and pointlike smearing) simultaneously.
In Figure 1(a) we show the causality estimator (16)
for a delta switching and pointlike detectors for L = 10,
∆x = 5 (that is, the separation between the detectors so
that ∆t < 5 corresponds to spacelike separation). The
figure demonstrates causality violation when one removes
the zero mode contribution. The causality violation com-
ing from ignoring the zero mode is very strong as it can
be seen in the figure. The decay of the signalling contri-
butions (thus the decay of the superluminal channel ca-
pacity between Alice and Bob) decays only linearly with
the distance to the light cone.
When we plot the whole commutator including the zero
mode in Figure 1(b) we recover the full causal behaviour:
the commutator vanishes in the spatial separation do-
main ∆t < 5. We should also note that in (1 + 1) dimen-
sions we have a violation of strong Huygens’ principle
[32, 35–38], i.e. the support of the commutator is on the
whole timelike region bounded by the light cone, and in
fact it is constant inside the lightcone.
Note that the zero mode contribution is inversely pro-
portional to L. As one may have expected, the oscillator
mode contribution to the commutator dominates at large
L and also uniformly becomes microcausal for large L,
as shown in Figure 2(a). In other words, if the cavity is
large, the causality violation is small when one ignores
zero mode contribution of the quantum field. Conse-
quently, the usual “toroidal” quantization used e.g. in
[34] where one puts a field in a torus and take L→∞ to
reproduce free space quantization does not suffer causal-
ity violation because of the limit taken. However, one
has to be careful since the superluminal signaling decays
only linearly with the length L, hence the faster-than-
light signalling will not be strongly suppressed. This is
illustrated in Figure 2(b).
In a more general setting, we could consider the pres-
ence of compactly supported spatial smearing and switch-
ing functions. In Figure 3 we show the causality estima-
tor E when we include the zero mode for various choices
of detector size σ and duration of switching δ for each
detector. In this plot we used the hard-sphere smearing
and finite Heaviside switching of the form
χν(t) =
{
1/δ t ∈ [T onν , T offν ]
0 otherwise
,
Fν(x− xν) =
{
1/σ x ∈ [xν − σ2 ,xν + σ2 ]
0 otherwise
(27)
where δ := T onν − T offν is the duration of the switch-
ing which we set to be equal for both detectors and
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FIG. 2. (a): Causality estimator of the purely oscillator part as a function of time gap between detector switching times ∆t for
several choices of L. For large L microcausality is approximately recovered. (b): Causality estimator of the purely oscillator
part as a function of L. We see that the causality estimator falls quickly with increasing L when detectors are spacelike
separated and quickly approaches constant value when timelike separated.
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FIG. 3. Causality estimator E as a function of outer distance
of the finite-sized detectors D for various switching duration
δ and size of detector σ. The time gap between the switch-off
of detector A and switch-on of detector B is denoted ∆.
σ is the finite size of both detectors. We also fix the
time gap between the two detector’s switch-on/off times
∆ := T onb − T offa and D is the surface-to-surface distance
between both detectors. We choose δ/σ = 1 in all cases
but we decrease the value of δ/∆, which amounts to
shorter switching duration and smaller detector size. In-
deed, we see that the causality estimator approaches the
delta switching and pointlike limit. These results also in-
dicate that causality estimator E is largely independent
of the type of switching or smearing functions and mainly
dependent on their durations/lengths. Therefore, to dis-
cuss causality violations in detector signalling for higher
dimensional cases it suffices to focus on the pointlike and
fast-switching limits for E .
We also note here that when we impose Neumann
boundary condition instead of periodic boundary con-
dition, it will also yield a zero mode. In this case, the
spacetime still has the same metric as Minkowski space,
but now we consider homogeneous Neumann boundary
condition
∂φˆ
∂x
∣∣∣∣∣
x=0
= ∂φˆ
∂x
∣∣∣∣∣
x=L
= 0 . (28)
The eigenfunctions now take the form
un(t, x) = Nn cos
npix
L
e−i|kn|t , n ∈ N ∪ 0 . (29)
The spatially constant solution u0(t, x) corresponds to
the zero mode. Therefore, the Klein-Gordon inner prod-
uct only works for n ∈ N which gives Nn = 1/
√
npi and
the zero mode un(t, x) has to be treated separately. The
oscillator part of the commutator now reads (see Ap-
pendix A)
[φˆosc(x)φˆosc(x′)]
= 14pi
[
log
(
1− e ipi(u−v
′−i)
L
)
+ log
(
1− e ipi(∆v−i)L
)
+ log
(
1− e ipi(∆u−i)L
)
+ log
(
1− e ipi(v−u
′−i)
L
)
− log
(
1− e− ipi(u−v
′−i)
L
)
− log
(
1− e− ipi(∆v−i)L
)
− log
(
1− e− ipi(∆u−i)L
)
− log
(
1− e− ipi(v−u
′−i)
L
)]
. (30)
This commutator differs from the case for periodic boundary conditions shown in Eq. (25) by a factor of
62 in the momentum kn and the fact that the commu-
tator is no longer translation-invariant. The zero mode
commutator remains the same as before. The estima-
tor E for Neumann boundary condition will be similar to
the periodic boundary case shown previously in Figure 1,
thus we do not repeat the plot for Neumann boundary
conditions.
Last but not least, there is an interesting observation
we can make regarding the expressions for the commuta-
tors: if we invoke the identity
log (1− e
iφ)(1− eiψ)
(1− e−iφ)(1− e−iψ)
≡ log ei(φ+ψ)
= i(φ+ ψ) + 2piin , n ∈ Z , (31)
the expression seems to simplify considerably. However,
one has to be careful with the branch cuts of the log-
arithm when applying this simplification. When the
detectors are spacelike separated we do not cross the
branch cut of the of the logarithm when taking its prin-
cipal branch (n = 0). In that case, taking the prin-
cipal branch of the logarithm, the oscillator contribu-
tion [φˆosc(x), φˆosc(x′)] for both the periodic and Neumann
boundary conditions in Eq. (25) and Eq. (30) appear to
simplify further into
[φˆosc(x), φˆosc(x′)] =
1
4pi log
[
e
4pii(∆t−i)
L
]
= i∆t
L
+ 
L
. (32)
Consequently, by adding Eq. (25) or Eq. (30) to the zero
mode commutator [φˆzm(x), φˆzm(x′)], followed by the limit
→ 0, we get the following simple result for for spacelike
separated x, x′:
[φˆ(x), φˆ(x′)] = 0 , (33)
as it should be if microcausality is not violated.
However, there are some subtleties associated with the
above simplifications. For one, the identity seems to hide
the role of spatial separation ∆x because only ∆t ap-
pears in the expression for [φˆosc(x), φˆosc(x′)] in Eq. (32).
It turns out that depending on the values of t, t′, x, x′, we
may cross branch cuts and the terms in the commutator
may refer to different branches of the logarithm. More
specifically, from Eq. (32) we can deduce that the simpli-
fication holds for spacelike separated x, x′ whenever the
spatial difference ∆x satisfies
|∆x|
L
≡ |x− x
′|
L
≥ 14 , (34)
otherwise we will need to use the full expression given
in Eq. (25). For arbitrary separation, using Eq. (31) the
simplification will read
[φˆ(x), φˆ(x′)] = n2 , n ∈ Z . (35)
Here n refers to different branches of the full simplified
logarithm in Eq. (32) which depends on t, t′, x, x′ in non-
trivial manner. The timelike separated case as shown in
Figure 1(b) is in fact the n = 2 branch. For arbitrary
values of x, x′, t, t′ the value of n will depend on how
many logarithms in the sums in Eq. (25) and (30) cross
branch cuts for the value of the parameters. The con-
sequent piecewise simplification of the zero-mode com-
mutator would in general be cumbersome so we only in-
cluded it in detail for the spacelike case which is the one
we focus on to study causality.
IV. CAUSALITY AND ZERO MODE IN (2+1)
DIMENSIONS
In (1 + 1) dimensions, we showed that both periodic
and (homogeneous) Neumann boundary conditions have
zero modes which lead to causality violations when they
are removed unjudiciously. Both boundary conditions
are essentially unique since there is only one way to im-
plement them. For example, in (1 + 1) dimensions there
is a unique spatial topology corresponding to periodic
boundary conditions, namely S1. Similarly, there is only
one possible homogeneous Neumann boundary condition,
namely spatial derivatives at both ends are set to zero.
In higher dimensions, there are more possibilities due
to more freedom in imposing the boundary conditions.
For instance, homogeneous Neumann boundary condi-
tions can be implemented for various boundary shapes,
and one can impose periodic boundary condition on one
dimension and, e.g., Dirichlet boundary condition on the
remaining spatial dimensions.
A. Annular boundary condition: Σ = I × S1
The simplest case we consider will involve a two-
dimensional ‘annular’ cavity, where the spatial topology
is I×S1 where I ⊂ R is a compact interval. This is equiv-
alent to taking the massless scalar field in Minkowski
spacetime but impose Dirichlet boundary conditions in
one direction and periodic boundary conditions in an-
other. If we let x to be the coordinate with the periodic
boundary condition and y the coordinate with the Dirich-
let boundary condition, we have
φˆ(t, x, y) = φˆ(t, x+ L1, y) ,
φˆ(t, x, 0) = φˆ(t, x, L2) = 0 .
(36)
For convenience we consider the case with L1 = L2 =
L. The positive eigenmodes with respect to Minkowski
timelike Killing vector for this case is given by
unl(t, x, y) = Nnle−i|knl|t exp
2ipinx
L
sin lpiy
L
,
|knl| =
√(
2pin
L
)2
+
(
pil
L
)2
, n ∈ Z, l ∈ N ,
(37)
7where Nnl is a normalization constant. For clarity, we ex-
plicitly derive the normalization using the Klein-Gordon
inner product:
δnn′δll′ = −i
∫ L
0
dx
∫ L
0
dy
(
unl
∂u∗n′l′
∂t
− u∗n′l′
∂unl
∂t
)
(38)
For n = n′, l = l′, this leads to
2|knl||Nnl|2
∫ L
0
dx
∫ L
0
dy sin2 npiy
L
= |knl||Nnl|2L2 = 1
(39)
and hence we can set Nnl = 1/
√
2L|knl|.
The above expression alone is sufficient to conclude
that there is no zero mode problem even though we have
n = 0 eigensolutions. The reason is because since l ∈
N, we have |knl| 6= 0 for all n ∈ Z including n = 0.
Consequently, under canonical quantization every mode
with a definite n, l is an oscillator mode with nonzero
frequency |knl|. Without computing the commutator,
we will know that microcausality is fully governed by the
oscillator modes. We show this concretely in Figure 4,
where we highlight the differences between the signalling
of the detectors in free space studied in [15] (Fig. 4a) and
detectors in finite cylindrical cavity of topology I × S1
(Fig. 4b).
To have a zero mode in (2 + 1) dimensions, we must
consider the case where we have the “harmonic” solution
with vanishing frequency |k00| = 0. This suggests two
other nontrivial cases: (1) toroidal boundary and (2) a
(2 + 1) dimensional Einstein cylinder.
B. Toroidal boundary condition: Σ = S1 × S1
For the case with toroidal boundary, the spatial topol-
ogy is S1 × S1, i.e. both x, y have periodic boundary
conditions,
φˆ(t, x, y) = φˆ(t, x+ L1, y) ,
φˆ(t, x, y) = φˆ(t, x, y + L2) .
(40)
Again for simplicity let us set L1 = L2 = L. This gives
us the positive frequency eigenmodes of the form
umn(t, x, y) = Nmne−i|kmn|t exp
2ipimx
L
exp 2ipiny
L
,
|kmn| =
√(
2pim
L
)2
+
(
2pin
L
)2
,
Nmn =
1√
2L|kmn|
,
(41)
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FIG. 4. (a) Free space commutator. (b) Commutator for
finite cylindrical spacetime with spatial topology Σ = I × S1
for 50 × 50 and 100 × 100 modes. Within the timelike in-
terval, as we sum more higher mode, the estimator uniformly
approaches zero (here the average is already zero). At the null
boundary there is Gibbs phenomenon due to the UV cutoff.
where in this case the zero mode will appear. The oscilla-
tor part of the commutator is given by (see Appendix A)
〈[φˆosc(x), φˆosc(x′)]〉
=
∞∑
m=−∞
∑
n 6=0
1√
2L|kmn|
(
umnu
′∗
mn − u′mnu∗mn
)
+
∑
m 6=0
1√
2L|km0|
(
um0u
′∗
m0 − u′m0u∗m0
)
.
(42)
Since the sum cannot be done analytically, we resort to
partial sums for the computation of estimator C and take
the imaginary part, Im C. This will give us the same in-
formation about superluminal signalling due to the ab-
sence of zero mode, since from Eq. (16) and for a delta-
switching and pointlike detector the estimator E is the
modulus of C, which is purely imaginary. Plotting Im C
is visually clearer.
The results are shown in Figure 5-a). It is clear
that there is a causality violation and superluminal sig-
nalling between detectors when one discounts zero mode.
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FIG. 5. Commutator for toroidal spacetime with spatial
topology Σ = S1 × S1. (a) 50 × 50 modes, ∆x = 5,∆y = 0.
(b) for 100× 100 modes, ∆x = 5,∆y = 2.
Causality is recovered when the zero mode contribution
is included, even at the level of partial sums. Further-
more, note that the zero mode commutator is different
from the one in (1 + 1) dimensions, namely
[φˆzm(x), φˆzm(x′)] = − i∆t
L2
. (43)
C. (2+1) dimensional Einstein cylinder
The other nontrivial case involves the Einstein cylin-
der, where the only difference is that the sum over modes
along one direction is a continuum (hence an integral over
modes instead of a summation). The mode decomposi-
tion is given by
unl(t, x, y) = Nnle−i|knl|teily exp
2ipinx
L
,
|knl| =
√(
2pin
L
)2
+ l2 , n ∈ Z, l ∈ R ,
Nnl =
1√
2L|knl|
.
(44)
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FIG. 6. Commutator for (2 + 1) dimensional Einstein cylin-
drical spacetime with spatial topology Σ = R × S1 for
(kmin, kmax) = (−50, 50). It does not display causality vio-
lation despite the integral domain excluding the zero mode.
While formally it appears that the result should be the
same as the case for toroidal scenario, we should be care-
ful because from the perspective of the y-modes, ω00-
mode is a point and hence is a measure zero proper sub-
set of the real line R which has strictly greater measure.
The partially mode-summed estimator is shown in Fig-
ure 6, where we can see the faster-than-light signalling
that appears when the zero mode is ignored. Indeed one
can check that taking the principal value integral for the
full commutator
[φˆ(x), φˆ(x′)]
=
∑
n∈Z
∫ −
−∞
dl (unl(x)u∗nl(x′)− unl(x′)u∗nl(x)) +
∑
n∈Z
∫ ∞

dl (unl(x)u∗nl(x′)− unl(x′)u∗nl(x))
(45)
does not violate microcausality as → 0.
Again we note that Neumann boundary conditions
similarly produce a zero mode, as in (1 + 1) dimensions.
However, in (2 + 1) dimensions it is now possible to have
periodic boundary conditions in one direction and Neu-
mann boundary conditions on another. A zero mode will
arise whenever there is “zero frequency” component of
the eigenfunctions which is spatially constant (see Ap-
pendix A and Appendix C for more details).
V. RESULTS IN HIGHER DIMENSIONS
Based on our results in (2+1) dimensions, we can eas-
ily generalize the results to higher dimensions. In partic-
ular, the toroidal case with topology S1 × S1 × ... × S1
will present a zero mode in arbitrary dimensions since the
construction is analogous. The oscillator part of the com-
mutator for arbitrary dimensions with toroidal bound-
ary conditions (and more general boundary conditions)
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FIG. 7. Commutator for (3 + 1) dimensional toroidal space-
time with spatial topology Σ = S1 ×S1 ×S1 for 30× 30× 30
oscillator modes. Here L = 1 and ∆x = 0.5,∆y = ∆z = 0.
The curve without zero mode is somewhat tilted clockwise rel-
ative to the origin, reflecting causality violation. The spikes
correspond to the divergences due to the support of the com-
mutator on the null cone.
is given by Eq. (A3) in Appendix A. Another notable
feature is that in higher dimensions, one can have strong
Huygens’ principle, e.g. in (3 + 1) dimensions [37, 38].
This is shown in Figure 7, where the support of the full
commutator (including the zero mode) is only on the light
cone. Notice that the zero mode commutator in arbitrary
dimensions is given by (see Appendix C for derivation)
[φˆzm(x), φˆzm(x′)] = − i∆t
Ln
, ∆t = t− t′ . (46)
That is, the impact of the zero mode is polynomially
weaker in higher dimensions. In Figure 7 we already see
that the estimator Im C is not very much different visu-
ally, but removing zero mode nonetheless leads to causal-
ity violation and, in this case, also violation of strong
Huygens’ principle in (3 + 1) dimensions.
Another feature of higher dimensional cases is that
there are more transverse dimensions in which one can
impose boundary conditions. For example, to have
zero mode, strictly speaking one does not need toroidal
boundary condition. One could instead use a combina-
tion of periodic boundary condition in some transverse
dimensions and Neumann boundary condition on the re-
maining dimensions (see Appendix A for details).
VI. CONCLUSION
In this paper we have shown that what a zero mode
is present due to periodic or Neumann boundary con-
ditions (associated either to cavities or spacetimes with
compact spatial topology) excluding them in modelling
light-matter interactions using particle detector models
can lead to faster-than-light signalling between two de-
tectors.
We explicitly quantify the amount of violation in terms
of the strength of the superluminal signal that one emit-
ter operating a particle detector can send to another if
the detector is not coupling to the zero mode, and find
that for a fixed spatial separation ∆x, the causality vio-
lation decays polynomially with the temporal separation
∆t, and the length across the boundary condition L. The
power law of this decay is given by the number of spa-
tial dimensions n so that the decay is linear in (1 + 1)
dimensions, quadratic in (2 + 1), etc. Therefore, any
relativistic scenario where we analyze the light-matter
interaction, communication, entanglement harvesting, or
any other phenomenological study where relativity is of
importance should consider that particle detectors cou-
ple to the zero mode explicitly. As a corollary, in such
scenarios one might need to care about the state of the
zero mode, whose impact on detector dynamics is non-
trivial [16], and one cannot get around the ambiguity of
establishing the state of a zero mode just by ignoring its
presence.
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Appendix A: Derivation of the oscillator part of the
commutator 〈[φˆosc(x), φˆosc(x′)]〉
In this Appendix we will write derive the expressions
for the commutators of the field in arbitrary dimen-
sions when periodic boundary conditions and Neumann
boundary conditions are imposed, or a combination of
periodic and Neumann boundary conditions if spatial di-
mension is at least two. We first derive the most general
expression and then illustrate in full detail the particu-
lar cases for various boundary conditions in (1 + 1) and
(2 + 1) dimensions.
1. General expression in arbitrary dimensions
‘In (n+ 1) dimensions, given an arbitrary state of the
field ρˆφˆ, the expectation value of the commutator with
respect to the state ρˆφˆ is given by
〈[φˆosc(x), φˆosc(x′)]〉ρˆ = tr
(
ρˆφˆ[φˆosc(x), φˆosc(x
′)]
)
. (A1)
To reduce notational clutter, let us define I, J to be
collective indices where n is the number of spatial di-
mensions. This will simplify the expression for the
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sum over modes in the commutators below. We define
A := A1, A2, ..., An to be the collective indexing sets for
I, J which excludes the zero mode (if any). That is, I ∈ A
means that every component il of the multi-index I takes
values in the set Al for each l = 1, 2, ..., n.
We can expand the field operator in terms of a com-
plete set of orthonormal solutions to the Klein-Gordon
equation {uI , u∗I}, that is,
φˆ(x) =
∑
I∈A
(
aˆIuI(x) + aˆ†Iu∗I(x)
)
. (A2)
Notice that the sum over the set of modes I can be a con-
tinuous sum (an integral) or a discrete sum depending on
the boundary conditions imposed (by changing the index-
ing set A). We can now evaluate then the expectation of
the commutator as
〈[φˆosc(x), φˆosc(x′)]〉ρˆ =
∑
I,J∈A
(
〈[aˆI , aˆJ ]〉ρˆ uIu′J + 〈[aˆ†I , aˆ†J ]〉ρˆ u∗Iu′J
∗ + 〈[aˆI , aˆ†J ]〉ρˆ uIu′J
∗ + 〈[aˆ†I , aˆJ ]〉ρˆ u∗Iu′J
)
=
∑
I,J∈A
(
δIJuIu
′
J
∗ − δJIu∗Iu′J
)
=
∑
I∈A
(uI(x)u∗I(x′)− u∗I(x)uI(x′))
≡ 〈[φˆosc(x), φˆosc(x′)]〉 , (A3)
where we have shortened notation by using u′I ≡ uI(x′).
We have also used the canonical commutation relations
[aˆI , aˆ†J ] = δIJ1 to show explicitly the fact that the ex-
pectation value of the commutator is independent of the
state of the field and drop the subscript ρˆ from the ex-
pectation value.
Eq. (A3) above is the most general expression for the
commutator of the oscillator part of the field. When
different boundary conditions are imposed, we vary the
choice of indexing set A. For example, in the case of
toroidal boundary conditions (periodic in all n spatial
dimensions), the eigenfunctions are given by
uI = NIe−i|kI |t+ikI ·x , |kI | =
√√√√ n∑
l=1
(
2piil
L
)2
, (A4)
where the indices il are nonzero integers (hence excludes
the zero mode), i.e., Al = Z \ {0}. That is, the oscillator
part of the commutator reads
〈[φˆosc(x), φˆosc(x′)]〉 =
∑
j1∈Z
...
∑
jn−1∈Z
∑
jn 6=0
uj1...jn(x)u∗j1...jn(x
′)− uj1...jn(x′)u∗j1...jn(x) +∑
j1∈Z
...
∑
jn−2∈Z
∑
jn−1 6=0
uj1...jn−10(x)u∗j1...jn−10(x
′)− uj1...jn−10(x′)u∗j1...jn−10(x) +∑
j1∈Z
...
∑
jn−3∈Z
∑
jn−2 6=0
uj1...jn−200(x)u∗j1...jn−200(x
′)− uj1...jn−200(x′)u∗j1...jn−200(x) +∑
j1 6=0
uj100...0(x)u∗j100...0(x
′)− uj100...0(x′)u∗j100...0(x) . (A5)
For Neumann boundary conditions, the eigenfunctions are instead given by
uI = NI
n∏
l=1
cos ilpixl
L
e−i|kI |t , |kI | =
√√√√ n∑
l=1
(
ilpi
L
)2
,
(A6)
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and the indexing set is given by Al = N ∪ {0} in such
a way that it excludes the zero mode, i.e. at least one
of the summation is over N. More concretely, we replace
the summation for jk ∈ Z with jk ∈ N ∪ {0} and the
summation for jk 6= 0 with jk ∈ N in (A3).
We will now use these results to write down the explicit
expressions used in this paper.
2. (1+1) periodic boundary conditions
For periodic boundary conditions, the eigenfunctions of the Klein-Gordon equation read
un(t, x) =
1√
2pin
e−i|kn|t+iknx , kn =
2pin
L
, n 6= 0 . (A7)
where the normalization constant Nn = 1/
√
2pin. The expectation of the commutator reads
〈[φˆosc(x)φˆosc(x′)]〉 =
∞∑
n=1
1
4pin
[
e−ikn(∆u−i) + e−ikn(∆v−i) − eikn(∆u−i) − eikn(∆v−i)
]
=
∞∑
n=1
i
2pin
[
sin 2pin
L
(∆u− i) + sin 2pin
L
(∆v − i)
]
,
(A8)
where u = t− x and v = t+ x are the double null coordinates. Finally, we invoke the following identity
∞∑
n=1
sinnx
n
= 12
[
log
(
1− e−ix)− log (1− eix)] (A9)
and we obtain the commutator in Eq. (25).
3. (1+1) Neumann boundary conditions
In the case of Neumann boundary condition, the eigenfunctions of the Klein-Gordon equation take the form
un(t, x) =
1√
npi
cos npix
L
e−i|kn|t , kn =
npi
L
, n ∈ N , (A10)
where the normalization constant Nn = 1/
√
pin. The expectation of the commutator reads
〈[φˆosc(x)φˆosc(x′)]〉 =
∞∑
n=1
1
pin
[
cos npix
L
cos npix
′
L
e−ikn(∆t−i) − cos npix
′
L
cos npix
L
eikn(∆t−i)
]
=
∞∑
n=1
−2i
pin
[
cos npix
L
cos npix
′
L
sin npi∆t
L
]
, (A11)
where ∆t = t − t′. Notice that due to the form of the eigenfunction in Eq. (A10), this commutator is no longer
translation-invariant, unlike the case of periodic boundary conditions where the mode sums are purely functions of
∆u and ∆v. Still, this expression admits a closed analytic expression, namely:
〈[φˆosc(x)φˆosc(x′)]〉
= 14pi
[
log
(
1− e ipi(u−v
′−i)
L
)
+ log
(
1− e ipi(∆v−i)L
)
+ log
(
1− e ipi(∆u−i)L
)
+ log
(
1− e ipi(v−u
′−i)
L
)
− log
(
1− e− ipi(u−v
′−i)
L
)
− log
(
1− e− ipi(∆v−i)L
)
− log
(
1− e− ipi(∆u−i)L
)
− log
(
1− e− ipi(v−u
′−i)
L
)]
.
(A12)
4. (2+1) dimensions periodic boundary conditions
In (n + 1) dimensions with n ≥ 2, the mode sums do
not have a closed form because the normalization con-
stant NI mixes contributions from different transverse
12
momenta. As such, in practice, one would numerically
impose a UV cutoff to evaluate these sums.
For simplicity let us impose the boundary condition
across a length L in both transverse directions. This will
simplify the expression for the normalization constant
Nmn. The eigenfunctions for toroidal boundary condition
(periodic boundary in both spatial directions) in (2 + 1)
dimensions read
umn(t, x, y) = Nmn exp
[
−i|kmn|t+ i2pim
L
x+ i2pin
L
y
]
,
kmn =
√(
2pim
L
)2
+
(
2pin
L
)2
. (A13)
Recall that the normalization constant Nmn couples mo-
menta from both transverse directions,
Nmn =
1√
L|kmn|
. (A14)
The expectation value of the commutator
〈[φˆosc(x)φˆosc(x′)]〉 is then given by the following
sum:
〈[φˆosc(x)φˆosc(x′)]〉
=
∞∑
m=−∞
∑
n 6=0
1√
2L|kmn|
(
umnu
′∗
mn − u′mnu∗mn
)
+
∑
m 6=0
1√
2L|km0|
(
um0u
′∗
m0 − u′m0u∗m0
)
. (A15)
These two sums only exclude the |k00| term correspond-
ing to the zero mode. This expression generalizes easily
to higher dimensions, essentially including all sums which
excludes the “zero frequency” part containing |k00...0|.
5. (2+1) dimensions Neumann boundary
conditions
For the Neumann boundary condition on both trans-
verse directions, we get
umn(t, x, y) = Nmn cos
mpix
L
cos npiy
L
e−i|kmn|t ,
kmn =
√(pim
L
)2
+
(pin
L
)2
.
(A16)
According to the prescription in Eq. (A3), the expecta-
tion of the commutator will now read
〈[φˆosc(x)φˆosc(x′)]〉
=
∞∑
m=0
∞∑
n=1
1√
2L|kmn|
(
umnu
′∗
mn − u′mnu∗mn
)
+
∞∑
m=1
1√
2L|km0|
(
um0u
′∗
m0 − u′m0u∗m0
)
. (A17)
In fact, this suggests the possibility of using periodic and
Neumann boundary conditions on different transverse di-
mensions. If we impose Neumann boundary along x-
direction and periodic boundary across y-direction, the
eigenfunctions would be
umn(t, x, y) = Nmn cos
mpix
L
exp
[
−i|kmn|t+ i2piny
L
]
,
kmn =
√(pim
L
)2
+
(
2pin
L
)2
,
(A18)
where m ∈ N ∪ {0} and n ∈ Z. The expected value of
the commutator will now take the form
〈[φˆosc(x)φˆosc(x′)]〉 (A19)
=
∞∑
m=0
∑
n 6=0
1√
2L|kmn|
(
umnu
′∗
mn − u′mnu∗mn
)
+ (A20)
∞∑
m=1
1√
2L|km0|
(
um0u
′∗
m0 − u′m0u∗m0
)
. (A21)
Appendix B: (n+1) Einstein cylinder
In the case of (n + 1) Einstein cylinder, the result is
analogous to the toroidal case except replacing the sum
over Z with an integral over momentum along the non-
compact spatial direction (see Eq. (45) for the (2 + 1)
case). In our multi-index notation, this is basically set-
ting Al = R for non-compact transverse dimensions and
integrating over momentum instead of summing over dis-
crete momentum. However, since the spectrum is contin-
uous, the commutator of the oscillator modes computed
in this manner is in fact the full field commutator (or
rather, the zero mode does not contribute since it is a
point of measure zero in momentum space). Therefore,
effectively there is no zero mode relevant physics in the
Einstein cylinder when n ≥ 2.
Appendix C: Derivation of the zero mode
commutator 〈[φˆzm(x), φˆzm(x′)]〉
Here we derive the fact that the zero mode commutator
scales polynomially with the length of the “cavity” where
the boundary conditions are imposed, i.e.
〈[φˆzm(x), φˆzm(x′)]〉 = −i∆t
Ln
(C1)
where n is the number of spatial dimensions. Thus, in
some sense, the zero mode contribution is (polynomially)
weaker in higher dimensions.
To prove this, it is simplest to start from the La-
grangian of the field theory. In (n + 1) dimensions, the
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Lagrangian is given by
L = 12
∫
dnx ∂µφ(t,x)∂µφ(t,x)
= 12
∫
dnx
[(
∂φ
∂t
)2
+ (∇φ)2
]
.
(C2)
The boundary conditions which will produce zero modes
need to have discrete spectrum. Hence, the field can be
expanded as a Fourier series
φ(t,x) =
∑
I∈A
ϕ
I
(t)eikI ·x (C3)
where we have used the notation I for collective indices
for summation as defined in Appendix A. Here we denote
the Fourier coefficients as {ϕI(t)}.
The first in term in Eq. (C2) reads
∫
dnx
(
∂φ
∂t
)2
=
∫
dnx
∑
I∈A
∑
J∈A
ϕ˙
I
(t)ϕ˙
J
(t)ei(kI+kJ )·x .
(C4)
When we have periodic/Neumann boundary conditions
across distance L (in all spatial dimensions), the expres-
sion becomes
∫
dnx
(
∂φ
∂t
)2
=
∫
[0,L]n
dnx
∑
I,J∈A
ϕ˙
I
ϕ˙
J
ei(kI+kJ )·x
= Ln
∑
I∈A
ϕ˙
I
ϕ˙−I . (C5)
The second term reads∫
[0,L]n
dnx (∇φ)2 = −|kI |2Ln
∑
I∈A
ϕ
I
ϕ−I . (C6)
The full Lagrangian is therefore given by
L = L
n
2
∑
I∈A
[
ϕ˙
I
ϕ˙−I − |kI |2ϕIϕ−I
]
. (C7)
From this expression, we can read off the zero mode
Lagrangian (which corresponds to |kI | = 0 with I =
j1j2...jn = 00...0), namely
Lzm = L
n
2 ϕ˙
2
0...0 ≡
Ln
2 Q˙
2 . (C8)
The case for n = 1 is given in [16, 18]. The momentum
conjugate to ϕI is given by
pi
I
= ∂L
∂(ϕ˙
I
) = L
nϕ˙−I , (C9)
hence the Hamiltonian is given by
H =
[∑
I∈A
pi
I
pi−I
2Ln −
|kI |2
2
∑
I∈A
ϕ
I
ϕ−I
]
. (C10)
Canonical quantization converts piI , ϕI into operators
pˆiI , ϕˆI , thus we have the zero mode Hamiltonian in (n+1)
dimensions:
Hˆzm =
Pˆ 20...0
2Ln ≡
Pˆ 2
2Ln .
(C11)
So, for n dimensions, the procedure that lead Eq.(26)
is exactly the same replacing L by Ln in (21). Con-
sequently, the commutator of the zero mode in (n + 1)
dimension is obtained by replacing L with Ln, namely
〈[φˆzm(x), φˆzm(x′)]〉 = − i∆t
Ln
, ∆t = t− t′ , (C12)
as claimed.
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