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A class of stochastic differential equations is considered which arises by 
adding an additive white noise term with a small noise coefficient (2~)l’~B 
and for which there exists a unique ergodic measure. An expansion in powers 
of E of the expectations of functions with respect to the invariant measure is 
established. This paper was suggested by work of Fleming in which the corre- 
sponding finite time expansions were proven. 
1. INTRODUCTION 
Let p(t) = (Ezc(t),..., tnE(t)) denote the state of the system at time t which 
evolves according to the stochastic differential equations 
dF -1 f(&)) dt + (24W dw (1) 
with initial condition e(O). In (l), zu is an Y < n dimensional Brownian 
motion with w(O) = 0. For processes (1) which generate a unique ergodic 
measure for each E > 0, we will be interested in establishing an expansion in 
powers of h of the expectation of functions with respect to the invariant 
measure pLE . In Section 5 we show how to calculate the coefficients in the 
expansion and discuss estimation of the remainder term. Our assumptions 
include that the corresponding deterministic system with E = 0 be expo- 
nentially asymptotically stable. An example in Section 5 shows that global 
asymptotic stability and existence of the corresponding ergodic moment is not 
sufficient to establish the expansion. 
This paper was suggested by a paper of Fleming [I] in which the corre- 
sponding finite time expansions were derived. Kushner [6], Wonham [7], 
and Zakai [lo] have established criteria for the existence of a unique invariant 
measure and upper bounds on the expectations of functions with respect to 
the invariant measure. 
Wonham and Cashman [8] used statistical linearization to determine 
suboptimal controls for stationary control problems. The expansions (4) 
established below suggest another method of obtaining suboptimal controls 
when the noise is small. 
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2. NOTATIONS AND ASSUMPTIONS 
Throughout s, t, and T will denote nonnegative real numbers, and x an 
element of R”. If u: R” -+ R, then zl, will be the gradient in the variables x 
and will be a row vector. Other vectors will be column vectors, and ’ will 
denote the transpose. If /z(x) = (h,(x),..., h,(x)), then 12, will denote the matrix 
with components i%,/&q . Throughout 01 will denote an n vector with non- 
negative integer components, and 
where ) a: 1 = 01~ + “z + .*. + CL, . In all other instances ) / is the appropriate 
Euclidean norm. The function zc is of polynomial growth if there exists 
positive integers C and r, such that 1 U(X)/ < C(l + 1 x 1)’ for all x E Rn, 
and a function q~: [0, T] x Rn -+ R is Cl,* if the partial derivatives vt , ve , cpzs 
are continuous on [0, T] x Rn. 
Throughout we assume the following: 
(i) f(X) = Ax + Bg(x),g is C” on Rn, g(0) = 0, g and partial deriva- 
tives of all order of g are bounded. 
(ii) (A, B) is controllable and satisfies condition (CO). 
(iii) There exists a positive definite matrix Q and a constant c > 0 
such that for all x E Rn, 
fz’WQ -+ QM4 < --cI. 
(iv) L is C” and L and its derivatives of all orders are of polynomial 
.growth. 
For a definition of condition (CO), see [6], p. 214. 
Under the hypotheses (i), (ii) on f, Kushner [6] has shown that for each 
-E > 0 there exists a unique invariant measure which we will denote by pc . 
The main result of this paper is the following theorem. 
THEOREM 1. There exist constants 0, , 0, ,... such that for any positive 
integer r, 
s 
L(x) d/&(x) = L(0) + i E”0, + 0(&r) 
R” k=l 
(4) 
where Em,, [o(~~)/e~] = 0. The constants 0, are the values of the limits in (14). 
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3. PRELIMINARY ESTIMATES 
Let p(t) s, x) denote the solution to (1) with initial condition F(s, s, X) = .1: 
and p(t) = p(t, 0,O). Assumption (iii) implies the exponential asymptotic 
stability of the deterministic system with B == 0. Let us establish that fact 
and in the process derive an inequality which will be needed later. Throughout, 
let m, M be the minimum and maximum eigenvalues of Q. Fix (s, -xj. If 
V(t) = (O(t, s, x)’ Q(O(t, s, x), then 
Since 





and (3) (iii) holds, then 
v(t) - V(s) < - i 1” 1 .$?(I-, S, $1” dr, 
s 
and therefore 
Solving the integral inequality, one obtains for t > s 
I S*(t, s, x)1” d P ! x I2 exp(-y(t - s)), 6% 
where y = +c/2m and p = M/m are independent of (s, x). 
Condition (iii) also implies that all moments j p(t)Ik are ultimately bounded; 
that is, given E and a positive integer k, there exists a constant C such that 
lim+zup E j F(t)” 1 < C. 
This resuh is proved in Theorem 2 of [9]. 
Let L satisfying (3) be fixed and define 
and A(<, T) = E(L(fyT))). @I 
From Theorem 3 of [lo], we have that 
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for all Bore1 sets B CR”. Since (7) implies that for any 01 > 0, 
Iim+%up E(L(P(r))t+Q < 03, 
then it follows easily that 
$l A($ t) = h(E). 
Recall that we are starting the system at x = 0. Then from Dynkin’s formula, 
for E > 0, 
q5 T) = e”, 01, (‘0) 
where q~’ is the unique Cl*” solution on [0, T] x R” of the partial differential 
equation 
E tr(BB’y&(t, x)) + qEE(t, x)j(x) - q~~‘(t, x) = 0 
p’(0, x) = L(x), XER~. 
(11) 
Let @ denote the differential operator defined by the left-hand side of (11). 
The existence and uniqueness of a Ga solution to Equation (11) for E > 0 
follows from Theorem 1, p. 73 of [4]. The result there is verified for a one- 
dimensional process, however, the method of proof is the same in n dimensions. 
For E = 0, with use of the method of characteristics one can show that all 
derivatives of all orders are continuous. 
For E > 0, and any positive integer k, let OE be the solution to the partial 
differential equation 
9%: + trace BB’(@,), = 0 
o,qo, x) = 0 
w 
where we have defined O,O = TO, Let us also use the abbreviated notation 
O,O = 0, . Note that 
0; = f (O;i, - O,,), 
and hence the existence of the solution to (12) follows by induction from (11). 
For any fixed T > 0, Fleming [l] has established the expansion 
A(c, T) = L(0) + i c”Ok(T, 0) + o(c) (13) 
k=l 
for any positive integer Y. In (13) the o(8) is E’(O,~(T, 0) - O,(T, 0)). Since 
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h(~, T) --+ X(E) as T -+ co, then to prove (4) it suffices to show for any positive 
integer K, 
$~JIIJ O,(T, 0) exists (14) 
and 
Em [ O,<(T, 0) - O,(T, O)\ < CE, (1-7 
where C may depend on k. 
4. PROOF OF THE THEOREM 
The following definition and lemma play a crucial role in establishing (14) 
and (15). Suppose u: [0, co) x R” -+ R’, then we say that u satisfies a uniform 
exponential decay with expolzent u if there exists nonnegative numbers C, P, 
and (T > 0 such that 
[ u(t, x)1 < C(l + / x 1’) e-ut (16) 
for ail (t, x) E [0, co) x R”. Actually, the dependence of N in (16) is irrelevant 
for the verification of (14) since $ = 0, but it is needed for (15). 
LEnmu 1. Let x be the solution on [0, ~3) x Rn of the equatiolz 
so, + A(t, x) = 0, (37) 
with boundary corzdition x(0, x) = El’(x), x E RR. Suppose that Y and its 
derivatives of all orders are of polynomial growth and that A and its partial 
derivatives qf all orders sati& a uniform exponential decay with exponent y. 
Theft partial derivatives of all order of x satisfy a uniform exponential decay Gtk 
exponent ye 
Proof. Using the method of characteristics, one obtains that 
x(s, 4 = js4 - t, E”(tr 0,x)) dt + Y(P(s, 0, x)), 
0 
and hence 
where vi(t) = (o^p/&J(t, o, x). Using the bound (iii) and modifying the 
argument (5)-(6) shown earlier, one easily obtains / qi(t)l < Ci exp - yt, 
where Ci is independent of (0, x), and hence, that xz. satisfies a uniform I 
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exponential decay with exponent y, By a straightforward argument, one shows 
that for each 01 
axa (t, 0,~) =c C, exp - yt 
for some constant C, independent of (0, X) and also that #ix/&@ is of uniform 
exponential decay with exponent y. 
hm4A 2. Partial derivatives of all orders of y sat$y a uniform exponential 
decay with exponent y. 
Proof. v satisfies Equation (17) with n = 0 and Y = L which satisfy 
the condition of Lemma 1. 
LEMMA 3. For each positive integer k, all order partial derivatives of 0, 
satisfy a uniform exponential decay. 
Proof. For k = I, 0, satisfies Equation (17) with A = trBB’v,, and 
Y = 0. Hence the result holds with k = 0. Assume the result true for 
k = p, p a positive integer, then O,+r satisfies the condition of Lemma 1 
with A = trBB’(O&! and Y = 0. 
Proof of Theorenz 1. As shown earlier, it suffices to show that (14) and (15) 
are true. Let us establish (15) first. Fix k and define 
Then GE satisfies 
Gqt, x) = &t(t, x) - @,(t, x). 
%?(t, x) + &rBB’(OJzz = 0, 
with boundary condition GkE(O, x) = 0. By the formula for stochastic 
integrals, 
G’( T, 0) = E tr BB’E 1’ (O,),, (T - t, p(t)) dt. 
0 
Using the bound (16) on (O,),;. and (7) on the moments of e(t), one obtains 
for some constant C. Hence (15) is established. 
We now establish (14). Let n be a positive integer. Sincef(0) = 0, then we 
obtain from (12) that 
@,(T, 0) = tr BB’ ST (On--l)zr (T - t, 0) dt. 
0 
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Using the exponential decay of (On-&o, 0), one obtains that 
&i-E O,(T, 0) exists. 
5. REMARKS 
Estimation of the O(C) term. The O(ET) term in (4) is given by (18). The 
exponential decay bound on (O,),, can be calculated by induction and 
bounds (7) on the moments of f(t) can be found from Theorem 2 of [9]. 
EXAMPLE 1. Let us also show how to calculate the coefficients Ok appearing 
in (4). For simplicity let us consider the scalar case n = 1. To find 0, , 0, we 
need to find 
vzz(T - t, o) dt and 
0 
g2 j’(@,),, (T - t, 0) dt. 
0 
Let HT(t) = (yz , pzx, %ra, pzzzz, (Or), , (O,),,) evaluated at (T - t, o) 
Sif (o)/ar” = fi , ~?L(o)/&c~ = Li , then 
dHT 
x(t) = --FHT(t) 
with terminal condition HT(T) = (L, , L, , L, , L, , 0,O)’ and 
.F = 
fi 0 0 0 0 0 
f2 2fi 0 0 0 0 
f3 3fi 3fi 0 0 0 
f4 ‘kfz 6f2 4fi 0 0 
0 0 1 0 fi 0 




-T HT(t) dt = -PHI(l). T-son o 
Therefore one obtains that 
XE = L(0) -I- EO + Ey -j- o(E2), 
where 




h llfzL3 --- \ 
8f12 48f13 [ 
W] L, _ [ f4 
4f13 8fi” 8fi” 
2f3f2 , 5f2] 
3fli” f sfi” “‘j. 
EXAMPLE 2. In the Gaussian case f (zc) = Ax, and L is a polynomial of 
degree R, then the expansion (4) is an identity for Y > K. 
EXAMPLE 3. The following example shows that assumption (iii) cannot be 
replaced by global asymptotic stability of the deterministic system. Consider 
the stochastic differential equation 
de = (-p)” dt + (2~)~” dw. 
The equation has a unique ergodic measure whose density is given by 
p(x) == 
exp( --x4/4<) 
ST, (exp - s~,‘~E) ds. 
Let L(x) = 9, then 
P” JYm x2 exp - x4 dbv 
hf=- 
J-y co exp - x4 dx 
which contradicts the expansion (4). 
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