One approach to studying the system-wide organization of biochemistry is to use statistical graph theory. Even in such a heavily simplified method, which disregards most of the dynamic aspects of biochemistry, one is faced with fundamental questions, such as how the chemical reaction systems should be reduced to a graph so that as much information as possible about the original network is retained. Vertices may represent either chemical substances, or reactions, or both. A common practice in the analysis of metabolic networks is to preprocess the network by deleting so called currency metabolites -abundant molecular species that react with a large number of metabolites. One of several reasons to do this is that they do not put any constraint on the reactions, and thus do not give much information of the higher order functionality of the system. In this paper we evaluate different network representations of metabolism and describe their structure with respect to both modularity and currency metabolites. We find that a "substance network," where all metabolites participating in a reaction are connected, is a good trade-off between high functional overlap (between network modules and observed functions) and a reasonable number of currency metabolites.
I. INTRODUCTION
Metabolism, the set of all chemical processes in an organism that are necessary for the maintenance of life, can be studied at different levels -from the quantum chemistry of reactions via small reaction pathways and larger feedback loops to system-wide organization. For the smaller-scale problems, sets of reactions are often modelled by systems of ordinary differential equations (ODEs), either in order to perform explicit simulations or to make use of steady-state properties of the systems such as in "flux mode analysis" (19) (in the latter case the ODEs need not be explicitly specified). However, to investigate the system-wide, large-scale organization, such modeling frameworks become obstructively complex for organisms beyond the simplest bacteria. An alternative modeling paradigm is graph methods, where the chemical reaction system is reduced to a graph of items (or vertices) pairwise connected by edges. In general we define a metabolic network as any simple graph (unweighted, undirected graph without multiple edges or self-edges) derived from a metabolic reaction system. In this process of constructing a metabolic network, one has to discard much of the existing information about reaction systems (information about reaction coefficients, localization etc.). In return, one has an object of study -a graph -for which numerous methods exists to characterize its large scale-organization. One such large-scale organizational feature that researchers have focused on is modularity (6; 7; 10; 22; 24) -the feature of a biological system that it can be decomposed into different subsystems that perform relatively well-defined biological functions quite independently (see Ref. (5) for a discussion on modularity in biological systems). In the context of networks one often identifies modules with network clusters (6; 7; 10; 22; 24) -subnetworks that have relatively few edges between each other, and relatively many within themselves. A measure of network modularity should then be a score reflecting how well the network can be decomposed into such network modules.
In this paper we will discuss different network representations of biochemical reaction systems, the connection between network modularity and currency metabolites and how this connection can be used as a definition for the latter concept. We will also validate the different network representations based on the assumption that network clusters should overlap with annotated functions in databases. Finally we look at the hierarchical modularity of the different network types by iterating our network-module detection scheme for the individual clusters.
II. PRELIMINARIES
Let S be a set of chemical substances. A biochemical reaction r ∈ R (R denotes the set of reactions) can then be represented as a set of substrates S s r ⊆ S and a set of products S P r ⊆ S . In other modeling paradigms, as mentioned, one can associate more information with the elements of R (reaction coefficients, enzymes, cellular location, etc.), but for our purposes this is all we need. A graph G consists of one set of vertices V and one set of edges (pairs of vertices) E. We let N denote the number of vertices and M the number of edges. The most well-studied (23) simple graph constructed from R is the projection to S such that i and j are linked if there is a reaction r ∈ R such that i ∈ S P r and j ∈ S S r or i ∈ S S r and j ∈ S P r (see Fig. 1(b) ). One property of this substrate-product network (sometimes called just "substrate network" (23) ) is that a substance is linked to all molecules from which its atoms can have originated. Another option is to link substances that can react with each other, i.e. i and j are linked if there is a reaction r ∈ R such that i ∈ S P r and j ∈ S P r or i ∈ S S r and j ∈ S S r (see Fig. 1(c) ). We call this network a substratesubstrate network. A third option is to study the union of the substrate-product and substrate-substrate networks (see Fig. 1(d) ). The edges in this substance network, as we will call it in the following, is thus (with respect to the metabolic dynamics) a mix of two types. Substance-network edges can be interpreted in the context of sub-cellular localizationsubstances linked in a substance network will often be at the same cellular location at the same time. One can also consider the network of reactions, with V = R and edges being pairs reactions (r, q) such that there is a substance i with the property Fig. 1(e) ). Other authors have considered other graph representations, encoding more information about the reaction system, for example bipartite networks with reactions and substances as different types of vertices (9) and multimodal networks (a type of hypergraph, i.e. an extension of graphs where the constraint that edges should consist of precisely two vertices is relaxed) (8) . The price for choosing a more elaborate network representation is that the vast majority of theory and graph analysis methods are developed for simple graphs. The more sophisticated representations thus require modification of current methods. The aim of this paper is to find informative simple-graph representations of metabolism.
A. Network modularity
Real-world complex networks, including metabolic networks, can be described as having both randomness and some regularities, or network structure. The network structure contains information both about how dynamic systems associated to the network behave, and about the evolutionary history of the network itself. A key to accessing this information is to design quantities to measure network structure. One such type of network-structural quantities are measures of network modularity -how well a network can be decomposed into subnetworks (or clusters) that are densely connected within and sparsely connected between each other. In Ref. (17) a measure of modularity of a partition of a network into subnetworks was proposed:
where the sum is over subnetworks and e i j is the fraction of edges that leads between vertices of cluster i and j. The
is the expected value of e ii in a random multigraph (without any correlations). One way of detecting (or defining) clusters in networks is to maximize Q over all partitions, of all sizes. This is a computationally hard optimization problem (2) , and there is a large number of papers proposing heuristics for this (see Ref. (16) and references therein). We will use a recent and competitive heuristic, proposed in Ref. (16) .
The maximal valueQ of Q for all partitions is a prototype measure of the modularity of a network. However, as hinted above, network structure needs to be measured relative to a null model. The most common null-model for metabolic networks is the ensemble G(G) of random, simple graphs with the (only) condition that they should have the same degree sequences (set of degrees, i.e. number of neighbors) as the original network G. To more accurately be able to compare networks of different degree sequences one can measureQ of the graph relative to the averageQ of G(G):
where the angular brackets denote average over G(G). The common way of sampling G(G) (and the method we employ) is a resampling technique, randomly rewiring the edges of the original network (15) . In this work we will use averages over 100 independent samples of this ensemble.
B. Defining currency metabolites
Like the degree of metabolic networks, the abundance of metabolites has a very broad distribution (12) . Some metabolites are present throughout the cell most of the time. Thus, they do not impose any restriction on reactions; they can (and do) participate in many types of reactions. In analogy with money changing hands frequently, these substances are called currency metabolites. Since they do not put any constraints on the reaction dynamics, the functionality of the network would be better represented without them. Also, as Fig. 2(a) shows, even if the graph distance is short between two metabolites i and j, most of j's atoms that come from i may have to pass through many reactions (1) . Making the graph distances more representative of the effective length of pathways is another reason to preprocess the network by removing currency metabolites.
Currency metabolites are characterized by the property that they react with other metabolites of a great variety, of many functions and (assuming that metabolism has functional modules corresponding to network clusters) of many modules. This means that, in addition to having a large degree, currency metabolites will also effectively lower the network modularity; see (This is, to our knowledge, the only definition of currency metabolites from measurable properties of the metabolites.) In this paper we add the criterion that if ∆ decreases below its original value, we break the iterations. This is done to speed up the calculation, and does not affect the output for the (human KEGG and BiGG) networks we test this property for. When we apply this algorithm to the reaction network (where the vertices represent reactions). We still delete substances (in order of the number of reactions they participate in), but measure the modularity change of the reaction network. A C implementation of the currency-metabolite detection algorithm can be found at http://www.nada.kth.se/ ∼ pholme/curr/.
On a more philosophical note, the currency metabolites are context dependent -different organisms, or different types of network representations, give different sets of currency metabolites. We believe this is natural -consider, for example, oxygen, which appears as a currency metabolite in the human metabolic network according to our algorithm; in the metabolism of anaerobic bacteria it will most likely not be a currency metabolite. Furthermore, different representations of metabolic networks can also output different sets of currency metabolites. On one hand, one can argue that multifunctionality (that the same object has different function in different contexts) is a common biological feature. Since the different types of network representations highlight different aspects of metabolism, they should also result in different sets of currency metabolites. To get a single set of currency metabolites per organism, one can take the intersection of the different sets, or something similar; we leave this choice open to the reader.
III. NUMERICAL RESULTS

A. Degree distribution of metabolic networks
Since the works of Barabási and Albert, the probability distribution of degree has been considered to be one of the most important network properties. Indeed, as mentioned, it is commonly regarded as so fundamental that network structure is defined relative to random networks with the same degree distribution G(G). For some classes of network, the degrees can be regarded as intrinsic properties of the vertices. In such cases one can quantify the extrinsic structure, not related to the degree, by measuring quantities relative to this null model. What other molecules a metabolite can react with, and hence its degree, are partly determined by its chemical properties, which are intrinsic. For this reason, one may argue that metabolic networks are in the above mentioned network class.
In Fig. 3 we plot the degree distributions for our four kinds of metabolic networks, for human and E. coli (obtained from KEGG, www.genome.jp, April 11, 2008) . All types of networks have degree distributions that decay, or at least are very right skewed. The substrate-substrate graphs have the distributions most closely compatible with a power-law (4). All three kinds of network with metabolites as vertices have roughly the same slope in the log-log plots of Fig. 3 . The reaction networks have a much slower decay, meaning that many vertices have very large degrees, even of the order of N (which can also be seen in Table I ). To sketch an explanation of this phenomenon (for the case of substance and reaction networks, the explanations for the other two types are similar), consider a bipartite network with two types of vertices representing reactions or substances, with edges linking substances to reactions in which they participate. In this network the degree of reactions are very narrowly distributed (between two and eight in the human network from KEGG), whereas the degrees of substances are large (between one and 836 in the human KEGG-network). Now, consider a vertex i and assume that the network is sparse and locally tree-like (no cycles within two steps from i). The expected degree of a vertex in the projected network (the substance network if the vertex is a substance, or reaction network if the vertex is a reaction) is
where k ′ is the degree (in the bipartite representation) of the kind of vertices projected to, and K is the degree of the kind of vertices projected away from, angular parentheses represent averages and µ 2 symbolizes the second moment. Simply speaking, a vertex of the other type contributes to k by the square of its degree, because the probability of an edge leading to a vertex of degree K is proportional to K (and if an substr.-prod.
substr.-substr. substance nwk. edge leads from i to a neighbor of degree K all the K − 1 other vertices will be attached to i in the projected network). Now, since K ≥ 1 for both types of vertices, µ 2 (K) is the leading term in Eq. 3. Since the second moment weights high degree vertices higher (of the other type), we understand that the average degree would be much higher for the reaction networks.
Comparing the degree distributions of the two organisms, human and E. coli, the similarity is striking. Not only is the general shape the same, the curves bend off and have irregularities in the same places. This is an indication that, although human and E. coli are organisms with a large difference in complexity, the large-scale structure of their metabolisms is rather similar.
There has been a lot of focus on the functional form of degree distribution curves. Authors have pointed out that the degree-distribution of metabolic networks follows a powerlaw (11) (which would be manifested as a straight line with negative slope in Fig. 3) . A more careful study (4) reported that strict power-law degree distribution metabolic networks can be ruled out. Using this procedure (described below) we can rule out a power-law functional form for all types of metabolic networks, for all organisms except M. genitalium. This bacterium has degree distributions compatible with power-laws with exponent 2.4(1) (the digit in parenthesis is the error, in one standard deviation, in order of the last decimal) for the substrate-product network, 2.2(2) for the substrate-substrate network and 2.4(2) (the reaction network is incompatible with a power-law form).
We will briefly sketch the method of Clauset et al. (4) , for testing the hypothesis of power-law distributed data. First, one determines the power-law exponent γ and the lower cut-off k min for the region of power-law scaling with a maximumlikelihood method. Then, using the measured parameter values, the Kolmogorov-Smirnov statistic (a goodness-of-fit measure -the lower value, the better fit) is calculated for the real data with respect to the fitted power-law. After that, one performs the same calculation with synthetically generated power-law distributed data with the exponent γ. Finally one calculates the p-value of rejecting the power-law hypothesis as the fraction of synthetic data sets with a larger value (20) , and Ma and Zeng (14) . Only metabolites which were considered currency metabolites in at least two of the four studies are shown. In Ref. (21), the analysis was done in two versions, one excluding and one including the six first metabolites (ATP to NADH). In Refs (14) and (20), the sets of currency metabolites were considered context-dependent and thus not completely fixed, hence these lists are approximations.
of the Kolmogorov-Smirnov statistics than the real data. If this p-value is lower than 0.1, the power-law is ruled out. The smaller the data set is, the harder it is to rule out a power-law, so the values for M. genitalium should be taken with a pinch of salt. Metabolic degree distributions may not strictly follow power-laws, but they are still very broad (actually they deviate from the fitted power-law form by being even wider than a power-law), which in practice is, we believe, the important thing. If currency metabolites are deleted, the shape of the degree distributions stay roughly the same. The largest difference is, naturally, for the most dense networks -the reaction networks. 
B. Currency metabolites, network modules and functionality
The currency metabolites are, as mentioned, determined by iteratively deleting vertices of maximal degree and monitoring the relative modularity ∆. As an example of this procedure, in Fig. 4 we show the subsequent modularity during the iterations for the substance network of the human metabolism extracted from KEGG. After 12 metabolites are deleted ∆, reaches its maximum (of around 20% more than ∆ of the original network). After this point ∆ decreases so that, for 26 or more vertices deleted, it is lower than the original. After nine deleted metabolites in Fig. 4 , the modularity shows a relatively large drop. One may argue that such a change would be a signature limit for the set of currency metabolites. However, this approach would lead to a less parsimonious definition, and is thus not taken. Our main arguments for defining the currency metabolites as the set giving the maximum ∆ is that (in addition to being conceptually simple) it also gives the best match to what other authors, using biological reasoning, have proposed (see Table II) . 1 In general, the sets of currency metabolites are not extremely well-defined -∆ does not make any dramatic drop from e.g. a maximum to a value below the original. This also means that the currency metabolites are not completely robust to errors. Especially for the substrate-product networks, the number of currency metabolites c fluctuates considerably. The substance network, on the other hand, is more stable. This is one argument in favor of using the substance network representation.
The different network representations tend to yield the same currency metabolites, with a bias towards more currency metabolites in higher animals and for substance net-works. The union of all currency metabolites for different organisms using the substance network representation consists of 15 substances. Interestingly, water is the only substance to be classified as a currency metabolite in all eight organisms considered, while ATP and the hydrogen ion are classified as such in all organisms but one. Table II compares the currency metabolites generated using substance networks (for all organisms) in this study with currency metabolites in three previously published papers. Only metabolites which were classified as currency metabolites in at least two of the four studies are shown; thus three metabolites from this study (coenzyme A, AMP and UDP) have been omitted.
Metabolites in KEGG are annotated with one or several pathways, which we will equate with functions below. In BiGG, similar functional (pathway) annotations are instead assigned to reactions, but one can indirectly assign functions to a metabolite by simply selecting all functions listed for reactions where the metabolite participates. Every metabolite i ∈ V is thus associated with a set of functions f i ∈ F (F is the set of all functions). We can use this to evaluate the assumption that network modules correspond to biological functions. Let φ CF (c, f ) denote the fraction of vertices with function f belonging to cluster c ∈ C (C(G) is the set of detected clusters of G); let φ F ( f ) denote the fraction of vertices with function f ; and let φ C (c) denote the fraction of vertices in cluster c. Then, if the functions were randomly distributed, in an infinite system, the expectation value of φ CF would be φ C (c)φ F ( f ). From this we derive a prototypical score function for the match between network modules and metabolite function:
where | · · · | denotes absolute values of numbers and cardinality (number of elements) of sets. High values of ν mean that functions are concentrated to network clusters. If the number of vertices and the sizes of clusters goes to infinity, ν = 0 signals neutrality. Note that this definition does not require the vertex-set to be partitioned into a set of distinct clusters (similarly it allows several functions to be assigned to one vertex). When we apply the currency metabolite definition algorithm to the product network, we still delete vertices (and all the reactions they participate in), but define the currency metabolites with respect to the modularity of the reaction network. This means that the network clusters will be sets of reactions. When calculating ν for the reaction network, we let a metabolite belong to the network clusters of all the reactions in which it participates. However, ν does not capture all the aspects we desire -since fluctuations give a positive contribution to ν (due to the absolute values), the finite sizes of the reaction systems will give a positive bias. To make zero represent neutrality, we rather measure
where ν ′ is a random configuration of functions with the properties that F and φ F ( f ) (for all f ∈ F) is the same as in the original system, that no vertex is assigned the same function more than once, and · · · denotes the average over 100 samples of this ensemble. Table III shows the values of µ for our different networks. The values for all organisms and all types of network representations are positive, meaning that biological function is not randomly distributed in the networks, but clustered to the network modules. The matching is, however, not perfect (the extremal value of this quantity depends on C and F, but is of order one). One reason for this is that the difference in granularity when defining the functions or modules makes it impossible, in general, to achieve a complete of overlap. For example, KEGG has 238 pathways for its human network, while BiGG has 98, and our module decomposition scheme yields a lower number of network clusters). Hence it is, furthermore, probably not coincidental that with all our network representations, the overlap of modules with functional annotation is higher for BiGG than KEGG. Perhaps the modules resulting from our algorithm can be viewed as low-resolution super-modules at a higher level than those recorded in KEGG or BiGG. Another reason for the relatively low matching score is that our algorithm requires each metabolite to belong to exactly one module, whereas it might be annotated with several functions and thus potentially belong to several modules simultaneously. Furthermore, one can argue that our derived network modules represent a different sense of functions than the annotated functions, and also that incompleteness of the data contributes negatively to µ.
There is no completely consistent difference, with respect to µ, between the different types of networks. The substrateproduct networks have the highest value, or are within the error margin of the highest value, for eight (out of nine) organisms. The corresponding values for the substrate-substrate, substance and reaction networks are one, seven and three times respectively. The substrate-substrate networks have the lowest µ-values for most organisms, with an exception of the smallest network (of M. genitalium). This falls in to the picture of the absence of currency metabolites in the substratesubstrate networks. Since currency metabolites are a sign of pronounced, hidden modular structure and substrate-substrate networks lack these, it is no surprise that the identified modules do not match the recorded functions as well as for the other networks.
C. Hierarchical modularity
Modularity in biology is hierarchically organized (13) . Organisms consist of organs, which are composed of different kinds of tissue that are in turn made up of cells, and so on. Assuming this organizational principle extends to metabolic networks, and that network clustering identifies biologically meaningful modules, one can think of iterating this procedure to obtain a hierarchy of network modules. Network modularity hierarchies have been discussed more or less explicitly before (3; 9; 18; 24) . Assume a network (either one of our four types) is split into η clusters C 1 , · · · , C η (C i ⊆ V). Let C c denote the set of currency metabolites. From these network clusters, we want to construct a set of reactions that fulfill fundamental stoichiometric constraints. For a cluster C i , we do this by collecting all reactions that involve only substances (at least one) found in cluster C i or currency metabolites into a reaction module. Iterating this procedure gives a hierarchical breakdown of the original network into network modules, sub-modules, and so on. This method of decomposing a reaction system is the most straightforward given our interpretation of currency metabolites and network clusters, but does not conserve the number of metabolites at each level of the hierarchy (like "hierarchical clustering" methods). Indeed, the number of metabolites can both grow (currency metabolites can be members of several sub-reaction-systems) or shrink (as reactions containing metabolites of different network clusters are omitted). In a network with high modularity and welldefined modules, the number of vertices at one hierarchical level should be fairly constant (or slightly increasing). In Fig. 5 we plot the hierarchy trees resulting from this procedure for the human metabolic networks of the KEGG database. The substrate-product and substance networks have the property that, for the top three hierarchical levels, the total size of all network modules is relatively constant. The substratesubstrate and reaction networks have a less pronounced hierarchically modular structure.
If the hierarchical structure of metabolic data is is analyzed without deleting currency metabolites, the modular structure is rather unbalanced -at each hierarchical level most of the vertices belong to one cluster (9) . (This result comes from a slightly different notion of network modules, but is, we believe, comparable.) One possible measure of this balance of the hierarchical organization is the coefficient of variation v (standard deviation normalized by the average value) of the number of vertices in the different clusters averaged over the hierarchical levels. In Fig. 6 , we plot v and the increase in modularity ∆ max /∆ 0 . From the discussion above one might expect that the networks where currency metabolites hide most modularity, would have the most balanced hierarchical structure, i.e. large ∆ max /∆ 0 would the correspond to small v, which is not the case. There are few trends in the values of these two quantities for different networks. The largest (human) networks are in the low end of the v spectrum for all types of networks. The smallest system (M. genitalium) has consistently one of the smallest ∆ max /∆ 0 values. There are however larger differences between different types of networks. The reaction networks are not only the ones with largest values of ∆ (see Table I ) they are also the ones that increase their relative modularity most. The reaction networks are also the ones with lowest v, meaning their hierarchy trees split in the most symmetric way.
IV. DISCUSSION
In this paper we have discussed four different types of graph representations of metabolism -substrate-product networks, substrate-substrate networks, substance networks and reaction networks. We attempt to find quantitative arguments for assessing which one of these representations that is the most informative. We stress that the different representations illuminate different aspects of biochemistry. For instance, a substrate-product graph stresses the interconversion between substances, making it possible to trace paths between different substances. Substrate-substrate graphs highlight reactivity between metabolites. A substance graph embodies information about spatial and temporal co-localization of substances, while the reaction networks show how the reactions are connected. An investigator may be able to select a suitable representation depending on the intended usage of the network, be it bottleneck identification, lethality prediction, or one of any number of possible applications. In this article, we choose to focus on module decomposition as a basis of comparing the different network representations. Since module decomposition of metabolic networks, as we have discussed above, is connected to the concept of currency metabolites, we also make use of the generated sets of currency metabolites to compare the representations.
One way to assess the quality of a module decomposition is to examine the distribution of annotated biological functions for metabolites and see if they are significantly nonrandomly spread out among the modules. In our experiments, all network types showed a significant concentration of functions to network clusters, but the µ-scores (the measure we devised for assessing the matching between annotated functions and network-cluster identity) were generally highest for the substance-product network, with the substance network being a close runner-up. Another aspect of module decomposition is that it should ideally result in hierarchically modular structures such as have been observed for biological systems.
Our hierarchical decomposition scheme yielded such hierarchically balanced trees, with similar numbers of modules at each level, for the substrate-product and the substance networks.
Shifting focus to the currency metabolites, the substrateproduct and substance networks, again, yield about the expected number (in the sense that other authors, using biological reasoning, proposed similar numbers) of currency metabolites for the human networks. The substrate-substrate and reactions networks, on the other hand, give too low numbers (indeed, the former tends to yield zero currency metabolites). The currency metabolites from the substrateproduct and substance networks are also in good agreement with those previously defined by other authors. However, the substrate-product network seems rather more erraticits number of currency metabolites fluctuates considerably, leading to inconsistent-looking results (such as just one currency metabolite for R. norvegicus). In contrast, the substance network shows a lower variance, and numbers of currency metabolites more consistent with other authors, for all networks examined.
From the perspective of module decomposition, we conclude that the substance network and the substrate-product networks are, on the whole, superior to the substrate-substrate and reaction network representations. Between the two winners, the substance network should perhaps be given a slight edge due to the higher reliability of its currency metabolite identification.
In future work, it would be interesting to compare the different network representations in a dynamic setting with some process acting over the vertices, or in a task-oriented setting where the networks are used to address a specific problem. However, we believe that our work presented here, based on simple, static graphs, is a necessary first step to understand the basic differences between the network types.
