We consider the bipartite matching model of customers and servers introduced by Caldentey, Kaplan, and Weiss (Adv. Appl. Probab., 2009). There is a finite set C, resp. S, of customer, resp. server, classes. Time is discrete and at each
time step, one customer and one server arrive in the system according to a joint probability measure μ on C×S, independently of the past. Allowed matchings are given by a fixed bipartite graph (C, S, E ⊂ C × S), and customers/servers that cannot be matched are stored in a buffer. In this paper, we study the stability of the associated discrete time Markov chain under various admissible matching policies including: ML (Match-the-Longest), MS (Match-the-Shortest), FIFO (match the oldest), priorities. For the ML policy, we prove via a Lyapunov function argument that the stability region is maximal for any bipartite graph. On the other hand, we exhibit a bipartite graph for which the MS and priority policies have non-maximal stability regions. Finally, we prove that the stability of the bipartite model is implied by the stability of the associate fluid limits, and use this result to establish maximal stability region for the FIFO matching policy. 1 
THE BIPARTITE MATCHING MODEL
In this paper we consider a multiclass queueing system but where customers and servers play symmetric roles. Definition 1. A bipartite matching structure is a quadruple (C, S, E, F ) where:
• C (resp. S) represents the finite set of customer (resp. server) types;
The graph (C, S, E) defines the pairs that may depart from the system and is called the matching graph, while the graph (C, S, F ) defines the pairs that may arrive into the system and is called the arrival graph. For a matching graph (C, S, E) we denote:
The arrivals occur in discrete time according to an i.i.d. sequence of customer/server pairs (thus there is exactly one customer and one server arrival per time slot). We use 1 Sections 1 to 6 have been presented in the form of a Poster at the Stochastic Networks'10 Conference in Cambridge. A complete preprint version of the same sections is available [3] . μ to denote joint probability measure on F ⊂ C × S for arrivals. On arrival, the customer and server are instantaneously matched (if possible) according to the matching graph (C, S, E) and an admissible matching policy Pol. Customers/servers that cannot be matched are stored in a buffer. A matching policy is admissible if:
• Only the current state of the buffer is taken into account;
• Buffer-first assumption: if the new arrival is (c, s) ∈ E, then c and s are matched together iff there are no servers from S(c) and no customers from C(s) in the buffer.
We consider the following policies: Match the Longest, Match the Shortest, Random, Priorities, FIFO, LIFO.
, such that supp(μ) = F , the marginals of μ satisfy: supp(μ C ) = C, supp(μS) = S, and Pol is an admissible matching policy. The bipartite matching model can be described by a discrete time Markov chain on a commutative or non-commutative state space, depending on the policy. Commutative state space. A state of the system is given by (x, y), x = (xc)c∈C and y = (ys)s∈S, where xc denotes the number of customers of type c and ys the number of servers of type s. The commutative state space is:
(1) Non-commutative state space. A state of the system is given by two finite words of the same size k ≥ 0, respectively on the alphabets C and S, describing unmatched customers and servers. The non-commutative state space is:
Related Prior Work. The bipartite matching (BM) model was first introduced by Caldentey, Kaplan, and Weiss [4] who studied its stability under the FIFO matching policy and with μ given by a product measure (μ = μC × μS).
The BM model is related to the constrained queueing network (CQN) model of Tassiulas & Ephremides [10] . However, there is a crucial difference: in the BM model, the edges that may be activated depend on the current state of the system (there should be non-empty buffers at both ends of the edges), which is not the case in [10] . On the other hand, the CQN model is multi-hop while the BM model is single-hop. In [10] , the max-weight policy is shown to have a maximal stability region, and our Theorem 3 is very reminiscent of this. Also the proofs have the same flavor using a quadratic Lyapunov function. Among single-hop CQN models, input-queued cross-bar switches have received a lot of attention [9] . The max-weight policy is known to have a maximal stability region under mild conditions on the arrival process [6] . Crossbar switches have a topology close to the one of the BM model: a bipartite graph with disjoint arrival and departure nodes. Models for call centers with "skills-based routing", see e.g. [8, Section 5] , can be viewed as continuous-time versions of single-hop CQN models in which each arrival class may be served by a subset of the servers. They are therefore related to the BM model.
NECESSARY STABILITY CONDITIONS
We identify the bipartite matching model [(C, S, E), μ, Pol] with the Markov chain describing the evolution of the buffer content. Let P be the transition matrix of the Markov chain. Definition 3. The model is said to be stable if the Markov chain has a unique and attractive stationary probability measure (i.e. measure π such that πP = π and for any initial measure ν, the sequence of Cesaro averages of νP n converges weakly to π). Proposition 1. If the model is stable then the marginals of μ must satisfy:
NCond :
The following proposition is proven in [3] using a network flow argument (the tricky part of the proof is being able to verify strict inequalities). 
CONNECTIVITY PROPERTIES
Since the bipartite matching model does not always yield an irreducible Markov chain, in this section, we discuss a weaker notion of connectivity -that of a unique terminal connected component. Figure 1 .
Theorem 1. For a bipartite matching structure (C, S, E, F ) the following properties are equivalent:
1. There exists μ such that supp(μ) = F , supp(μC ) = C, supp(μS) = S and μ satisfies NCond.
The associated directed graph is strongly connected.
Define the following important property for the transition graph of the Markov chain: UTC : a unique (terminal) strictly connected component with all states leading to it. Property UTC is necessary for stability as defined in Definition 3, but is not granted in the bipartite matching model. However, we prove below that the necessary stability conditions NCond turn out to be sufficient for the property UTC! 
MODELS THAT ARE ALWAYS STABLE
For a bipartite graph (C, S, E) and an admissible matching policy Pol, the stability region is the set of values of μ for which the model [(C, S, E), μ, Pol] is stable. The stability region is included in the polyhedron defined by NCond. We say that the stability region is maximal if it is equal to this polyhedron. In this section we give sufficient conditions on μ under which any admissible matching policy is stable, and on (C, S, E) under which the stability region of any admissible matching policy is maximal. We decompose the state space of the Markov chain into facets, which are defined only by classes with non-empty buffers.
Definition 4. A facet is an ordered pair (U, V ) such that:
The zero-facet is the facet (∅, ∅), we denote it shortly by ∅. For a facet F = (U, V ), define:
Denote by F the set of facets. Define the following conditions on μ:
non-saturated saturated
The following proposition and corollary are proved in [3] . 
PRIORITIES AND MATCH THE SHORT-EST ARE NOT ALWAYS STABLE
In this section we give counterexamples against maximal stability of two admissible policies: Match-the-Shortest (MS) and Priorities (PR). Under MS, a new customer c (resp. server s) is matched to a server in S(c) (resp. customer in C(s)) with the shortest queue. Under PR, for each customer class c, static priorities are assigned to the server classes in S(c), and a newly arriving customer of class c is matched to the highest priority non-empty server class in S(c) (similarly for each server class).
Proposition 4. The NN model in Figure 2 with either the MS policy, or the PR policy such that customers of class 1 (resp. servers of class 1 ) give priority to servers of class 2 (resp. to customers of class 2), the stability region is not maximal. 
MATCH THE LONGEST IS STABLE
The following theorem proves that Match-the-Longest (ML) policy, where a newly arriving customer of class c is matched to a server in S(c) with the largest buffer (similarly for newly arriving server), is stable for all μ satisfying NCond (see [3] for proof).
Theorem 3. For any bipartite graph, the ML policy has a maximal stability region.
STABILITY VIA FLUID LIMITS
The stability of ML is proved via a Lyapunov function argument. However, for other admissible policies, proving stability via Lyapunov functions is quite a challenge. Caldentey et al. [4] proved the maximal stability of FIFO for very specific matching graphs and under a product arrival measure μ = μC × μS. Adan and Weiss [1] extend the maximal stability of FIFO to general bipartite matching graphs, but still under a product arrival measure. In [4] and [1] , the result follows from the explicit computation of the stationary distribution which turns out to have a "product form" on a cleverly chosen state space. In this section we develop the framework of fluid model and fluid limits to prove stability. We adopt the presentation and terminology of [7] . Let us fix a bipartite matching model [(C, S, E, F ), μ, P ol], where μ satisfies NCond. We consider a sequence of Markov chains Z (N ) = Z (z N ) , N ∈ N, which correspond to the model and differ only by their initial condition zN . The initial conditions satisfy: |zN | = N (the number of customers, resp. servers, in zN is equal to N ). Let (Z (N ) t ) t∈R + be the linear interpolation of (Z (N ) n ) n∈N . Definition 6. A fluid limit is a function (Zt) t∈R + such that there exists a deterministic subsequence N k such that:
=`Zt´0 ≤t≤T a.s.
The fluid model is the set of all fluid limits (for all possible choices of (zN )N ). Definition 7. A fluid model is said to be stable if there exists a t0 > 0 such that, for all fluid limit, Zt = 0 for t ≥ t0, a.s. Next theorem is the analog of standard results on fluid limits (see e.g. Dai [5] or Bramson [2] ).
Theorem 4. If the fluid model is stable, then the original stochastic bipartite matching model is stable. It is easy to prove that any fluid limit Z satisfies the following equations. Let [Z] = (X, Y ). For (i, j) ∈ E, let Rij be a fluid limit of R (N ) ij , where R (N ) ij (n) is the total number of pairs (i, j) matched up to time n. We have, ∀i ∈ C, j ∈ S,
Rij(t) .
Now, using specific properties of the FIFO policy, we get: Theorem 5. For any bipartite matching structure, and any arrival probability measure μ satisfying NCond, the FIFO matching policy is stable.
