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Abstract
We introduce a general framework for defining
equivalence and measuring distances between
time series, and a first concrete method for do-
ing so. We prove the existence of equivalence
relations on the space of time series, such that the
quotient spaces can be equipped with a metrizable
topology. We illustrate algorithmically how to cal-
culate such distances among a collection of time
series, and perform clustering analysis based on
these distances. We apply these insights to anal-
yse the recent bushfires in NSW, Australia. There,
we introduce a new method to analyse time series
in a cross-contextual setting.
1. Introduction and background
We begin with the following general question: can one
define equivalence relations between time series, whereby
two time series are declared equivalent if they differ only
up to noise? This is of course a heuristic; in this paper we
give one concrete way to understand this. We prove the
following theorem, which combines 2.4 and 2.5:
Theorem 1.1. There exist equivalence relations ∼ on the
space X of time series, obtained from algorithmic deter-
mination of change points, such that the resulting quotient
spaces X/∼ are metrizable. Such metrics are continuous
with respect to perturbation of the time series, (lemma 2.3).
The proof and construction of such equivalence relations
builds on several insights: the change point algorithms devel-
oped by (Hawkins, 1977; Hawkins et al., 2003) and (Ross,
2014), the distances between change points of (James et al.,
2019) and the construction of Lebesgue Lp spaces as metriz-
able quotients by (Riesz, 1910).
The most significant equivalence relation between functions
in measure theory is that of almost everywhere equivalence:
define f ∼ g if f = g a.e., that is, {x : f(x) 6= g(x)} is
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measure zero. For both the motivation and mathematics
of our theorem and construction, we rely on this crucial
equivalence relation.
Recall the construction of the Lp spaces. Let Lp([0, H]) be
the vector space of all Lebesgue-measurable functions f on
[0, H] such that |f |p has finite integral. We have a quotient
mapping, defined and outlined in (Billingsley, 1995),
Lp([0, H])→ Lp([0, H])/∼ =: Lp([0, H])
f 7→ [f ]
We will use this notation in what follows. One then equips
this quotient space with the Lp norms, see (Billingsley,
1995) for these definitions or section 2 for our Lp norm.
Introduced by (Hawkins, 1977) and developed further by
(Hawkins et al., 2003; Hawkins & Zamba, 2005), change
point algorithms are an evolving field of algorithms intended
to determine structural breaks at which a change in the statis-
tical properties of a time series has occurred. Notable recent
advancements have been made by (Ross, 2014); we shall
use Ross’ CPM package (Ross, 2015) for our experiments.
Metric learning and the application of different distances has
been of great interest to the machine learning community
across a variety of problems for years, (Thorpe et al., 2017;
Memoli, 2011; Arjovsky et al., 2017; Xing et al., 2002; Zhao
et al., 2005). More recently, (James et al., 2019) used change
points to define and calculate distances between time series.
Specifically, they apply semi-metrics, which they argue are
more robust to outliers than the more widely used Hausdorff
metric (Aspert et al., 2002), between sets of change points
in a collection of time series. Their methodology has two
downsides: these semi-metrics do not obey the triangle
inequality, and their analysis does not record any of the time
series’ attributes between these structural breaks.
Building on this, we develop new procedures for measuring
distances between time series based on structural breaks,
simultaneously ameliorating these downsides and proving
theorem 1.1 in the process. We associate to a time series
a piecewise constant function that contains the data of the
change points as well as the mean, variance, or other desired
property, and embed these piecewise constant functions
within Lp([0, H]). This procedure is highly flexible, build-
ing upon any available change point algorithm and recording
any desired statistical property.
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2. Proof of theorems and construction
Let (Xt)t∈I be a real-valued time series over some time
interval I = {0, 1, ...,H}, and X the space of such time
series. In this paper, we only record each data series once,
so treat each Xti as a single observed real number. Let PfR
be the set of finite subsets of R.
First, select a statistical attribute, such as mean, variance,
or higher-order moment. For simplicity of exposition, we
describe the procedure for the mean. Use the two-step
algorithm of (Ross, 2015) to determine a set of change points
S = {c1, ..., cm} with respect to changes in the mean. This
is an inductive deterministic procedure that uses iterated
hypothesis testing. At each step, the null hypothesis of
no change point existing is tested, and subject to preset
parameters, the null hypothesis may be ruled invalid; this
determines a change point. In addition, set c0 = 0, cm+1 =
H . Properly interpreted, this gives a function
CPM : X→ PfR
Different parameters yield different algorithms and hence
different such functions. This procedure has algorithmically
determined that (Xt) has a constant mean over each interval
[ci, ci+1], i = 0, ...,m. By simply averaging (Xt) over
these intervals, compute and record the empirically observed
means µi. Now define a function
f =
m∑
i=0
µi1(ci,ci+1)
as a weighted indicator function. This is a piecewise con-
stant function that codifies the change points of the time
series and its changing means. That is,
f(x) =
{
µi if x ∈ (ci, ci+1)
0 otherwise
Let F(Xt) := [f ] ∈ Lp([0, H]) be the image of f under the
almost everywhere equivalence relation. This step means
that the values of f at the change points ci do not matter, for
a finite set of points is measure zero. Let V be the subspace
of Lp([0, H]) consisting of (the images of) piecewise con-
stant functions. Properly interpreted, our procedure is the
function
F : X→ V
This defines an equivalence relation ∼ on X and an embed-
ding
X/∼ ↪−→ V ⊂ Lp([0, H])
Note that V is a vector subspace of Lp([0, H]) and thus
inherits its Lp norm ||.||p, defined by
||f ||p =
(
1
H
∫ H
0
|f(x)|pdx
) 1
p
normalized so that ||1[0,H]|| = 1. When p = 2, there is an
inner product associated to the norm:
< f, g >=
1
H
∫ H
0
f(x)g(x)dx
At this point we must make some careful definitions and
observations. While X has a vector space structure, the
change point algorithms do not respect addition of time
series, and hence F is not linear. The absence of linearity
forces us to differentiate two separate definitions. First,
the metric space structure on V induces a metric on X/∼
and a pseudo-metric on X itself. Concretely, if (Xt), (Yt)
map to piecewise constant functions f, g respectively, define
dp(Xt, Yt) = ||f − g||p.
Secondly and separately, we can pullback the norm structure
to X as a measure of the overall magnitude of the time
series, defining mag(Xt) = ||F(Xt)||p = ||f ||p. We use
the symbol mag, rather than ||.||, as this is neither a norm nor
semi-norm on X. Concretely, mag(Xt) = dp(Xt, 0) but
dp(Xt, Yt) 6= mag(Xt − Yt). That is, mag does not induce
the metric dp. Only after passage to V , via the non-linear
F , does the norm induce the metric.
Now we prove that dp has all properties of a metric on X/∼.
(i) It is immediate that dp(Xt, Yt) ≥ 0 always.
(ii) It is immediate that dp(Xt, Yt) = dp(Yt, Xt).
(iii) The triangle inequality dp(Xt, Zt) ≤ dp(Xt, Yt) +
dp(Yt, Zt) follows from lemma 2.1.
(iv) If dp(Xt, Yt) = 0, then (Xt), (Yt) are equal elements
of X/∼ by lemma 2.2.
Lemma 2.1. If (Xt), (Yt), (Zt) 7→ f, g, h ∈ V then ||f −
h||p ≤ ||f − g||p + ||g − h||p, establishing the triangle
inequality for dp.
Proof. Passing to V it suffices to prove for any elements of
V , ||f+g||p ≤ ||f ||p+ ||g||p. This is known as Minkowskis
inequality, (Minkowski, 1953). First, the concavity of log
implies Youngs inequality: if a, b ≥ 0, p, q > 1, 1p + 1q = 1
then
ab ≤ a
p
p
+
bq
q
Next, one proves Ho¨lders inequality:
||fg||1 ≤ ||f ||p||g||q
To prove this, without loss of generality, normalize f and
g so that both ||f ||p = ||g||q = 1. It remains to prove
||fg||1 ≤ 1. Young’s inequality gives, for x ∈ [0, H],
|f(x)g(x)| ≤ |f(x)|
p
p
+
|g(x)|q
q
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Integrate this, to get |fg||1 ≤ 1 as required. Finally,
||f + g||pp =
1
H
∫ H
0
|f + g|pdx
≤ 1
H
∫ H
0
(|f |+ |g|)|f + g|p−1dx
= ||f |f + g|p−1||1 + ||g|f + g|p−1||1
≤ ||f ||p||(f + g)p−1||q + ||g||p||(f + g)p−1||q
= (||f ||p + ||g||p)||f + g||p−1p
The first inequality is by the triangle inequality, the second
is by Ho¨lder. The final equality holds as q(p − 1) = p.
Divide by ||f + g||p−1p , supposing it is non-zero, to get the
result. If ||f + g||p−1p is zero, the result is trivial.
Lemma 2.2. Given time series (Xt), (Yt), the following
are equivalent:
(i) d(Xt, Yt) = 0
(ii) Xt ∼ Yt
(iii)Xt, Yt have the same set of change points c0, ..., cm and
the same values of means µi between them.
See Figure 1 for a depiction of equivalent time series.
Proof. Let (Xt), (Yt) 7→ f, g respectively. (iii) states that
f = g. By definition of ∼, (ii) states that [f ] = [g] ∈ V ,
while (i) states that ||f − g||p = 0. Clearly then, (iii) im-
plies (ii), and (i) and (ii) are equivalent since ||.||p is a norm
on Lp([0, H]). Finally, suppose (i) holds. Then f − g is
itself a piecewise linear function with Lp norm zero. If
f, g have breaks c1, ..., cm and d1, ..., dn respectively then
f − g is continuous on [0, H] − {c1, ..., cm, d1, ..., dn}.
With the integral of |f − g|p being zero over this region,
continuity means f − g is identically zero on [0, H] −
{c1, ..., cm, d1, ..., dn}. As such, all the open intervals
(ci, ci+1) and (di, di+1) must coincide, with the exact same
µi coefficients. This proves (iii).
Lemma 2.3. Let Xt, Yt be time series, and suppose Xt
is compared with a perturbation Xt. Suppose Xt differs
from Xt on an interval [t0, t0 + δ] such that the change
point algorithm F detects two additional change points at
t0, t0 + δ and a mean that differs by  from the mean of Xt.
Then
max
{
|dp(Xt, Yt)dp(Xt, Yt)|, |mag(Xt)−mag(Xt)|
}
≤ 
( δ
H
) 1
p
That is, dp and mag are continuous with respect to small de-
formations in the time series. See Figure 1 for an illustration
of the suppositions of the lemma.
Proof. If Xt, Xt, Yt 7→ f, f, g then
max(|dp(Xt, Yt)dp(Xt, Yt)|, |mag(Xt)−mag(Xt)|)
= max(||f − g||p − ||f − g||p, ||f ||p − ||f ||p)
≤ ||f − f ||p ≤
( 1
H
∫ t0+δ
t0
p
) 1
p ≤ 
( δ
H
) 1
p
Note if p < ∞ then this establishes continuity relative to
the length of the deformation interval, in addition to the
deformation magnitude.
Combining all these results we have proved
Theorem 2.4 (Mean theorem).
The space X is equipped with a class of functions Fµ that
induce metrizable quotient spaces (X/∼, dp). The equiva-
lence can be characterized simply asXt ∼ Yt ifXt, Yt have
identical sets of change points and means in their stationary
periods. The metrics dp are stable under perturbations in
the time series. We may also equip X with a magnitude
function, representing a measure of its mean up to noise.
By an identical method, using change point algorithms for
changes in variance, one can construct deterministic func-
tions Fvar that prove
Theorem 2.5 (Variance theorem).
X is equipped with a class of functions Fvar that induce
metrizable quotient spaces (X/∼, dp). The equivalence can
be characterized as Xt ∼ Yt if Xt, Yt have identical sets of
change points and variances in their stationary periods. The
metrics dp are stable under perturbations in the time series.
We may equip X with a magnitude function, representing a
measure of its total variance up to noise.
Other statistical properties induce other equivalence rela-
tions and maps F , all producing variants of theorem 1.1.
3. Analysis of collections of time series
In this section, we describe a general procedure to use the
function F and the induced distances dp to compute and
analyse distances in a collection of time series. Suppose
(X
(1)
t ), ..., (X
(n)
t ) are time series over some time period
[0, H]. We suppress the time t in our notation.
First, choose an appropriate change point algorithm for
the data, including threshold parameters, and a desired
statistical quantity, such as mean or variance. This spec-
ifies a precise instance of F . Let the piecewise constant
functions associated to the time series X(i) be fi, so that
F(X(i)) = [fi], i = 1, ..., n. Also, consider the normal-
ized piecewise constant functions fˆi = fi||fi||p . Form three
different matrices:
Ωij =
< F(X(i)),F(X(j)) >
||F(X(i))||2||F(X(j))||2 =
< fi, fj >
||fi||2||fj ||2
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Dusij = dp(X
(i), X(j)) = ||fi − fj ||p
Dnormij = ||fˆi − fˆj ||p
Remark 3.1. Recall ||fi||p = mag(X(i)). Thus, the nor-
malized fˆi are produced by dividing by the aforementioned
time series’ magnitude functions.
Remark 3.2. We note a relation between Dnorm and Ω for
p = 2. If u, v are two non-zero elements of an inner product
space, with normalized elements uˆ, vˆ then
||uˆ− vˆ||22 = 2− 2 < uˆ, vˆ >= 2− 2
< u, v >
||u||2||v||2
Definition 3.3. Call an n× n matrix D a distance matrix
if D is symmetric, Dii = 0 for all i, and Dij ≥ 0,∀i, j.
Call an n× n matrix A an affinity matrix if A is symmetric,
Aii = 1, 0 ≤ Aij ≤ 1,∀i, j.
Remark 3.4. Given a distance matrix D one may produce
an affinity matrix A by:
Aij = 1− Dij
maxk,lDkl
Dus is a distance matrix, thus named as it consists of un-
scaled distances. Dnorm is also a distance matrix, consisting
of distances between normalized vectors, with p ≥ 1 sup-
pressed from the notation. We refer to Ω as an alignment
matrix as it measures angles between the fi as vectors in an
inner product space. Note that all entries of Ω lie in [−1, 1]
with all diagonal elements equal to 1. To Dus and Dnorm
associate affinity matrices Aus and Anorm.
3.1. Cross-contextual analysis
In many applications, a collection of n time series has addi-
tional structure. Each individual series X(i) contains numer-
ical data one can compare with each other, but there may
also exist contextual data among the indices i. For instance,
in our specific analysis to follow, X(i) is a time series of
measurements taken at a particular measuring station; the
relationships between these stations, such as their physical
distance, influences the data. It is of interest to analyse
not just the collection of time series, but their relationship
with physical distance of these measuring stations, or other
cross-contextual data. We introduce a general framework
for cross-contextual distance analysis. Let G be a distance
matrix that codifies relationships between the sources of
the data, i = 1, ..., n. As above, we can associate an affin-
ity matrix AG to these distances. Then, define consistency
matrices
Conus = Aus −AG
Connorm = Anorm −AG
ConΩ = Ω−AG
These matrices measure the consistency between the affinity
measured by our dp measures on time series, and a cross-
contextual distance matrix G.
3.2. Clustering methodology
With the definitions of section 3.1 in mind, we may apply
the methods of spectral and hierarchical clustering in two
ways. First, as is standard, we may apply it directly to
the matrices Ω, Dus, Dnorm to determine anomalies and
clusters of similarity with respect to dp distance between
time series. Because the entries of A are obtained as a linear
combination of the entries of D, clustering with respect
to a distance matrix or its associated affinity matrix gives
identical results. The same applies for Ω and Dnorm,p=2, by
remark 3.2: these will cluster in identical ways.
In addition, we may also apply clustering techniques to
the consistency matrices defined above. This will identify
those anomalous data sources, indexed by i, which do not
behave similarly between the two distance measures. In
section 4 we will uncover striking similarity between dis-
tances between air quality time series, and geographical
distances, and will identify just a handful of anomalous
locations where this relationship does not hold, namely
anomalies in the consistency matrix.
Finally, we also compute the matrix norms of the consis-
tency matrices as a measure of the overall consistency be-
tween the distance measures. We use the norm
||C|| = 1
n2
n∑
i,j=1
|cij |
3.3. Synthetic experiments
In this section, we demonstrate the superior performance
of our metrics dp over previously proposed such distances
between time series based on structural breaks. (James
et al., 2019) use metrics and semi-metrics between the sets
of change points without using data of the mean or variance
between these breaks. Our synthetic time series provide
examples where two different structural breaks may have
markedly different changes in the mean.
Consider the 10 time series displayed in Figure 2. Black ver-
tical lines indicate detected change points, with the orange
line representing the piecewise constant functions f . When
considering only structural breaks, the most similar time
series are {1,2,3}, {4,5} {6,7}, {8,9,10}. However, consid-
ering the structural breaks and the mean, the most similar
time series are {1,3} and {7,8}. Figure 3 demonstrates that
existing measures
the superior performance of the dp metric, here with p = 1,
over previous measures in (James et al., 2019). The Haus-
dorff metric dH , modified Hausdorff semi-metric d1MH and
their modified semi-metric, d1MJ , all identify erroneous sim-
ilarities based solely on the structural breaks of these time
series. The dp metric captures similarity more appropriately,
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Figure 1. Illustration of equivalence and perturbation.
Plot 1 depicts a time series Xt, Plot 2 depict a time series X ′t
that differs from Xt by a small deformation, as in lemma 2.3 and
proposition 3.5. Plots 1 and 3 are equivalent under both Fµ and
Fvar . Plots 1 and 4 are equivalent under Fµ but not Fvar .
Figure 2. Synthetic data and piecewise constant mean functions
(a) Hausdorff distance be-
tween change points
(b) Modified Hausdorff dis-
tance between change points
(c) d1MJ between change
points
(d) dp distances between time
series, p = 1.
Figure 3. Synthetic data affinity dendrogram
identifying only time series {1,3} and {7,8} as highly sim-
ilar. This is clear from the hierarchical clustering over the
affinity matrix in Figure 3d.
Proposition 3.5. Adopt the suppositions of lemma 2.3, illus-
trated in Figure 1. The three (semi)-metrics dH , d1MH , d
1
MJ
between sets are not continuous with respect to deformations
in the time series.
Proof. Adopting the notation of lemma 2.3, let Xt, Yt have
structural breaks S = {c1, ..., cm} and T = {d1, ..., dn} re-
spectively. Relative to Xt, X ′t has two additional structural
breaks S′ = S ∪ {t0, t0 + δ}. Measuring distance be-
tween time series purely relative to structural breaks, yields
dH(S, T ) between Xt, Yt and dH(S′, T ) between X ′t, Yt.
As such, |dH(S, T )− dH(S′, T )| is constant and non-zero
relative to . Hence it does not approach zero as → 0. The
same holds for d1MH , d
1
MJ .
Moreover, these metrics are not continuous relative to δ
either. Consider the simple case where S = T . Assume
cj−1 < t0 < t0 + δ < cj . Then dH(S′, T ) ≥ d(t, S) =
min(t0 − cj−1, cj − t0). This is also constant relative to δ
and does not approach zero as δ → 0. A similar argument
holds for d1MH , d
1
MJ . Hence the result.
4. Australian bushfire data
The 2019-2020 bushfire season in New South Wales, Aus-
tralia, has attracted international attention. Apart from the
immediate damage, the bushfires have subjected the entire
state to poor, and often hazardous, air quality. Measured
hourly at 52 stations across NSW, these figures measure a
significant consequence affecting people across the state,
and constitute a trove of data for analysing where the fires
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worst affected their surroundings.
Mathematically, this data is a suitable opportunity to apply
our dp metrics derived from Lp distances between piecewise
constant functions generated from change point algorithms.
The change point procedure helps stabilize the data more
appropriately, measuring average air quality over intervals
of days rather than the huge peaks seen in the raw air qual-
ity data. Since we expect air quality to remain somewhat
locally stationary, these change point algorithms are more
appropriate than more flexible non-parametric models.
We access AQI (air quality index) data from the New South
Wales Department of Planning, Industry and Environment
website https://www.dpie.nsw.gov.au/air-quality/current-air-
quality. In the rare case of missing data points, we take the
value from the most recent prior day. We measure hourly
data over a three month window, 20 October 2019 - 20
January 2020. This gives us 52 time series of length 2211.
Latitudes and longitudes of measuring stations are taken
from the same website, then converted into radian measure-
ments, from which we compute the matrix of geographical
distances G using the Haversine formula, (van Brummelen,
2013).
Within this multivariate context, we perform two separate
analyses. First, our new dp distance matrices, computed
according to the algorithmic framework of section 2, en-
ables the identification of similarity clusters and anomalies.
Secondly, calculating the geographical distances between
measuring sites gives a contextual distance matrix G, with
respect to which we can form associated consistency ma-
trices. With each of these matrices, we apply hierarchical
and spectral clustering, thereby identifying anomalies in the
spread of poor air relative to space and time.
Henceforth, p = 1.
4.1. Raw AQI data
We perform our algorithm on the AQI time series recorded
by various measuring stations across New South Wales.
Our results are consistent with geographical proximity and
provide several insights regarding anomalous air quality
relative to space and time during our period of analysis. A
large number of these measurement sites are located in the
city of Sydney, and hence close relative to the rest of the state
of NSW. For instance, Rozelle and Randwick are two sites
within Sydney that are particularly geographically close
geographically, ≈ 10 km apart. Figures 4a and 4b illustrate
the striking similarity between these air quality time series.
The other four sites will be relevant in subsequent analysis.
In Figure 4c, note that Narrabri air quality was consistently
poor from early November 2019. Katoomba, Wagga Wagga
and Albury, displayed in Figures 4d, 4e and 4f, all suffered
sharp peaks in poor air quality much later than Narrabri.
(a) Randwick AQI (b) Rozelle AQI
(c) Narrabri AQI (d) Katoomba AQI
(e) Wagga Wagga AQI (f) Albury AQI
Figure 4. AQI measurement vs time
Albury in particular exhibits peaks in poor air quality as late
as mid January 2020. Indeed, Albury, particularly south in
NSW, was affected by the fires much later, as they moved
south.
4.2. Affinity matrix analysis
In this section, we use our new distance measures, via the
function Fµ, to produce clusters of similarity and anomalies
with respect to the air quality of different locations. As
remarked in section 3.2, there is no difference between
clustering on a distance matrix or its affinity matrix, so we
cluster based on affinity matrices Aus and Anorm. These
entries lie in [0, 1] so that diagrams display a consistent
scale. These matrices each provide interesting insights, and
are largely consistent with respect to their identification of
similarity clusters and anomalies.
Figure 5a displays Aus, our affinity matrix between un-
scaled distances. Hierarchical clustering indicates that there
are two clusters of time series. One cluster contains Ka-
toomba and Albury, both of which had marked peaks in
poor air quality, confirmed by Figures 4d and 4f. Both areas
experienced some of their worst air quality well after other
NSW measuring stations, leading to their piecewise con-
stant function being classified as anomalous. The second
cluster contains two sub-groups. The first of which is a large
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(a) Unscaled affinity (b) Normalized vector affinity
(c) Alignment
Figure 5. Distance matrix hierarchical clustering
sub-cluster of highly similar time series, which contains all
Sydney measuring stations. The second sub-cluster consists
of less pronounced anomalies, containing Armidale, Bargo,
Bathurst, Oakdale, Orange, Tamworth, Wagga Wagga, and
Port Macquarie. All of these locations are a significant dis-
tance from the city of Sydney. Spectral clustering results
suggest that there are three clusters; one containing Albury,
another containing Katoomba, and the third consisting of
the remainder of the time series.
Figure 5b displays Anorm, our affinity matrix recording dis-
tances between normalized vectors. We have similar results
for this matrix. Hierarchical clustering indicates that there
are two clusters of time series, one of which has two sub-
groups. The first cluster consists of two highly anomalous
time series in Port Macquarie and Albury. Within the sec-
ond cluster, the first sub-group is less similar to the majority
of time series and consists of: Armidale, Bargo, Bathurst,
Oakdale, Orange, Tamworth, Wagga Wagga, and Katoomba.
In particular, note that after normalization, Katoomba has
left the most anomalous cluster. For Katoomba is charac-
terized by the single greatest magnitude of all locations,
with mag(Xt) ≈ 258. After normalization by the magni-
tude, recalling remark 3.1, this extreme feature is nullified.
The remainder of the measuring station time series, which
again contain all of Sydney, are identified as highly similar.
Spectral clustering on the Anorm matrix indicates that there
are two highly anomalous time series, Port Macquarie and
Albury.
Third, we analyse the alignment matrix Ω. Hierarchical clus-
tering is displayed in Figure 5c. These results are almost
identical to the hierarchical clustering on Anorm, identifying
Port Macquarie and Albury as primary anomalies, and Armi-
dale, Bargo, Bathurst, Oakdale, Orange, Tamworth, Wagga
Wagga, and Katoomba as secondary anomalies. The remain-
ing stations, once again containing the entire city of Sydney,
are closely clustered. Spectral clustering results propose
three clusters of AQI: one cluster containing Port Macquarie,
one containing Albury, and one remaining cluster consisting
of the remaining locations.
4.3. Cross-contextual analysis
In this section, we analyse the consistency matrices de-
fined in section 3. These consistency matrices provide a
framework for cross-contextual analysis. That is, where one
matrix computes the similarity in one aspect, and another
matrix computes similarity in a separate aspect, subtracting
one affinity matrix from the other allows us to identify the
consistency between different similarity measures across
a collection of time series. We can place measurements
between different time series within a greater context. In
this instance, we analyse whether air quality is consistent
with respect to geographical distance between measuring
locations. Anomalies in consistency highlight either a) two
areas close by way of geographical distance but dissimi-
lar in air quality or; b) two locations far apart in terms of
geographical distance, but similar in their air quality.
Hierarchical clustering on the geographical affinity matrix
AG determines clusters of measuring stations in terms of
their geographical proximity within the collection. Two
clusters are proposed. The first consists of Wagga Wagga
and Albury, both of which are significantly further south
than the other measuring stations. The remaining measuring
stations fall in one cluster that appears to have two distinct
collections of similarity. The first sub-group contains the
city of Sydney sites, while the second sub-group includes
locations outside Sydney.
First, we analyse the consistency matrix associated to the
unscaled distance measure, Conus. Hierarchical clustering
indicates that there are two clusters. The principal anomaly
is Katoomba, which sits in its own cluster. Within the second
cluster there is a small sub-cluster of anomalous locations
including Gunnedah, Narrabri, Albury, Wagga Wagga and
others. That is, Katoomba is highly anomalous relative
to the relationship between air quality and distance from
other locations. Indeed, Katoomba is relatively close to
the city of Sydney but was befallen with terrible bushfires
close by. Spectral clustering indicates that there are three
clusters: the first consisting solely of Katoomba, the second
consisting solely of Oakdale and the final cluster containing
the remaining measuring locations. The norm of the entire
consistency matrix is ≈ 0.11, indicating broad similarity
between geographical and AQI affinity.
Next, consider the consistency matrix associated to the dis-
tances between normalized vectors, Connorm. The hierar-
chical clustering results are highly similar to that of Conus.
Again, two clusters are suggested, one consisting solely
of Katoomba and the one containing the remainder of the
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measuring stations. Interestingly, there is more variance
in the structure of the second cluster. This demonstrates
the utility of our plurality of measurements: others may
uncover structure that one alone cannot. Katoomba’s pres-
ence again provides another insight: even after normalizing
by its extreme magnitude, it is still anomalous relative to
the consistency between geographical distance and AQI.
Spectral clustering indicates that there are two anomalous
locations, Katoomba and Bargo, each of which is contained
exclusively within its own cluster. Finally, the matrix norm
is≈ 0.19, larger than that of Conus. This makes sense given
less consistency overall in this matrix.
Finally, consider the consistency matrix associated to the
alignment matrix, ConΩ. Hierarchical clustering indicates
that there are three clusters of locations. The first consists
solely of Narrabri, the second cluster consists of Bargo and
Katoomba, and the final cluster consists of the remaining
measurement stations. These can be sub-categorised into
those located closer to Sydney and those located farther
from Sydney. Spectral clustering indicates that the two
most anomalous locations are Katoomba and Bargo. The
absence of Narrabri as an anomaly should be noted. Given
the reasonable difference in inference generated from each
consistency matrix, one can appreciate the importance of
using the most appropriate distance measure. The matrix
norm is ≈ 0.10, once again indicating broad similarity.
Returning to previous matrices, we notice that Narrabri is a
truly interesting case. It was never identified as a significant
anomaly with respect to geography or AQI, considering
distances or alignment. And yet, it is anomalous in the
consistency between geographical and AQI distance. It is
one of very few locations where these two measures are not
closely aligned relative to other sites.
The holistic analysis of various distance and consistency
matrices yields several insights. First, there is broad con-
sistency between AQI and geographical affinity matrices,
which measure the relationship between sites with respect
to these two aspects. Second, there is clearly sensitivity
in the anomalies detected based on the distance measures
that are used. Third, our experiments indicate that when
analysing different distance and consistency matrices with
various clustering methods, spectral clustering appears to
provide more consistent results than hierarchical clustering
- regardless of the matrix analysed.
5. Conclusion
We have proposed a new theoretical and practical framework
for understanding equivalence and computing distances be-
tween time series. Mathematically, we aim to identify and
quotient by the relation that two time series differ only up
to noise, and computationally, we want to remove noise
(a) Alignment consistency (b) Normalized consistency
(c) Unscaled consistency (d) Geographical dendrogram
Figure 6. Consistency matrices and geographical distance hierar-
chical clustering
from calculations of distances dp and magnitudes mag. Our
procedure builds on earlier work to measure distances be-
tween time series via sets of structural breaks, and our new
method produces more reliable and continuous measures.
We have applied the function Fµ and these metrics to anal-
yse data with extraordinary peaks, determining piecewise
constant functions f designed to understand the true move-
ment of the mean throughout the time series. This procedure
is highly flexible: we could swap variance for mean, vary
our change point algorithm parameters, or use completely
different change point algorithms altogether. Analysing the
NSW bushfires, we have determined anomalies not just in
the air quality data itself, but also those sites that stand out
in the otherwise strong consistency between air quality and
geographical distances.
Several future implementation opportunities exist in this
equivalence framework. For instance, two autoregressive
progresses φt = Aφt−1 +wt and ψt = Aψt−1 +w′t should
be declared equivalent, if wt and w′t are each “white noise”
variables, namely N(0, 2) Gaussian distributions for suf-
ficiently small . Algorithms could be developed to em-
pirically detect such similarity in the distributions from an
observed sample set, define equivalence relations, and hence
produce reliable distance measures on the induced quotient
space. Developing further theoretical and algorithmic ways
of determining quotient spaces equipped with metrics may
have many applications in determining appropriately ad-
justed measures between time series. Within a machine
learning context, algorithmic frameworks designed to learn
appropriate notions of equivalence would also be of great
interest to the community.
Equivalence relations and distances between time series
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