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Abstract. In this work we present a series of collaborative filtering algorithms 
known for their simplicity and efficiency. The efficiency of this algorithm was 
compared with that of other more representative collaborative filtering 
algorithms. The results demonstrate that the response times are better than those 
of the rest (at least two orders of magnitude), in the training as well as when 
making predictions. Furthermore, when determining the quality of the 
predictions, the behavior of our algorithms is similar to that of the other 
algorithms, and even better when dealing with low-density training sets. 
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1   Introduction 
The amount of information found in the media, such as the Internet, is growing 
more and more each year, making it necessary to develop new forms of information 
retrieval (IR). Personalized retrieval systems are becoming more interesting, 
especially when not limited to just searching for information but that also are able to 
recommend the items that would be more appropriate for the user's needs or 
preferences.  
Hence, the so-called recommender systems play an important role in the 
information society, thanks to their ability to predict the utility a particular item can 
have for a user, and thereby generate personal recommendations. 
At present, recommender systems have proven to be useful in contexts such as e-
commerce, and surely have a promising future in many others: Web search engines, 
program recommenders for digital TV, etc. 
To achieve this personalization, recommender systems need to store certain 
information about the user preferences, known as the user profile. Depending on the 
way the information is obtained, we will distinguish between explicit and implicit 
systems. The former request the required information directly from the user, for 
example, by making the user evaluate an item using a numerical scale. In contrast, the 
implicit systems work in such a way that the user is unaware of its presence, obtaining 
information from the normal interaction between the user and the system. For example, a search engine can obtain information about the user by following the 
searches he/she makes, the websites visited, etc.  
There are two types of recommender systems, as a function of the algorithm used: 
content-based and collaborative filtering. 
Content-based filtering selects what information should be recommended [5]. 
These systems present various limitations [23]: 
-  Item analysis should be performed automatically by a machine. This is 
problematic, especially when processing multimedia content, although the use 
of the multimedia contents mentioned has partially overcome this problem. 
-  It is unable to determine item quality. The quality of an item is a profoundly 
subjective characteristic dependent on the likes of each individual. 
-  It finds it difficult to describe “by chance” items that are interesting for the 
user (this is called serendipitous find). 
In contrast, collaborative filtering systems [23] avoid these problems, given they 
are based not on item content but rather on the evaluation of other users. The system 
will inform the user of what items are well recommended by other users with similar 
likes or interests. 
Because the evaluations are performed by individuals, an analysis of the content by 
the system is not necessary and the quality or subjective evaluation of the items will 
be considered. However, these algorithms present problems in their computational 
performance and efficiency. 
In this work we present a series of collaborative filtering algorithms that are known 
for their efficiency, surpassing the response times of the more relevant collaborative 
filtering algorithms found in the literature. Moreover, the quality of the predictions 
made using the algorithms proposed is, at least, the same as that of other collaborative 
filtering algorithms. 
In the section that follows, there is a brief introduction to collaborative filtering 
algorithms, including a brief description of the notation used throughout this work. 
After, there is a description of the collaborative filtering algorithms proposed. Section 
4 presents details on how the algorithm evaluation was carried out, and finally, there 
is a summary of the conclusions and possible future lines of research. 
2   Background 
In collaborative filtering-based systems, user profile is a set of evaluations (explicit 
or implicit) carried out by the user on different items. This evaluation is usually 
represented as a numerical value on a particular scale, although it can also be unifying 
(indicating only those items of interest) or binary (indicating good and bad items) 
evaluations. 
The system keeps a table containing the evaluations of the users, called an 
evaluation matrix. This table is processed to obtain the evaluation of new items, and 
thereby recommend new items to the users.  
The way in which the data of this table are processed allows us to differentiate 
between two types of collaborative filtering algorithms: memory-based and model-
based. Memory-based algorithms carry out each prediction on the basis of the calculations 
performed using the entire table. Using similarity measurements the aim is to obtain 
users or items (called neighbors) that are similar to those for which we want to obtain 
a prediction, and calculate this prediction based on their neighbors. Most of these 
algorithms can be classified as user-based algorithms or item-based algorithms, 
depending on whether the process of obtaining neighbors was focused on obtaining 
similar users [18] [22] or items [20]. 
The model-based algorithms previously construct a model that is used to represent 
user behavior, and therefore, they make it possible to predict their evaluations. The 
parameters of the model are estimated offline using the data found in the table. 
In the literature we find different approaches, most related with machine learning 
[13]: based on methods of linear algebra (SVD [2][19], Factor Analysis [4], PCA [6], 
MMMF [17], among others), clustering [25][11], graphical models, or techniques 
associated with artificial intelligence, such as Bayesian networks [3], latent class 
models [9][24] or neuronal networks [2]. 
Memory-based algorithms are simple compared to the model-based, but despite 
this, they give reasonably precise results. The model-based algorithms tend to be 
faster in prediction time than the memory-based, however, the construction of the 
model requires considerable time. Another advantage of model-based algorithms is 
their ability to find underlying characteristics in the data, this being very difficult to 
achieve in the memory-based system. 
The main disadvantage of memory-based algorithms is their scalability, given each 
prediction made requires the processing of the entire table. With an elevated number 
of users or items, these algorithms are totally unadvisable for online systems that 
should recommend items in real time. 
Furthermore, they are much more sensitive to various problems that are common in 
recommender systems than are the model-based: 
-  Sparsity: given most of the cells in the evaluation matrix are empty (without 
an evaluation) [20] [10]. 
-  Cold-start: directly related with the previous point, there is the difficulty of 
making predictions for new users or items, and therefore, there are few 
evaluations [21]. 
-  Spam: malicious users can apply certain techniques to influence the system 
[15]. 
However, despite these disadvantages, in practice the memory-based algorithms 
show the best results. The complexity of the models, dependent on multiple 
parameters, is difficult to foreseen and many times these are quite sensitive to changes 
in the data, long construction times for the model, or the problems of model updating 
when new date are available, make many algorithms unadvisable in a real system. 
Precisely, to avoid this problem, some authors have focused on the development of 
algorithms that use models that are simple and fast to calculate [12], or that use 
model-based algorithm techniques as well as memory-based [16] 
Finally, in an attempt to minimize the sparsity problem and the cold start, a third 
type of systems, called hybrids, was proposed. These combine the techniques of 
collaborative filtering with content-based methods [1][14]. 2.1   Notation 
The objective of collaborative filtering is the recommendation of a list of items to a 
user, or the prediction of the evaluation of a certain item. In both cases, the user object 
of the prediction or recommendation is known as active user. 
In a typical scenario of collaborative filtering, there is a set of users U={u1, u2, …, 
um} and another of items I={i1, i2, …, in}. Each user  i uU ∈ has a profile, represented 
as a subset of items that have been evaluated,  u I I ⊆ , along with the corresponding 
evaluation for each item. Similarly, the subset of users that have evaluated a particular 
item,  i UU ⊆ , is defined. The active user is denoted as ua. 
A user evaluates each item giving it a score on a finite numerical scale. This set of 
possible evaluations is denoted as R. 
Using the profiles of all the users we define the evaluation matrix, V, that 
represents their evaluations of the items. Each item of V,  ui vR ∈ ∪∅, denotes the 
evaluation of the user uU ∈ of item iI ∈ , the value ∅  indicating that the user had 
not yet evaluated the item.  
Precisely, the objective of the collaborative filtering algorithm is to predict the 
value v in these cases. Let us denote  ui pR ∈ ∪∅ as the prediction that the algorithm 
makes for the user’s evaluation uU ∈ for item iI ∈ . If the algorithm is unable to 
make this prediction,  ui p =∅. 
Finally, let us define the subset of evaluations carried out by a user, 
{} / uu i u vv V i I ⋅ =∈∈, and the group of evaluations for an item, 
{} / iu i i vv U u U ⋅ =∈ ∈. Let us denote  u v ⋅  as the mean evaluation of a user, and as  i v⋅  
the mean evaluation for an item. v⋅⋅ will be the overall mean evaluation. 
3   Efficient Collaborative Filtering Algorithms 
As recommender systems become more popular, they will have to deal with a higher 
number of users and items. In contexts such as Web IR, the potential number of users 
and information to treat is higher than in contexts such as e-commerce or 
recommendations of specific items (music, films...) in which traditionally, the use of 
collaborative filtering algorithms had been applied. 
To make the leap to these new contexts, an algorithm should meet a series of 
conditions that presently they do not: 
-  Good behavior in settings of low density. The sparsity problem, present in 
domains of limited reach (such as film recommenders, for example), become 
more serious as the information is diversified. In these contexts, the problem is 
not only motivated by a high number of available items, but also because they 
belong to very different domains.  
-  Computational efficiency. The algorithm should be scalable, to be able to 
handle the volume of information and of users of the system present in contexts such as IR. Memory-based algorithms, for example, require an 
extensive calculation that makes them difficult to scalable to these new needs. 
-  Constant updating. Many of the model-based algorithms are based on the more 
or less static nature of the data. The construction of the model, expensive 
computationally, is carried out offline and every certain amount of time. In 
certain contexts, this supposition is more or less correct. However, contexts 
such as Web IR are intrinsically dynamic, with continuous entries, 
withdrawals and modifications of the information. 
Next, a series of collaborative filtering memory-based algorithms designed for 
Web IR is presented, with special emphasis on their computational efficiency. 
3.1   Item Mean Algorithm 
This algorithm can be considered the baseline, given it consists in taking the mean of 
an item as prediction of its evaluation. Thus,  ui i pv ⋅ = . 
It is based on the fact that if an item is a good recommendation for many people, 
and therefore it has an elevated mean, one can assume that it has many possibilities of 
being a good recommendation for this user. The idea is to recommend items that are 
generally considered good. 
However, this algorithm does not take into account user- or item-dependent 
variations, which could negatively influence the quality of the recommendations. 
3.2   Simple Mean Based Algorithm 
This algorithm is also based on the mean evaluation of an item, but corrected 
according to the mean of the user. 
The idea is to try to take into account, in a very simple manner, the way a user 
emits his/her evaluations. In fact, the only aspect that will be considered is going to be 
the tendency of the user to evaluate positively or negatively, following the formula: 
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The idea is the capture the variation between the mean of an item and the 
evaluation of the user, correcting the mean of the item to predict with this variation. 
3.3   Tendencies Based Algorithm 
This algorithm expands the previous idea, keeping in mind the mean of the users and 
the items, along with the variations that affect each user or item in particular. 
Starting with the fact that the users evaluate the items differently [18], we propose 
to capture the tendency of the user. Thus, it should be determined if a user has the 
tendency to evaluate the items positively, or on the contrary, to evaluate them 
negatively. It is important to not confuse this tendency with whether the mean of the user is 
high or not. For example, a user that only evaluates items that he/she has liked will 
have a high mean, but it is possible that the evaluations are lower than the mean of 
each item. Thus, the user tends to evaluate the items negatively, even despite their 
high mean. 
Therefore, we define the tendency of a user (ubu) as the mean difference of his/her 
evaluations with respect to the mean of the item. 
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We are also interested in capturing the tendency of an item (ibi), that is, if the users 
consider it to be an especially good or especially bad item. In this case, the aim is not 
to determine if the item is well evaluated, but rather to see if it stands out among the 
items evaluated by a user. As in the previous case, we are interested in the relative 
evaluations (the evaluation with respect to the mean of the user), and not the absolute 
mean of the item. 
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The algorithm proposed takes into consideration both the mean of the user and 
item, as well as of their respective tendencies when computing a prediction. There are 
various cases that depend on these values, as depicted in Fig. 1. 
In the first case, Fig. 1 (a), both the user as well as the item have a positive 
tendency, that is, the user tends to evaluate the items above their mean, and the item 
tends to be evaluated above the mean of the user. Hence, the prediction will take a 
value that will be above the mean of both: 
max( , ) ui u i i u pv i b v u b ⋅⋅ =+ +  
where the use of the maximum tends to give a better evaluation to this type of items, 
whose tendency indicates that they are good. 
The second case, Fig. 1 (b), is the opposite situation: both the user and the item 
have a negative tendency, that is, the user tends to evaluate the items below their 
mean, and the item tends to be evaluated below the mean of the user. In this case the 
prediction is computed as: 
 
 
 
 
 
 
 
 
Fig. 1. Relationship between the means (circles) and the tendencies (arrows). im and um 
represent the means of the items and user, respectively. ib and ub represent the tendencies of 
the item and the user, respectively. min( , ) ui u i i u pv i b v u b ⋅⋅ =+ +  
where the use of the minimum has to make sure that the item, whose tendency 
indicates that it is a bad recommendation, is not recommended simply because the 
user had a very high mean. 
The third case, Fig. 1 (c), is when we find a “negative” user (its tendency is to 
evaluate the items with values below its mean), and a good item (its tendency is to be 
evaluated above the user mean), or vice versa. 
If the means of both corroborate their tendencies (that is, user with low mean and 
item with high mean), the prediction will be in the middle between both, closer to one 
or the other depending on the value of the distinct tendencies. In this case, the 
prediction is computed as: 
min[max( , ) ( )(1 )), ] ui u i u u i i pv v u b v i b v αα ⋅⋅ ⋅ ⋅ =+ + + −  
whereα  is a parameter that allows to grant a greater confidence in the mean of the 
user or of the item. Empirically, we have proven that values slightly about 0.5 (0.6, 
0.65) gave the best results. 
Finally, it is possible for the means to not corroborate the tendency, Fig. 1 (d). A 
user with negative tendency evaluates an item of low mean (expecting the prediction 
to be bad), but at the same time the mean of the user is high and the tendency of the 
item is positive (that on the contrary would indicate at good evaluation). In this case, 
the prediction is calculated as: 
(1 ) ui i u pv v α α ⋅⋅ =+−  
This case seems to contradict the suppositions of our algorithm, hence, it will be 
analyzed more thoroughly in the next section. 
4   Evaluation 
The evaluation of the algorithms proposed aims to study their efficiency, in 
comparison with other collaborative filtering algorithms (Section 4.2). However, we 
also include in Section 4.3 a brief comparative of the quality of the predictions made 
using the different algorithms. 
4.1   Methodology 
The different algorithms have been evaluated using the DataSet MovieLens [7]. This 
dataset contains real data corresponding to the rating of films by users, captured on 
the website of the film recommender MovieLens (http://movielens.umn.edu), during a 
period of 7 months (from 19-09-1997 to 22-04-1998). From these data users showing 
less than 20 evaluations were eliminated, obtaining a total of 100,000 evaluations, 
from 943 users for 1,682 movies. Therefore, the proportion between users and items 
is 1.78 items per user, and the density is 6%. The evaluations are discrete and take 
values between 1 (low evaluation) and 5 (high evaluation). 
The algorithms proposed are compared with a selection of collaborative filtering 
algorithms: -  Memory-based: 
o  User-based [8] [18]. 
o  Item-based, using the Adjusted Cosine Similarity as similarity 
measure, when the best results are obtained [20]. 
o  Similarity fusion [27]. 
-  Model-based: 
o  Regression based [26]. 
o  Slope one [12] 
o  Latent Semantic Indexing (LSI) [19] 
o  Cluster based smoothing [28] 
-  Mixed: 
o  Personality diagnosis [16]. 
The trials were performed by dividing the dataset into two groups: a training subset 
and an evaluation subset. The training subset is constructed by selecting a percentage 
of the evaluations available in the dataset. The remaining evaluations will be part of 
the evaluation set. The training subset is used by the algorithm to predict the value of 
the data from the evaluation subset. 
To evaluate the quality of the predictions, the evaluation obtained from the 
algorithm is compared with the original evaluation present in the evaluation subset. 
In the experiments performed we are working with training sets of various sizes to 
evaluate performance in situations of very low (10%), intermediate (50%) and high 
(90%) densities. 
For each algorithm evaluated, the training and prediction times, as well as the 
quality of their predictions are measured. For a greater confidence in the results 
obtained, each trial was repeated 5 times, then taking the mean value. 
All the experiments were performed on an AMD Athlon(tm) 64 Processor 3200+, 
1 GB RAM and 150 GB HDD. All the algorithms have been implemented in Java and 
executed on the machine with no type of charge. The dataset is stored in database 
MySQL 5.0.38 in the same computer. 
With respect to case (d) from Section 3.3, we have verified that this case occurs in 
less than 5% of predictions, which confirms the good behavior of the tendencies 
system. Secondly, we have found that as the density of the dataset increases, this 
percentage is reduced even further, reaching 2% when using the training set at 90% of 
the evaluations available (equivalent to density of 6%). In summary, this case is 
produced mainly when the tendencies are based on very few evaluations, and even in 
this case they are minimums. This finding reinforces the idea that the tendencies 
versus the mean are a good reflection of reality and that they can be a good prediction 
mechanism. 
4.2   Efficiency 
To evaluate the efficiency of the algorithms proposed, a theoretical study and an 
empirical analysis were performed. In the theoretical study, the computational 
complexity of the different algorithms evaluated for training (or model construction) 
and for prediction was determined. Table 1 shows the complexities for the different algorithms, indicating in bold the 
algorithms with the best computational efficiency. As observed, the algorithms 
proposed showed a lower computational complexity for training and prediction. 
Table 2 shows the results of the empirical analysis. In this case, the running times 
of the different algorithms were measured during training and when making 
predictions, considering training groups 10%, 50% and 90% of the size of the dataset 
(respectively, 10,000, 50,000 and 90,000 evaluations), and the rest as evaluation set. 
With respect to training time, the user-based algorithm showed the best results 
given it lacks a training period, followed by the algorithms proposed. Overall, any of 
the algorithms proposed present training times that are at least two orders of 
magnitude lower that the rest of the collaborative filtering algorithms. 
For prediction time, the times in Table 2 refer to the time needed to calculate the 
predictions: 90,000, 50,000 and 10,000, for the 10%, 50% and 90% training sets, 
respectively. 
Table 1. Computational complexity of the collaborative filtering algorithms. The number of 
users is denoted as m and the number of items is denoted as n. 
Algorithm  Training 
complexity 
Prediction 
complexity 
User Based  -  O(mn) 
Item-Based O(mn²)  O(n) 
Similarity Fusion  O(n²m + m²n)  O(mn) 
Personality Diagnosis  O(m²n)  O(m) 
Regression Based  O(mn²)  O(n) 
Slope One  O(mn²)  O(n) 
Latent Semantic Indexing  O((m+n)³)  O(1) 
Cluster Based Smoothing  O(mnα + m²n)  O(mn) 
Item Mean  O(mn) O(1) 
Simple Mean Based  O(mn) O(1) 
Tendencies Based  O(mn) O(1) 
 
Table 2. Training time and prediction time for the collaborative filtering algorithms, as a function of 
the size of the training set: 10%, 50% and 90 % (respectively, 90%, 50% and 10% for the prediction 
set). Time units are in milliseconds. 
Training time  Prediction time  Algorithm 
10% 50% 90% 10%  50%  90% 
User Based  0  0  0  6,250  15,597  8,915 
Item Based  415  1,060  1,986  221  1,864  909 
Similarity Fusion  987  3,840 5,474  227,736  756,834  264,951 
Personality Diagnosis  257  994  2,213  1,369  3,845  1,400 
Regression Based  3,302  4,575  7,780  205  570  265 
Slope One  1,246  2,175  2,541  319  501  116 
Latent Semantic Indexing 117,758 115,218 102,855  162  158  20 
Cluster Based Smoothing  60,247 71,529 44,635 70,515  251,595  118,552 
Item Mean  2  3  3  24  12  2 
Simple Mean Based  7  10  5  25  11  4 
Tendencies Based  11  15  9  24  16  4 In this case, the algorithms proposed are clearly the most efficient. The user-based 
algorithm, that presented good behavior in the training, shows a prediction time that is 
three orders of magnitude higher. The Latent Semantic Indexing algorithm, showing 
good behavior, is one order of magnitude slower and its training time is the worst one 
from the algorithms analyzed. 
Overall, one would expect that when you increase the number of predictions the 
prediction time would also increase in proportion. Thus, with a training group at 10% 
(equivalent to 90,000 predictions) the time is lower than that with a training group at 
50% (50,000 predictions), which seems contradictory. This is due to the fact that in 
situations of very low density the information available is minimal and it is not 
possible to carry out all the predictions of the predictions group. The predictions that 
cannot be made use up much less time, and the overall time of prediction is reduced. 
Lastly, and without going into a detailed analysis, the results show that the 
theoretical study of the computational complexities corresponds with the times 
obtained for the training and the predictions. 
4.3   Prediction quality 
In the previous section the efficiency of the algorithms presented in this work was 
demonstrated. However, it is also necessary to determine the quality of the algorithms 
proposed. 
In this sense, Table 3 presents the Mean Absolute Error (MAE) of the different 
algorithms evaluated as a function of size of the training set. As expected, as the 
training set increased, the results of the algorithms improved, producing fewer errors. 
Focusing on the algorithms proposed (Simple Mean Based and Tendencies Based), 
we can observe that in situations of very low density (training set at 10%) the best 
results are obtained, and in the other cases (50% and 90%) their results are similar to 
those of the best algorithms. So, the algorithms proposed show stable behavior, 
making good predictions with a high number of evaluations (like the rest of 
algorithms), but also when the number of evaluations is reduced (e.g. cold start and 
sparsity problems). 
Table 3. Mean Absolute Error of the collaborative filtering algorithms, as a function of the size of 
the training group: 10%, 50% and 90 % (respectively, 90%, 50% and 10% of the training group). 
MAE  Algorithm 
10% 50% 90% 
User Based  0.99  0.71  0.68 
Item-Based 0.92  0.75  0.71 
Similarity Fusion  0.84  0.73  0.71 
Personality Diagnosis  0.82  0.78  0.78 
Regression Based  1.03  0.76  0.74 
Slope One  0.90  0.72  0.70 
Latent Semantic Indexing 0.85  0.77  0.73 
Cluster Based Smoothing  0.97  0.87  0.80 
Item Mean  0.82  0.79  0.79 
Simple Mean Based  0.79  0.72  0.72 
Tendencies Based  0.79  0.72  0.71 5   Conclusions 
In this work we have presented a series of algorithms that, based on the simplicity, 
obtain response times that are better than those of the algorithms evaluated. 
Moreover, when evaluating the quality of the predictions, our algorithms present a 
behavior that is equivalent to that of the best algorithms, and even improving the 
results with very low density training groups. 
Keeping this in mind, it would be interesting to use these algorithms in real 
settings, especially in Web IR systems. 
Along this line, future works are aimed towards the adaptation of these algorithms 
to a search engine. The objective is to improve the quality of the results and make it 
easier for the user to find relevant information, probably already found previously by 
other similar users. 
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