To evaluate the pollutant dispersion in background turbulent flows, most researches focus on statistical variation of concentrations or its fluctuations. However, those time-averaged quantities may be insufficient for risk assessment, because there emerge many high-intensity pollutant areas in the instantaneous concentration field. In this study, we tried to estimate the frequency of appearance of the high concentration areas in a turbulent flow based on the Probability Density Function (PDF) of concentration. The high concentration area was recognized by two conditions based on the concentration and the concentration gradient values. We considered that the estimation equation for the frequency of appearance of the recognized areas consisted of two terms based on each condition. In order to represent the two terms with physical quantities of velocity and concentration fields, simultaneous PIV (Particle Image Velocimetry) and PLIF (Planar Laser-Induced Fluorescence) measurement and PLIF time-serial measurement were performed in a quasi-homogeneous turbulent flow. According to the experimental results, one of the terms, related to the condition of the concentration, was found to be represented by the concentration PDF, while the other term, by the streamwise mean velocity and the integral length scale of the turbulent flow. Based on the results, we developed an estimation equation including the concentration PDF and the flow features of mean velocity and integral scale of turbulence. In the area where the concentration PDF was a Gaussian one, the difference between the frequencies of appearance estimated by the equation and calculated from the experimental data was within 25%, which showed good accuracy of our proposed estimation equation. Therefore, our proposed equation is feasible for estimating the frequency of appearance of high concentration areas in a limited area in turbulent mass diffusion.
Introduction
Turbulent diffusion research has been taken seriously for many years, with one reason that turbulent flow plays an efficient role in most of the pollutant spread in natural environment. When pollutant leakage happens, identification of the leakage source, prediction of the possible damage regions and evacuation of people in these regions must race against time. To save rescue time and reduce damage, a quick and accurate method of predicting pollutant diffusion in the turbulent flow is needed. In the case of the Fukushima Daiichi Nuclear Power Plant disaster in 2011, the "System for Prediction of Environmental Emergency Dose Information" was applied in order to predict the dispersion of radioactive material emitted from the nuclear power plant [1] [2] [3] . The development of a prediction method for turbulent mass diffusion has been studied by many researchers [4] [5] [6] . Basically, the transport equation for the time-average concentration field of the material is solved numerically to predict the diffusion of the pollutant material. However, for the diffusion phenomena in a turbulent flow, the diffusion prediction with the time-average concentration distribution is not enough to quantify the damage of the pollutant diffusion accurately. The reason for this is that the concentration of the pollutant material fluctuates in both space and time, and areas with a high concentration and a high concentration gradient compared with the surroundings (hereafter the areas are high concentration spikes) are formed by the organized structure of the turbulent flow when the pollutant material spreads. These high concentration spikes have higher instantaneous concentration than the time-average concentration, and this can lead to heavy damage. Accordingly, a quick and accurate method of estimating the dispersion of the high concentration spikes in a turbulent flow is of great importance.
The high concentration spikes have been attracting the interest of a number of researchers in past studies. Page et al. [7] devised a method of extracting high concentration spikes from time-serial data on the material concentration using the concentration threshold. Webster et al. [8] reported that both mean concentration in the high concentration spikes and the frequency of appearance of the spikes decrease with the downstream distance from the source. This knowledge was also used to estimate the diffusion source of the material diffusing in a turbulent flow. In our previous studies [9] [10], a unique technique was used to extract the high concentration spikes from the plume in a quasi-homogeneous turbulent flow and the diffusion process of the high concentration spikes was investigated. From the scalar statistics of the high concentration spikes, including the mean concentration, the length scale and the diffusion coeffi-cient, it was clear that the diffusion process of the spikes was greatly affected by the meandering diffusion in the turbulent flow, which differed from regular mass diffusion.
Moreover, the high concentration spikes were found to be repeatedly formed in a turbulent flow. According to [11] [12] , the formation of the spikes happened at a saddle point of the velocity field caused by the large scale structure of the turbulent eddies.
Considering that the formation of the high concentration spikes in a turbulent flow occurs and the spike is extracted based on the concentration value as well as the concentration gradient value, it can be suspected that the behavior of the spikes follows a totally different diffusion law from a regular mass diffusion in a turbulent flow. Although the diffusion and formation mechanisms of the spikes are increasingly obvious, there is no simple method of estimating the turbulent dispersion of the spikes, and therefore the development of such as method is very important.
In this study, we tried to develop the equation to estimate the dispersion of the high concentration spikes by using physical parameters and evaluated the estimation equation. We employed the frequency of appearance of the spikes as a parameter to describe the dispersion of the spikes. The frequency of appearance denoted the number of spikes observed at a fixed point per unit time when the diffusing material concentration was continuously measured at the point. In a turbulent flow, estimating the frequency of appearance of the spikes with limited available information, such local mean velocity and local mean concentration, can be useful to estimate the damage caused by the pollutant material diffusion. With the purpose of representing the estimation equation for the frequency of appearance as physical parameters of the turbulent mass diffusion, we experimentally demonstrated the concentration field of a passive scalar diffusing from a point source in a turbulent water flow. As a simple case, we employed a channel flow which had quasi-homogeneous turbulence at the center of the channel. Although such an ideal turbulent flow is rare in the atmospheric boundary layer as well as in other practical situations, we investigated the capability of our simple estimation trial focusing on the neutrally-stratified core region of a turbulent channel flow.
The next section presents the concept of the estimation equation we proposed in this paper. Section 3 describes our experimental setup to demonstrate the passive-scalar turbulent diffusion. Based on the experimental data, physical parameters are confirmed to be useful to represent the estimation equation in Section 4.1, Section 4.2, and Section 4.3. The results of the diffusion estimation of the spikes and its proposition are presented in Section 4.4.
Concept and Development of Estimation Equation
In this section, we describe the concept and the configuration procedure of our proposed equation for estimating the frequency of appearance of high concentration spikes.
To observe the high concentration spike in a turbulent mass diffusion, we performed experiments on the turbulent dispersion of a matter (dye) emitted continuously from a fixed source in a three-dimensional turbulent flow, although we considered it as a two-dimensional flow. We mainly focused on the horizontal diffusion in the central plane of the channel rather than on the wall-normal (y) diffusion.
The position and the area of the high concentration spikes in the diffusing dye were recognized with the conditional sampling technique proposed in [9] [10], which has two conditions. Figure 1 shows an example of the experimental and the analytical results. Here, the superscript of * indicates normalization by the channel half width, i.e., z * = z/δ. Figure 1(a) is a typical snapshot of the diffusing dye, obtained by PLIF measurement.
In Figure 1 (a), greater brightness means higher fluorescent intensity, which is proportional to the local dye concentration, showing dye plumes with low and high concentration areas. The value N is the number of spikes for a fixed point in the x-z plane during a sampling time, and is defined as the total number of points with local maximum concentration which is larger than the red line from Figure 2 . In addition, ST denotes the sampling time, while CST denotes the conditional sampling time, which equals the total time of the experimental durations when the instantaneous concentration is over the red line. Assuming that the concentration field was steady, the frequency of appearance of the spikes I P is independent of time, and is defined by
In order to estimate the frequency of appearance without any experimental observed data on the concentration, which is our purpose, a new expression is necessary for the definition of Equation (1) 
Accordingly, in Equation (2), the first term of CST/ST on the right side shows the probability that the observed concentration will meet the condition for the concentration value, and the second term of N/CST on the right side shows the ratio of the number of the spikes to CST. Hereafter, the first and second terms are named "term I" and "term II" respectively. Based on the new expression with the two terms, the diffusion estimation of the high concentration spikes without any observation needs a method of physically representing the two terms with available experimental data on the velocity and concentration fields.
To represent the term I in Equation (2) ( ) For the latter, Rhodamine-WT solution with a high Schmidt number of approximately 3000 in water was injected as a dye into the water flow from a nozzle which was aimed downstream and positioned at the center of the channel.
Experimental Procedure
The nozzle had an internal diameter of 1 mm and outside diameter of 2 mm. Both coordinate systems define x as the streamwise direction, z as the spanwise direction, y as the vertical direction and the nozzle tip as the origin point. The injection speed of the dye solution was controlled by a micro-syringe pump and kept the same as the velocity of the local flow. We assumed that the volume of released dye solution was so small that any effects on the turbulence might be neglected. On illumination by laser light with a wavelength of 532 nm, the dye on the illuminated plane emitted fluorescent light with a wavelength of 580 nm, the strength of which was captured by a high speed camera (Photoron FASTCAM-APX RS250K) as a PLIF image after being filtered by a color filter (HOYA colored optical glass O54). The laser illuminated plane was set at half the height of the channel. A laser emission device (CW:YAG laser) was installed at the side of the channel while a high speed camera to capture the light for measurement of concentration was installed below the channel. Therefore, this measurement provided the time- series data of the two-dimensional images of dye diffusion in the streamwise and spanwise directions. The concentration of the dye was calculated assuming that the fluorescent intensity was proportional to the local dye concentration. The photographic frame rates were 1000 and 3000 fps, and the number of consecutive images for statistics was 1000. For simultaneous PIV and PLIF measurement, tracer particles with average diameter of 20 μm were seeded into the flow. With the same injection of the dye solution and laser illumination as in the PLIF case, scattering light from the tracer particle and fluorescent light from the dye were captured by the CCD camera (Flow Sense 4M), after being separated by a beam splitter. We used an Nd:YAG laser as a laser emission device, which emitted laser light with the same wavelength of the CW:YAG laser. In this experiment, the photographic frame rate was 4 fps and 1000 consecutive images were captured simultaneously. The simultaneous PIV and PLIF measurements were taken at a sequence of streamwise distances x = 5δ, 10δ, 20δ, 35δ, 40δ, 45δ, and 60δ, while the PLIF time-serial measurement were taken at a sequence of streamwise distances x = 5δ, 10δ, 15δ, 25δ, 35δ, 40δ, 45δ, 50δ, and 60δ, in order to acquire the spatial concentration and velocity distributions at various downstream distances from the nozzle. The photographed area was approximately 4.75δ × 4.75δ in size with a spatial resolution of 0.04δ in the simultaneous measurement, while the area was approximately 9.5δ × 9.5δ with a spatial resolution of 0.01δ in the time-serial measurement, which was enough to resolve fine-scale eddies in the turbulent flow. The mixing-length scale in the outer layer of wall turbulence was roughly estimated as 0.09δ [20] . Compared to the mixing-length scale, the present spatial resolution is fine enough. As for the size of measurement area, the present condition covers large-scale eddies in the turbulent flow. As a reference, note that the streamwise integral length scale obtained by integration of the streamwise two-point correlation coefficient of velocity field was about 0.7δ.
Results and Discussion

Conditional Velocity Fluctuation
In 
where i is an indicator of velocity direction, i.e.,
According to Pope [13] , when the joint PDF of the velocity and the concentration was normal, the normalized conditional velocity fluctuation Ф i U had a linear relationship with normalized concentration Ф, which was given by,
The explanation was that when at a certain position a fluid parcel was found with a concentration which deviated strongly from the local mean concentration, the absolute value of the velocity of this parcel differed strongly from the mean. Moreover, Equation 
Conditional Dissipation Rate
This section presents the conditional dissipation rate calculated from the concentration distribution obtained by the simultaneous PIV and PLIF measurement, and we discuss on the spatial characteristics of the relationship between the conditional dissipation rate and the instantaneous concentration in this section. The conditional dissipation rate Ф χ is calculated by, ( ) 
As is indicated in Equation (8), we employed the fourth-order center method to calculate the spatial derivation of the normalized concentration. Figure 9 shows the conditional dissipation rate Ф χ Accordingly, the distribution of the conditional dissipation rate depends on the concentration PDF, and estimation of the distribution may be difficult at any position except at the center of the channel.
Representation of Term II
The physical rendition for term II in Equation (2), which is our proposed equation for estimating the frequency of appearance of the spikes, is discussed in this section. Based on the description in Figure 2 , term II was calculated from the concentration data obtained by PLIF time-serial measurement at several distances from the source in both the streamwise and spanwise directions, and is shown in Figure 11 . It should be mentioned that the smoothing for the time-series concentration data with the moving average me- 
where N B denotes the number of all the local maximum points in the time-series concentration data before the smoothing; N A denotes the number after the smoothing; and N' denotes the total number of local maximum points with a larger concentration than the sum of the time-average concentration and the concentration fluctuation intensity after the smoothing. As indicated in Figure 11 , there is little difference between the calculated results of the different time resolutions, and therefore this moving average method can reduce the effects of the time resolution on the calculation of the number of high concentration spikes. Figure 11 shows that term II is almost constant with a range from 220 to 300, and is independent of both streamwise and spanwise distances from the source. The conditional sampling time (CST), which is the denominator in the definition equation of term II, is considered to increase with the streamwise distance because the intermittency of the concentration decreases as the concentration field approaches uniform field. As a converse phenomenon, CST decreases with the spanwise distance. The number of the local maximum point N changes at the same rate as the CST, which leads to the invariance of term II. Consequently, in the quasi-homogeneous turbulent flow, term II is not a physical parameter changing spatially like the mean concentration or the concentration fluctuation intensity.
Similarly to term II, the length scale based on the mean concentration in the high concentration spikes is also an independent parameter of the diffusion distance from the source, which was reported in [10] by the author. To calculate the length scale, the conditional mean concentration distribution in high concentration spikes at the downstream distance 25 x * = is shown in Figure 12 . This conditional mean concentration distribution could be calculated by summing up the inside concentration conditioned on the position of the high concentration spikes in the PLIF images. The details of the calculation method were described in [10] . In Figure 12 , the contour value indicates the mean concentration value, while the horizontal axis and the vertical axis respectively denote the streamwise and spanwise distances from the mass center of the high concentration spikes. Focusing on 0 z * ∆ = the streamwise mean concentration distribution through the resultant spike center is extracted, as is shown in Figure 13 .
In Figure 13 along with the results from other streamwise locations, it is seen that the streamwise distribution of the mean concentration does not change with the downstream distance, and the standard deviation of the streamwise distribution σ x may be constant, regardless of the downstream distance. To investigate the relationship between term II and the streamwise length scale of the spikes which corresponds to the six time standard deviation 6σ x , a comparison was made between term II obtained from the experimental data and the calculated value U c /6σ x with the streamwise mean velocity and the inverse of the streamwise length scale. Here, the subscript of x indicates the streamwise value, while the subscript of z indicates the spanwise value. The results for several downstream distances at the channel center are shown in Figure 14 . Figure 14 shows that term II is almost equivalent to the streamwise mean velocity divided by the streamwise length scale of the high concentration spikes, which means that term II can be represented by the streamwise length scale of the high concentration spikes and flow features. The flow field in this experiment was quasi-homogeneous turbulence, as is confirmed from Figure 4 . Considering that the large scale structure of turbulent eddies generates high concentration spikes, it is likely that the spatial uniformity of term II With the assumption that the length scale of the spikes corresponded to the integral length scale of the turbulent flow, a comparison between them was made again. Here, the integral length scales in the streamwise and spanwise directions (l x and l z ) were obtained by integration of the streamwise and spanwise two-point correlation coefficient respectively from the velocity field. Figure 15 shows the length scales of the high concentration spikes in both streamwise and spanwise directions and the half-value of the integral length scales for several downstream distances at the center of the channel. The integral length scales in both streamwise and spanwise directions are seen to be almost (11) is guided by the assumption that the probability density function of concentration at the center of the channel follows the Gaussian shape, which is suggested by the consistency between the linear relationships of the Pope's model and the experimental data shown in Figure 7 . In addition, from the specialization of a Gaussian distribution, the probability that a sample variable fitting into a Gaussian distribution is larger than the sum of the mean value and the standard deviation of the sample variable should be approximately 16%. Based on the those facts, we employed the value of 0.16 as the integral of the concentration PDF in Equation (11) The experimental frequency of appearance (I P ) E and estimated frequency of appearance with the proposed equation (I P ) M are compared for downstream distances, shown in Figure   16 . In Figure 16 , the left vertical axis denotes the frequencies of appearance, while the right one denotes the accuracy of the estimation ( ) ( ) ( ) From the results shown in Figure 16 , it is seen that the difference in the experimental spatial resolution has no influence on the calculation. Moreover, Figure 16 shows good agreement between the estimated and experimental results, and that the accuracy of the 
Trial for Estimation of the Frequency of Appearance
Conclusions
This paper focuses on the high concentration spike formed by a turbulent structure, From the comparison result between the appearing frequencies estimated by our proposed equation and obtained from the experimental data for several downstream distances at the center of the channel, it is found that the estimated result shows good accuracy compared to the experimental result, and this accuracy based on the experimental result is within 25%. Consequently, our proposed estimation method has a great advantage for estimating the frequency of appearance of the high concentration spikes without any practical observation of concentration; however, it also has a limitation that the estimation may become more difficult in a position where the concentration PDF does not follow the Gaussian one. The new estimation of the integration of the concentration PDF with simple scalar statistics and the evaluation of estimation accuracy off the center of the channel are necessary to improve our estimation method, and this should be the subject of a future study.
