This paper deals with automatic dialogue act recognition. Dialogue acts (DAs) are utterance-level labels that represent different states of a dialogue, such as questions, statements, hesitations, etc. Information about actual DA can be seen as the first level of dialogue understanding. The main goal of this paper is to compare our dialogue act recognition approaches that model the utterance structure, and are particularly useful when the DA corpus is small, with n-gram based approaches. Our best approach is also combined successfully with prosodic models. We further show that sentence structure-based approaches significantly outperform n-gram based methods.
INTRODUCTION
Modeling and automatically identifying the spontaneous dialogue structure is very important in order to better interpret and understand speech. What should actually be modeled is still an open issue, but several specific characteristics of dialogue have already been clearly identified. Dialogue Acts (DAs) are one of these characteristics.
Austin defines in [1] the dialogue act as the meaning of an utterance at the level of illocutionary force. In other words, the dialogue act is the function of a sentence (or its part) in the dialogue. For example, the function of a question is to request some information, while an answer shall provide this information.
The DA recognition module shall be used to improve the performance of an automatic dialogue system by allowing it to better interpret the user input. It can also be integrated into an automatic speech recognizer to improve language modeling, e.g. by choosing a DA dependent language model.
In automatic DA recognition, lexical and syntactic information is often modeled by probabilistic n-gram models. However, these n-grams usually represent local structures We proposed in [2, 3, 4] to include a simplified information related to the utterance structure, Le. the position of the words within the utterance. This method presents the advantage ofintroducing valuable information related to the global utterance structure, without increasing the complexity of the overall system. We have shown that the DA recognition accuracy increases when utterance structure information is used.
We now extend our work by proposing new utterance structure models, and by comparing the performance of our approaches with several n-gram based methods. Finally, our best method is further combined with prosodic model. All methods are evaluated on a small Czech DA corpus. This paper is organized as follows. Section 2 presents some related works about automatic dialogue act recognition. Section 3 describes the different models we propose. Section 4 gives experimental results for our methods. In the last section, we discuss the research results and we propose some future research directions.
RELATED WORK
To the best of our knowledge, few studies on dialogue act modeling and automatic recognition have been published for the Czech language. Conversely, there are several work for other languages, especially for English and German.
Different sets ofdialogue acts are defined in these works, depending on the target application and the available corpora. In [5] , 42 dialogue acts classes are defined for English, based on the Discourse Annotation and Markup System of Labeling (DAMSL) tag-set [6] . Switchboard-DAMSL tagset [7] (SWBD-DAMSL) is an adaptation ofDAMSL in the domain of telephone conversation. The Meeting Recorder DA (MRDA) tag-set [8] is another very popular tag-set, which is based on the SWBD-DAMSL taxonomy. MRDA contains 11 general DA labels and 39 specific labels. Jekat [9] defines for German and Japanese 42 DAs, with 18
DAs at the illocutionary level, in the context of the VERB-MOBIL corpus. The Map-Task [10] is another English tagset. It contains 19 DA tags that are structured into three levels.
These complete DA tag-sets are usually reduced for recognition into a few broad classes, because some classes occur rarely, or because other DAs are not useful for the target application. One typical regrouping may be [11] :
• a falling intonation for statements • a rising FO contour for some questions (particularly for declaratives and yes/no questions) • a continuation-rising FO contour characterizes a (prosodic) clause boundaries, which is different from the end of utterance • accepts have usually a higher energy, a greater FO movement than backchannels
DIALOGUE ACT RECOGNITION APPROACHES
The approaches described next are based on Bayesian models. The main objective is to compute the probability that an where C represents a dialogue act and Wand F respectively represent lexical and prosodic information (assumed independent).
The following prosodic features and classifiers are further used. In [11] , the duration, pause, fundamental frequency (FO), energy and speaking rate prosodic features are modeled by a CART-style decision trees classifier. In [18] , prosody is used to segment utterance. The duration, pause, FO-contour and energy features are used in [19, 20] . In both [19] and [20] , several features are computed based on these basic prosodic attributes, for example the max, min, mean and standard deviation of FO, the mean and standard deviation of the energy, the number of frames in utterance and the number of voiced frames. The features are computed on the whole sentence and also on the last 200 ms of each sentence. The authors conclude that the end of sentences carry the most important prosodic information for DAs recognition. Furthermore, three different classifiers, hidden Markov models, classification and regression trees and neural networks, are compared and give similar DAs recognition accuracy.
Shriberg et a1. show in [11] that it is better to use prosody for DA recognition in three separate tasks, namely question detection, incomplete utterance detection and agreements detection, rather than for detecting all DAs in one task.
The dialogue act context is used to predict the most probable next dialogue acts. This context is often called "dialogue history" and can be modeled by Hidden Markov Models (HMMs) [5], Bayesian Networks [21] , Discriminative Dynamic Bayesian Networks (DBNs) [22] , or n-gram language models [23] .
Lexical and prosodic models are most often combined in the following way [5]:
(1)
= P(WIC).P(FIW, C) P(WIC).P(FIC) P(W,FIC)
Automatic recognition of dialogue acts is usually achieved using one of, or a combination ofthe following types of information:
• statements • questions • backchannels • incomplete utterance • agreements • appreciations • other 1. lexical (and syntactic) information 2. prosodic information 3. context of each dialogue act Lexical information (i.e. word sequence in the utterance) is useful for automatic DA recognition, because different DAs are usually composed from different word sequences. Some cue words and phrases can thus serve as explicit indicators of dialogue structure. For example, 88.4 % of the trigrams "<start> do you" occur in English in yes/no questions [12] .
Several models are used to represent lexical information. Bayesian approaches such as n-gram language models [5], [13] can be used. Non-Bayesian approaches are also popular such as semantic classification trees [13] , memorybased learning [14] , or transformation-based learning [15] .
Syntactic information is related to the order ofthe words in the utterance. For instance, in French and Czech, the relative order of the subject and verb occurrences might be used to discriminate between declarations and questions.
Words n-grams are often used to model some local syntactic information. Knil et a1. propose in [4] to represent word position in the utterance in order to take into account global syntactic information. Another type of syntactic information recently used for DA recognition are "cue phrases". These can be modeled with a subset of specific n-grams, where n may vary from 1 to 4, which are selected based on their capacity to predict a specific DA and on their occurrence frequency [16] .
Prosodic information [11] , particularly the melody of the utterance, is often used to provide additional clues to classify sentences in terms of DAs. For instance, some dialogue acts can be generally characterized by prosody as follows [17] : 
Best Position Approach
The random variable P now represents the best position amongst every possible position, Le. the position that minimizes the DA recognition error rate. It is then possible to recognize DAs by the following equation [4] :
Non-linear Merging
This method encodes dependency between Wand P by a non-linear function that includes p. A muti-Iayer Perceptron (MLP) is used for this purpose. The recognized class is given by:
WT,Pt,··· ,PT) (5)
This method exploits a description of the utterance in several levels to smooth the probabilities across these levels.
Random variable p can take a different number of values depending on the scale. All these scales are represented in a dyadic tree. During training, n-gram models are trained, starting at the broadest scale and going down the tree to the leaves: when there is not enough occurrences to reliably compute the parameters, the model from the upper level is copied down. Classification is then realized at the finest scale based on the following equation:
Multiscale Position
This model corresponds to unigrams. On the right part ofFigure 1, infonnation about the position of each word is included. However, this model may not be used directly, because the new variable p greatly reduces the ratio between the size of the corpus and the number of free parameters to train.
We have proposed in [2, 4] three methods to solve this problem. These methods are described next. Then, two new approaches are proposed: interpolated multiscale position and frequency bin interpolation.
In the left model of Figure 1, P(wIC,p) is assumed independent ofthe position: P(wIC,p)~P(wIC). This system only considers lexical infonnation, and the probability over the whole utterance is given by equation 3.
(2) 
Approaches exploiting utterance structure
In the following, we assume that each word is independent on the other words, but is dependent on its position in the utterance, which is modeled by a random variable p.
We can model our approach by a very simple Bayesian network with three variables, as shown in Figure 1 . In this figure, C encodes the dialogue act class ofthe test utterance, w represents a word and p its position in the utterance.
• Interpolated n-grams between 2-gram and I-gram;
• Interpolated n-grams between 3-gram, 2-gram and 1-gram;
N-gram Language Models
N-gram DA models are quite common in the domain [II, 5] and will thus constitute our baseline model.
Let W be the word sequence in the pronounced utterance, let C be the DA class, then the recognized class is given by:
utterance belongs to a given DA class, given the lexical and syntactic infonnation, i.e. the word sequence.
The simplest model, unigram, assumes independence between successive words. More complex ones, such as 2-grams, 3-grams, etc., consider syntactic infonnation about the dependencies between adjacent words. These n-grams usually model local utterance structures only.
In the following experiments, we have tested different kinds of n-gram models:
• Simple I-gram, 2-grams and 3-grams (with standard backoft);
where w p is the word ofthe actual utterance at the best position p. The lexical likelihood Ili P(wilC) used previously is now replaced by the weighted sum of each word likelihood, where weights represent the importance ofeach position. Compared to the two previously proposed approaches, this alternative presents the advantage ofdecoupling the position model from the lexical model. The lexical models P(Wi IC) are thus still trained on the whole corpus, which is not divided into position-relative clusters as in the multiscale approach.
Interpolated Multiscale Position
The original multiscale position method uses a simple backoff scheme to choose among different levels: Ifthe count of the currently processed word for the given position, in the given level is below a chosen threshold (i.e. the model is poorly trained) the model is replaced by one from the upper level. For example if the current level has 8 positions (and thus 8 unigram models) and the count for the current word is below the threshold, the model from the level above the current one (which in our case has 4 positions) is used. This is done recursively until either a model with sufficient count is found, or the upper most level (a single unigram) is reached.
We have tried an alternative method for smoothing probabilities across levels, which is based on linear interpolation (see e.g. [24] ). When computing the probability of a given word Wi the result is given as a linear interpolation of unigram probabilities at different levels I: (7) l=l where positions Pl (i) are computed independently at each level. The weights Al are trained by the Expectation Maximization (EM) algorithm on a development corpus.
Frequency Bin Interpolation
The "frequency bin interpolation" is an extension of the interpolated multiscale position where several weights are computed per level.
In the previous approach, the weights are trained to globally compensate for poorly trained models at a given level. A single weight is applied to the whole level regardless of whether the model at the current position is poorly trained or not.
We now propose to cluster all the words at a given level into several classes, called frequency bins, depending on their number of occurrences. Different weights are then assigned to distinct frequency bins. With this method the weights can take into account whether the unigram model at the given level and position is sufficiently trained.
Combination with Prosody
Only the two most important prosodic features as suggested in [25] are used: FO and energy. Let us call F the set ofprosodic features for one utterance. We use a Gaussian Mixture Model (GMM) classifier that computes P(FIC). The best DA class is then: 6 = arg max P(CIF) = argmaxP(FIC)P(C) (8) c c Our prosodic approach is described in details in [26] . The outputs of the lexical, position and prosodic model are then normalized in order to obtain P(CIW), P (CI~P) and P(CIF). These probabilities are then combined with a Multi-Layer Perceptron (MLP), as described in [26] .
EVALUATION

Dialogue Act Corpus
The Czech Railways corpus, which contains human-human dialogs, is used to validate the evaluated approaches. This corpus has been labelled manually with the following DAs: statements (s), orders (0), yes/no questions (qy) and other questions (q). The number of DAs of this corpus is shown in the second column of Table 1 .
All experiments are realized using a cross-validation procedure, where 10% ofthe corpus is reserved for the test, and another 10% for the development set. The resulting global accuracy has a confidence interval ± 1%. 
IEnglish
N-gram Language Models Experiments
Three language models, unigram, 2-gram and 3-gram, have been implemented in two different versions. The first version corresponds to classical n-grams with the standard back- Table 2 . Dialogue acts recognition accuracy for different n-gram based approaches off technique. The second version is the "interpolated" ngram model [24] , as described in section 3.1. The corresponding DA recognition accuracies are shown in Table 2 .
Two conclusions can be drawn from this experiment. First, 3-grams perform worse than 2-grams, which are also worse than I-gram. This seems in contradiction with the common knowledge that models are better when they include context. However, there is a simple explanation in our case, as the training corpus is too small to reliably train contextual n-grams: the models fit the training data but are not able to generalize correctly. This observation is confirmed by the second remark, which is that interpolated ngrams perform better than classical n-grams, thanks to the linear weights that compensate for this overtraining. Yet, interpolated n-grams do not reach the unigram performances, because interpolated n-grams do not exploit back-off technique. Hence, this experiment shows that, for DA n-gram models with a small training corpus, back-off smoothing should be preferred over interpolation.
global interpolation in our multiscale approach, even though we plan next to investigate still finer interpolation weights.
When considering lexical and some syntactic information only, the best performance is obtained with the best position approach.
Prosody and Combination
The second section of Table 3 shows the recognition accuracy of the prosodic GMM. This recognition accuracy is obtained with a 3-mixtures GMM. The last line of Table 3 shows the results of the combined prosodic GMM and Best position model with an MLP. The combined models gives better results than any model taken individually, which confirms that different sources of information bring different important clues to classify DAs. Figure 2 shows the DA recognition accuracy of the Multiscale position approach when the maximum depth of the tree increases. In all cases, the value of the pruning threshold in this tree is set to 50, which has been found experimentally in [2] .
Utterance Structure Experiments
The optimal depth of the tree is 3, which corresponds to 8 segments. Choosing a deeper tree is useless, as the recognition accuracy is almost constant. With a larger DA corpus, deeper trees could be used, which shall result in a better recognition accuracy.
The experimental results ofthe utterance structure methods described above are shown in the first section ofTable 3.
The interpolated multiscale gives the lowest accuracy, which might be due to the fact that interpolation weights are global. Indeed, when splitting a weight into several frequency bins, results clearly increase. This experiment suggests that the back-off technique gives better results than accuracy in [ Table 3 . Dialogue acts recognition accuracy for utterance structure approaches/classifiers and combination of the best approach with prosody
CONCLUSIONS
In this paper, several dialogue act recognition approaches have been proposed and evaluated on a small Czech corpus. We focus on the comparison of our approaches that consider utterances structure with several n-gram based methods. Experimental results show that our methods give significantly better accuracy than n-grams on this DA corpus. We also show that the combination of sentence structurebased models with prosodic infonnation slightly increases the DA recognition accuracy. The proposed dialogue act recognition approaches are task independent. Our perspective for the near future is to evaluate them on a larger corpus, another language and with more dialogue acts. We assume that n-gram based approaches will perfonn better on a larger DA corpus. Another extension of this work might thus be to combine our sentence structure approaches with n-grams and to evaluate them on several corpora. Finally, the proposed approaches might be improved by including infonnation about the dialogue history.
