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Thermodynamics of Gas Hydrate Equilibria
Dimitrios Anastassios Avionitis
ABSTRACT
Reservoir fluids are usually saturated with water at reservoir conditions and may
form gas hydrates in transfer lines, which potentially may plug the system. For
long subsea pipelines, methanol injection is the practical means for preventing
hydrate formation and for decomposing blockages. For efficient and economical
pipeline design and operation, phase boundaries, phase fractions and
distribution of water and methanol among the equilibrium phases of the system
must be accurately known. The system comprising reservoir fluids, water and
methanol demonstrates a complex multiphase behaviour and currently no
quantitatively adequate description for it has been detailed in the open literature.
The problem is addressed in this thesis by a consistent application of classical
equilibrium thermodynamics.
At ordinary operating conditions any combination of as many as six phases can
be potentially present. For the description of the vapour and all liquid phases,
we use one cubic equation of state with nonconventional mixing rules developed
as part of this work. Classical thermodynamics together with the cell theory of
van der Waals and Platteeuw were employed for the development of a general
model for the calculation of heat capacities of gas hydrates. A consistent
methodology has also been developed for obtaining the potential parameters of
the cell model. Thereafter, application of the model demonstrates that for nearly
spherical guest molecules the classical cell theory is a strictly valid description
of gas hydrates. However, complex guest molecules distort the hydrate lattice,
resulting in variation of the numerical values of certain parameters of the model.
This work presents an efficient algorithm for the solution of the problem of the
identity of the equilibrium phases in multiphase systems where gas hydrates are
potentially present. The algorithm is based on the alternative use of two
equivalent forms of the Gibbs tangent plane criterion and it is believed to be
more appropriate for systems involving gas hydrate equilibria than previous
methods. Application of the proposed algorithm in several regions of the phase
diagram of both binary and multicomponent systems shows that it can be used
- xii -
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reliably to solve any phase equilibria problem, including the location of phase
boundaries.
In summary this work presents a consistent, efficient and reliable scheme for
multiphase equilibrium calculations of systems containing reservoir fluids, water
and methanol. Favourable results have been obtained by comparison with
diverse experimental data reported in the open literature and it is believed that
the proposed correlation can be used reliably for pipeline design and operation.
0
INTRODUCTION
Gas hydrates are solid crystalline compounds formed by inclusion of small gas
molecules (guest molecules) into a lattice constructed by water. The whole
structure is stabilised by hydrogen bonds and van der Waals forces. The crystal
structure of gas hydrates was elucidated by X-ray diffraction experiments (von
Stackelberg and MUller, 1954) and. the most common gas hydrates form in either
of two distinct structures, designated I and II correspondingly, each. of which
contains two types of cavities. The unit cell of structure I and II are illustrated in
figures la and lb correspondingly, according to von Stackelberg and Muller.
The former consists of 46 water molecules which constitute two small
pentagonal dodecahedra cavities and six tetradecahedral large cavities, having
two opposite hexagonal faces and twelve pentagonal faces. The unit cell of
structure U consists of 136 water molecules comprising sixteen pentagonal
dodecahedra small cavities and eight hexadecahedra large cavities, having
twelve pentagonal faces symmetrically arranged around four hexagonal faces.
The average cavity radii of these three types of cavities are about 3.9 A for the
pentagonal dodecahedra, 4.3 A for the tetradecahedra and 4.1 A for the
hexadecahedra (Sloan, 1990). The large cavity of structure I and the small
cavities of both structures are nearly spherical, but the tetradecahedral cavity of
structure I is rather oblate.
a.
	 b.
Figure 1.1. The unit cell of hydrate structure I (a) and II (b).
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Hydrates resemble snow or ice in appearance but unlike ice they may form at
temperatures well above the triple point when the pressure is sufficiently high.
Since reservoir fluids are typically saturated with water, in downstream transfer
lines from the well-head, hydrates are likely to form with subsequent reduction
of the transportation capacity or evert total blockage of the system. Clearly,
offshore and arctic pipelines are particularly prone to hydrate formation. A
number of options are available for the prevention of hydrate formation which
include insulation and/or heating of the pipeline, dehydration at the well head
and inhibitor injection. For long subsea pipelines, however, only inhibitor
injection is of practical significance. Any water-soluble substance, which lowers
the chemical potential of water, is in effect a hydrate inhibitor but methanol is
the universally accepted chemical, both for continuous injection and for
decomposing blockages.
For efficient and economical pipeline design and operation, the boundary of
hydrate formation with and without methanol must be precisely known. In
addition, the mass and properties of each of the equilibrium phases and in
particular the distribution of water and methanol among them must be predicted
as accurately as possible. While this was the main task undertaken with the
present work, as an aside, a number of associated problems(as discussed below)
had to be addressed.
It has been long established that the ideal solid solution theory of van der Waals
and Platteeuw(1959) can cope well with all hydrate equilibrium problems
(Parrish and Prausnitz, 1972; Ng and Robinson, 1976; Sloan et a!, 1976; Holder
et al, 1980; Englezos and Bishnoi, 1988; Avionitis et al, 1989). However, the
reliability of the classical model of van der Waals and Platteeuw(1959) depends
on adequate description of coexisting phases and it is dependent on reliable
values of the incorporated thermodynamic and potential parameters. The theory
itself cannot provide values of these parameters, which have to be based on
experimental data. It appears that the values of the thermodynamic properties of
the empty hydrate lattice relative to ice at the ice point and zero pressure
(reference properties), reported by Dhannawardhana et al(1980) are correct
within the reported experimental error, since Davidson et al(1987) have found a
nearly identical value for the chemical potential difference from an altogether
different experimental approach. Unfortunately, the same is not true for the
values of the potential parameters of the model, where every author reports his
own values (see for instance Parrish and Prausnitz, 1972; Anderson and
Prausnitz, 1986 and Sloan, 1990), although the same data were available and
used by all of them and presumably the same methodology has also been
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employed in regressing the parameters. The important differences in predictive
quality reported by these authors ma Y be attributed to incorrect values of the
potential parameters. This paradoxical phenomenon did not lack the attention of
Holder and his coworkers. Their proposed rectification of the problem (John et
al, 1985), which is based on the introduction of new assumptions and further
complexities has been found to be inefficient for real and multicomponent gases.
The present investigation reveals the nature of the problem, proposes a
consistent methodology for determining the potential parameters and eventually
evaluates the model by an extensive comparison of predictions with
experimental data for natural and synthetic multicomponent systems.
Most of the previous theoretical studies use the classical cell model for PVT
predictions. It is well known, however, that the model can also be used to
calculate enthalpy changes, as accurately as dissociation pressures. This is
expected due to the applicability of the Clausius-Clapeyron equation along a
phase transition line (Barrer and Edge, 1967). However, no rigorous scheme has
been proposed so far for the prediction of heat capacities of gas hydrates for real
and multicomponent systems. In view of the significant practical interest in the
knowledge of the thermal properties of gas hydrates, the present study extends
the ideal solid solution theory to the prediction of heat capacities of gas hydrates.
The proposed methodology is theoretically rigorous and it does not introduce
additional assumptions, but the values of the parameters it depends upon have to
be provided by experimental data. The model is tested against the only set of
experimental heat capacity measurements available in the open literature of a
multicomponent gas hydrate system.
An equation of state has always been the preferred method for representing a
vapour phase in equilibrium with hydrates. For the water-rich liquid phase, Saito
et a! (1964) use the ideal liquid solution approach(Raoult's Law). Presumably,
in doing so, they assume that the solubiity of reservoir gases in water is
negligible at usual conditions. Although, there are instances where the validity
of this assumption can be questioned, it has been the preferred method in the
past (Parrish and Prausnitz, 1972; Holder and Hand,1982). When inhibition
calculations were needed, Raoult's Law was corrected by the activity coefficient,
calculated separately from the appropriate model(Menten et al, 1981).
Although, the reliability of this procedure has been proven to be superior to the
Hammerschmidt (1939) equation, nonetheless, it is not a thermodynamically
consistent scheme and it is unable to evaluate the distribution of an inhibitor
such as methanol among the coexisting phases. An attempt to rectify this
problem was carried out by Anderson and Prausnitz(1986), who used the
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UNIQUAC equation to calculate the fugacities of all condensible components in
a liquid phase. Henry's Law was used for supercritical components. Thus, four
models had been necessary to perform simple inhibition calculations. Due to
this inherent extreme complexity, it is not surprising that their program has been
proven to be not useful in practice for representing systems other than those
employed for fitting its own parameters. Also, it cannot serve as a platform for
further development to carry out more elaborate calculations, such as stability
analyses of complex systems, because of convergence problems which are
acknowledged by these authors even for relatively simple problems. In the
present study we use one single equation of state to represent the vapour as well
as all liquid phases. In doing so we have developed new mixing rules for polar-
nonpolar interactions. This approach vastly simplifies the calculation scheme
and offers a series of advantages. In addition, our model is proven to be capable
of predicting adequately the phase behaviour of adverse muiticomponent
systems. When the work on hydrate inhibition was completed and submitted for
review (see Avionitis et a!, 1991), to our knowledge, it was the first time that
reliable hydrate inhibition prediction had been demonstrated by the application
of one cubic equation of state for all fluid phases.
The identity of the equilibrium phases had been a serious problem in multiphase
equilibria calculations, until Michelsen(1 982) presented numerical
implementations of the Gibbs tangent plane criterion. The method of Michelsen
has been applied to water-hydrocarbon multiphase systems at high temperatures
by Nutakki et al(1988) and it was successfully adopted for some simple hydrate
forming mixtures by Cole and Goodwin(1990). Evidently, the method of Gupta,
as reported by Bishnoi et al(1989), is also based on the tangent plane criterion.
This work presents an alternative algorithm for multiphase-multicomponent
equilibria, which is particularly efficient when more than two phases may occur,
i.e. when water is one of the components. The method could be used to solve
any phase equilibrium problem, including the location of phase boundaries, with
minimum information supplied by the user. The efficiency of the proposed
algorithm is demonstrated by an extensive comparison with diverse experimental
data of systems showing multiphase regions.
In summary this work presents a theoretically consistent scheme for the
prediction of the PVT and thermodynamic properties of gas hydrates in the
presence or absence of inhibitors with the minimum user-supplied information
(ie the specifications of the problem only). As an aside, the model is capable of
predicting the effect of water-methanol mixtures on the behaviour of reservoir
fluids. The layout of this thesis is described below.
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In Chapter I, a model for asymmetric systems containing water and methanol is
developed. A brief description of the PVT behaviour of such systems, is
followed by a presentation of the most successful or promising ideas reported in
the open literature for modelling such systems. Next, the evolution of our
suggestion is presented and tested against diverse experimental data in the range
of our interest. A complete description is also given of the numerical methods
for multiphase equilibria calculations.
In Chapter lIthe fundamental equations of the classical cell theory are presented.
While the parameters reported by Dharmawardhana et al(1980) are accepted, all
other parameters are regressed again on the basis of the latest experimental data.
In particular a consistent methodology for the determination of the potential
parameters is detailed.
The proposed hydrate model is extensively tested against experimental
dissociation pressure data for natural and other multicomponent systems in
Chapter III.
A new method for the prediction of the heat capacities of gas hydrates is detailed
in Chapter IV. Though our treatment is purely phenomenological and
macroscopic, as an aside, some interesting insights are gained regarding the
molecular interactions of guest and host molecules.
In Chapter V the problem of the identity of the equilibrium phases is related the
thermodynamic stability of the system. All the relevant thermodynamic
equations are derived in an attempt to elucidate the nature of the problem. A
methodology based on the idea of free flash calculations, which we consider
appropriate for the solution of the specified multiphase equilibrium problem, is
detailed. It is noted that although free flash calculations were carried out for
some time as a means to enhance the performance of the flash algorithm (see for
instance Sarkar, 1988) they have never been used successfully as an independent
means of performing stability analyses of multiphase systems.
Finally, in Chapter VI, we summarize our conclusions from the current work.
Despite the progress reported in this work, we declare, as expected, that the
subject can not be considered closed and we indicate the areas where further
experimental and theoretical work needs to be carried out.
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CHAPTER I
MODELLING OF VAPOUR-LIQUID EQUILIBRIA
OF ASYMMETRIC SYSTEMS
1.1. Objective
Water is often one of the components of hydrocarbon streams in transfer lines in
various processes from gas and oil production through refining and distribution.
For such systems, predictions of equilibrium phase boundaries as well as
compositions and densities of equilibrium phases are required for proper design
and operation of the various processing units. In this chapter vapour-liquid
equilibria of multicomponent hydrocarbon systems containing water and
methanol are modelled by the application of a cubic equation of state with non-
conventional mixing rules. This study is confined to nitrogen, carbon dioxide,
hydrogen sulfide and hydrocarbons up to n-octane. No adequate experimental
data are available for heavier compounds. For our purposes, the present study is
restricted to conditions below the critical and above the hydrate point of the
mixture. No particular effort is directed towards modelling of the near critical
region. The model is restricted to electrically neutral and non-reacting
components and interfacial phases are ignored.
It will be demonstrated that the equation of state with the developed mixing rules
can represent effectively diverse experimental P, V, T and compositional data for
all fluid phases in the range of our interest. The equation of state, as an
empirical correlation of macroscopic properties, does not need to refer to
intermolecular forces and no reference is made to microscopic properties. To
further improve the quality of predictions in a few cases the empirical principle
of corresponding states is relaxed.
Overall the model is thermodynamically consistent and it applies equally well to
all fluid phases. More components of interest might be included if binary
experimental data were available. Simplicity and computational efficiency are
also enhanced by application of a single equation of state.
-1-
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1.2. Phase behaviour of mixtures of water, methanol and hydrocarbons
above hydrating conditions
In the following the liquid and vapour phases are designated by the symbols L
and V respectively. Subscripts to L indicate the important component in that
liquid phase. Occasionally, a supereritical phase may be designated by the
symbol G(for gas), when it emerges in the phase diagram from liquid regions.
Phase Diagrams
The phase behaviour of binary systems can be represented as a function of the
independent variables T, P and the mole fraction of the first component x1.
Three variables would require construction of a spatial diagram but more
advantageous are planar cross-sections of that at a fixed value of one of the
variables. P(T) diagrams show comprehensively the general behaviour of the
system but they do not show the composition. For binary systems, T(x)
diagrams at constant pressure and P(x) diagrams at constant temperature are
used to convey more detailed phase behaviour information. The following
diagrams are only aimed to convey the most general features of a particular
system and for the sake of clarity they may be severely distorted. For the same
reason the scales of the axes are not indicated. Although the range of
temperatures of our actual interest is limited from 20 K below the ice point to 20
K above that, to facilitate understanding, the regions depicted in the diagrams of
this section cover a more extensive range of temperature.
The Methanol! Water Binary System
Methanol and water are miscible in all proportions. Azeotropy and three phase
equilibria are not possible. The P(T) diagram of this system is the simplest
possible and it is shown in figure la. Light solid lines are the vapour pressure
curves of the pure methanol(1) and water(2) and end at the critical points of the
pure components Cm and Cw respectively. The heavy solid line connecting
these points represents the locus of the critical points of all methanol/water
mixtures. A T(x) isobar at nearly atmospheric pressure( P 1 <<.P(Cm) ) is
presented in figure ib, which has a characteristic lenticular shape.
Homogeneous vapour phases occur above the upper curve(dew-point line) and
homogeneous liquid phases occur below the lower curve(bubble-point line).
Points between the two lines describe states in which liquid and vapour phases
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coexist in equilibrium. For completeness, the freezing point curve of the
methanol(1)/water(2) system is also included in the T(x) diagram. However, the
region below 173 K, where a solid methanol monohydrate compound is formed,
is not included in the figure.
Hydrocarbon/Water Binaries
The general characteristics of the phase behaviour of a hydrocarbon/water binary
system are represented in figure 2a. The critical point of water(647.30K,
22.12MPa) is substantially higher than the critical point of common
hydrocarbons and related gases. In the figure the pure component vapour
pressure curves are shown as light solid lines. They end at the respective critical
points, indicated as Ch and Cw. The gas-liquid critical curve, shown in the
figure as a heavy solid line, which normally connects the critical points of the
two pure components as a continuous line, in this case is broken into two parts
because it is intersected by the liquid-liquid curve. The lower branch of the
critical curve begins at the critical point of the hydrocarbon and ends at the
three-phase critical end point (CEP), which is also the end point of the three-
phase equilibrium line. Above the critical end point the hydrocarbon-rich liquid
phase merges with the vapour phase. A point above the three phase equilibrium
line but below the critical end point represents equilibria between a hydrocarbon-
rich liquid and a water-rich liquid phase. Points below the three-phase
equilibrium line represent equilibrium between a vapour phase and one of the
two liquid phases. The lower critical curve corresponds to mixtures with very
high hydrocarbon concentration. Other mixtures are represented by the branch
of the critical curve which starts from the critical point of water and continues
upward at very high pressures.
Figure 2b, 2c and 2d show T(x) phase diagrams at different pressures of a typical
hydrocarbon/water binary system in the T, P region of figure 2a. T(x) phase
diagrams for hydrocarbon/water binaries can show single-phase and two-phase
areas as well as three-phase lines. As temperature increases, the hydrocarbon-
rich liquid phase reaches first the three phase critical point and vanishes leaving
a vapour phase or vapour in equilibrium with a water-rich liquid. In figure 2b
the pressure is above the critical pressure of the hydrocarbon-rich liquid phase
and this liquid does not appear. In figure 2c the pressure is lower than the
three-phase critical end point pressure but higher than the critical pressure of
pure hydrocarbon. There is one three phase equilibrium tie-line(Lw-V-Lh) but
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the pure hydrocarbon can not show a boiling point and the hydrocarbon-rich
vapour-liquid area can not attach the right ordinate. The intersections of the
constant pressure line P2 with the three-phase line, the lower critical line and the
water vapour pressure line of the P(T) diagram, are represented in the T(x)
diagram by the three-phase tie-line, the critical point C and the boiling
temperature of water TbW, respectively. In figure 2d the pressure has been
further reduced below the critical pressure of the pure hydrocarbon and the phase
diagram is fully developed. There are three single phase regions(Lw, V, Lh) and
three two phase regions(Lw-Lh, Lw-V, V-Lh). Since the constant pressure line
P3 does not intersect critical lines in the P('T) diagram, critical points do not
appear in the T(x) diagram. The boiling temperature points of pure water TbW
and hydrocarbon Tbh appearing in the T(x) diagram, are located at the
intersections of the constant pressure P3 line with the vapour pressure lines of
water and hydrocarbon of the P(T) diagram.
The behaviour of all hydrocarbon and related gases included in this study is
similar. It is noted that for a fixed temperature in any two-phase region the
compositions of the equilibrium phases are fixed and do not depend on the
overall composition of the binary mixture.
Methanol/Hydrocarbon Binaries
The phase behaviour of methanol binaries can not be generalized as that of water
binaries even in the restricted area of our interest. Hence, a number of specific
examples will be presented. Figure 3a corresponds to the pressure-temperature
diagram of methane/methanol. The three-phase equilibrium line is below the
vapour pressure line of methane. The region where Lh-Lm equilibrium exists,
lies at very low temperatures and it is confined between the three-phase, the
vapour pressure and the critical line. At ordinary temperatures only Lm-V
equilibrium is possible, as shown in figure 3b.
Figure 4a corresponds to the P(T) diagram of the ethane/methanol binary
system. The critical point of pure ethane is located at 305K/4.88Mpa and it is
much higher in temperature than that of methane. Otherwise the significant
features of this system are similar to those of methane/methanol. Qualitative
P(x) phase diagrams for ethane/methanol are presented in figures 4b, c and d.
Intersections of constant temperature lines with critical lines of the P(T) diagram
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locate corresponding critical points denoted in the P(x) diagrams by the symbol
C.
Figure 5a corresponds to the P(T) diagram of heptane/methanol. Here, the
critical temperature of heptane is higher than that of methanol but it has a
significantly lower critical pressure. The three-phase equilibrium line is above
the vapour pressure line of methanol and the critical end point is below the
critical point of methanol. The hydrocarbon-rich liquid branch of the critical
curve connects the critical point of methanol and heptane. The branch of the
critical curve which represents the methanol-rich liquid starts at the critical end
point and extends almost vertically to higher pressures. Figure 5b, c, d and e
show corresponding T(x) diagrams for the heptane/methanol binary system.
Multicomponent systems
The phase behaviour of multicomponent systems may be represented effectively
by P(T) diagrams at fixed mixture composition. The hydrocarbon-rich liquid
phase ends at the critical point, where the dew point and bubble point curves are
merging. If water is among the components, an additional three phase dew point
curve appears which ends at the critical point of the water-rich liquid phase.
Figure 6 represents the phase diagram of a typical multicomponent
water/hydrocarbon mixture.
Summary
Phase equilibria diagrams of binary systems above hydrating conditions, can be
classified on the basis of the shape of their critical curves. As it appears from
the presentation above, a model capable of describing the PVT behaviour of
mixtures of water-methanol-hydrocarbons, should represent effectively the
properties of three distinct phases: a vapour or gas phase, a hydrocarbon-rich
liquid and a water-rich liquid. Then, around the model there should be
developed efficient algorithms to perform three-phase YLL as well as VL and
LL calculations.
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Figure 1.6. Phase diagram of a multicomponent system
containing water.
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1.3. Equations of state
Introduction
Equations of state (EoS), in contrast to fundamental equations, are mathematical
relations between the pressure, temperature, volume and composition of a
system. When such relations are combined with experimental knowledge of heat
capacities they constitute fundamental equations and thermodynamic properties
such as enthalpy, entropy, latent heat etc may be predicted. Classical
thermodynamics provide certain rules and restrictions to the choice of an
equation of state, but it can not supply the equation itself. This may be obtained
by either of two approaches: An empirical approach, or from microscopic
theories of intermolecular forces, such as statistical mechanics.
Formally equations of state may be distinguished in two categories: closed type
analytical expressions of the type f(P,v,T,x)=O and open ended series or virial
equations where the compressibility factor is given as a power series of density
at constant temperature. The latter, despite their fundamentally sound derivation
from statistical mechanics are limited in application to the gas phase only and
they are awkward in mathematical treatment. Most successful closed type
equations of state are explicit in pressure, third degree polynomials of volume.
The third degree is the least required to satisfy meaningfully the conditions of
criticality and at the same time allow representation of liquid and vapour phases.
An obvious advantage of cubic equations of state is that they are analytically
solvable for volume when the pressure and temperature are known. The most
celebrated of the these is the one developed by van der Waals more than one
century ago. Despite their empirical nature, they have been applied equally well
to gas and liquid phases at low or high pressures even in the near critical region.
Noncubic EoS with many parameters such as the Benedict-Webb-Rubin equation
may be more successful in representing pure component data but they have been
shown to be inferior when applied to real mixtures. In the following paragraphs a
cubic equation of state is chosen to model all fluid phases. For mixtures, special
empirical combining rules are developed and finally the model is validated by
comparison with diverse experimental data and the advantages of the proposed
approach are discussed.
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Cubic Equations of State
Cubic EoS may be classified according to the number of constants appearing in
the polynomial. The van der Waals(vdW) EoS contains two constants only: 'a' in
the attractive term and 'b' for the repulsive term. These two constants may be
calculated from the critical properties of the pure substance by application of the
criticality conditions. The modified by Soave(1972) EoS of Redlich and
Kwong(SRK) and the Peng-RobinsonPR) EoS, the latter probably being the
most popular one in the petroleum industry, also contain two constants, which
are correlated to the critical properties of the pure components and the accentric
factor. The latter in turn relates to the vapour pressure of the pure substance.
The significantly improved predictions of SRK over vdW is mainly attributed to
the introduced allowance for temperature dependence of the attractive term.
The popularity of PR EoS over SRK lies in the fact that the former is superior in
predicting liquid densities. This has been achieved by an appropriate
modification of the attractive term so that the produced constant value of the
critical compressibility factor is merely reduced to a more realistic value. For
all substances vdW equation calculates equal to 0.375, SRK 0.333 and PR
0.307, while for most fluids experimental critical compressibility factor Zc is
close to 0.28.
Introduction of a third parameter in the equation of state relaxes the assumption
of a fixed value for the critical compressibility factor and improves the
prediction of volumetric properties. Peneloux et al(1982) introduced a third
constant 'c' which translates the volume along its axis and it was so chosen that
the EoS reproduces exactly the pure component saturated liquid volume at a
reduced temperature equal to 0.7. This translation leaves the vapour-liquid
equilibria calculations unaffected. For mixtures c is simply the mole fraction
weighted sum of individual constants. Patel and Teja(1982) introduced a third
parameter in the EoS in a such a way that the critical compressibility factor
may be chosen freely so that the EoS matches both the vapour pressure and the
saturated liquid density data. For nonpolar fluids the third parameter may be
evaluated from the critical properties and the accentric factor of the component
through generalized correlations. It is shown that the optimum value of
	
is
always larger than the experimental critical compressibility factor of the
substance. The Patel and Teja EoS is a significant improvement on those of
SRK and PR to which it reduces, if the constant is made equal to 0.333 or
(1.1)
(1.2)
(1.3)
(1.4)
(1.5)
(1.6)
(1.7)
(1.8)
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0.307 respectively. On the other hand, the third parameter has to be calculated
by solution of a cubic equation and this is an added complexity not present in
other EoS.
Valderrama(1990) presented a three parameter equation similar in fonn to PT
EoS. Unlike PT however he uses the experimental critical compressibility factor
Z as a generalizing parameter for the constants a, b and c and the product
[accentric factor]x[critical compressibility factor] for the factor F in the Soave
expression for a(Tr). In doing so he argues(Valdenama and Cisternas,1987) that
the use of four substance dependent generalizing parameters(T, P, Z and w) is
needed for improved predictions of volumetric properties and vapour pressures
of polar and nonpolar fluids. The Valderrama(1990) EoS has been extensively
tested recently(Danesh et al, 1991) in complex reservoir fluids and it was found
to be superior to other EoS in the prediction of volumetric properties without the
use of adjustable parameters.
In this study we adopt the Valderrama(1990) EoS for the reasons outlined above.
The definition of the equation is:
RT	 a(T)
- v-b - v(v+b)+c(v-b)
where
a = aca(Tr)
R2TC2
a = a
AC
a(Tr) = [1 + F(1 ji) ]2
RT
- bp
C
RT(-,	 C
C - LC p
AC
a 0.66121 0.76105Z
b 0.02207 -0.20868.Z
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= 0.57765 - 1.87O80•Z
	 (1.9)
F= 0.46283 + 3.5823(wZ)+ 8.19417(wZ) 2 	(1.10)
To further improve the accuracy of predictions of both the vapour pressure and
the saturated volumes, for the polar components water and methanol the
correlation for a(T) of Valderrama is relaxed and a specific correlation is
developed.
a(Tr) = 11 + F[1 - (Tr)1 }2	 (1.11)
where for methanol F=O.76757, 'P=O.67933 and for water F=0.72318,
'1'=O.52084. A temperature dependence of these parameters has not been
considered necessary.
Mixing Rules
When an EoS is applied to mixtures, the parameters a, b, and c need to be
calculated from the corresponding pure component parameters and the
composition of the mixture. The rules governing the combination of pure
component parameters and composition to derive mixture properties are termed
mixing rules. Thermodynamics is again unable to supply such mixing rules and
as a result mixing rules are developed empirically as suitable expressions for
representing successfully a limited family of experimental data. A purely
theoretical answer, however, stands for the virial coefficients: statistical
mechanics show that the second, third etc virial coefficients are polynomials of
second, third etc order in mole fraction correspondingly. For example, the
second virial coefficient B(T,x) is given by:
B(T,x) =
	
x1xB(T)	 (1.11)
where B13 = B33 . Cross virial coefficients B 3 may be calculated theoretically from
statistical mechanics or they may be determined experimentally.
The second virial coefficient can be related to the vdW constants a and b. As v
goes to infinity comparison of the virial and the vdW EoS shows that:
B=b-a/RT	 (1.12)
For mixtures, direct comparison of (12) with (11) shows that:
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a =
	
xxa(T)	 (1.13)
b =
	
x1xb
	 (1.14)
The cross parameters and b 1 are approximated by the following empirical
relations, which are commonly referred to as the geometric mean and the hard
sphere approximation:
(1.15)a 3
 =
bi+bjb3= 2
Substitution of (16) into (14) leads to a much simpler expression:
b =
	
xb1
(1.16)
(1.1 4a)
Equations (13) and (14a) constitute the classical mixing rules, originally
proposed by van der Waals himself. A similar expression is chosen for the third
parameter c:
c =
	
x1c1
	(1.17)
A vast improvement in the predictions of the equation of state - particularly in
cases of dissimilar components in complex reservoir fluids - can be achieved by
empirically modifying (15):
(1.15a)
where k1
 is the so called binary interaction parameter. By adjusting the value of
any binary data of similarly behaving substances may be fitted. The real
value of k13 lies in the fact that ternary and higher order interactions are often
comparatively small and it is beyond the accuracy of an EoS to account for them.
Thus multicomponent systems can be represented from pure component and
binary data only. Due to the lack of any theoretical significance, however, the
numerical values of k13 can not be generalized without significant loss of
accuracy. Hydrocarbon-hydrocarbon binary interaction parameters are assumed
to be equal to zero in this study. The nonzero numerical values for 	 that we
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have obtained by an optimization process of binary data, are listed in Table 1.
These are independent of temperature.
Summary
The most successful equations of state were briefly reviewed and a promising
one was presented and has been chosen for further development. The
presentation was restricted to nonpolar fluids. For polar-nonpolar interactions
the mixing rules are strongly modified, as discussed in the next paragraph.
Table 1.1. Binary interaction parameters for the
Valderrama(1990) EoS
Gas	 CO2	 N2	 H2S
Methane	 0.092	 0.035	 0.080
Ethane	 0.134	 0.038	 0.095
Propane	 0.128	 0.070	 0.088
i-Butane	 0.126	 0.134	 0.050
n-Butane	 0.138	 0.114	 0.050
n-Pentane	 0.141	 0.088	 0.047
n-Hexane	 0.118	 0.150	 0.047
n-Heptane	 0.110	 0.142	 0.047
CO2	 -	 -0.036	 0.088
Nitrogen	 -	 -	 0.176
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1.4. Mixing Rules for Asymmetric Systems
Introduction
Chemical potentials of individual components in asymmetric systems depend
strongly on the identity of particular substances. This means that an interchange
of indices in the mole fractions of an asymmetric system results in irrelevant
changes in corresponding chemical potentials. Asymmetry in mixtures of
molecules arises when unlike molecular interactions are substantially different
from interactions between molecules of the same kind and it is the result of
significant differences in size or shape or polarity of molecules. The last factor
is by far the most important. It is clear that mixtures of polar substances are not
necessarily asymmetric, if they are not substantially different in any of the above
qualities. Also, the asymmetric character of a mixture becomes more
pronounced as differences in these qualities increase. For example, the mixture
methanol-methane is much more asymmetric in character than the system carbon
dioxide-propanol while methanol-water is not considered asymmetric.
Cubic equations of state with mixing rules quadratic in mole fraction, as
presented above, provide an efficient description of the behaviour of reservoir
hydrocarbon fluids and have been successfully applied at all conditions of
engineering interest including the critical and the retrograde region. However
the same scheme is not applicable to asymmetric polar-nonpolar liquid mixtures.
Traditionally, such liquids have been modelled by application of the so called
activity coefficient models. In these models the excess chemical potential of any
component(that is the difference between the chemical potential in the actual
solution and that it would have in an ideal solution having the same composition)
is given by a semiempirical function of temperature and composition. Popular
activity models such as the Wilson equation, the UNIQUAC equation, the NRTL
equation and others have demonstrated extreme flexibility in fitting binary data
of highly asymmetric liquid mixtures. The fitting quality, however, is a
necessary - but not an efficient - criterion for the validation of the theoretical
background and more likely than not activity models are simply mathematical
equations flexible enough to fit certain data. As such, activity models do have
major shortcomings: they are not applicable for a vapour phase and thus another
model is usually required for equilibria calculations, they are not reliable at
higher pressures, they have difficulties in incorporating supercritical components
and finally they may not be reliable for multicomponent systems.
Modelling of Asymmetric Mixtures with a Cubic Equation of State
	 13
In the past decade, the approach of most researchers to modelling of asymmetric
mixtures, as it is evidenced by the number of publications on the subject, has
been the appropriate modification of the mixing rules of cubic EoS in an
apparent effort to increase mathematical flexibility. Most proposals originate
from either of two sources: activity coefficient models and density dependence
of the attractive term. Clearly, such modifications are empirical - or, at best,
semiempirical - in nature. A third approach to the problem comes from the
association models, where polymerization reactions of components are taken into
account. Though there are few recent publications(Wenzel and Krop,1990; Elliot
et al,1990; Peschel and Wenzel,1984) indicating success in fitting binary
data(that is, with one polar fluid), association models are not discussed any
further here, simply because they are impractical for real systems. In the
following the most important recent developments on the choice of mixing rules
for asymmetric systems, are briefly reviewed, followed by a presentation of our
proposal.
Coupled EoSlActivity models
The first attempt was reported by Huron and Vidal(1979). For the relationship
between mixing rules in the RK EoS and excess free energy models they derived
a/b= xa/b - GJX	 (1.18)
by taking the infinite pressure limit of the excess Gibbs free energy in the RK
EoS where v=b. The expression for the excess free energy at infinite dilution
G was taken from the NRTL equation. The factor X is characteristic of the EoS
used. For the RK EoS it is equal to ln2. Other EoS would lead to different
factors. The values of the parameters of the excess Gibbs energy at infinite
dilution in the above model have to be determined by fitting the EoS to
experimental data. This is because already tabulated values of parameters were
obtained at low pressures, while this model requires parameters at an infinite
pressure. The model includes three temperature dependent parameters per binary
but despite excellent results at high densities it was shown (Whiting and
Prausnitz,1982) to be inconsistent and invalid at low densities.
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Attempts to correct the deficiencies of the Huron-Vidal model were reported by
Mollerup(1981) and Whiting and Prausnitz(1982). Both utilise the concept of
density-dependent local composition mixing rules(DDLC) where the constants
of the EoS depend not only on composition and temperature but on density as
well - except for pure components. The fmal equations are extremely
complicated and are not reproduced here. Since the correlation of
Mollerup(1981) was shown to fail even with relatively simple systems such as
methane-decane, different and significantly improved density-dependent mixing
rules were presented by the same author(Mollerup,1983) under the name
random-nonrandom-mixture equation. In the new equation a nonquadratic
correction term is added to the classical mixing rules for the attractive term to
account for asymmetric interactions. The mixing rule utilises two symmetric
temperature dependent binary interaction parameters. The scheme originally was
based on the SRK EoS and the NRTL model. All necessary equations are listed
in the original publication. A three parameter version of the same model has
been utilised by Mollerup(1985) to correlate ternary water-methanol-
hydrocarbon gas solubilities. Again all parameters were symmetric and
temperature dependent. Similarly, Mathias and Copeman(1983), utilize the
UNIQUAC equation to arrive at their DDLC PR EoS. In this model three
parameters were employed, where the two appearing in the LC part were
temperature dependent. Good results were reported for the Liquid-Liquid
equilibria of a few methanol-hydrocarbon and water-hydrocarbon binary
systems. A truncated version with three temperature independent parameters
was also presented. However according to Mollerup(1985) his model consumes
only 20% of the computational time required by the Mathias and
Copeman(1983) model and either of them consumes a lot more than the EoS
with conventional mixing rules. This is attributed to excessive
calculations(summations of mole fraction products) required to solve a non-cubic
EoS for the molar volume of the mixture.
A new effort on coupling cubic EoS-activity models has been attempted by
Michelsen(1990a, b) on the basis of an earlier idea of Mollerup(1986), that is
instead of matching EoS and activity models at infinite pressure(Huron and
Vidal, 1979), the matching is effected using a zero reference pressure. The
obvious benefit of the new procedure lies in the fact that the parameters of the
excess Gibbs energy model need not be recalculated but instead the already
regressed and tabulated ones are directly incorporated into the mixing rules. The
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resultant mixing rules are quite similar to those originally proposed by Huron
and Vidal and are not density-dependent. The full details of equations and
procedures are given by Dahi and Michelsen(1990), who also report results for
the coupling of RK EoS with UNIFAC and these results might have been
considered satisfactory if the binary systems chosen for application were really
asymmetric and not just polar mixtures.
Density dependent mixing rules
A breakthrough in the modelling of asymmetric systems with a cubic EoS came
from Luedecke and Prausnitz(1985), who abandoned the effort to couple EoS-
activity models and instead they introduced density-dependent mixing rules in an
empirical, phenomenological manner. Their model is simple and yet has as
many as three binary interaction parameters any of which can be made
temperature dependent for additional flexibility. At low density the mixing rule
for 'a' reduces to the classical quadratic one, thus satisfying the second virial
coefficient restriction. The original equation is:
1/2(1 -
	 (1.19)
where p is the density, k1 is the conventional binary interaction parameter and
is the new added binary parameters. The authors assumed that is not equal to
c 1 . Their results for water-hydrocarbon binaries away from the critical region
are considered very good. Serious discrepancies were recognized, however, in
the LL equilibria predictions of ternary asymmetric systems and the authors
relate this problem to the inability of their model to predict correctly the critical
points of binary systems.
Dimitrelis and Prausnitz(1990) presented a new mixing rule, which can be seen
as a modification of that of Luedecke and Prausnitz(1985). First, the classical
mixing rules and the non-conventional mixing rules were connected by an
interpolation function ranging from O(at low densities) to 1(at high densities).
Second, one of the three binary interaction parameters was made temperature
dependent. Their results, despite the added sophistication, do not seem to be
significantly better than those of Luedecke and Prausnitz(1985) and more
importantly the same shortcomings as before have been observed.
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It should be noted that when density dependent mixing rules are incorporated
into a cubic EoS, the EoS is not strictly cubic and can no longer be solved by
analytical methods. Instead a numerical procedure has to be adopted, thus
rendering the model computationally more expensive. The subject is discussed
in some detail by Topliss et al(1988).
Simple asymmetric mixing rules
A new purely empirical approach to the problem of modelling asymmetric
mixtures was presented by Panagiotopoulos and Reid(1986a). These authors
relax the assumption	 and this way they introduce a second parameter per
binary. Their proposal is:
= (aaj) h/2[l -	 +( k13 - k3 )x1 1	 (1.20)
Equation (20) has the following characteristics: if k 3=k, the classical mixing
rules are recovered. If x1 approaches unity the effective interaction parameter
reduces to k31 . If x1 approaches zero theeffective interaction parameter reduces to
k13 . Application of this mixing rule for the calculation of the mixture parameter
a results in cubic dependence on the mole fraction. Equivalent empirical
mixing rules have been proposed independently by Kabadi and Danner(1985)
and Stryjek and Vera(1986). Neither of these mixing rules reduces to the
theoretically correct quadratic dependence on mole fractions at low density,
since they all are density independent. Panagiotopoulos and Reid(1986b) have
also compared their mixing rule eqn (20) with density-dependent mixing rules
similar to those of Luedecke and Prausnitz(1985) for the ternary system water-
butanol-carbon dioxide. As they report, these mixing rules are approximately
equivalent in correlating phase equilibria at high and low pressures. The
important difference, of course, is the computational superiority of the non-
density dependent mixing rule, eqn(20). It is noted, however, that the chosen
system does not have a pronounced asymmetric character.
Proposed mixing rules for mixtures of hydrocarbons with water and methanol
In the choice of an appropriate model for multicomponent-multiphase equilibria
of highly asymmetric real systems at high pressures, one has first to exclude
activity models for their many limitations as mentioned above. On the other
hand, EoS/activity coefficient coupled models have been recognised to be
computationally expensive. In addition they do not seem to be of any real
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advantage(from the published fitting of binary data) over the much simpler
semiempirical alternative of Luedecke and Prausmtz(1985) and those similar to
it. Still further, the latter have not been recognized to be generally superior in
representing complex mixtures over the purely empirical nondensity-dependent
form presented by Panagiotopoulos and Reid(1986a) and the similar. In
summary, for all these methods, which modify only the attractive term a of the
classical mixing rules, it appears that increased complexity of the model does
not result in improved predictions.
For our purposes, we develop two mixing rules, one density dependent and one
nondensity-dependent, on the basis of our conclusion from the above review.
The new mixing rules are incorporated in the Valderrama EoS and the EoS is
extensively tested by application in difficult, highly asymmetric systems.
DEVELOPMENT OF NONDENSITY-DEPENDENT MIXING RULES
The attractive term a of the equation of state is separated into two parts:
a=aC + aA
	 (1.21)
where ac is given by the classic quadratic mixing rules
ac	 x1x3(aa3) 1/2(1-k13)	 (1.22)
The term aA accounts for asymmetric interactions and should vanish when the
system approaches ideal behaviour, i.e. at high temperatures. It should also
vanish when symmetric interactions become dominant, i.e. when the
concentration of the polar component tends to zero or when the concentration of
non-polars in a polar-rich phase tend to zero. For thermodynamic consistency
the term aA should be independent of pressure. The simplest possible mixing
rule which satisfies our requirements is
aA 
=E xp2 ,1	 (1.23)
where p is the index of polar components, a=(aa) l/2
 and l is a binary
interaction parameter. In accordance with our requirements, this binary
parameter should be expected to be a decreasing function of temperature:
ipi = lpi° - ipi' (T-T0)	 (1.24)
aP
A=2 (1.25a)
bP
B RT (1 .25b)
cP
C_RT (1 .25c)
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where l° and l' are positive dimensionless constants and T 0 is the ice point in
K. Should our arguments be correct, it is further expected that these constants
will increase with asymmetry in binary systems and will be close to zero for
nearly symmetric systems. These parameters have been obtained by forcing
agreement of the model to binary data reported in the open literature. A listing
of the obtained binary interaction parameters is given in Table 2.
Equation (1) can be rewritten in cubic form as:
Z + (C1)Z2 + [A-C-B(B+2Ci-1)]Z + B(BC+C-A) =0	 (1.25)
where Z is the compressibility factor of the mixture. Other symbols are defmed
below:
Fugacity coefficients may be calculated from the following expression, the
derivation of which is detailed, as an example, in Appendix A.
QD
B	 Q-D	 A(B1+q)
1n = -ln(Z-B) +	 -	 3y3A13(1-k)-l- 2(Q2-D2)
AQp 2QD
+ 8D1Q-D - Q2-D2 j [C1(3B+C) + B1(3Ci-B)]
Q+D
In Q-D [YLYJAJ1IJ +	 -	 jjyj2yjAjj1jj] (1.26)
It is noted that the last term is nonzero only if component i is a polar. The rest of
the capital symbols have the following meaning:
- (RT)2
	 (1 .26a)
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Table 1.2. Interaction parameters of methanol and water binaries
for nondensity-dependent mixing rules
Methanol(2)	 Water(2)
Component(1)	 k	 121°	 121 1 x104	k	 121°	 1211x104
Methane	 0.2538	 0.7319	 6.88	 0.5028	 1.8180 49.00
Ethane	 0.0137	 0.0519 21.70	 0.4974	 1.4870 45.40
Propane	 0.0278	 0.0779	 0.00	 0.5465	 1.6070 39.30
i-Butane	 0.1233	 0.3209 17.60	 0.5863	 1.7863 37.40
n-Butane	 0.1465	 0.2917
	
0.00	 0.5800	 1.6885 33.57
n-Pentane	 0.2528	 0.7908 58.28	 0.5525	 1.6188 23.72
n-Hexane	 0.2245	 0.5607 17.54	 0.4577	 1.5730 31.41
n-Heptane	 0.1461	 0.4592 27.17	 0.4165	 1.5201 35.21
n-Octane	 0.1403	 0.5331 36.91
	
0.3901	 1.5200 35.31
Xenon	 -	 -	
-	 0.2374	 0.8870 47.50
Carbon dioxide	 0.0510	 0.0700 11.56	 0.1965	 0.7232 23.74
Nitrogen	 0.2484	 1.0440 7.22	 0.4792 2.6575 64.46
Hydrogen sulfide 0.0694 	 0.1133	 0.00	 0.1382	 0.3809 13.24
Methanol	 0.0000	 0.0000 0.00	 -0.0789	 0.0835	 0.00
Water	 -0.0789 -0.0149	 0.00	 0.0000	 0.0000	 0.00
Q=Z+	 (1 .26b)
D =\/BC+ (B+C)2
	
(1 .26c)
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Expressions for B 1 and C1 are similar to eqn (25c).
DEVELOPMENT OF DENSITY-DEPENDENT MIXING RULES
A density-dependent term aA of mixiig rules for asymmetric systems should
satisfy the boundary conditions put forward above and in addition it should tend
to zero as the molar volume of the mixture tends to infinity. Accordingly, the
simplest possible formulation may be directly derived from eqn(23):
aA 
= RTvp xp2api xa1 1
	 (1.27)
where v is the molar volume of the mixture. Other symbols have the same
meaning as before. The introduction of a in the product was necessary to
dimensionally rationalize the expression. Binary interaction parameters for the
density dependent mixing rules are listed in Table 3. The following expression
is obtained for fugacity coefficients:
B	 Q+D	 AC(B1+C)in = -In(Z-B) +	
+ D	 2(Q2-D2)
Ad Q-D 2QD
- i5[1Q+D + Q2-D2 j [C1(3B+C) + B1(3C-i-B)J
AA(B 1 IC1) Q-D 2QD
+ 4D3 lnQ+D + Q2-D2
Q2 D2 B+C Q-D
Z2 + 2D1Q+D
+	 2BC	
+ pyp2ApiAp1pj]
Q2..D2
AA(BC1^CB1) in V
-	 2BC	 BC +
_______	
1 1]2D2 + (B+C)Q	
2BCD +2(Q2-D2)D2 + (B+C)lnD(
(1.28)
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Table 1.3. Binary interaction parameters of methanol and water
for density-dependent mixing rules
Methanol(2)	 Water(2)
Component(1)	 k	 121°	 121 'x104	k	 121	 1211x104
0.2460	 0.0806 -6.50	 0.5028	 0.1756 -3.420Methane
Ethane
Propane
i-Butane
n-Butane
n-Pentane
	
0.0127	 0.0064 2.914
0.0166' 0.0068 -1.202
	
0.1189	 0.0386	 0.000
	
0.1028	 0.0259 -1.661
0.1982	 0.1294 12.34
	
0.4786	 0.1373 -2.900
0.5465 0.1522 -4.440
	
0.5863	 0.1690 -5.750
	
0.5641	 0.1580 -5.100
	
0.5384	 0.1429 -7.160
n-Hexane	 0.1745 O.067	 1.000	 0.4595 0.1498 -5.010
n-Heptane	 0.1069 0.0713 3.769	 0.4452 0.1492 4.850
0
n-Octane	 0.1144 0.2024 18.59	 0.4437	 0.1543 -5.200
Xenon
	 0.7868 0.1880 -5.640
Carbon dioxide	 0.055 1	 0.0092 1.070
	
0.1948 0.0722 -0.750
Nitrogen	 0.2374	 0.1217 -6.833
	
0.4792 0.253 1 -6.780
Hydrogen sulfide 0.0699 0.0130 -0.4727 0.1354 0.0386 0.000
Methanol	 0.0000 0.0000 0.0000 -0.0647 0.0069 0.000
Water	 -0.0647 0.0037 0.0000 0.0000 0.0000 0.000
1 For propane is also temperature dependent: k=O.O166+O.001O13(T-T&.
For density-dependent mixing rules, the binary interaction parameter l does not
depend on temperature in a consistent way, because of interference from the
multiplication factor 1/RTv, which is also a function of temperature.
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REGRESSION OF BINARY PARAMETERS
All binary interaction parameters have been obtained simultaneously, by forcing
appropriate models to fit experimental binary data. Original sources of
experimental data for binary mixtures of water and methanol with other
components are given in Tables 4 and 5 respectively. References are listed at the
end of the Chapter. In the regression, experimental data in the near critical region
were excluded because the mixing rules and/or the equation of state are not
considered adequate in this region-which anyway is not to our immediate
interest-and large deviations are observed. Data at very low temperatures(below
about 240 K) were also excluded, because it is understood that the linear
dependence of the binary parameter '1' on temperature is only an approximation;
if coverage of the full temperature range were desired, a more complicated
function would be more appropriate. Finally, experimental data showing
significant deviation from mainstream trends were also not considered. Such
deviations were very common reflecting severe experimental difficulties in
determining the very small quantity which represents the solubility of a polar
substance in a nonpolar-rich phase or the opposite. Another difficulty, particular
to methanol-hydrocarbon systems, arises from the fact that very small quantities
of water in methanol may change drastically the solubility of hydrocarbons in
methanol. Unless extreme care was taken by the experimentalist to dry methanol
and avoid subsequent condensation of water, the solubility data would be wrong
and misleading. For the above reasons the number of data points utilised is
limited and is given for every binary system in Table 6.
In fitting the data all experimental values reported by the experimentalist were
considered and the square root of the sum of the squares of relative deviations of
predictions were minimised by application of the simplex method of Nelder and
Mead(1965). Predictions for three-phase data were generated from three-phase
bubble point calculations. For two-phase data flash calculations were the
preferred method for predicting of equilibrium phase compositions, because it is
faster and more stable than the corresponding bubble point calculation, which is
important at least initially when the values of the parameters are completely
unknown. Respective phase equilibrium algorithms are detailed in the next
paragraph. Specific weights were not attributed to data points.
An indication of the performance of either mixing rule may be directly estimated
from the quality of fitting the binary data used in the regression of the
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parameters. For both models the same data and the same numerical algorithms
have been used. The results are summarized in Table 6. It is noted that density-
dependent mixing rules consistently perform slightly better with water binaries
but the results for methanol are mixed. As a visualization example, figure 7
compares predictions with the experimental data of Kobayashi and Katz(1953)
for the three phase YLL equilibria of the system propane-water. It is noted that
predictions from both mixing rules are identical for the hydrocarbon-rich vapour
and liquid phases, while density-dependent mixing rules are slightly better in the
water rich phase.
Table 1.4. Sources of vapour-liquid equilibrium data of water-hydrocarbon
mixtures
Component
Methane
Ethane
Propane
i-Butane
n-Butane
n-Pentane
n-Hexane
n-Heptane
n-Octane
CO2
N2
H2S
Reference
1,6,7,15,16,25,40,47,53
1,2,8,10,15,16,23,30,42
15,16
7,12,15,16,17,26,27
15,16,18,19,24,49
4,11,13, 15,16,19,24,28,39,5 1
15,16,19,24,31,48,56
15, 16,19,24
20,33,37,38,44,45,46,47,49,50
3,14,21,29,43
32,49
1,5,9,14,15,16,17,21,22,29,34,35,36,40,49,53,54
0 0
N
0
0
0
0
0	 a)
a)
C')
a)
a)
0
a)
9:,
C-)
	
C)
a)	
a)
0
ci)
a)
0
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Table 1.5. Sources of vapour-liquid equilibrium data of methanol-
hydrocarbon mixtures
Component
Methane
lEthane
Propane
i-Butane
n-Butane
n-Pentane
n-Hexane
n-Heptane
n-Octane
CO2
N2
H2S
Reference
4,5,13,16,19,40,42,47
16,27,32,45,46,47
14,23,29,47
23
10,23,28,30
6,22,41
2,7,11,12,17,20,22,34
1,8,22,33
8,22,33
3,4,5,9,16,18,26,31,35,36,37,39,43,44,47
4,5,15,16,21,24,25,26,40,44,46
38,43
PHYSICAL SIGNIFICANCE OF PARAMETER 1
The second binary interaction parameter l ,which was introduced empirically on
the basis of the required behaviour of the model, does have some physical
significance: If i is a polar substance, then lii reflects the effect on the attraction
energy when an infinitesimal quantity of substance j is added to pure i to form an
infinitely dilute solution. Since addition of a nonpolar in a polar substance
always results in an increase of the potential energy of the solution the parameter
is always positive. However, when a polar is added to another polar, the
potential energy may be reduced due to chemical association of dissimilar
molecules. In this case l should be negative. Nondensity-dependent mixing
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rules predict such a decrease in potential energy when water is added to
methanol while for the inverse an increase is predicted.
Table 1.6. Comparison of quality of fltting(AAD%) of binary data by
density and nondensity-dependent mixing rules with the Valderrama EoS.
Component	 Methanol	 Water
DD	 NDD #Points DD	 NDD #Points
Methane	 11.19	 11.46	 80	 2.54	 3.80	 98
Ethane	 12.73	 11.35	 66	 4.26	 5.41	 59
Propane	 6.76	 6.75	 40	 2.35	 3.34	 32
i-Butane	 2.36	 0.76	 5	 1.52	 2.25	 9
n-Butane	 11.77	 9.40	 16	 6.38	 10.31	 58
n-Pentane	 15.22	 12.32	 16	 14.26	 15.62	 23
n-Hexane	 15.40	 9.48	 93	 15.71	 17.19	 26
n-Heptane	 6.84	 4.73	 26	 10.00	 11.64	 6
n-Octane	 6.56	 4.14	 17	 17.00	 27.11	 5
Carbon dioxide	 5.76	 5.51	 184	 4.54	 4.88	 73
Nitrogen	 5.00	 5.42	 96	 1.07	 1.22	 28
Hydrogen sulfide
	 4.73	 4.30	 24	 5.77	 4.39	 50
Assuming l>O for a binary system, first and second order differentiation of eqn
(22) with respect to the mole fraction of the polar component, reveals that the
term aA shows a maximum at x=2/3 and a minimum(zero) at x=0. As a
consequence, for the addition of an infinitesimal quantity of a polar in a
hydrocarbon-rich gas or liquid phase, the term a contributes positively to the
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potential energy. Such a prediction corresponds to a reasonable physical
situation. Mixing rules with more parameters show, in general, a minimum for
the term aA at x>O, thus predicting an initial negative contribution of the term aA
to the potential energy of the mixture with addition of the polar, which at higher
concentrations(above the minimum) turns to a drastic increase.
Summary
The various approaches for modelling phase equilibria of asymmetric systems
were reviewed and the governing ideas have been clearly stated. Next, these
ideas were applied to derive simple models, which preserve any power of the
more complex models reported in the literature and yet allow for efficient and
fast computations.
1.5. Vapour-Liquid Equilibria Calculations
In the following it is assumed that the number and the identity of the equilibrium
phases is known. For VLE calculations this is usually the case. The methods
detailed in this paragraph will be extended to include the problem of the identity
of the present phases in Chapter V.
Thermodynamic description of the phase equilibrium problem
The phase equilibrium problem is divided in two cases: the flash problem and
the phase boundary problem. For a specified reservoir fluid at a fixed
temperature the typical flash problem requires knowledge of the composition of
all co-existing phases given the equilibrium pressure. For the same fluid , the
typical phase boundary problem requires knowledge of the pressure where a
phase just appears or disappears. In either case, the thermodynamic equivalent
requires uniformity of the chemical potential of each component throughout the
system. Analytical expressions for the dependence of the chemical potential on
temperature, pressure and composition are available from the equation of state
and we may write:
(1.29)
where j is the chemical potential of component i in phase j, c the number of
components and it the number of phases. In the most general case (i.e. when all
components are present in all phases) these c(it-1) such equations constitute the
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thermodynamic diffusional stability requirement. In addition, material balance
imposes another set of (c+it) equations:
z1	 (1.30)
for every component i, and
= 1
	 (1.31)
for every phase j, where z1 is the specified(known and given) mole fraction of
component i in the feed, F3 is the fraction in number of moles of phase j and Xjj is
the mole fraction of component i in phase j. Totally there are m(c+1) equations
with an equal number of unknowns, which may be chosen to be either (x13 , F3) at
specified temperature T and pressure P or (x13 , F3 r, P) at specified T with Fr = 0.
The first is the typical isothermal flash problem and the second the general phase
boundary problem. In practice, instead of chemical potentials, fugacities are
used in an equivalent manner and the set of nonlinear equations is solved by
application of numerical methods as described below.
The same algorithms, with only slight modifications, will be used for flash and
phase boundary problems. It is emphasized, however, that there is one
fundamental difference between the two cases of phase equilibria calculations,
and that is there is always a mathematical solution of the flash problem,
sometimes even if the wrong phases were assumed present. It is not so for the
general phase boundary problem, where there may be one solution or multiple
solutions or even no solution at all. The Newton-Raphson and the Successive
substitutions algorithms will be used t°o solve either of these phase equilibrium
problems.
The Newton-Raphson multiphase equilibrium algorithm
It is necessary to assign one of the coexisting phases as the reference phase,
which then is designated the indice 1. Though any present phase can serve as
such, the vapour phase will be chosen whenever it is present. The system of
nonlinear equations to be solved is formally defined by:
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G(P)=O	 (1.32)
where G is the vector of the rc(c+1) equations. These are defined below:
G = z - LFjxij	 (1 .32a)
(1 .32b)= 1 -
f1
G(m1)(c+1)+i = ln, m =2,.. ,m
1üi
C fi
Gm (c+1) = P - E	 , m =2,..,it
'rim
(1.32c)
(1 .32d)
where f and 4 are respectively the fugacity and fugacity coefficient of
component i in phase m. The vector of the unknowns 'I' is defined by:
= W(x, F 1 , x2 , F2 ,..., x,F)T 	 (1.32e)
where x is the vector of the mole fractions composing phase j. This choice of
the vector of functions and the vector of unknowns has an immediate advantage:
it allows these vectors to expand or contract to accommodate more or less phases
simply by assigning to Tt the exact number of present phases. This property of
the matrices will be further exploited in Chapter V.
The Newton-Raphson method is based on a linear approximation of Gt+1 , where
t is the iteration level, from the t-th iterate Wt:
GeIIt+1 ) = G(Wt +t) = G(Wt ) + )Jtt = 0	 (1.33)
where X is a step limiting scalar and Jt is the Jacobian matrix of G at 11t ,
 defined
by:
)Gt (1.34)
Matrix eqn (33) can be solved for the unknown vector A by a number of
methods. In our implementation we use the LU decomposition, which does not
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require calculation of the inverse matrix. The Newton-Raphson algorithm is
quadratically convergent if I' is close to the solution. Otherwise, convergence
is not guaranteed. Convergence is considered achieved when the Euclidian norm
of G , denoted as uGH, becomes less than a tolerance e=lO8.
If at any level of iteration, higher than the second, the algorithm starts diverging,
as evidenced by an increase of the euclidian norm of G
IIG(lPt+l
 )II > IIG(Wt )II	 (1.35)
then G('Ift^1) is recalculated with X halved until the euclidian norm of GClft+l)
improves. The technique is based on the concept that often the Newton-Raphson
calculates better values for the slopes than for the values of the differences.
Anyway, this procedure is not meaningful when X becomes less than 0.01 and it
is stopped.
The derivatives comprising the Jacobian matrix, eqn (34), can be calculated
analytically. The respective formulas are given below.
3G1
	
=	
=	 j+l)hi =	 , l,i = 1,...,c and j=1,...,m	 (1.36)
where i is the Kronecker delta.
i3Wj(c+l) - iF =	 = -xli
iG+i
1xij =
l3Gc+i -
0
'j(c+1)	 iF =
(1.37)
(1.38)
(1.39)
1G(ml)(c+l	 = 1 M11 (1.40)f11 ix11
i(m-1)(c+1)+1	 1 Mim
= - ?
	
xm m=2,...,m	 (1.41)
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1G(m1)(c+1)+1 =	 1)(c+1)+1 
= 0, j m
	
G(m..l)(c+l)+l -	 l)(c+} -
'j(c+l)	 -	 -
tGm(c+l) - 1Gm(c+l) -	 C
-	 - -
	
fixd' m=2,...,ic
13Gm(c^l) 
- 1Gm(c+l)	 f.	 C
+	
if
- 1x1ff1 = - f	 (f)2	 m=2,..
1 m(c+1) - Gm(c+l)
-	
=0, j m
lGm(c+1) - &Gc+i
=0
j(c+1) -
(1.42)
(1.43)
(1.44)
(1.45)
(1.46)
(1.47)
Bubble point pressure calculations can be conducted using the same basic model
by setting F 1 =0 and substituting F1 in the unknowns with pressure P. The vector
of the unknowns becomes:
'1'(x 1 , P, x2 , F2 ,..., x,F)T	 (1.48)
Some elements of the Jacobian matrix need also to be replaced as indicated
below:
iG1
c+1 iW 
= 0
- i)G+1 -
'c+1	 iW 
—0
	
1G(ml)(c+l)+l -	 1)(c+1)+I - 1 i3f11	 1 1fim
	
-	
- fii iP - im 
i3P' m=2,.. . ,rt
(1.49)
(1.50)
(1.51)
Gm(c+l) - Gm(c+l) 	 1Xlcm Mkl 1k1 Mkm k1
-	
=-p	 -	 +	 m=2,...,m	 (1.52)
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The derivatives of fugacities with respect to pressure and composition can be
calculated analytically. Different expressions are obtained for different mixing
rules. For more versatility, in this implementation numerical approximations are
used. This does not affect convergence in any respect, but it may cause an
increase in computational time.
Multiphase equilibrium calculations by the successive substitution algorithm
The condition for equality of fugacities is expressed by the equation:
= ... = xP=	 (1.53)
from which the equilibrium ratios K13 are introduced:
(1.54)
The method of successive substitutions employs equilibrium ratios K 1 and phase
fractions F as independent variables. Equations (30) and (31) give:
and by combining equations (30), (54) and (55), we get:
(1.55)
zi
xil=	 1	 (1.56)
1-i-F(-1)
j=2
zi
x=	
1	
,m=2,...jc
l+LFj(j- 1)
j=2
(1.57)
Finally, equations (56) and (57) are combined to eliminate mole fractions:
It	 I
[ a'
in I <108f11j (1.61)
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1
c	 c	 (j-1)z
( Xim - x11) = 0 =>	
1	
= 0	 (1.58)
i	 i 1-I-F(-1)
j=2
There are it-i such equations, which may be solved for the unknown phase mole
fractions F, if equilibrium ratios are known. A suitable method is the Newton-
Raphson, defined by eqn (33). The elements of the Jacobian matrix, eqn (34),
are calculated from the following equation:
1
Gmi c	 (1-l)z	 1
Fk1 -	 1	
2[K1] ,m,k=2,...,m	 (1.59)
i
I.	 j=2
The successive substitutions algorithm is initiated by assuming values for the
equilibrium ratios	 Next, the phase fractions of all phases are calculated from
equations (58) and (55). The composition of each phase is calculated from
equations (56) and (57). From the calculated compositions and the specified
temperature T and pressure P, the fugacities of each component in each phase
are calculated from the equation of state. The decisive step in the successive
substitutions algorithm is the re-evaluation of the equilibrium ratios from the
following equation:
Ii1tK1 t+l = 
K1t Lfi]
	
(1.60)
where the superscript t denotes the iteration level. It is emphasized that
fugacities are calculated from mole fractions corresponding to equilibrium ratios
of the same iteration level. All fugacity ratios will converge to unity at
equilibrium. The algorithm is considered converged when the following
condition is satisfied:
For bubble point calculations, F 1 is set equal to zero in equation (55). In
addition to the calculations detailed above, a value for the pressure must be
zi
Xj-. 1-FV(K1-1) (1.63)
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assumed to initiate the algorithm. The value of pressure is adjusted after each
iteration according to the following equation:
C
Pt+1 = Pt	 (xK)t	 (1.62)
where m the indice of the vaporizing liquid phase.
Initial Estimates
All phase equilibria algorithms require initial estimates for the values of the
unknown quantities. Good initial guesses help quick and smooth convergence of
the algorithm. In fact, if the initial guesses are not close enough to the true
values, the Newton-Raphson algorithm will not converge to a solution and the
successive substitution method most likely will converge to the trivial solution,
particularly in the near critical region. In our implementation, an initial estimate
for the composition of a hydrocarbon-rich liquid phase is obtained from the
equation:
where x and z1 are respectively the mole fraction of component i in
hydrocarbon-rich liquid phase and in the feed on a dry basis, V is the estimated
vapour phase fraction in moles, taken as 90% of the dry feed and K 1 is the
equilibrium ratio as taken from the Wilson equation(Wilson,1969). The dry-base
composition of the vapour phase is estimated from the equation:
y = K1x
	 (1.64)
where yj is the mole fraction of component i in the vapour phase. The mole
fraction of water in the vapour phase y is taken from Raoult's Law:
Pv
yw= P
	 (1.65)
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where P, is the saturated vapour pressure of water. The concentration of water
in the hydrocarbon-rich liquid phase is assumed to be equal to 0.01 in mole
fraction, since the algorithms are not sensitive to this value.
The concentrations of hydrocarbons and related gases in the water-rich phase are
taken from the correlations appearing in the IIJPAC Solubility Data
Series(1987), assuming that individual solubilities are independent of the
presence of other gases.
Summary
Two different algorithms have been presented for solving multiphase equilibria
problems. Both are sensitive to the initialization values of the unknowns but
behave differently. The Newton-Raphson converges quadratically to the
solution when it approaches it, while the successive substitution method is at
best superlinear. For our particular problem of phase equilibria, the Newton-
Raphson is the preferred method because the initial estimates, detailed above, are
fairly good and because the successive substitution method tends to converge to
the trivial solution when the system exhibits a rather narrow phase envelope. If
the Newton-Raphson fails to converge it is always worth trying the successive
substitution method. If this fails as well the only remedy is feeding the
algorithm with different initial estimates, possibly from the results of similar
calculations at easier conditions.
1.6. Validation of the Model and Discussion
It is understood that binary data may be fitted with any flexible enough
mathematical equation. In this context, the justification and validation of a VLE
model should be based on multicomponent data not used in any sense for
obtaining parameters of the model. In this paragraph, the DD and NDD mixing
rules are compared by application of the YLE model in multicomponent
asymmetric systems. Figure 8a and b depict three-phase VLL experimental data
of McKetta and Katz(1948) for the ternary system methane-n-butane-water at
100 °F together with predictions from three-phase flash calculations by both the
DD and the NDD mixing rules. It is seen that predictions from both mixing
rules are identical and they are very accurate for the concentration of methane in
all phases, the total solubility in the water-rich phase and the concentration of
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water in the vapour phase. Deviations from experiment, however, appear for the
concentration of water in the hydrocarbon-rich liquid phase.
Table 7 compares predictions from three-phase flash calculations with
experimental data of Huang et al(1985) for the system methane-hydrogen
sulfide-carbon dioxide-water in the three phase region. This rich in hydrogen
sulfide asymmetric system is particularly difficult to model with conventional
mixing rules because a hydrogen sulfide-rich liquid phase is present instead of
the normally present hydrocarbon-rich liquid. Successful modelling of the above
system has not been attempted by the previous workers and it serves as a severe
test for a model based on binary data only. It is seen that both mixing rules
predict the composition of any phase with satisfactory accuracy, even for the
minor components in each phase. It is significant to note that the direction of
deviations of predictions is the same for both models and of similar size.
Tables 8a and 8b compare at two different temperatures predictions from bubble
point VL calculations with experimental data of Galivel-Solastiouk et al(1986)
for a series of mixtures of propane-carbon dioxide-methanol. Again, this is a
highly asymmetric system which has not been modelled by the previous workers.
Schwartzentruber et al(1987) have reported a successful representation of these
data by means of a cubic EoS with mixing rules involving three temperature
dependent binary parameters, which were not correlated. However, such a
mixing rule with so many parameters is practically useless for real systems. As
is seen all data are predicted successfully with both mixing rules proposed by us.
A comparison with the predictions of Schwartzentruber et al(1987) is not easy,
because of the particular method employed by them to represent the data.
So far, both the DD and NDD mixing rules are shown to represent successfully
experimental data for multicomponent systems with only one poiar component.
Table 9 compares predictions from flash VL and LL calculations with the
experimental data of Ng and Robinson(1985) for a quaternary system containing
both water and methanol. For this system the quality of predictions deteriorates.
In particular the concentration of hydrocarbons in the water-rich phase is
underpredicted and so is the concentration of water in the hydrocarbon-rich
phases. Predictions from both mixing rules deviate in the same direction but
NDD mixing rules perform consistently better with this system for the prediction
of solubilities of hydrocarbons in the water-rich liquid phase.
Feed
Exptl
Caltd, NDD
Caltd, DD
Exptl
Caltd, NDD
Caltd, DD
0.9677
0.9696
0.9714
0.0101
0.0113
0.01 13
0.9684
0.9655
0.9691
0.0212
0.0191
0.0186
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Table 1.7. Comparison of experimental and calculated equilibrium phase
compositions(mole fractions) for a 4-component asymmetric system in the
three phase Lw-Lh-V region. Experimental data of Huang et al(1985).
	
Methane	 Hydr. sulfide Carbon dioxide
T=37.8. °C, P=6.26 MPa
	
0.0504	 0.3986	 0.0503
Water-rich liquid
	0.000490	 0.0284	 0.00350
	
0.000402	 0.0296	 0.00326
	
0.0003 14	 0.0254	 0.003 15
Hydrogen sulfide-rich liquid
	0.0653	 0.8197	 0.1049
	
0.0602	 0.8391	 0.0894
	
0.0602	 0.8391	 0.0894
Water
0.5008
Vapour
Exptl	 0.3213	 0.5028	 0.1739	 0.00214
Caltd, NDD	 0.3216	 0.5248	 0.1517	 0.00194
Caltd, DD	 0.3217	 0.5247	 0.15 16	 0.00194
T=65.6 °C, P=8.43 MPa
Feed
	
0.0501	 0.4016	 0.0499
	
0.4984
Water-rich liquid
Exptl	 0.000385	 0.0321	 0.00272
Caltd, NDD	 0.000305	 0.03 17	 0.00242
Caltd, DD	 0.000245	 0.0285	 0.00233
Hydrogen sulfide-rich liquid
Exptl	 0.0580	 0.8287	 0.0904
Caltd, NDD	 0.0612	 0.8354	 0.0844
Caltd, DD	 0.0638	 0.83 12	 0.0863
Vapour
Exptl	 0.1872	 0.6557	 0.1484	 0.00866
Caltd, NDD	 0.1848	 0.6791	 0.1291	 0.00700
Caltd, DD	 0.1877	 0.6749	 0.1303	 0.00700
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Table 1.8a. VLE predictions and experimental data (Galivel-Solastiouk et
al, 1986) for the system C3H8(1)-0O2(2)-MeOH(3) . T=3131 K.
BP/MPa,	 x	 y, exptl BP/MPa, y, caltd 	 BP/MPa,	 y,caltd
exptl	 NDD	 NDD	 DD	 Dd
0.510	 0.0478	 0.885	 0.542	 0.904	 0.520	 0.901
0.00078	 0.0223	 0.0246	 0.0258
0.951	 0.093	 0.071	 0.074
0.0250	 0.529	 Q.510	 0.553	 0.493	 0.540
0.0106	 0.366	 0.371	 0.385
0.964	 0.105	 0.076	 0.078
0.0156	 0.352	 0.485	 0.376	 0.474	 0.360
0.0146	 0.546	 0.545	 0.560
0.970	 0.102	 0.079	 0.08 1
0.0086	 0.191	 0.474	 0.217	 0.467	 0.205
0.0182	 0.717	 0.702	 0.714
0.9731	 0.092	 0.081	 0.081
1.206	 0.194	 0.913	 1.231	 0.917	 1.240	 0.917
0.0045	 0.051	 0.049	 0.049
0.802	 0.036	 0.034	 0.034
0.128	 0.777	 1.239	 0.784	 1.234	 0.783
0.015	 0.192	 0.182	 0.183
0.857	 0.031	 0.034	 0.035
0.0508	 0.417	 1.201	 0.440	 1.182	 0.428
0.037	 0.547	 0.525	 0.536
0.912	 0.035	 0.035	 0.036
0.0353	 0.299	 1.181	 0.330	 1.165	 0.317
0.043	 0.663	 0.635	 0.647
0.922	 0.038	 0.036	 0.036
1.710	 0.772	 0.802	 1.487	 0.783	 1.481	 0.781
0.0362	 0.173	 0.190	 0.192
0.192	 0.025	 0.027	 0.027
0.393	 0.775	 1.521	 0.759	 1.518	 0.760
0.031	 0.195	 0.212	 0.211
0.576	 0.029	 0.029	 0.030
0.0477	 0.283	 1.688	 0.300	 1.675	 0.290
0.067	 0.671	 0.673	 0.683
0.885	 0.036	 0.027	 0.027
0 0045	 0.0300	 1.677	 0.0333	 1.680	 0.03 11
0.088	 0.936	 0.940	 0.943
0.908	 0.034	 0.027	 0.026
2.203	 0.551	 0.626	 1.781	 0.622	 1.769	 0.620
0.071	 0.356	 0.351	 0.353
0.378	 0.018	 0.027	 0.027
0.434	 0.616	 1.894	 0.598	 1.885	 0.598
0.073	 0.361	 0.376	 0.376
0.494	 0.022	 0.026	 0.026
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Table 1.8b. YLE predictions and experimental data (Galivel-Solastiouk et
at, 1986) for the system C 3H8(1)-0O2(2)-MeOH(3) . T=343.1 K.
BPJMPa,	 x	 y, exptl	 BP/MPa,	 y, caltd	 BP/MPa,	 y,caltd
exptl	 NDD	 NDD	 DD	 Dd
0.510	 0.0175	 0.540	 034	 0.603	 0.510	 0.594
	
0.00288	 0.127	 0.145	 0.146
	
0.9796	 0.332	 0.252	 0.261
	
0.0065	 0.228	 0.478	 0.259	 0.461	 0.251
	0.0081	 0.436	 0.464	 0.463
	
0.9853	 0.335	 0.277	 0.286
	
0.0030	 0.104	 0.465	 0.124	 0.451	 0.120
	
0.010	 0.559	 0.592	 0.588
	
0.9868	 0.337	 0.284	 0.292
	
0.00062	 0.023	 0.448	 0.027	 0.435	 0.026
	
0.011	 0.656	 0.679	 0.673
	
0.9884	 0.321	 0.294	 0.302
1.206	 0.0536	 0.673	 1.260	 0.697	 1.227	 0.696
	
0.0095	 0.184	 0.187	 0.186
	
0.937	 0.143	 0.116	 0.118
	
0.0435	 0.599	 1.167	 0.633	 1.131	 0.630
	
0.0112	 0.248	 0.243	 0.243
	
0.945	 0.153	 0.124	 0.127
	
0.0313	 0.466	 1.120	 0.496	 1.081	 0.491
	
0.0162	 0.376	 0.376	 0.377
	
0.952	 0.157	 0.128	 0.132
	
0.0173	 0.252	 1.173	 0.275	 1.132	 0.270
	
0.0265	 0.603	 0.603	 0.604
	
0.956	 0.145	 0.123	 0.126
1.710	 0.0864	 0.692	 1.764	 0.722	 1.743	 0.724
	
0.0145	 0.193	 0.189	 0.186
	
0.899	 0.115	 0.089	 0.089
	
0.045	 0.421	 1.708	 0.452	 1.658	 0.450
	
0.031	 0.466	 0.457	 0.458
	
0.924	 0.113	 0.091	 0.092
	
0.0284	 0.278	 1.630	 0.316	 1.577	 0.312
	
0.037	 0.623	 0.591	 0.592
	0.934	 0.100	 0.094	 0.100
	
0.00750	 0.0774	 1.56	 0.087	 1.604	 0.085
	
0.0506	 0.817	 0.822	 0.822
	
0.942	 0.105	 0.091	 0.093
2.203	 0.145	 0.745	 2.300	 0.759	 2.320	 0.765
	
0.019	 0.171	 0.167	 0.162
	
0.835	 0.084	 0.074	 0.073
	
0.0223	 0.175	 2.116	 0.196	 2.052	 0.193
	
0.059	 0.739	 0.728	 0.730
	
0.918	 0.086	 0.076	 0.077
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Table 1.9. Comparison of experimental and calculated equilibrium phase
compositions(mole fractions) for a 4-component asymmetric mixture of
methanol and water. Experimental data of Ng and Robinson(1985).
Ethane	 Carbon dioxide	 Methanol	 Water
T=270.93 K, P=1.14 MPa
Feed	 0.0059	 0.0020	 0.1223	 0.8698
Water-rich liquid
Exptl	 0.00098	 0.00177	 0.12994	 0.86731
Caltd, NDD	 0.00037	 0.00 129	 0.12307	 0.87528
Caltd, DD	 0.00010	 0.0Y113	 0.123 12	 0.87565
Vapour
Exptl	 0.87476	 0.12393	 0.00062	 0.00072
Caltd,NDD	 0.88367	 0.11532	 0.00061	 0.00041
Caltd, DD	 0.86764	 0.13 109	 0.00085	 0.00043
T=275.76 K, P=2.70 MPa
Feed	 0.0168	 0.0056	 0.1205	 0.8571
Water-rich liquid
Exptl	 0.00163	 0.00381	 0.12260	 0.87196
Caltd, NDD	 0.00063	 0.00304	 0.12280	 0.87353
Caltd,DD	 0.00018	 0.00258	 0.12291	 0.87433
Vapour
Exptl	 0.82653	 0.17286	 0.00057	 0.00041
Caltd, NDD	 0.86013	 0.13899	 0.00062	 0.00026
Caltd, DD	 0.84323	 0.15562	 0.00087	 0.00028
T=280.85 K, P=3.60 MPa
Feed	 0.0720	 0.0240	 0.1114	 0.7926
Water-rich liquid
Exptl	 0.00185	 0.01021	 0.12178	 0.86616
Caitd,NDD	 0.00058	 0.00716	 0.12151	 0.87075
Caltd, DD	 0.00018	 0.00553	 0.12140	 0.87290
Ethane-°rich liquid
Exptl	 0.77078	 0.22668	 0.00156	 0.00078
CaltU, NDD	 0.79612	 0.19477	 0.00891	 0.00020
Caltd, DD	 0.78070	 0.20627	 0.01275	 0.00029
Table 1.10 compares predictions from YL flash calculations with experimental
data of Ng and Robinson(1983) for natural gas+water+methanol mixtures.
Compositions as well as experimental conditions for these systems are more
close to the industrial reality than the previous data. It is seen that NDD mixing
Q
Exptl
NOD
DD
Exptl
NOD
DD
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rules again produce consistently more accurate predictions than DD mixing rules
and that all data are predicted reasonably well.
Table 1.10. Comparison of experimental and calculated equilibrium phase
compositions(mole fractions) for a natural gas-water-methanol equilibrium.
Experimental data of Ng and Robinson(1983).
C 1 	 C2	 C3	 nC4 nC5 CO2 N2 MeOH H20
T=273.75, P=1.48 MPa(10%W/W MeOH in Lw)
Feed	 0.01722 0.00113 0.00047 0.00019 0.00019 0.00359 0.00143 0.05720 0.91860
Water-rich liquid
Exptl	 0.00059 0.00005 0.00002 -	 -	 0.00152 0.00005 0.05771 0.94006
NOD	 0.00023 0.00003 0.00001 1.3E-6 2.OE-7 0.00141 0.00001 0.05852 0.93980
DD	 0.00016 0.00001 2.4E-6 0.3E-6 <l.E-7	 0.00139 0.00001 0.05852 0.93991
Vapour
Exptl	 0.74640 0.05241 0.02191 0.00886 0.00925 0.09636 0.06378 0.00058 0.00045
NOD	 0.75240 0.04869 0.02047 0.00836 0.00840 0.09814 0.06291 0.00021 0.00044
DO	 0.75 163 0.04916 0.02060 0.00836 0.00837 0.09836 0.06274 0.00035 0.00044
T=288.85, P=16.71 MPa(10%WJW MeOH in Lw)
85020
0.93337
0.93528
0.93612
Feed
	
	 0.06875 0.00453 0.00187 0.00075 0.00075 0.01435 0.00570 0.53 10
Water-rich liquid
Exptl	 0.00280 0.000 10 0.00002 -	 -	 0.0052 1 0.00020 0.05830
NDD	 0.00139 0.00007 0.00001 7.E-7	 1.E-7	 0.00479 0.00009 0.05838
DD	 0.00092 0.00003 0.3E-S 2.E-7 <1.E-7	 0.00447 0.00006 0.05840
Vapour
Exptl	 0.74194 0.05196 0.02174 0.00872 0.00950 0.10290 0.062 19 0.00077 0.00028
NOD	 0.74170 0.04913 0.02047 0.00824 0.00824 0.10982 0.06 177 0.00039 0.00024
DD	 0.73971 0.04903 0.02034 0.00817 0.00817 0.11211 0.06152 0.00071 0.00025
T=269.25 K, P=2.l1 MPa(20%W/W MeOH in Lw)
Feed	 0.03503 0.00231 0.00095 0.00039 0.00039 0.00732 0.00291 0.11700 0.83370
Water-rich liquid
Exptl	 0.00107 0.00010 0.00003 -	 -	 0.00264 0.00009 0.12080 0.87527
NOD	 0.00022 0.00004 0.00001 7.E-7	 1.E-7	 0.00219 0.00001 0.12275 0.87479
DD	 0.00011 0.00001 0.IE-5	 1.E-7	 <1.E-7	 0.00180 0.4E-5 0.12281 0.87526
Vapour
ExpLi	 0.74828 0.04908 0.02022 0.00982 0.00823 0.09989 0.06357 0.00059 0.00032
NOD	 0.74114 0.04846 0.02008 0.00829 0.00830 0.11146 0.06 176 0.00030 0.00021
DO	 0.73536 0.04844 0.01999 0.00821 0.00821 0.11796 0.06119 0.00042 0.00022
T=282.55 K, P=16.78 MPa(20%WJW MeOH in Lw)
Feed	 0.11803 0.00779 0.00321 0.00130 0.00130 0.02466 0.00981 0.10250 0.73140
Water-rich liquid
0.00355 0.000 14 0.00002 -	 -
0.00105 0.00006 0.00001 3.E-7	 <1.E-7
0.00055 0.00002 0.1E-5 <1.E-7 <1.E-7
Vapour
0.73245 0.0525 1 0.02197 0.00804 0.00588
0.72938 0.04820 0.01996 0.00809 0.00809
0.725 18 0.04795 0.01980 0.00802 0.00802
0.00713 0.00028 0.11989 0.86899
0.00554 0.00007 0.12196 0.87132
0.00440 0.00003 0.12211 0.87289
0.11529 0.06242 0.00115 0.00029
0.12460 0.06073 0.00078 0.00016
0.12937 0.06033 0.00117 0.00017
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Cubic equations of state with classical mixing rules cannot correlate any of the
data presented in this paragraph. The proposed mixing rules are applicable to
any cubic equation of state, but no substantial differences should be expected.
This is because most popular EoS have0 been shown by several authors to behave
similarly for most YLE calculations of hydrocarbon systems. On the other hand,
for asymmetric systems the governing part of the equation is the mixing rules. If
it is desired, additional flexibility may be gained by allowing lj and l to take
freely any nonzero value in fitting binary data. In that case no physical
significance can be attributed to the interaction parameter and such a scheme will
not necessarily perform better in multicomponent asymmetric systems.
Though the proposed model fundamentally is only an empirical correlation
practically useful for quantitative calculations in a limited region of the phase
equilibria area, nonetheless, it is a significant improvement over the traditional
approaches to modelling of phase equilibria of asymmetric systems and offers a
number of advantages.
(1) The use of a single equation of state for all phases allows critical points to
be defined. In principle, it is possible to carry out accurate predictions of critical
points of asymmetric systems by taking appropriate care in the choice of the
parameters of the EoS.
(2) The computation time is short. In fact for either mixing rule computational
time is comparable to that with classical mixing rules. This is because additional
summations of mole fraction products are governed by the number of polar
components, equations (23), (26) and (28), which in our case are only one or
two.
(3) Other useful thermodynamic properties of solutions, such as partial molar
volumes, enthalpies etc, can be easily calculated as with any cubic equation of
state, and the resulting expressions of the derived quantities are relatively simple.
(4) The number of binary parameters is limited to three only(to include the
temperature dependence slope coefficient) and do not impose particular
computational memory and space requirements.
(5) It is noted that if is set equal to zero the original form of the cubic EoS
proposed by Valdenama(1990) is recovered. This is a useful feature, since this
EoS has been shown to represent adequately the phase behaviour of complex
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reservoir fluids even without the use of binary interaction parameters(Danesh et
al,1991).
The proposed NDD and DD mixing rules were shown to behave similarly for
systems with only one polar component. However, when two polars were
present(and most probably so with even more polars) the performance of the DD
mixing rules deteriorates and it is consistently inferior. Considering that both
mixing rules are very similar in form (purposely), while only the DD mixing
rules meet the theoretical boundary requirements at low pressures, this
observation may be initialy unexpected. In fact, although many publications
have adressed density-dependent mixing rules in the last decade(only a few
were reviewed in this Chapter) no researcher has presented a successful
correlation of multicomponent strongly asymmetric systems. These observations
alone suggest that density-dependent mixing rules are fundamentally as far from
the correct theoretical basis as any other empirical modification of the attractive
term of the vdW EoS.
A possible explanation of the failure of DD mixing rules when two polars are
present, can be given from a close examination of the mathematical formulation
of the defining equation(27): when the interaction parameter l was fitted to
binary data, the liquid molar volume of the mixture v was the sum of the partial
molar volumes of i and j. When water is the only polar component, due to the
very low solubility of hydrocarbons in water, the mixture molar volume v can be
considered equal to the molar volume of water. In ternary and multicomponent
systems, however, containing methanol the molar volume is not related to the
mole fraction of i and j. Therefore, for such a mixture the regressed binary
parameter l will be not correct; the true value of the binary parameter l is:
l=lijv/(xjTj+xjTj), where	 and	 denote the partial molar volumes of the
respective components in the mixture.
As a result of the above discussion, in the following Chapters DD mixing rules
are not employed for mixtures containing both water and methanol, ie for
methanol inhibition problems. In other cases where DD mixing rules are used, it
is believed that NDD mixing rules would lead to the same results. In conclusion
our preference would the NDD mixing rules.
C)
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CHAPTER II
DETERMINATION OF KIHARA POTENTIAL
PARAMETERS FROM GAS HYDRATE DATA
2.1. Introduction
Gas hydrates of water are crystalline compounds stabilized by inclusion of small
gas molecules inside cavities formed by water molecules. They resemble ice in
appearance, but unlike ice they may form at temperatures well above the ice
point. The most common gas hydrates exist in either of two distinct structures,
each of which contains two different types of cavities. The thermodynamic
properties of gas hydrates may be predicted from the ideal solid solution theory
presented by van der Waals and Platteeuw(1959). These authors have conceived
each cavity as a spherical cage which may contain only one gas molecule. Only
gas-water interactions were allowed which were described by the Lennard-Jones
12-6 potential. Subsequently, McKoy and Sinanoglu(1963) have demonstrated
that application of the Kihara potential with a spherical core yields improved
predictions of hydrate dissociation pressures. Both of the above works use gas-
water potential parameters obtained from second virial coefficient data for gas
parameters, constant values for water parameters along with the hard sphere
mixing rule for the size parameter and the geometric mean approximation for the
energy parameter.
Saito et al(1964) were the first to adjust the potential parameters to fit
experimental hydrate dissociation pressures of pure gases. This approach was
shown to result in a substantial improvement in predictions and it has been
adopted in most subsequent works. HOwever, there is hardly any agreement in
the published values of the parameters (Parrish and Prausnitz, 1972; Anderson
and Prausnitz,1986, Sloan,1990) although, presumably, they have all been
obtained from the same data, which are available in the open literature.
The present work attempts to elucidate the nature of the problem and to present a
consistent methodology for obtaining the potential parameters from experimental
hydrate equilibrium data. Following a recommendation by Holder and
Hand(1982), we restrict this study to the distance and energy parameters only.
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We obtain values of the core diameter from second virial coefficient data. The
proposed scheme is supported by favourable comparisons of predictions with
experimental hydrate equilibrium data of multicomponent and real systems. For
nearly perfect gases, predicted second virial coefficients also agree well with
experimental data.
2.2. Thermodynamic Description of the Hydrate Phases
The basic equations of the theory presented by van der Waals and
Platteeuw(1959) relate the chemical potential of water in a hydrate phase 	 to
that in the hypothetical empty hydrate lattice
= 1.t, - RTmVmlfl(l+LjCJmfi)
	 (2.1)
where R is the gas constant, T is the absolute temperature, Vm is the number of
cavities of type m per water molecule in the unit cell, t is the fugacity of the gas
component j in the hydrate phase. At equilibrium it is equal to that of the same
component in any other coexisting phase. Cjm is a Langmuir type constant which
depends on temperature according to the relation:
4rcrCjm(1jJ exp(-	 r2dr
0
where k is Boltzmann's constant and w(r) is the spherically symmetric cell
potential function of the cell radius r. Following the suggestion of McKoy and
Sinanoglu(1963), we use the Kihara potential with a spherical core:
U(r)=w, r2a
2	 61U(r)=4E[ç2)1 c.2a , r>2a
where a is the core radius, cy=a*+2a is the collision diameter and is the depth
of the energy well. The chemical potential of the empty hydrate lattice is a
function of temperature and pressure only and it is given by the following
equation(Holder et a!, 1980):
(2.2)
(2.3)
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(T,P) L(T,P)	 1fr-a/L	 _____
RT	 RT + RT0 - J RT2 
dT 
+ J RT dP
T0
	
where J.L' is the chemical potential of pure water in the ice or the liquid state
depending on the temperature, P is the equilibrium pressure and T0 is the
absolute temperature at the ice point. 	 aL are molar volume differences
between an empty hydrate lattice and ice or liquid water. We have obtained the
molar volumes of hydrate I and II by fitting the X-ray diffraction data of
Davidson et al(1986,1987) to the equation u=u0[ 1 +k1(T-T0)+k2(T-T0)2+k3(T
-T0)3]. The numerical values of the parameters of this equation are given in
Table 1 along with the corresponding values for ice and liquid water.
Table 21. Values of the parameters of the molar volume of water function
of temperature
Water Form T Range,K D0 , cc/mol k1 x104, K-1 k2x 10, K-2 k3x 1010, K-3
Ice I'
	
100-273	 19.6522	 1.6070
	
3.4619	 -0.2637
Hydrate 12	 100-273	 22.35	 3.1075
	
5.9537	 1.3707
Hydrate 112	 100-273	 22.576	 1.9335	 2.1768	 -1.4786
Liquid3 	273.2-300	 18.0182	 -0.6427	 85.053	 -679.0
'Calculated from data of Leadbetter(1965). 2Calculated from data of Davidson et al(1987). 3Smithsonian
Tables, Table 269. 4Ginnings and Gorruccuii(1947). 5Calculated assuming a(0°C)=11.95A for the empty
lattice(Davidson et al,1987). 6Calculated assuming a(O°C)=17.21A for the empty lattice(Davidson et
al,1986).
The molar enthalpy differences between an empty hydrate lattice and ice are
functions of temperature:
	
Ah + h+	 dT	 (2.5)
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where iXh is the molar difference in enthalpy between ice and liquid water. At
temperatures below the ice point it is set equal to zero. 	 is the heat
capacity difference between the empty hydrate and ice(a) or water(L), as
appropriate. For the heat capacity difference between ice and liquid water we use
the equation recommended by Holder et aI(1980) in callmol/K:
= -9.05+O.0423(T-T0) , T>T	 (2.6a)
For the heat capacity difference between hydrate structure I and II and ice, we
have regressed the following equations in cal/molJK, by a procedure detailed in
Chapter IV:
	
zcp = O.2606-O.00043(T-T0) 	 (2.6b)
	
lUa 
= O.3542+O.0040(T-T0) 	 (2.6c)
0
Equations (6b, c) have been derived from ethane and propane data respectively
and they are meant to be applicable for systems containing these components.
For pure gases of relatively small molecules, like methane, nitrogen etc, the heat
capacity difference between the empty hydrate lattice and ice is set equal to zero.
L1.LW and Ah are respectively chemical potential and enthalpy differences
between the empty hydrate lattice and ice at the ice point and zero pressure. We
use the values obtained experimentally by Dharmawardhana et al(1980).
Equations (1) through to (4) give the value of the chemical potential of water in
the hydrate phase relative to that of a pure water phase as a function of
temperature, pressure and hydrate composition(implicitly). The corresponding
fugacity of water in the hydrate phase may be obtained from:
H-cx/L
.FIa/L	 w
exp - RT
a/L .	 .	 . .
	 H-alL
where f, is the fugacity of pure water in its stable state at T and P and
(2.7)
is the chemical potential difference between hydrate and pure water in the ice or
liquid state, depending on temperature.
Cj1
im 1+.Cjmfj (2.8b)
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The mole fractions of gases in a hydrate phase are calculated from the equations:
H	 m Vm®jm
X1 
1+Lm L Vm®jm
(2.8a)
where
0
The fugacities of any component in the vapour and liquid phases are calculated
from a cubic equation of state with the density-dependent mixing rules
developed in the present study as presented in Chapter I. The fugacity of ice is
calculated by correcting the saturation fugacity at the same temperature by the
Poynting factor.
0
2.3. Determination of Kihara Potential Parameters
Kihara potential parameters of pure gases from second virial coefficient and
viscosity data have been reported by Tee et al(1966). However, more recent
experimental second virial coefficient data indicate the necessity for a new
determination of Kihara parameters. We determined parameters a, and Elk
from the compilation of second virial coefficient data of Dymond et al(1985) and
Dymond and Smith(1980,1968). The relative equations, originally derived by
Kihara(1 951), are listed in Appendix B. We used the most recent compilation of
data, unless it is otherwise specified. The results appear in Table 2 together with
the quality of the fit in AAD%. It is noted that in certain cases our values are
significantly different from those reported by Tee et al(1966).
We have obtained values of the Kihara potential parameters for gas-water
interactions by matching experimental hydrate dissociation point data in the V-
Lw-H region in the following manner: At the experimental conditions of
temperature and pressure, we perform a two phase V-Lw flash calculation of a
mixture of a single gas and water. The Kihara collision diameter
	 is fixed to
an arbitrary value and the energy parameter is adjusted so that the fugacity of
water in the hydrate phase matches the fugacity of water in either of the two
other equilibrium phases obtained from the flash calculation. The convergence
criterion is: e=ln(/f)<1O.8. A series of such calculations are carried out for
several values of cr* and the obtained values of E are plotted against a*. The
same procedure is repeated for other experimental hydrate dissociation points.
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Table 2.2. Kihara Potential Parameters from Second Virial Coefficient
Data
Component
Xenon1
Methane
Ethane
Propane
iso-Butane
nButane
Nitrogen
Carbon Dioxide3
a,A
0.327(0.286)2
0.295(0.393)
0.488(0.463)
0.730(0.737)
0.798 (-)
1.029(0.939)
0.335(0.000)
0.753(0.716)
3.067(2.779)
3.331(2.578)
2.908(3.137)
2.570(-)
2.724(2.839)
2.845(3.694)
2.349(2.328)
199.3(227.13)
338.4(496.69)
547.2(501.89)
789.8(-)
721.6(701. 15)
136.7(96.26)
420.3(424.16)
AAD%
3.156(3.308) 315.4(298.15)	 0.49
2.7
0.51
0.42
6.4
0.58
1.4
1.1
Hydrogen Sulfide4	0.7178(-)	 1.710(-)	 737.5(-)	 0.44
'From the data for xenon of Dymond and Smith(1969). 2Values in parentheses have been reported by
Tee et al(1966). 3From the data of Lichtenhaler et al(1969) and Waxman et al(1973). 4lnsufficient and
probably inadequate data(Dymond, 1980).
Xenon cud Water
At a fixed temperature the equiibrium' pressure of binary systems is constant in
the three phase equilibria region and it is fairly easy to obtain highly accurate
experimental hydrate dissociation points for single gases. Dissociation points of
the xenon hydrate in the three phase V-Lw-H region have been reported by
Ewing and Ionescu(1974). Determinations of potential parameters for two
dissociation points are presented in Figure la. It is seen that there is an infinite
set of pairs of potential parameters, such that the experimental hydrate
dissociation points are exactly matched. The pairs of optimum parameters appear
to be independent of temperature. This behaviour is common to all simple
hydrates and it relates to the particular mathematical form of the potential
function. Though it may be possible to prove this phenomenon by analytical
techniques, the graphical approach presented here is much easier to implement.
It is concluded therefore that in no case can the correct values of the potential
parameters be obtained from dissociation points of simple gas hydrates alone.
Figure lb shows at 273.15 and 279.15 K the calculated hydrate numbers and
cavity occupancy ratios (01/02) of xenon hydrate in the three phase region as
functions of the set of pairs (cr*, ․) obtained from dissociation pressure data. The
values of the composition and the occupancy ratio of xenon hydrate obtained
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Figure 2.1. Calculated hydrate numbers(b) and cavity relative occupancies(c)
of xenon hydrate from pairs of Kiharci. potential parameters optimized from
dissociation point cLata(a).
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experimentally by Davidson et al(1986) are also indicated. It is seen that one
single pair of potential parameters matches the experimental dissociation
pressure, the composition and the cavity occupancy ratio without any bias and
within the uncertainties reported by the experimentalists. This observation is
concrete proof of the validity of the ideal solid solution theory of gas
hydrates(van der Waals and Platteeuw,1959) at least for small spherical
molecules. The optimum values of the Kihara potential parameters for xenon-
water interactions and the associated uncertainties are o*=3.291±0.006 A and
E/k=191 .6±0.3 K. It is noted that uncertainties in the experimental composition
result in uncertainties in the values of the potential parameters of the same level
with those caused by uncertainties in the experimental cavity occupancy ratio.
The parameters for xenon-water interactions may be used to calculate the Kihara
potential parameters of water from the values of the corresponding parameters of
pure xenon gas, obtained from second virial coefficient data. Assuming that the
hard-sphere and the geometric mean approximations are effective, i.e.
cYAB =(aA+cYB)/2 and EAB=(EAEB)1'2, we obtain for water: a,=3.426 A and
E/k=116.4 K.
Ethane and propane
The set of Kihara potential parameters obtained from two hydrate dissociation
points of ethane are depicted in Figure 2a. As was the case with xenon, the
correct unique values of the potential parameters can not be determined from
hydrate dissociation points alone. Figure 2b shows calculated Langmuir
constants of ethane hydrate in the large cavity of structure I at two different T,P
conditions as function of the corresponding optimum potential parameters. Since
any pair of these potential parameters produces the same value of the Langmuir
constant, it is concluded that, unlike xenon, the correct values of the potential
parameters of ethane can not be obtained from any hydrate dissociation pressure
and composition data. Any choice of Kihara parameters of ethane from the set
obtained from dissociation points is expected to reproduce the dissociation
points and predict the hydrate composition as well.
Figure 3 shows the spherically symmetrical potential in the large cavity of the
structure I hydrate of ethane, for two different optimum pairs of Kihara potential
parameters, from those depicted in Figure 2a. For the first pair (solid line), we
use the value of the Kihara distance parameter * obtained from the values in
Table 1 and the corresponding parameter of water, by using the hard sphere
approximation. Conversely, for the second pair (dashed line), the energy
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Figure 2.2. Calculated Langmuir constants(b) in the large cavity
of ethane hydrate from optimum Kihara potential parameters(ct).
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parameter was fixed from the value in Table 1 and the parameter of water, by
using the geometric mean approximation. According to van der Waals(1961),
differences in the shape of the field within the cage will be reflected in
differences in heat capacities. The same author argues that "the heat capacity
provides a very sensitive experimental criterion for the distance parameter while
it hardly depends on the energy parameter". We have, therefore, optimized the
Kihara potential parameters of ethane from mixed dissociation and heat capacity
data. In doing so it has been necessary to optimize simultaneously with the
potential parameters the heat capacity of the (hypothetical) empty hydrate lattice.
This procedure is detailed in Chapter IV. The regressed value for the distance
parameter was very close to that obtained by the arithmetic mean approximation
and it was fixed to the last value. The optimum value obtained for the energy
parameter, however, is significantly different from the one listed in Table 1.
Consequently, the calculated virial coefficients of ethane from Kihara
parameters obtained from hydrate data differ from experimental values about
50%. We attribute this discrepancy to a failure of the classical mixing rules. A
successful alternative, however, does not exist. For heavier molecules,
therefore, the effort to match the Kihara parameters from virial coefficient data
has been abandoned.
The parameters for propane-water interactions could not be found as accurately
as those of ethane, although propane is expected to behave in a similar manner.
This is because of the very large hydrate number of the structure II simple
hydrate of propane (17 moles of water per mole of guest), makes the regression
routine almost insensitive to the heat capacity contribution of the guests.
Methane, Nitrogen ,Carbon Dioxide and Hydrogen Sulfide
Small molecules capable of entering all cavities exhibit the same behaviour as
xenon. Since highly accurate hydrate compositions and distribution ratios in the
cavities data are not currently available for these gases, Kihara potential
parameters can not be obtained in a manner similar to that of xenon. Here we
adopt a different approach. In Figure 4a we plot the function E/k=f(cr*) of the
pairs of energy and distance parameters of methane which match dissociation
points of pure methane, methane/ethane (structure I) and methane/propane
(structure II) mixtures. The potential parameters of ethane and propane were
fixed as detailed above. It is noted that within a very small range of potential
parameters, all three dissociation points are matched. It is believed that the
region defined by the three curves would have collapsed to a single point if the
data were of sufficient accuracy.
L.
5
—1
15
15
10
5
—0.5	 0.0	 0.5	 1 .0
—20
—1.0
r, A
F%gure 2.3. Cell potent'icd in the large cavity of structure I
hydrate of ethane calculated from two pairs of optimum
Kihara potential parameters, for the dissociation pressure.
N
H
C/)
c)
N
OC\i0	 0	 0	 0	 0	 CC	 (0	 (0N
(0
H
H
rc)
H
H
C
H
> '/3
• ••	 -I
(0	 C
10
N)
-
cD
v3
C0
0)
CI)
N
Q)
:1
:1
:1
:1
'I
I
1
/	 )N
—c
N N
10 C2	 C\2
-	 0
z
dcx-
II
i	 :
C	 C	 C	 0	 0	 C
N-	 (0	 10	 V)
>1 'Y/3
Determination of Kihara Potential Parameters from Gas Hydrate Data 	 63
The parameters of methane were obtained by forcing agreement of predictions
with all hydrate dissociation point data, retrieved from Sloan(1990), of pure
methane and its binary mixtures with ethane (structure I) and propane (structure
II). Data have been appropriately weighed so that each of the three sets of data
gets equal importance. Similar approach was followed for nitrogen (Figure 4b),
carbon dioxide and hydrogen sulfide. It is noted that no binary data of these
gases with ethane are available in the open literature. All the potential
parameters for gas-water interactions obtained in the course of this study are
listed in Table 3, along with the quality of the fit in AAD%.
Table 2.3. Kihara potential parameters for gas-
water interactions, obtained from gas-hydrate
data.
Component	 c, A Elk, K AAD %
Xenon	 3.291	 191.6	 0.04
Methane	 3.250	 153.8	 3.5
Ethane	 3.379	 178.1	 3.4
Propane	 3.608	 195.3	 4.2
Nitrogen	 3.190	 127.8	 4.5
Carbon Dioxide	 2.903	 172.5	 5.7
Hydrogen Sulfide	 2.822 216.4	 7.3
In Figures 5a, b and c we compare experimental second virial coefficient data
for methane, xenon and nitrogen with predictions, calculated from the Kihara
parameters in Table 2 along with the hard sphere and the geometric mean mixing
rules for gas-water interactions. Good agreement is obtained, which justifies the
use of the mixing rules for these gases and proves the validity of the proposed
methodology. Further evidence is gained by comparing the calculated
composition of methane hydrate with the experimental value 0.1429±0.0002
mole fraction of methane reported by Handa(1986) at 253.0±0.5 K and 3.40±0.1
MPa. Our prediction is 0.1432±0.0001 at the hydrate point of the three phase
V-I-H equilibria (253.0 K, 1.45 MPa) and it is within the error bounds of the
experiment.
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The Kihara potential parameters obtained for carbon dioxide-water interactions
are not useful for prediction of second virial coefficient data. Conversely, the
corresponding parameters obtained from fitting second virial coefficient data
along with the hard sphere and geometric mean approximations are a*=2.666 A
and E/k 245.9 K and it is noted that they are significantly different from those
listed in Table 2. Similar results were obtained for hydrogen sulfide, but in this
case the experimental values of the second virial coefficients cannot be
considered adequate.
2.4. Discussion
John (1982) questions the use of Kihara potential parameters of water in
structure I to describe the structure II lattice. Because for krypton hydrate(the
"perfect" structure II hydrate) there are not available accurate data corresponding
to those of xenon, the significance of the suggestion of John (1982) cannot be
accurately verified. However, since nitrogen also forms structure II hydrates
and since a fair agreement (14.0 AAD%) has been obtained between the
predicted virial coefficients obtained from hydrate data and the Kihara
parameters of water in structure I hydrate, it is evident that Kihara parameters of
water can be considered the same for both structures.
It is believed that the cause of the apparent failure of the corresponding states
approach to obtain a consistent set of Kihara potential parameters from hydrate
data for carbon dioxide, ethane and propane is the inadequacy of the traditional
mixing rules for such molecules. It is known (see Hirschfelder et a!, 1964) that
these mixing rules fail to give reasonable results for mixtures of molecules very
different in size and/or polarity. In these cases empirical modification of the
mixing rules to incorporate higher order interactions might improve the
representation of certain experimental data (Reddy et al, 1988) but with little
theoretical or practical significance.
John et al(1985) have observed that there are several sets of Kihara parameters
which can produce a single Langmuir constant so that correct values may not be
achieved. To overcome the problem, they used a constrained optimization
technique to fit experimental hydrate dissociation pressures with potential
parameters close to those recommended by Tee et al(1966) from second virial
coefficient data. Several binary mixtures of heavier hydrocarbons were
regressed, by using the classical mixing rules and a generalized formula to
adjust the Langmuir constant to fit experimental binary data. In doing so they
have assumed that the values of potential parameters of individual gases
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obtained from second virial coefficient and viscosity data are correct, the mixing
rules are effective and that the cause of the discrepancies is the size and shape of
the cage and the enclathrated molecule. However, they have reported very
limited success in the prediction of dissociation pressures of multicomponent
systems. The failure of their model is not surprising. As it is demonstrated in
Chapter IV, the asymmetry of the cavities can be safely neglected, and the
restriction of the motion of the enclathrated molecule as well as the subsequent
distortion of the hydrate lattice have a comparatively small energetic effect. We
conclude, therefore, that the difficulty to apply a corresponding states approach
arises mainly from the inadequacy of the classical mixing rules.
The proposed procedure for obtaining correct values of the potential parameters
of ethane could not be applied for propane. Also, for iso-butane and n-butane
relevant heat capacity data are not available in the open literature. There is no
other known technique to obtain the potential parameters for the interactions of
these molecules with water, from the currently available physicochemical data.
2.5. Conctusions
It was demonstrated that the correct values of the potential parameters for gas-
water interactions might not be obtained from dissociation pressure data alone.
It was further shown that compositional data are not useful for obtaining these
parameters for gases entering only the large cavity of either structure.
Subsequently, correct values of the Kihara potential parameters of ethane for
gas-water interactions, have been obtained and reported for the first time, by
using the hydrate heat capacity data of this gas, reported by Handa(1986).
The corresponding states approach, used by several authors to obtain the correct
values of the Kihara potential parameters for gas-water interactions was shown
to be valid only for relatively small molecules. It was demonstrated that the
Kihara potential parameters of water are the same for both structure I and II.
However, lack of data for isobutane and n-butane did not permit the use of this
finding to develop more appropriate mixing rules for the interaction of larger
molecules with water in hydrate cavities. It is to be noted, however, that the
normally incorrect values of the pairs of potential parameters for the heavier
hydrocarbons, obtained simultaneously by fitting dissociation pressures and
compositions, lead to the identical values of the Langmuir constant. Therefore
they still reproduce dissociation pressures and compositions of simple gas
hydrates and predict correctly these properties of mixed gas hydrates.
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CHAPTER III
VALIDATION OF THE MODEL
3.1. Objective
Hydrate equilibria can be predicted by coupling the ideal solid solution theory,
presented in Chapter II, together with the cubic equation of state presented and
tested in Chapter I. The method is thermodynamically rigorous and the model
has built-in capability of performing any type of hydrate equilibria calculations,
as it is detailed in Chapter V. Prediction of the thermal properties of gas
hydrates can also be carried out with an efficient algorithm presented and tested
in Chapter IV.
The extent of validity and reliability of the P\'T predictions of the hydrate
model, is investigated in this Chapter. We focus our attention on the three phase
Vapour[V] -Water-rich liquid[Lw] -Hydrate [H] boundary predictions, for several
reasons. First, a plethora of data is available in this region, which allows for
identification of deviations in the experimental data. Second, the water-rich
liquid phase is the most difficult to model and the ability of the program to
predict the properties of this phase is crucial. Third, this is the most commonly
encountered case in gas pipelines and therefore adequate predictions are of
industrial importance.
Almost all experimental V-Lw-H hydrate point data of synthetic and natural
gases collected by Sloan(1990) - where we refer for complete data references -
have been used for the validation of our model, Of these the multicomponent
data have not been used in any sense to obtain or to readjust the parameters of
the model, and therefore they provide a stringent test of its reliability. The
model is further tested in other equilibrium regions in Chapter V.
3.2. Simple Gas Hydrate Equilibria
Most of the data referred to in this paragraph have been used in someway to
obtain the potential parameters of the model, as required by the ideal solid
solution theory. Nonetheless, a comparison of predictions with experimental
data has been considered worthy mainly for two reasons. First, for gas
- 68 -
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components capable of entering both cavities (methane, nitrogen, carbon
dioxide, etc), pure component data were not the only used data(see Chapter 2 for
details). On the other hand, for gas components entering only the large cavity
of either structure, ie ethane and propane, in addition to hydrate dissociation
pressure data, heat capacity data have also been simultaneously used (see
Chapter 4 for details). In either case, it is interesting to see how the extension
of the feed data affects simple gas hydrate dissociation pressure predictions.
Second, since the accuracy of the data is not usually specified by the
experimentalists, it is interesting to visualize potentially deviating data and
relevant inconsistencies.
Figure 1 shows calculated and experimental data for the methane hydrate above
the ice point. There is a limited scatter of the experimental data and the
agreement of the model is very good.
Figure 2 shows calculated and experimental data for ethane hydrate above the
ice point but below the upper quadruple point(UQP). It is noted that there is a
significant scatter in the experimental data and the exact location of the UQP is
rather diffuse, reflecting experimental difficulties in this region. The model
represents well most of the data with the exception of some of the older data
which are overpredicted.
Figure 3 shows calculated and experimental data for the propane hydrate above
the ice point and up in the neighbourhood of the upper quadruple point. There
are systematic deviations in the experimental data. The model follows the data
of Verma(1974) which are the mainstream data.
Calculations and experimental dissociation pressures for carbon dioxide hydrate
are compared in figure 4. There is fair agreement between several sets of data.
The model seems unable to follow consistently the mainstream line and
overpredicts the low temperature data while it underpredicts the data at higher
temperatures.
Only two sets of data have been reported for hydrogen suiphide and there is fair
agreement between them as depicted in figure 5. The model represents
satisfactorily these data.
The experimental data for the dissociation pressures of pure nitrogen hydrate are
plotted and compared with predictions in figure 6. The overall agreement is
good.
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3.3. Hydrates of Natural Gases and Synthetic Mixtures
There are rather limited data in the open literature for the hydrate dissociation
pressures of multicomponent synthetic and natural gas mixtures in the three
phase V-Lw-H region. All data reported by Sloan(1990) are used below for
evaluation of our model. The compositions of all mixtures are given on the
respective figures.
Figure 7 depicts the behaviour of a six component natural gas hydrocarbon
mixture. The heavy end of the gas has been arbitrarily characterized as nonnal
pentane but this is not expected to affect predictions. The agreement of
predictions to the data, which is good at low temperatures, deteriorates as the
temperature increases and the model underpredicts the data.
Figure 8 represents the hydrate dissociation pressures of a five component
synthetic gas mixture studied at relatively high pressures. The agreement is not
very good and this could be attributed to the fact that the parameters of the
model - and in particular, the parameters of the VLE model - have been
regressed at much lower pressures.
Figure 9 compares predictions with experimental hydrate dissociation pressures
of a natural gas containing some nitrogen. The agreement is very good even at
higher temperatures.
Figure 10 depicts data and predictions for a natural gas containing both nitrogen
and carbon dioxide. The agreement is excellent throughout.
Figure 11 represents the behaviour of a very lean natural gas hydrate, which
forms in structure II, despite the fact that the equilibrium gas contains 96.5%
methane. The observed deviations are significant at higher temperatures and, as
it always has been the case so far, the model underpredicts the experimental
dissociation pressures.
In figure 12 experimental data and predictions are plotted for a natural gas
mixture rich in nitrogen. It seems that not all the experimental data belong to the
same line. Predictions in this case are fair, but it is noted that the model
consistently overpredicts the dissociation pressures.
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3.4. Hydrate Inhibition by Methanol
The effect of methanol on the conditions of hydrate formation of the most
common single gases is depicted in figures 13 to 17. All experimental data
reported in the literature for the three phase V-Lw-H region have been used for
this comparison. For hydrogen suiphide with 35 % w/w methanol, where the
largest deviations appear, we note that the quality of the fit of the binary vapour-
liquid equilibria data is about 4% AAD but since these data do not include
vapour compositions, the determined parameters may be in error. For the same
system, it appears that the experimental data of Ng and Robinson (1985) with
20% methanol overlap with those of Bond and Russell (1949) with 16.5%
methanol. This disagreement indicates the necessity of reproduction of data
generated by one laboratory only. For all gases, the observed deviations do not
exceed 2 K and the average absolute deviation is much less than 1 K. In general
the agreement with the experimental measurements are good even at the highest
reported concentration of methanol.
Figures 18 to 20 compare predictions with experimental hydrate inhibition data
of several synthetic 4-component mixtures. The agreement is consistently good
in all cases, indicating that hydrocarbon-hydrocarbon interactions as well as
asymmetric interactions are efficiently described by our model.
Figures 21 and 22 show calculated and experimental hydrate formation
conditions for two multicomponent synthetic gas mixtures. The model appears
to be systematically conservative for the predicted dissociation pressures. For
the first gas the predictions are quite good and deviations do not exceed 1 K.
Lack of experimental data on the hydrate formation of the uninhibited gas does
not permit attribution of the deviations. However, since the deviations appear
unaffected by the quantity of methanol, it is reasonable to assume that they
would be the same for the uninhibited gas. For the second carbon dioxide rich
gas significant deterioration appears at the higher methanol concentrations
rendering the model even more conservative. Surprisingly, the prediction of the
effect of methanol on the hydrate formation of the pure carbon dioxide gas,
show the opposite effect and a reasonable explanation cannot be given.
3.5. Discussion
The present model predicts the hydrate dissociation pressures of natural and
synthetic gas mixtures(figures 7 to 12) with an average absolute deviation(AAD)
10.5 %, for all points tested. Deviations are mostly observed at the higher
pressures. Overall, the performance of the model may be considered
Cq
C00
'ainssaij uoiroossia
C.
CC'
qCN
IIz
DO
ia
q
Ctr
C	 C	 q
C	 In
—
q
c.'1
e
IqJC
C
q
C00
d
.-
.
.
,	 .
D<o
IC
C
0
0
bO
z
0
4-
ta)
a)
q
C
q
—
'Jnssaij UOU.I3IDOSSJ
C
I 
C
- C1	 00
q
'C
IC
q	 C	 Q	 q	 '0
000'
0
cI
z
0
.
.	 .
.fl '1flSSi, Uon!oOSSTcJ
00
oZ
0o
b1 0
z
o
DO
•a
'I
.- .
.
.
itt
I	 I	 I	 I	 I
C.
C.
C
IC.Jo
cn
C
C.
C
C
C
C.
C
00
C
dIA 'aIflSSaIrJ UOUIOOSSI(J
0
q
0
N0
C.)
00
C'
uIi
o \C
-
o
- .-
b
z
4-4o
L
C
I)
0
N
dC'N
I..
N
00N
jO
JO
0	 0	 0d	 'r)	 0N
'I 'amssaij
cn
000
—I
I
0
I
I0
c	 Q
C	 d
—
I?c{W 'O1flSSJJ
q
C'
00
CN
c1
2
C."
C
C
IC
cn
C
•
I'
ii
C
4a
1I
0
00
I
0
z
II0
CC
L)
Odo
.	 I	 i	 .	 i	 .	 I
C	 CN	 —
dN '.II1SSaI-J
g
—C'
tq
—
N IC'(jQ	 N
0
	 C
00
NEit)
C.
C
C—N
Iq
IC
C
I..
.-a
..e
..I
.
q0	 0	 CC	 d	 Cc..1
CC
C'
C
d
00
E
C
N
E2
C
d
CC
C
dN '[flSS	 UOI1i3OSS!Q
en000I
0
• I-
4-0	
.
.-
L)
C
CS	
:
C
C	 •1..e
,	 •e
Q en	 en enencc
00
ZQOO
C
• I 	 I	 I	 I
Ien
q
C0\
0
o	 q
C	 In
c1	 —	 —
1flSS1d UOtWtOOSsTa
000
00
q
0
q
0
.
btj
.1
.,.•i
,	 .
•–	 "-i	 c-I '
	 C •' Q\ cJ
0
-i'f—dc
•	 —
3OU OZ	 ZOO
c2D<
0	 qd	 0
'-4	 —
dW 'IflSd uopgpossKI
Validation of the Model	 72
satisfactory, considering that the quality of the fitted simple gas hydrate
dissociation pressures is about 5%. It is noted that in all but one case the model
tends to be conservative in the prediction of the dissociation pressures.
The effect of methanol on hydrate formation conditions in most tested cases was
predicted within ±1 K with a maximum deviation ±2 K. This is a significant
improvement over previously published predictive methods. Anderson and
Prausnitz (1986), who employ an activity model for the water-rich liquid phase,
report deviations ±5 K for multicomponent systems. Du and Guo (1990)
calculate all fugacities with the Peng-Robinson equation of state with local
composition mixing rules, except for water in the water-rich liquid, where they
employ the activity model of Anderson and Prausnitz (1986). Despite the
complexity of their model, for the carbon-dioxide rich synthetic gas with 20 w%
methanol (Figure 22) their deviations are over 4 K on the optimistic side. The
same authors using the program of Skjold-Jorgensen (1986) report a similar
order of deviation, but on the conservative side. This is also based on an
activity model for the description of the water-rich liquid.
It is noted that none of the above authors report any predictive ability for the
distribution of methanol among the equilibrium phases. However, methanol
losses to the hydrocarbon-rich vapour and liquid phases are quite significant and
cannot be neglected. As a closing note we would like to report that this work
had finished when it came to our attention that Englezos et al(1991) were also
able to predict successfully hydrate inhibition by methanol using one equation of
state together with the classical cell model.
3.6. Conclusions
A model, based on consistent thermodynamic descriptions of phases, has been
tested for the prediction of hydrate dissociation pressures with and without
methanol as inhibitor. The method is based on one cubic equation of state for all
fluid phases with simple non-density dependent mixing rules and the ideal solid
solution theory for the hydrate phases. An extensive comparison with
experimental data demonstrates the reliability of the proposed model and its
superiority over previously available methods, particularly for hydrate inhibition
by methanol. Although the present work is confined to the study of methanol,
clearly, it can be rigorously extended to include any polar inhibitor, subject to
availability of binary YLE data.
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0CHAPTER IV
PREDICTION OF HEAT CAPACITIES OF
NATURAL GAS HYDRATES
4.1. Introduction
Accurate knowledge of the thermal properties of natural gas hydrates is required
for the development of novel technology for the recovery of natural gas from
hydrates in the earth and for storing of natural gas in hydrate form (Sloan,1990;
Berecz and Balla-Achs,1983). Though the enthalpies of dissociation can be
obtained reliably by the use of the Clapeyron equation (Fleyel and Sloan,1991;
Rueff et al,1988) no general scheme has been documented for the prediction of
heat capacities of natural gas hydrates. Handa(1986a,b) has measured the heat
capacities of single gas hydrates of xenon, krypton, methane, ethane and propane
with a calorimetric technique from 85 to 270 K with accuracy better than 1%.
Handa and Tse(1986) have analyzed the data for the first three gases and they
have concluded that over the temperature range of 100-270 K the heat capacity
of the empty hydrate lattice of both structures is essentially equal to that of ice,
within the experimental uncertainties. These authors did not consider the data
for ethane and propane.
In this work classical thermodynamics together with the ideal solid solution
theory of van der Waals and Platteeuw(1959) is used for the prediction of heat
capacities of natural gas hydrates. No additional assumptions are needed. The
formulae are particularly simple for ethane and propane hydrates, where the gas
occupies the large cavity only. For multicomponent mixtures the system of
equations is solved numerically.
4.2. Previous implementations of the classical statistical model
The statistical mechanics theory of van der Waals(1956) provides a formula for
the calculation of the isothermal energy of formation AU' >' of a clathrate per
mole of gas. Parsonage and Staveley(1958) were the first to apply the statistical
mechanics theory of van der Waals(1956) to calculate the heat capacity of the
argon quinol clathrates. Briefly, by differentiation of Um they arrive at an
- 74 -
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expression for the constant volume heat capacity difference C >" between
the heat capacities of the occupied cage and that of the empty cage plus that of
the guest molecule per mole of gas. The heat capacity contribution of the
enclathrated guest, was calculated as the difference between the heat capacity of
the hydrate minus the heat capacity of the empty lattice:
C=C'-C	 (4.1)
Equation (1) is independent of composition and this is an implicit crucial
assumption in the above model, suggesting that guest-guest interactions are
negligible, the lattice is not distorted by the guest and there is no coupling
between the guest and lattice modes (Handa and Tse,1986).
Finally, assuming ideal gas heat capacity for the gas phase, the constant volume
heat capacity contribution of the guest molecule in the clathrate lattice is given
by:
=	
+Yg	 V	 2
Parsonage and Staveley(1958) have reduced their experimental data by
observing that the heat capacity of the clathrate is a linear function of
composition at constant temperature. Then a plot of the heat capacity of the
clathrate versus composition would give the heat capacity of the empty lattice at
the intercept y=O and the heat capacity of the encaged molecule from the slope
of the curve. The agreement between theory and experiment was considered
satisfactory. This model has been used to predict successfully the heat capacities
of the 3-quinol clathrates of Ar, Kr, N 2, 02 ,C0 and CH4 all of which were
linear functions of composition (Parsonage and Staveley,1984), indicating
validity of equation (1). The same model has also been used by Handa and
Tse(1986) as part of their analysis of the heat capacity data of Handa(1986) for
xenon, krypton and methane gas hydrates.
4.3. Proposed thermodynamic model
The heat capacity C, of any system at constant pressure P is defined by:
I i3S l	I2G
	
Cp=[j=TLJ=T[F2j	 (4.3)
(4.2)
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where H, S and G are the enthalpy, entropy and free energy of the system and T
the absolute temperature. By partial differentiation of the last relation we obtain:
-	 __
-T i5T2 P,x
where x is the array of mole fractions of all components and j.lj and 	 are the
chemical potential and the partial molar heat capacity of component i
respectively. The heat capacity of the mixture is given by the weighed sum:
=iixjp . From eqn (4) and the defining equation of fugacity f of a component
in a mixture, we obtain:
-	
+	 1t3lnf1l	 Ii3.21pf.)
cp1=cp1 - 2RT[ T jp,x RT2[
where R is the gas constant and c is a unique function of temperature only,
characteristic of the pure substance i. It is the same for all states of the substance
and it may be determined by forcing agreement of the model eqn (5) to pure
component experimental heat capacity data.
Table 4.1. Parameters for fitting the quantity c
Gas	 a	 bxlO2
	
cxlO4
	 th108	 jSJJ %
cal•mole-1 •K 1
 cal•mole- 1 •K-2 cal•mole 1 K 3 cal•mole 1 K
Xe	 4.7 12430	 0.000738	 -	 -	 0.07
Kr	 4.837330	 0.000380
	
0.03
CH4
	7.706430	 -0.265672	 0.196906	 -0.241807	 0.54
C2116
	6.519231	 0.925880	 0.471700	 -3.578000
	
0.10
C3H8
	3.697 170	 4.756530	 -0.033294	 -0.036224
	
0.37
	
C4H10 2.640850	 7.733960	 -0.239008	 -0.063755
	
0.40
CO2	4.486210	 1.916040	 -0.174884	 0.743337
	
0.17
N2	6.973140	 -0.066320	 0.017739	 -0.003831	 0.03
(4.4)
(4.5)
(4.8)
(4.9)
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We have fitted ideal gas heat capacity experimental data (API, Technical Data
Book, 1977) to the equation c =a+bTi-cT 2+dT3 , where c is in calmole1•K1.
The parameters of this equation, for the temperature range 120 to 600 K, are
listed in Table 1 together with the attained quality of the fit.
Calculation of of a gas component in a hydrate phase
The composition in mole fraction of a hydrate phase may be calculated from the
following relations:
H __________xi =
1+LmLkVnl®tr
and
H
xi
= V®pj, i w and m=1,2
x
w
(4.6 a)
(4.6b)
where Vm is the number of cavities of type m per water molecule in the unit cell
and O is calculated from the corresponding Langmuir type constant C:
Cf1
m1 1+jCmjtj
From eqns (6b) and (7) by taking logarithms and differentiating while keeping
all x1 and x constants we obtain:
j {vm®nijJ	 = 0 or equivalently Vrn®pj iT =
iln®	 'MnCrnj lMflfj	iThICmj 1Mfl1
	
= T + iT	 j°mJ i3T +
(4.7)
	
[i1nC, 3lnf1 	 1MIICm1 lMflf1 1
	
Em"m®rnj tT + iT	 j®mJ iT + iT (4.10)
The last system of eqns (10) may be solved for the derivatives of the logarithms
of the fugacities of gas components as functions of T and the composition of
Mnf1	iMnC21
iT (4.lOb)
i3 21n11	iMn2C21
i5T2 (4.11b)
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the hydrate phase. It is noted that these equations are independent of pressure
and the constant pressure requirement for differentiation is dropped. For single
gas hydrates the system of equations is reduced to a single analytical expression:
&lnf1
-
lMnCmi
Vm®mi(1 - ®ml) iT
Vm®mi( 1 - ®ml)
(4.1 Oa)
If the gas component enters the large cavities only, the equation is particularly
simple:
Equations (10) can be further differenti°ated to obtain the second derivative of the
logarithm of the fugacities of gas components. The corresponding final
expressions are:
2lnf
T2 mVm®nii
+	
[iln2C -	 iln® iMnC 1 ^ pJ -
	
+ 21pJ
11L yf2
	
mj	 mj	 f2
1n®mj1 1nC	 lflC1 i1nf1	 VØ.	 +	 —0L.ijmJ iT (4.11)
'&21nf1
iT2
IO1nCmi l 2 11nf1 1 2 11fl2Cm1	 FihiCmi	 hif1
vm®mi(1®mi)[	 T	 -	 +	 20m1 I	 +
vmOmi(l®mi)
(4.11 a)
The Langmuir type constants and the derivatives of their logarithms are
functions of temperature only. The necessary expressions for the calculation of
the derivatives of the Langmuir type constants are listed in Appendix C.
H-
C =C +LC
pw 	 I_'w
(4.12)
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For multicomponent systems, equations (10) and (11) can be solved easily for
the unknown values of the first and second derivatives of fugacity by application
of the method of successive substitutions. The procedure can be initialized by
assigning zero values to all unknowns. At some extra computational time cost,
alternative good initial estimates may be obtained by assuming each hydrate
former to be the only hydrate forming gas and applying equations (lOa) and
(1 la) respectively. In the present implementation, solution is considered to be
achieved when the Euclidian Norm of the unknowns is less than a tolerance set
equal to 10-8.
Calculation of	 of water in a hydrate phase
The partial molar heat capacity of water in the hydrate phase is calculated from
the expression:
1.	 .	 .
where cp is the heat capacity of water in the empty hydrate lattice and Lc
the difference between heat capacities of water in the hydrate phase and water in
the empty lattice at the same temperature.	 can be calculated by
application of the thermodynamic equation (4):
2(1)
-T	 (4.13)
The ideal solid solution theory gives:
LL = RTLmvmlfl(1+jCmjfj)
	 (4.14)
It is noted that if the composition of the hydrate is fixed, equation (14) is
independent of pressure. The final general expression for the calculation of
is
pC =Cpw	 1_w (4.15b)
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= c - 2RTL v	
11Thmj i3lnfj
Pw Pw	 m	 + iTj
[ 2iflCm •	 2lff IiThiCmj iMnf1 ' I 21
RT2Lvm i omjL iT2 + T2 + L T + OT J ]
Il5iflCmj iin11 12
+RT2vfr®mj [ T + T jj
For single gas hydrates eqn(15) is simplified:
I1inCmi 'LThlfil
c = c 2RTvm®mi [ T ^ - Jpw pw
(4.15)
['i32lflCmi	 21pJ1	 11M1mi iMnfil 21
RT2 vm®mi[	 +	 + (1 ®mi)[ iT + &T j ](4.15a)
Considering eqns (lOb) and (1 ib) the heat capacity of water for single gas
hydrates where the gas enters the large cavity only is equal to that of the empty
lattice:
4.4. The heat capacity of the empty hydrate lattice
Handa(1986a) argues that the composition of the hydrate sample during his
experiments should be considered constant for the whole range of the scan
temperatures, although hydrate, ice and gas coexisted at pressures higher than
the hydrate dissociation pressure. Theoretical calculations, however, show that
for xenon, krypton and methane the composition of the hydrate as well as the
distribution of the guest between the two types of cavities change appreciably
with temperature. To apply classical thennodynaniics we consider the hydrate as
a closed homogeneous phase having the reported experimental composition at
any fixed temperature. Then, the heat capacity of the hydrate is calculated as the
weighted sum of the partial molar heat capacities of gas and water. The value of
c is adjusted until agreement is obtained between experimental and predicted
heat capacities of single gas hydrates. The results of this procedure are
presented in figures 1 and 2 together with the experimental heat capacity data for
ice reported by Handa et al(1984).
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For single gas hydrates where the guest can only enter the large cavity, the
composition of the hydrate is less sensitive to temperature and can be considered
constant within the present experimental capabilities. Therefore, for the case of
ethane and propane hydrates no assumption regarding the state of equilibrium is
necessary and heat capacities calculations are straightforward by application of
eqns (5), (lOb), (1 ib) and (15b). It is seen that only the derivatives of the
Langmuir type constants are required from the ideal solid solution model.
Figure 1 indicates that c for structure I calculated from ethane hydrate heat
capacity data is always higher than that from methane data, which in turn is very
close to the one calculated from xenon. The heat capacity of the empty structure
II hydrate has been obtained from the propane heat capacity data. Krypton
hydrate is excluded from the present study, mainly because there are inadequate
data for dissociation pressures and compositions to allow undisputed
determination of the Kihara potential parameters. In particular, the six HLV data
points of Holder et al(1980), assumed as structure II, do not fit very well on the
same model with the six low temperature lilY data points of Barrer and
Edge(1967). On top of this discrepancy, it was found that the solid solution
model cannot match with the required accuracy both the above 12 dissociation
points and the composition Kr6.1OH 2O at 253.0 K and 2.72 MPa reported by
Handa(1986). However, Handa and Tse(1986) claim successful prediction of the
composition Kr6.10H2O at the three phase HIV hydrate point at 273.15 K. Of
course, the prediction of their model is just irrelevant to the experimental datum
of Handa(1986) and thus our conclusion for inadequacy of the available
experimental data for krypton is verified.
The heat capacity of the empty hydrate structure II lattice, as determined from
the heat capacity data of propane, is also higher than that of ice and on average it
is higher than the one of structure I hydrate derived from the ethane hydrate heat
capacity data.
We have fitted, the heat capacity differences between the empty hydrate lattice
and ice, in the temperature region 200-270 K to the equation:
LC = C1 +C2(T-T0)	 (4.16)
where T0
 is the ice point. The regressed parameters from each hydrate are given
in Table 4.2. Heat capacities are never linear functions of temperature, and it is
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understood that these linear equations are approximations only, and they may
not be valid outside the specified temperature region.
Table 4.2. Regressed parameters for the heat capacity of the empty hydrate
lattice relative to ice from the single gas hydrate heat capacity data of
Handa(1986a,b).
Parameter	 Gas Hydrate
Xe 5 .90H20 C114•6 .00H20 C2H6 7 .671120 C3118 • 17.0 ffl20
C1/calmol1ic1	 -0.0483
	
-0.1709
	
0.2606
	
0.3542
C2/caImol1ic2
	
-0.0019	 -0.0020	 -0.00043
	
0 .00403
4.5. Partial molar heat capacity of guest molecules in the hydrate phase
The heat capacity contributions of guest molecules to their hydrate heat capacity
can be calculated by direct application of equation (5) with derivatives obtained
from equations (10) and (11). It is noted that equation (5) is a generally valid
thermodynamic relation and as such does not depend on adjustable parameters
other than those used to calculate fugacities. The results of application of
equation (5) for the hydrates Xe5.90H2O, CH4 6.00H2O, C2H6•7.67H20 and
C3H8• 17.0 1H20 are presented in figures 3 to 6. For comparison, the
experimental ideal gas heat capacities (API Techical Data Book, 1982) of the
respective gases are also plotted in the same figures.
Figures 3 and 4 show that in the temperature range 200 to 270 K, enclathrated
xenon and methane have the same heat capacity, within the experimental error,
as the corresponding ideal gases. Figure 5 shows that enclathrated ethane gas
has a heat capacity about 2.7 % higher than the corresponding gas, while in
figure 6 the propane guest appears having heat capacity not more than 3% less
than the propane ideal gas. These differences, however, are indeed very small,
and although they may represent real situations, one should take into account
that the combined experimental errors of the heat capacity determinations of the
gas hydrate(±1%) and the ideal gas(±1.5%) might be mainly responsible for
these differences.
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4.6. Results and discussion
The thermodynamic model is applied to predict the heat capacities of the natural
gas hydrate studied by Cherskii et al(1983). The composition of the gas used by
the experimentalists to produce the hydrate is given in Table 3 in volume % at
some unspecified temperature and pressure conditions. We assume therefore the
same percentage in mole fraction. The composition of the synthetic gas hydrate
has not been reported and the details of its preparation are rather diffuse. We
assume that the hydrate has been produced at 258 K and 5 MPa(conditions for
the preparation of the silica sand/hydrate mixture) in equilibrium with excess of
the natural gas. We further assume that the composition of the hydrate did not
change during the heat capacity measurements. The experimental data were
reported in the form of a fitted equation with unspecified range of validity. We
assume reasonably that this equation is valid in the temperature range 235-270
K. Figure 7 presents the experimental data for the hydrate heat capacities and
the associated error bars as reported by the experimentalists. For comparisons
the heat capacities of ice (Handa et a!, 1984) and the predictions of our model
are also plotted in figure 7. Since the gas mixture corresponds to a structure II
hydrate, we have used for the heat capacity difference between the empty
hydrate lattice and ice, the value obtained from the propane hydrate(Table 2).
The predictions of the model are about 10% lower than the experimental line and
they are very close to the experimental heat capacity data of ice. Such deviation
can be considered satisfactory considering the uncertainties associated with the
experimental data. It is noted that Rueff et al(1988) have also found the data of
Cherskii et al(1983) to be too high and questioned their reliability.
Table 4.3. Composition of the natural gas of Cherskii et al(1983) in V%'.
C114 	C2H6	 C3H8	 C4H10	 C5H12	 N2	 02
91.51	 3.94
	
1.22	 0.59
	
0.20	 2.00
	
0.40
1 Temperature and pressure were not specified. The composition is not normalized.
An experimental study of the heat capacities of naturally occurring hydrates has
been carried out by Handa(1988). The gas in the first sample was almost pure
methane but the composition of the hydrate was slightly different from the
synthetic sample studied before(1986) by the same author, reflecting different
preparation conditions. The second sample was a structure II hydrate with high
propane content. Unfortunately, precise heat capacity measurements could not be
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reported for either sample, due the amount of impurities in the samples. No other
experimental heat capacity data of multicomponent hydrate systems have been
reported in the open literature.
Our analysis of the heat capacity data of Handa(1986a,b) for methane and xenon
leads essentially to the same conclusion as that reached by Handa and Tse(1986):
For hydrates of small molecules, the heat capacities of the guest and water are -
within the experimental error - equal to those in the gas and ice phase
respectively. It was not possible to analyse the data of krypton. It may be that
the hydrate number of the krypton hydrate reported by Handa(1986b) is too high,
leading to wrong values for the respective heat capacity data. In any case, more
dissociation point data for krypton are needed. Alternatively, the discrepancy
might be resolved when heat capacity data for nitrogen, which is also a structure
II hydrate former, become available. Note, however, that a potential barrier has
been reported (van der Waals, 1961) for the nitrogen [3-quinol clathrate, the
cavity radius of which is similar in size to the small hydrate cavities.
The scheme used by Handa and Tse(1986) to reduce the heat capacity data for
xenon, krypton and methane is not applicable to ethane and propane. No
analysis of the data for these components has come to our attention. The
application of the methodology proposed by us leads to the conclusion that the
ethane guest causes a small but definite increase of the heat capacity of water in
the hydrate lattice as well as an increase of the heat capacity of the guest itself. It
is noted that, according to our proposal, the heat capacity of the guest molecules
is independent of the pressure while the heat capacity of water depends on
pressure to the same extent as ice. Our results for propane, however, are not
conclusive, although the regression algorithm always converges to the reported
values. This is because the hydrate number of propane is too large (17 moles of
water per mole of propane guest). Accordingly, the contribution of the guest to
the heat capacity of its hydrate is very small and our multivariable regression
algorithm may not sense the correct values.
Davidson et al(1977) have recorded nuclear magnetic resonance spectra of the
clathrate hydrates and/or deuteriorates of methane, ethane, propane, isobutane
and conducted dielectric relaxation measurements in hydrogen sulfide, propane,
isobutane and n-butane-hydrogen sulfide hydrates. They have estimated that
there are no reorientation barriers for the hydrogen suffide and methane encaged
molecules and they report average barriers to reorientation ("activation
energies") 1.2 Kcal/mol for ethane(str.I) and 0.6, 1.2 and 1.4 Kcal/mol for
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propane, iso-butane and n-butane in structure II hydrates. Our calculations for
methane and ethane are in agreement with these findings.
It has not been possible to reach a unique function for the heat capacity of the
(hypothetical) empty hydrate lattice, but different approximations were obtained
from hydrates of different guest molecules. Although this finding is contrary to
the conventional approach of assigning unique values to the thermodynamic
properties of the empty hydrate lattice, it does support the suggestion of Holder
et al(1988) for different values of the reference chemical potential for different
guests. Moreover, Davidson et al(1977) were able to detect wide distributions of
reorientation rates in all hydrates studied by them. They attribute this
phenomenon to variations of distortion from cage to cage. Then, if variable
composition heat capacity data were available for the mixed with methane
hydrates of ethane and propane, application of our model would be expected to
lead to varying calculated values of the heat capacity of the respective empty
hydrate lattices.
4.7. Conclusions
Classical thermodynamics and the ideal solid solution theory were applied to
reduce the heat capacity experimental data for single gas hydrates obtained by
Handa(1986a,b) and a general methodology was detailed for the prediction of the
heat capacity of single and multicomponent gas hydrates. The heat capacities of
the empty hydrate lattices of structure I and II hydrates were regressed as
functions of temperature and it was shown that the heat capacities of the empty
lattice of propane and ethane hydrates are always larger than those of xenon and
methane, which in turn are very close to that of ice. The calculated partial molar
heat capacities of the enclathrated gases of methane and xenon were always ideal
gas like, while ethane demonstrated a definite increase. No conclusive results
could be obtained for propane hydrate. It has been indicated that the
experimental heat capacity data of gas hydrates are insufficient. To establish
generalized correlations for the thermodynamic properties of the empty hydrate
lattice more heat capacity data are needed. In particular, heat capacity data are
needed for multicomponent systems of both structures, for binary mixtures of the
gas hydrates studied by llanda(1986a, b) in a range of compositions and for the
simple gas hydrates of carbon dioxide, nitrogen and n-butane, which have not
been studied so far. In addition, dissociation pressure and compositional data are
needed for the krypton hydrate.
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CHAPTER V
THERMODYNAMIC STABILITY
5.1. Objective
A major problem in multiphase equilibria calculations is that the number and the
identity of the equilibrium phases is not known in advance. In the previous
chapters this problem was not faced because the identity of the equilibrium
phases was experimentally known. The right approach to this problem is the
minimisation of the Gibbs free energy, since if a system is at true equilibrium
the Gibbs free energy is at a global minimum. Accordingly, the conventional
method to solve this problem had been to assume a combination of phases and
formulate a Gibbs free energy minimisation problem(Heidemann,1974).
Obviously, this is a tedious approach which not necessarily converges to the
correct solution(Gautam and Seider, 1979). Currently, the established
methodology makes use of the Gibbs tangent plane criterion, as implemented by
Michelsen(1982), to search for the Gibbs free energy surface global minimum.
In this chapter the thermodynamic principles governing muliiphase equilibria
and stability are clearly stated in an effort to elucidate the thermodynamic nature
of the problem. Methods based on the tangent plane criterion are presented and
reviewed. Next, the development of a new approach particularly suitable for
multiphase equilibria calculations involving solid hydrate phases is presented
and the computational implementation is detailed. The efficiency of the
proposed methodology is demonstrated by application in several situations and
by comparison of predictions with experimental data.
The present treatment ignores metastable states as an immediate result of the
particular methods employed to minimise the Gibbs free energy of the system.
Also, equilibrium states at the limit of stability(critical states), which represent a
special case of the general stability analysis, are not considered here. These
limitations do not interfere with the solution of the specified(Chapter 1)
heterogeneous equilibrium problem.
- 88 -
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5.2. Thermodynamic equilibrium and stability criteria
A direct consequence of the Second Law of thermodynamics is the principle of
maximum entropy: The state of equilibrium of an isolated system composed of a
number of open phases is defined by the values of the independent variables
which maximize the entropy function S(U,V,ni,...,n) of the system. In
mathematical notation, that is:
dS = 0
	 (5.1 a)
and
d2S <0
	 (5.1 b)
If U is the internal energy of the system, V the total volume and n 1 the total
number of moles of component i in the system and it the number of the open
phases composing the system, then the independent variables should meet the
imposed conditions of isolation, that is:
dU=dU = 0, dVdV = Oanddn1 =	 dn=0, i=1,...,c	 (5.lc)
where U, V3 and n 3 are the corresponding values of internal energy, volume and
mole numbers of component i in the (open)phase j and c the number of
components.
The maximum entropy principle for isolated systems can be used to derive the
equilibrium conditions at different imposed restraints, practically more
interesting. In particular, the condition of thermodynamic equilibrium in a
composite closed system of open phases at constant temperature and pressure, is
characterized by those values of the independent variables which minimize the
Gibbs free energy of the system G(T,P,n1,...,n). In mathematical notation this is:
dG=0	 (5.2a)
and
d2G>0	 (5.2b)
under the constraints:
T, P = constant and dn = 	 dn = 0, i=1,...,c	 (52c)
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Equation (2a) and the inequality (2b) form respectively the criteria of
thermodynamic equilibrium and stability in Gibbs free energy representation of
the fundamental equation.
If the virtual boundaries separating the phases are diathermal and movable, then
equation (2a) under the restraints (2c) can be shown to be equivalent to the
following set of equations, which relate the thermodynamic properties of the
open phases at the state of thermodynamic equilibrium:
T1=T2=...T
	 (5.3 a)
P 1 =	 = ... = P1	 (5.3b)
(5.3c)
where = ( G/13i1ij)T,P,n. is the chemical potential of component i in phase j.
For an homogeneous closed phase under constant temperature and pressure, the
inequality (2b) results in the following criterion for the intrinsic stability of a
phase:
I2G)	
{]
>O,i=1,...,c
1 j T,.P,nk	 i T,P,;
This is a necessary and sufficient criterion and states that addition to a stable
phase of an amount of some component will always result in an increase of the
chemical potential of that component. To fix ideas, consider that a phase
meeting this criterion, can develop a heterogeneous region within it. Initially
both phases will have the same composition and will differentiate by transfer of
mass of components 1,...,i,...,c from the first to the second phase. According to
eqn (4), this results in a decrease of the chemical potential of each component in
the first phase and a corresponding increase in the second phase and, therefore
equilibrium is not possible due to violation of equation (3c).
(5.4)
	- 	 1,xi_
	
T,P,nk -
	 &ni -
l —x It1
	
I1jtjl
>o=>I — I >0
-- 1j	 11XiJ
(5.9)
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Mole fractions x1 are commonly the preferred variables in chemical engineering
calculations and it is desired to express the stability criteria in terms of mole
fractions as well. Since the fundamental equation is a homogeneous polynomial
of the first degree it follows that the mean Gibbs energy g = G/n is:
g = (1/n)G(T,P,n1,...,n) =G(T,P,xi,...,x)	 (5.5 a)
and
g= L x= Lx1J.Lj	 (5.5b)
where n is the (constant) total number of moles:
=	
I-Ii
	 (5.6)
It is noted that because of the normalization equation, one(anyone) of the mole
fractions is a dependent variable. Therefore equation (5a) may be rewritten as:
g = g(T,P,x1,.. .,x.. i )	 (5.5c)
Direct comparison of the total differentials dg of equations (5a) and (5b) yields
the following important relation:
(5.7)
where c is the indice of the dependent mole fraction. For a binary system, with
x 1 the independent mole fraction, differentiation of (7) by taking into
consideration the Gibbs-Duhem equation leads to another useful relation:
i3x - 2 Xi
	 (5.8)
The stability criterion inequality (4) may also be expressed in terms of mole
fractions:
Comparison of (8) and (9) results in another equivalent stability criterion:
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2>0
	 (5.10)
1xi
The last inequality and the equilibrium relations (3c) allow for a simple
geometrical representation of the equilibrium and stability criteria, as it is
discussed in section 4.
53. Equilibrium relations in multicomponent heterogeneous systems
According to the first postulate(Modell and Reid,1984), an open phase consisting
of c nonreacting species can be fully characterized from the values of c+2
independent variables of which c variables correspond to the values of the mole
numbers of each component and the remaining two can be any independently
variable properties. However, the physico-chemical state of a phase can be
defined by intensive variables only and if the actual mass of the phase is not to
our concern, we can replace mole numbers by the corresponding mole fractions.
Thus, all variables can be intensive properties of which only c+1 are independent
because of the existing (normalization) relation between mole fractions.
Therefore, the physico-chemical state of a heterogeneous system of it phases can
be described by it(c+1) intensive variables. At equilibrium there exist (c+2)(rc-1)
independent equations (5.3a, b, c) and the number of independent variables is:
F = m(c-i-1) - (c+2)(m-l) = c+2-m	 (5.11)
Equation (11) is known as the Gibbs Phase Rule. It is very useful for immediate
recognition of the maximum number of permissible phases for a given mixture
at specified conditions. For example, at fixed temperature and pressure (F=2),
the maximum number of phases is as many as the number of components (m=c),
the composition of each of which is fixed and independent of the overall
composition of the multiphase system.
The first postulate can be extended to heterogeneous systems. A closed
heterogeneous system of it phases is described by 2m intensive variables such T
and P, me mole fractions and it phase fractions(the number of moles of each
phase). At equilibrium there exist the (c+2)(m-1) independent equations (5.3a, b,
c), it normalization equations for the mole fractions in each phase and the c
conditions for the material balance of each component in the system. The total
number of unknowns is m(c-i-3), the total number of equations is m(c+3)-2 and,
therefore, the number of independent variables is 2. Thus, if the overall
composition of any closed system is given, its equilibrium state is completely
determined by two independent variables(Duhem's theorem). However,
indifferent states do not obey this rule (for details, see Prigogine and Delay,
1954).
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5.4. Geometrical representation of the conditions of thermodynamic
equilibrium and stability
Consider, first, a simple system of two components at constant temperature and
pressure, which is assumed stable everywhere in the interior of the permissible
region(1 > x J > 0, Ex = 1). If the mean Gibbs free energy g of the system is
plotted against the composition as in figure 1, the stability condition inequality
(10), requires that the curve is everywhere concave upward. The chemical
potentials of each component of the system have also a simple geometrical
representation. From equations (5b) and (7) we obtain:
=g-	 (5. 12a)
For a binary system, having the composition z 1 (z2=1-z 1), this reduces to:
jL2 = gA - z 1	 (5. 12b)
which shows that the chemical potentials of a binary system define a line tangent
to the surface g at the point { g(z 1 ),z 1 } which intersects the ordinate at P-2 (z1=0)
and, by virtue of eqn(7), at JjI (z 1 =1). The discussion has been restricted to the
two-dimensional space only for ease of representation, but the arguments are
general and apply to multidimensional space equally well. In general, therefore,
for a simple stable system the mean Gibbs energy surface g should be concave
upward everywhere in the interior of the permissible region and the chemical
potentials of the single phase define a plane tangent to the g surface at the point
of the overall composition of the mixture. The intersections of this plane with
the ordinates are the values of respective chemical potentials.
Suppose now that there is a region where the g surface do not fulfil (10) and,
therefore it is not concave upward, as shown in figure 2. Then, it is always
possible to define a plane tangent to the g surface to replace the convex part of it.
At the points of tangency A and B the inequality (10) is satisfied, indicating the
existence of stable single phases. Application of equation (12) at the points A
and B results in the following equations:
Ap=gAx1	 A	 (5.13a)
x1
I
I
I
00
br3
I
lb
P1
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B
B
x1
Subtraction of (13b) from (13a) gives:
A B	 A	 B:L2 u2 =g"-g'3 -(x 1 -x1 )	 A0
,&x1
as it is evident from figure 2. Similarly,
A	 Api=gAx2 A
x2
B	 B
B
1x2
A	 B	 A	 B3
A
x2
Notice, that
-
	
A	 A
	i3x 1 	 ix2
and subtract (14c) from (13c):
{
A B
	
A B =
	 [( x -x)+(x -x)J=O2-2J- [it1ti]
Thus, we obtain:
A	 B	 • A	 B
2=P2 ancIJL1=Ji1
(5.13b)
(5.13c)
(5.14a)
(5.14b)
(5.14c)
(5.15)
(5.16)
(5.16b)
which is simply the equilibrium condition, equation (3c). We conclude,
therefore, that the points of the mean Gibbs energy surface having a common
tangent plane may represent phases at equilibrium. In this case, the mean Gibbs
energy defined by the tangent plane is always lower than that of the
corresponding unstable homogeneous phase. Therefore, any mixture with
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composition between 4 and x, where g is convex, is unstable and splits in two
equilibrium phases A and B with compositions 4 and x respectively.
If g is convex in more than one regions, then more than one plane tangent to g
may be drawn, so that all regions where g is convex are substituted by tangent
planes connecting stable phases. Thus, the remaining original g surface is the
locus of all possible stable phases within the permissible region. Planes tangent
to the g surface at points where the inequality (10) is violated are not acceptable,
because they leave convex areas. Besides, since the g surface should be concave
upward everywhere, no tangent plane should intersect it.
We may state therefore that:
a. Of the tangent planes which do not intersect the g surface, it is only the one
which meets the material balance constraints that defines the equilibrium state.
An alternative but equivalent expression, is:
b. Of the tangent planes which satisfy the material balance constraints, the one
which represents the equilibrium state should not intersect the g surface.
The last statement forms the Gibbs tangent plane criterion. To fix ideas, consider
the hypothetical binary system, the Gibbs mean free energy of which is depicted
in figure 3, at some fixed temperature and pressure. Depending on the feed
composition z, this system can be in any of two heterogeneous regions, where
phases A and B or phases B and C, correspondingly, are at equilibrium, or in any
of three homogeneous phases, namely A, B or C. The shaded tangent plane is
rejected because it violates criterion (b) put forward above. It is to be noted, that
in any case the correct tangent plane is the one which minimizes the mean Gibbs
free energy of the system. This is expected since inequality (10) was derived
from the Gibbs free energy minimisation concept and it is equivalent to it.
Tangent planes can also give quantitative information about the relative
proportions of the equilibrium phases.
region, this is demonstrated in figure 4.
the mixture, n the number of moles
For a binary system in the two phase
Let n be the total number of moles of
f component 1 in phase A and n in
phase B respectively and A, B the total number of moles of phases A and B
respectively. Then it is:
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f1
 - x	 i/ - fll/flA
= X1
 - fi = fl1/flB - ni/n -
	 (5.17)
which is known as the lever rule since it applies around a "fulcrum"(in the
present example this is point F). If this system is at the three phase pressure, as
shown in figure 5, the lever rule can not be strictly applied, unless we assume
phase boundary conditions and assign to one of the phases zero mass. In that
case the lever rule applies for the remaining two phases.
The arguments presented so far are not 'specific to the two dimensional space and
apply to any multicomponent heterogeneous system. The presentation was
restricted only for the sake of convenience and clarity. For example, assume a
ternary system with three equilibrium phases. Relations equivalent to the lever
rule can be applied on the triangle formed by the projection of the points of
tangency on the (x 1 ,x2) plane (x3 is not independent). Of course, the lever rule
could be directly applied to this ternary system or to any multicomponent system
in the two-phase region. A complete presentation of the properties of ternary
diagrams is given by Durell(1961).
5.5. Predictive methods
Locating the Gibbs free energy surface global minimum permits - at least in
principle - correct identification of the equilibrium phases and simultaneous
determination of their composition. Several reports in the literature concentrate
on Gibbs free energy minimisation. Of all methods, only the Gibbs tangent plane
criterion deserves practical interest for the general heterogeneous equilibrium
problem and will be referred here.
The properties of the tangent plane criterion have been extensively studied by
Baker et al.(1981) but they did not give numerical implementations.
Michelsen(1982) presented a technique, based on the tangent plane criterion, to
locate regions indicating intrinsic instability in an initially assumed
homogeneous phase. Schematically, the method of Michelsen(1982) involves
the following steps:
(1) A plane is drawn tangent to the g surface at the feed composition.
(2) A second phase is assumed present. The composition of the new phase is
adjusted so that a plane parallel to the first one can be drawn tangent to the g
surface at the composition of the new phase.
I-I
C
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(3) If the tangent plane of the second plane is above the first one, the analysis
has indicated the stability of the original mixture with respect to that phase. The
analysis ends here, if all admissible compositions were tested. If, however, the
second plane is below the first one, then the tangent plane criterion is violated
and the feed composition does not represent a stable single phase and further
steps are taken.
(4) The original mixture is flashed at the specified temperature and pressure.
The initial guess for the composition of the second phase is taken from the
previous step.
(5) For each one of the present phases the above procedure (1) to (4) is
repeated until all present phases are found to be stable.
The crucial move in this procedure is step (2). In thermodynamic terms, it is
required that the difference in chemical potential of ail components in the second
phase from the corresponding ones in the first phase assume a constant
difference independent of the component index. To prove it, consider the
function g=g(x 1
 ,...	 in the c-dimensional space. From equation (12a), the
equation g'=g'(x1,...,x.1) of the plane tangent to g at the point A={gA, x,
i=1,...,c-1}, is:
g'=.t -xA	 (5.1 8a)
Similarly, for a plane tangent to g at point B, we have:
g'=-xj
	
	 (5.1 8b)
xi
At any point {x1*,11,...,c1 1 ' by subtracting (18b) from (18a) and taking into
consideration that the slopes are equal(because the planes were assumed
parallel), we get:
A	 B
g'-g'=.t. -i	 (5.18c)
However, equations (18a, b) are independent of the choice of the dependent mole
fraction c and equation (18c) should be valid for any such choice. We
conclude, therefore, that the vertical distance of two parallel planes tangent to the
mean Gibbs free energy surface is simply the difference in chemical potential of
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any two corresponding components in the phases defined by the points of
tangency. Thus we may rewrite (5.18c) in a more general form:
D=g'-g'= L-JIj,i=1,...,c	 (5.1 8d)
where D is independent of the component index.
The method of Michelsen(1982) has been used for phase splitting in diverse
situations such as the three phase flash of polar fluids(Caims et al,1990), two and
three phase flash of water-hydrocarbon mixtures at high temperatures(Nutakki et
al, 1988) and multiphase hydrate flash(Cole and Goodwin,1990). Nonetheless, it
requires increased computational effort, it cannot guarantee convergence to a
nontrivial solution when phases have close composition, it does not provide good
estimates for a second liquid phase(Trebble,1989) and it becomes awkward as
the number of equilibrium phases increases.
in figure 6 we plot the mean Gibbs energy g of a hypothetical binary system
versus the composition in mole fraction. Application of the tangent plane
criterion demonstrates that the system with overall composition F is a stable
single phase. The same conclusion may be reached, however, by application of
the lever rule which indicates immediately that phase B, assumed as equilibrium
phase, must have a negative phase fraction.
Whitson and Michelsen(1989) have studied this phenomenon as it appears in the
case of two phase flash by the method of successive substitutions and have
indicated some further applications. In general the two criteria are
thennodynamically equivalent in the sense that the stability of a simple or
heterogeneous system against any additional phase may be tested by either of
the them.
We propose an alternative algorithm for multiphase flash calculations which
starts closer to the final solution in realistic hydrate problems. If hydrate formers
and water are present in the feed, generally up to six phases may be present at
equilibrium. All phases which can be potentially present under the specified
conditions are automatically assumed either actively present or marginally
present due to restrictions imposed initially by the phase rule. The compositions
of marginal phases are stored outside the algorithm. The program generates
initial guesses for all phases on the basis of the feed information, as detailed in
section 1.5. The case is considered as a typical multiphase flash problem and a
Newton-Raphson algorithm is called to solve the material balance and the
diffusional stability equations. As the algorithm proceeds by forcing equality of
.1
.
• ___
• ___
.1
.
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the fugacities of each species in all phases, it may be observed that one or more
phases start having components with negative mole fractions. It has been noticed
that a phase which persists having negative mole fractions is very unlikely to
change behaviour later. It is therefore removed and stored at the margins of the
algorithm with its mass distributed appropriately among the remaining active
phases. Since the points of tangency of a hyperplane to a surface in a
multidimensional space may be as many as the dimensions of the space, the
Newton-Raphson will anyway find one apparent solution to the problem and
will define the associated tangent plane. A plane parallel to that is drawn tangent
to each one of the marginal phases, that is the composition of all marginal phases
is adjusted until their chemical potentials obtain a constant difference
(independent from the component index) from those of the solution. Any phase
with tangent plane lower than that of the solution is reintroduced and the
Newton-Raphson is called again. An apparent solution is accepted as final only
if the tangent planes of all marginal phases lie above the one of the solution.
Single phase conditions are indicated when one phase alone appears with
positive mole fractions but confirmation by application of the tangent plane
criterion is generally recommended due to the sensitivity of the Newton-Raphson
to the initial estimates.
It is rather impossible to give a geometrical visualization of this technique in
the multidimensional space to which it is specffic. To fix ideas, we have chosen
the system propane-water, the behaviour of which has been recently
reviewed(Harmens and Sloan,1990). Figure 7 presents the calculated mean
Gibbs free energy of mixing of the propane(l)-water(2) system as a function of
composition at 273.60 K and 485.774 Kpa. The Gibbs free energy of the system
is denoted by the lower line with lines above corresponding to unstable
homogeneous phases. For the sake of clarity, this diagram is only qualitatively
correct but all the essential features are retained. It is noted that on the left the
curves of Ag/RT of all phases are tangent to the vertical line X 1 =0, on the right
the curves of the vapour and the liquid phases are tangent to the line X i=1. The
hydrate curve is tangent on the right to the line X i=X, where X€ is a constant
corresponding to the maximum filling of the hydrate lattice which depends on
the type of the hydrate structure and on the type of the hydrate formers (for
propane X=8/(136+8)=0.055556). All curves are concave upward at the points
of tangency and their relative position determines which phases will be present at
equilibrium and what will be their composition. It is seen that at the chosen
conditions of temperature and pressure our system may be in anyone of four
homogeneous(L, 11 2, V, L) and three heterogeneous two-phase(L-H 2, 112-V,
V-L) regions depending on the overall composition.
C.)
I
G(ml)(c+1)+i = 1n —
 , m =2,.. ,71
1im
(5.19c)
C'
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As an example application of the proposed algorithm, consider the indicated feed
Xf which corresponds to a single vapour phase. The algorithm identifies four
probable phases(L, H2, V, Lv), makes an initial guess of their composition,
chooses two of them(L,H 2) - in accordance with the phase rule - and tries to
equal their fugacities while preserving the material balance. The mass of the
water-rich liquid phase should become negative and it is eliminated. The hydrate
phase is examined for stability and the vapour phase is introduced resulting in
the hydrate phase being negative this time. Examination of the stability of the
remaining vapour phase reveals that the system is an homogeneous vapour
phase, the properties of which are calculated and reported. The calculated phase
diagram of the propane-water system is shown in Figure 8 by successive area
diagrams. For multicomponent systems the algorithm may assume up to six
phases or as many as the number of components and tries to converge to any
solution of the problem with positive mole fractions. Thereafter additional
phases from those initially assumed as probable may be reintroduced as indicated
by application of the tangent plane criterion.
5.6. Numerical implementation
The numerical calculations of multiphase equilibria are carried out essentially by
the scheme defined by the system of equations (1.32) appropriately modified to
include any solid hydrate phases. If s is the number of solid hydrate phases, it is:
G(W)=O	 (5.19)
where G is the vector of the rc(c+1)+s equations defmed below:
1+s
G, = z -
	 -
	
, i =1,...,c	 (5.19a)
j=:it+1
G^1 = 1 -	 (5.19b)
Gm(c+1) P -	 in =2,..,m
	 (5.19d)
[Tifitmi	 I, / , ,	
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(5.20a)
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(5.20b)
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Gm(c+1)+k = 1n	 , k =1,s1wk (5.19e)
where symbols have the same significance as in paragraph 1.4. The vector of the
unknowns '1' is defined by:
'P 'P(x 1 , F1 , x2 , F2 ,..., x, F, Fk)T , k =1,s	 (5.190
where x is the vector of the mole fractions composing the fluid phase j
.
 The
mole fractions of the hydrate phases are considered as dependent variables and
they are calculated from the following relations together with the normalization
equation:
v 1
 Oj
where v 1 is the number of cavities of type 1 per water molecule in the hydrate
lattice, f is the fugacity of the hydrate former i, & is the number of hydrate
formers and C11 is the Langmuir-type constant of component i in cavity 1, a
function of temperature. In equation (20) the hydrate phase index has been
dropped for simplicity.
The formulation above permits easy physical removal or introduction of a phase
by appropriately contracting or expanding the Jacobian and the related matrices
by as many columns and rows as the number of unknowns associated with that
phase. Switching of the reference phase can also be readily carried out. Some
modification is needed when only solid phases are participating in equilibrium;
the mole fractions of one of the hydrate phases, which now is assigned as the
reference phase, become independent variables and equations (20a) and (20b) are
solved for the fugacities, as suggested by Cole and Goodwin(1990). It is noted,
however, that in such cases the physical constraints in the hydrate composition
may not allow the Newton-Raphson to take a full step and may curb
convergence.
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The plane tangent to the g surface of a vapour or liquid phase j which is parallel
to that of the reference phase (indice 1) can be located by solving the system of
equations (18d) or the equivalent
ln(f1 / f11 )=D3 1 RT
	 (5.21a)
together with the normalisation equation, for the composition Xjj of phase j and
the vertical distance D. Michelsen(1982), by introducing the new independent
variables Y 3 = x1 exp(-D/RT), brings it in the form:
lnY + ln - ln(x1i i1) = 0
with the dependent variables given by the normalization equation:
Xij	 Yij -
Xij	 =
iXij	 iiYij
(5.21b)
(5.21 c)
In the present implementation, following Michelsen(1982), the system of
equations (21b) is solved by applying both the Successive Substitution and the
Newton-Raphson techniques as indicated below.
The method of Successive Substitutions(SS)
t^ 1inY = ln(x1j
 t'i) - ln
The Ne wton-Raphson method(NR)
The vector G of the c equations is defined by the equations:
Gk =1 k	 - hk =
(5.22)
(5.23)
where the phase indices where dropped for simplicity. The significance of the
symbols in equation (23) becomes apparent by comparison to equation (21b).
The elements of the Jacobian matrix are calculated from the equations:
Yi
	 (5.24a)
where	 is the Kronecker delta, and
1,x .
	1	 ___ (524b)&Yi
 -	
J	 jYj
x^i	 f 1 t
1th 
= fi Twh (5.25)
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In certain cases, either of these methods may fail either to converge or to find a
solution other than the trivial. In this implementation, we start with the NR and
in case of failure we switch to SS. If convergence is indicated by a small
objective function(lO-2), the NR is called again. However, if the SS is
fluctuating most probably it will not converge to the solution and it is
abandoned. Then, the algorithm is restarted with a new initial guess for the
composition of the phase under test, as suggested by Michelsen(1982).
For a hydrate phase we write for the tangent plane:
where fih and fwh are the fugacities of the hydrate former i and water in the
hydrate phase and f1i and fi are the corresponding fugacities in the reference
phase at the solution under test. Convergence of the above scheme is usually
achieved in 4 to 5 iterations when the tolerance is set equal to 10. The tangent
plane to the hydrate phase is lower than that of the solution if the ratio of the
fugacity of water in the hydrate phase to the same in the reference state is lower
than 1.
As a final note, the initial guesses of the composition of the hydrate phases are
estimated from the fugacities of the vapour phase assumed in equilibrium and the
Langmuir constants taken from the ideal solid solution theory.
5.7. Results and discussion
The characteristic ability of the proposed algorithm to identify correctly the
equilibrium phases in heterogeneous systems is demonstrated on a quatemary
mixture of methane, ethane, propane and water at 285 K. The results,
appearing in Figure 9 as an area diagram and in Table 1, indicate that in the
pressure region from 100 to 10000 KPa this system assumes seven phase
combinations. In Figure 9, hydrate structure 1 appears at slightly higher pressure
than hydrate structure 2 (this contrasts a prediction by Holder and Hand, 1982),
passes through a maximum at the expense of hydrate 2 and disappears almost
together with the vapour phase, leaving hydrate 2 as the sole stable solid phase in
equilibrium with a hydrocarbon-rich liquid. It is confirmed that water-
liquid/water-solid phase changes thermodynamically must take place abruptly,
as reported by Bishnoi et al(1989). The presence, however, of non-hydrate
formers effects lower rate of phase transformation. The boundaries of phase
transitions, shown in Table 1, have been approached here within the third
decimal digit of the mass (in mole fraction) of the appearing or disappearing
phase, but evidently the approximation is only limited by machine accuracy.
Phase transitions in the following examples have been located by linear
extrapolation to zero of two predictions of the fraction of the phase of interest.
OJOW/OJOW 'UOi1O1JJ OS1
0	 0
0	 0	 0
0
0
0
0
0
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Table 5.1. Predicted phase behaviour at 285.0 K of
the system C1=0.1820, C2=0.2705, C3=0.0475,
1120=0.5000 moles.
Pressure, KPa
101.3- 2771.7
2771.7- 2791.0
2791.0- 2791.2
2791.2- 4053.0
4053.0- 6408.8
6408.8 - 6535.5
6535.5 - 10132.5
Equilibrium Phases
V-Lw
V-L-H2
V-L-H2-H1
V-H2-H1
V-LHC-H2-H1
V-LHc-H2
LHC-H2
Experimental data on the water content of the gas phase in equilibrium with
hydrate in the two phase region have been published by Song and
Kobayshi(1982) for a ternary system and by Aoyagi and Kobayashi(1978) for
two multicomponent systems and they are presented in Figure 10 and Table 2
respectively, together with the predictions of our algorithm. For the system Cl
10.1%, C2 4.4%, C3 26.1%, nC5 59.4% at 3.447 MPa, studied by Sloan et
al(1986), at 264.1 and 270.7 K L HC-H2 equilibrium is predicted with
concentration of water in the hydrocarbon-rich phase 33 and 55 ppm
respectively. The corresponding experimental values are 56 and 124 ppm. The
significant error in this case may be partly attributed to the high content of n-
pentane, the Equation of State binary interaction parameters of which have been
calculated from limited data at significantly higher temperatures (310-470 K).
Figure 11 shows some typical predictions of hydrate dissociation points in the
three phase H-LW-LHC region in comparison with experimental data of Ng and
Robinson(1 976). A part of the calculated four phase H-L-L,-V equilibria is
also shown. The calculated upper quadruple point has been located as the
intersection of these two lines. The feed compositions in moles are listed in
Table 3. Latin numbers refer to the original publication. Deviations in the
calculated hydrate point temperature do not exceed 1 K.
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8.53
7.06
5.41
4.88
4.18
3.30
1.72
1.52
1.32
0.84
0.77
0.74
0.43
0.32
4.499
5.857
12.068
4.458
5.836
12.048
5.857
4.499
12.078
4.479
5.847
12.048
12.088
12.068
267.1
260.9
261.2
260.9
251.8
249.0
249.8
243.2
243.7
243.2
237.2
233.9
9.89
8.71
6.30
5.88
5.67
4.16
2.52
2.06
1.84
1.05
1.03
1.05
0.452
0.250
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Table 5.2. Experimental and predicted vapour phase water concentration
over a hydrate phase for two natural gas mixtures.
T/K
	
P/MPa	 Vapour phase water mole fraction x105
Exptl
	
Pred
Gas I: C 1 0.7502, C2 0.0795, C3 0.0399, CO2 0.1304
Gas II: C 1 0.8706, C2 0.0796, C3 0.0388, CO2 0.0110
	
277.6	 10.345	 11.8	 10.9
	
3.445
	
25.2
	
25.3
	260.9
	
10.345
	
2.84
	
2.70
	
3.445
	
6.30
	
5.72
	249.8
	
10.345
	
1.00
	
0.99
	
3.445
	
1.97
	
1.91
Table 5.3. Composition of natural gas liquids, moles.
Liquid
Component	 II	 III	 VI
Methane	 2.2	 21.9	 -
Ethane	 30.6	 24.7	 17.0
Propane	 50.8	 40.8	 38.6
iso-Butane	 16.2	 12.4	 18.9
Carbon dioxide	 -	 -	 25.5
Nitrogen	 0.2	 0.2	 -
Water	 50.0	 50.0	 1.0
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match the reported retrogradeTable	 5.4a.	 Prediction	 of
dissociation conditions of a gas 	 saturation	 pressure.	 The
condensate wellstream. 	 characterization does not affect
materially the predictions. The water
Pressure, MiPa	 Dissociation	 content of the feed was 33.3 mole %.
Temperature/K The average absolute deviation of
Exptl	 Pred	 nredicted hydrate roint temnerature
6.01	 290.75 290.51
11.07	 293.75 294.06
15.01	 294.95 295.56
19.99	 296.25 296.94
TabJe 5.4b. Dry base composition
of the gas condensate wellstream.
Component	 Mole %
Methane	 73.03
Ethane	 8.04
Propane	 4.28
iso-Butane	 0.73
n-Butane	 1.50
iso-Pentane	 0.54
n-Pentane	 0.60
Pentadecane	 7.53
Carbon dioxide	 3.11
Nitrogen	 0.64
Table 4 compares predictions with
experimental hydrate dissociation
point data of a gas condensate
welistream studied by Ng et al(1987)
in the four phase H-L-L-V
region. The heavy end has been
characterized as pentadecane to
- ------
	
.1 -	 -	 I	 ..
is 0.46 K. The composition of the
condensate is given in Table 4b.
The method of Gupta, first presented
by Bishnoi et al(1989) and
documented later by Gupta et
al(1991), deserves particular
attention. The fundamental stability
equations of this method are:
xjk_KjkxffeOk	 (5.26 a)
where 0k = DkJRT, K 4/ and
FkOk=O	 (5.26b)
subject to
Fk >0 and 0k 0.	 (5.26c)
Equations (26a) can be derived by
rearranging equations (22a) which
define a plane tangent to phase k and
parallel to the plane tangent to the
reference phase r. Equations (26b)
under the restrictions (26c) are
mathematical expressions of the fact
that either an equilibrium phase
(Ok=O) must have positive phase
fraction (Fk > 0) or any non-
equilibrium phase (Fk=O) must have
a tangent plane parallel to the
equilibrium one but above that
(Ok>O).
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The solution of these equations is not an easy task as discussed by Gupta et
al(1991). However, as it was demonstrated in paragraph 5.4, the same
conclusions may be reached simply by allowing Fk to be positive or negative. It
seems, therefore, that the method of Gupta - in comparison to our proposal -
suffers from unnecessary complexity.
The combined employment of two thermodynamically equivalent stability
criteria, as implemented in the proposed algorithm for multiphase flash
calculations, was shown to work efficiently and reliably in an extreme variety of
situations, although the user is not requested to provide any information other
than the specifications of the problem. This in itself demonstrates the power of
the method but it must be noted that the algorithm has been presented and
applied here in the most general form and therefore it is computationaly
expensive for two-phase systems in comparison to the phase splitting approach.
If the user would indicate the starting active phases, some computational time
might be saved without loss of generality or limitation of the reliability of the
predictions since at the end the tangent plane criterion would still be applied to
all phases potentially present.
A non-technical note on the terminology "negative flash" introduced by Whitson
and Michelsen(1989) appears to be necessary. In our view this term is at best
unfortunate for several reasons. Strictly speaking a flash calculation cannot be
either "negative" or "positive". Further, if a phase has indeed negative phase
fraction, this can not be known in advance. In this context, one should first
perform the calculation and later should name it. Moreover, if a phase has
negative phase fraction then one or more coexisting phases should have phase
fractions greater than 1. To avoid misunderstandings, we would prefer the term
"free flash", meaning a flash calculation free from constraints.
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CHAPTER VI
CONCLUSIONS AND RECOMMENDATIONS FOR
FURTHER WORK
6.1. Conclusions
Modelling of asymmetric systems
In Chapter 1 all experimental data of water and methanol binaries with common
reservoir fluid constituents, reported in the open literature (including
unpublished data in Theses, Dissertations and Research Reports), were
systematically collected. Based on these data, the phase behaviour of some
typical binary mixtures has been presented as qualitative diagrams and non-
idealities in these systems have been highlighted. Subsequently, the literature on
modelling asymmetric systems was reviewed and the ideas considered most
successful or promising were briefly presented. Consequently, we developed a
new mixing rule for asymmetric systems with two interaction parameters per
binary system, one of which was temperature dependent. The theoretical
requirement for quadratic dependence of the mixing rules on mole fractions for
gaseous states, was fulfilled by a density-dependent modification of the
proposed mixing rules. We have regressed interaction parameters for binary
mixtures of water and methanol with hydrocarbons up to n-octane, nitrogen,
hydrogen sulfide and carbon dioxide, both for the density-dependent and for the
nondensity-dependent mixing rules. In doing so, we have developed efficient
general algorithms for multiphase phase flash and phase boundary calculations.
To enhance the stability of the implementation, two numerical methods were
used for solving the systems of nonlinear equations, namely the Newton-
Raphson and the Successive Substitutions method. Finally, the model has been
extensively tested against diverse experimental data of highly asymmetric
systems preferably in multiphase regions.
A number of conclusions can be drawn, as a result of the above work.
(1) The phase behaviour of the system water-methanol-reservoir fluids can be
modelled with accuracy adequate for engineering applications with a cubic
equation of state with unconventional mixing rules. The methodology is general
-110-
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and it is applicable to any asymmetric system, subject to availability of adequate
binary data for regression of interaction parameters.
(2) The proposed mixing rules can be applied to any equation of state.
However, since most equations of state behave similarly in most cases,
significant differences should not be expected for asymmetric systems.
(3) The concept of density-dependent mixing rules does not offer any
significant advantage as far as quality of predictions is concerned. On the
contrary, it was shown to perform consistently worse than the nondensity-
dependent equivalent when both methanol and water were present. More over, it
was found that it is computationally inferior to the nondensity-dependent
alternative. This is because the cubic form of the equation of state is lost and a
numerical method must be used for solving the equation for the compressibility
factor.
(4) No convergence problems were encountered during the extensive testing
of the algorithm although the Newton-Raphson method has been the main tool
for solving the system of nonlinear equations. This must be attributed to two
main reasons: First, the implemented methodology for obtaining initial
estimates, works successfully in the tested cases. Second, our implementation of
the Newton-Raphson method makes use of the most extensive set of independent
variables. This results in an improved stability of the algorithm, at the cost of
increased computational time.
The ClassIcal Cell Model
In Chapter II it is attempted to determine a unique set of parameters for the ideal
solid solution model for gas hydrates. The classical cell model was implemented
as it is appropriate to work with an equation of state for calculation of the
fugacities of all components in equilibrium phases. We have used experimental
data on the expansion coefficients of ice, liquid water and hydrates of both
structures to regress a cubic equation of the molar volume of water in the above
states as a function of temperature. Using heat capacity data for pure
components, we have also regressed euations for the heat capacity differences
between ice and the empty hydrate lattice at the ice point. The rest of the
reference thermodynamic properties were used as reported by Dharmawardhana
et (1980). Subsequently, a number of methods were applied to determine a
consistent and unique set of potential parameters for the most common hydrate
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forming gases. In doing so, it has been necessary to develop a rigorous method
for the determination of the heat capacities of gas hydrates.
The following conclusions can be drawn from the application of the above
methodology.
(1) The potential parameters of small molecules capable of entering both
cavities of either structure cannot be determined from the simple gas hydrate
dissociation pressure data alone. Though a regression algorithm may converge
to a solution of the optimization problem, this solution can be shown not to be
unique. More importantly, since the so obtained "optimum" solution is normally
wrong, when the method is applied to multicomponent systems incorrect
predictions will be obtained.
(2) If compositional data of simple hydrates are available for the guest
entering the small cavity, the correct potential parameters can be isolated. Then
dissociation point data together with the compositional data can be used to
determine a unique set of potential parameters. The weak point of this method
is that highly accurate determinations of the composition of simple gas hydrates
is required. The method is extremely tedious and sophisticated equipment and
extreme care are necessary. Only very few data have been reported, which are
widely different.
(3) We have developed an alternative method for the determination of the
potential parameters of gas hydrate formers entering both cavities when accurate
compositional data are not available. As we demonstrate it is possible to locate
accurately the unique set of potential parameters by using simple and mixed gas
hydrate data.
(4) None of the above techniques is applicable for the determination of the
potential parameters of components entering only the large cavity. Although a
unique set of these parameters cannot be determined from any dissociation point
and compositional data, any optimum set can be used to predict these properties
for simple and mixed gas hydrates.
(5) It has been possible to determine a consistent unique set of potential
parameters of ethane, which can enter large cavities only, by using heat capacity
data. As shown in Chapter IV our result is consistent with the experimentally
determined rotation barriers.
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(6) Propane potential parameters could not be determined with confidence
from heat capacity data, as explained in Chapter IV. Corresponding heat
capacity data are not available for other larger hydrate formers. If infrared and
Raman spectroscopic data for the enclathrated molecules of the above gases
were available, they could be used to calculate corresponding heat capacities,
which in turn is the only method which can lead to the determination of the
potential parameters of these components.
(7) It has been shown that the potential parameters of water can be
considered the same for both structures° I and II. This finding ends an ambiguity
raised in the literature.
(8) For small components, dissociation pressure data can be used to calculate
reliable second vinal coefficients.
Application of the model
Extensive comparison of the model with experimental data in Chapters I, ifi and
V leads to the following conclusions:
(1) The model can predict reliably hydrate dissociation points of any natural
or synthetic gas mixture. In most cases the model has demonstrated
conservative predictions.
(2) Hydrate dissociation pressures in the presence of methanol inhibitor were
also calculated reliably for any mixture.
(3) The water content of a vapour phase in equilibrium with hydrates can also
be calculated reliably.
(4) The model predicts reliably the concentrations of major components in
any phase. Predictions of the water and methanol content of the vapour phase
are also reliable. However, corresponding predictions of the water and methanol
content of a hydrocarbon-rich liquid phase often give only the order of the
experimental values.
Stability Analysis
In Chapter V we have presented an algorithm for multiphase-multicomponent
flash calculations, alternative to the well established phase-splitting approach,
effectively equipped with stability analysis capabilities. The algorithm has been
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applied in a variety of hydrate equilibria problems and results were compared
with experimental data and the following conclusions may be drawn:
(1) The proposed algorithm can be used to solve any phase equilibria PVT
problem, including location of phase boundaries (by trial and error), for binary
or multicomponent systems.
(2) The proposed methodology is superior to the phase-splitting approach for
hydrate problems because normally more than two phases coexist at equilibrium.
(3) The algorithm of Gupta is also an alternative to the phase splitting
approach. However, in comparison to the method proposed here, it suffers from
unnecessary complexity.
6.2. Recommendations for further work
Modelling of asymmetric systems
The experimental vapour-liquid equilibrium data reported in the open literature
on the system water-methanol-reservoir gases and its binaries seem to be
sufficient in most cases for supporting our modelling work. Note, however, that
experimental data have not been reported at all in the open literature, for the
vapour phase of the systems water-isobutane and methanol-isobutane. The
modelling of this system plays an important role for hydrate predictions.
The computational scheme for modeffing asymmetric systems, presented in
Chapter I, has been based on one cubic equation of state for all fluid phases.
Although this scheme offers a number of significant advantages over the activity
coefficient models used previously, it is not free of shortcomings. In particular,
the accuracy of the predictions of the minor components in each phase needs to
be enhanced. Further, the accuracy of predictions in the near critical region
needs to be greatly improved. It is doubtful whether these tasks can be
accomplished by a modified form of the mixing rules for polar-nonpolar
interactions. We base this statement on the immense International effort which
has been directed towards modelling of asymmetric systems with cubic and
noncubic equations of state, as it is evidenced by the number of publications on
the subject every month in the past decade. Albeit almost every possible
combination has been tried, even with relaxation of the corresponding states
principle, the reported results seem to be limited. It appears, therefore, that
there are certain limitations inherent in the current approach to this problem. It is
believed that the solution of this problem can not be set on a sound basis, until
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fundamental progress is made towards understanding critical phenomena and
molecular forces. Even then it is questionable whether equations derived from
statistical mechanics will be simple enough for engineering applications.
For a short-term development, it appears that an increased flexibility of the EoS
can be achieved empirically, as necessary to achieve a good fit of vapour
pressures of binary mixtures at low and high temperatures including the near
critical region. The systems methanol-ethane and methanol-propane should be
chosen for the modelling studies, because of the high degree of non-idealities
they demonstrate and the availability of sufficient and adequate experimental
data. The binary interaction parameters, incorporated in the model should meet
certain limitations. No more than three interaction parameters per binary should
be considered for simultaneous regression. In our experience, any multivariable
regression technique would have difficulties in converging to unique values with
more parameters. This is a natural result of the inherent extreme complexity of
the model. These parameters should be neither temperature nor pressure
dependent. Pressure dependence leads to thermodynamic inconsistency, since
molecular forces should not depend on pressure. On the other hand, a
temperature dependence of the parameters indicates a limited predictive power
of the model, inadequate flexibility and might result in thermodynamic
inconsistencies for certain properties. The model should meet certain boundary
conditions, similar to those appearing in paragraph 1.3., which also may provide
guidance in deciding the mathematical formulation of the model.
In Chapter IV we reported a correlation for the prediction of ideal gas heat
capacities. As noted in paragraph 1.2., these correlations combined with the
equation of state could serve as a fundamental equation from which any
thermodynamic or mechanical property of a system could be derived. It has not
been possible to develop the necessary routines within the time-schedule of the
present study, but this is strongly recommended since it will allow, for example,
prediction of enthalpy changes during a range of industrial processes.
The Classical Cell Model
It has been demonstrated that the classical theory of van der Waals and
Platteeuw is perfectly valid for rather small nearly spherical molecules entering
either of the hydrate structures. For the interactions of such molecules with
water, a corresponding states approach could be successfully applied. It is not so
for large nonspherical molecules like ethane, propane, isobutane and n-butane.
The interactions of the latter guest molecules with the hydrate host lattice need
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to be further investigated. More information on guest-host interactions could be
gained by heat capacity measurements for mixed gas hydrates of ethane with
methane as a help-gas, over a wide range of temperatures. A series of such
experiments should be performed with different compositions. Application of
the methodology detailed in Chapter IV, will reveal the extent of the guest-host
interactions, as evidenced by the change in the heat capacity of the guest and that
of the empty hydrate lattice. Infrared and Raman spectra of the guest molecules
in the hydrate cages could directly provide information about the guest-host
interactions. Such spectra for gas hydrates have not been reported in the open
literature as far as we know. A knowledge of the heat capacities of enclathrated
ethane, propane, isobutane and n-butane from spectroscopic data together with
the methodology detailed in Chapter 4, will lead to an exact calculation of the
heat capacity of the empty lattice of each guest. It might be possible then to
achieve a generalized description of these interactions.
As an aside, if correct values of the Kihara potential parameters for gas-water
interactions are achieved for the hydrates of the above guests, it would be then
possible to derive mixing rules honouring the corresponding states principle. In
turn, this could be proven to have some practical significance, at least for
approximate estimation of hydrate properties, since more than one hundred
hydrate forming gases appear to be known.
Although there are adequate experimental dissociation pressure data for almost
all simple gas hydrates of reservoir gases, data for the binary mixtures of
nitrogen, carbon dioxide and hydrogen suffide with ethane, isobutane and ii-
butane have not been reported in the open literature. Such data would be useful
in determining the effect of the size of the molecules on guest-host interactions.
For example, nitrogen has a very small diameter (4.0 A) and it is accommodated
comfortably in the small cavities of either structure. Therefore the potential
parameters of nitrogen-water interactions should be the same in all structures
independently of the presence of other guests. Then the experimental data of its
binary mixtures with heavier components might be used to match properties
which are expected to depend on the size of the guest, namely the differences
between the thermodynamic properties of the hypothetical empty hydrate lattice
and ice.
Calculations algorithm
The algorithm detailed in Chapter 1 for the determination of phase boundaries of
multiphase systems is limited to cases when the identity of the present phases is
known. On the other hand, the method described in Chapter V for the
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determination of phase boundaries of multiphase systems is not very convenient
for everyday use. It might be possible to write a more specific algorithm where
the pressure, which makes zero the phase fraction of one particular phase at a
specified temperature, is one of the unknowns and the algorithm would still be
able to decide the identity of the actually present phases. Provision however
should be taken because a physically meaningful solution to a specified problem
might not exist.
A routine needs to be developed for calculation of the minimum required amount
of methanol for a required inhibition effect, considering losses in the vapour and
liquid phases. Currently, such calculations can be carried out by a trial and error
procedure. For computer implementation, the problem may be defmed as
follows: For a given fluid the incipient hydrate formation temperature T1
 at a
specified operating pressure P 1 is calculated and is considered known. It is
required to find what amount of methanol needs to be injected in the original
fluid to depress to incipient hydrate formation temperature by T K. Then the
operating pressure and temperature are given(P1 , T1*=T1 IAT) and the following
formulation is suggested for a Newton-Raphson implementation of the problem:
G(P)=O	 (6.1)
where the vector of the unknowns 'P is given by the equation:
'I' = 'P(x 1 ,F1 , x2, F2 ,..., x_ 1 ,F_1 , Zm)T	 (6.2)
where zm is the mole fraction of methanol in the feed composition of the mixture
and x, F are the composition and phase fraction of phase j. Here, index it
indicates the (incipient) hydrate phase, with phase fraction equal to zero and
mole fractions dependent variables. There are (c+1)(it-1)+1 unknowns. The
array G of the independent equations is defined by the following equations:
G1 = z -
	 i = 1,...,c
	 (6.3)
J
G+ 1 = 1 -
	
	 (6.3)
1
= ln —
 , m 2,..,m-1
	 (6.4)
Gm(c+l)
 P -	 L
	
(6.5)
ilfl
0	
=
	 (6.6)
'wH
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APPENDIX A
CALCULATION OF FUGACITIES FROM THE VALDERRAMA EOS
WITH UNCONVENTIONAL DENSITY-DEPENDENT MIXING RULES
The starting formula for the calculation of fugacity coefficients is the
thermodynamic relation:
(11 iW	 -	
dV - RT1nZRDnk 
= J R
V
(A.1)
The derivative of pressure for the Valderrama EoS is given by the following
relation:
nTa
- _RT flrbkRT ______________
TVn k 
V-nTb + (V-m1 b)2 - V(V+flTb)+flrC(VflTb)
nT a	 i[V(V+nTb)+nTc(V-nTb)]
+	 =
RT flTbkRT _____________
V-nTb + (V-nTb)2 - V(V+nTb)+nTc(V-nTb)
lnT3a
1 _________________
- RTV V(V+n,rb)+nTc(V-nTb)
nT ac 	 i3[V(V+n,Fb)+nTc(V-nTb)I
+ IIV(V+n,rb)+nTc(V-nTb)]2
1	 nT3a	 [V(V+nTb)+nTc(V-nTb)]
^ RTV [V(V+n,rb)+n,rc(V-nrb)] 2	 l3flk	 (A.2)
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7__RT -	 dV = -RTlnJVnTb V	 v
V
(A.3)
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where V=n1v. The derivatives appearing in eqn (2) are calculated from the
equations:
nTa
1JaJk	 (A.2a)
nTaA - 
2nkak nak lkJ + n2aPaPk1Pk	 (A.2b)
[V(V+nTb)+nTc(V-nJ.b)] 
=V(bk+ck)-n,Fbck-nTcbk	 (A.2c)
Equation (1) is combined with equation (2) and the integral is calculated as the
sum of individual integrals, which are given by the following equations:
(nTbkRT
I	 dV=RTj (V-nb)2	v-b
V
(A.4)
The rest of the integrals require formulas for the appearing specific types of
integrals, which are listed below:
co
1	 d-1l
J v(v+b)+c(v-b) v - - 2d 11q+d
V
where qv+(b+c)/2 and d=[bc-i-(b+c)2/4] u/2•
C	 1	 1	 g 2-d2 b+c 2:4
v -ln
J v[v(v+b)+c(vb)]d	 Lbc v2 - 4bcd lnq^d
V
(A5)
(A.6)
OD
_1
J [v(v+b)+c(vb)}2' = 4d3 q2-d2 +
V
(A.7)
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J
__________	 1	 b+c1qd 1n1[v(v+b+c(vb)]2
	
2(q2-d2) - 8d3 q2d2 + q+d
V	 0
(A.8)
cD
C	 1	 1	 g2-d2 2d2 + g(b+c) (b-i-c)(2d2+bc)
J v[v(v+b)+c(vb) 2	2(bc)2 v2 4bcd2(q2 d2) + 8(bc) 2d3 'q+d 9)
V
cx	 cx
I 2,Jnak	 I 2x3a
J V+nTb)+n..c(V-nTb)	 J v(v+b)+c(v-b)'" =
V	 V
Xak
d "q+d
	 (A.1O)
1 12nkLj1hjakj1kj + Epn2(1k	 12xkjxjakj1kj + PxP2aPaPk1Pk
RTJ V [V(V+nTb)+nTc(V-n,I.b)] dVTJ 	 v [v (v+b)+c(v-b)11
	
dv
V	 V
2xka JxJak 1kJ + Lx2aaPklk II g2-d2 b-i-c
=	
- 2RT	 bc in v2 + 2bcd 1q+d
w
ac(bk+Ck)J[v(v+b)(vb)]2dV
V
aC(b	 aC(bk + Ck)(b+C)	 SL
2(q2-d2)	 8d3	 q2-d2 +
(A.11)
(A.12)
w
ac(cbk +	
ac(cbk + bck) I2gd
=	 4d3	 q2d2+1flq+dj	 (A.13)
V
a(bk+Ck) C
	 1	 dV_L 12gdRT J [v(v+b)-i-c(vb)]2 -	 RT	 4d3 q2d2 + 1"q+d j
	
(A.14)
V
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w
aA(cbk+bck)	 1
- RT	 Jv[v(v+b)+c(vb)12th'
V
aA(cbk
 + bck) 11 g2 d2 2d2 + g(b+c) (b+c)(2d2-i.-bc) g
2bcRT l.bc v2 + 2d2(q2-d2) +	 4bcd3	1q+d j	 15)
Finally, combining equations (1), (2) and (3),(4) (10), (11), (12), (13), (14) and
(15) we get:
RDn k - RT1nZ - RTln + RT 
+
d lnq+d
aC(bk + Ck)
+ 2(q2-d2)
ac(bk + Ck)(b+c)
-	 8d3	 q2...d2 + 1'q+d
ac(cbk + bck) 2gd
-	 4d3	 "qi-d
2xkak x ak 1k + L,xP2aVaPk1Pk g2-d2 b+c	 1
+	 2bCRT	 ln 2 +	 q+d j
aA(h+ck)i2g
+ RT 4d3
 q2-d2 + Tlq+d
aA(cbk ^ bek) Ii g2-d2 2d2 + g(b+c) (b+c)(2d2-i-bc) qj 1
- 2bcRT [ln v2	2d2(q2d2) +	 4bcd3	 1 q+d j (A.16)
Divide both sides of equation (16) by RT and collect similar terms to obtain:
Bk	 xjAjk Q-D
= - ln(Z -B) +	 + - D	 Q^D
AC(Bk
 + Ck)
+ 2(Q2-D2)
- 12QP
- 8D3 Q2 D2 + lnQ+D Bk (B+3C)+ Ck(3B+C)]
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2xkAkjxAk lkj + PXp2ApApk1pk I Q2-D2 B+C Q-D 1
+	 2BC	 1n Z2 + 2D lflQjj J
AA(Bk
 + Ck) 2QD
	 Q-D
+	 4D3	 Q2-D2 +
AA(CBk + BCk) 1 Q2-D2
 2D2 + Q(B+C) (B-i-C)(2D 2+BC) 1
 Q-D
-	 2BC	 BC1 Z2 + 2D2(Q2-D2) + 4BCD3	 11Q+D
(A.17)
The capital symbols in the final expression were defmed by equations (1.25) and
(1.26).
APPENDIX B
CALCULATION OF KIHARA POTENTIAL PARAMETERS FROM
SECOND VIRIAL COEFFICIENT DATA (KIHARA, 1951).
The formulas of Kihara(1951) have been rearranged by Tee et al(1966) in terms
of more familiar variables. These formulas are reproduced below.
B ('T)=iNs3 [a*3+3 (21/6)a*2F1 (T*)+3 (2h13)a*F2(T*)+(2h/2)F3(T*)]/( 1+a*)3
0
where T*= kT/8 and a*=2a/( - 2a)
F2(T*) and F3(T*) are given by
(B.1)
The dimensionless functions F1(T*),
w
sV2JF(T*) = - 
-j-	 Tj- F(_)T*(6i^S)I12 where s=l, 2, 3
j=O
The Gamma function F is approximated numerically.
(B.2)
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APPENDIX C
CALCULATION OF THE TEMPERATURE DERIVATIVES OF THE
LANGMUIR-TYPE CONSTANT FOR GAS-WATER INTERACTIONS
IN HYDRATE CAVITIES.
The Langmuir-type constant, which accounts for gas-water interactions in the
hydrate cavities, is given by the relation(van der Waals and Platteeuw,1959):
C(T) = Jexp()r2dr	 (C.1)
where m and i are the cavity and guest indices, respectively, and R the radius of
the cavity. To simplify notation we assign the symbol I to the integral:
= fexp()r2dr	 (C.2)
By taking the logarithm of (1) and differentiating, we obtain for the derivatives:
lnC	 13I	 1
= ITT
and
	
32lnC
	 1 2J	 ___ 2
	
T2	ImjT2 I2 T	 T2
(C.3)
(C.4)
The derivatives of the integral with respect to temperature are calculated as
follows:
R	 R
lImj 1r
=	
exp(- kT )r2dr = Jexp(	 )r2dr
0	 0
R	 R
C
= J exp(- kT )j(	
)r2dr 
= J kT2	 )r2dr =>
0	 0
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'mi 1 ('w(r)	 @)r2dr
T = iJ kTe(p(- kT
0
(C.5)
	R 	 R
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1(w(r) w@1_ 	 ___ 2 ('
- T T = -
	
w(r)exp(-	 )r2dr 
+ j kT 
exp(- kT	 - kT )r2dr
	
0	 0
R
2 Mmj 1 IIw(r)) 2	___
= -	
+	
kT j exp(- kT )r2dr	 (C.6)
0
The two new integrals appearing in equations (5) and (6) are calculated
numerically in the same manner as 1m
