Algebraic foundations of split hypercomplex nonlinear adaptive filtering by Hitzer, Eckhard
ar
X
iv
:1
30
6.
16
76
v1
  [
cs
.C
V]
  7
 Ju
n 2
01
3
Research Article
Mathematical
Methods in the
Applied Sciences
Received XXXX
(www.interscience.wiley.com) DOI: 10.1002/sim.0000
MOS subject classification: 60G35; 15A66
Algebraic foundations of split hypercomplex
nonlinear adaptive filtering
E. Hitzer∗
A split hypercomplex learning algorithm for the training of nonlinear finite impulse response adaptive filters for the
processing of hypercomplex signals of any dimension is proposed. The derivation strictly takes into account the laws
of hypercomplex algebra and hypercomplex calculus, some of which have been neglected in existing learning approaches
(e.g. for quaternions). Already in the case of quaternions we can predict improvements in performance of hypercomplex
processes. The convergence of the proposed algorithms is rigorously analyzed. Copyright c© 2011 John Wiley & Sons, Ltd.
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1. Introduction
Split quaternion nonlinear adaptive filtering has recently been treated by [23], who showed its superior performance for Saito’s
Chaotic Signal and for wind forecasting. The quaternionic methods constitute a generalization of complex valued adaptive
filters, treated in detail in [19]. A method of quaternionic least mean square algorithm for adaptive quaternionic has previously
been developed in [22]. Additionally, [24] successfully proposes the usage of local analytic fully quaternionic functions in the
Quaternion Nonlinear Gradient Descent (QNGD). Yet the unconditioned use of analytic fully quaternionic activation functions in
neural networks faces problems with poles due to the Liouville theorem [3]. The quaternion algebra of Hamilton is a special case
of the higher dimensional Clifford algebras [10]. The problem with poles in nonlinear analytic functions does not generally occur
for hypercomplex activation functions in Clifford algebras, where the Dirac and the Cauchy-Riemann operators are not elliptic
[21], as shown, e.g., for hyperbolic numbers in [17]. But in order to provide a general approach valid for all Clifford algebras, we
will only use split hypercomplex nonlinear functions.
Our present paper first retraces some of the work of [23] in order to show modifications due to the strict application of
quaternionic calculus (Section 2). We then introduce the wider framework of hypercomplex algebra† and hypercomplex calculus
in Section 3, where hypercomplex refers to Clifford geometric algebra. Hypercomplex calculus is also known as geometric calculus
or Clifford analysis and has been thoroughly presented, including hypercomplex differentiation and integration, in [10] and [12].
Finally, in Sections 4 and 5 we generalize split quaternion nonlinear adaptive filtering to split hypercomplex nonlinear adaptive
filtering. We thus remove the dimensional limitations due to the use of quaternions, and introduce the algebraically much richer
framework of hypercomplex numbers. Our general treatment is not limited to division algebras [4,5].
Hypercomplex numbers allow to describe a wide variety of geometric objects (points, lines, planes, hyperplanes, circles, spheres,
hyperspheres) by elementary algebraic entities, their transformations and interactions by elementary algebraic operations ([15]).
For the interested reader additional information about the products of hypercomplex numbers and their geometric interpretation
are summarized in Appendix A. The use of hypercomplex numbers for neural networks allows to directly learn these objects and
their transformations in the form of hypercomplex numbers ([14]). To a certain degree complex and quaternion neural networks
can fulfill this task in lower dimensions ([20]). Hypercomplex neural networks, including the universal approximation properties
of split hypercomplex activation functions, have been thoroughly studied by [3]. [9] applies a quaternionic multilayer perceptron
(neural network) approach and quaternionic radial basis functions to rigid body attitude control. Especially the question of
optimal learning rates for hypercomplex neural networks, not limited to division algebras, have been studied in [4,5].
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In the current research we extend hypercomplex networks to split hypercomplex nonlinear FIR filtering, and for signals with
large dynamical ranges to adaptive amplitude split hypercomplex nonlinear FIR filtering. Due to the algebraic complexity, which
needs to be duly taken care of before actual numerical computations become possible, this paper is concentrating on presenting
the algebraic foundations in a selfcontained (as far as space allows) and unified way.
2. Split quaternion nonlinear adaptive filtering
2.1. Split quaternion nonlinear functions in H
Gauss, Rodrigues and Hamilton’s four-dimensional (4D) quaternion algebra H is defined over R with three imaginary units:
i j = −j i = k, jk = −kj = i , ki = −i k = j , i 2 = j 2 = k2 = i jk = −1. (2.1)
Every quaternion can be written explicitly as
q = qr + qi i + qj j + qkk ∈ H, qr , qi , qj , qk ∈ R, (2.2)
and has a quaternion conjugate‡
q˜ = qr − qi i − qj j − qkk . (2.3)
This leads to the norm of q ∈ H
|q| =
√
qq˜ =
√
q2r + q2i + q
2
j + q
2
k , |pq| = |p||q|. (2.4)
The scalar part of a quaternion is defined as
Sc(q) = qr =
1
2
(q + q˜), (2.5)
the pure quaternion (non-scalar) part is
q = q − qr = qi i + qj j + qkk =
1
2
(q − q˜). (2.6)
The coefficients of q can be extracted by
qi = −
1
2
(qi + iq), qj = −
1
2
(qj + jq), qk = −
1
2
(qk + kq). (2.7)
The product of two quaternions w, x ∈ H can be expanded with (2.1) as
wx =(wr + wi i + wj j + wkk)(xr + xi i + xj j + xkk)
=wrxr − wixi − wjxj − wkxk
+ (wr xi + wixr + wjxk − wkxj )i
+ (wr xj + wjxr + wkxi − wixk)j
+ (wr xk + wkxr + wixj − wjxi)k . (2.8)
Remark 1 Note that one full quaternion product requires the computation of 16 real multiplications and 12 real additions.
A split quaternion nonlinear function is a real analytic and bounded nonlinearity φ : R→ R applied independently to each
component of the quaternion-valued signal.
Φ(q) = φr (q) + φi(q)i + φj(q)j + φk(q)k , (2.9)
with
φr (q) = φ(qr ), φi(q) = φ(qi), φj(q) = φ(qj ), φk(q) = φ(qk). (2.10)
Therefore each function φr , φi , φj , φk is a nested function obtained by applying (2.6), followed by (2.7), followed by φ. This
approach is not analytic in H, but it is componentwise analytic and bounded, suitable for neural networks.
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Figure 1. Schematic diagram of a nonlinear adaptive finite impulse response (FIR) filter.
2.2. Quaternionic nonlinear adaptive filtering
We now study a quaternionic learning algorithm for nonlinear adaptive finite impulse response (FIR) filters, compare Fig. 1.
The input vector x = xn has L ∈ N quaternion valued components xn, . . . , xn−L+1 ∈ H. Similarly the adaptive weight vector
w = wn has L ∈ N quaternion valued components w1, . . . , wL ∈ H. Each of these vectors can also be written in terms of four
L-dimensional real vectors as x = xr + xi i + xj j + xkk , xr , xi , xj , xk ∈ R
L, and w = wr +wi i + wj j + wkk , wr ,wi ,wj ,wk ∈ R
L,
respectively. The net input sn ∈ H is given by the inner product
sn = w · x =
L∑
l=1
wl xn−l+1. (2.11)
Expanding the quaternion products wl xn−l+1 according to (2.8) we get the four real coefficients of sn as
sn,r = wr · xr −wi · xi − wj · xj − wk · xk
sn,i = wr · xi + wi · xr + wj · xk − wk · xj
sn,j = wr · xj + wj · xr +wk · xi − wi · xk
sn,k = wr · xk + wk · xr +wi · xj − wj · xi (2.12)
The application of a split quaternion nonlinear function Φ to the net input signal sn leads to the quaternionic FIR output
signal yn ∈ H
yn = yn,r + yn,i i + yn,j j + yn,kk
= Φ(sn) = φr (sn) + φi(sn)i + φj (sn)j + φk(sn)k . (2.13)
[23] define in equation (A.3) the quaternionic vector derivative ∂w as
∂wr yn + ∂wi yni + ∂wj ynj + ∂wk ynk = yn∂w, (2.14)
where we understand ∂w as acting from the right on the function yn = Φ(sn) = Φ(w · x). The reason for this order is, that
the quaternion products in definition (2.14) do not commute, e.g. yn i 6= iyn, i.e. the product order matters. For clarity note
that ∂wi yn i = (∂wi yn)i , where ∂wi is a real L-dimensional vector derivative. Similarly ∂wr , ∂wj , ∂wk are real L-dimensional vector
derivatives.
The difference of the desired quaternionic FIR target signal dn ∈ H and the output yn yields the quaternionic error
en = dn − yn = en,r + en,i i + en,j j + en,kk . (2.15)
The real quaternionic FIR filter cost function is defined as
En = |en|
2 = ene˜n = e
2
n,r + e
2
n,i + e
2
n,j + e
2
n,k = (dn − yn)(dn − yn)
∼
= (dn,r − yn,r )
2 + (dn,i − yn,i )
2 + (dn,j − yn,j )
2 + (dn,k − yn,k)
2. (2.16)
Remark 2 The general algebraic non-commutativity of the quaternionic vector derivative operator ∂w with quaternion functions
cannot be emphasized enough, since it is a characteristic distinction of quaternion calculus (and hypercomplex calculus in general)
from real and complex calculus. For example in general En∂w = (en e˜n)∂w 6= (en∂w)e˜n + en(e˜n∂w), see [10], a fact which may have
been neglected in (14), (17) and (20) of [23].
‡Quaternion conjugation is equivalent to reversion in Cl+3,0, and to principal involution in Cl0,2.
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2.3. Learning algorithm for split quaternionic FIR nonlinear adaptive filters
The aim of a quaternion-valued learning algorithm for nonlinear filtering is to iteratively minimize En ([25]). Gradient descent
update leads§ to
wn+1 = wn −
1
2
µEn∂w, (2.17)
where µ ∈ R is the learning rate (or step size). We therefore need to compute
En∂w = e
2
n,r∂w + e
2
n,i∂w + e
2
n,j∂w + e
2
n,k∂w
= −2en,r yn,r∂w − 2en,i yn,i∂w − 2en,j yn,j∂w − 2en,k yn,k∂w, (2.18)
where we used
e2n,r∂w = 2en,r (en,r∂w) = 2en,r (dn,r∂w − yn,r∂w) = −2en,r (yn,r∂w), (2.19)
because dn,r∂w = 0, and the analogous equations obtained by index substitution r → i , j, k.
We will first compute
yn,r∂w = φr (sn)∂w = φ(sn,r )∂w
= ∂wrφ(sn,r ) + ∂wiφ(sn,r )i + ∂wjφ(sn,r )j + ∂wkφ(sn,r )k
= φ′(sn,r )[∂wr sn,r + ∂wi sn,r i + ∂wj sn,r j + ∂wk sn,rk ]
= φ′(sn,r )[xr − xi i − xj j − xkk ]
= φ′r (sn)x˜, (2.20)
where we used (2.13) for the first equality, (2.10) for the second equality, (2.14) for the third equality, the chain rule
∂wrφ(f (wr )) =
[
∂φ(λ)
∂λ
]
λ=f (wr )
∂wr f (wr ), and φ
′(f ) =
[
∂φ(λ)
∂λ
]
λ=f
, for the fourth equality, (2.12) and the real L-D vector derivative
of the inner product ∂wr (wr · xr ) = xr for the fifth equality, and we defined φ
′
r (sn) = φ
′(sn,r ).
Next we compute
yn,i∂w = φi(sn)∂w = φ(sn,i )∂w
= ∂wrφ(sn,i ) + ∂wiφ(sn,i )i + ∂wjφ(sn,i )j + ∂wkφ(sn,i )k
= φ′(sn,i )[∂wr sn,i + ∂wi sn,i i + ∂wj sn,i j + ∂wk sn,ik ]
= φ′(sn,i )[xi + xr i + xk j − xjk ] = φ
′(sn,i )i [−xi i + xr − xkk − xj j ]
= φ′i(sn) i x˜, (2.21)
where the computations are analogous to (2.20), except that we need (2.1) for pulling out i to the left in the sixth equality and
we defined φ′i(sn) = φ
′(sn,i ). In analogy to (2.20) and (2.21), and by defining φ
′
j (sn) = φ
′(sn,j ), φ
′
k(sn) = φ
′(sn,k), we can derive
yn,j∂w = φ
′
j (sn) j x˜, yn,k∂w = φ
′
k(sn) k x˜. (2.22)
Equations (2.20), (2.21) and (2.22) yield for the quaternionic weight vector derivative of the output
yn∂w = (yn,r + iyn,i + jyn,j + kyn,k)∂w
= [φ′r (sn) + i
2φ′i(sn) + j
2φ′j (sn) + k
2φ′k(sn)] x˜
= [φ′r (sn)− φ
′
i(sn)− φ
′
j (sn)− φ
′
k(sn)] x˜. (2.23)
Remark 3 We went to great length and detail to show (2.23), because in equation (A.8) of [23], it seems to have been wrongly
assumed that φ′r (sn) = φ
′
i(sn) = φ
′
j(sn) = φ
′
k(sn). Yet our analysis clearly shows, that it is indeed the same function φ
′ evaluated
at different arguments sn,r , sn,i , sn,j , and sn,k !
For obtaining the quaternionic vector derivative of the cost function we insert (2.20), (2.21) and (2.22) in (2.18)
En∂w = −2[en,rφ
′
r (sn) + en,i iφ
′
i(sn) + en,j jφ
′
j(sn) + en,kkφ
′
k(sn)] x˜. (2.24)
§[23], Section 3.1, do not have the factor 1/2 of (2.17), but e.g. [23], equation (16), implies this factor 1/2 without further explanation.
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Remark 4 The result (2.24) for the quaternionic vector derivative of the cost function En∂w should be compared with (13) and
(21) of [23]. In our derivation of (2.24) the non-commutativity of the quaternion product¶ was fully taken into account, yet our
results are clearly different even from (21) of [23]. The reasons have been pointed out in Remarks 2 and 3.
For better comparison with [23], we also compute analogous to (2.23) the quaternionic vector derivative of the quaternion
conjugate output y˜n as follows
‖
y˜n∂w = (yn,r − iyn,i − jyn,j − kyn,k)∂w
= [φ′r (sn)− i
2φ′i(sn)− j
2φ′j (sn)− k
2φ′k(sn)] x˜
= [φ′r (sn) + φ
′
i(sn) + φ
′
j (sn) + φ
′
k(sn)] x˜. (2.25)
Finally inserting (2.24) into the weight update formula (2.17) we obtain the split quaternion adaptive filtering algorithm
(SQAFA) weight update as
wn+1 = wn + µ [en,rφ
′
r (sn) + en,iφ
′
i(sn)i + en,jφ
′
j (sn)j + en,kφ
′
k(sn)k ] x˜. (2.26)
Remark 5 Note that our expression in (2.26) is indeed less complex and easier to compute than (22) of [23]. Our update
∆wn = wn+1 − wn needs (apart from the common real µ factor) only four real multiplications, three additions and one full
quaternion product (see Remark 1), compared to four full quaternion products and one full quaternion addition in (22) of [23].
Real world signals often have large dynamical ranges. One approach to cope with the large signal dynamics is to use a
trainable amplitude for the non-linear activation function, improving performance compared to algorithms with fixed non-
linearities ([11, 27]). The derivation of the adaptive amplitude split quaternion adaptive filtering algorithm (AASQAFA) for
signals of large dynamic range of [23], Section 3.3, remains valid in our approach as well. For A ∈ {r, i , j, k}, the nonlinear
functions φA(sn) are replaced by unit amplitude nonlinearities λn,AϕA(sn) with trainable amplitude parameters λn,A ∈ R. The
amplitude updates are computed by
λn+1,A = λn,A −
1
2
ρ
∂En
∂λn,A
= λn,A + ρen,AϕA(sn), ∀A ∈ {r, i , j, k}. (2.27)
2.4. Convergence analysis for SQAFA and AASQAFA
In convergence analysis the relationship of the a posteriori error
en = dn −Φ(wn+1 · xn), (2.28)
with the a priori error
en = dn −Φ(wn · xn), (2.29)
given by the first order Taylor expansion
|en|
2 = |en|
2 + (|en|
2∂w) · ∆˜wn, (2.30)
is considered. It involves the quaternion conjugate of the weight update
∆˜wn = (wn+1 − wn)
∼
= µ x [en,rφ
′
r (sn)− en,iφ
′
i(sn)i − en,jφ
′
j (sn)j − en,kφ
′
k(sn)k ] (2.31)
of (2.26), and the error gradient |en|
2∂w of (2.24). For convergence of the SQAFA, we need |en|
2 < |en|
2 under the assumptions
of small learning rates µ.
Inserting (2.24) and (2.31), the second term of the Taylor expansion (2.30) gives
(|en|
2∂w) · ∆˜wn
= −2µ [en,rφ
′
r (sn) + en,iφ
′
i(sn)i + en,jφ
′
j (sn)j + en,kφ
′
k(sn)k ]
(x˜ · x) [en,rφ
′
r (sn)− en,iφ
′
i(sn)i − en,jφ
′
j(sn)j − en,kφ
′
k(sn)k ] (2.32)
= −2µ (x˜ · x)[(en,rφ
′
r (sn))
2 + (en,iφ
′
i(sn))
2 + (en,jφ
′
j(sn))
2 + (en,kφ
′
k(sn))
2].
¶[23] claim in their derivation in Section 3.1, that they obtain the different result (21) from (13) of ([2]) by considering non-commutativity:
“However, if the non-commutativity of the quaternion product is considered as in our proposed algorithms, the error gradient becomes ...” ([23], p.
428).
‖Once again we obtain a different result from equation (18) in [23], because φ′ has to be evaluated with different arguments sn,r , sn,i , sn,j , and
sn,k !
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The Taylor expansion (2.30) can thus be expressed as
|en|
2 = |en|
2[1−M], (2.33)
with
M = 2µ (x˜ · x)
(en,rφ
′
r (sn))
2 + (en,iφ
′
i(sn))
2 + (en,jφ
′
j(sn))
2 + (en,kφ
′
k(sn))
2
|en|
2
≤ 2µ (x˜ · x)|P |2, (2.34)
where we applied a 4D Cauchy-Schwarz identity to obtain
(en,rφ
′
r (sn))
2 + (en,iφ
′
i(sn))
2 + (en,jφ
′
j(sn))
2 + (en,kφ
′
k(sn))
2 ≤ |en|
2|P |2,
with P = φ′r (sn) + φ
′
i(sn)i + φ
′
j(sn)j + φ
′
k(sn)k . (2.35)
For convergence we need 0 < M < 1 in (2.33). Therefore we can ensure convergence by demanding
0 < µ <
1
2(x˜ · x)|P |2
. (2.36)
Remark 6 The upper limit for µ in (2.36) is by a factor five higher than the stability limit given in Section 4.1 of [23]! This
should lead to much faster convergence.
Because in the AASQAFA the a posteriori and a priori errors, respectively, are analyzed componentwise, the results in [23],
Section 4.2, continue to remain valid.
3. Hypercomplex numbers in Clifford geometric algebras
3.1. Clifford geometric algebras Clp,q over vector spaces R
p,q
We now introduce hypercomplex algebras Clp,q of W.K. Clifford, and develop the hypercomplex versions of SQAFA and
AASQAFA, appropriately called SHAFA and AASHAFA, where the letter “H” stands for hypercomplex. As a motivation observe
that we can rename the quaternion units to e1 = i , e2 = j , e12 = e1e2 = k and express a quaternion as a hypercomplex Cl0,2
number∗∗
q = q01 + q1e1 + q2e2 + q12e12, (3.1)
where the Clifford algebra Cl0,2 is the geometric algebra of the normed vector space R
0,2 with orthonormal basis {e1, e2}.
We now first define the general notion of a Clifford geometric algebra in plain mathematical terms ([8, 10]). Let
{e1, e2, . . . , eq, eq+1, . . . , en}, with n = p + q, e
2
k = εk , εk = +1 for k = 1, . . . , q, εk = −1 for k = q + 1, . . . , n, be an
orthonormal basis of the normed vector space Rp,q with a product according to the multiplication rules
ekel + elek = 2εkδk,l , k, l = 1, . . . n, (3.2)
where δk,l is the Kronecker symbol with δk,l = 1 for k = l , and δk,l = 0 for k 6= l . This non-commutative product generates
the associative 2n-dimensional Clifford geometric algebra Cl(Rp,q) = Cl(p, q) = Clp,q = Gp,q over R. The set
†† {eAs : As ⊆
{1, . . . , n}} with eAs = eh1eh2 . . . ehr , 1 ≤ h1 < . . . < hr ≤ n, e∅ = 1, forms a graded basis of Clp,q . The grades r range from 0
for scalars, 1 for vectors, 2 for bivectors, k for k-vectors, up to n for so called pseudoscalars.
The r -vector subspaces are spanned by the induced bases
{ek1ek2 . . . ekr | 1 ≤ k1 < k2 < . . . < kr ≤ n}, (3.3)
each with dimension
(
r
n
)
. The total dimension of the Clp,q therefore becomes
∑n
r=0
(
r
n
)
= 2n.
The real vector space Rp,q will be embedded in Clp,q by identifying the element (a1, a2, . . . , an) ∈ R
n with the element
a = a1e1 + a2e2 + . . . anen of the algebra. The general elements of Clp,q are real linear combinations of basis blades eAs , and are
called Clifford numbers, multivectors or hypercomplex numbers.
∗∗The conventional use of q as zero or positive integer index in the Clifford algebra notation Clp,q , and the use of q as a general quaternion
element in Section 2 and (3.1) should not be confused. The use of the same letter is somewhat unfortunate, but q for quaternions is only used in
(3.1) to provide the connection to the treatment of Section 2.
††Note the font distinction between ek for basis vectors and eAs for general basis elements of the Clifford algebra, which are products of basis
vectors.
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As an example we take the Clifford geometric algebra Cl3 = Cl3,0 of three-dimensional (3D) Euclidean space R
3 = R3,0. R3
has an orthonormal basis {e1, e2, e3}. Cl3 then has a 2
3 = 8-dimensional basis of
{1, e1, e2, e3︸ ︷︷ ︸
vectors
, e2e3, e3e1, e1e2︸ ︷︷ ︸
area bivectors
, i = e1e2e3︸ ︷︷ ︸
volume trivector
}. (3.4)
Here i denotes the unit trivector, i.e. the oriented volume of a unit cube, with i2 = −1. The even grade subalgebra Cl+3 is
isomorphic to Hamilton’s quaternions H.‡‡ Moreover, e.g. the subalgebra of Cl3 with basis {1, e1} is isomorphic to hyperbolic
numbers, and e.g. the subalgebras with bases {1, e12}, and {1, e123} are isomorphic to complex numbers. For ease of notation
a lexical basis order like in (3.4) is assumed and the Clp,q basis elements are indexed consecutively with 1 ≤ A ≤ 2
n.
The k-vector parts (0 ≤ k ≤ n) of a multivectorM ∈ Clp,q , p + q = n, can be extracted with the grade selector bracket 〈. . .〉k :
scalar part Sc(M) = 〈M〉 = 〈M〉0 = M0 ∈ R, vector part 〈M〉1 ∈ R
p,q , bi-vector part 〈M〉2 ∈
∧2
R
p,q, . . . , and pseudoscalar part
〈M〉n ∈
∧n
R
p,q
M =
2n∑
A=1
MAeA = 〈M〉+ 〈M〉1 + 〈M〉2 + . . .+ 〈M〉n . (3.5)
The principal involution§§
∼ : Clp,q → Clp,q , MN 7→ N˜M˜, (3.6)
changes the sign of all basis vectors according to ek 7→ εkek , 1 ≤ k ≤ n, and reverses the order of all vector factors ek1ek2 . . . ekr 7→
(εkr ekr ) . . . (εk2ek2) (εk1ek1), 1 ≤ k1 < k2 < . . . < kr ≤ n. By linearity it extends to all multivectors ∀M ∈ Clp,q : M 7→ M˜, and it
replaces complex conjugation and quaternion conjugation. In particular α˜ = α,∀α ∈ R, scalars are therefore invariant under the
principal involution
〈˜M〉 = 〈 M˜ 〉 = 〈M〉. (3.7)
The principal involution has the unique property that
eA e˜A = e˜A eA = 1, eA ∗ e˜B = δA,B, 1 ≤ A,B ≤ 2
n. (3.8)
The scalar product of two multivectors M,N ∈ Clp,q is defined as
M ∗ N = 〈MN〉 = 〈MN〉0. (3.9)
The scalar product is symmetric 〈MN〉 = M ∗ N = N ∗M = 〈NM〉. Applying the principal involution to one factor we get
M ∗ N˜ =
∑
AMANA. The scalar product allows therefore to compute the 2
n multivector coefficients directly
MA = M ∗ e˜A = 〈Me˜A 〉. (3.10)
This corresponds to (2.5) and (2.7) for the case of quaternions with e1 = 1, e2 = i , e3 = j , e4 = k . The modulus |M| of a
multivector M ∈ Clp,q is defined
¶¶ as
|M|2 = 〈MM˜〉 = M ∗ M˜ =
∑
A
M2A. (3.11)
In the subsequent discussion of the convergence conditions for hypercomplex nonlinear adaptive filtering the following
hypercomplex Cauchy-Schwarz type inequality proves useful. The proof is given in B.
Theorem 7 (Hypercomplex Cauchy-Schwarz type inequality) Consider two general multivectors M,N ∈ Clp,q . The following
inequality holds
|M ∗ N| ≤ |M||N|. (3.12)
3.2. Split hypercomplex nonlinear functions in Clp,q
The Clifford product of two multivectors w, x ∈ Clp,q is bilinear and its 2
n coefficients can be again computed from
(wx)A = 〈wx e˜A〉 = 〈eA x˜ w˜〉 =
2n∑
B,C=1
wBxC〈eAe˜C e˜B〉, (3.13)
‡‡As noted earlier, another Clifford algebra isomorphic to H is Cl0,2 with basis {1, e1, e2, e12 = e1e2}.
§§Applying no involution, or replacing the principal involution, e.g., by the reverse ek1ek2 . . . ekr 7→ ekr . . . ek2 ek1 , 1 ≤ k1 < k2 < . . . < kr ≤ n,
without sign changes leads in the case of Cl1,0 to the norm expression for hyperbolic numbers, instead of (3.11).
¶¶If the principal involution in (3.11) is omitted, then we instead obtain |M|2 = M ∗M =
∑
A M
2
Ae
2
A, with e
2
A ∈ {−1,+1}, which is useful for
implementing hyperbolic numbers and their higher dimensional generalizations.
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where we applied (3.10) for the first equality, and (3.6) and (3.7) for the second equality. Note that the real scalar coefficients
in (3.13) commute wBxC = xCwB. For quaternions H, Cl
+
3 , or Cl0,2 this will result in exactly the same 2
2 = 4 bilinear coefficients
as on the right side of the second equality in (2.8). The importance of (3.13) lies in the fact that it is very compact, dimension
independent, and allows the efficient computation of hypercomplex weight vector derivatives (compare (4.10)).
A multivector valued function ([12]) f : Clp,q → Clp,q , has 2
n blade components (fA : Clp,q → R)
f : x 7→ f (x) =
2n∑
A=1
fA(x)eA, ∀x ∈ Clp,q . (3.14)
A split hypercomplex nonlinear function is a real analytic and bounded nonlinearity φ : R→ R applied independently to each
component of the multivector-valued signal x ∈ Clp,q .
Φ(x) =
2n∑
A=1
φA(x)eA, φA(x) = φ(xA). (3.15)
Therefore each function φA, 1 ≤ A ≤ 2
n is a nested function obtained by first applying (3.10) followed by φ. This approach is
not analytic∗∗∗ in Clp,q , but it is componentwise analytic and bounded, suitable for neural networks.
4. Hypercomplex nonlinear adaptive filtering
We now study a hypercomplex learning algorithm for nonlinear adaptive finite impulse response (FIR) filters. The input vector ∗
x = xm has L ∈ N multivector valued components xm, . . . , xm−L+1 ∈ Clp,q . Similarly the adaptive weight vector w = wm has
L ∈ N multivector valued components w1, . . . , wL ∈ Clp,q . Each of these vectors can be written in terms of 2
n L-dimensional real
vectors as x =
∑2n
A=1 xAeA, ∀A : xA ∈ R
L, and w =
∑2n
A=1 wAeA, ∀A : wA ∈ R
L, respectively. The net input sm ∈ Clp,q is given
by the inner product†
sm = w · x =
L∑
l=1
wl xm−l+1. (4.1)
According to (3.13) we get the 2n real coefficients of sm as
‡
sm,A = (w · x)A =
2n∑
B,C=1
(wB · xC) 〈eAe˜C e˜B〉. (4.2)
The application of a split hypercomplex nonlinear function Φ to the net input signal sm leads to the hypercomplex FIR output
signal ym ∈ Clp,q
ym =
2n∑
A=1
ym,AeA = Φ(sm) =
2n∑
A=1
φA(sm)eA. (4.3)
We now define the hypercomplex vector derivative ∂w (acting from the right
§) as ([12])
ym∂w =
2n∑
A=1
∂wAymeA, (4.4)
For clarity note that ∂wAymeA = (∂wAym)eA, 1 ≤ A ≤ 2
n, where the ∂wA are the real L-dimensional vector derivatives.
The difference of the desired hypercomplex FIR target signal dm ∈ Clp,q and the output ym yields the error
em =
2n∑
A=1
em,AeA = dm − ym. (4.5)
∗∗∗Even for complex numbers, Liouville’s theorem states that every bounded complex analytic function is constant. This makes non-linear bounded
complex analytic functions impossible.
∗To avoid confusion of vector space dimension n = p + q and the length of the input vector, we rename the latter now m.
†The inner product maps two vectors x, y, each with L multivector valued components, to a single hypercomplex number in Clp,q .
‡The inner product applied to the vectors wB, xC ∈ RL is indeed the standard inner product of RL, mapping pairs of vectors to real scalars.
§We keep the order of applying the hypercomplex vector derivative from the right for ease of comparison with [23] and our (2.14). The whole
formalism can easily be established for a left derivative of the form ∂wym =
∑2n
A=1 eA∂wAym.
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The real hypercomplex FIR filter cost function is defined as
Em = em ∗ e˜m =
2n∑
A=1
e2m,A = (dm − ym) ∗ (dm − ym)
∼
=
2n∑
A=1
(dm,A − ym,A)
2. (4.6)
4.1. Learning algorithm for split hypercomplex FIR nonlinear adaptive filters
The aim of a hypercomplex-valued learning algorithm for nonlinear filtering is to iteratively minimize Em. Gradient descent update
leads to
wm+1 = wm −
1
2
µEm∂w, (4.7)
with learning rate (step size) µ ∈ R. We therefore compute
Em∂w =
2n∑
A=1
e2m,A∂w = −2
2n∑
A=1
em,A(ym,A∂w), (4.8)
because
e2m,A∂w = 2em,A(em,A∂w) = 2em,A(dm,A∂w − ym,A∂w)
= −2em,A(ym,A∂w), (4.9)
as dm,A∂w = 0.
Now follows the computation of the mathematical key result for split hypercomplex gradient descent update learning. The
hypercomplex vector derivative of the hypercomplex FIR output signal gives
ym,A∂w = φA(sm)∂w = φ(sm,A)∂w
= φ′(sm,A)[sm,A∂w] = φ
′(sm,A)
2n∑
D=1
∂wD sm,AeD
= φ′(sm,A)
2n∑
B,C,D=1
∂wD(wB · xC) 〈eAe˜C e˜B〉eD
= φ′(sm,A)
2n∑
B,C,D=1
δD,B xC 〈eAe˜C e˜B〉eD
= φ′(sm,A)
2n∑
B=1
〈eAx˜ e˜B〉eB = φ
′(sm,A)
2n∑
B=1
(eAx˜)B eB
= φ′(sm,A) eAx˜, (4.10)
where we inserted sm,A of (4.2) for the fifth equality, used ∂wD(wB · xC) = δD,B xC for the sixth equality, (3.10) for the eighth
equality with coefficient MB = (eAx˜)B, and finally M = eAx˜.
Remark 8 The central result (4.10) is very powerful, because it is valid for all Clifford algebras Clp,q . In particular it subsumes
the quaternionic vector derivatives (2.20), (2.21) and (2.22). In the quaternionic case a term by term computation was still
possible, for general Clifford algebras Clp,q with n > 9 this is impossible even with current symbolic Clifford computer algebra
systems (CAS), like the CLIFFORD package for MAPLE ([1]).
The hypercomplex vector derivative of the hypercomplex FIR output signal (4.10) allows us now to easily establish the
hypercomplex vector derivative of the cost function Em as
Em∂w = −2 [
2n∑
A=1
em,A φ
′(sm,A) eA] x˜ (4.11)
Finally inserting (4.11) into the weight update formula (4.7) we obtain the split hypercomplex adaptive filtering algorithm
(SHAFA) weight update as
wm+1 = wm + µ [
2n∑
A=1
em,A φ
′(sm,A) eA] x˜. (4.12)
Remark 9 Equations (4.11) and (4.12) are the consequent generalizations of the quaternionic formulas (2.24) and (2.26),
respectively, to arbitrary hypercomplex algebras Clp,q .
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4.2. Convergence analysis for split hypercomplex adaptive filtering algorithm (SHAFA)
The a posteriori error for the SHAFA is
em = dm −Φ(wm+1 · xm), (4.13)
and the a priori error
em = dm −Φ(wm · xm), (4.14)
Both are related by the first order Taylor series expansion
|em|
2 = |em|
2 + 〈(|em|
2∂w) · ∆˜wm〉. (4.15)
It involves the principal involution of the weight update
∆˜wm = (wm+1 −wm)
∼ = µ x
2n∑
A=1
em,Aφ
′
A(sm)e˜A (4.16)
of (4.12), x = xm, and the error gradient |em|
2∂w of (4.11). For convergence of the SHAFA, we need |em|
2 < |em|
2 under the
assumptions of small learning rates µ.
Inserting (4.11) and (4.16), the second term of the Taylor expansion (4.15) gives
〈(|em|
2∂w) · ∆˜wm〉
= −2µ 〈[
2n∑
A=1
em,Aφ
′
A(sm)eA] (x˜ · x) [
2n∑
B=1
em,Bφ
′
B(sm)e˜B]〉 (4.17)
= −2µ
2n∑
A,B=1
em,A φ
′
A(sm) em,B φ
′
B(sm)〈 (x˜ · x) e˜BeA〉, (4.18)
where we used the symmetry of the scalar product for the second equality.
The Taylor expansion (4.15) can thus be expressed as
|em|
2 = |em|
2[1−M], (4.19)
with
M = 2µ
1
|em|
2
2n∑
A,B=1
em,A φ
′
A(sm) em,B φ
′
B(sm)〈 (x˜ · x) e˜BeA〉
= 2µ
1
|em|
2
〈(x˜ · x) F˜ F 〉 = 2µ
1
|em|
2
〈F (x˜ · x)F˜ 〉
= 2µ
1
|em|
2
L∑
l=1
〈F x˜m−l+1xm−l+1F˜ 〉 = 2µ
1
|em|
2
L∑
l=1
|F x˜m−l+1|
2, (4.20)
where we used the symmetry of the scalar product 〈(x˜ · x)F˜ F 〉 = 〈F (x˜ · x)F˜ 〉, expanded x˜ · x according to (4.1), used
(F x˜m−l+1)
∼ = xm−l+1F˜ , (3.11), and defined
F =
2n∑
A=1
em,A φ
′
A(sm)eA, |F |
2 = |F˜ F | =
2n∑
A=1
e2m,A (φ
′
A(sm))
2. (4.21)
The last expression in (4.20) shows that 〈(x˜ · x) F˜ F 〉 = |(x˜ · x) ∗ F˜ F |. For convergence we need 0 < M < 1 in (4.19). Using the
hypercomplex Cauchy-Schwarz inequality of Theorem 7 for |(x˜ · x) ∗ F˜ F |, we can estimate (4.20) for positive µ as
0 < M = 2µ
1
|em|
2
|(x˜ · x) ∗ F˜ F | ≤ 2µ
1
|em|
2
|˜x · x||F˜ F |. (4.22)
In turn we can apply a 2nD Cauchy-Schwarz identity to |F |2, i.e.
|F |2 =
2n∑
A=1
e2m,A (φ
′
A(sm))
2 ≤
2n∑
A=1
e2m,A
2n∑
B=1
(φ′B(sm))
2 = |em|
2|P |2 (4.23)
with definition P =
∑2n
B φ
′
B(sm)eB. Therefore we obtain for positive µ the estimate 0 < M < 2µ|˜x · x||P |
2, and can ensure
convergence (0 < M < 1) by demanding
0 < µ <
1
2|˜x · x||P |2
, |P |2 =
2n∑
B=1
(φ′B(sm))
2. (4.24)
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For scalar x˜ · x we have
x˜ · x = 〈x˜ · x〉 =
L∑
l=1
〈x˜m−l+1xm−l+1〉 =
L∑
l=1
|xm−l+1|
2, (4.25)
and therefore M = 2µ 1
|em |
2 〈x˜ · x〉|F |
2. The condition for convergence is then slightly modified to
0 < µ <
1
2〈x˜ · x〉|P |2
. (4.26)
Remark 10 x˜ · x is scalar for the algebras of complex numbers and quaternions, but not in general. For example, for Cl1,0 = Cl1,
with algebra basis {1, e1}, x = 1 + e1 = x˜ gives the non-scalar x˜ · x = 2(1 + e1) /∈ R.
5. Adaptive amplitude SHAFA (AASHAFA)
5.1. Adaptive amplitude split hypercomplex adaptive filtering
For hypercomplex real world signals with large dynamical ranges we now construct a split hypercomplex adaptive FIR filter
algorithm with trainable adaptive amplitudes (AASHAFA). We define componentwise
φA(sm) = λm,AϕA(sm) = λm,Aϕ(sm,A), 1 ≤ A ≤ 2
n, sm = wm · xm, (5.1)
where λm,A ∈ R is the amplitude for the eA blade part of the hypercomplex number, and ϕ : R→ R, is the real nonlinearity with
unit amplitude applied to every blade part.
The error is defined as
em =
2n∑
A=1
em,AeA, em,A = dm,A − λm,AϕA(sm), 1 ≤ A ≤ 2
n. (5.2)
The cost function is
Em = |em|
2 =
2n∑
A=1
e2m,A. (5.3)
The gradient based updates of the component amplitudes λm,A, with learning rate
¶ ρ ∈ R, are
λm+1,A = λm,A −
1
2
ρ
∂Em
∂λm,A
= λm,A −
1
2
ρ
∂e2m,A
∂λm,A
= λm,A − ρem,A
∂em,A
∂λm,A
= λm,A + ρ em,A ϕA(sm), (5.4)
where we inserted Em of (5.3) for the second equality and em,A of (5.2) for the fourth equality.
5.2. Convergence analysis for AASHAFA
In adaptive amplitude split hypercomplex adaptive filtering each amplitude parameter λm,A, 1 ≤ A ≤ 2
n, controls the nonlinearity
in the eA blade component dimension. We therefore investigate the convergence of each λm,A separately.
The componentwise a priori errors em,A and the a posteriori errors em,A, 1 ≤ A ≤ 2
n, are
em,A = dm,A − λm,AϕA(wm · xm), em,A = dm,A − λm,AϕA(wm+1 · xm), (5.5)
respectively. We consider the A-term of the Taylor series expansion (4.19) corresponding to λm,A
|em,A|
2 = |em,A|
2 + 〈(|em,A|
2∂w) · (∆Awm)
∼〉, (5.6)
where ∆Awm is the weight update due to Em,A = |em,A|
2 = e2m,A.
We now compute
em,A∂w = −λm,Aϕ
′
A(sm)eAx˜m, (5.7)
just like in (4.10), using dm,A∂w = 0, replacing φ(sm,A)→ λm,Aϕ(sm,A) and defining ϕ
′
A(sm) = ϕ
′(sm,A). This gives for the
hypercomplex vector derivative of the cost function
Em,A∂w = |em,A|
2∂w = e
2
m,A∂w = −2em,Aλm,Aϕ
′
A(sm)eAx˜m. (5.8)
¶In principle it would be possible to optimize the learning further by introducing individual componentwise learning rates ρA ∈ R, 1 ≤ A ≤ 2n.
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We therefore get the weight update
∆Awm = −
1
2
µEm,A∂w = µ em,A λm,A ϕ
′
A(sm)eAx˜m. (5.9)
Inserting (5.8) and (5.9) in (5.6) we obtain
|em,A|
2 = |em,A|
2 − 2µe2m,Aλ
2
m,Aϕ
′2
A (sm)〈x˜m · xm〉
= |em,A|
2 [1− 2µλ2m,Aϕ
′2
A (sm)〈x˜m · xm〉], (5.10)
where we used 〈eA(x˜m · xm)e˜A〉 = 〈(x˜m · xm)e˜AeA〉
(3.8)
= 〈x˜m · xm〉, compare (4.25).
For convergence we must therefore have in (5.10) that
0 < 1− 2µλ2m,Aϕ
′2
A (sm)〈x˜m · xm〉 < 1. (5.11)
The adaptive amplitude parameters λm,A, 1 ≤ A ≤ 2
n, thus have the stability bounds
0 < λ2m,A <
1
2µ〈x˜m · xm〉ϕ′2A (sm)
, 1 ≤ A ≤ 2n, (5.12)
which explicitly depend on the learning rate (step size) µ.
6. Conclusion
In our present work we conducted an algebraically consequent quaternionic analysis of split quaternion adaptive filtering. As
results we obtain theoretical corrections of the algorithms as well as improved convergence, compared to [23].
We then extended the quaternionic approach with the construction of a general split hypercomplex adaptive FIR filtering
algorithm (SHAFA), and for hypercomplex signals with large dynamic range we constructed an adapative amplitude split
hypercomplex adaptive FIR filtering algorithm (AASHAFA). We investigated the SHAFA and AASHAFA learning algorithms
and their convergence. We thus established new algorithms based on a sound theoretical foundation in general Clifford algebras,
with complex, hyperbolic number, and quaternionic split adaptive FIR filtering (optionally with adaptive amplitudes for large
dynamic range signals) as special cases.
We emphasize that this theoretical work is absolutely essential, since the high dimensional, non-commutative nature of
hypercomplex numbers requires the consequent use of hypercomplex (multivector) algebra and hypercomplex differential calculus
([1, 10] and [12]), which are non-trival generalizations of real and complex mathematics. In this new framework an enormous
range of applications to the processing of hypercomplex signals opens up, e.g. in geographic information systems (GIS) (see
[28]), meteorology ([26]), ocean currents, projective (homogeneous) and conformal geometric algebra ([7, 15, 18] and [16]),
electromagnetic signals ([6,13]), attractor prediction ([3]), and the like.
A. Geometric interpretation of Clifford algebra
The parts of grade 0, (s − r ), (r − s), and (s + r ), respectively, of the geometric product of an r -vector Ar ∈ Clp,q with an
s-vector Bs ∈ Clp,q
〈ArBs〉0 = Ar ∗ Bs , 〈ArBs〉s−r = Ar⌋Bs ,
〈ArBs〉r−s = Ar⌊Bs , 〈ArBs〉r+s = Ar ∧ Bs , (A.1)
are called scalar product, left contraction, right contraction, and (associative) outer product, respectively, compare [18], [7] and
[15]. These definitions extend by linearity to the corresponding products of general multivectors. The various derived products
of (A.1) are related to each other, e.g. by
(A ∧ B)⌋C = A⌋(B⌋C), ∀A,B,C ∈ Clp,q . (A.2)
Note that for vectors a, b in Rp,q ⊂ Clp,q we have
ab = a⌋b + a ∧ b, a⌋b = a⌊b = a • b = a ∗ b, (A.3)
where a • b is the inner product of Rp,q . The geometric interpretation of the bivector a ∧ b = −b ∧ a is an oriented parallelogram
area in space with sense (± sign). Higher order outer products (blades) Ar = a1 ∧ . . . ∧ ar of r linearly independent vectors
a1, . . . , ar ∈ R
p,q, 1 ≤ r ≤ n, are interpreted as oriented r -dimensional parallelepipeds in space with orientation and sense. For
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non zero A2r = Ar ∗ Ar ∈ R \ {0}, we can define the (right and left) inverse blade A
−1
r = Ar/(A
2
r ). For example every non-isotropic
vector b ∈ Rp,q , εb|b|
2 = b2 6= 0, εb = sign(b
2) has inverse b−1 = b/(b2).
The projection and rejection of vector a onto (from) the non-isotropic vector b, are defined as
Pb(a) = (a⌋
b
|b|
)
b
εb|b|
= (a⌋b)b−1,
P⊥b (a) = a − Pb(a) = (ab − a⌋b)b
−1 = (a ∧ b)b−1, (A.4)
respectively. This can be generalized to projections and rejections of blades A ∈ Clp,q onto (from) non-isotropic blades B ∈ Clp,q
PB(A) = (A⌋B)B
−1, P⊥B (A) = (A ∧ B)B
−1, (A.5)
respectively.
All vectors b parallel to a non zero vector a ∈ Rp,q span a zero parallelogram area with a, i.e. the line space spanned by
a ∈ Rp,q is given by V (a) = {b ∈ Rp,q : b ∧ a = 0}. Similarly a subspace of Rp,q spanned by r , 1 ≤ r ≤ n, linearly independent
vectors a1, . . . , ar ∈ R
p,q, is given by V (a1, . . . , ar ) = {b ∈ R
p,q : b ∧ a1 ∧ . . . ∧ ar = 0}. This subspace representation is called
outer product null space representation (OPNS).
The duality operation is defined as multiplication by the unit inverse pseudoscalar I−1 = I/(I2) (of maximum grade n) of
the geometric algebra Clp,q . Given an r -dimensional subspace V (a1, . . . , ar ) ∈ R
p,q specified by its OPNS representation blade
Ar = a1 ∧ . . . ∧ ar , then its dual representation (as inner product null space [IPNS]) is given by the (n − r )-blade
A∗r = Ar I
−1 = Ar⌋I
−1 = 〈Ar I
−1〉n−r . (A.6)
The OPNS representation by Ar and the dual IPNS representation by A
∗
r are directly related by duality
∀x ∈ Rp,q : x⌋A∗r = x⌋(Ar ⌋I
−1) = (x ∧ Ar )⌋I
−1 = (x ∧ Ar )I
−1, (A.7)
which holds again because of (A.2). Therefore we have ∀x ∈ Rp,q
x ∧ Ar = 0 ⇔ x⌋A
∗
r = 0. (A.8)
B. Proof of hypercomplex Cauchy-Schwarz type inequality
Proof. Assume two general multivectors M,N ∈ Clp,q and a real parameter t ∈ R. The following norm square will always be
positive
0 ≤ |M + tN|2 = (M + tN) ∗ (M + tN)∼
= M ∗ M˜ + t(M ∗ N˜ + N ∗ M˜) + t2N ∗ N˜. (B.1)
Because scalars are invariant under the principal involution, we must have
M ∗ N˜ = (M ∗ N˜)∼ = N ∗ M˜ ⇒ M ∗ N˜ +N ∗ M˜ = 2M ∗ N˜. (B.2)
Equation (B.1) can thus be simplified to
0 ≤ |M + tN|2 = |M|2 + 2t M ∗ N˜ + t2|N|2. (B.3)
For |M|2 + 2t M ∗ N˜ + t2|N|2 to be always positive, the following discriminant D must be negative
D = (2M ∗ N˜)2 − 4|M|2|N|2 ≤ 0. (B.4)
We conclude that
D ≤ 0 ⇔ (M ∗ N˜)2 ≤ |M|2|N|2 ⇔ |M ∗ N˜| ≤ |M||N|. (B.5)
If we finally replace N → N˜ and use |N| = |N˜| we get
|M ∗ N| ≤ |M||N|. (B.6)
QED.
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