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ABSTRACT 
In a situation where the unique stationary distribution vector of an infinite 
irreducible positive-recurrent stochastic matrix P is not analytically determinable, 
numerical approximations are needed. This paper partially synthesizes and extends 
work on finite-vector approximative solutions obtained from Nan northwest comer 
truncations (",P of P, from the standpoints of (pointwise convergence) algorithms as 
n+co, and the manner of their computer implementation with a view to numerical 
stability and conditioning. The problem for finite n is connected with that of finding 
the unique stationary distribution of the finite stochastic matrix (“,P obtained from 
(",P by augmenting a column. 
1. INTRODUCTION 
In applied work, even though every entry of the transition matrix 
P= { pj,}~j= 1 (P > 0, Pl = 1) of an infinite irreducible positive-recurrent 
Markov chain may be precisely specified, the unique stationary distribution 
vector, which is of central importance, may not be analytically determinable 
[7, 2, 31. Recall that this vector sr= {r(i)} is the unique solution satisfying 
a>O, 1r#0, ~rrl=l of the system 
and that in fact 1r>0 (for nonprobabilistic definitions for such a P of the 
terms “irreducible” and “positive recurrent” see [9, 11). 
If (“) P denotes the n X n northwest comer truncation of P (and is thereby 
substochastic) with spectral radius (,,)r, it is shown in [8] that (,,)r< 1, (,,,rtl 
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as n+co; and that if (“)hk = { (,,) k( )} h i is the unique solution vector of the 
finite system 
where I is the unit matrix and f, the vector with unity in the kth position 
and zeros elsewhere [we shall omit the prefix subscript (n) where confusion 
is unlikely], then as n-co, keeping k fixed, 
(n,W) r(i) ___ - 
(n,W) t r(k) ’ 
i> 1. 
(That is, there is convergence to the kth-position unit-normed “invariant 
measure.“) 
A more useful result for the present context is that 
Whk )‘11 
(n,W 
as n-co (elementwise, i.e. “in distribution”), and this proposition is the main 
subject of the present paper. We shall establish that it holds at least for 
certain classes of irreducible positive-recurrent P, viz. those which are 
Markov matrices or generalized renewal matrices. These two classes were 
considered in [4] and [5] respectively, the theme of [5] being approximation 
of w with increasing n by the (finite) stationary distribution vectors (,,)Q 
corresponding to the finite stochastic matrices (,,,g formed from cn,P by 
augmenting some one specific column of (,,) P. We shall proceed by showing 
that the left-hand side of (2) may always be regarded as such an (,,)Q, which 
establishes an equivalence between algorithms based on (1) for the unad- 
justed truncations (,)P and those based on an (“,F. 
These differing viewpoints of finite approximative vectors (“)T enable us 
to consider different methods for their calculation from the standpoint of the 
condition of the relevant systems of equations as n-03. It is mentioned in 
[l] that as n+ cc the Euclidean condition number of the system (1) increases 
beyond all bounds; we shall show that, at least for Markov matrices, an 
alternative method for calculating (“) 9r results in a system of equations with 
bounded condition number. 
Even though our primary concern is with infinite P, the same considera- 
tions in simpler form apply for finite irreducible P, and are of special 
relevance for large P of this kind. 
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2. SYNTHESIS 
The equivalence mentioned in Sec. 1 is based on the following result, 
where Q= {qii} is an (nxn) matrix satisfying qii > 0, Ziqii < 1 for each i, 
and Q”-+O as s-cc [that is, the spectral radius, r, of Q satisfies r< 1, and so 
(I-Q)-‘=ET_nQ” exists]. 
LEMMA. Let x ( > 0, #O) be the unique solution of 
(I-Q*)x=b (b>O, b#O). (3) 
Then the matrix 
is stochastic, and if T is a stationary distribution corresponding to it, 
a=x/xTI. 
Proof. It is obvious P> 0, Pl= 1. Such a finite stochastic matrix always 
has at least one stationary distribution vector [9]; denote any one by ?r, so 
Q Z 0, lrTl = 1, wTP=lrT, so that 
w=Q+ 
v=V- Q)lb= =QT 
b=l 
i.e. 
r=(Z-Q)= bT1 
Q=(Z- QP bT 
, 
whence the conclusion follows. n 
COROLLARY. The matrix P has a unique stationary distribution vector w. 
(This follows from the uniqueness of x.) 
It follows from (4) that if we take Q= cn,P and b=f,, then P- (“,p (that 
is, (,,,P augmented in the kth column to make it stochastic), and then 
Q= (nj~, its unique stationary distribution vector, satisfies 
Whk 
(n)Q’ - 
(r&I ’ 
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as required. In [5] it was established that for generalized renewal matrices P 
(i.e. those satisfying pij = 0, i > i > 1, as well as our prior conditions) the (_)Q 
resulting from augmentation of the first column of (,,) P to form (,,,P yield the 
pointwise convergence (nj a+~, where T is the stationary distribution of P, 
so that (2) is established in the case k= 1 for such matrices via (5). Curiously, 
for upper-Hessenburg infinite P, which occur in the theory of M/G/l 
queues, it was established in [5] that the (,,)Q obtained from augmenting the 
last column of (“I P converge similarly: that is, by the above, (nJhn/(njh:l+ 
II. 
P is said to be a Markov matrix if all the elements of at least one column 
are uniformly bounded away from zero [9, 41. By suitable simultaneous 
rearrangement of rows and columns we may assume without loss of general- 
ity that 
pj, >a>03 i> 1. (6) 
Let (,,P be then formed, as in the generalized renewal case, by augmenta- 
tion of the first column of (,)P to make it stochastic. Then we can prove, by 
adapting the general approach of [4], the 
THEOREM. Zf P is a Markoc matrix, then as n-+-o0 in (5), c,j~-+~ 
elementwise. 
Proof. The stationary distribution a satisfies 
Q=[ I- (P-61fT)] -6fF, 
while (,,)Q satisfies the corresponding n X n system 
(n)Q r[ z-(,,,P-slf;)]=sf;, (7) 
where S is as in (6), and (,,) P- Slf,’ is clearly substochastic of the form Q at 
the beginning of this section, with spectral radius (nj?= l-6, since l-6 
equals all its row sums. Hence the unique solution of (7) satisfies 
Let sr* = {r*(i)}, i > 1, where 
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[Thus n*(l) > 6 from (8).] It follows from (njQT1 = 1, a rearrangement of (7), 
and Fatou’s lemma that 
O<S+*)=I < 1, 
(9) 
whence 
Now, in fact equality must hold at all entries of this equation; otherwise 
(a*)? >( Ir*y1 
by stochasticity of P. Taking this into account and returning to (9), we see 
that in fact (v*)=l = 1, or a contradiction results. Thus in fact Q* =?r. 
Suppose now for some i, 
Select a subsequence {n,} so that, for that i, 
sli%(fiaj7i(i)= limsup(,,m(i). 
n-co 
Repeating the previous argument through the subsequence {n,}, we arrive at 
a contradiction to the uniqueness of ?T. Hence the theorem is established. n 
3. NUMERICAL ASPECTS 
The sensitivity of A - ’ to perturbations in a nonsingular matrix A = 
{~,~}~~_i may be measured by the condition number K(A)=IIA-~~~I[AI[, 
where 11. )I is a vector norm in R”. In dealing with matrices of the form 
A=I-QT, where Q is a substochastic matrix like those considered here, it is 
natural to use the Ii-norm 
llAll=m~ ( T Ia,i/). 
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IIQ’II < 19 l-q,, < I\Z-QT)) <max2(1-qii) <2, 
i 
noting that 9ii < 1 for each i; and since if r is the spectral radius of Q’, 
(l-r)-’ is the spectral radius of (I- QT)-‘, we have 
P-r)-‘< IlkQ’)-‘II Q 5 lIQTll” 
s=o 
=(I-llQ’ll)-‘< co. 
It follows that 
$+(I-QT)C ’ 
l-IIQ'II * 
Clearly, with Q= (n,P, as in (l), since (“)rTl, the system (1) suffers 
increasingly for ill-conditioning in general. This does not necessarily imply 
that direct solution of (1) followed by probability norming of the solution [as 
in (2) or (5)] for fixed n will be an increasingly inaccurate procedure as n 
increases (in those circumstances where one would seriously contemplate this 
procedure, in that the theoretical convergence (,,)TT--)‘IT is known to obtain). 
In fact, the direct solution of (1) followed by probability norming is, 
effectively, one step of inverse iteration for the left Perron-Frobenius eigen- 
vector of (,,)P (well defined if Q= (nj P is primitive [9]; see the discussion of 
Problem 2 in [l]). The argument of Wilkinson [12, p. 6211, appropriately 
modified in view of the replacement of (1. (( 2 there by the present II - I\, shows 
that just this one step is generally remarkably effective numerically if n is 
large so (“)r is close to unity, even though the system (1) is then ill 
conditioned. Neither does ill-condition cause difficulty in performing a 
solution of (l), since this is a column diagonally dominant system [ 11. 
In the case of a Markov matrix P, if we use the system (7) for the 
calculation of (njw, that is, take 
Q= (n) &SlfT, 
then, since 
Ql= (l-6)1, (12) 
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it follows that T= 1 - 8, and Q ‘+O as s+cc, so (I-Q)-‘=E:&Q’>O. 
Further, (12) implies [[Q’ll = 1- 6 and (I- Q)-‘l= 6-‘1, whence 
II(Z-QT)-lII =a-‘. Thus from (11) 
l-q11 
6 
<K(Z-Q*)<;. 
Recall from [l] that Gaussian elimination to solve (3), performed through 
LU-decomposition of I- Q’ arranged so that all diagonal elements of L are 
unity, is always strongly stable in the sense of Wendroff [ll]; thus we have, 
at least for Markov matrices, both numerical stability for the solution of (7) 
and an assured amount of accuracy as n increases within this technique. 
Additional observations on numerical stability and accuracy may be 
derived from the error analysis of [6] for the solution Q of the system 
(I-P=+Ul=)Tr=U, (13) 
where P is an Nan stochastic matrix with unity as a simple eigenvalue, 
which renders the matrix I- PT + ulT nonsingular if and only if u is chosen 
so uT1 #O, in which case the unique solution T is the unique stationary 
distribution corresponding to P. It is there shown, inter a&a, that the 
computed solution of (13) from using Gaussian elimination with pivoting, +?, 
then satisfies 
.=[P=+(g-Z)E], (14 
with 
IIEII <w2+ IbIlL (15) 
where E is the relative computer precision, and k is a low-degree polynomial 
in n. 
In the procedurz recommended above, from (7) it follows that (13) 
obtains with P= (“) P and u = 6f,, with the prior conditions on P (from the 
Corollary to the Lemma in Sec. 2) and u evidently satisfied. Then (14) and 
(15) yield that the computed solution (n,?r satisfies 
llFIl=Il(f,l=-Z)EII <2llEII <2(2+S)k 
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whence (“,e and 1 are an eigenvector-eigenvalue pair for a matrix close to 
(njPT, so in particular the approach is numerically stable. The reasoning of 
16, $ 2.31 gg t 1 su es s a so reasonable accuracy in general, since here ulT/uT1 = 
f,lr is independent of 6, even though url = 6 will be small if 6 is small. 
We only report briefly on empirical investigations to compare for Markov 
matrices the two procedures discussed in this section. The forms of test 
matrix P= {pii}rjEl used were two, specifically 
(i) plj =pi, j > 1; pi, =pi, i > 2; pi, =z+__~+~, j >i > 2; pii =0 otherwise; 
(ii) plj =p,, j> 1; pi1 =Z&,-,‘,pk, i > 2; pii =pi, j Z i > 2; pi, =0 otherwise, 
where p, >O, k > 1; Xp, = 1. Both matrices are of Markov, as well as of 
generalized renewal, form; an explicit analytical form for (,,)sr in case (ii) is 
available [5]. The form of distribution (pk} used in the computations is 
specified by p, =ukP1/(l +a)k, a>O; and the form of 6 used for the 
recommended method, by 6= yp,, 0 < y < 1. A Gaussian elimination sub 
routine, as required, was used for solution of equation systems. Calculations 
were made for: LY =0.25(0.25)1; n=5(5)30; y=O.1(0.1)0.9 and y= 0.01. In 
case (ii), additional calculations were made with (Y = 10, (Y = 100; n= 
40(10)100; y=O.O1,0.1,0.2. For a given P, with fixed a and n, there were no 
differences in single-precision E-23 output for (,,)v, testifying to the accuracy 
of the ill-conditioned method. 
From a probabilistic standpoint it is worth noting that the central 
quantity to the above discussion, ]](I- Q’)-’ I], is the maximum over starting 
states {1,2,..., n} of the mean times to leave the set of transient states 
{L2,..., n} governed by the substochastic matrix Q in an appropriate 
Markov chain, and good conditioning obtains if this remains bounded as 
n-+oO. 
4. TIGHTNESS 
In general, since 
and we define m*(i)=liminf,+,(,) r(i), it follows from Fatou’s lemma that 
0 < (sr*)rl < 1, and 
As in Sec. 2, it follows that (w*)‘P= (Q*)=, though even if v*(i) >0 for some 
i, it is still conceivable that w*l < 1, so that Q* = (a*rl)lr. The crucial (but 
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generally unverifiable) condition needed here is the probabilistic one of 
tightness of the set of probability measures { (“)Q}, n > 1, whereby any 
infinite subset possesses an infinite subsequence converging to a proper 
probability distribution. It is easy to see that (10) then results in a contradic- 
tion, due to the uniqueness of Q. Clearly, the requirement that P be a 
Markov matrix or a generalized renewal matrix induces this condition. 
Indeed tightness of the sequence { (,,)T} is necessary and sufficient for 
(“)m+w. 
A referee’s extensive comments are gratefully acknowledged. 
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