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ABSTRACT 
We give a general treatment of the problem of converting a curve expressed in a 
B-spline expansion into its Bizier form. We show that comer cutting of the B-spline 
control polygon leads to the Bbzier points exactly when the Bbzier matrix is totally 
positive. Also, for spline spaces used to model space curves with curvature continuity 
we give an algorithm for determining the Bbzier representation. 
1. INTRODUCTION 
In [6], Farin gave a geometric construction of piecewise cubic curves with 
continuous curvature. His procedure is based on passing from the control 
vertices of a B-spline representation of the curve to its BCzier representation 
on successive intervals between knots. In the simplest case, Farin’s algorithm 
takes the control polygon of active B-spline coefficients over [0, l] for C2 
cubic spline functions with knots at integers displayed in Figure 1, and “cuts 
comers” (Figure 2) to provide the control points b”, b’, b2, b3 of the BBzier 
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FIG. 1. Control polygon: cubic splines. 
representation of the curve. Thus on [0, l] the curve has the B&ier represen- 
tation 
Q(t) = i b’( ;)ti(l - t)3-i, 
i=O 
while its B-spline representation has the form 
Q(t)= i d’N(t-i), 
i= -3 
where N(t) is the cubic B-spline (twice continuously differentiable) sup- 
ported on the interval [0,4] whose derivatives at its knots are given by 
FIG. 2. BBzier points: cutting corners. 
THE BBZIER REPRESENTATION 227 
Recently, B6hm [2] discussed this procedure and showed how beta splines 
can easily be generated by this method; see also Barsky [l]. Motivated by 
these papers and recent work on geometric continuity of curves [4,5,8], we 
are led to investigate the extent in which corner cutting algorithms are 
available for piecewise polynomial spaces. We show that the spaces intro- 
duced in [4] for modeling curves with geometric continuity admit corner 
cutting algorithms and also the related knot insertion algorithm for function 
evaluation is available. In general, if we define piecewise polynomial spaces 
by matrices which take a B-spline representation into its BBzier representa- 
tion between knots, we show that comer cutting algorithms are equivalent to 
the total positivity of these matrices. 
2. THE SPACES 
Following 141, we shall define piecewise polynomial spaces where con- 
secutive polynomial pieces are related by certain connection matrices. For 
n=O,l >..., we let r,, denote the space of polynomials of degree at most n. 
We also write 
F,(t;S)=(f(t),...,f(“)(l))T. (24 
Given square matrices A’,...,Ak-’ of order n-y.,+l,...,n-p,_,+l, 
respectively, 0 < pi < n, we define a space of functions in [0, k) by 
9 =Yn(A1,..., Ak-‘) 
= {f:f;[i,i+l)Er”, i=O,...,k-1, 
F,_,,(i+; f) = A’F,_,,(i-; f), i = l,..., k - 1). (2.2) 
When each A’ is the identity matrix, then 9’ is the usual space of spline 
functions of degree n with knots of multiplicity pi at i = 1,. . . , k - 1. It is 
shown in [4] when each A’ is nonsingular that 
k-l 
dimY=n+l+ C pi. 
i=l 
(2.3) 
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We note that we could make the definition apparently more general by 
taking arbitrary knots rather than knots at the integer. However, by making a 
linear transformation on each subinterval and modifying the matrices A’ 
accordingly, this case reduces to that considered above. 
We shall find it convenient to consider an alternative formulation of the 
above definition in terms of the BCzier representation of the polynomial 
piecesofthefunctionin~.Iff;,i,i+,,isin~~,wedefiney’(f)=(g~,...,g~)T 
by 
f(i+t)= i g;(;jtj(l-t)n-i, o<td, (2.4) 
j=O 
For l=O,...,n wewrite 
y-(z;f)=(v;,,...,v:)T. yfJZ;f) = (&,...> v:,)‘. (2.5) 
Now, given square matrices B’,..., Bk-’ of order n - p1 + l,..., n - 
pclk_i + 1, respectively, 0 G pi < n, we define a space of functions on [0, k) by 
= { f’f;[i,i+l)E~n7n, i=O,...,k-1, 
y[(n-~i;f)=Biy;-‘(n-~i;f),i=l,...,k-l}. (2.6) 
It is a simple matter to relate the spaces (2.2) and (2.6). If 4, i,i+lj is in 
7~,, then we see from (2.4) that for 1 = 0,. . . , n, 
C’F,(i+; f) = y’(k f), F,(i+l-;f)=D’y:(z;f), (2.7) 
where 
cl = (n-9)! p 
PQ n! ( 1 9 ’ 
p,q=o,...,z, 
nl 
qq= (n_p)! & (-F4, 
( 1 
p,q=o )...) 1. (2.8) 
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Then from (2.2) and (2.6) we see that 
Yn(A1,..., Ak-‘) =c&(B’,..., Bk-‘) 
if and only if 
B’ = C”-“aAiD”-“,, i=l ,..., k - 1. (2.9) 
In the computer aided design (CAD) of free form curves it is usual to 
construct a parametrically defined design curve in Iw ‘, s = 2 or 3, as follows. 
Take points V-” = (V;“,. ..,VS-“),. .., Vk-’ = (V,“-‘,.. ., VSk-‘) in (w”, com- 
monly called control vertices. The curve Q: [0, k) --, R ‘, Q = (Q1,. . . , Qs) is 
defined in the following manner. For i = 0,. . . , k - 1, ’ 
Qi,Li,i+l, = G’(Vi’-” ,..., 
m Lener form (2 4) we shall ha:: l”‘*’ ’ we have 
Vi ), where G i is a linear map from Iw n + l tnto 7rn. If 
we represent QilIci, i+ 1j * ’ ’ . , 
yi(Qj) =Yi(l$-, ,..,, y)‘, i=O ,..., k-l, j=l,..., s, (2.10) 
where Y i is a square matrix of order n + 1. This motivates the following 
definition. Given square matrices Y “, . . . , Y k-1 of order n + 1, we define a 
space of functions on [O, k) by 
= fzforsome (d_“,...,dk_l) ER!“+k~ 4(i,i+ljETn, 
t 
Yi(f)=Yi(di_,,...,di)T, i=O,...,k-l). (2.11) 
WeshaIldenotebyP themapfromIW”+kinto%~(Yo,...,Yk-’)givenby 
‘([i,i+l) 
=G’, i=O 1 
7 ,*a*, k - 1. Thus it follows that 
y’(Pd) =Y’(d._ * n>.‘.P di)T, i=O ,..., k-l, d=(d_,,...,dk_& 
(2.12) 
One of our goals in the remainder of this section is to give conditions for 
the space ?? to be identified as an Space and conversely for an S&pace to 
230 T. N. T. GOODMAN AND C. A. MICCHELLI 
be identified as a &pace. In the next section we shall give an algorithm 
which allows, under certain conditions, for the construction of Y from the 
matrices defining the space 9’. This will lead us in Section 4 to comer 
cutting algorithms for certain spaces of the y type. 
PROPOSITION 1. Suppose that for some j, 0 G j f k - 1, Yj is nonsingu- 
lur, and for i < j, Yi does not have a zero first column, and for i > j, Y i does 
not have a zero last column. Then 
dimY=n+k. (2.13) 
Proof. It suffices to show that P: W n+k + Y has a zero dimensional null 
space, Suppose that Pd=O for some d=(d_,,...,d,_,). Since Yj is non- 
singular, d,_,, = .. . 
Yi+‘(O,..., 
= dj = 0. If j <k - 1, then 0= y”‘(Pd)= 
0, d i+ ,)‘, and since Y j+’ does not have a zero last column, we 
must have d i + 1 = 0. Continuing in this way gives di = 0 for i = j + 1,. . . , k 
-l,andsimilarlywehavedi=Ofori=O,...,j-1. m 
PROPOSITION 2. Suppose that Y”, . . . , Yk-r are nonsingular. Then 
Y(YO,..., Yk-1)=9(~o,...,fk-‘) if and only iffor i=O,...,k-1 there 
exist matrices T i of order n + 1 and a matrix of S order n + k such that 
yi = yiTi, (2.14) 
where for p, q = 0,. . . , n, Tiq = Sp+i_n,q+i_n and S = (S,,)“=,‘_“,-’ is non&n- 
g&r, satisfying S,, = 0 except possibly when p = q or p < q, q = - n + 
1 ,..., O,orp>q, q=k-l-n ,..., k-2. 
Proof. Suppose EV = YJYO ,..., Yk-r) = %,,(y’,..., yk-‘). Let P and P 
F0 maps from R n’k onto Y associated with Y”,,..,Yk-’ and with 
, . . . , ykdl respectively. Let S = P-‘l’, S = (S,,)“=,‘_“,-‘. Then for d = 
(d- n ,..., dk_l)inW”fk,wehavefori=O ,..., k-l 
yi(di_,,,..., di)T=yi(Pd)=yi(PSd)=Yi((Sd)i_,,,...,(Sd)i)T. (2.15) 
Thus(Sd)i_.,...,(Sd)i must depend only on d i _ “, . . . , d i, which gives the 
properties of S stated in the Proposition. Then (2.15) gives (2.14). 
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Conversely, suppose S satisfies the conditions of the proposition and 
pa , . . . , pkel satisfy (2.14), i.e. 
P(d;_ ),)...) di)T=Yi((Sd)i_“,...,(Sd)i)T, i=O,...,k-1. 
Then PS’P-’ is the identity map from gn(YO,.. ., Yk-‘) to 
%qY” )...) Yk-1). a 
Nowforj= -n,...,k-lweletej=(el,,...,e{_,)begivenbye/=Sij 
and we write 
Nj = Pej. (2.16) 
Clearly N _ n, . . . , N ,_,span~,andsoifdim~=n+k,theyformabasis 
for 014/. Writing Y’ = (Y,&)&‘, i = 0,. . . , k - 1, we have 
‘p’4 = Yj( Nq+i-n)’ (2.17) 
PROPOSITION 3. For j = 0,. . . , 
1, k)]. Zf Y0 ,..., Yk-’ 
k - 1, Nj has support in [ j,min( j + n + 
are nonsingular, then Nj cannot vanish on any 
nontrivial interual in [j,min(j + n + 1, k)], and if 0 < j < k - n - 1, then Nj 
is the only function in g (up to a constant multipIe) with support in 
[j, j + n + 11. 
Proof. Fori<jori>j+n,yi(Ni)=Yi(e/__,,...,e/)=YiO=0,andso 
Nj vanishes outside [ j, j + n + 11. Now suppose Y ‘, . . . , Y k- ’ are nonsingular. 
If Nj vanishes on any nontrivial interval in [ j,min( j + n + 1, k)], then for 
some 
(e/- 
i, j < i < j + n, 0 = yi(Nj) = Yi(e,i_,, . . . , e/), which contradicts 
)),**.> e,‘) # 0. Finally let f = Pd be a function in g with support in 
[j, j + n + l] for some j, O<j<k-n-l. For i<j, O=y’(f)= 
Yi(di_,,,...,di)T and so d_,= .e. =dj_l=O. Similarly, dj+l= ..* = 
d k_l=O. SO f =diPej=djNj+ H 
We shall see that under certain circumstances we can relate definition 
(2.11) to the definition (2.6) [and hence to the definition (2.2)]. We shall 
assume that in (2.6), B’, . . , , B k-1 are nonsingular matrices of order n. In 
particular, we have from (2.3) that 
dim%=n+k. (2.18) 
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We write B’ = (Br&)&‘“-’ and Y’ = (Y,i,);;On. Then from (2.6) and (2.11) 
weseethatg~&?ifandonlyiffori=l,..., k-l,p=O ,..., n-l. 
~ Ypirdi-n+r= n~1’~9 ~ Y~;:,,di-l-n+r, (2.19) 
r=O 9=0 r=O 
for any numbers d_,,..., dk_ 1. This is satisfied if and only if 
Yin = 0, p=o ,...,?I-1, i=l ,...,k-1, 
(2.20) 
Y& = 0, q=l,..., n, i=O ,..., k-2, 
andfori=l,..., k-l,p=O ,..., n-l,r= 0 ,...,n - 1, 
n-l 
Y;, = c B&Y,‘; 
q=o 
1 
I.r+l* (2.21) 
Equation (2.21) can be expressed as 
yi+ = pyy-1, i=l ,...,k-1, (2.22) 
where Y i (Y \ ) denotes Y i with the last (first) row and last (first) column 
deleted. 
PROPOSITION 4. We have g c .?+Y if and only if (2.20) and (2.22) hold. 
Furthermore, if Y c 9, then the following are equivaht: 
(i) Y=.@. 
(ii) YO,..., Y k- ’ are norx.singulur. 
(iii) For some j, 0 G j G k - 1, Yj is non-singular, and for i -C j, Yi does 
not have a zero first column, and for i > j, Y i does not have a zero last 
column. 
Proof. The first statement has already been proved. Trivially (ii) implies 
(iii). From (2.18) and Proposition 1 we see that (iii) implies (i). Finally, 
assume (i) holds and take any j, 0 Q j < k - 1. For any vector v in BB”+r we 
can construct a function f in ,?if satisfying yj( f) = v by extending in both 
directions to satisfy yc(n-1; f)= B”y’,-l(n-1; f), i=l,..., k-l. SO for 
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any v in lRn+l there are numbers 
Yj(dj_n,...,dj)T, 
d,_,,. . . , dj with v = y’(f) = 
and so Y i is nonsingular. n 
Given any nonsingular matrices satisfying (2.20), we can put B’ = 
Y:(Yi-I)-‘, i=l,,.., k-1,togive 
“y,(YO,..., Yk-1) = .G?JBl,..., BkP’). (2.23) 
Conversely, we would like to know whether given nonsingular matrices 
Bl,..., B k- ’ of order n, there are nonsingular matrices Y ‘, . . . , Y k- ’ satisfy- 
ing (2.23). The uniqueness question for such matrices is treated by Proposi- 
tion 2. The existence question is answered by 
PROPOSITION 5. Given nonsingular matrices B’, . . . , Bk- ’ of order n, 
there exist matrices Y0 , . . . , Y k- ’ satisfying (2.23) if and only if there is no 
nontrivial function in .%‘,( B’, . . . , Bk- ‘) with support in an inter& in 
[l, k - I] of length 6 n. 
Proof. Suppose there are matrices Y ‘, . . . , Y k-1 such that (2.23) holds. 
Then we know from Proposition 4 that Y ‘, . . . , Y k- ’ are nonsingular. Sup- 
pose f=Pd in .@ has support in [Z,m], l<l<m<k-1, m-l<n. For 
i<Z,O=yi(f)=Yi(di_, ,..., di)randso d_,= *.. =d,_,=O. For i>m, 
O=yi(f)=Y’(di_,,...,di)T and so d,_,= *.. =dk_l=O. Since m-n 
gZ,wehaved=Oandso f=O. 
Now suppose there is no nontrivial function in % with support in an 
interval in [l, k - l] of length < n. We shall construct functions 
N -_n,.*., N k-l in 9 as follows. For j = - n, . . . , min( k - n - 2,0), let Nj be 
a function with support in [0, j + n + 11 but not in [0, j + n]. This can be 
constructed by letting Nj(x) = ( j + n + 1 - x)” in [j + n, j + n + 1) and 
then extending to the right by zero and to the left so as to satisfy (2.6). Next, 
for j = max( k - n - 1, l), . . . , k - 1, define Nj with support in [j, k] but not 
in [ j + 1, k], which can be constructed in a similar manner. If k > n + 3, then 
for j = 1,. . . , k - n - 2, let Nj be a nontrivial function with support in 
[j, j+n+l]. Such a function exists, since the space {fi[j,j+n+l): f ~99’) 
has dimension 2n + 1 by (2.3), so the sbace { f;lj,j+,,+l): f E g, f(“)(j’) = 
f(“)(j+n+l-)=O, v=O >.**, n 51) has dimension at least one. If 
k < n +l, then define Nk_n_l,..., No to be any functions which are linear- 
ly independent and linearly independent of the space spanned by 
{ N-r;w.’ z;;e2’yN,,***. Nk-lb 
0 
“,. ..,di)T, N-i;.: :, 
, yk-l 
Y’(d,_ 
by (2.17). Since yi(Zi=_,djNj) = 
Nk_ 1 span 9 and so it is sufficient to show they 
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are linearly independent. First suppose k > n + 2. Suppose d _n N_, 
+ . . . + dk_lNk_l = 0, and consider f= d_,N_, + . . * + doNo. Then f= 0 
in [0, 1). But then f has support in [l, 12 + 1) and so f 3 0. On [n, n + l), 
f = d,N,, and since No does not vanish identically on [n, n + l), d, = 0. 
Continuing in this way gives d _ 1 = . . . = d_, = 0. Thus d,N, + 
. . . +d k_lNk_l= 0. On [1,2], d,N,=O, and since NI does not vanish 
identically in [ 1,2], d 1 = 0. Continuing in this way gives d 1 = + . . = d k_ 1 = 0. 
Next suppose k < n + 1. Then it is sufficient to show that 
N -,, ,..., Nk_,,_2,N1,...,Nk_l are linearly independent. Suppose d _ ,, N_ ,, 
+ ..+ +d k-n-2Nk-n-2 + d&l + +a. + dk_lNk_l = 0. Let f = d_,N_, 
. . . + d,_ _2Nk_n_2. Then f = 0 in [O,l]. But this f has support in 
[;,k--11 and”is f =O. As before this implies d_ = *.a =d,_,_,=O. So 
d,N,+ ... +dk_lNk_l=Oandhenced,= *.. =“d,_ 1= 0. n 
More information can be gained when B’= . . . = I?-’ = B. In [5] 
conditions are given on B under which there is no nontrivial function in ?ZJ 
with support in an interval in [l, k - l] of length < n. We now examine the 
possible matrices Y for which, for k > 2, 
YJYO,..., Y k-1) c .5i?l, yo= . . . =yk-l=y* (2.24) 
PROPOSITION 6. Suppose the space of solutions to (2.24) has dimension 
r. Then 1~ r < n and there is a unique solution Y = (Y,,,)&’ (up to a 
constant multiple) satisfying Yp, = 0, q = n - r, + 2,. . . , n, p = 0,. . . , n. This 
solution has rank n + 2 - r, and denoting it by Y, the space of all solutions to 
(2.24) is spanned by the matrices Y(j), j = 0,. . . , r - 1, given for p = 0,. . . , n 
by 
y(j) = 
i 
0, q<j-1 
Pq 
‘p,q-jt q=j,..., 
orqaj+n- 
j+n--r+l. 
I++2, 
Proof. From Proposition 4 we see that Y is a solution of (2.24) if and 
only if 
ypn = 0, p=o ,...,n-1, 
Y,, = 0, q=l ,...,n, (2.25) 
Y+=BY_. 
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Let s be the maximum integer for which there is a nontrivial solution to 
(2.25) satisfying YPq = 0, 9 = n - s $2,. . . , n, p = 0,. . . , n. The space of such 
solutions must form a space of dimension one, or otherwise we could choose a 
linear combination of such solutions to annihilate column n - s + 1. Let 3 
denote such a solution. Then we can define matrices Y(j), j = 0,. . . , s - 1, as 
in the proposition (with r replaced by s). The space of solutions to (2.25) has 
dimension < s, since otherwise we could successively annihilate more than 
the last s - 1 columns. Since Y(j), j = 0,. . . , s - 1, are clearly linearly inde- 
pendent, we see that the space of solutions to (2.25) has dimension s, i.e. 
s = r. 
It remains only to show that Y has rank n + 2 - r, i.e., its first n + 2 - r 
columns are linearly independent. Suppose there are numbers A,, . . . , A,, 1 _-r 
such that 
11+1-r 
c fpjhj=O, p=O,...,n. 
j=0 
We define a new matrix y by 
y = E;Lder-qAj2p,q+j, q=O ,..., n+l-r, 
PY 
i 0, q=n+2-r,...,n. 
Then Y satisfies (2.25), and from the definition of T we see that it must be a ,. 
multiple of Y. We shall show that Y must in fact be identically zero. Since 
the first column of y is zero, it suffices to prove the first column of Y is not 
identically zero. If to the contrary, the first column of f is zero, then the 
matrix 
Ypq= ’ 
i 
fp q+l, 9=0,1 ,...,n- 1, 
0, 9= n, 
is a nontrivial solution of (2.25) whose last r columns are zero. This 
contradicts the definition of r, and now it follows that r = 0. Thus we obtain 
YP ,,+l_r=hOt;p n+r_r, p=o >..., 
gives A,= ... =‘A.+l_,=O. 
n, and so A, = 0. Continuing in this way 
n 
COROLLARY 1. There is a solution to (2.24) with +Y = .% if and only if 
the solution to (2.24) is unique (up to a constant multiple). 
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Proof. From Proposition 4 we have Y = S? if and only if Y C B and Y 
is nonsingular. But by Proposition 6 every solution of (2.24) has rank at most 
n + 2 - T, and so if there is a nonsingular solution, then r = 1. Conversely, if 
r = 1, then Proposition 6 tells us that the solution is nonsingular. n 
3. CORNER CUTTING AND TOTAL POSITIVITY 
Let us now return to the application of spaces of the form (2.11) for the 
design of free form curves. Recall that for a given space Y = Y,,( Y ‘, . . . , Y k- ‘), 
we can construct a design curve in Iw” as follows. For any control vertices 
v - I’) . . . ) V-‘~‘inIW’,thecurveQ:[O,k)-,[W”,Qj~Y, j=l,...,sisdefined 
by (2.10) which we can write as 
y’(Q) =Yi(V’-n,...,Vi)T, i=O,...,k-1. (3.1) 
Using the map P defined in (2.12), we see from (3.1) that 
Q= P(V-“,...,Vk-‘). (3.2) 
Thus from the definition (2.16) we can write 
k-l 
Q= c vWj. 
j= -,I 
(3.3) 
It is natural to require that the design curve be independent of the choice 
of origin of coordinates, i.e., for any vector a in RB”, the curve given by control 
vertices V _ ” + a ,...,Vk-‘+a is Q+a. From (3.3) this is true if and only if 
k-l 
l= c Ni, 
j--n 
(3.4) 
which by (2.17) is equivalent to the fact that for i = 0,. . . , k - 1, Y’ has row 
sums equal to one, i.e. 
(l)..., l)T=Yi(l )..., l)T i=O ,..,, k - 1. (3.5) 
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It is also usual to require that 
Ni >, 0, j= -n ,...,k-1, (3.6) 
since from (3.3) and (3.4) this shows that for i = 0,. . . , k - 1, Qlri i+ II lies in 
the convex hull of Vi-” ,. . .,V’. From (2.17) we see that (3.6) is ensured by 
qq >, 0, p,q=O ,..., n, i=O ,..., k-l. (3.7) 
A method which has been used to generate schemes satisfying (3.5) and 
(3.7) is that of “corner cutting”; see [6]. Given control vertices V-“, . . . , V kP1 
and i, 0 < i 6 k - 2, we construct y i(Q) as follows. 
First recall from (3.1) that y’(Q) depends only on Vien,. . . ,V’. We now 
construct new vertices W’-” , . . . , W’, where for some 1, 1 < 1~ n, Wi = Vi 
for j=i-n,..., i - I, and for j = i - 1 + 1,. . . , i, Wj lies within the line 
segment joining Vi and Vj-‘, W j # Vi- i. This is illustrated in Figure 3 with 
i = n = 4, 1= 3. Since the last 1 vertices have been changed, we shall refer to 
this as “cutting I comers from the right.” 
Alternatively we could take Wj=Vj for j=i- n+l,...,i, and for 
j=i-n,..., i - n + I - 1, Wj lying within the line segment joining Vi and 
Vj+r, Wi + vi+ 1. This is illustrated in Figure 4 with i = n = 4, I = 4, and we 
refer to it as “cutting 2 comers from the left.” 
The procedure is to continue cutting comers from either the right or left 
until, after a finite number of steps, we reach y;(Q), . . . , y:(Q). Having found 
these, we can then evaluate the curve Q(t) at a point t in [i, i + 1) by the de 
Casteljeau algorithm, which is itself a form of comer cutting; see [6]. 
v”=wo V' 
FIG. 3. Cutting three comers from the right. 
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FIG. 4. Cutting four corners from the left. 
We shall now give an analytic description of comer cutting. For cutting 1 
corners from the right we have 
wi=vi, j=i--n ,.,.,i - 1, 
(3.8) 
wi=ajvj-l+(l-~j)vj, o<aj<l, j=i-Z+l,...,i. 
Thus 
(Wi_-n,..., wy= R(Vi-“,...,Vi)T, (3.9) 
where A = (A,,)$J’ satisfies A,, =0 except when 9 f p or p - 1 and 
A ,, P_-l> 0, APP’ 0, AP,P-r + A,, = 1. We can describe this by saying A 
is a lower triangular nonsingular one-banded matrix with nonnegative ele- 
ments and row sums equal to one. Similarly, for comer cutting from the left 
we have (3.4) where A is this time an upper triangular nonsingnlar one- 
banded matrix with nonnegative elements and row sums equal to one. Noting 
(3.1), we see that to derive y’(Q) by comer cutting is equivalent to factoriz- 
ing the matrix Y i into matrices A of the above forms. 
Now a product of one-banded nonnegative matrices is totally positive, i.e., 
all its minors are nonnegative. Thus a necessary condition for there to be a 
comer cutting algorithm for y’(Q) is that Y i is a totally positive nonsingular 
matrix with row sums equal to one. Our next result shows that this condition 
is also sufficient, i.e., there is a comer cutting algorithm for y’(Q) if and only 
if Y i is a totally positive nonsingular matrix with row sums equal to one. This 
result is easily derived from Theorem B of [3] and its proof. We shall repeat 
some of this proof here both for clarity and to exhibit explicitly the method of 
factorizing Y i into the appropriate one-banded factors. 
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THEOREM 1. Zf Y is a totally positive nonsingular square matrix of order 
n + 1, it can be factored as 
y= DL(l) . . . L(“)U(l). . . UC”‘, (3.10) 
where D is a diagonal matrix and the other factors have the following 
properties. For I= 1,. . . , n L(” = (L(.‘.‘)$’ is a lower triangular one-banded , 
nonnegative matrix with row sums eq$al to one and L\‘)_ 1 = 0 for i = 1,. , . , n 
-I. For I= l,..., , n U(l) = (UC.“)&’ is an upper trian&ur one-banded non- 
negative matrix with row sums iqual to one and Ull’+, = 0 for i = I,, . . , n - 1. 
Proof. As in [3], we obtain the factorization recursively by the standard 
method of elimination. Suppose that after a number of steps we have 
obtained a nonsingular totally positive matrix Y = ( Yii);;f which for some 
I > 1 is “lower Z-banded”, i.e., Ylj = 0 for j < i - 1. We assume further that 
k’,,, i = Oforj=O ,..., k-l,Y?k+I,,>O. 
It follows from the fact that Y is nonsingular and totally positive and 
Ykktl k > 0 that Y?k+l_, k > 0. Let c = Ykk+[ k/Yk+l_l k, and let E denote the 
matrix which equals the identity except that E,, , k + ;_ 1 = - c. Then Y’ = Ep 
is gained from Y by subtracting c times row k 4 1 - 1 from row k + 1. Thus 
Y’ is lower l-banded and Yi+ I i = 0 for j = 0,. . . , k. It is shown in [3] that Y’ 
is totally positive. We note tdat Y! = E- ‘Y ‘, where E-’ equals the identity 
except that Ek;l[, k+l_ 1 = c. 
By successive application of this procedure we see that if Y is any lower 
l-banded, nonsingular, totally positive matrix, then Y = L(““-‘)Y, where Y is 
a lower (I- 1)-banded, nonsingular, totally positive matrix and L(“+‘-‘) is of 
the form of L(“+ ’ -I) in (3.10) except that the row sums may not equal one. 
Repeating this procedure to our original matrix Y, we have 
where U is an upper triangular, nonsingular, totally positive matrix and for 
j=l , . . . , n, L(j) is of the form of L(j) in (3.10), except that the row sums may 
not equal one. We may now apply a similar procedure to U to successively 
reduce the number of upper bands, finally giving 
y= L(l) . . . ~M)fJ:(l). . . fp), 
is of the form of U(j) in (3.10) except that the 
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Since o(‘*) is nonsingular and positive, its row sums are strictly positive 
and so 
where fi is positive and diagonal and UC”) is as in (3.10). Similarly, 
where fi is positive and diagonal and Ucn-‘) is as in (3.10). Continuing in 
this way gives Equation (3.10). H 
If Y in (3.10) has row sums equal to one, then D is the identity. Thus 
Theorem 1 tells us that if Y i is a totally positive nonsingular matrix with row 
sums equal to one, then there is a corner cutting algorithm for y’(Q) with 2n 
steps of the following form. At step i for i = 1,. . . , n, cut n - i + 1 corners 
from the left. At step i for i = n + 1,. . . ,2n, cut 2n - i + 1 comers from the 
right. Alternatively we could factorize Y in the form 
y=u”‘. . . U(n)L(l). . . L(“) (3.11) 
to give an algorithm in which we first cut comers from the right and then cut 
corners from the left. 
We note that if Y’ satisfies (2.20), then from the proof of Theorem 1 it 
can be seen that we can omit steps 1 and n + 1 in the comer cutting 
algorithm for y’(Q). 
4. CORNER CUTTING FOR 9’( A’, . . . , Ak) 
We shall now exhibit a large class of spaces g( Y a,. . . , Y ‘- ‘) which admit 
comer cutting algorithms. For this purpose, recall the definition (2.2) of the 
space 9’=9n(A’,...,Ak-1). Weshallassumethatthematrices A’,...,Ak-’ 
are nonsingular, lower triangular, and totally positive. It will be conve- 
nient to introduce the standard notation for multiple knots, i.e. with p= 
C::ipi we define r_, < ... G q+*+1 so that (T-,, . . . , T~+“+~) = 
(0 ,..., O,l,..., l,..., k ,..., k), where 0 and k are repeated with multiplicity 
n+l and for i=l,..., k - 1, i is repeated with multiplicity pi. For any 
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integers u, v, -n<a<v</~+n+l with v-a>n+l,wedefine 
= . . . =f’“-yT,t) =o if T,, = ~,+~_i < rocr and f(rY) 
= . . . =f”-y7,) =() if c--lN < ?-,+I = TV} 
It is shown in [4] that 
dimY”(r,,... ,7”) = v - (I - n, 
and for i = - n ,..., p, we can choose a function Ni in 9”(ri ,..., ri+,,+i) 
satisfying 
q(x) ’ 0, 7, <Lx < Ti+n+l. 
Furthermore N_ ,,,. . . , N, are linearly independent, and so for u, Y with 
- n,<ugv<~,thefunctionsN, ,..., N,formabasisforP(r, ,..., r,+,+i). 
NOW suppose that pi = 1, i = 1,. . . , k - 1, and define basis functions 
N -_1,1. * * > N k_l as above. If we define Y”,...,YkP1 by (2.17), then 
N --),,*..> N k_l form a basis for %‘(Y”,...,Yk-‘) and so 
yn(A1,..., Ak-‘) =Q(YO,...J-I). (4.1) 
For possible application we want (3.4) to be satisfied. A necessary condition 
for this is that 9’ contains the constant functions, and this is true if and only 
if 
A’(l,O ,..., O)‘= (I,0 ,.,., o)‘, i=l ,...,k-1, (4.2) 
i.e., the first column of A” is (1,0 , . . . ,O)r. Conversely, if (4.2) holds, then 
there are strictly positive constants c _ n, . . . , ck_ 1 with c_,N_, + 
. . . + c~_~N~_~ = 1, and so by initially normalizing the functions 
N -_n,***, N k_ i we have (3.4). 
THEOREM 2. Suppose A’, . . . , Ak-’ are nomingular, lower triangulur. 
totally positive matrices of order n satisfying (4.2). Let N_,, . . . , Nk_ 1 be the 
corresponding basis jimctiom normalized to satisfy (3.4), and de$ne 
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Y0 ,..., yk-l by (2.17). men YO , , . . , Y k-1 are nonsingular totally positive 
and have row sums equal to one. 
Proof. It is sufficient to show that for i = 0,. . . , k - 1, Y”” is totally 
positive. We shall do this by constructing a factorization as in (3.10). The 
method is based on an idea of Lane and Reisenfeld [II] which was gener- 
alized in Goodman and Lee [lo]. 
Take i, 0 < i < k - 1, and take f E 9, f = Ck=,'djiVj. Let A(‘) be the 
matrix gained by deleting the last row and column of A’, and let 9(l) be the 
space gained from 9’ by replacing A’ with A(‘). We note that in Y(l) 
the knot i has multiplicity 2. We denote by Nc’:, . . . , Nk(‘) the basis functions 
for 9’(l) as defined above, again normalized to sum to 1. Then for j = i - 
’ n,...,z, Nj = ajNjl) + pjN/:)l for some numbers (Y j > 0, pj > 0. So on 
[i, i + l), 
f(x) = i~,,dj[ajN~"(~)+lN~~)l(~)] = ‘E d:"Nj("(x), 
i-nil 
where 
(di” .+l,...,dl:‘,)T=U’n-l’(di_n,...,di)T 
for an upper triangular, one-banded positive matrix U(“-l). 
We now delete the last row and column of A(‘) to give a matrix Ac2), and 
let 9@) denote the space gained from 9’(l) by replacing A(‘) by Ac2). We let 
N’2’ --),,.*.> N,‘T1 denote the corresponding basis functions for Y(‘), and as 
above we see that on [i, i + 1) 
if2 
f(x)= c d$‘Ni’2’(x), 
i-n+2 
where 
(dj? n+2,...,d~:)2)=U’“-2’U’n-1’(di_~,.~~~di)T 
for an upper triangular, one-banded positive matrix Ucn-‘). 
Continuing in this way, we shall reach a space 9cn-l) with a knot at i 
of multiplicity n. Letting NI”,- ‘), . . . , NfT,?, denote the corresponding basis 
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functions for 9’(“-I), we have on [i, i + 1) 
i+n-I 
f(x) = 1 dy’Ni(“-yX), 
i-l 
where 
(I$:;“,..., (p!)JT =fJ’“. . . U(n-lydi._ )...) diJT 
for upper triangular, one-banded positive matrices U(l), . . . , UC”- ‘). 
We now add in knots at the points i + 1 in a similar manner. After n - 1 
steps we shall reach a space 4 with knots of multiplicity n at both i and 
i + 1. Letting ?Xn,..., n Nk+an _3 denote the corresponding basis functions for 
,?, we have on [i, i + 1) 
iill- 
f(X)= C dj’j(x)> (4.3) 
i-l 
where 
(&_ ,,.‘., Ri+“_l)T = L”’ f. * L(“-rQJ(r).. . u(n-l)(& )..., di)r (4.4) 
for lower triangula:, one-banded positive matrices L(l), . . . , L’“- ‘). But from 
the properties of Ni _ l,. . . , N, + n _ 1 we must have 
#.-,+j(x)=(S)(x-i)‘(i+l-x)ndj, j=O,...,n. 
So from (2.4) and (4.3), 
(f&- l,..,,Bi+,-I)T=Yi(f). (4.5) 
Comparing (4.4) and (2.11) then gives 
yi = ~(1). . . L(“-Qfy(l). . . U(n-l), 
which shows that Y i is totally positive. 
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We have thus shown that comer cutting algorithms exist for spaces ?V 
with 
cY(YO,..., Yk-1)=9’(A1,...,Ak-1), (4.6) 
where A’,..., Ak- ’ are nonsingular, lower triangular, and totally positive 
matrices satisfying (4.2). However, comer cutting algorithms may exist when 
(4.6) is satisfied but A’, . . . , Ak-’ are not totally positive. They may also exist 
when (2.20) does not hold and so (4.6) cannot hold for any choice of 
Al,..., Ak-‘. Examples are given in the last section. 
5. AN ALGORITHM FOR COMPUTING 
THE BEZIER REPRESENTATION OF y( A’, . . . , Ak) 
Now suppose that A’, . . . , Ak- ’ are nonsingular square matrices of order 
n satisfying (4.2), not necessarily totally positive or lower triangular, and such 
that there is no nontrivial function in ,SP(A’, . . , , Ak-‘) with support in an 
interval in [I, k - l] of length < n. Then from Proposition 5 there are 
matrices Yc,..., Y k-1 satisfying (4.6) and basis functions N_,, . . . , Nk_ 1 in 
y(Ai,..., Ak-i) satisfying (2.17). By (4.2) we may normalize these basis 
functions to satisfy (3.4), and then Y ‘, . . . , Y k-1 will have row sums equal to 
one. 
In order to construct a free form ewe Q by (3.1), or equivalently by 
(3.3), we would like to be able to derive such matrices Y O,. . . , Y k-1 or 
equivalently the basis functions N_ ,,, . . . , Nk_ 1. If the matrices Y ‘, . . . , Y k- ’ 
are totally positive, we can then construct a comer cutting algorithm by the 
method of the proof of Theorem 1. We shall now, therefore, describe a 
procedure for deriving YO,. ..,Yk-‘, or equivalently N_,,. . . , Nk_r, from the 
given matrices A’, . . . , Ak- ‘. This procedure is essentially a generalization of 
that used in [8] to calculate cubic B-splines. Instead of using the matrices 
A1,...,Ak-‘, it will be more convenient to use the matrices B’, . . . , Bk- ’ 
given by (1.9). 
We first suppose k > 2n +2 and calculate Y’ for n < i < k - n - 1. For 
j=l , . , . , k - n - 1, let fj = Nj + . . . + Nj+,,_ r, and for i = 0,. . . , n - 1, let 
fj’= yj+i(fj) as in (2.4). On [j, j +l) we have f’= Ni and so fij’=O, 
i=O , . . . , n - 1. The condition (2.6) gives f,i’, . . . , flAl in terms of f/O,. . . , f:” 
and hence in terms of the unknown f,‘“. Continuing in this way will 
eventually give Qn-‘, . . . , fi:nl- ’ in terms of the unknowns fnj’, 2 = 0,. . . , n 
- 2. Buton [g+n-1, j+n), fj=l-Nj_, andsofij,“-‘=l, I=l,...,n 
- 1, which gives n - 1 equations in n - 1 unknowns to solve. If this system 
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were singular, there would be a nontrivial function in sP( A’, . . . , Ak- ‘) with 
support in [j, j + n), which would contradict our assumption. Thus we can 
determine fir, r = 0,. . . , n - 1. 
Now suppose n < i < k - n - 1. Then on [i, i + l), Ni = f’, which by 
(2.17) gives Y&, p = 0,. , . , n. Also on [i,i+l), Ni_r=fi-i-IVi, and pro- 
ceeding in this way gives all of Y’. 
The above procedure can be expressed concisely as follows. For any 
j=l ,..., k-n-landZ=O ,..., n-l,setf;j”=O.Thenforr=l ,..., n-l, 
(q ,..., &P,)‘= Bj+r(fj-r-l,..., fj.rel)T. 
1 n 
Let fij.Jl-l=l, Z=l,..., n - 1, and solve for fk’, Z = 0, 1,. . . , n - 2, and set 
fl,j,n-l=l. Now,fori=n ,..., k-n-l, p=O ,..., n,andq=O ,..., n-l, 
q-1 
Y;,"_q=jpxq- c Yp *_“, 
v=o ’ 
whileY,=l-C:=,Y,‘,,antlforp=l,..., n, Ypi,=O. 
In order to construct Y i for i = 0,. . . , n - 1, we shall make the further 
assumption that for j = 1,. . . , n, there is no nontrivial function f in 
P(A’,..., Ak-‘)withsupportin[O,j)satisfyingf(”’(O+)=O; v=O,...,j- 
1. The basis functions j = - n, . . . , 0, which we construct will satisfy 
Ni(“)(o+)=o, y=o,..., 
Nj, 
n - 1 + j. If the matrices A’, . . . , Ak-’ are totally 
positive and lower triangular, then this assumption is satisfied and the basis 
functions we construct are those defined in [4]. 
In a similar manner to that above we can derive the following procedure. 
Begin by setting 
f;; 
n+I,n-l=o, <n+Ln-Ll, Z=l,...,n. 
For any j= -n+2 ,..., 0 and Z=O ,..., j+n-1, define $jT-j=O and 
compute for r = 1 - j, . . . , n - 1 
Letf.3n-i=l,Z=l,..., n-l,solveforfjjl;j ,..., f,ix-ffi,-j+l,..., fnjTn-2, 
andset f,i~n-l=l.Fori=O,...,n-l,computeY’ asbefore. 
Similarly, to construct Y’ for i = k - n,. . . , k - 1, we assume that for 
j =l,..., n there is no nontrivial function f in P’( A’, . . . , Ak- ‘) with support 
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in[k-j,k]andsatisfyingf(“)(k-)=O, v=O,...,j--l.Thebasisfunctions 
N &_n,“‘, N k_ I which we construct will satisfy Nj’)(k- ) = 0, Y = 0,. . . , k 
- j - 2. As before, this gives the basis functions in [4] when A’, . . . , Ak- ’ are 
totally positive and lower triangular. 
The algorithm in this case is as follows: For j = k - n,. . . , k - 1 and 
Z=O,..., n-l set ij=Oandcomputefor r=l,...,k-j-l 
(&jr ,..., fi:l)r=Bi+r(f/,r-l ,..., fj,r-l)T. 
n 
Next let fj,kk-i-l = 1, 1 = n - k + j + 1,. . . , n - 1, solve for fi’, i = 0,. . . , k 
-j-2, and set fnj3k-j-1=l. Now for i=k-n,...,k-1 proceed as be- 
fore. 
We end this section with some remarks on knot insertion algorithms for 
the space -sP(A’,. . ., Ak). Knot insertion is a procedure for evaluating a 
function f E 9'( A’, . . . , Ak) at a given value x E [i, i + 1) which is based on 
representing f as a piecewise polynomial in a space with one more knot at X. 
Specifically, we introduce into 9’ an ordinary knot at x and consider the 
largerspace ~=9’(A’,...,Ai,Z,Ai+1,...,Ak-‘).Thus f hastworepresen- 
tations on [ i, i + 1) as 
f= c djNj 
i-n 
(5.1) 
and 
i+l 
f = c d^,Nj, (5.2) 
i-n 
where fi. are the normalized basis functions for 4. 
Whe: A’ , . . . , Ak are totally positive, we know from [4] that Ni = A jfij + 
(l- hj)ej+l> 0 < Aj < 1. Thus we can express the coefficients in the repre- 
sentation (5.2) in terms of those in (5.1). Since the space 3 has a knot at X, 
we can now invoke the procedure described in Theorem 2 to obtain the 
Bezier representation @ of 9, thereby allowing us to evaluate f at x by a 
corner cutting algorithm. In this regard, we observe that the evaluation of 
f EY’(A’,..., Ak) at the knot i can be accomplished by using only the upper 
triangular factor in the comer cutting factorization of Y i. 
Thus, if Y i = L’U’, where each matrix L’, U’ has row sum one and L’ is 
lower triangular while U’ is upper triangular, then f(i) = y,$ f) = cf_,&jidi. 
The factorization of the new Bezier matrices ?‘, Pi+i for ‘8 are obtainable 
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from the comer cutting factorization of Y” and the de Casteljeau algorithm, 
which yields the Bezier representations on each new interval [i, x) and 
[x, i + 1). Thus the evaluation of f at x can proceed by successively cutting 
comers. 
6. EXAMPLES: CUTTING CORNERS FOR SPLINE FUNCTIONS 
In this section we give several examples of the results presented above. 
We begin with 
PROPOSITION 7. Givenx,< *a* <x,&O, ldr,+iQ 0.. <x2,, wede- 
fi ne 
PkCX)= i=Q+ltx-xi) IFI (xn+i-x)~ k=O,l,..., n. 
i=l 
In the representation 
Pkb) = ioYI(Pk)( ;po - 4’ 
the matrix Y = (Yki) defined by Y,, = yr(pk) is nonsingular and totally 
positive. 
Proof. We will successively replace the zeros of p,, . . . , p, with multiple 
zeros at 0 and 1, thereby converting them into Bernstein-BCzier polynomials. 
In this procedure we follow a special case considered by Goldman [7]. The 
general step for the interchange of negative zeros is 
x 
a,(x) = 
x_xk+l~d~), k=O,l,...,l-1, 
PAX), k=Z,...,n, 
where I is the largest positive integer such that xi < 0 (when there is no such 
integer, the exchange process terminates). Since 
P/c+ 1w = 
Xk+n+l - x 
x-xk+l 
PIMY 
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wehavefork<l-1 
(ykPk(4 +PkPk+lw = rikbh 
where 
xn+k+l 
(Yk = ’ 0, 
Xn+k+l - ‘k+l 
bk= x xk~xk+l <‘, 
n+kil 
and 
Thus 
ak-&=I. 
where 
i 
ai> j=i, O<i<Z-1, 
u.‘!‘= 1, j = i, l<i<n, 
‘I Pi, j=i+l, O&i<Z--1, 
0 otherwise. 
Note that the matrix GU(‘)G, where G is the diagonal matrix defined by 
Gii=(-l)‘S,,, i,j=O,l,..., n, corresponds to cutting I comers from the 
left. Since the zeros of co,. . , , fin are x2,. . . , x,,O, x,+r,. . . , x2”, continuing in 
this fashion, replacing all negative zeros by zero and all positive zeros by one 
produces the factorization 
40 
[:I 
PO 
= L”’ . . . MU. . . u”’ 
[I 
: 
in il 
where ql(x) = ~“~‘(1 - x)‘, 1= O,l,. . . , n, and GL(“‘G cuts s comers from 
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the right and GV”‘G cuts s corners from the left. Thus Y is given by 
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yij ( 1 7 = (p’ . . . ~“)U”‘. . . U(O), 1, 
from which it follows that it is nonsingular and totally positive. n 
Next we point out that the proof of Proposition 7 gives the comer cutting 
algorithm for ordinary spline functions. To see this we need to recall the basic 
identity 
(Y-xJn= k (!/-%+J 
i=O 
where 
and 
x0 < . . . d X”, -c 0, 
(Y - xi+n)N,(x)p x 6% [OJI, 
lir n+l’ < ... “\<Xsn+r 
is the normalized B-spline (cf. [9]). Here X: = [max(O, x)]” and 
[xi?.‘*, xi+n+r ]f is the divided difference of f at xi,...,xi+“+,. Conse- 
quently, using the notation of Proposition 7, we have 
Hence if we consider the Bezier representation of the normalized B-splines 
N,(X) = ~ Wki( ;)Xk(l - X)n-k, 
k=O 
we easily obtain 
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From this equation it follows that 
W = GL”’ . . . L(‘)u(‘). . . U”‘G, 
which gives a comer cutting algorithm for ordinary splines. 
We now describe in detail the comer cutting algorithm for the special 
case of piecewise cubits with connection matrices 
1 0 0 
A’=0 1 0. 
i 1 0 Ei 1 
Thus in this case n = 3, yi = 1, 
D=[; ,% I], 
and 
1 
c=l L 
0 0 
j 
0. 
1 2 3 i 1 
Hence 
From our earlier discussion we know that Y i has the form 
l- .i _ b’ 0 
1 - xi 0 
1 - /.li 0 
0 e’+’ hi+1 l_ e’+’ _ b’f’ I 
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and 
giy<-1 = yi 
+’ 
This leads to the four equations 
-P i-1 +2ai = 0, 
P’-;(E~+S)$-~+~(E~+B)U’=O, 
ei +8 
2(1 _ .i- f+) = 1 -Pi, 
which can be easily solved: 
4(Ei +4) 
Pi = (&i+l+8)(&i +8) - 16’ 
hi =+(Ei+l +8)$, 
ai =S-l > 
bi = A.(1 + Ai _ pi-l)a 
Note that A’ is totally positive only for &i > 0, but the corresponding matrix 
Y i given below is totally positive even for ej > - 4, j = i - 1,. . . , i + 2. 
The corner cutting algorithm can now be easily obtained: 
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where 
We wish to thank Professor G. Farin for a useful discussion concerning 
the material of this paper while the first-named author was visiting the 
University of Utah. 
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