Linear codes with good joint spectra are good candidates for lossless joint source-channel coding (JSCC). However, in spite of their existence, it is still unknown how to construct them in practice. This paper is devoted to the construction of such codes.
I. INTRODUCTION
Linear codes, owing to their good structure, are widely applied in the areas of channel coding, source coding, and joint source-channel coding (JSCC). Undoubtedly, constructing good linear codes is always one of the most important and everlasting topics in these areas. As we know, a variety of good linear codes such as Turbo codes [4] and low-density parity-check (LDPC) codes [12] , [22] have been constructed for channel coding. And in the past decade, the parity-check matrices of good linear codes for channel coding have been employed as encoders for distributed source coding. They proved good in both theory [24] , [39] and practice [5] , [29] , [34] . However, in the general cases of lossless JSCC (based on linear codes), it is still unknown what kinds of linear codes are good and how to construct them. We do not even know how to design an implementable optimal JSCC scheme based on linear codes for arbitrary sources and channels. For instance, much work on practical designs of lossless JSCC based on linear codes has been done for transmission of specific correlated sources over specific multiple-access channels (MACs), e.g., correlated sources over separated noisy channels [14] , [40] , [42] , correlated sources over additive white Gaussian noise (AWGN) MACs [15] , [25] , and correlated sources over Rayleigh fading MACs [41] , but it is still not clear how to construct an implementable optimal lossless JSCC scheme for a general case. The same problem also exists in the case of point-to-point transmission, but since traditional (nonlinear) source coding techniques combined with joint source-channel decoding work well in this case, linear-code-based schemes are not so important as in distributed JSCC. One exception is when we need a simple universal encoder, that is, the encoder does not require any knowledge of the source statistics. For background information of lossless JSCC in the point-to-point case, we refer to [20] , [43] and the references therein.
Recently, for lossless transmission of correlated sources over MACs, we proposed a general scheme based on linear codes [37] , which was proved to be optimal if good linear codes and good conditional probabilities are chosen. Fig. 1 illustrates the mechanism of the encoding scheme (see [37, Sec. III-C]), which can also be formulated as
Roughly speaking, the scheme consists of two steps. First, the source sequence v is processed by a random affine mapping,
i.e, (Σ l • F n • Σ n )(v) +Ū l , where F n is a random linear code, Σ l and Σ n are independent uniform random interleavers, and U l is an independent uniform random vector. Secondly, the output of the first step, together with the source sequence, is fed into the quantization mapping q n to yield the final output.
The first step is to generate uniformly distributed output with the so-called pairwise-independence property, while the second step is to shape the output so that it is suitable for a given channel. Accordingly, two main issues arise: how do we design a good linear code F n and a good quantization mapping q n which fulfill the above two goals, respectively? About the former, we proved in [37] that linear codes with good joint spectra (a generalization of input-output weight distributions) are good candidates. Hence, to design a lossless JSCC scheme in practice, a big problem is how to construct linear codes with good joint spectra. To our knowledge, however, this problem has never been studied before.
In this paper, we shall give a thorough investigation of this problem. Our main tool is the code-spectrum approach [37] .
As we shall see, the spectra of a linear code, including kernel spectrum, image spectrum, and especially joint spectrum, provide important characterization on its performance for most applications. The rest of this paper is organized as follows.
In Section II, we introduce the basic notations and conventions used throughout the paper. In Section III, we briefly review the code-spectrum approach. Then in Section IV, we develop some new notions and methods to facilitate the calcu- The proposed lossless joint source-channel encoding scheme based on linear codes for multiple-access channels in [37] lation of spectra, including properties of vector permutations (Section IV-A), a viewpoint of regarding coding modules as conditional probability distributions (Section IV-B), spectrum generating functions and spectra with coordinate partitions (Sections IV-C and IV-D), and the MacWilliams identities (Section IV-E).
In Section V, we review the original requirements of good linear codes for lossless source coding, channel coding, and lossless JSCC, respectively. To each original requirement there just corresponds a spectrum criterion of linear codes, which is the kernel-spectrum condition, the image-spectrum condition, and the joint-spectrum condition, respectively. Then with each criterion there is associated a family of linear codes. They are called δ-asymptotically good linear source codes (LSCs), δ-asymptotically good linear channel codes (LCCs), and δ-asymptotically good linear source-channel codes (LSCCs), respectively. We show that, under some conditions, good LSCCs are also good in the sense of LSCs and LCCs. Thus the problem of constructing good LSCCs (i.e., linear codes with good joint spectra) is of particular interest and importance.
Based on this observation, in Section VI, we proceed to study the general principles for constructing good LSCCs. In Section VI-A, we provide a family of good LSCCs which are derived from so-called maximum-rank-distance (MRD) codes. In Section VI-B, we investigate the problem of how to construct a good LSCC with the same kernel (resp., image) of a given good LSC (resp., LCC). In Section VI-C, we propose a general serial concatenation scheme for constructing good LSCCs.
In light of this general scheme, in Section VII, we turn to the analysis of joint spectra of regular low-density generator matrix (LDGM) codes. We show that the joint spectra of regular LDGM codes with appropriate parameters are approximately δ-asymptotically good. Based on this fact, we finally present a family of good LSCCs by a serial concatenation of an inner LDGM code and an outer LDPC code.
All the proofs are presented in Section VIII, and Section IX concludes the paper.
II. NOTATIONS AND CONVENTIONS
In this section, we introduce some basic notations and conventions used throughout the paper.
• In general, symbols, real variables, and deterministic mappings are denoted by lowercase letters. Sets, matrices, and random elements are denoted by capital letters.
Alphabets are denoted by script capital letters.
• The symbol ∅ denotes the empty set.
• The cardinality of a set A is denoted by |A|.
• The symbols Z, N, N 0 , R, C denote the ring of integers, the set of positive integers, the set of nonnegative integers, the field of real numbers, and the field of complex numbers, respectively. For a prime power q > 1 the finite field of order q is denoted by F q . The multiplicative subgroup of nonzero elements of F q is denoted by F × q (and similarly for other fields).
• For any n ∈ N, we define the index set I n △ = {1, . . . , n}.
• The symbol X n denotes the n-fold Cartesian product of the alphabet X . A sequence (or vector) in X n is denoted by x = x 1 x 2 · · · x n , where x i denotes the ith component of x. For any set A = {a 1 , a 2 , . . . , a r } ⊆ I n with a 1 < a 2 < · · · < a r , we define the sequence (x i ) i∈A or x A as
x a1 x a2 · · · x ar . Clearly, one may write x In in place of
x. We use the notation a l for the l times repetition of a single symbol a ∈ X , or simply write a to represent an all-a sequence without explicitly indicating the length.
• The length of a sequence x is denoted by |x|.
• By default, any vectors are regarded as row vectors. An m×n matrix is denoted by M = (M i,j ) i∈Im,j∈In , where
The set of all m×n-matrices over a field (ring) F is denoted by F m×n . The set F m×n forms a vector space (resp., module) over F and in the square case m = n an F -algebra relative to the vector space (resp., module) operations and matrix multiplication.
• For any functions f : X → Y and g : Y → Z, we define
• For any functions f : X 1 → Y 1 and g : X 2 → Y 2 , we define the Cartesian product f ⊙ g :
).
• The function 1{·} is a mapping defined by 1{true} = 1 and 1{false} = 0. Then, the indicator function of a subset
A of a set X can be written as 1{x ∈ A}.
• A permutation on n letters is a one-to-one mapping of I n onto I n . The group of all permutations on n letters is denoted by S n .
• For a finite set A, the ring of polynomials in the indeterminates X a , a ∈ A, and with coefficients in C is denoted
. The ring C[X a ; a ∈ A] can be defined as a subring (consisting of all elements of finite support)
of the semigroup algebra of N A 0 (the additive semigroup of all mappings A → N 0 ) over C. For readers not familiar with this concept we remark that for any ordering A = {a 1 , a 2 , . . . , a n }, n = |A|, of the elements of A we obtain
• When performing probabilistic analysis, all objects of study are related to a basic probability space (Ω, A, P )
where A is a σ-algebra (or σ-field) in Ω and P is a probability measure on (Ω, A). For any event A ∈ A, P A = P (A) is called the probability of A. Any measurable mapping of Ω into some measurable space (B, B)
is generally called a random element.
• For any random elements F and G in a common measurable space, the equality F d = G means that F and G have the same probability distribution.
• For any sequence {Z n } ∞ n=1 of real-valued random variables, we introduce two probabilistic limit operations, i.e., the limit superior in probability p-lim sup n→∞ Z n defined by
and the limit inferior in probability p-lim inf n→∞ Z n defined by
we say that the limit in probability of
• For any random sets or functions, we tacitly assume that their n-fold Cartesian products (e.g., A n or n i=1 F ) are Cartesian products of their independent copies.
• All logarithms are taken to the natural base e and denoted by ln.
• For any probability distribution P on some alphabet X , the entropy H(P ) is defined by
.
For any probability distributions P and Q on some alphabet X , the information divergence D(P Q) is defined by
For any number x, y ∈ [0, 1], the information divergence
• For x ∈ R, ⌈x⌉ denotes the smallest integer not exceeded by x.
• For any real functions f (n) and g(n) with n ∈ N, the asymptotic Θ-notation f (n) = Θ(g(n)) means that there exist positive constants c 1 and c 2 such that
for sufficiently large n.
III. BASICS OF THE CODE-SPECTRUM APPROACH
In this section, we briefly introduce the basics of the codespectrum approach [37] , which is a generalization of the weight-distribution approach, e.g., [10] , [35] .
Let X and Y be two finite (additive) abelian groups. We define a linear code as a homomorphism f : X n → Y m . The (coding) rate R(f ) of f is defined to be the ratio n/m.
Note that, by defining
any permutation σ ∈ S n induces an automorphism of X n . For each n ∈ N, we denote by Σ n a uniformly distributed random permutation on n letters, that is,
We tacitly assume that different random permutations occurring in the same expression are independent, and the notations such as Σ m and Σ n represent different random permutations though it is possible that m = n.
Next, we introduce the concept of types [8] . The type of a sequence x in X n is the empirical distribution P x on X defined by
For a (probability) distribution P on X , the set of sequences of type P in X n is denoted by T n P (X ). A distribution P on X is called a type of sequences in X n if T n P (X ) = ∅. We denote by P(X ) the set of all distributions on X , and denote by P n (X ) the set of all types of sequences in X n .
Now we introduce the concept of spectra. The spectrum of a nonempty set A ⊆ X n is the empirical distribution S X (A)
The spectrum of A ⊆ X n is closely related to the complete weight distribution of A (see for example, [19, Ch. 7.7] or [28, Sec. 10]), which can be defined as follows: For x ∈ X n and a ∈ X let N x (a) = |{i ∈ I n |x i = a}| = nP x (a). This defines a function N x : X → N 0 with a∈X N x (a) = n. The complete weight distribution of A is then defined as the function
(For the last equality we need to assume that N/n ∈ P n (X ), i.e.
a∈X N (a) = n, but this is only a technical issue.) Spectrum and complete weight distribution thus differ only by scaling factors in both domain and range.
Analogously, the joint spectrum of a nonempty set B ⊆
By considering the marginal and conditional distributions of
, we obtain the marginal spectra S X (B), S Y (B) and the conditional spectra S Y|X (B), S X |Y (B), that is,
Furthermore, for any given function f :
and image spectrum
, and S Y (rl(f )), respectively, where rl(f ) is the relation defined by {(x, f (x))|x ∈ X n }. In this case, the forward conditional spectrum is given by
If f is a linear code, we further define its kernel spectrum
this case, we also have
homomorphism of groups.
The above definitions can be easily extended to more general cases. For example, we may consider the joint spectrum
A series of properties about the spectra of codes were given in [37, Sec. II]. We list below some results for easy reference.
Proposition 3.1:
For all P ∈ P n (X ) and P i ∈ P ni (X i )
where n nP
Proposition 3.2:
For any given random function F :
for any x ∈ X n and y ∈ Y m , wherẽ
and α(F )(P, Q)
Remark 3.3: For readers accustomed to thinking rather combinatorially than probabilistic, the following alternative expression for P {F (x) = y} which is hidden in (1) and (3), would be helpful: because of the symmetrization effect of uniform random permutations, P {F (x) = y} depends only on the type-pair (P, Q) = (P x , P y ) of (x, y) and equals the expected number of pairs x ′ , F (x ′ ) ("points of the graph of F ") of type-pair (P, Q) divided by the total number of pairs
type-pair (P, Q) which are points of the graph of f .
Proposition 3.4:
For any given linear code f :
we have
If both X and Y are the finite field F q , we define a particular
q by x → xA n×m , where A n×m denotes a random n×m matrix that is uniformly distributed over the set F n×m q of all n × m matrices over F q .
Then we have
for all P ∈ P n (F q )\{P 0 n } and Q ∈ P m (F q ).
Proposition 3.5:
For a given random linear code F :
for any unequal x,x ∈ X n and any y,ŷ ∈ Y m , wherê
andȲ m is an independent uniform random vector on Y m . 
IV. SOME NEW METHODS

A. Vector Permutations
S ni , we define the vector permutation as the Cartesian product
We denote this Cartesian product also by σ. Note that the vector permutation is by no means a Cartesian product of permutations. However, for convenience and also because we are only interested in Cartesian products of permutation-induced automorphisms, we shall abuse the term "permutation" for permutation-induced automorphisms when there is no possible ambiguity.
Define Σ n1,...,nm
We obtain a uniformly distributed random vector permutation.
The next two propositions give some general properties of vector permutations.
Proposition 4.2:
For any
and
Moreover, for any nonnegative l < m and any P i ∈ P ni (X i )
Remark 4.3: The identity (11) can be rewritten as
whenever |A| is a constant. For a given random function F :
it is obvious that Proposition 3.2 is an easy consequence of Proposition 4.2. Generally, for a given random function F : 
where α(F )
The proof of Proposition 4.1 is omitted, while the proof of Proposition 4.2 is presented in Section VIII-A.
B. Codes and Conditional Probability Distributions
In this subsection, we introduce one important notion that any code may be regarded as a conditional probability distribution. Such a viewpoint is very helpful when calculating the spectrum of a complex code consisting of many simple codes.
Proposition 4.4:
For any random function F :
where
Remark 4.5: The identity (16) can also be rewritten as
which clearly indicates that the average forward conditional spectrum E[S Y1···Y k |X1···X l (F )(Q I k |P I l )] may be regarded as the transition probability from P I l to Q I k under F ∼ . This fundamental observation implies that coding modules like F ∼ orF (instead of F ) should be regarded as basic units in a coding system, and that the serial concatenation of such units may behave like the serial concatenation of conditional probability distributions. The following proposition proves this speculation.
Proposition 4.6: For any two random functions F :
The proofs of this subsection are given in Section VIII-B.
C. Spectrum Generating Functions
The spectrum generating function of a set A ⊆ X n is a polynomial in |X | indeterminates, whose coefficients form the spectrum of A. As an element of C[u a ; a ∈ X ] it can be succinctly defined as We can associate similar generating functions with other types of spectra defined in Section III, the most important of which is the joint-spectrum generating function of a set
a polynomial in the |X | + |Y| indeterminates u a , a ∈ X , and
To simplify notations, we sometimes write G(A)(u) and G(B)(u, v) when there is no possible ambiguity.
When the set A ⊆ X n is random, its associated spectrum generating function is also random. To analyze a random polynomial, we need to consider its expectation. However, the expectation of a random polynomial is indeed undefined in the usual sense of expectations, so it is necessary to give its definition formally. Let C[u a ; a ∈ A] be a ring of polynomials, where A is a nonempty finite set. Since the ring is a subset of
where B is the Borel σ-algebra of C. For a given random polynomial
where coef(p(u), u n ) denotes the coefficient of the monomial u n in p(u). To see that it is well defined, note that coef(p(u), u n ) with n fixed is a canonical projection from
to C and hence measurable. Analogous to ordinary expectations, expectations of random polynomials have the following properties: for any random polynomials P 1 (u) and
if P 1 (u) and P 2 (u) are independent then
We leave the proofs to the reader. The next proposition gives an important property of expectations of random spectrum generating functions.
Proposition 4.7:
Let F : X → X and G : Y → Y be two independent random bijective mappings. Then for any random
The proof is given in Section VIII-C.
D. Spectra with Coordinate Partitions
In Section IV-B, we introduced the method for calculating the spectra of serial concatenations of codes. In this subsection,
we proceed to investigate the other important kind of combinations of codes, namely, parallel concatenations. To cope with the problem involving concatenations (products) of sequences, we first need to introduce a generalized definition of spectra, namely, spectra of sets with coordinate partitions.
Let A be a subset of X n , with coordinate set I n . Let U be a fixed partition of I n , namely, a set of nonempty subsets of I n such that every number in I n is in exactly one of these subsets. We define the U-type P U x of a sequence x ∈ X n as
By P U n (X ) we mean the set of all U-types of sequences in X n , so that
Based on the U-type, we define the U-spectrum of A as the
The U-spectrum is just a variant of the joint spectrum. When U = {I n }, it reduces to the ordinary spectrum.
Analogously, given a set B ⊆ X n × Y m and a pair of coordinate partitions U of I n and V of I m , we can define The above concepts are crucial for computing the spectra of parallel concatenations of codes, but the notations are somewhat complex. For convenience, when we explicitly write
n i = n, we tacitly assume that the default coordinate partition is
Thus the default spectrum of A is the U 0 -spectrum of A and is denoted by S X ···X (A) or S X p (A). When p = 1, this convention just coincides with the ordinary spectrum of A.
Now, even for a single set A ⊆ X n , there are many different spectra of A with respect to different coordinate partitions. So next, let us investigate the properties of spectra of sets with coordinate partitions. For this purpose, we need to generalize the spectrum generating functions introduced in Section IV-C.
For any set A ⊆ X n with a coordinate partition U, we define its U-spectrum generating function G X U (A) as
this definition reduces to the ordinary spectrum
Analogously, given a set B ⊆ X n × Y m with coordinate partitions U and V, we can define the (U, V)-spectrum gener-
And furthermore, given a function f : X n → Y m with coordinate partitions U and V,
we define its (U, V)-spectrum generating function by
Again for convenience, when we explicitly write
n i = n, we tacitly assume that the default coordinate partition is U 0 defined by (21) . Thus the default spectrum generating function of A is its U 0 -spectrum generating function which we denote by
Based on the above definitions, we proved the following properties:
Proposition 4.9: Suppose U 1 and U 2 are two partitions of
By Propositions 4.8 and 4.9, we easily obtain a series of corollaries as follows.
Corollary 4.10:
For any two sets A 1 ⊆ X n1 and A 2 ⊆ X n2 , we have
Corollary 4.11:
Corollary 4.12:
For any two maps f 1 : X n1 → Y m1 and
The proofs of Corollary 4.11 are omitted, while the proofs of the other results are given in Section VIII-D. Note that Corollary 4.11 is an easy consequence of Corollary 4.10, and that Corollary 4.12 is just the tool that we want for computing the spectra of parallel concatenations of codes.
E. MacWilliams Identities
One of the most famous results in coding theory is the MacWilliams identities [23] , which relate the weight enumerator of a linear code to that of its dual code. In this subsection, we shall generalize this result in the framework of codespectrum approach. This generalization may be regarded as a combination and extension of the results in [16] , [33] , [35] .
To make things easier to understand, we shall mainly consider the special case that the alphabet is a finite field F q with q = p r , where p is prime.
For any x 1 , x 2 ∈ F n q , we define the standard dot product on F n q by
Clearly, A ⊥ is a subspace of F n q . The next theorem gives the generalized MacWilliams identities in the framework of code-spectrum approach.
Theorem 4.13:
Let A be a subspace of F n q and U a fixed partition of I n . Then
where M is the q × q matrix (indexed by the elements of F q ) defined by
Remark 4.14: Note that Tr(x) is an F p -module epimorphism from F q onto F p , and hence χ(x) is a homomorphism from the additive group of F q to C × . Moreover, it is easy to see that
From this fact, it follows that q
One important application of Theorem 4.13 is calculating the joint spectrum of a linear code x = yA T when the joint spectrum of y = xA is known. The next theorem gives the details.
Theorem 4.15:
Let A be an n × m matrix over F q . Define
respectively. Let U be a partition of I n and V a partition of
where M is the matrix defined by (25) .
The above results can be further generalized by replacing F q and χ with a Frobenius ring and its generating character, respectively. A ring X is said to be a Frobenius ring if there exists a group homomorphism χ : (X , +) → C × (character of (X , +)), whose kernel contains no nonzero ideal. Such a homomorphism is called a generating character of X . For background information on Frobenius rings and their uses in coding theory we refer to [17] , [21, §16] , [26] , and [35] .
Theorem 4.16 (cf. also [16] ): Let X be a Frobenius ring,
A a submodule of X n , and U a fixed partition of I n . We have
where M is the |X | × |X | matrix (indexed by the elements of
for some generating character χ of X .
The proofs of this subsection are given in Section VIII-E. In [37, Table I ], we only briefly reviewed the criteria of good linear codes in terms of spectrum requirements for lossless source coding, channel coding, and lossless JSCC.
V. GOOD LINEAR CODES
So in this section, we shall resume this discussion, including the concepts of good linear codes and the relations among different kinds of good linear codes.
At first, let us introduce some concepts about rates of codes.
For any linear code f : X n → Y m , we define the source transmission rate R s (f ) (nats per source symbol) of f by
Analogously, we define the channel transmission rate R c (f ) (nats per channel symbol) of f by
Recall that in Section III, we define the (coding) rate R(f ) of a linear code f by n/m. Then there is a simple relation among
be a sequence of random linear codes. We define the asymptotic supremum source transmission rate R s (F ) and the asymptotic infimum source trans-
, we say that the asymptotic source transmission rate
Analogously, we define the asymptotic supremum channel transmission rate R c (F ) and the asymptotic infimum channel
, we say that the asymptotic channel trans-
Also, we define the asymptotic supremum coding rate R(F ) and the asymptotic infimum coding rate R(F ) by R(F )
To simplify notations, in the rest of this section, when writing F , we always mean a sequence
To avoid some singular cases, we assume in the sequel that for any sequence F of random
Next, for better understanding of the definitions of good linear codes, let us review the original requirements of good linear codes for lossless source coding, channel coding, and lossless JSCC, respectively. According to [39] , a sequence F of random linear codes with the asymptotic source transmission rate R s (F ) is said to be δ-asymptotically good for lossless source coding if for any ǫ > 0 there exits a sequence of events A k ∈ A such that for sufficiently large k,
Note that
so this definition is reasonable. Due to the property of linear codes, the condition (42) is equivalent to
According to [3] , [13] , [31] , a sequence F of random linear codes with the asymptotic channel transmission rate R c (F ) is said to be δ-asymptotically good for channel coding if for any ǫ > 0 there exits a sequence of events A k ∈ A such that for sufficiently large k,
for all y ∈ Y mn . Because F k is a linear code, we also have
This together with (45) gives
Then the condition (46) can be rewritten as
by noting that ǫ is arbitrary.
According to [37] , a sequence F of random linear codes is said to be δ-asymptotically good for lossless JSCC if it
uniform random vector on Y m k . By the arguments in the proof (in [37] ) of Proposition 3.5, we obtain an alternative condition:
The requirements given above are fundamental, but are not easy and convenient for use. The next three propositions show that spectra of linear codes can serve as alternative criteria of good linear codes, and that the uniform random permutation is a useful tool for constructing good linear codes.
Proposition 5.1: Let F be a sequence of random linear codes with the asymptotic source transmission rate R s (F ).
If it satisfies the kernel-spectrum condition:
then the sequence of random linear codes If it satisfies the image-spectrum condition:
then the sequence of linear codes Σ m k •F k is δ-asymptotically good for channel coding.
Proposition 5.3:
Let F be a sequence of random linear codes. If it satisfies the joint-spectrum condition:
then the sequence of linear codesF
δ-asymptotically good for lossless JSCC.
For convenience, we define the function
for any random linear code F : X n → Y m . Then the condition (52) can be written as lim sup k→∞ ρ(F k ) ≤ δ.
As shown above, as long as the linear codes satisfy the code-spectrum requirements, we can then construct good ensembles of random linear codes by random permutations.
So from now on, we shall use the conditions (50), (51 
Proposition 5.5: For a sequence F of δ-asymptotically good LCCs, there exists a sequence
Proposition 5.6: Let F be a sequence of δ-asymptotically good LSCCs. Then it is δ-asymptotically SC-good whenever its source transmission rate converges in probability, and it is δR(F )-asymptotically CC-good whenever its channel transmission rate converges in probability.
By Now, the remaining question is if and how we can construct δ-asymptotically good LSCCs which are SC-equivalent (resp., CC-equivalent) to given δ-asymptotically good LSCs (resp., LCCs). The answer is positive and will be given in Section VI.
We close this section with a simple proposition.
Proposition 5.7:
be a family of sequences of random linear codes
is nonincreasing in i and converges to δ as i → ∞. Define the random linear code G i,k
is δ-asymptotically SCC-good. The proofs of this section are given in Section VIII-F.
VI. GENERAL PRINCIPLES FOR CONSTRUCTING GOOD LINEAR SOURCE-CHANNEL CODES
A. A Class of SCC-Good Codes Derived from Certain
Maximum-Rank-Distance Codes
Recall that in [37, Sec. III], a random linear code F : X n → Y m is said to be good for JSCC if it satisfies
for all P ∈ P n (X )\{P 0 n } and all Q ∈ P m (Y). we also have an alterative condition:
The random linear code F 
which one might call "SCC-good before symmetrization".
Next we give a brief review of MRD codes. Let n, m, k be positive integers with k ≤ min{n, m}. Write By transposing we also have |C| ≤ q m(n−d+1) , so that
The codes for which (58) is sharp are exactly the (n, m, k)
MRD codes were introduced in [9] under the name "Singleton system" and investigated further in [11] , [30] . As shown in [9] , [11] , linear (n, m, k) MRD codes over The proofs of this subsection are given in Section VIII-G.
B. Constructing Good LSCCs Based on Good LSCs or LCCs
The condition (55) is a very strong condition, which in fact reflects the property of the alphabet. Therefore, combined with the injective property of mappings, we say that an alphabet (an abelian group) X is super good if there exists a sequence
of independent SCC-good random linear codes F n : X n → X n such that
We denote by {F Theorem 6.4 (see [7] ): Let rank(f ) denote the rank of the generator matrix of the linear code f :
can be expanded as an alternating
by Euler's pentagonal number theorem (see [2] ).
The next theorem shows that, conversely, a super good finite abelian group is necessarily elementary abelian. 
Now let us investigate the relation between conditions (55)
and (60) for elementary abelian groups.
Theorem 6.6: Let X be an elementary abelian group of order q = p r . Then for every SCC-good random linear code F : X n → X n the following bound holds:
From Theorem 6.6, an immediate consequence follows. However, the conclusion of Corollary 6.7 does not hold for p = 2.
Proposition 6.8: If X is an elementary abelian 2-group,
there exists a sequence {F n } ∞ n=1 of SCC-good random linear codes F n : X n → X n such that lim n→∞ P {| ker F n | = 1} = 0.
With the preparation above, let us investigate the problem of how to construct δ-asymptotically good LSCCs which are SC-equivalent (resp., CC-equivalent) to given δ-asymptotically good LSCs (resp., LCCs).
The next theorem gives some ways for constructing SCequivalent or CC-equivalent linear codes.
Theorem 6.9: Let F : X n → Y m be a random linear code.
If Y is an elementary abelian group of size q, then the random
If X is an elementary abelian group of size q, then the random
Based on Theorem 6.9, we thus find the answer of the problem by the following theorem.
Theorem 6.10:
If f is a sequence of δ-asymptotically good LSCs satisfying
and Y is elementary abelian, then there exists a sequence
Analogously, if f is a sequence of δ-asymptotically good injective LCCs and X is elementary abelian, then there exists a
Theorem 6.10 is a very fundamental result, which not only claims the existence of SC-equivalent (or CC-equivalent) δ-asymptotically good LSCCs but also gives the way for constructing such good LSCCs by concatenating rate-1 linear codes. Recalling that rate-1 linear codes (e.g., the "accumulate" code) are frequently used to construct good LCCs (e.g., [1] , [10] , [27] ), we believe that finding good rate-1 LSCCs is an issue deserving further consideration.
The proofs of Theorem 6.4 and Corollary 6.7 are omitted, while the proofs of the other results are given in Section VIII-H.
C. A General Scheme for Constructing Good LSCCs
Theorems 6.2 and 6.10 do give possible ways for constructing asymptotically good LSCCs. However, such constructions are somewhat difficult to implement in practice, because the generator matrices of a Gabidulin code or F RLC q,n,n are not sparse. Thus, our next question is how to construct δ-asymptotically good LSCCs based on sparse matrices so that known iterative decoding procedures have low complexity. For such purposes, in this subsection, we shall present a general scheme for constructing δ-asymptotically good LSCCs.
be a sequence of random linear codes
Clearly, this is a generalization of δ-asymptotically good LSCCs, and may be regarded as an approximate version of δ-asymptotically good LSCCs especially when A k is a proper subset of P n k (X )\{P 0 n k }. The next theorem shows that δ-asymptotically good LSCCs may be constructed based on these linear codes by serial concatenations.
Theorem 6.11:
then we have
Remark 6.12: Take, for example,
for some γ ∈ (0, 1). Then Theorem 6.11 shows that we can construct asymptotically good LSCCs by a serial concatenation scheme, where the inner code is approximately δ-asymptotically SCC-good and the outer code has good distance properties. As we know (see [3] , [6] , [12] , [38] , etc.), there exist good LDPC codes over finite fields such that (67) is met for an appropriate γ, so the problem to be solved is to find a sequence of linear codes that is δ-asymptotically good relative to a sequence of sets such as (68). In the next section, we shall find such candidates in a family of codes called LDGM codes.
More interestingly, since an injective linear code F k always satisfies the condition (67) with
immediately obtain a corollary from Theorem 6.11.
Corollary 6.13:
be a sequence of injective random linear codes
Analogously, we have the following proposition.
Proposition 6.14:
be a sequence of δ-asymptotically good random LSCCs
be a sequence of surjective random linear codes The proof of Corollary 6.13 is omitted, while the proofs of the other results are given in Section VIII-I.
VII. AN EXPLICIT CONSTRUCTION BASED ON SPARSE
MATRICES
In light of Remark 6.12, we proceed to investigate the joint spectra of regular low-density genrator matrix (LDGM) codes over finite fields. In this section (except Proposition 7.8), we only deal with codes over a finite field F q , so for convenience, we omit all subscripts of spectra or spectrum generating functions.
At first, let us define three basic linear codes.
A single symbol repetition code with a parameter c ∈ N is a mapping f has the following simple properties:
Based on the above codes, a random regular LDGM code
where f REP q,c,n
and (c, d) is the greatest common divisor of c and d.
To calculate the joint spectrum of F LD q,c,d,n , we first need to calculate the joint spectra of its constituent codes. We note that the definition (69) can be rewritten as
where F REP q,c,n 
Proposition 7.2:
where c ′ and d ′ are defined by (70), δ q,d (x, y) is defined by (83), and ∆ q,n (P ) is defined by (86).
To have further insights into this bound, we analyze the properties of δ q,d (x, y).
Lemma 7.4:
For all x, y ∈ [0, 1],
Lemma 7.5: For all x, y ∈ [0, 1],
Based on the results above, the next theorem shows that for any δ > 0, regular LDGM codes with d large enough are approximately δ-asymptotically SCC-good.
be a sequence of random regular LDGM codes with the constant coding rate r 0 = d/c.
where c ′ and d ′ are defined by (70), and
If
Then we have
Theorem 7.6 together with Theorem 6.11 and Remark 6.12
shows that, for any δ > 0, we can construct δ-asymptotically good LSCCs by a serial concatenation of an inner LDGM code and an outer linear code with good distance properties.
In particular, we may use LDPC codes as outer codes. Furthermore, Proposition 5.7 shows that we can find a sequence of asymptotically good LSCCs in a family of sequences of δ iasymptotically good LSCCs, where δ i is decreasing in i and converges to zero as i → ∞. An analogous construction was proposed by Hsu in his Ph.D. dissertation [18] , but his purpose was only to find good channel codes and only a rate-1 LDGM code was employed as an inner code in his construction.
Next, we give an example to show how we determine the parameters of the inner LDGM code when designing such codes. So far, we have presented two families of good linear codes, one based on Gabidulin codes (Section VI-A) and the other based on LDGM codes. It is necessary to give some comparisons of these two families of codes. At first glance, it seems that the family based on Gabidulin codes is better than that based on LDGM codes since the former is SCC-good while the latter is only asymptotically SCC-good. However, this is not the truth, because there is no single linear code that is SCC-good. The proposition that follows states the fact.
Consequently, in terms of code spectrum, the two families have almost the same performance. On the other hand, in terms of decoding complexities, the family based on LDGM codes is more competitive than that based on Gabidulin codes, since LDGM codes as well as LDPC codes are all characterized by sparse matrices so that low-complexity iterative decoding algorithms can be employed.
Proposition 7.8: For any linear code
The proofs are given in Section VIII-J.
VIII. PROOFS
A. Proofs of Results in Section IV-A Proof of Proposition 4.2: It is clear that, for any x Im
andx Im satisfying P xi = Px i for each i ∈ I m ,
where (a) follows from the property that the distribution ofÃ is invariant under any permutation. Then it follows that
where (a) follows from the definition of joint spectrum and Proposition 3.1. This concludes (11) , and the identity (14) comes from
combined with (11) and Proposition 3.1.
B. Proofs of Results in Section IV-B Proof of Proposition 4.4:
where (a) follows from Proposition 4.2 and the identity
Proof of Proposition 4.6:
where (a) and (b) follow from Proposition 4.4, and x is an arbitrary sequence such that P x = O.
C. Proofs of Results in Section IV-C Proof of Proposition 4.7:
At first, we explicitly write
are the ith independent copies of F and G, respectively.
. Since both F n and G m are bijective, the generating function
Taking the expectation on both sides, we obtain
which is just the expectation E[G(B)(u, v)] with substitutions (19) and (20) .
D. Proofs of Results in Section IV-D Proof of Proposition 4.8:
By the definition of spectrum generating functions, we have
Proof of Proposition 4.9:
Since U 2 is a refinement of U 1 ,
Applying the substitution (23) and the identity U2∈U2, U2⊆U1
we obtain the generating function G X U 1 (A)(u 1,U1 ).
Proof of Corollary 4.10:
where (a) follows from Proposition 4.9 and (b) follows from Proposition 4.8.
Proof of Corollary 4.12:
where (a) follows from rl(
and Proposition 4.9 with the default partition, and (b) follows from Proposition 4.8 with rl(
E. Proofs of Results in Section IV-E
To prove Theorem 4.13, we first need two lemmas.
Proof: For a fixed x 2 , the mapping τ : A → F q given by
x → x · x 2 is an F q -module homomorphism of A into F q , and hence the image set τ (A) ⊆ F q is also a vector space over F q , which must be either 0 or F q .
and hence the identity (96) holds. If however x 2 ∈ A ⊥ , then
The last equality follows from the property (28).
Lemma 8.2:
Let U be a fixed partition of I n . Then
for all x 1 ∈ F n q , where M is defined by (25) . Proof:
where (a) follows from the identities
Proof of Theorem 4.13:
where (a) follows from Lemma 8.1, and (b) from Lemma 8.2.
Proof of Theorem 4.15 : Define the sets
Clearly, for any z 1 = (xA, x) ∈ Z 1 and z 2 = (y, −yA T ) ∈ Z 2 , we have
together with the identity |Z 1 ||Z
. Then it follows from Theorem 4.13 that
as desired.
Sketch of Proof of Theorem 4.16:
Establish an analogue of Lemma 8.1 by using the fact that the kernel of a generating character contains no nonzero ideal. Then use an argument similar to that of Theorem 4.13.
F. Proofs of Results in Section V
Proof of Proposition 5.1: For any ǫ > 0, define the sequence of events
It is clear that lim k→∞ P (A k ) = 1, so that the conditions (40) and (41) hold. Furthermore, we have
for sufficiently large k, where (a) follows from Proposition 4.2 and lim k→∞ P (A k ) = 1, and (b) follows from (50). This concludes (43) and hence proves the proposition.
Proof of Proposition 5.2:
Use argument similar to that of Proposition 5.1.
Proof of Proposition 5.3: Apply Proposition 3.2.
Sketch of Proof of Proposition 5.4:
Using the Kronecker decomposition theorem, we can always find a group X l k for some l k and a random linear code G k : X l k → X n k (does not have to be injective) such that G k (X ln ) = ker F k , and hence G k is a δ-asymptotically good LCC.
Sketch of Proof of Proposition 5.5:
Using the Kronecker decomposition theorem, we can always find a group Y l k for some l k and a random linear code
, and hence G k is a δ-asymptotically good LSC.
Proof of Proposition 5.6: It follows from (52) that
for any ǫ > 0 and sufficiently large k. Then it follows that
= max
for sufficiently large k, where (a) follows from Proposition 4.2, (b) from Proposition 3.2, and (c) follows from (97). Since ǫ is arbitrary, we conclude that F is δ-asymptotically SC-good.
Also by (97), we have
for sufficiently large k. Then for any
for sufficiently large k, where (a) follows from the property of linear codes, (b) from the condition Q = P 0 m k , and (c) follows from (98). Hence we have
Because ǫ is arbitrary, F is δR(F )-asymptotically CC-good.
Proof of Proposition 5.7:
G. Proofs of Results in Section VI-A
Proof of Proposition 6.1: We may assume n ≥ m and
is obtained by projection from a corresponding code
. Since the corresponding properties of C ′ k clearly imply those of C k , it suffices to consider the "square case" m = n. Since C 1 ⊂ C 2 ⊂ · · · ⊂ C n , we may further restrict attention to the (n, n, n) MRD code C 1 .
In this case, since |C 1 | = q n , it suffices to show that the and Y must be p-groups for the same prime p, and Y must be elementary abelian. Finally, if X contains an element of order p 2 and h : X → Y is any group homomorphism, we have px = 0 but h(px) = ph(x) = 0. This implies again |Y| = 1 and concludes the proof.
To prove Theorem 6.6, we need the following lemma.
If F is SCC-good, then
Proof:
where (a) follows from (55). 
Solving for P {| ker F | = 1} gives the stated inequality.
Proof of Proposition 6.8:
be the random linear code derived from a binary (ns, ns, 2)
Gabidulin MRD code C in accordance with Theorem 6.2. By definition, the code C consists of 2 2ns matrices A ∈ F ns×ns 2 with rank(A) ∈ {ns−1, ns} and hence | ker A| ∈ {1, 2}. For F n this means that equality holds in the bound of Theorem 6.6, and we get
Since F n is SCC-good (see Theorem 6.2), this proves the proposition.
Proof of Theorem 6.9: The inequalities (62) and (64) are easy consequences of Theorem 6.4. Next, let us evaluate the average conditional spectra of G 1 and G 2 .
For any P ∈ P n (X )\{P 0 n } and Q ∈ P m (Y),
where (a) follows from Proposition 4.6 and (b) follows from (54). This concludes (63).
Analogously, for any P ∈ P n (X )\{P 0 n } and Q ∈ P m (Y),
where (a) follows from Proposition 4.6 and (b) follows from (54). This concludes (65) and hence completes the proof.
Proof of Theorem 6.10: For the first statement, recall that the source transmission rate of δ-asymptotically good LSCs must converges. Then for any ǫ > 0, since f is asymptotically SC-good and satisfies (66), we have
for sufficiently large k. Because Y is elementary abelian, we define the random linear code
• f k , where q = |Y|. It follows from Theorem 6.9 that
Hence for any P ∈ P n k (X )\{P 0 n k } and any Q ∈ P m k (Y),
for sufficiently large k, where (a) follows from Proposition 3.2 and x is some sequence of type P , (b) from Proposition 4.2, (c) from (101), and (d) follows from (100). Thus for sufficiently large k,
Define the new random linear code
, an expurgated ensemble). Then it follows that for sufficiently large k,
where (a) follows from (102). Since ǫ is arbitrary, {G
is a sequence of δ-asymptotically good LSCCs such that ker G ′ 1,k = ker f k . By Proposition 4.1 in [37] , we conclude that there exists a sequence
The proof of the second statement is analogous. Let ǫ > 0 be given. Since f is δ-asymptotically CC-good, we have
for sufficiently large k. Noting that X is elementary abelian, we define the random linear code G 2,k
, where q = |X |. Then it follows from Theorem 6.9 that
for sufficiently large k. Define the new random linear code
Then it follows that for any P ∈ P n k (X )\{P 0 n k } and any
for sufficiently large k, where (a) follows from (103) and (104). Since f k is injective, we have
is a sequence of δ/R(f )-asymptotically good LSCCs such that 
is CC-equivalent to f k for each k ∈ N.
I. Proofs of Results in Section VI-C
Proof of Theorem 6.11: Let ǫ > 0 be given. Since G k is δ-asymptotically SCC-good relative to A k , we have
for sufficiently large k. Then for all O ∈ P n k (X )\{P 0 n k } and
for sufficiently large k, where (a) follows from Proposition 4.6, (b) from the condition (67), and (c) follows from (105).
Therefore, for sufficiently large k,
Since ǫ is arbitrary, this establishes the theorem.
Proof of Proposition 6.14: For any ǫ > 0, since F k is δ-asymptotically SCC-good, we have
∀O ∈ P n k (X )\{P 0 n k }, P ∈ P m k (Y). (106) for sufficiently large k. Then for all O ∈ P n k (X )\{P 0 n k } and Q ∈ P l k (Z),
= e n k (δ+ǫ)
for sufficiently large k, where (a) follows from Proposition 4.6, (b) from (106), and (c) follows from the surjective property of G k . Therefore, for sufficiently large k,
This concludes the proof, because ǫ is arbitrary.
J. Proofs of Results in Section VII
Proof of Proposition 7.1: The identity (72) holds clearly.
This together with Propositions 4.7 gives the identity (73). 
Hence, q,d,n (u, Q) is defined by (81). This proves (78). Since g (1) q,d,n (u, Q) is a polynomial with nonnegative coefficients, coef g where O is an arbitrary type in P dn (F q ) such that O(a) > 0 for all a ∈ {a|P (a) > 0}, and g where a = 0 and (a) follows from Stirling's approximation.
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IX. CONCLUSION
In this paper, we present some general principles and schemes for constructing linear codes with good joint spectra.
In Section VI-A, we provide a family of SCC-good random linear codes which are derived from Gabibulin MRD codes.
In Section VI-B, it is proved in Theorem 6.10 that, when the output (resp., input) alphabet is elementary abelian, we can construct δ-asymptotically good LSCCs which are SCequivalent (resp., CC-equivalent) to given δ-asymptotically good LSCs (resp., LCCs). In Section VI-C, we further propose a general serial concatenation scheme for constructing good LSCCs by Theorem 6.11. The interesting role of nonsingular rate-1 codes is also discussed in Corollary 6.13 and Proposition 6.14.
In Section VII, joint spectra of regular LDGM codes are analyzed. By Theorem 7.6, we show that regular LDGM codes with appropriate parameters are approximately δ-asymptotically SCC-good. Based on this analysis, we finally present a serial concatenation scheme with one LDPC code as outer code and one LDGM code as inner code, which is proved to be asymptotically SCC-good.
Besides the major contributions above, we also develop the code-spectrum approach and review in a uniform viewpoint the problems of constructing good linear codes for different applications. In Section IV, we establish a series of new concepts and results of code spectra, among which, spectrum generating functions, spectra with coordinate partitions, and the MacWilliams identities deserve much more attention. In Section V, we review the original requirements of good linear codes for lossless source coding, channel coding, and lossless JSCC, respectively. The code-spectrum criteria of good linear codes for different applications are then presented. Hence, all the coding issues are put into one common topic: constructing linear codes with good spectra. By investigating the relations among these criteria, we realize that a good joint spectrum is the most important feature of a linear code.
