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This thesis concerns mainly on reaction-diffusion systems, of the kind
proposed by a British mathematician Alan Turing in 1950’s. During
the past two decades a lot of papers have been published dealing
with Turing patterns. Partly that is because todays’ computers make
possible to solve those equations accurately in reasonable time but on
the other hand the recent findings have also speeded up the research work.
In this thesis we present Turing systems in general and show results
of coupled systems. From the pattern formation point of view people
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not been studied earlier in spite of the intriguing applications it may offer.
Our motivation for studying these systems is both biological and technical.
For possible applications one can mention calcium waves of cardiac cells
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have been introduced due to their complexity but a few simple situations
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Abbreviations and notations
U (r, t) local concentration vector
t time
Ω subdomain of space
fu, fv, gu, gv partial derivatives
d, Dx diffusion coefficient for chemical x
w0 = (u0, v0) steady state of a system
ki reaction rate constant
f(u, v) , g(u, v) reaction kinetics
k, k wave vector, wave number
=(x) imaginary part of x
<(x) real part of x
λ wavelength, eigenvalue
S(k, t) structure factor
h lattice constant, step size
u, v concentrations of chemicals
u¯ average of u
C1(Ω) space of continuously differentiable functions in domain Ω
Chapter 1
Introduction
In 1952 Alan Turing [1] proposed that a system of chemical substances, or
morphogens (a word coined by Turing), capable of diffusing and reacting with
each other, can produce spatially stable patterns. His aim was to explain
pattern formation in real chemical and biological systems and especially to
develop a theory for morphogenesis, that is, the ways in which a highly
symmetrical egg of an embryo evolves to acquire an anatomical shape. For
this he introduced a system of reaction-diffusion equations and determined
general conditions for the formation of spatial patterns driven by diffusion.
Due to their complexity, more simplified models have been studied but most
of the models are build to mimic real systems.
One of the central issues in developmental biology is the formation of spatial
patterns in the embryo. In Turing’s seminal 1952 article [1] he proposed
a model of the growing embryo. Ever since mathematical biologist have
been trying to explain some of the essential characteristics of the natural
mechanisms of growth. The background of this research was the observation
that, for instance, an adult human being consists of tens of trillions of cells
(1013) but there are only three billion (3 × 109) base pairs in DNA. So all
the information to conform the body cannot be prescribed in detail by the
genes, which should only give certain broad guidelines. Therefore, one needs
a physical mechanism to convert these guidelines into details. In his paper,
Turing showed that a simple mathematical model could solve this problem.
The idea was that a chemical pre-pattern is first set up due to a system of
reacting and diffusing chemicals, and cells respond to this pre-pattern by
differentiating accordingly.
The first observations of chemical oscillating patterns were made a year be-
fore Turing’s paper by Boris P. Belousov, director of the Institute of Bio-
physics in the Soviet Union. His paper was rotundly rejected with a critical
note from the editor that it was clearly impossible, on the grounds that such
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oscillations were thought to be contrary to the Second Law of Thermody-
namics. In the 1960’s another Russian biophysicist, Anatol M. Zhabotinsky,
confirmed Belousov’s findings, and it was noticed that the reaction first ob-
served by Belousov exhibits a pattern formation mechanism with similarities
to the mechanism Turing had proposed. It was in the1970’s when Gierer and
Meinhardt [2] gave a biologically justified formulation of the Turing model,
and studied its properties by computer simulations. Since then, the study
of biological pattern formation has gained popularity. It was not until 1990
that real Turing patterns were observed in chemical experiments [3].
Turing systems have been shown to be able to, at least qualitatively, mimic
many biological patterns such as the stripes of a zebra or colourful patterns
on fishes. In Ref. [4] one can find a detailed study of the roˆle of patterns
in biology and in addition Ref. [5] provides an introduction to the subject.
Although reaction-diffusion systems can imitate various biological patterns
and a real Turing instability has been reproduced in the laboratory in a
chemical system, the connection between biology and Turing systems is still
controversial. In [6] Kondo et al. showed that a Turing model could be
matched with the stripe formation and addition on two different kinds of
angelfish. The studies of angelfish have been extended by Varea et al. [7]
and Painter et al. [8]. In Ref. [9] the role of boundary conditions have
been investigated and as a result, a variety of patterns that bear striking
resemblance to pigmentation patterns in fish are shown. A very recent paper
by Barrio et al. [10] reviews the general properties of non-linear systems and
how they can be utilized to describe a wide range of phenomena in many
fields of Science.
Turing systems have also been applied in areas other than biology and chem-
istry. There is, of course, a huge amount of articles about applications of
Turing systems in different fields, such as ecology [11], semiconductor physics
[12, 13], material sciences [14, 15], hydrodynamics [16], astrophysics [17], op-
tics [18] and even economics [19], to mention just a few. For a good review of
applications of Turing systems especially in biology and chemistry the reader
is encouraged to see the article by Maini [20] and references therein.
In this thesis the motivation is mainly theoretical (pattern formation) and we
do not want to limit our models to some specific application. Our interest is in
multi-layer systems but before we can actually study those we have to discuss
about the background of the subject. Therefore, this thesis is organized
as follows: First we will present some basic reaction diffusion models and
examine their (linear) stability over the space of parameters. Models are
illustrated with simulation results and, when appropriate, possible real-life
examples are given. There is a short introduction to the numerical methods
used in this thesis and a brief background of other mathematical tools used
to analyze these systems. A short introduction for nonlinear analysis, namely
dynamics, stability and amplitude equations, is also included. As an example,
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we will show how to find the simplified amplitude equations for the BVAM
model. More rigorous analysis is beyond the scope of this thesis and we shall
refer to the literature whenever needed. It is presumed throughout that the
reader posseses certain basic knowledge of partial differential equations of
the kind studied here.
The last part of the thesis deals with the most recent research on the subject,
namely multi-layer Turing systems. There has been a lot of interest in in-
vestigating ways of producing complex spatial patterns with Turing systems.
One way of doing that consists of coupling several Turing systems linearly,
such that the scales of the independent systems are well separated. This pro-
duces complicated superimposed patterns with different length scales. We
will present, among others, the so called oscillatory Turing patterns (research
carried out by I.R. Epstein et al.[21]). It includes models which consist of
two- or multiple-layer systems. One of those models is very close to the well
known Belousov-Zhabotinsky (BZ) reaction [22].
After reproducing the results published elsewhere [21], we examine the inter-
esting case of non-linearly coupled Turing systems, where the intermediate
layer also plays a role of setting new spatial scales, not present in the linear
case. A more general model for coupled systems was proposed in [9] but in
our case, the coupling will be symmetrical, and we shall treat the cubic and
quadratic couplings separately. Our model is very similar to the linear case,
in the sense that it preserves the location of the initial stable point allowing
us to start with the same set of parameters as in the linear coupling and
see what the nonlinear coupling brings into the scene. Extensive numerical
simulations show that non-linear coupling generates a number of new regular
patterns not observed in systems with linear coupling. Some of these pat-
terns are superimposed patterns with different length scales. Furthermore,
contrary to the linear case, the strength of the non-linear coupling is very
important in the formation of the complex patterns. To our knowledge, no
other studies have been carried out in this particular field.
Chapter 2
Reaction-Diffusion models
In this chapter we will briefly discuss the basic properties of reaction-diffusion
models and pattern formation in Turing systems. To start with, we will
discuss the basic features of the Turing instability, and then we will move on
to some real applications. We will present a few well known reaction kinetics
and show how they can be analyzed, mostly linearly though. A few definitions
are also needed in order to understand when different instabilities occur,
especially Turing and Hopf bifurcations. These equations and definitions are
the tools that we use to find suitable parameters in the following chapters. In
this thesis we will mostly neglect the non-linear analysis (see section 4.4.4)
because it lies beyond the scope of this thesis. The main purpose of this
chapter is to familiarize oneself with the basic mathematical background of
the subject. Therefore, only few simulation results are shown.
This chapter is organized as follows: First we show a derivation of the general
reaction-diffusion equations. Then we will show the general conditions for
diffusion driven instabilities. The remaining part of this chapter is devoted to
different kinds of reaction kinetics and their properties. The techniques are
shown here in detail because they can be easily adapted to more complicated
situations, as multi-layer systems.
2.1 Theory of pattern formation
Throughout this thesis we will study pattern forming systems that are de-
scribed by a set of partial differential equations. They are called reaction-
diffusion equations and one can write them formally in the following form:
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∂U (r, t)
∂t
= D∇2U +F (U , b), (2.1)
where U (r, t) is a vector whose components are the local concentration of
chemicals, F (U , b) represents the reaction kinetics, b is a set of control pa-
rameters that link the system with the external world, andD is the matrix of
diffusion coefficients. If F ≡ 0 these equations reduces to a set of uncoupled
diffusion equations, with well known behaviour. When F is nonzero, the
behaviour of the solutions can be highly complex, as we shall see later on.
Although the number of the spatial dimensions of r is not limited here, prac-
tical reasons usually force the maximum number of the spatial dimensions to
be three1.
The derivation of eq. (2.1) goes as follows: Let c(x, t) be the concentration of
a specific chemical (morphogen) at point x ∈ R3 and time t ∈ R+. Consider
an arbitrary domain Ω ⊂ R3. Then, considering the conservation of matter,
the rate of change of chemical in Ω is equal to its net production f(u) minus
the flux through the surface surrounding the domain:
d
dt
∫
Ω
cdΩ = −
∫
∂Ω
J · dS +
∫
Ω
f(u)dΩ (2.2)
where J is the flux of chemical c per unit area and f(u) is net chemical
production per unit volume. This can be modified using the divergence
theorem 2 and then eq. (2.2) simplifies to
∫
Ω
(
∂c
∂t
+∇ · J − f(u)
)
dΩ = 0 (2.3)
.
This is true for all Ω if equation
∂c
∂t
+∇ · J − f(u) = 0 (2.4)
is satisfied. Next we use Fick’s law, which states that
J = −D∇c (2.5)
1Mainly because it’s very difficult to visualize, say, four dimensions or more.
2
∫
Ω
∇ · JdΩ = ∫
∂Ω
J · dS
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i.e. the chemical flux is proportional to the concentration gradient. Letting
Dc be the diffusion coefficient for the specific chemical (assumed to be con-
stant in Ω), and substituting (2.5) into (2.4), we finally get the desired result
(2.1):
∂c
∂t
= Dc∇2c+ f(u) (2.6)
Now that we have the equation we can start analyzing it from a general
point of view. In parametrically driven systems there could be two types of
symmetry-breaking instabilities: the ones breaking time translation symme-
try, leading to oscillations through a Hopf bifurcation, and the ones leading
to spatial oscillations through a Turing bifurcation [23]. In this thesis we
are mainly interested in the Turing’s instability which, in a spatial reactor,
will take place when a homogenous steady state becomes unstable to spatial
perturbations with a finite wave number.
The linear analysis is a tool which can be used to determine the conditions for
instabilities of the system and the critical wavelength. A detailed description
of the method will be given in the next section. In case of a Turing instability,
the critical wavelength only depends on intrinsic parameters such as rate
constants and diffusion coefficients. The instability is driven by diffusion,
and the nonlinear terms are responsible for stabilizing a spatial pattern. This
is the reason why it is often called diffusion driven instability. Later on we
will study systems where patterns can be obtained in different ways, either
diffusion driven or not, by a proper selection of parameters.
Most of the physical phenomenology of Turing systems is found considering
only two reacting chemicals u and v. The formation of a spatial pattern is
only possible if the two chemicals fight each other to occupy the available
space in the domain. These systems are usually called inhibitor-activator
models, since one of the chemicals tends to intensify its own changes, while
simultaneously, the inhibitor tries to oppose those changes. Due to that,
a pattern can only arise when the local balance between these antagonist
species is broken. Quite evidently this happens spontaneously when the
diffusion coefficient of the inhibitor (Du) is larger than that of the activator
(Dv) or viceversa. Experience has shown, as Turing himself suggested, that
in real applications the ratio d = Dv/Du has to be very different from one.
When the roles of the activator and inhibitor are reversed, (the sign of the
linearized jacobian determinant is minus one) the system is usually called
cross activator-inhibitor.
In Ref. [4] a detailed analysis for general conditions for obtaining a diffusion-
driven instability has been performed for a two-species reaction-diffusion
mechanisms. In here we will only write these conditions as a reference. The
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important thing is that these inequalities will give the boundaries for pa-
rameters resulting in a Turing instability. In the following expressions, the
diffusion parameters Du and Dv are replaced by the ratio d, because in these
systems only the relative values matter. The inequalities now read as follows:
∂uf + ∂vg < 0
∂uf∂vg − ∂vf∂ug > 0
d∂uf + ∂vg > 0
(d∂uf + ∂vg)
2 − 4d(∂uf∂vg − ∂vf∂ug) > 0
(2.7)
where f and g are the two nonlinear reaction terms for u and v, respectively,
and their partial derivatives with respect to the two variables are evaluated
at the steady state w0, where ∂tu = ∂tv = 0. It is evident that the first and
the third inequalities imply that d must be different from one. When written
in this form, these relations provide not only necessary, but also sufficient
conditions for a diffusion driven instability.
2.2 Brusselator model
In this section we will present the Brusselator model and show the derivation
of its well known equations 2.10. We also perform a linear stability analysis
for this model. The Brusselator model was proposed by Ilya Prigogine (Nobel
Laureate in Chemistry 1977) and co-workers in Brussels in 1971. The idea
was to describe the autocatalytic oscillations ubiquitous in Nature, especially
in the living bodies. The reaction equations for the model are:
A
k1−→ X
2X + Y
k2−→ 3X
B +X
k3−→ D + Y
X
k4−→ E
, (2.8)
where A and B are the reactants and X and Y are intermediate products
while D and E are the final products, k1, . . . , k4 being the reaction rate con-
stants. The evolution of the compounds X and Y is given by the equations:
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dX
dt
= k1A+ k2X
2Y − k3BX − k4X
dY
dt
= −k2X2Y + k3BX
. (2.9)
Now we introduce dimensionless quantities and make the following trans-
formations: a = Ak1/k3, b = Bk2/k3, k4 = k3, X → u, Y → v, t → tk3
DX/k3 → Du and DY /k3 → Dv, then we have the desired Brusselator kinet-
ics:


du
dt
= Du∇2u+ a− (b+ 1)u+ u2v
dv
dt
= Dv∇2v + bu− u2v
. (2.10)
2.2.1 Linear analysis
Next, we will perform the linear stability analysis for the 2-dimensional
reaction-diffusion model with the Brusselator kinetics. A detailed analysis
will be done here with the help of the model introduced. This can be done
without loss of generality, because the same techniques can be applied to
other reaction-diffusion models as well. This can be seen in the forthcoming
sections. We will also show a few general results of the stability analysis,
which are independent of the model, side by side with the results for the
Brusselator model. First of all, as we know the general form of a two-species
reaction diffusion system is


∂u
∂t
= Du∇2u+ f(u, v)
∂v
∂t
= Dv∇2v + g(u, v)
, (2.11)
where u and v are concentration fields of morphogens and f and g are non-
linear functions that represent the reaction kinetics. The number of species
(here two) has no limitations as can be seen in section 5, but when the
number of equations increases, the mathematical analysis usually becomes
more involved.
To formulate the problem mathematically we need, of course, initial and
boundary conditions. In the simulations of this thesis, the initial condition is
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usually a small random perturbation around the steady state w0 = (u0, v0).
This is partly due to the fact that the instability here is driven by diffusion.
So if we start the simulation in each grid point in the vicinity of the steady
state we will hopefully see how the diffusion drives the system to some non-
uniform stable state. These stable states are patterns which can be seen
later in this paper. Other initial conditions are also sensible. For instance, in
cubic coupling (see Chap. 5) we took some other pattern as an initial state
and examined how the system will react from this situation. In the last part
of this thesis will see a system that bounces between two fixed points and as
a result producing solitons.
The boundary conditions are more challenging because they can affect the so-
lution (i.e. the pattern). If we are interested in self-organization of patterns,
we do not want any external input (meaning zero flux on the boundary). If
we would use fixed boundary conditions, the spatial pattern could be affected
by the shape of the domain. When we chose to use periodic boundary condi-
tions, the domain could be considered essentially infinite, and the pattern is
self-organized. Therefore, throughout the simulations of this thesis we shall
impose periodic boundary conditions. Briefly, these boundary conditions
mean that if we have a closed domain Ω = [0, 1]× [0, 1] then ∀ t ≥ 0


u(0, y, t) = u(1, y, t), ∀ y ∈ [0, 1]
u(x, 0, t) = u(x, 1, t), ∀ x ∈ [0, 1]
v(0, y, t) = v(1, y, t), ∀ y ∈ [0, 1]
v(x, 0, t) = v(x, 1, t), ∀ x ∈ [0, 1]
. (2.12)
The same can be formulated for higher dimensions (three or more). This
boundary condition produces no surface effects and finite size effects can be
ignored for all system sizes. However, this produces an artificial periodicity
of the systems that one has to be aware of. With periodic boundary condi-
tions, the square (or cubical in three dimensions) simulation box is replicated
throughout space to form an infinite periodic lattice.
One can easily verify that the stationary state of the Brusselator model (Eq.
2.10) is
w0 =


u0 = a
v0 =
b
a
. (2.13)
The nonlinear part of equations 2.10 can be linearized by using Taylor series
expansion (see for instance [24] and [25]) around the stationary point w0:
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

∂u
∂t
= Du∇2u+ f(w0) + u∂f
∂u
+ v
∂f
∂v
+O(u2, v2, uv)
∂v
∂t
= Dv∇2v + g(w0) + u∂g
∂u
+ v
∂g
∂v
+O(u2, v2, uv)
(2.14)
Notice that at the stationary point, both f and g are zero (f(w0) = g(w0) =
0) by definition. The idea behind the linear stability analysis is investigate
the behaviour of the system very near the fixed point. This is fairly useful, as
long as the the fixed point is not one of the so called borderline cases (center,
star, degenerated node and non-isolated fixed point), see for instance [25]
In general, the solution of a linear first order equation is of the form
w(x, t) = w0 +
∑
j
cje
λj te−ikj ·x. (2.15)
By substituting Eq. (2.15) into Eq. (2.14) one arrives at
|A −Dkj2 − λjI | = 0 (2.16)
for each normal mode j. In the case of the Brusselator model, the jacobian
matrix A is
A =
(
∂uf ∂vf
∂ug ∂vg
)
w0
=
(
b− 1 a2
−b −a2
)
(2.17)
Now, we have everything to write the characteristic equation. Remember
that non-vanishing solutions exist only if the determinant (2.16) vanishes.
Therefore, for each normal mode the characteristic equation gives a dispersion
relation:
λ2 + [(Du +Dv)k
2 − fu − gv]λ
+DuDvk
4 − k2(Dvfu +Dugv) + fugv − fvgu
= λ2 − αλ+ β = 0,
(2.18)
where
{
α = (−Du −Dv)k2 + b− a2 − 1
β = a2 + (a2Du +Dv − bDv)k2 +DuDvk4. (2.19)
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Solving eq. (2.18) with respect to λ yields
λ =
α±
√
α2 − 4β
2
. (2.20)
With the help of eq. (2.20) we can determine the stability of the system 2.10,
but before that we need a few definitions.
Definition 2.2.1 (Hopf bifurcation theorem) 3 Consider a planar sys-
tem of ordinary differential equations, written such a form as to make explicit
the dependance on a parameter µ:
{
x˙ = f1(x, y, µ)
y˙ = f2(x, y, µ)
(2.21)
Assume that this system has the origin as an equilibrium for all µ. Suppose
that the linearization Df around zero has the two purely imaginary eigen-
values λ1(µ) and λ2(µ) when µ = µc. If the real part of the eigenvalues
verify
d
dµ
= (<(λ1,2(µ)))|µ=µc > 0 (2.22)
and the origin is asymptotically stable at µ = µc, then µc is a bifurcation
point.
Definition 2.2.2 (Turing instability) Turing instability occurs when 4:
{=(λ) = 0
<(λ) > 0 . (2.23)
In this case, b could be chosen as the bifurcation parameter. So, for the
Brusselator model the critical value of b = bc for a Hopf-bifurcation is
b > bHc = 1 + a
2, (2.24)
3Also known as Poincare´-Andronov-Hopf theorem.
4=(x) is the imaginary part of x and respectively <(x) is the real part of x.
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and the Turing bifurcation occurs when [26]
b > bTc =
(
1 + a
√
Du
Dv
)2
. (2.25)
According to [4] the critical wave number can be written as
k2c =
Dvfu +Dugv
2DuDv
=
√
fugv − fvgu
DuDv
, (2.26)
where the notation is changed to fu = ∂uf in all instances. Of course, the
corresponding characteristic wavelength of the pattern is defined by λc =
2pi/kc.
Figure 2.1 shows the stability diagram of the spatially uniform steady state
(SS) of the autonomous system in the (Du, b) plane (Dv = 1). The Hopf
bifurcation is the horizontal line (see Eq. (2.24)) and it crosses the Turing
bifurcation line (see Eq. (2.25)) at Du = 5.19. Figure 2.2 shows the
dispersion curves at a few selected points (see [27]).
2 3 4 5 6 7
8
9
10
11
12
13
Bifurcation diagram
D
u
b
stable SS 
Osc. λT>0, Re λH>0
Turing 
H 
T 
Figure 2.1: Bifurcation diagram. Hopf bifurcation: bHc = 1 + a
2; Turing
bifurcation: bTc = [1 + a
√
Du/Dv]
2, with fixed a = 3 and Dv = 10.
When equations 2.7 are applied to the Brusselator reaction kinetics one will
end up to following inequalities:
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Figure 2.2: The real part of the dispersion relation with fixed a = 3 and with
several values of Dv (Dv = 10. Du = 6.5, 6.0, 5.7, 5.5, 4.0, 2.5)


fu + gv = −1 < 0
fugv + fvgu = a
2 − 2ba2 > 0 ⇒ b < 1
2
dfu + gv = d(b− 1)− a2 > 0 ⇒ d ≤ a
2
1− b
(dfu + gv)
2 − 4d(fugv − fvgu)
= a4 − 2a2(b + 1)d+ (b− 1)2d2 > 0
(2.27)
Finally, further analysis (see [4]) reveals that the necessary conditions for
Turing instability are:
k21 =
γ
2d
[
(dfu + gv)− (dfu + gv)2 − 4d|A|1/2
]
< k2
<
γ
2d
[
(dfu + gv) + (dfu + gv)
2 − 4d|A|1/2
]
= k22
, (2.28)
where the interval (k1, k2) is known as the Turing region, γ is the relative
strength of non-linear functions f and g, and |A| is the determinant of the
Jacobian matrix 2.17 (that is |A| = fugv − fvgu). These equations give us
the region of the linearly unstable wave-numbers that will produce Turing
patterns.
We have illustrated that the benefit from this linear stability analysis is that
it predicts the parameter values leading to some kind of instability (Turing,
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Figure 2.3: Example of a stationary “labyrinthine” pattern obtained with
the Brusselator model in a lattice of s 256 × 256 and using the following
parameters: a = 3, b = 10.2, Du = 4.0, Dv = 10. The inset shows the
Fourier spectrum of the pattern.
Hopf, ...). Furthermore, the characteristic length of the resulting pattern
can be predicted effectively. However, there will be still a lot to discover,
since linear analysis cannot predict the spatial mode selection made by the
non-linear damping.
2.2.2 Simulation results
For the sake of completeness we show in Fig. 2.3 a typical pattern obtained
numerically from this model in a 256×256 square lattice with periodic bound-
ary conditions. We have also calculated its two-dimensional spatial Fourier
spectrum, presented in the inset. This picture in k space is useful to detect at
a glance the symmetries of the pattern. In this case we observe a circle that
shows very clearly that the stripes have a very well defined wavelength, and
no preferred orientation. Of course there is a huge amount of patterns, but
in this paper, we are not so interested in these non-coupled models. The aim
is to find out what happens when we couple these models (linearly, quadrat-
ically, or cubically). The parameters used in the figure can be found in the
caption.
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2.3 Gray-Scott model
The Gray-Scott model describes isothermal autocatalytic systems5 in the
continuously flowing, well-stirred, tank reactor (CSTR). The model has great
importance since it describes several experimentally observable autocatalytic
reactions (for instance Ref. [28]: Belousov-Zhabotinskii reaction, Chorite-
iodide-malonic acid reaction, arsenite-iodate reaction and Enzyme systems).
The real reactions are rather complicated though, so to reduce the problem
Gray and Scott focused on a model with overall stoichiometry.
A+ 2B → 3B
B → P . (2.29)
The mass balance for this reaction is [28]


da
dt′
= −k1ab2 + kf(a0 − a)
db
dt′
= k1ab
2 − k2b+ kf(b0 − b)
, (2.30)
where k1, k2 and kf are reaction rates and a and b are the concentrations of
the species (subscript 0 indicates the initial concentration respectively).
By using dimensionless quantities, i.e. u as the dimensionless reactant and
v the dimensionless catalyst concentration and t as the dimensionless time,
we will get


∂U
∂t
= DU∇2U − UV 2 + F (1− U)
∂V
∂t
= DV∇2V + UV 2 − (F +K)V
, (2.31)
where F and K are reaction parameters and DU and DV are the diffusion
coefficients of the inhibitor and activator chemicals, respectively.
In the following we will find the steady states and perform a linear stability
analysis very similarly as it was done in previous section for the Brusselator
model. In the absence of diffusion DU = DV = 0, the steady state (
∂U
∂t
=
∂V
∂t
= 0) is generally attained at the point (u, v) = (1, 0). Observe there are
other two fixed points that are given by the following equations:
5Autocatalytic means that the catalyst is also the product
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

u1,2 =
1
2
[
1±
√
1− 4(F +K)
2
F
]
v1,2 =
F
2(F +K)
[
1∓
√
1− 4(F +K)
2
F
]. (2.32)
This implies that these exist if F ≥ 4(F +K)2, meaning that the interior of
the parabolic region is defined by F = 1
2
[
(1/4− 2K)±
√
1/16−K
]
.
The point (1, 0) is always stable. The stability of the other two points can
be determined by the eigenvalues of the following matrix (see Eq. (2.17)):
A =
( −(F + v2) −2uv
v2 −(F +K) + 2uv
)
=
( −(F + v2) −2(F +K)
v2 (F +K)
)
.
(2.33)
Now the determinant is ∆ = (v2−F )(F +K) and the trace τ = −(v2−K).
With these shorthand notations, the eigenvalues are
λ1,2 =
1
2
[
τ ±
√
τ 2 − 4∆
]
. (2.34)
2.4 Oregonator model
The mechanism of the Belousov-Zhabotinsky Reaction was examined in the
early 1970’s by Richard M. Noyes, Richard J. Field, and Endre Koros at the
University of Oregon. They proposed a model consisting of eighteen reactions
and twenty-one distinct chemical species, resulting a system of rate equations
(i.e. differential equations). The model considered here is a simplification
of that: the Oregonator (its name origins from the University of Oregon).
Although the model is a simplified version it still demonstrates the qualitative
behaviour of the reaction. The Oregonator model gives the following steps6:
6 Br = bromine, O = oxygen, H = hydrogen, Ce = cerium. Do not confuse Br with B
which is a shorthand notation for all oxidizable organic species present.
2.4 Oregonator model 17
BrO−3 +Br
− → HBrO2 +HOBr
HBrO2 +Br
− +Br− → 2HOBr
BrO−3 +HBrO2 → 2HBrO2 + 2Ce4+
2HBrO2 → BrO−3 +HOBr
B + Ce4+ → 1
2
fBr−
, (2.35)
where B represents all oxidizable organic species present and f is stoichio-
metric factor that encapsulates the organic chemistry involved. When we
introduce the following abbreviations
A ↪→ BrO−3
B ↪→ All oxidizable organic species
P ↪→ HOBr
X ↪→ HBrO2
Y ↪→ Br−
Z ↪→ Ce4+
(2.36)
and change all the variables to dimensionless quantities, we will finally end up
with the following system of differential equations (this derivation includes
several steps, that are now omitted for simplicity)


∂x
∂t
=
qy − xy + x(1− x)

∂y
∂t
=
−qy − xy + fz
′
∂z
∂t
= x− z
. (2.37)
where


 =
kcB
k3A
′ =
2kck4B
k2k − 3A
q =
2k1k4B
k2k3A
. (2.38)
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As a simulation result for this model, we will only show how the overall
concentration of different chemical species oscillates with respect to time.
Once it was thought that this kind of a behaviour is impossible. This model
produces Turing patterns as well, but we will come back to those in section
5.2, where this model is applied to a realistic two-layer system. In Fig. 2.4
one can see a simulation of the system. The parameters and initial values
are given in the caption of the figure.
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Figure 2.4: The relative concentrations of each species in a oscillatory
Belousov-Zhabotinsky reaction. Parameters are: A = 0.06, B = 0.02, f =
1, k1 = 1.28, k2 = 2.4 · 106, k3 = 33.6, k4 = 3000 and kc = 1 and initial values
are: x0 = 0.1, y0 = 0 and z0 = 0.1
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2.5 Lengyel-Epstein model
In the early 1950s the Russian biochemist Boris Belousov tried to mimic
Krebs cycle (a metabolic process that takes place in living organisms). To
his astonishment he found out that this chemical reaction oscillates (changed
its color from yellow to colorless and to yellow again). Today, it is not a sur-
prise that chemical reactions can oscillate, but in those days it was thought
that all solutions of chemical reagents must go monotonically to equilib-
rium. Unfortunately he could not publish his radical discovery. Not until
1968 when a graduate student, Zhabotinsky, managed to confirm Belousov’s
observations and bring this work to light.
Later Istvan Lengyel, Gyula Rabai and Irving Epstein proposed a model for
the oscillations in the chlorine-dioxide-iodine-malonic acid (CDIMA) reaction
after the first experimental observation of a Turing pattern in 1989 in the
chlorite-iodide-malonic acid (CIMA) reaction. In this thesis, we will only
introduce the model and show a few basic results. Further analysis will not
be performed although this model is important in sense that it captures the
essential features of the CIMA reaction. For further information, especially
of the photoresponse of CDIMA reaction, the reader is encouraged to see for
instance Ref. [29]. The chemistry of the CDIMA reaction is represented by:
MA + I2 → IMA + I− +H+
ClO2 + I
− → ClO−2 +
1
2
I2
ClO−2 + 4I
− + 4H+ → Cl− + 2I2 + 2H2O
S + I2 + I− ↔ SI−3
(2.39)
This leads to a five-variable model but with certain assumptions it can be
reduced to a two- variable model. We will skip the derivation of this model
and present its normalized equations:


Ut =
1
σ
(
∇2U + a− U − 4 UV
1 + U2
)
Vt = d∇2V + b
(
U − UV
1 + U2
) , (2.40)
where a, b, d and σ are parameters that can be adjusted according to exper-
imental reaction rates. Here, U and V are the dimensionless concentrations
of I− and ClO−2 , respectively. The stationary state of this model is given by
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(U0, V0) = (a/5, 1 + a
2/25) and it has two types of bifurcations: The critical
values for a Turing bifurcation are:


bT =
d
5a
(
13a2 − 4
√
10a
√
25 + a2 + 125
)
kc =
√
2
√
10a√
25 + a2
− 5
(2.41)
and for a Hopf bifurcation:
bH =
3a2 − 125
5aσ
. (2.42)
2.6 Barrio-Varea-Aragon-Maini (BVAM) model
At the end of this chapter, we will introduce yet another model. This model
has been introduced by Barrio et al. [9] and it has been studied extensively
in [30]. Contrary to the previous models this one is based on no real chem-
ical reactions but it is intended to be a general model, obtained by Taylor
expanding the non-linear functions around the stable point, keeping terms
up to third order, and respecting conservation laws, as the mass action rules.
In the paper [9] this model was used to model the pattern formation on the
skins of various fish species.
The model reads as follows:


∂u
∂t
= Dδ∇2u+ αu(1− r1v2) + v(1− r2u)
∂v
∂t
= δ∇2v + βv(1 + αr1
β
uv) + u(γ + r2v)
, (2.43)
where δ is a scaling factor, D is the ratio of diffusion coefficients of chemicals
u and v, r1 and r2 are the non-linear parameters, and α, β and γ are the
parameters for reaction kinetics. The equation (2.43) can be transformed to
a more convenient form:


∂u
∂t
= D∇2u+ η(u+ av − Cuv − uv2)
∂v
∂t
= ∇2v + η(bv + hu+ Cuv + uv2)
, (2.44)
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where a = 1/α, b = β/α, h = γ/α, C = r2/(α
√
r1) and η = L
2α/δ. As it
was noticed in [9], by the selection of parameter h, the number of stationary
states can be controlled. If h = −1 (α = −γ)we will have only one stationary
point w0 = (u0, v0) = (0, 0), but if h 6= −1 then we will have two other fixed
points:
w0 =

 v0 =
−C ±√C2 − 4(h− b/g)
2
u0 = −gv0
, (2.45)
where g = (a + b)/(1 + h). Linear stability analysis when h = −1 can be
carried out as usual and around the pointw0 = (0, 0). This yields a dispersion
relation of the form:
λ2 + λ[(1 +D)k2 − η(1 + b)] +Dk4 − ηk2(Db + 1) + η2(b+ a) = 0 (2.46)
and by solving it, one obtains:
λ =
1
2
(−(1 +D)k2 + η + bη
±
√
(D − 1)2k4 + 2(b− 1)(D − 1)k2 + (−4a+ (b− 1)2)η2 (2.47)
The general analysis is simplified if we omit the quadratic term, i.e. C = 0,
because then v0 = ±
√
b/g − h = ±√f .
In the paper by Barrio et al. [31] they noticed that Turing-like patterns could
be produced even in absence of diffusion, when h 6= −1. This means that
in this model there are interesting instabilities, other than diffusion driven
ones.
2.7 Summary
In this chapter we have discussed the very basics of the theory of pattern for-
mation and different reaction-diffusion models. We started with the deriva-
tion of the reaction-diffusion equation and then gave conditions for Turing
instability. Next we moved to linear stability analysis which is a simple but
effective tool for analysing reaction-diffusion systems. The last part of this
2.7 Summary 22
chapter was devoted to different reaction-diffusion models. All the models
presented here are based on real, although simplified, reactions except the
BVAM model which serves as a generic model. The most important model
for this thesis is the one based on Brusselator kinetics since we use that in
the coupled systems.
Chapter 3
Numerical methods
In this chapter we shall concentrate on numerical methods for solving the
reaction-diffusion equations and other methods for analyzing the patterns.
The first part concentrates on the discretization of the problem and numerical
integration methods. Throughout this thesis we use a square lattice with
periodic boundary conditions although, in nature, these patterns are formed
usually on curved domains (see for instance Ref. [32]. The selection of the
most appropriate integration method has to be done carefully, since low
accuracy or numerical instability can easily lead to numerical artifacts and
false conclusions. Thus we need to know the limitations of each method. In
the second part, a few main results of Fourier-analysis are shown, which is
one of the tools we need for analyzing the symmetries of the patterns.
3.1 Discrete time and solutions of differential
equations
The general form of Turing system for two-species (or chemicals) reaction
with periodic boundary conditions and an initial state is as follows:


∂u
∂t
= Du∇2u+ f(u, v) , Ω = [0, Lx]× [0, Ly]
∂v
∂t
= Dv∇2v + g(u, v)
y(x1, 0, t) = y(x1, Ly, t)
y(0, x2, t) = y(Lx, x2, t)
y(x1.x2, 0) = g(x1, x2)
(3.1)
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where u ≡ u(x, t) are v ≡ v(x, t) are the concentrations which depend on
both time and space, and Du and Dv are the respective diffusion constants.
The functions f and g, that describe the reaction kinetics, as before, are
typically non-linear.
Because the partial differential equations of the form (3.1) are usually very
difficult or even impossible to solve in closed form (i.e. analytically) we have
to use numerical methods, which require some kind of discretization of the
problem. In the case of reaction-diffusion equations, we have to discretize
both time and space. In all the simulations in this thesis, a rectangular lattice
has been used. Of course, different domains can be used (circle/sphere, etc.),
but to make things simple we chose a rectangular lattice. This is particularly
convenient when using the finite difference method since the whole domain
will be covered. For instance the finite element method is more effective
method to solve such elliptic equations, especially in arbitrary shaped (if only
convex) domains, but the implementation is more challenging and in our case
not so useful. Of course, nowadays there are several commercial softwares
available for this kind of problems, but here their use is not appropriate.
First of all we have to define a discretized version of the Laplacian operator
∇2 = ∆, and in a two dimensional rectangular lattice it is written as follows
∇2y = ∂
2y
∂x21
+
∂2y
∂x22
. (3.2)
By approximating the derivatives twice and using a rectangular lattice, one
obtains
∂2y
∂x21
≈ yi+1,j − 2yi,j + yi−1,j
h2
(3.3)
and similarly for ∂y
∂x2
2
.
By repeating the process discussed above (remember periodic boundary con-
ditions), one can write the discretized laplacian operator as ∆h = I ⊗∆h1 +
∆h2 ⊗ I, where
∆hp =


−2 1 . . . 0 1
1 −2 . . . 0 0
...
. . .
. . .
. . .
...
0 . . . 1 −2 1
1 . . . 0 1 −2

 .
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3.1.1 Euler Method
The next problem is to solve the time dependent partial differential equation.
The simplest one is the famous Euler’s (forward) method. Due the simplicity
of the implementation we used it quite often or, when appropriate, substi-
tute it with a more sophisticated version, called Improved Euler’s method.
Both of the algorithms start in the same way: Euler’s method generates an
approximate solution to the initial value problem
{
y′(t) = f(t, y(t))
y(t0) = y0
(3.4)
In applications, f(t, y(t)) is a given function and t0 and y0 are the given
initial values. Of course, the function y(t) is the unknown one. By fixing the
time step size h, we define the n:th time step as tn = t0 + nh and arrive at
Euler’s method
{
yn+1 = yn + hf(tn, yn) +O(h
2)
y0 = y(t0)
(3.5)
The improved Euler also uses this as a trial step. The idea behind the
improved version of the algorithm is that it approximates the integral at
both ends of the interval. Therefore it is sometimes called the trapezoidal
method (see Fig. 3.1). The exact area of this trapezoid is the length h of
the base multiplied by the average of the heights of the two ends. With this,
one obtains the Improved Euler’s method;

 y(tn+1) ≈ yn+1 = yn +
1
2
[
f(tn, yn) + f
(
tn+1, yn + f(tn, yn)h
)]
h
y(t0) = y0
(3.6)
3.1.2 Runge-Kutta Method
The Euler’s (forward) method presented above is quite simple and, what is
most important, it can be implemented very easily. Consequently, we have
used this method to solve our differential equations. The method has anyhow
its problems. First of all, the Euler’s method is not very accurate compared to
other, more sophisticated, methods run at the equivalent step size. Secondly,
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Figure 3.1: Improved Euler’s method
the method is not very stable. Recall that the Euler’s method is a first order
method, that is the step error is O(h2) which means that the smaller the
step size the smaller the error. In turn the smaller step size means longer
the simulations. In our case the main problem arises when the systems show
oscillations in time. If the oscillations are too rapid for the simple Euler, it
will lead to numerical artifacts and therefore wrong conclusions. So, in brief,
the motivation for the use of sophisticated methods should be obvious.
One of the major problems with the Euler’s method (3.5) is that it is unsym-
metrical: It advances the solution through an interval h, but uses derivative
information only at the beginning of that interval. More or less the same
way as it was done in previous section, we can construct a more symmetric
integration method by making an Euler-like trial step to the midpoint of the
interval, and then using the values of both x and y at the midpoint to make
the real step across the interval. More precisely:


k1 = hf(xn, yn)
k2 = hf(xn +
1
2
h, yn +
1
2
k1)
yn+1 = yn + k2 +O(h
3)
, (3.7)
where h is the step size. As indicated by the error term, this method is
second order 1 (in fact it is also known as the second-order Runge-Kutta
or midpoint method) because the symmetrization cancels out the first-order
error term. This is not the last word of this idea. We can evaluate the
right-hand side f(x, y) that all agree to first order, but that have different
coefficients of higher-order error terms. Taking the right combination of
these, will eliminate the error terms order by order. There are various specific
formulas that emerge from this basic idea. We will now concentrate on the
most often used classical fourth-order Runge-Kutta formula:
1More generally, a method is called nth order if its error term is O(hn+1).
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k1 = hf(xn, yn)
k2 = hf(xn +
1
2
h, yn +
1
2
k1)
k3 = hf(xn +
1
2
h, yn +
1
2
k2)
k4 = hf(xn +
1
2
h, yn + k3)
yn+1 = yn +
1
6
k1 +
1
3
k2 +
1
3
k3 +
1
6
k4 +O(h
5)
. (3.8)
The fourth-order Runge-Kutta method requires four evaluations of the right-
hand side per step h. This should be superior to the midpoint method (3.7)
for, at least, twice the step size with the same accuracy. Typically fourth-
order Runge-Kutta is superior to second-order, but not always high order
means high accuracy. From a physicist point of view, we shall be quite
satisfied with that, and try to avoid abnormal cases whenever possible.
For our purposes, this method proved to be accurate enough, although there
are numerous ways to improve this algorithm (i.e. adaptive step size, Cash-
Karp parameters, etc.). In the case that some application requires better
methods, we shall describe them then.
3.2 Fourier transform and structure factor
Fourier analysis (or harmonic analysis) is an extremely useful as a way to
break up an arbitrary periodic function into a set of simple terms. A Fourier
series, in basic form [33] reads as follows
f(x) =
1
2
a0 +
∞∑
n=1
ancos(nx) +
∞∑
n=1
bnsin(nx). (3.9)
The Fourier transform is a generalization of the complex Fourier series in the
limit L → ∞ (i.e. the length of the interval goes to infinity). For further
information about Fourier series, the reader is encouraged, for instance, to
visit the Wolfram Research web site:
http://mathworld.wolfram.com/FourierSeries.html.
When the length of the interval is extended to infinity the sum (of sines and
cosines) will become an integral
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F (k) =
1
2pi
∫ ∞
−∞
f(x)e−2piikxdx, (3.10)
and the inverse transform is consequently
f(x) =
∫ ∞
−∞
F (k)e2piikxdk. (3.11)
In equations (3.10) and (3.11) k would refer to frequency and x to time
(units 1/s and s) and the signal has a certain amplitude at a certain instant
of time. In our case, there exists a certain concentration of substance at
certain point r. There might be time-dependent behaviour of the pattern,
but we neglect that and investigate the spectrum at certain fixed instants.
Thus we have space coordinates x (with unit m) so the Fourier transform
will give us something like 1/m. That is the wave vector ~k. Now we can
write the Fourier transform in convenient form as:
H(~k) =
∫
Ω
h(~x)ei
~k·xd~x (3.12)
where Ω refers to the d-dimensional spatial domain.
3.2.1 Discrete Fourier Transform
Our simulation results are not in continuous form, since the data are discrete
sets. Therefore, we cannot simply use Eq. (3.10), but we have to discretize
it, i.e. convert the integral to a sum. The definition of the (1-dimensional)
discrete Fourier transform (DFT) is
Fn ≡
N−1∑
k=0
fke
−2piink/N , (3.13)
where N is the number of data points. The inverse transform is then
fk =
1
N
N−1∑
n=0
Fne
2piikn/N . (3.14)
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Basically Eq.(3.13) is enough, but it is very time consuming. Therefore there
are several algorithms developed for this task. One of the most well known
is the Fast Fourier Transform (FFT). It is an algorithm which reduces the
number of operations for DFT provided N = 2m. The number of operations
needed using the definition is approximately N 2 whereas FFT needs only
Nlog2N operations. There are many implementations of this algorithm so
we do not have to build our own program for the task. The library we use
is called FFTW, which stands for ”Fastest Fourier Transform in the West”.
It is a free software developed at the Massachusetts Institute of Technology
and can be found on their website http://www.fftw.org/.
3.2.2 Structure factor
In solid state physics structure factor is commonly used in determining the
crystal structure. It represents the quantity related to the intensity of the
reflection produced by the diffraction of coherent waves and it is independent
of the method and conditions of observation. In X-ray crystallography the
structure factor F (hkl) of any X-ray reflection (diffracted beam produced
by a collection of atomic planes indexed hkl) is the quantity that expresses
both the amplitude and the phase of the diffraction phenomena. Researchers
usually measure the structure factor of the material from X-ray or neutron
scattering experiment. In general, the structure factor is the Fourier trans-
form of a density matrix.
The static structure factor can be calculated from a pair correlation function
g(r). This is related to the probability of finding the center of a particle
a given distance from the center of another particle. This is also known
as the radial distribution function. For short distances g(r) is related to
the local packing of particles. Further away, these packing layers get more
diffuse, and so for large distances, the probability of finding two spheres with
a given density is essentially constant. Therefore, the static structure factor
is defined as
S(k) =
∫ ∞
0
g(r)eikrdr. (3.15)
In the present situation, we do not have atoms but concentrations i.e. a
uniform scalar field over a certain domain. The structure factor of a Turing
pattern should be calculated using, instead of the pair correlation function,
one- and two-point correlation functions in the plane. This will change Eq.
(3.15) to:
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S(~k) =
∫ ∞
0
∑
x
(
C2(~x; ~x+ ~r)− C21 (~x)
)
ei
~k·~rd~r. (3.16)
This looks complicated, but the calculation is quite simple: First we subtract
the average from the field in each point and then Fourier transform it. The
Fourier transform converts the data from real space to the wave vector space.
The structure factor can be then examined with respect to wave vector ~k or
wave number k.
3.2.3 Amplitude spectra
The information of the structure we require in this thesis can be obtained
in a simpler way, by defining a Fourier spectrum of the concentration field.
The Fourier spectrum can be calculated by using the equation
S(k) =
N∑
i=1
(u(ri)− u¯)e−ik·ri, (3.17)
where u¯ is the average concentration at a fixed time. One must notice that
in our case the transform is two dimensional, but it turns out that it can
be separated into a series of one-dimensional transforms. In other words, we
transform each horizontal line of the pattern individually to yield an inter-
mediate form in which the horizontal axis is frequency (f) and the vertical
axis is space (v). We then transform individually each vertical line of this
intermediate image to obtain each vertical line of the transformed image.
Hence, a two dimensional transform of a N×N lattice consists of 2N one-
dimensional transforms. We have not implemented the required algorithm
in the computer, but we used the one provided in Matlab. It works as de-
scribed above and it uses the FFTW library. The calculated spectrum is a
matrix of complex numbers. The square of this quantity is called the power
spectrum, and its square root, or its absolute value, is an amplitude spec-
trum. This gives us information about the amplitude of the modes in the
two-dimensional k-space.
3.3 Summary
In this chapter the numerical methods used in this thesis, have been pre-
sented. First, the discretization transforming a continuous model to discrete
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counterpart was described. Then we discussed different numerical integration
methods and what are their weaknesses. It is important to note that careless
use of these methods can lead to wrong results. The last part dealt with
Fourier transform which will be used to find out the symmetry properties of
the patterns.
Chapter 4
Analytical methods
After we have discussed about some numerical methods involved, it is time
to move on to more analytical methods. The primary target of this chapter
is to derive the amplitude equations at least in the simplest form. Before we
deal with those equations we ought to discuss about some general features
of pattern formation including dynamics, stability, bifurcations and other
things. But, why do we need all this, rather than concentrate on the numer-
ical solution of the equations? That is because, as mentioned several times
already, linear analysis will not tell us much about the non-linear behaviour
of the system and the non-linear behaviour is usually the most significant
part of the pattern formation. Due to the demanding nature of this subject
we shall not go deep into the details, but just introduce few ideas and exam-
ples of this kind of analysis. For further information of the subject reader is
encouraged to see for instance [34] and references therein.
4.1 Dynamics and stability
In mathematics, stability theory deals with the stability of the solutions of
differential equations and dynamical systems. The idea of stability is intuitive
but it can be formulated mathematically. There are two different definitions
for stability: Lyapunov stability and structural stability. In here we are
interested in the first one, namely the Lyapunov stability criterion. In brief,
if all trajectories in phase space that start near a point x stay near point x
forever, then x is said to be Lyapunov stable. More strongly, if all points that
start near point x converge to x, then x is asymptotically stable.
For continuous systems the definition can be formulated as follows: A sys-
tem is said to be (uniformly) stable about a trajectory x “in the sense of
4.1 Dynamics and stability 33
Lyapunov” if ∀ > 0 ∃δ > 0 such that
||y(t0)− x(t0)|| < δ (4.1)
which implies that
||y(t)− x(t)|| < 0 (4.2)
∀t ∈ R+ and where the norm || · || is defined in the phase space. If in addition
||y(t)− x(t)|| → 0 (4.3)
holds for t → ∞, then trajectory x is (locally) attractive. If this property
holds for all trajectories, then it is globally attractive. If x is both, attractive
and stable, then it is said to be asymptotically stable1. The definition for
discrete-time systems is almost identical.
In this thesis we are mostly interested in systems where the kinetics can be
described by a set of equations of the form
dxn
dt
= fn(x, θ) (4.4)
where x = (x1, . . . , xn) is a vector for the n species, θ holds for the control
parameters and all the fn’s are usually nonlinear functions of the species and
parameters. Let the equilibrium point of the system be x¯, ie. f(x¯) = 0.
Now, how we can determine the stability or instability of x¯ (in the sense of
Lyapunov)? He introduced two main methods: The first is Lyapunov’s first
or indirect method, and the second, is called Lyapunov’s second or direct
method. We have already used the first method without mentioning it, but
let us show it here again in a more general form. We start with the nonlinear
system as in Eq.(4.4) and Taylor expand it around point x¯ (let’s also redefine
x → x − x¯).
dx
dt
= A(x) + g(x) (4.5)
where A is the Jacobian of the system evaluated at point x and g(x) contains
the higher order terms, i.e.
1 Notice that being attractive does not imply asymptotic stability
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lim
|x|→0
|g(x)|
|x| . (4.6)
Then, the nonlinear system (4.4) is asymptotically stable if, and only if, all
the eigenvalues of A have negative real parts. The stationary states, or fixed
points, can be classified further according to the imaginary parts and signs of
the corresponding eigenvalues. For a more detailed discussion of the stability
of fixed points, see, for instance, Ref. [35].
This method is very popular because it is easy to use and it works well with
most of the systems. All we need is to be able to evaluate partial derivatives.
On the other hand, if some of the eigenvalues of A are zero and others have
negative real parts we cannot draw any conclusions about the stability of the
nonlinear system. So the stable point x¯ can be either stable or non-stable.
An other disadvantage of this method is the linearization. Therefore it is
valid only when the initial conditions are close to a stable point.
An alternative method is a generalization of Lagrange’s concept of stability of
a minimum potential energy. If there is a function, called Lyapunov function
V(x), which has following properties:
1. V (x¯) = 0
2. V (x) > 0, ∀x 6= x¯
3. V˙ (x) < 0 along trajectories of x˙ = f(x)
(4.7)
Then x¯ is asymptotically stable. This method hinges on the existence of a
Lyapunov function. It should be noticed that the derivative V˙ (x) is consid-
ered to be a total differential along the solution curves of x˙ = f(x). Although
this second method is very powerful and it has certain advantages, compared
to the first one, we refrain from using it, because in some of our applications
the Lyapunov potential function does not exist.
4.2 Bifurcations
In the previous section we discussed about stability and how it can be exam-
ined. Here we will discuss about another basic concept of pattern formation,
namely bifurcations. In short, bifurcation refers to a qualitative change in
the dynamics of a system and the parameter values at which they occur are
called bifurcation points. Bifurcation is closely connected with stability, i.e.
when a system goes through a bifurcation, a new set of stationary states (or
fixed points) appear, which means that the stability of the stationary states
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changes. Bifurcations are important because they are a universal feature of
nonlinear systems, and they provide models of transitions and instabilities
as some control parameter is varied. For instance, imagine a small weight
placed on top of a beam. When the weight is small, the beam is able to sup-
port the load and remain vertical. But if the weight of the load is increased,
at some point the load is too heavy and the beam bends. Then, the vertical
position becomes unstable, and there is a set of new stable points, namely
the bent positions at arbitrary azimuthal angle. In this example the bifur-
cation parameter is simply the weight of the load. This example is called
the Zeeman machine. In general, the linearly stable point (the vertical in
this case) is more symmetric than the new stable points after the bifurca-
tion, then one recognizes that symmetry breaking is also a universal feature
of nonlinear behaviour.
There are many types of bifurcations. For instance, a supercritical pitch-
fork bifurcation took place in the previous example (the beam and the load)
when the only stationary point lost stability and two new stationary states
appeared (when the beam is flat as a ribbon, and bends either to the left or
to the right). Other examples of bifurcations are saddle-node bifurcations,
transcritical bifurcations and Hopf bifurcations. Their names refer to differ-
ent kinds of changes in the topology of the phase space. They can be further
classified as subcritical 2 and supercritical 3 depending on the direction of
the bifurcation. A further classification on the co-dimension of the bifurca-
tion which counts the number of control parameters for which fine tuning
is necessary in order to get such a bifurcation. Saddle-node bifurcations are
the only generic local bifurcations which are really co-dimension one, others
have higher co-dimension. On the other hand, also pitchfork and transcrit-
ical bifurcations are sometimes considered as co-dimension one bifurcations
because of their normal forms 4.
The bifurcations can be analyzed based on the eigenvalues and the eigen-
vectors determined by the linear stability analysis around some stationary
point. If there is an eigenvalue with zero real part a local bifurcation occurs.
If the eigenvalue is equal to zero, the bifurcation is a steady state bifurcation
and if the eigenvalue is non-zero but purely imaginary, then the bifurcation
is a Hopf bifurcation. The eigenvectors span the stable (λi < 0) and un-
stable (λi > 0) subspaces. When the systems loses stability, the number of
eigenvalues and eigenvectors associated with this change, is typically small.
Therefore in such systems the linearization typically has a very large stable
part and a small number of critical modes which change from stable to un-
2 The branch of solutions occurs for parameter values on the opposite side of the loss
of stability. Often indicates that the new branch is unstable.
3The branch of solutions occurs for parameter values on the same side as the loss of
stability. Often indicates that the new branch is stable.
4Normal form means the simplest differential equation that captures the essential fea-
tures of a system near a bifurcation point.
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stable as the bifurcation parameter exceeds the critical value. The idea of
center manifold theorem is based on the observation that near the onset of
instability the dynamics of the system is governed by these critical modes
and the stable modes just “follow” in passive fashion. The center manifold
theorem allow us to reduce the problem into a smaller, manageable one.
The dynamics on center manifold is described by normal forms or amplitude
equations. They are universal in the sense that all systems showing certain
bifurcation have the same dynamics on the center manifold. We will not go
any deeper in this subject but we refer the reader for more information to
Ref. [36, 37]. Last, it is worth mentioning the fact that a Turing bifurcation
is different from other bifurcations discussed here. In brief, during a Turing
bifurcation the number of stationary states does not change but a stationary
state in the absence of diffusion, becomes unstable when diffusion is allowed,
leading to a Turing instability. In the case of reaction-diffusion systems
this means that stationary patterns will rise spontaneously starting from
arbitrary initial configuration. The key factor is the diffusion and therefore
Turing instability is most often referred as diffusion-driven instability.
4.3 Complex Ginzburg-Landau equation
The complex Ginzburg-Landau equation (CGLE) is one of the most-studied
equations in applied mathematics. It describes qualitatively, and often quan-
titatively, a vast array of phenomena, including nonlinear waves, second-order
phase transitions, Rayleigh-Be´nard convection and superconductivity. The
equation describes the evolution of amplitudes of unstable modes for any
process exhibiting a Hopf bifurcation, for which a continuous spectrum of
unstable wave numbers is taken into account. It can be viewed as a highly
general normal form for a large class of bifurcations and nonlinear wave phe-
nomena in spatially extended systems. Here we will concentrate on the the
use of CGLE in pattern formation theory and especially in reaction-diffusion
systems.
In pattern formation theory the CGLE describes the dynamics of generic
spatially extended systems which undergo a supercritical Hopf bifurcation
from a stationary state to an oscillatory state. With the classical reductive
perturbation method, any reaction-diffusion system that is close to the on-
set of this bifurcation, can be described by the complex Ginzburg-Landau
equations. The cubic form is:
∂tA = A + (1 + iα)∇2A− (1 + iβ)|A|2A (4.8)
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where A is the complex amplitude of the oscillation, i is the imaginary unit,
and α and β are adjustable parameters. The CGLE shows the typical wave
solutions (plane, spiral, target), but also localized coherent structures and
even spatio-temporal chaotic behaviour. Due to its generic nature the CGLE
is most probably the most studied of all reaction-diffusion models. For deeper
understanding of the CGLE, the reader is encouraged to look for instance
Ref. [34].
As a curiosity, we show at the end of this section a developed version of
CGLE when there is periodic forcing present. This is called Forced Complex
Ginzburg-Landau equation (FCGLE) and it has been derived by Lingfa et al.
The derivation can be found from the appendix A.1. This can be used to
analyze oscillatory Turing patterns under periodic forcing as it was done by
Epstein et al. in [27]. The FCGLE equation is as follows:
∂A
∂t
= (µ+ iν)A− (1 + iα)|A|2A+ (1 + iβ)∇2A+ γA∗ (4.9)
where other parameters are the same as in the normal CGLE, except that
µ represents the distance from the Hopf bifurcation, ν = Ω − ωf/2 is the
detunning frequency shift and γ is the forcing amplitude.
4.4 Amplitude equations
As we have noticed in general, nonlinear equations cannot be solved analyti-
cally. Therefore, the behaviour of the patterns have to be explained by other
means. The amplitude equations method is one of the most efficient ways
to do that, because they describe slow modulations in space and time of a
simple basic pattern. One notable thing is that the form of these equations
does not depend on the details of the underlying system. The particular
physical details are taken into account by the coefficients. Due to the de-
manding nature of this subject, we have to rely on the literature. Therefore,
most of the derivation here has been taken from Ref. [38] and [39]. The idea
of the remaining part of this chapter is to show the reader what the ampli-
tude equations look like and what can be said on the basis of them. The
derivation of the equations here is far beyond the scope of this thesis except
for the simplest form in the BVAM model.
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4.4.1 Introduction to perturbation theory
The idea of perturbation theory is to find an approximate solution to a
problem that cannot be solved exactly. First, we start with a simpler system
which can be solved analytically, and then turn on additional “disturbance”.
This theory is applicable if the original problem can be formulated by adding
a small term to the mathematical description of the exactly solvable problem.
Perturbation theory leads to an expression for the desired solution in terms of
a power series with some small parameter that quantifies the deviation from
the exactly solvable problem. The leading term in this series is the solution
for the exactly solvable system and the other terms describe the deviations
of the solution due to the differences with the initial problem. Formally, this
looks like:
A = A0 + εA1 + ε
2A2 + · · · (4.10)
Here A is the full solution, A0 is the solution for the simplified problem and
the other, higher order, terms are obtained by some iterative process. If the
deviation parameter ε is small, the higher order terms become less important
and they can be neglected at some point.
4.4.2 Square Turing patterns
In this section we show the amplitude equations for square Turing patterns
and in the next section for hexagonal patterns. Most of the derivation is
missing but the idea is only to show the results and discuss a little about
them. For those who are interested we encourage to see for instance Ref. [30],
where nonlinear bifurcation analysis is done rigorously.
Square lattices are formed by two perpendicular vectors k1 and k2. The field
vector is presented by
c(r, t) = A1e
ik1 ·r + A2e
ik2 ·r + A¯1e
−ik1 ·r + A¯2e
−ik2 ·r. (4.11)
Then, the cubic amplitude equations are of the form:
τ0
∂A1
∂t
= [µ− (g1A21 + g2A22)]A1
τ0
∂A2
∂t
= [µ− (g1A22 + g2A21)]A2
(4.12)
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To split the real and imaginary parts, let Ai = ρie
iϕi and substitute this into
Eq. (4.12). Then, the modulus equations can be obtained. The stabilities
of the three stationary solutions can be determined by the eigenvalues of the
Jacobian matrix:
J(ρ1, ρ2) =
[
µ− 3g1ρ21 − g2ρ22 −2g2ρ1ρ2
−2g2ρ1ρ2 µ− 3g1ρ22 − g2ρ21
]
(4.13)
The trivial solution is, of course, ρ1 = ρ2 = 0 and then the eigenvalues are
λ1,2 = µ. This is stable when µ < 0.
One stripe solution occurs when ρ1 =
√
µ/g1 and ρ2 = 0. Then the eigen-
values are
λ1(µ) = −2µ
λ2(µ) = µ
(
1− g2
g1
)
(4.14)
Then the stability conditions are respectively: µ > 0 and g2/g1 > 1.
The third solution is a square lattice, when ρ1 = ρ2 =
√
µ/(g1 + g2). Now
the eigenvalues are
λ1(µ) = −2µ
λ2(µ) = −2µg1 − g2
g1 + g2
(4.15)
and the conditions for stability are: µ > 0 and −1 < g2/g1 < 1.
4.4.3 Hexagonal Turing patterns
Simple hexagonal lattices are formed by resonant triplets of vectors k1 +k2 +
k3 = 0 with rotational symmetry |k1| = |k2| = |k3| = kc. The concentration
field can be described by three amplitudes Ai and their complex conjugates:
c(r, t) = A1e
ik1 ·r + A2e
ik2 ·r + A2e
ik2 ·r + c.c. (4.16)
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The cubic amplitude equations are:


τ0
∂A1
∂t
= µA1 + hA¯2A¯3 − [g1A21 + g2(A22 + A23)]A1
τ0
∂A2
∂t
= µA2 + hA¯3A¯1 − [g1A22 + g2(A23 + A21)]A2
τ0
∂A3
∂t
= µA3 + hA¯1A¯2 − [g1A23 + g2(A21 + A22)]A3
(4.17)
In order to split the real and imaginary parts let us define, as before Ai =
ρie
iϕi. One phase equation reads then
τ0
∂φ
∂t
= −hρ
2
1ρ
2
2 + ρ
2
2ρ
2
3 + ρ
2
3ρ
2
1
ρ1ρ2ρ3
sinϕ (4.18)
Now the three modulae equations read:


τ0
∂ρ1
∂t
= µρ1 + pρ¯2ρ¯3 − [g1ρ21 + g2(ρ22 + ρ23)]ρ1
τ0
∂ρ2
∂t
= µρ2 + pρ¯3ρ¯1 − [g1ρ22 + g2(ρ23 + ρ21)]ρ2
τ0
∂ρ3
∂t
= µρ3 + pρ¯1ρ¯2 − [g1ρ23 + g2(ρ21 + ρ22)]ρ3
(4.19)
This has five stationary solutions: one trivial uniform solution, one with
stripes, two hexagonal solutions and one mixed mode solutions. These can
be analysed similarly as in the previous section by writing the Jacobian and
solving for its eigenvalues.
4.4.4 Amplitude equations for BVAM-model
Here, we will derive the amplitude equations for the BVAM-model described
in Sect. 2.6. The actual work has been done elsewhere [31] and we just show
here the derivation. A similar method can be used to find the equations for
other systems, as long as we are aware of the limitations of the perturbation
theory.
The derivation goes as follows. First the reaction diffusion equations are:
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

∂u
∂t
= D∇2u+ α11u+ α12v − uv2
∂v
∂t
= ∇2v + α21u+ α22v + uv2
(4.20)
In Ref. [31] the diffusion coefficient ratio is set to D = 1, for simplicity. Next,
we will take a grid of size N × N . This is quite obvious since in all of the
simulations we have used a rectangular lattice. However, there is no loss
of generality, because other domains are also possible to deal with similar
techniques (see for instance [40] and references therein). For the sake of
simplicity, we will take a rectangular grid. The possible modes have a wave
number
k =
2pi
N
n , n ∈ Z (4.21)
Then, the solution of (4.20) can be cast in the form


u(x, t) =
N∑
n=1
(
An(t)e
i 2pi
N
n + A−n(t)e
−i 2pi
N
n
)
v(x, t) =
N∑
n=1
(
Bn(t)e
i 2pi
N
n +B−n(t)e
−i 2pi
N
n
) (4.22)
where An, A−n, Bn and B−n are the time dependent coefficients of the ampli-
tudes. Next, Eq. (4.22) will be substituted into Eq. (4.20), then multiplied
by e−i
2pi
N
L and integrated over x = L/N .
So far it has been quite straightforward, but now one has to make approxi-
mations. If we solve all the coefficients of eq. (4.22), we will get the exact
solution. However, this is not possible in general, because there are (or there
might be) an infinite number of coefficients. Here, we apply the main idea of
perturbation theory (see section 4.4.1), that is to find an approximative solu-
tion for the differential equation when the system is set very near to a known
solution. Therefore, due to the quantized nature of the modes confined in
a finite domain (see Eq. 4.21, and with the observation that the dispersion
relation predicts eigenmodes with positive real part near the origin, we can
set the parameters to pump only two modes in a marginal way, allowing us
to truncate the series of Eqs. (4.22), retaining only the first two coefficients.
The only two modes which can be pumped up are K1 and K3 = 3K1. That
is, the center manifold contains only these two modes, and they govern the
long time dynamical behaviour of the nonlinear system.
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Now we are ready to solve for the amplitudes. The linear terms are straight-
forward, by assuming even solutions, i.e.


A1 = A−1
A3 = A−3
B1 = B−1
B3 = B−3
, (4.23)
where the indices indicate one of the two pumped modes. The cubic terms
are more challenging:
∑
L
e−i
2pi
N
Luv2 =
∑
L
∑
n.m.l
AnBmBle
i 2pi
N
(n+m+l−L) =
∑
nml
AnBmBlδ(n+m+l,L) =
∑
n,m
AnBmBL−n−m (4.24)
which implies that l = L−m− n. Then
{
n,m = ±1 ,±3
L = ±1 ,±3 (4.25)
Now if we, for instance, choose n,m > 0 we will get the following terms:
∑
L=±1,±3
(A1B1BL−2 + A1B3BL−4 + A3B1BL−4 + A3B3BL−6)
=A1B1B−1 + A1B1B1 + A1B1B−3 + A1B1B−5
+ A1B3B−3 + A1B3B−5 + A1B3B−1 + A1B3B−7
+ A3B1B−3 + A3B1B−5 + A3B1B−1 + A3B1B−7
+ A3B3B−5 + A3B3B−7 + A3B3B−3 + A3B3B−9
(4.26)
Then, one makes Ba = 0 for a 6= ±1, ±3 and Ba = B−a and collects (linear
and cubic) terms. One finally arrives at the following amplitude equations:
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dA1
dt
=(1− k2)A1 + g(1− f)B1
− (3A1B21 + 4A3B1B3 + A3B21 + 2A1B1B3 + 2A1B23)
dB1
dt
=[g(h+ f)− k2]B1 + hA1
+ 3A1B
2
1 + 4A3B1B3 + A3B
2
1 + 2A1B1B3 + 2A1B
2
3
dB1
dt
=(1− 9k2)A3 + g(1− f)B3
− (A3B21 + 4A1B1B3 + 3A3B23 + 2A3B21)
dB1
dt
=[g(h+ f)− 9k2]B3 + hA3
+ A3B
2
1 + 4A1B1B3 + 3A3B
2
3 + 2A3B
2
1
(4.27)
These equations can be solved numerically, and give information about the
nature of the pattern in k space.
4.5 Summary
In this chapter we focused on (weakly) non-linear analysis, because in order
to get deeper understanding to the dynamics of the reaction-diffusion systems
one has to go beyond linear analysis. The bifurcations are closely related to
stability since they tell how the dynamics (i.e. stability and the number of
the stable points) changes. Then we moved on to complex Ginzburg-Landau
equation which led us to amplitude equations. These equations tell us what
sort of patterns we are going to have and how they evolve as the time goes
by. As an example we showed the equations for square and hexagonal Turing
patterns and we also showed the derivation for the amplitude equations for
the BVAM-model in detail.
Chapter 5
Coupled Turing Systems
In this chapter we will extend our study of reaction-diffusion systems. As
mentioned earlier, the whole idea of Turing systems was to explain pattern
formation in some real chemical and biological systems. However, in order to
mimic real systems, it should be recognized that more complicated models,
either with more morphogens or by introducing more complex interactions,
are needed. For this purpose, it was proposed few years ago that coupling
two simple Turing systems could produce more complex patterns and could
simulate reasonably well some complicated structures, e.g. the skin coats of
some fish species [9, 41]. There linear, quadratic and cubic couplings were
used, and it was found that linear and cubic terms could modify the basic
stripe or spot patterns substantially, contrary to quadratic coupling that had
very little effect on the basic patterns.
More recently, there has been a series of interesting papers investigating a
way of linearly coupling two sets of Turing equations using the Brusselator
model [21], the Oregonator model [22], or the Lengyel-Epstein model [42].
All these models preserve the stable fixed point in the absence of diffusion,
and when the parameters ensure unstable resonating modes for two different
wavelengths, beautiful patterns appear. As results one can obtain complex
superimposed patterns, for instance spots contained in stripes or vice versa,
or patterns with spots of two different sizes (wavelengths), and a whole va-
riety of other complicated patterns. These models could be interpreted as
systems consisting of two chemically active layers, separated by an interme-
diate layer that is not chemically active, but allows transport of chemicals
through it. Real experimental research has been carried out in this particular
field of multilayered systems (see [43]).
These models can also be used to describe semiconductor bilayer systems
or even more complicated systems as biological membranes. Since there
are situations in which the intermediate layer could be chemically active, we
5.1 Two-layer Brusselator model 45
return to our earlier posed question of the role of coupling two Turing systems
non-linearly. Therefore, it would be interesting to study non-linear coupling
in the framework used in the above mentioned works on linearly coupled
Turing systems. Here we concentrate on investigating the Brusselator model
as our basic reaction-diffusion system and examine the consequences of non-
linear coupling, mainly cubic coupling. We carry out extensive numerical
calculations guided by linear analysis, to search for new complex patterns. A
non-linear coupling means that the coupling layer is not inert like in the case
of linear coupling, but there is in a sense a chemically active intermediate
layer. To our knowledge, no other study has been addressing this question.
The study of coupled systems can be expanded even further. In the end of
this chapter we will briefly discuss other coupling schemes, e.g. quadratic
coupling. Since earlier only systems having two Turing modes have been
studied, we will here introduce a system where one layer is in Turing mode
but the other layer exhibits solitary wave solutions. This essentially means
that we have solitons in non-integrable systems and there has been very little
research in this particular field.
This chapter is organized as follows: First we will briefly go through the
study made by Epstein et al. [21] and we will reproduce the patterns in
order to compare those with the ones obtained with non-linear coupling.
In the second part, we will introduce non-linear coupling and the last part
introduces a fascinating case of having solitary waves in coupled systems.
5.1 Two-layer Brusselator model
In this section we shall investigate the possibility for obtaining complex Tur-
ing patterns from a simple set of coupled reaction-diffusion equations. The
interest in this sort of research is evident when one observes real patterns
in nature, which are not just the usual stripes and spots commonly found
in Turing stationary patterns. As already mentioned, complicated resonant
patterns have been obtained by linearly coupling two simple Turing models,
each of which meet the respective Turing conditions. Here the key point is
that there should be a resonance between the independent length scales of
both patterns. The study by Yang et al. [21], carries out this idea by linearly
coupling two systems in such a way that their respective Turing spaces are
well separated, but have resonant length scales. This kind of situation can
be experimentally accomplished by constructing two thin layers of gel meet-
ing at an inert interface that allows transport of morphogens between layers.
The model can be exemplified here by taking two independent Brusselators
and adding a term that couples them in such a way that the amount of both
pairs of morphogens in conserved.
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5.1.1 Model
As for the model one could write


∂ui
∂t
= Dui∇2ui + α(uj − ui) + f(ui, vi)
∂vi
∂t
= Dvi∇2vi + β(vj − vi) + g(ui, vi)
, (5.1)
where the reactive species (u and v) and their diffusion coefficients (Du and
Dv) are distinguished by subscripts i, j = 1, 2 (i 6= j) that specify the layer
they are in, and both layers obey Eq.(2.11), but with different parameters.
The normal two-dimensional diffusion in the layer planes is described by the
Laplacian terms, and the linear coupling terms (parameters α and β) could
be thought of as describing inter-layer diffusion of chemicals. As usual, the
functions f and g specify the kinetic behaviour of the system. This way of
coupling the systems has the virtue that a steady state solution is the same
as for the ’one-layer’-model, given by Eq.(2.13). One should also notice that
this way of coupling the systems produces patterns that are oscillatory in
time, though fixed in space. This is evident from Eq.(5.1) if one takes the
diffusion and reaction terms out, because then one ends up with a set of two
coupled harmonic oscillators.
The kinetics of the system can be virtually anything, but we will now show
results for the Brusselator model (ref. section 2.2). In this case the kinetics
are as follows
{
f(x, y) = a− (b+ 1)u+ u2v
g(x, y) = bu− u2v . (5.2)
The calculation of steady states for one-layer-model have been done previ-
ously in section 2.2. By similar manner, one can obtain the steady-states for
the model above. There will be four solutions, with one of them being the
same as (2.13):
w0 =


u01 = u
0
2 = a
v01 = v
0
2 =
b
a
. (5.3)
In section 2.2 we performed a linear stability analysis for the one layer Brus-
selator model. By using very similar techniques it can be done also in the
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two-layer case although the equations will now be more complicated. In this
case, the analytical solution will not (easily) give us the information we want,
so we will resort to numerical solutions. Next we will briefly explain how the
dispersion curves were obtained.
Now that we have two layers it means that we will have four equations and
furthermore a four-by-four matrix whose eigenvalues are the ones that we are
interested in. The eigenvalues can be calculated from the equation
|A −Dk2j − λiI | = 0, (5.4)
where matrix A will be of the form
A =


∂u1 fˆ1 ∂v1 fˆ1 ∂u2 fˆ1 ∂v2 fˆ1
∂u1 gˆ1 ∂v1 gˆ1 ∂u2 gˆ1 ∂v2 gˆ1
∂u1 fˆ2 ∂v1 fˆ2 ∂u2 fˆ2 ∂v2 fˆ2
∂u1 gˆ2 ∂v1 gˆ2 ∂u2 gˆ2 ∂v2 gˆ2

 .
Here the subscripts refer to the layers and the hat on the top of the functions
f and g means that they are a sum of the Brusselator kinetics and the linear
coupling term. For example we have
{
fˆ1 = α(u2 − u1) + f(u1, v1) = α(u2 − u1) + a− (1 + b)u1 + u21v1
gˆ1 = β(v2 − v1) + g(u1, v1) = β(v2 − v1) + bu1 − u21v1
(5.5)
and similarly for fˆ2 and gˆ2. All the derivatives will be evaluated at the
steady-state (5.3). The matrix A will then be as follows:
A =


−α− 1 + b a2 α 0
−b −β − a2 0 β
α 0 −α− 1 + b a2
0 β −b −β − a2

 .
The eigenvalues are calculated numerically for each value of wave number
k within an appropriate interval with sufficiently small step size. At each
point, the maximum value of the real part and corresponding imaginary part
was plotted. Although in this case there will be four eigenvalues (because
the characteristic polynomial is of fourth order) the largest one is the one
that matters in most cases. Figure 5.1 shows an typical dispersion curve for
the model (5.1).
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Figure 5.1: Typical dispersion curve for the linearly coupled two-layer model.
Both imaginary and real part of the dominant eigenvalue have been drawn.
Parameters were a = 3, b = 9, α = β = 1, Du1 = 5 Dv1 = 14, Du2 = 54.9
and Dv2 = 159.8
5.1.2 Simulation results
In the simulations, we used as initial conditions a small random perturbation
of the steady state above on each grid point. The lattice size was chosen to be
200 × 200 and periodic boundary conditions were applied. The parameters
of simulations are given in the caption of each figure. Here the coupling
parameters are equal α = β for simplicity. Next we will show some of the
simulation results of the model. The images are snapshots of the system after
it has reached a stable state (stationary or oscillatory). Analysis revealed that
the time step has to be small enough, otherwise the simple Euler’s method
will not converge. Therefore we used as the time step dt = 0.001.
In Fig. 5.2 we present the results for the system of weak coupling, i.e. when
the parameters α and β are sufficiently small (α = β = 0.1). The first figure
(Fig. 5.2(a)) is the so-called black-eye pattern and the second one (Fig.
5.2(b)) is the so-called white-eye pattern (although they look quite similar).
The last four figures are examples of superposition patterns, each having two
characteristic wavelengths. First figure (Fig. 5.3(a)) consists of black dots
on long stripes, the second one (Fig. 5.3(b)) consists of small white dots on
stripes, the third one is a superposition of spots of two different wave lengths
and the fourth one (Fig. 5.3(d)) consists (mainly) of short thin stripes on an
hexagonal array of spots.
In the black-eye patterns in Fig. 5.2 the black indicates low morphogen
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(a) (b)
Figure 5.2: (a) Black-eye pattern with ratio near 2 : 1 obtained with the
following parameters: a = 3, b = 9, α = β = 0.1, Du1 = 16.7, Dv1 =
36.4, Du2 = 49.5 and Dv2 = 117.6 . (b) White-eye pattern with ratio
near 3 : 1 obtained with the following parameters: a = 3, b = 9, α = β =
0.1, Du1 = 5.6, Dv1 = 12.3, Du2 = 49.3 and Dv2 = 117.5
concentration and the surrounding white disc indicates high morphogen con-
centration. In so-called white-eye patterns the situation is obviously vice
versa. These eye-like spots are arranged in a hexagonal lattice and they can
be understood as a resonance between two hexagonal lattices. Although these
patterns look quite similar, their wave shapes are quite different. It has been
observed that patterns found near a 3 : 1 wavelength ratio show white-eye
and patterns near 2 : 1 and
√
3 : 1 wavelength ratio show black-eye patterns.
Similar resonant (black-eye, white-eye and superposition) patterns are found
e.g. in experiments on optical systems [18]. These patterns presented here
are generic in that they arise from the interaction of unstable spatial modes
with appropriate ratios of wave numbers.
We also have calculated two-dimensional spatial Fourier spectrum, or am-
plitude spectrum, presented in the inset, for each pattern. Although those
images obtained are intended to be used for qualitative analysis only, they
still give valuable information of the major modes, for varying wave vectors.
Such a picture in k space is also useful to detect at a glance the symmetries
of the pattern. The Fourier spectrum is very often calculated for periodic,
time-dependent signals. We can apply the same kind of techniques here be-
cause the patterns we are investigating are periodic, although at the moment
we are not interested in the time dependent behaviour (the reader is referred
to section 3.2 for further analysis). Figure 5.2(a) displays a resonance around√
3 : 1. The six dots in the inner circle in the Fourier spectrum of Fig. 5.2(a)
indicate that there exist a hexagonal structure in the patterns (i.e. the spots).
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Same kind of an interpretation can be done for the second patterns 5.2(b).
Now we show some examples of simulations producing superposition of pat-
terns, with two characteristic wavelengths, first with weak coupling (α = β =
0.1) and then with strong coupling (α = β = 1). These patterns appear dif-
ferent from the previous ones: Each of them has two characteristic and well
separated wavelengths. That conclusion can be made due to the fact that
the major peaks in the two-dimensional Fourier-spectrum fall on two distinct
circles in k-space. The longer wavelength patterns appear stripe-like (Figs.
5.3(a) and 5.3(b)) or, arranged as hexagonal spots (Fig. 5.3(d)). Remember
that the wave number is k = 2pi
λ
.
In the weak coupling case in Fig. 5.3(a) we see large black-eye dots forming
long strings. In this case the corresponding Fourier transform (in the inset)
shows very clearly the symmetry, four spots at a long wavelength revealing
two preferred orientations for the strings, and a hexagonal array at a shorter
wavelength corresponding to the black eye spots. In the strong coupling case
in Fig. 5.3(b) we see small white-eye dots superimposed in stripes. Here
the Fourier spectrum (in the inset) indicates the two-fold symmetry of the
oriented stripes. Similar resonant black-eye, white-eye and superposition
patterns have been found for instance in experiments on optical systems
[18]. Here the patterns are generic in that they arise from the interaction of
unstable spatial modes with appropriate wave number ratios.
In the third strong coupling case in Fig. 5.3(c) we see a superposition pattern
of two hexagonal lattices of spots with different sizes. This is also indicated
in the Fourier spectrum (in the inset) where there is some indication of long
wavelength order together with a hint of short wavelength order. In the
third strong coupling case depicted in Fig. 5.3(d), we show patterns which
consists of short thin stripes inside spots that are arranged hexagonally. Also
the Fourier spectrum, in the inset, shows very clearly the long wavelength
hexagonal symmetry of spots and the four fold symmetry due to the vertical
and horizontal stripes.
Another example of systems that show resonant behaviour is the Lengyel-
Epstein model for the CIMA reaction [44]. In this case the kinetics are
written as follows


f(u, v) = a− 4uv
1 + u2
g(u, v) = b
[
u− uv
1 + u2
] (5.6)
with parameters (a, b) = (15, 9), α = β = 0.1 and diffusion constants D =
(6, 80, 23, 380). Simulations yielded the same type of resonant patterns as
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(c) (d)
Figure 5.3: Superposition patterns obtained with the following parame-
ters: (a) a = 3, b = 9, α = β = 0.1, Du1 = 12.6, Dv1 =
27.5, Du2 = 47.5 and Dv2 = 141.5. (b) a = 3, b = 9, α = β =
1, Du1 = 1.85, Dv1 = 5.66, Du2 = 50.6 and Dv2 = 186.0. (c)
a = 3, b = 6, α = β = 1, Du1 = 1.31, Dv1 = 9.87, Du2 =
34.0 and Dv2 = 344.9. (d) a = 3, b = 10, α = β = 1, Du1 =
2.03, Dv1 = 4.38, Du2 = 56.2 and Dv2 = 135.3.
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described above.
5.2 Extended Oregonator model
In previous section we analyzed a two layer model with an abstract Brussela-
tor kinetics involving cubic autocatalysis. Here we consider a more realistic
model proposed by Epstein et al. [22]. It is an extended Oregonator with
quadratic autocatalysis. It mimics the BZ (Belousov-Zhabotinsky) [45] re-
action. The experimental arrangement of the model presented here consists
of three layers (look at the Fig. 5.4): The two layers at the top and the
bottom are reaction layers and the one in the middle provides the coupling.
5.2.1 Model
The equations of this five-component reaction-diffusion model can be written
as:
∂x
∂t
= Dx∇2x + F (x, z)− 1
δ
[x− r], (5.7)
∂z
∂t
= Dz∇2z +G(x, z), (5.8)
∂r
∂t
= Dr∇2r + 1
δ
[x− r] + ∂
δ¯
[u− r], (5.9)
∂u
∂t
= Du∇2u+ F¯ (u, w)− ∂
δ¯
[u− r], (5.10)
∂w
∂t
= Dw∇2w +G(u, w), (5.11)
where Dx, Dz, Dr, Du and Dw are diffusion constants that represent the
two-dimensional horizontal motion within the layers. Functions F and G are
the reaction kinetics of the simple two variable Oregonator model. The terms
with parameters δ and δ¯ give the time scale of the linear coupling between
the top and the bottom layers.
The kinetic parameters , f, and q have been borrowed from the Oregonator
model:
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top reaction layer ( x and z )
middle coupling layer ( r )
bottom reaction layer ( u and w )
feeding reactants
feeding reactants
Figure 5.4: Schematic diagram of the system of coupled layers with two-sided
feeding (cited from [22]).

F (x, z) =
1

[
x− x2 − fzx− q
x + q
]
G(x, z) = x− z
. (5.12)
The steady state of the basic Oregonator model can be calculated in a similar
way as in the other models:


Dx = Dz = 0
∂x
∂t
=
∂z
∂t
= 0
(5.13)
This yields for the steady state the following relations:


x = z =
1
2
[
1− (f + q) +
√
(f + q − 1)2 + 4q(1 + f)
]
u = w =
1
2
[
1− (f¯ + q¯) +
√
(f¯ + q¯ − 1)2 + 4q¯(1 + f¯)
] (5.14)
We will use this as an initial condition for the simulations with a small
random perturbation.
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5.2.2 Simulation results
In this section we will show the results of series of simulations done with
the extended Oregonator model. Due to the complexity of the patterns a
very small step (dt = 0.001) and long simulations (106 steps or more) were
required to obtain a stable (stationary or oscillatory) state. The size of the
lattice was 256 × 256 and following assumptions were made for simplicity:
q = q¯ = 0.01 and δ = 2, δ¯ = 2¯. The Fourier spectrum has been calculated,
as usual, although it gives in this case very little information as can be found
in the inset of each pattern.
The patterns in Figs. 5.5(a) and (b) show a phenomenon where for a long
Turing wavelengths, short wavelength traveling waves appear on the Turing
structures. In these figures the Turing wavelength is about four times longer
than that of the traveling waves. In Fig. 5.5(a) isolated stable spirals or sus-
tained concentric waves (which rotate around their symmetry axis as time
goes by) can be seen. In Fig 5.5(b) there are short wavelength spiral waves
rotating around the oscillatory core to form “pinwheels”. First the honey-
comb Turing spots arise, arrange themselves towards a hexagonal lattice,
then begin to oscillate, and finally develope spirals centered on their cores.
From the Fourier spectrum of both cases shown as insets the interpretation
is not as clear as it was in previous simulations. This can be understood
by observing from the real space patterns that although for the short range
the spots seem to arrange hexagonally, for the long range the patterns are
quite disordered or have dislocations, i.e. do not maintain the hexagonal
symmetry.
According to [22] the waves in each of the cases in Fig. 5.5 are due to
a short-wave instability. Short-wave instability generally requires at least
three species and at least two levels of diffusivity, so clearly, we cannot have
the short-wave instability in the uncoupled homogenous reaction-diffusion
system. In addition, in these examples, the diffusion constants are equal in
the wave layer. As the Fig. 4 in [22] reveals (with the same parametersa as
in Fig. 5.5(b)) the dispersion relations exhibit only a Hopf instability in the
uncoupled top layer, a Turing instability in the uncoupled bottom layer, and
both Turing and wave instabilities in the full system. It is worth noticing
that these patterns are spontaneously created by the Turing instability from
the homogenous uniform state meaning that no external forcing were used.
5.3 Cubic coupling
Now we move on to the non-linear coupling case. We start with cubic cou-
pling and later on discuss briefly other possibilities of non-linear coupling.
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(a) (b)
Figure 5.5: Waves on Turing structures and corresponding Fourier spectrum
in the inset. Parameters are: (a) Dx = Dz = Dr = 0.1, Dw = 100, (, f) =
(0.14, 1.6), (¯, f¯) = (0.4, 1.1) andDu = 5 (b)Dx = Dz = Dr = 0.1, Dw = 100,
(, f) = (0.215, 1.1), (¯, f¯) = (0.5, 0.65) and Du = 3
It should be noted that a system with cubic coupling can be regarded as
a model of chemical reactions between layers, contrary to the system with
linear coupling which just models the flux or diffusion of the substances from
one layer to the other.
5.3.1 Model
Using the model introduced in [21] as a basis, we modify it to include cubic
coupling between the constituents. Moreover, we take care of morphogen
conservation in the whole system, as before. Thus, our model reads as follows:


∂ui
∂t
= Dui∇2ui + q1uiuj(uj − ui) + f(ui, vi),
∂vi
∂t
= Dvi∇2vi + q2vivj(vj − vi) + g(ui, vi),
(5.15)
where the notation is the same as in Eq.(5.1), except the coefficients q1 and q2,
which describe the strength of the coupling. Observe that now the coupling
terms cannot be absorbed into a diffusion coefficient matrix, but instead they
really modify the kinetics of both layers. This means that there is a kind of
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intermediate layer between two real layers and it is chemically active. This
model can be realized as follows: Consider a situation where we have two
layers of chemicals separated by a membrane. The coupling we are using
simulates the reaction of chemicals u1 and u2 in the intermediate layer or
membrane. The same holds for the chemicals v1 and v2. The concentrations
of the chemicals are unbalanced on one side of the (intermediate) layer due
to diffusion. Then a reaction U1 + 2U2 → P takes place on that side of
the reactor and a reaction P ′ → 2U1 + U2 on the other side respectively. P
and P ′ are passive substances, which means that regardless of the result of
the reaction, the products do not intervene in the dynamics anymore. So the
result of the reaction is translated into a loss rate for the substances involved,
or a feeding rate. In addition, it is not necessary that there exist any relation
between the substances P and P ′.
It should be noted that this realization of the coupling term is only relatively
simple example. In reality the passive substances could be very complicated
like energy releasing substance ATP converting into ADP as it happens in
biological membranes. It is also important to notice that the substances u1
and u2 are different chemicals, in contrast the linear coupling where they
mean the same substance in different layers.
In order to perform linear stability analysis for this model one can write the
equations in the usual way around the steady state, which is still at the point
given by Eq.(2.13) for both systems, namely, u1 = u2 = a and v1 = v2 = b/a.
The characteristic matrix now reads
A =


−a2q1 − 1 + b a2 a2q1 0
−b −b2q2/a2 − a2 0 b2q2/a2
a2q1 0 −a2q1 − 1 + b a2
0 b2q2/a
2 −b −b2q2/a2 − a2

 .
(5.16)
The dispersion relation is obtained by solving the eigenvalue problem numer-
ically, which can then be used to search the parameter space for interesting
situations and for performing numerical simulations accordingly. Obviously,
the characteristic polynomial being a quartic equation gives the possibility
of having two well separated Turing spaces. This implies that two very dif-
ferent wavelengths should be competing in a complex pattern. Here we look
for values of the parameters that fulfill this requirement.
5.3 Cubic coupling 57
5.3.2 Simulation results
So far we have reproduced results published elsewhere (see Ref. [21, 22]),
in order to compare the kind of complex patterns obtained with linearly
coupled layered systems. Now, we concentrate on investigating by numerical
simulations the consequences of cubic coupling in a system with periodic
boundary conditions. Also for comparison, we start with the same set of
parameters as used in the linear coupling case. It turns out that, in contrast
to the linear case, the value of the coupling term has a great impact on the
results. It was generally observed that a strong coupling usually leads to
very simple patterns. Therefore, to generate any non-simple patterns the
relative value of the coupling term must be small, in our simulations qi ≈ 0.1
or smaller. On the other hand if the cubic coupling is strong, only one
wavelength will survive, and consequently only spots or stripes settle in, the
occurrence of which is a general feature observed in multi-component Turing
models.
Here, we are searching for superposition patterns of the kind shown in Fig.
5.3 through linear stability analysis by choosing the parameters of the sys-
tem such that patterns with two well-separated wavelengths are formed. By
choosing the same set of parameters as in the four patterns of the linear
coupling case we obtain the patterns shown in Fig. 5.6. The main feature
observed is that the system gets to the largest wavelength mode meaning
that the pattern is quite simple. It is also observed that these patterns are
very robust, in the sense that noise does not greatly affect their shape.
Here the only complicated pattern is in Fig. 5.6(a), which is the one corre-
sponding to small coupling parameter. This pattern is unstable and oscillat-
ing in time, thus constantly changing but retaining the overall shape. The
Fourier spectrum in the inset shows some smeared long and short wavelength
behaviour. The patterns in Figs. 5.6(b)-(d) show quite simple structure of
stripes, spots, and their mixture, respectively. This behaviour is attributed
to strong coupling (q1 = q2 = 1). Accordingly the corresponding Fourier
spectra in the insets are quite featureless with no clear structure.
We have also explored other regions of the parameter space to look for new
complex patterns. To do this we have varied parameters a and b, guided
by the instability regions predicted by the dispersion relations of the linear
stability analysis. Once a and b were chosen, other parameters were adjusted
such that there is two well separated regions of instability in the k-space.
Then in the majority of simulations it turned out that if the coupling was set
strong the results were the same, namely, only simple patterns were obtained.
In few cases though, some interesting patterns were found.
In Fig. 5.7(a) we show a superposition pattern obtained with cubic coupling.
This pattern is quite robust and similar to the one in Fig. 5.3(b), although
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(a) (b)
(c) (d)
Figure 5.6: Patterns obtained using cubic coupling and the same set of pa-
rameters as in the four patterns of the linear coupling cases of Fig. 5.3,
respectively. Also the cubic coupling was kept at the same values as in the
linear case, that is q1 = q2 = α = β.
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Figure 5.7: Patterns in the cubic coupling case. (a) pattern and (b) dispersion
relation, respectively, for the following parameters a = 4.5, b = 11, q1 = q2 =
0.1, Du1 = 1.85, Dv1 = 16.66, Du2 = 25.741 and Dv2 = 196.0. Observe
the two well separated regions of instability, resulting in a superposition
of patterns. (c) pattern and (d) dispersion relation, respectively, for the
following parameters: a = 4.5, b = 11, q1 = q2 = 0.01, Du1 = 7.5, Dv1 = 32.5,
Du2 = 27.5 and Dv2 = 121.5. Observe that in this case the regions of
instability are not well separated.
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the parameters are quite different. The dispersion relation shown in Fig.
5.7(b) reveals that there are two well separated k-space regions where the
modes become unstable. The resonance condition is fulfilled and a pattern
with two distinct wavelengths is settled. Observe that the high k wing peaks
at a value larger than one, which means that the spot pattern has a very
small wavelength, so the eyes are not formed and the arrangement of spots
appears more irregular than the one in Fig. 5.3(b).
Another situation is depicted in Fig. 5.7(c) where a stable pattern of bean-
like shapes is seen. The dispersion relation of Fig. 5.7(d) shows that the
two regions of instability in k-space are not that separated and many wave-
lengths can then be parametrically pumped up. The Fourier spectrum in the
inset shows clearly two rings corresponding to the two regions of maximum
instability in the dispersion relation. However, there is no orientational order
present and there are no stripes or spots either.
The finding that complicated patterns emerge when the cubic coupling is
weak, calls for more detailed analysis. To see what changes the cubic coupling
brings into the pattern formation, we have made another set of simulations
with varying coupling strength. For the initial starting point we choose
the situation of the pattern of Fig. 5.3(b), as a good example of a linear
superposition of spots and stripes with different wavelengths. By keeping all
the other parameters of the system fixed, we increase the coupling strength
q1 = q2 = q in steps of ∆q = 0.01 and find that this can change the emerging
pattern dramatically, as depicted in Fig. 5.8 for the system of size 200× 200
with periodic boundary conditions.
In the first two panels, (a) and (b), of Fig. 5.8 we show the patterns of the
two layers of the system, respectively, when the layers are not coupled. These
patterns are quite similar, except that the stripes have different wavelengths.
In the following panels from (c) - (i) the cubic coupling is turned on and its
strength is increased. In panels (c) and (d), the two coupled layers produce
superimposed patterns with the two original wavelengths. We observe that
appearance of the wide stripes is gradual, and that the linear superposition
pattern of Fig. 5.3(b) is never reproduced. In (d) we see that the complex
pattern of stripes is perturbed in some places where spots start to appear.
When the coupling term was further increased the system suddenly changes
to complex spot pattern of panel (e), where the spots show internal structures
with a new scale. The spots themselves seem to be arranged in slightly
distorted hexagonal lattice. In panel (f) we have again “spots”, but this time
they have a more complicated shape resembling a boat, which indicates that
the system seems to accommodate quite many wavelengths. The “boats”
in panel (f) are aligned in a preferred orientation. With increasing coupling
this orientation gradually dominates and produces stretching towards stripe
pattern as depicted in panel (g). In panels (h) and (i) we can see that with
further increase in the coupling strength the spots gradually disappear and
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that a stripe like pattern with the long wavelength eventually wins. When
the coupling is strong enough the pattern is again quite simple.
In Fig. 5.9(a) we can see another very good example of the effect of the
coupling term. The pattern is very similar to the one in linear case (see
Fig. 5.3(c) and in fact, the parameters are the same except the coupling
term. The dispersion relation in Fig. 5.9(b) predicts two well separated
wavelengths and we can see them in the pattern as well. When we compare
this to pattern in Fig. 5.6 we can see that the long wavelength (i.e. the bigger
dots) survive when the coupling is increased but the smaller dots (i.e. the
short wave length) vanish. As mentioned before this seems to be a general
feature in non- linearly coupled systems. One has to remember that the non-
linear coupling actually affects the reaction kinetics contrary to the linear
coupling where it is merely vertical diffusion. We think that the strong effect
of coupling has advantages in some applications because one can dramatically
change the overall pattern by simply adjusting the coupling term.
Let us now return to the very curious looking “boat” pattern, reproduced in
Fig. 5.10 with the Fourier spectrum (a) and the dispersion relation (b).
When the simulation run is iterated several times, the alignment of the
“boats” is different and independent from the initial conditions, but the
rectangular symmetry seems always to be preserved and very robust. In
this study the numerical simulations were also done by using a fourth-order
Runge-Kutta in order to be sure that there are no numerical artifacts. No
noticeable change in the results were obtained thus giving further confidence
that the numerical accuracy of the simulation method, used in this paper,
is sufficient. It should be noted that there are two wings in the k-space but
only one of them is clearly unstable. The high k wing moves down as the
coupling increases, so for the pattern in Fig. 5.8(i) only the small k maximum
is present.
5.3.3 Discussion
In this section we have concentrated on the cubically coupled model, which
in the past has been dismissed on the grounds that the patterns are quite
similar to the two component Turing patterns. Here the patterns found
numerically are sometimes simple, as expected, but turn out to be quite
complicated if the coupling strength is small. This finding is quite surprising
and opposite to the linear case in which it is seen that the strength of the
coupling plays practically no role in either the symmetry or the robustness
of the pattern. In our study we find, however, that if the coupling is strong,
only one wavelength survives and the patterns will become very simple. We
consider this finding novel and potentially important.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 5.8: A series of patterns obtained by increasing the strength of the
cubic coupling parameters q1 = q2 = q. The other parameters are the same
as in Fig. 5.3 (b), namely: a = 3, b = 9, q1 = q2 = 0.15, Du1 = 1.85,
Dv1 = 5.66, Du2 = 50.6 and Dv2 = 186.0. Panel (a) is the non-coupled
pattern from layer 1 and the pattern in panel (b) is from the layer 2. In
panels (c) to (i) the two layers (in panels (a) and (b)) are coupled cubically
being in value 0.01, 0.05, 0.09, 0.15, 0.19, 0.27, 0.29, respectively.
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Figure 5.9: (a) A pattern of superposition of spots of two different wave-
lengths. Parameters are the same as in the linear case 5.3(c) but the coupling
is now weaker, namely: a = 3, b = 6, q1 = q2 = 0.15, Dx1 = 1.31, Dy1 = 9.87,
Dx2 = 34.0 and Dy2 = 344.9 (b) corresponding dispersion relation
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Figure 5.10: (a) The “boat”-shaped oscillatory pattern of Fig. 5.8 with the
Fourier spectrum as inset and (b) the corresponding dispersion relation. Note
two regions of dominant modes at k1 = 0.2, h1 = 0.7 and k2 = 1.0, h2 = 0.33.
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Also, to rule out the possibility of being trapped in metastable states, in the
simulations different initial conditions were tested. This is important since
the system of four coupled equations is now much more complicated and
the existence of other fixed points and the kind of bifurcations around them
have to be explored more thoroughly. We found in general that the resulting
pattern was very robustly appearing for various initial conditions. However,
if one chooses a configuration near a new singular point, the system either
stays there or changes completely to an unstable oscillation. This situation
has to be explored in detail in the future, since it goes beyond the scope of
the present study. The independence of the initial state and robustness of the
pattern against strong perturbations is often a desirable feature in biological
and other applications.
5.4 Other coupling schemes
In this section we will briefly introduce some new ideas we have in the frame-
work of coupling different Turing and non-Turing systems. There are very few
results available so far and therefore we limit our study here to the introduc-
tion of the models. The first one, quadratic coupling, is a direct consequence
of cubic-coupling since it has the same Brusselator kinetics. The second one,
the coupled BVAM-model, is novel because there the idea is to couple a
Turing and a non-Turing systems with each other.
5.4.1 Quadratic coupling
In this section we will discuss quadratic coupling. Again, the (linear) analysis
is very similar to the two previous models and therefore only results will be
shown. The main idea here is to investigate how the coupling term affects
the pattern this time. Recall that everything else, including the stable point,
remains intact in these three cases. Again we are forced to resort to numerical
analysis only, but hopefully some day we can investigate these phenomena
more vigorously with bifurcation analysis techniques.
Let us first introduce the coupling terms (see Eq. (5.15)):


∂ui
∂t
= Dui∇2ui + q1 · (ujvi + uivj) + f(ui, vi)
∂vi
∂t
= Dvi∇2vi + q2 · (ujvi + uivj) + g(ui, vi)
, (5.17)
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where u and v are the concentrations of the reactive species, Du and Dv their
diffusion coefficients respectively. The subscripts i, j = 1, 2, i 6= j specify in
which layer they are in. The reaction kinetics f and g are the same as in the
cubic case (i.e. Brusselator, see Eq. (5.2)). As mentioned earlier, the system
preserves the linear stable point
w0 =


u01 = u
0
2 = a
v01 = v
0
2 =
b
a
. (5.18)
If we perform a linear stability analysis to the system above, the matrix A
(see (2.16) and (2.17)) will be as follows (notice that herein we have chosen
q1 = q2 = q, which is not mandatory):
A =


q b
a
− 1 + b qa+ a2 q b
a
qa
q b
a
− b qa− a2 q b
a
qa
q b
a
qa q b
a
− 1 + b qa+ a2
q b
a
qa q b
a
− b qa− a2

 .
The eigenvalues of this matrix at each value of wave number k will be calcu-
lated numerically. The characteristic polynomial will be of fourth order and
at each point the maximum of the real part and corresponding imaginary
part will be plotted. Figure 5.11 shows a dispersion curve. Due to the non-
linear nature of the coupling, it is quite hard to predict the behaviour of the
system on the basis of the dispersion relation.
Here we start the simulations similarly with the cubic case, namely, by using
the same set of parameters as in the linear case. Once again, the coupling
seems to have a strong effect on the pattern and very strong coupling leads
to very simple patterns. The dispersion curve in Fig. 5.11 predicts that
there should be two separate modes in the pattern. However, this was not
the case and the patterns obtained so far are very simple, which confirms our
hypothesis that only linear and cubic couplings can modify the basic stripe
or spot patterns substantially. The next stage would be to first choose a
very weak coupling and then gradually increase it. Then, with the help of
dispersion relation, a new set of parameters can be tested in order to see, if
we could have a resonance of two separate patterns.
5.4.2 Two-layer BVAM-model
In this section we will use our experience in two-layer systems into a generic
reaction-diffusion system, namely the BVAM-model and show some prelim-
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Figure 5.11: A dispersion curve for the quadratic coupled two-layer model.
Both imaginary and real part of the dominant eigenvalue has been drawn.
Parameters were a = 3, b = 9, q1 = q2 = 0.051, Du1 = 12.6 Dv1 = 27.5,
Du2 = 47.5 and Dv2 = 141.5
inary results of the most recent studies. The model has been introduced
earlier in 2.6 and therefore we will now omit the detailed study of this model
and concentrate on the coupling. The motivation for this research comes
from resent studies of BVAM-model (see [31]). It has been shown that if we
extend our study outside the Turing space we can found very complicated
patterns and they might have applications for instance in modelling cardiac
arrhythmias [46]. Especially interesting case is the one having solitary waves
in the system.
The model equations for the two-layer BVAM-model can be written as fol-
lows:


∂ui
∂t
= Di∇2ui + ηiαi(uj − ui) + F (ui, vi)
∂ui
∂t
= ∇2vi + ηiαi(vj − vi) +G(ui, vi)
, (5.19)
where subscripts i, j = 1, 2, i 6= j specify the layer of the reactive species and
the kinetics are F (u, v) = η(u− av −Cuv− uv2) and G(u, v) = η(bv + hu+
Cuv+uv2). The idea is the same as in (5.1), but one should notice that this
time the coupling terms α1,2 are multiplied by the scaling parameter η1,2 as
well.
The selection of the parameters plays here an important role. First we fix
the parameters for the pattern of solitary wave fronts and then find an ap-
propriate pattern from the Turing space. In Fig. 5.12 we can see a series
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(c) (d)
Figure 5.12: Snapshots of a pattern consisting solitary waves. The parame-
ters are: f = 0.65, g = 0.165, D = 1.0, C = 0 and η = 0.5. The size of the
lattice is 256× 256.
of snapshots of the solitary waves. The size of the lattice is 256 × 256 and
periodic boundary conditions were applied. Throughout the simulations we
use simple Euler’s method and the time step here is dt = 0.002. The ini-
tial condition was a small random perturbation around the w0 = (0, 0) fixed
point. Once the system reached a stable state, we took a snapshot. Notice
that in this pattern there are points that do not move but instead the fronts
rotate around them. Somehow similar behaviour can be seen on the surface
of cultured mono layers of cardiac myocytes (i.e. the “heartbeat”), see [47].
So far, we have managed to couple a Turing pattern and solitons both in
one and two dimensions, such that the Turing pattern will attach and move
with the solitons. This was done by adjusting the stable point of the Turing
system to the vicinity of the peaks of the solitons.
Chapter 6
Conclusions
In this thesis, we have studied two-dimensional patterns generated by reaction-
diffusion mechanism. These systems are often called Turing systems, since a
British mathematician Alan Turing gave an impetus to this kind of research
in 1952. His motivation was biological but here we have studied these systems
from more general perspective. The novelty of this thesis lies in multi-layer
systems where we introduced nonlinear coupling schemes.
In the beginning of this thesis we introduced the two-species reaction diffusion
equations and a few most common reaction kinetics. We carried out a linear
stability analysis in detail in order to show the reader what are the usual
tools to investigate these systems. Similar analysis can be performed on
multi-layer systems, as it was shown in Chapter 5, but then we usually are
forced to resort numerical methods in order to find the eigenvalues of the
system.
The second part of this thesis discussed briefly about the numerical meth-
ods used in the simulations. Due to the complex and nonlinear nature of
the Turing systems, a numerical analysis is practically the only way to solve
these equations. Special attention was paid to numerical integration meth-
ods, since incorrect use of those methods can lead to numerical artifacts and,
therefore, to wrong conclusions. It was observed that if lower order methods
are used, the step size has to be small enough in order to find a converged
solution. Fourth-order Runge-Kutta is usually the best method for numer-
ical integration and we used it to validate the results whenever we felt it is
necessary. An adaptive step size control could make it even better, but in
this particular case it was not implemented. A few ideas of Fourier analysis
were presented, because we used it for analyzing the symmetries of patterns
in addition to naked eye. Very much the same sort of ideas apply for pattern
analysis as for signal analysis, where Fourier analysis is a common tool.
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The third part of the thesis concentrated on nonlinear analysis of reaction-
diffusion equations. First we discussed about dynamics and stability in gen-
eral, and especially found out how we can decide if a system is stable or not.
The next topic was bifurcations, which essentially describes how the dynam-
ics of the system changes: the stabilities of the existing stationary points
may change, new stable points might appear or some of the old ones might
vanish. Again, simple nonlinear analysis is a very powerful tool to find the
stability of these points. However, the main stress of this chapter was put
into amplitude equations. We started with the complex Ginzburg-Landau
equation, which describes any reaction-diffusion system close to the onset of
Hopf bifurcation. Next we showed the amplitude equations for square and
hexagonal Turing systems and then derived the (simplified) equations for the
BVAM model. Only the derivation of the equations for the BVAM model
was shown in detail since all the rest lies beyond the scope of this thesis.
The last part of the thesis concentrated on coupled systems, where most
of the original work of this thesis is presented. At the beginning of the
Chapter 5 we reproduced the simulations that have previously been done
by Epstein’s group (see [21] and [22]). This was done on the one hand, to
validate our simulation programs and, on the other hand to show how the
nonlinear coupling changes the patterns as all the parameters remain the
same. Next, we introduced a new version, where the layers were coupled
non-linearly. The main difference to earlier version is that this time the
layers can actually react with each other, or to be more precise, there can be
a reaction between the species in the intermediate layer. So the interface is
no longer inert. We proposed that this model could simulate reactions e.g. a
biological cell membrane. It has also been shown that a very similar system
can model, for instance, the skin coats of some fish species (see [9]).
We noticed that in the case of nonlinear coupling the strength of the coupling
plays a very important role. Therefore, in order to examine this behaviour
more closely, we started with two patterns initially uncoupled and then we
steadily turned on the coupling. The strength of the coupling was gradually
increased, and after several iterations a snapshot was taken. It was observed
that the pattern changed dramatically even though the step was very small.
The last part of the Chapter 5 continued the research of coupled systems.
The idea was to couple a Turing system with another pattern forming sys-
tem. Essentially this was done by changing the reaction kinetics from the
Brusselator model to the BVAM-model and by selecting the parameters of
the other system from outside the Turing space. It turned out that we can
have solitary waves in this system. This is considered to be novel because
very little research has been carried out about solitons in non-integrable sys-
tems. A few, but very promising, results were obtained in coupling solitons
and a Turing system but they are still under investigation.
Although only numerical analysis of the cubic-coupled system was made,
6. Conclusions 70
we can still draw a few conclusions: The patterns introduced are mainly
quite robust and the system will not move from one pattern to another very
quickly. Contrary to the linear coupling case, the strength of the coupling
plays very important role in pattern formation and usually the coupling has
to be very weak in order to find interesting complex patterns. If the coupling
is strong, only the large wavelength survives and the patterns become very
simple. Similar results have been obtained in simulations [48] and in real
experiments [43]. In addition, different initial states were used to find other
(meta)stable states. Different stationary states did not affect much, but if the
starting point was some other pattern, it either remained almost intact or it
was wiped out totally. The independence of the initial state is often desirable
feature in biological and other applications. Different boundary conditions
(other than periodic) were tested but the results were not encouraging and
due to that we shall not include them to this thesis.
The work started here is not finished at all. Next stage would be to con-
tinue to study the problems presented in the last section of this thesis (i.e.
coupling of the Turing and non-Turing systems). Another direction could be
to investigate different coupling schemes with the Brusselator model. The
effect of noise and different boundary conditions is also yet to be explored.
The numerical analysis is a suitable tool for that, and it can be done before
we get the non-linear analysis for the coupled systems.
Appendix A
Appendix
A.1 Forced complex Ginzburg-Landau equa-
tion
The forced Ginzburg-Landau equation (FCGL) describes the dynamics of
the complex amplitude field in stroboscopic representation determined by
multiples of the driving period. The FCGL is as follows:
∂A
∂t
= (µ+ iν)A− (1 + iα)|A|2A + (1 + iβ)∇2A+ γA∗ (A-1)
where µ represents the distance from the Hopf bifurcation, which gives the
exponential growth rate of homogenous perturbations from the A = 0 state,
ν = Ω − ωf/2 is the detuning, a frequency shift, α represents nonlinear
frequency correction, β represents dispersion and γ is the forcing amplitude.
A∗ is the complex conjugate of A and it describes the effect of the weak
periodic forcing. If we split A into real and complex parts, the equation
(A-1) will be as follows:
∂
∂t
[
U
V
]
=
([
µ+ γ −ν
ν µ− γ
]
− (U2 + V 2)
[
1 −α
α 1
])[
U
V
]
+
[
1 −β
β 1
]
∇2
[
U
V
] (A-2)
Let us define a vector F :
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F =
[
f(U, V )
g(U, V )
]
=
[
(µ+ γ − (U2 + V 2))U + (−ν + α(U 2 + V 2))V
(ν − α(U2 + V 2))U + (µ− γ − (U 2 + V 2))V
] (A-3)
The reaction-diffusion equation has the form:
∂X
∂t
= F (X) +D∇2X (A-4)
and the linearized version of this will be
∂Y
∂t
= A(t)Y +D∇2Y (A-5)
where A(t) is the Jacobian matrix:
A(t) ≡
[
∂f
∂U
∂f
∂V
∂g
∂U
∂g
∂V
]
=
[ −3U2 − V 2 + 2αUV + µ+ γ αU 2 − 2UV + 3αV 2 − ν
−3αU2 − 2UV + ν − αV 2 −2αUV − 3V 2 + µ− γ − U2
]
=
[
µ+ γ −ν
ν µ− γ
]
+
[ −3U2 − V 2 + 2αUV αU2 − 2UV + 3αV 2
−3αU2 − 2UV − αV 2 −2αUV − 3V 2 − U2
]
(A-6)
When α = 0, the equation simplifies to
M (t) = L +N +D, (A-7)
where
L =
[
µ+ γ −ν
ν µ− γ
]
, (A-8)
N =
[ −3U2 − V 2 −2UV
−2UV −U − 3V 2
]
, (A-9)
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and
D =
[
1 −β
β 1
]
∇2. (A-10)
At the fixed point (U, V ) = (0, 0) and with a spatial perturbation δ(x) =
eλt+ikx the eigenvalue problem reads:
∣∣∣∣ a11 − λ a12a21 a22 − λ
∣∣∣∣ = 0 (A-11)
which implies:
λ2 − (a11 + a22)λ− (a11a22 − a12a21) = 0 (A-12)
λ2 − Tλ−∆ = 0 (A-13)
Now T = 2(µ + k2), and ∆ = (µ + k2)2 − γ2 + (ν − βk2) and therefore the
dispersion relation reads
λ1,2(k) = µ− k2 ±
√
γ2 − (ν − βk2)2 (A-14)
The Hopf bifurcation takes place at
µ = 0 , γ < ν (A-15)
The onset of Turing instability requires
γ ≥ −µβ + ν√
1 + β2
, (A-16)
and the critical Turing wavelength is
k2c =
µ+ νβ
1 + β2
. (A-17)
This can be obtained by the λ1 = 0 in Eq.(A-14) which gives
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k2 =
µ+ νβ ±√ψ
1 + β2
(A-18)
where ψ = 2µνβ + β2(γ2 − µ2) + γ2 − ν2. The critical condition requires
that ψ = 0 which gives the condition (A-16). The co-dimension Turing-Hopf
conditions are then:
µc = 0, γc =
ν√
1 + β2
. (A-19)
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