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ABSTRACT
We consider Kohn’s method to generate subelliptic multipliers for the ∂-Neumann prob-
lem. For a domain defined by a real polynomial, we prove that Kohn’s algorithm is
effective in terms of the degree. We then give geometric conditions under which effective-
ness results in the holomorphic setting extend to the real analytic setting. We discuss
related questions on the boundary geometry at Levi degenerate points.
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This thesis is based upon famous work of Kohn from 1979 [K79]. He invented a procedure
to prove certain a priori inequalities of basic interest in partial differential equations
and the function theory of several complex variables. These inequalities are known as
subelliptic estimates. One would like to know the size of a parameter, called the order of
subellipticity, in terms of the boundary geometry. To describe this geometry, D’Angelo
considered the order of contact of possibly singular complex analytic varieties with the
real boundary [D82]. Kohn’s original algorithm does not determine the value of the
order of subellipticity in terms of the maximum order of contact, called the type. We
say that Kohn’s method is not effective in terms of the type. There has been recent
interest [CD10,KZ18,S10,S17] in modifying the procedure to make it effective. We recall
the background notions and describe the above work in Chapter 2, mainly following [K79]
and [D93]. Chapter 2 contains no original results.
Theorem 3.2 is one of the main results in the thesis. This theorem shows that Kohn’s
procedure is in fact effective in terms of the degree when the domain is defined by a
polynomial equation. The proof uses Gröbner basis techniques from commutative algebra,
as well as results of Kollár [Ko88] and Jelonek [J05].
Various authors have considered related multiplier algorithms. We describe these in
detail in Chapter 3. In Chapter 4 we pass from the holomorphic setting to the more
general real analytic setting. In the second main result of this thesis (Theorem 4.1) we
provide a geometric condition under which effectiveness in the holomorphic case extends
to the real analytic setting. In particular, Theorems 3.2 and 4.1 yield Corollary 5.
In Chapter 5 we consider two measurements of the order of contact of q-dimensional
complex analytic varieties with a real hypersurface. When q = 1, both numbers corre-
spond to the type mentioned above. A surprising example of D’Angelo [D80] shows, when
q = 1, that the type does not depend upper semicontinuously on parameters. In Chapter
5 we use this example to show that the two measurements of the q-type may differ. They
do, however, satisfy double inequalities (Theorem 5.2). The author published this result
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in [F19], correcting an error in the literature [BN15].
The unifying theme of this thesis is understanding the geometry of the boundary near
points at which the Levi form degenerates. In particular, the determinant of the Levi
form is the starting point of Kohn’s algorithm. In Chapter 6, we use a contracted Jacobi
identity from [D87] to give simpler proofs of two well-known results in this context. The
first result considers the case where the determinant of the Levi form vanishes identically.
In this situation the boundary is foliated by complex analytic varieties. The second
theorem applies when the Levi determinant vanishes to finite order.
2
CHAPTER 2
SUBELLIPTIC MULTIPLIERS FOR ∂
This chapter begins with a description of the L2 setting for the ∂-Neumann problem.
It continues with the definition of subelliptic estimates and their connection with the
local regularity of the Cauchy-Riemann equations. We focus on the procedure to prove
subelliptic estimates introduced by Kohn, which is based on the notion of subelliptic
multipliers. Kohn’s method is discussed in relation to the boundary geometry, and in
particular to the so-called points of finite type. We then consider a special class of domains
on which Kohn’s method translates into an algebraic procedure in the ring of germs of
holomorphic functions at a point. We present examples to show the lack of effectiveness of
the procedure. The material in this chapter is standard and is taken from [K79] and [D93].
2.1 Subellipticity for the ∂-Neumann problem
Let Ω ⊂ Cn be a bounded pseudoconvex domain. We denote by L20,q(Ω) the Hilbert space
























Define ∂ in the sense of distributions, take its closed maximal extension, and let ∂
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}
.
The ∂-Neumann problem consists in establishing existence and regularity for the system
2f = g
where g is a (0, q) form orthogonal to Ker(2). The Neumann operator N is defined by
N =
2−1 on (Ker(2))⊥0 on (Ker(2)). (2.1)
Let α ∈ L20,q(Ω) be a ∂-closed (0, q) form on Ω. Put u = ∂
∗
Nα. Then u is the unique
solution to the ∂ problem
∂u = α in Ω (2.2)
that is orthogonal to Ker(∂). This solution is called the canonical solution to the ∂-
problem.
We now recall the definition of subelliptic estimates and state a theorem of Kohn
showing that a subelliptic estimate of some order ε > 0 implies local regularity for the
canonical solution. Moreover, the order ε of subellipticity measures the gain in Sobolev
regularity for the canonical solution.
Notation 2.1. We denote by ‖ · ‖ε and ‖ · ‖ the tangential Sobolev norm of order ε and
the standard L2 norm on Ω respectively.
Definition 2.1. Let Ω ⊂ Cn be a bounded pseudoconvex domain with smooth boundary.
The ∂-Neumann problem satisfies a subelliptic estimate on (0, q) forms at a point p ∈ Ω
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if there exist a neighborhood U of p and positive constants C, ε such that the inequality
‖φ‖2ε ≤ C
(∥∥∂φ∥∥2 + ∥∥∥∂∗φ∥∥∥2 + ‖φ‖2 ) = CQ(φ, φ). (2.3)
holds for all (0, q) forms φ compactly supported in U and in the domain of ∂
∗
. The
supremum of all the ε for which the estimate (2.3) holds is called the order of subellipticity
at p.
It is standard to denote the expression in parentheses in (2.3) by Q(φ, φ).
Theorem 2.1 (Kohn). Let Ω ⊂ Cn be a smoothly bounded pseudoconvex domain. Assume
that a subelliptic estimate of order ε holds on (0, q) forms at a boundary point p ∈ bΩ.
Let U be an open neighborhood of p and let α be a ∂-closed form in L20,q(Ω) ∩ C∞(U).
Then the canonical solution ∂
∗
Nα is also smooth on U . In terms of the Sobolev spaces
Hs = Hs(U), we have
α ∈ Hs =⇒ ∂∗Nα ∈ Hs+ε.
The estimate (2.3) holds for every p ∈ Ω with ε = 1. That is, the ∂-Neumann problem
is elliptic in the interior of the domain (see [K79, Proposition 4.7 (A)] or [D93, page
204]). The interesting question is therefore whether a subelliptic estimate holds at a
given boundary point.
2.2 The Kohn algorithm for subelliptic multipliers
In this section we describe the method to prove subelliptic estimates introduced by Kohn
in [K79], which can be regarded as an algorithm. We will focus on the important case
q = 1. All the lemmas in this section are due to Kohn and are essentially contained
in [K79, Proposition 4.7]. A more detailed exposition of the same material including full
proofs can be found in [D93, Chapter 6]. We start by giving the definition of a subelliptic
multiplier.
Definition 2.2. Let Ω ⊂ Cn be a smoothly bounded pseudoconvex domain and let p be a
point in Ω. A germ of a smooth function f at p is a subelliptic multiplier (on (0, 1) forms)
if there exist a neighborhood U of p and positive constants C, ε such that the inequality
‖fφ‖2ε ≤ C
(∥∥∂φ∥∥2 + ∥∥∥∂∗φ∥∥∥2 + ‖φ‖2 )
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holds for all smooth (0, 1) forms φ compactly supported in U and in the domain of ∂
∗
.
The supremum of all possible choices of ε is called the order of the subelliptic multiplier
f at p.
Subellipticity at a point p ∈ Ω is equivalent to the constant function 1 being a subelliptic
multiplier at p. Moreover, the order of subellipticity at p is the same as the order of the
subelliptic multiplier 1 at p.
Lemma 2.1. Let f be a smooth function that vanishes on bΩ. Then the germ of f at a
point p ∈ bΩ is a subelliptic multiplier of order at least ε = 1.
Let C∞p denote the local ring of germs of smooth functions at p, and let I be an ideal
in C∞p . Its real radical radR I consists of all the elements g ∈ C∞p such that |g|k ≤ |f |
near p for some positive integer k and some f ∈ I.
Lemma 2.2. The collection Ep of elements of C∞p that are subelliptic multipliers is an
ideal in C∞p . Moreover, if g ∈ C∞p is such that |g|k ≤ |f | near p for some subelliptic
multiplier f ∈ C∞p of order ε, then g is a subelliptic multiplier of order ε/k. In particular,
Ep is a real radical ideal, that is, Ep = radR Ep.
Kohn invented a way to produce subelliptic multipliers that is now known as the Kohn
algorithm. To describe his procedure we exploit the notion of “vector multiplier”. This
terminology is due to Siu [S10], although the concept is already present in [K79]. Vector
multipliers are sometimes called “allowable one forms” [D93].
Definition 2.3. A smooth (1, 0) form v =
∑n
j=1 vjdzj defined in a neighborhood of a
point p is a vector multiplier if there exist a neighborhood U of p and positive constants








(∥∥∂φ∥∥2 + ∥∥∥∂∗φ∥∥∥2 + ‖φ‖2 ) (2.4)
holds for all smooth (0, 1) forms φ =
∑n
j=1 φjdzj compactly supported in U and in the
domain of ∂
∗
. The supremum of all possible choices of ε is called the order of subellipticity
of v at p.
We will often identify a form with the corresponding n-tuple of components in a specified
basis and call it an allowable row. We say that (v1, . . . , vn) is an allowable row (in the
local basis for (1, 0) forms given by dz1, . . . , dzn) if (2.4) holds.
6
Let L be a matrix with entries in C∞p . We say that L is an allowable matrix if each row
of L is an allowable row.
There is a way to pass from allowable rows and matrices to subelliptic multipliers.
The gradient of a subelliptic multiplier is an allowable row and the determinant of an
allowable matrix is a subelliptic multiplier. The precise statement is contained in the
following lemma.
Lemma 2.3. If f ∈ C∞p is a subelliptic multiplier of order 2ε, then ∂f is a vector
multiplier of order ε. If L is an allowable matrix where each row is allowable of order at
least ε, then detL is a subelliptic multiplier of order at least ε.
With a convenient choice of a local frame, it suffices to consider allowable rows with
n−1 components. To this end, we will express vector fields and differential forms in local
coordinates modelled on the domain Ω.
Recall that bΩ is a smooth real hypersurface, that is, a (2n−1)-dimensional real manifold
in Cn. Its tangent bundle TbΩ is a (2n− 1)-dimensional real bundle, whose complexifica-
tion is denoted by CTbΩ. Consider the usual decomposition CTCn = T 1,0Cn ⊕ T 0,1Cn of
the complexified tangent bundle of Cn. A local section of T 1,0Cn is called a (1, 0) vector
field and is a combination of the ∂/∂zj. We let T
1,0bΩ = CTbΩ ∩ T 1,0Cn.
Let L1, . . . , Ln be a collection of smooth (1, 0) vector fields defined in a neighborhood
U of p, and denote by ω1, . . . , ωn the dual (1, 0) forms. That is, 〈ωi, Lj〉z = δij for every
z ∈ U , where 〈 , 〉z indicates the pairing between a form and a vector field at z. It is
standard in CR geometry to choose these vector fields such that the following properties
are satisfied:
• At every point z ∈ U the vector fields L1, . . . , Ln form an orthonormal basis of
T 1,0z Cn (with respect to the standard Hermitian metric). Moreover, L1, . . . , Ln−1
form an orthonormal basis for T 1,0z bΩ.
• ωn = ∂r.
• For z ∈ U and i, j = 1, . . . , n, we have 〈ωi, ωj〉z = δij. Here 〈 , 〉z denotes the inner
product induced on the vector space of (1, 0) forms at z by the Hermitian metric.
In the local frame just described, the condition that a (0, 1) form be in the domain of ∂
∗





)⇐⇒ ϕn = 0 on bΩ. (2.5)
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Consider a (1, 0) form v =
∑n
j=1 vjωj. In the estimate (2.4) the component vn is
multiplied by ϕn, which is itself a subelliptic multiplier by (2.5) and Lemma 2.1. We thus
only need to keep track of the components v1, . . . , vn−1. It is therefore natural to consider
allowable rows with n − 1 components. If v is a vector multiplier, we call (v1, . . . , vn−1)
an allowable row (in the local frame just described). Since ∂f =
∑n
j=1(Ljf)ωj, Lemma
2.3 can be restated as follows.
Lemma 2.4. Assume that f ∈ C∞p is a subelliptic multiplier of order 2ε. Then the
(n− 1)-tuple (L1f, . . . , Ln−1f) is an allowable row of order ε.
Let r be a local defining function for the domain Ω. Recall that the Levi form is the
Hermitian form defined by restricting the complex Hessian of r to the complex tangent
space TCbΩ = T 1,0bΩ ⊕ T 1,0bΩ. We denote by λ = (λij) the matrix of the Levi form in
the basis L1, . . . , Ln−1. That is, for z near p, we have
λij(z) = 〈∂∂r, Li ∧ Lj〉z, i, j = 1, . . . , n− 1.
Lemma 2.5. The rows of the Levi form λ are allowable of order ε = 1/2.
Combining the results presented so far, Kohn formulated a procedure to generate mul-
tipliers. His algorithm yields an increasing sequence
I1 ⊆ I2 ⊆ I3 ⊆ . . .
of real radical ideals Ik in C
∞
p consisting of subelliptic multipliers. The starting point is
the allowable matrix λ. We let M0 denote the collection of rows of λ. The first ideal of
multipliers I1 is defined as




1 = (r, detλ).
Here ( ) denotes the ideal generated in C∞p by the elements appearing inside the paren-
theses. Exploiting Lemma 2.4, we add new allowable rows to the set M0, thus obtaining
M1 = M0 ∪
{
(L1f, . . . , Ln−1f) | f ∈ I1
}
.
Taking determinants, we can now produce more multipliers. We define inductively, for
j ≥ 2,




Mj = Mj−1 ∪
{
(L1f, . . . , Ln−1f) | f ∈ Ij−1
}
.
Here detMj denotes all the determinants of (n− 1)× (n− 1) matrices whose rows belong
to Mj.
Remark 2.1. While the collection of all subelliptic multipliers at a point p is a real radical
ideal, the collection of all allowable rows is a C∞p -module. Considering at each step the
module generated by the rows Mj will not change the sequence of ideals we obtain. This
point will be discussed in detail in Section 2.3.
When the boundary bΩ is real analytic near a point p ∈ bΩ, subellipticity at p is com-
pletely characterized by whether the Kohn algorithm yields 1 as a subelliptic multiplier
in finitely many steps.
Theorem 2.2. [K79, Theorem 6.27] Let Ω be a bounded pseudoconvex domain in Cn with
real analytic boundary bΩ, and let p ∈ bΩ. Then the following statements are equivalent.
1. A subelliptic estimate holds at p.
2. 1 ∈ Ik for some k.
3. There is no germ of a complex analytic variety at p lying in bΩ.
2.3 The holomorphic Kohn algorithm
We turn our attention to a situation in which Kohn’s algorithm translates into an algebraic
procedure in the ring of germs of holomorphic functions at a point. Consider a domain Ω




|fj(z1, . . . , zn)|2 < 0, (2.6)
where the fj are holomorphic functions that vanish at 0. The functions fj do not depend
on zn+1, and Ω is therefore “rigid”, following the terminology of [BRT85].
Let f = (f1, . . . , fm), and let ∂f be the Jacobian matrix of f . We denote by (∂f)
∗
the Euclidean adjoint of ∂f . For a domain defined by (2.6), the Levi form is given by
λ = (∂f)∗∂f . It follows that the matrix ∂f is allowable, and can be made the starting
point of a procedure to generate subelliptic multipliers which are holomorphic functions
at 0. We call this procedure the holomorphic Kohn algorithm. In particular, the first
multipliers that will be considered are the determinants of n× n submatrices of ∂f .
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|J(fi1 , . . . , fin)|2, (2.7)
where the sum is taken over all possible choices of n of the functions fj. Here J( )
denotes the Jacobian determinant of the functions inside the parentheses. Since det(λ)
is a subelliptic multiplier of order ε = 1/2, it follows from (2.7) that each Jacobian
determinant J(fi1 , . . . , fin) is a subelliptic multiplier of order ε ≥ 1/4.
We now describe the holomorphic Kohn algorithm following [D93, Section 6.4.4]. We
denote by On the local ring of germs at 0 of holomorphic functions in Cn, and we let m
denote the maximal ideal in On. The starting point of the algorithm is a finite collection
P = {f1, . . . , fm} of elements of m called pre-multipliers.

















where 1 ≤ j1 ≤ · · · ≤ jn ≤ m. Recall that the radical of an ideal I in On is the ideal
rad I consisting of all the elements g ∈ On such that gk ∈ I for some positive integer k.
Let I1 = rad I
]
1. For k ≥ 2, we define inductively I
]













. . . ∂hn
∂zn
 , (2.9)
where h1, . . . , hn ∈ {f1, . . . , fm} ∪ Ik−1. Let Ik = rad I]k. We thus obtain an increasing
sequence
I1 ⊆ I2 ⊆ I3 ⊆ . . . (2.10)
of radical ideals of subelliptic multipliers in On. The rows of the matrices (2.8), (2.9)
involved in the process are allowable rows or vector multipliers, following the terminology









corresponds to the differential dfjs . Moreover, the deter-
minant (2.8) is the coefficient of the holomorphic (n, 0) form dfj1∧· · ·∧dfjn . These simple
observations lead to a useful equivalent description of the holomorphic Kohn algorithm,
which is presented below.
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LetM1,0n be the On-module of germs of (1, 0) forms in Cn with holomorphic coefficients.
More explicitly, M1,0n is the free On-module
M1,0n = Ondz1 ⊕ · · · ⊕ Ondzn.
Note, for f ∈ On, that the differential df = ∂f∂z1dz1 + · · · +
∂f
∂zn
dzn is an element of
M1,0n . Denote by (M1,0n )
n
the n-th exterior power of M1,0n , and let ? : (M1,0n )
n → On
be the unique On-linear map with ?(dz1 ∧ · · · ∧ dzn) = 1. This map identifies (M1,0n )
n
with On. The identification itself depends on the choice of coordinates. However, for
elements ω1, . . . , ωs ∈ (M1,0n )
n
, the ideal generated in On by the set {?(ω1), . . . , ?(ωs)} is
independent of the choice of coordinates.
Notation 2.2. Given a subset S of On, we denote by (S) the ideal generated by S in On.
For a subset T of M1,0n , we write 〈T 〉 for the On-submodule of M1,0n generated by T .
Following [Ch06, page 415], we introduce two operators, denoted by I and M respec-
tively, which relate submodules ofM1,0n and ideals of On. Given a submodule M ofM1,0n ,
we define an associated ideal I(M) ⊂ On by
I(M) :=
(
? (α1 ∧ · · · ∧ αn), αj ∈M
)
.
Conversely, to an ideal I of On, we associate a submodule M(I) of M1,0n defined by
M(I) :=
〈
dg, g ∈ I
〉
.
We can reformulate the holomorphic Kohn algorithm using the operators I and M. We
start from a set P = {f1, . . . , fm} of pre-multipliers in m ⊂ On. Define the On-module
M0 := 〈df1, . . . , dfm〉 and the ideals I]1 := I(M0), and I1 := rad I
]
1. For k ≥ 1, we define
inductively
Mk := M(Ik) +M0, I
]
k+1 := I(Mk) Ik+1 := rad I
]
k+1. (2.11)
Vector multipliers are now expressed as differential forms, instead of allowable rows. There
is only one difference between this algorithm and the one described at the beginning of
the section: here, at every step, we have replaced a collection T of vector multipliers with
the corresponding On-module 〈T 〉. The next lemma shows that the procedure described
in (2.11) yields the same sequence of ideals (2.10) obtained above.
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Lemma 2.6. Let M = 〈T 〉 for some subset T ⊂M1,0n . Then
I(M) =
(
? (α1 ∧ · · · ∧ αn), αj ∈ T
)
. (2.12)
Proof. Let J be the ideal on the right side of (2.12). That J ⊆ I(M) is clear. To prove the
inclusion I(M) ⊆ J it is enough to show that every element ?(α1∧· · ·∧αn−1∧
∑m
j=1 hjβj)
belongs to J . Here αj, βj ∈ T , and hj ∈ On. By the On-linearity of ?, we have
?
(








hj ? (α1 ∧ · · · ∧ αn−1 ∧ βj). (2.13)
Since the right side of (2.13) clearly belongs to J , the proof is complete. 
Remark 2.3. The discussion above shows that one obtains the same sequence of ideals of
subelliptic multipliers after replacing every module Mk with a set of generators. Each Mk
admits a set of generators consisting of exact differential forms. Hence it is not restrictive,
in the context of the holomorphic Kohn algorithm, to consider only vector multipliers that
are exact differential forms. This simple observation will be crucial in Section 3.4, where
we discuss the method to obtain subelliptic multipliers introduced by Siu in [S17].
It is natural to ask the following question: if at the k-th step of the procedure we
replace the ideal of multipliers Ik with a set of generators, do we still end up with the
same sequence of ideals (2.10) obtained through the holomorphic Kohn algorithm? The
answer is yes, but the proof requires some care. In particular, one cannot repeat the
same argument used to conclude that the modules Mk can be replaced by corresponding
sets of generators. There the crucial point was that the ideal I(M) can be computed by
restricting the attention to a system of generators of M (Lemma 2.6). In this respect,
however, the behavior of the operator M is different: as we show in the next example,
the module M(I) cannot be determined by considering only the differentials of a set of
generators of I.
Example 2.1. Let I = 〈z1〉 ⊂ O2. Since z1z2 ∈ I, we have
d(z1z2) = z2dz1 + z1dz2 ∈M(I).
Consider only the differential of the generator z1, we obtain the module 〈dz1〉 ⊂ M1,02 .
Although d(z1z2) = z2dz1 mod I, we have that d(z1z2) /∈ 〈dz1〉.
We now formulate precisely the question asked in the previous paragraph. Consider a
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set of pre-multipliers P = {f1, . . . , fm} ⊂ m ⊂ On. Recall that
M0 = 〈df1, . . . , dfm〉, I1 = rad I(M0).
Let g11, . . . , g1l1 ∈ On be generators for I1, that is, I1 = (g11, . . . , g1l1). Define the module
M̃1 and the ideal Ĩ2 as
M̃1 := 〈dg11, . . . , dg1l1〉+M0, Ĩ2 := radI(M̃1).
Inductively, for k > 1, let gk1, . . . , gklk ∈ On be a set of generators for Ik, and define
M̃k := 〈dgk1, . . . , dgklk〉+ M̃k−1, Ĩk+1 := radI(M̃k).
Recall that each module Mk was obtained in (2.11) by taking the differential dg of every
element g ∈ Ik. To define the module M̃k, instead, we only consider the differentials
of a set of generators of Ik. Example 2.1 shows that the resulting modules of vector
multipliers are in general different. That is, for every k, we have M̃k 6= Mk in general. Is
it nonetheless true that the procedure just described yields the same sequence of ideals of
subelliptic multipliers as the Kohn algorithm? That is, is it true that Ĩk = Ik for every
k? The answer is given in the next lemma.
Lemma 2.7. In the notation introduced above, we have that Ĩk = Ik for every k ≥ 2.
Proof. Since, M̃k ⊆Mk for every k, we have that
Ĩk = rad I(M̃k−1) ⊆ rad I(Mk−1) = Ik for every k ≥ 2.
We prove the other inclusion by induction on k. We first argue for the case k = 2.
The crucial observation is that M1 = M̃1 + I1〈dz1, . . . , dzn〉. This equality implies that












hj ? (α1 ∧ · · · ∧ αn−1 ∧ dzj), (2.14)
and the right side of (2.14) clearly belongs to I1. For ideals I and J in On, we have
rad(I + J) = rad(rad I + rad J). Hence I(M1) ⊆ I(M̃1) + I1 implies
I2 ⊆ rad(Ĩ2 + I1).
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By construction I1 ⊆ Ĩ2, and therefore I2 ⊆ Ĩ2, as wanted. The inductive step is proved
in a similar way. For k > 2, assume that Ik ⊆ Ĩk. First note Mk = M̃k + Ik〈dz1, . . . , dzn〉,
and therefore I(Mk) ⊆ I(M̃k) + Ik, which in turn yields Ik+1 ⊆ rad(Ĩk+1 + Ik). The
inductive hypothesis and the construction imply Ik ⊆ Ĩk ⊆ Ĩk+1. Hence Ik+1 ⊆ Ĩk+1. 
Lemmas 2.6 and 2.7 show that the holomorphic Kohn algorithm is a finite procedure:
at every step, one can replace a module of vector multipliers or an ideal of subelliptic
multipliers with a corresponding (finite) set of generators. Lemma 2.7 will be used im-
plicitly whenever we present an explicit example of the Kohn algorithm. In fact, we will
always compute the sequence Ĩk and then identify it with the sequence Ik without further
comments.
2.4 Points of finite type on real hypersurfaces
If the Levi form λ is non-degenerate at a boundary point p, then its determinant is a
unit in C∞p , and therefore, by Lemma 2.5 and Lemma 2.3, a subelliptic estimate holds
at p with ε = 1/2. It is natural to seek geometric conditions implying subellipticity for
ε < 1/2.
Let M be a smooth real hypersurface in Cn. In [D82] D’Angelo gave a way of measuring
the order of contact of possibly singular 1-dimensional complex analytic varieties with M
at a point.
Let p be a point in Cn. We write (V, p) for the germ at p of a complex variety in
Cn. In particular, (C, 0) denotes the germ at 0 of C. Let Γp denote the collection of
parameterized germs of non-constant holomorphic curves γ : (C, 0)→ (Cn, p). We denote
by ν(γ) the order of vanishing of γ − γ(0) at 0; that is, ν(γ) is the unique integer m
for which γ(t) = p + tmu(t) for the germ of a holomorphic map u with u(0) 6= 0. For






Here γ∗g is the pullback of g along γ.
Definition 2.4. Let (M, p) be the germ at p of a smooth real hypersurface in Cn. Let r
be a generator of the principal ideal in C∞p of functions that vanish on M . The type of
M at p is defined by




We say that p is a point of finite type for M if T(M, p) <∞.
Catlin [C83,C84,C87] characterized the points at which a subelliptic estimate holds.
Theorem 2.3 (Catlin). Let Ω be a smoothly bounded pseudoconvex domain in Cn and let
p ∈ bΩ be a boundary point. Then the ∂-Neumann problem satisfies a subelliptic estimate
on (0, 1) forms at p if and only if p is a point of finite type.
Remark 2.4. Under the assumption that the boundary bΩ is real analytic, condition (3)
in Theorem 2.2 is equivalent to bΩ being of finite type at p [D93, Theorem 4.4]. It remains
an open problem whether condition (2) in Theorem 2.2 is necessary for subellipticity when
the boundary is smooth but not real analytic.
Remark 2.5. We are still focusing on the case q = 1. Subellipticity on (0, q) forms is
related to the order of contact with q-dimensional complex analytic varieties. The issues
connected with the definition of the so called q-type are discussed in Chapter 5.
2.5 Algebra in the ring On




|fj(z1, . . . , zn)|2 < 0, (2.15)
where {f1, . . . , fm} ⊂ m ⊂ On. For such a domain, the type at the origin T(bΩ, 0)
corresponds to a measurement associated to the ideal (f1, . . . , fm) generated in On by the
elements f1, . . . , fm.
Definition 2.5. Let I ⊂ On be an ideal, and let Γ denote the collection of all the param-
eterized germs of non-constant holomorphic curves at 0 in Cn. We define the order of






The following statement is an easy special case of [D93, Theorem 4 in Chapter 4].
Theorem 2.4. Let Ω ⊂ Cn+1 be defined by (2.15), and let I = (f1, . . . , fm) be the ideal
generated by f1, . . . , fm in On. Then
T(bΩ, 0) = 2 T(I).
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In particular, the domain Ω is of finite type at 0 if and only if the germ of the variety
defined at 0 by f1, . . . , fm is zero-dimensional, that is, V (f1, . . . , fm) = {0}.
Notation 2.3. Motivated by Theorem 2.4, we sometimes call the quantity T(I) the type
of an ideal I in On.
We recall other measurements of the order of singularity of a zero-dimensional ideal
that are common in commutative algebra.
Definition 2.6. Let I ⊂ On be an ideal. We define the multiplicity of I as the dimension
as a complex vector space of the local algebra On/I. That is,
mult(I) := dimCOn/I.
Definition 2.7. Let I ⊂ On be an ideal. We let
K(I) := inf {k ∈ N : mk ⊆ I},
with the convention that inf ∅ =∞.
Remark 2.6. Let I ⊂ On be an ideal. By the analytic Nullstellensatz, each of the
numbers T(I),mult(I),K(I) is finite if and only if the ideal I is zero-dimensional, that
is, V (I) = {0}.
Not only are the three numbers T(I),mult(I), and K(I) simultaneously finite, but
they are also related by the following inequalities.
Theorem 2.5. [D93, Theorem 2.2] Let I be a 0-dimensional ideal I in On. Then







Notation 2.4. To simplify the notation, we will sometimes identify a subset of On and
the corresponding ideal. For instance, we will write “the multiplicity of P” or “mult(P)”
to mean the multiplicity of the ideal (P) generated in On by a set P ⊂ On.
We close this section by recalling a few more algebraic notions. For an ideal I in On,
the radical rad I is the ideal of all the roots (of any order) of elements of I. It is also
called the full radical of I. We define the radical of order k of I as the ideal
radk I :=
{
g ∈ On | gj ∈ I for some j ≤ k
}
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containing all the roots up to order k of the elements of I. Since On is Noetherian, we have
rad I = radk I for some k ≥ 1. We call the infimum of such k the order of the radical rad I,
or the Noether exponent of I, using a terminology coming from commutative algebra.
Definition 2.8. For an ideal I ⊂ On, the Noether exponent e(I) is defined as the mini-
mum power of the radical rad I that is contained in I. That is,
e(I) := inf
{
k ∈ N : (rad I)k ⊆ I
}
.
Remark 2.7. Note that e(I) = K(I) whenever I is zero-dimensional.
2.6 Lack of effectiveness of the holomorphic Kohn algorithm
Consider the holomorphic Kohn algorithm as defined in Section 2.3. In this section, we
prepare for the next chapter by discussing the failure of effectiveness in terms of the type.
For a set of pre-multipliers P ⊂ m ⊂ On, the procedure yields an increasing sequence
I1 ⊆ I2 ⊆ I3 ⊆ . . . (2.16)
of radical ideals of subelliptic multipliers in On. Since the ring On is Noetherian, the
sequence (2.16) eventually stabilizes, that is, there exists k such that Ik = Ij for all j ≥ k.
We are especially interested in the case where the algorithm gives a unit as a subelliptic
multiplier, that is, when the sequence (2.16) stabilizes to the full ring On. The next result,
due to Kohn, characterizes this situation. A purely algebraic proof (of a more general
statement) can be found in [Ch06, Theorem 2].
Proposition 2.1. [K79, Proposition 7.10] The sequence (2.16) stabilizes to the full ring
On if and only if the set P defines the germ of a zero-dimensional variety at the origin,
that is, V (P) = {0}.
Remark 2.8. By Theorem 2.4, the condition V (P) = {0} is equivalent to Ω being of finite
type at 0. Recall that the origin is of finite type if and only if a subelliptic estimate holds
there (Theorem 2.3). Hence subellipticity for a domain defined by (2.15) is completely
characterized by whether the holomorphic Kohn algorithm yields a unit as a subelliptic
multiplier.
Remark 2.9. Let Ik be the ideal in (2.16) at which the sequence stabilizes. That is,
we have Ij = Ik for j ≥ k, and Ik−1 6= Ik. Kohn’s proof of Proposition 2.1 shows, for
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j = 1, . . . , k − 1, that dim Ij+1 = dim Ij − 1. In particular, since dim I1 ≤ n− 1, we have
that k ≤ n+ 1.
Consider the holomorphic Kohn algorithm applied to the pre-multipliers P . Proposition
2.1 shows that whether the algorithm yields a unit as a multiplier depends only on the
ideal (P) . The process itself, however, as we will see shortly, does not depend on the
ideal alone, but on the specific set of pre-multipliers. We say that the Kohn algorithm is
not effective.
The ineffectiveness of the Kohn algorithm was observed in [CD10]. We present here a
simple instance of this phenomenon. In Example 2.2 below, we consider a zero-dimensional
set of pre-multipliers P depending on a parameter k. The holomorphic Kohn algorithm
applied to P requires taking a radical of order k. More precisely, the Noether exponent of
the second ideal of multipliers I]2 is equal to k. The ideal (P), however, is independent of
k. After taking a radical of order k, the order of subellipticity is divided by k. Hence it is
impossible to establish a lower bound for the order of subellipticity of the multipliers in I2
as a function of the type (which depends only on the ideal (P), and is thus independent
of k).
Notation 2.5. The holomorphic coordinates in Cn will be usually denoted by z1, . . . , zn.
When working in C2 or C3, however, we will call the variables (z, w) or (z, w, ζ) respec-
tively.
Example 2.2. Consider the set P = {z, w3 + zkw} ⊂ O2, where k ∈ N. The first step of
the Kohn algorithm for the set of pre-multipliers P gives the matrix of allowable rows(
1 0
kzk−1w 3w2 + zk
)
.
Taking the determinant yields the radical ideal I]1 = I1 = (3w
2 + zk). Considering the
gradient of the generator of I1 gives the new allowable row (kz
k−1 6w). Taking one more
determinant, we obtain I]2 = (3w
2 + zk, 6w) = (zk, w). Note that I2 = rad I
]
2 = (z, w).
Here we have taken a radical of order k. The ideal (P) = (z, w3), however, is independent
of k, and so are the measurements associated to it. Indeed, T(P) = mult(P) = K(P) = 3.
Remark 2.10. For the set P of Example 2.2 one can easily find an alternative effective
procedure to obtain a unit as a subelliptic multiplier. Instead of taking the radical of the
ideal I]1, we can consider the gradient of the multiplier 6w, thus obtaining the allowable
row (0 6). A new determinant then gives the unit 6 as a multiplier. Hence taking three
Jacobian determinants and no radical constitutes an effective algorithm on P . The same
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reasoning can be generalized to prove the following. Let P = {f1, . . . , fm} ⊂ m ⊂ On be
a set of multiplicity M = mult(P) such that the Jacobian matrix of P is of corank 1 at
the origin. Then taking M Jacobian determinants and no radicals constitutes an effective
algorithm to produce a unit as a subelliptic multiplier starting from the set P .
The following well-known example shows that one cannot avoid taking radicals, in
general.
Example 2.3. Let P = {z2, zw, w2} ⊂ O2. The Kohn algorithm gives the allowable rows 2z 0w z
0 2w
 . (2.17)
The first ideal of multipliers is I]1 = (z
2, zw, w2) = m2. If we do not take a radical, at the
next step of the algorithm we obtain the same allowable rows (2.17). Hence our sequence
of ideals of multipliers stabilizes at I]1. In particular, if we do not take radicals, then we
do not obtain a unit as subelliptic multiplier.
Recent research considers modifying Kohn’s procedure to make it effective in some
classes of domains. The goal is to obtain an algorithm that for every zero-dimensional set
P ⊂ On produces a unit as a subelliptic multiplier, as well as giving a lower bound for
the order ε of subellipticity in terms of the type T(P) (or, equivalently, the multiplicity
mult(P)). We call such algorithm an effective multiplier algorithm in On.
Finding an effective multiplier algorithm that works in general remains an open problem.
An effective procedure has been established for all zero-dimensional subsets of O2 [KZ18]
and for “triangular systems” in On [CD10]. We will discuss these algorithms and their
generalizations in Chapter 3.
Remark 2.11. Let f(z) = (f1(z), . . . , fn(z)) be a n-tuple of germs of holomorphic func-
tions at 0 in the variables z = z1, . . . , zn. Let Jzf denote the Jacobian determinant of f
(with respect to the variables z1, . . . , zn). Consider a local biholomorphic change of coor-
dinates z = z(ζ). By the chain rule, we have Jζf = Jzf · Jζz. Since Jζz is a unit in On,
we conclude that the sequence of ideals of multipliers obtained through the holomorphic
Kohn algorithm is independent of biholomorphic changes of coordinates. In particular,
whether the algorithm is effective on a set P ⊂ On does not depend on the choice of a
local system of coordinates.
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CHAPTER 3
MULTIPLIER ALGORITHMS IN THE
HOLOMORPHIC SETTING
The ineffectiveness of the holomorphic Kohn algorithm comes from taking radicals whose
orders cannot be estimated by a function of the multiplicity of the set of pre-multipliers
P . The main result of this chapter deals with the situation in which P consists of holo-
morphic polynomials. Using results and techniques from commutative algebra, we prove
in Theorem 3.2 one of the main results of this thesis: the Kohn algorithm is effective
with respect to the degree of the pre-multipliers.
We open the chapter by considering a situation where the Noether exponent of the first
ideal of multipliers arising in the Kohn algorithm can be estimated effectively. Central
to this section is the algebraic notion of a regular sequence. We then present an effective
multiplier algorithm in O2 due to Kim and Zaitsev. We exploit the Kim-Zaitsev algorithm
and our observations on regular sequences to obtain an effective procedure for a class of
subsets in O3 which we call “approximate triangular systems”. We then consider work
of Siu on multiplier ideals for general systems of PDEs. We show that, in the case of
the ∂-Neumann problem on domains given by sums of Hermitian squares, the procedure
of Siu to generate subelliptic multipliers yields the same sequence of ideals as the Kohn
algorithm. The last section of the chapter contains the proof of Theorem 3.2. This proof
is independent of the results of Kim-Zaitsev and Siu.
3.1 Regular sequences in On
We start by recalling a definition from commutative algebra [D93, Section 2.2.3].
Definition 3.1. Let R be a commutative regular local ring with identity and maximal
ideal m. An ordered collection (f1, . . . , fk) of elements of m is called a regular sequence
of length k if for every j = 2, . . . , k the element fj is not a zero divisor in the quotient
ring R/(f1, . . . , fj−1).
Notation 3.1. Recall that we write ( ) to denote the ideal generated in a ring by the set
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inside the parentheses.
In a Noetherian local ring as the ring of germs On, the property of being a regular
sequence for a collection (f1, . . . , fk) is independent of the order of the elements fj. It
thus makes sense to say that a finite subset P of On is a regular sequence.
The next lemma is crucial in making the connection between regular sequences of length
n and the Kohn algorithm in On.
Lemma 3.1. [D93, page 65] Let P = {f1, . . . , fn} be a regular sequence in On. Let J be
the Jacobian determinant of the functions f1, . . . , fn. Then J 6∈ (P).
We can use Lemma 3.1 to obtain an estimate for the order of vanishing at 0 of the
Jacobian determinant of a regular sequence of length n in On.
Lemma 3.2. Let P = {f1, . . . , fn} be a regular sequence in On with multiplicity M , and
let J be the Jacobian determinant of the functions f1, . . . , fn. Then
ν(J) ≤ n(M − 1).
Proof. Let m be the maximal ideal in On. By Theorem 2.5 we have that K(P) ≤ M ,
and therefore mM ⊆ (P). Assume by contradiction that ν(J) ≥ n(M − 1) + 1. Then, for
every monomial in the power series of J , there exists a variable zj whose power is at least
M . Hence J ∈ mM ⊆ (P), which is absurd by Lemma 3.1. 
If a set of pre-multipliers P ⊂ On consists of a regular sequence of length n, then the first
ideal of multipliers I]1 is generated by a single Jacobian determinant. For a principal ideal
(f) in On, the Noether exponent e(I) is equal to the maximum power of an irreducible
factor of f . This number is clearly bounded by the order of vanishing of f . Combining
these simple observations with Lemma 3.2, we obtain the following statement.
Proposition 3.1. Let P be a regular sequence of length n in On, and let M = mult(P).
Then the first radical taken in the holomorphic Kohn algorithm has order at most n(M−1).
In the next example we consider a case where the set of pre-multipliers is not a regular
sequence. The Noether exponent of the first ideal of multipliers I]1 need not be bounded
by a function of the multiplicity mult(P).
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Example 3.1. Let P = {z2, w2, zkw} ⊂ O2, for k ≥ 2. The first step of the Kohn
algorithm for the set of pre-multipliers P gives the allowable matrix 2z 00 2w
kzk−1w zk
 .
Hence I]1 = (zw, z
k+1, w2zk−1) = (zw, zk+1), and I1 = rad I
]
1 = (z). Note e(I
]
1) = k + 1.
However, mult(P) = 4 is independent of k.
Remark 3.1. In Example 3.1 one could just ignore the element zkw and generate mul-
tipliers by applying the holomorphic Kohn algorithm to the regular sequence {z2, w2}.
This procedure is effective on P . The approach of restricting the attention to a subset of
pre-multipliers forming a regular sequence, however, is not effective in general. Consider
for instance the set P = {z, w3 + zkw, zw} ⊂ O2, where k ≥ 2. The Kohn algorithm is
effective for P . On the other hand, P contains the single regular sequence {z, w3 + zkw},
and we know that the Kohn algorithm is not effective on such a set (Example 2.2). In
this case, by restricting to a regular sequence, the Kohn algorithm becomes ineffective.
3.2 The Kim-Zaitsev algorithm
Kim and Zaitsev [KZ18] formulated an effective version of the holomorphic Kohn al-
gorithm in dimension 2. We describe their procedure starting from an arbitrary zero-
dimensional set of pre-multipliers P in O2. Let T = T(P). The steps of the Kim-Zaitsev
algorithm are as follows:
1. Find a multiplier F whose order of vanishing ν(F ) can be estimated in terms of T .
In particular [KZ18, Section 4.1], there exists a multiplier F , obtained by taking a
Jacobian determinant of elements of P , that satisfies
ν(F ) ≤ T (T − 1). (3.1)
2. Write the germ of the variety defined by the multiplier F at 0 as an effective divisor
V (F ) =
∑
j njZj. Here the Zj are germs at 0 of irreducible 1-dimensional complex
analytic varieties, and the nj are positive integers. For each j, let γj be a minimal
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parameterization of Zj. Note that∑
j
njν(γj) = ν(F ). (3.2)
Indeed, each Zj is the zero set of an irreducible factor gj of F inOn, where gj appears





3. For every curve γj, let ϕ ∈ P be a pre-multiplier with νγj(ϕ) ≤ T . Such a ϕ exists
by the definition of T(P). Let F1 be the multiplier obtained by taking the Jacobian
determinant of F and ϕ. That is, F1 = J(F, ϕ). Inductively, for j > 1, define
Fj = J(Fj−1, ϕ). We thus obtain a sequence of multipliers Fj. Kim and Zaitsev
proved [KZ18, Lemma 3.3] that there exists k ≤ ν(F ) such that the multiplier Fk
enjoys the property νγj(Fk) ≤ (T − 1)ν(F ). In other words, after at most ν(F )
Jacobian determinants, we obtain a multiplier, which we rename Gj, such that
νγj(Gj) ≤ (T − 1)ν(F ). (3.3)
A key tool in the proof of this fact is the notion of jet vanishing order, which we do
not introduce here.
4. Let G be a generic linear combination of the Gj. Hence G is a multiplier with
ν(γ∗jG) ≤ ν(γ∗jGj) for every j. (3.4)
5. Finally, consider the ideal of multipliers (F,G) generated by F and G in O2. To
compute the multiplicity of this ideal, we can exploit a formula from intersection


















Applying (3.3), (3.2), and (3.1), we obtain
mult(F,G) ≤ (T − 1)ν(F )
∑
j
njν(γj) = (T − 1)
(
ν(F )
)2 ≤ (T − 1)3T 2. (3.6)
6. Recall that K(F,G) ≤mult(F,G) (Theorem 2.5). Hence, taking a radical of order
(T − 1)3T 2 of the ideal (F,G) yields the maximal ideal m = (z, w) as an ideal of
multipliers.
7. Taking the Jacobian determinant J(z, w) of the coordinate functions z and w gives
1 as a multiplier.
The effective variant of the holomorphic Kohn algorithm in O2 that we have just de-
scribed has an immediate consequence in the context of subelliptic estimates for domains
in C3 defined, as in (2.15), in terms of sums of Hermitian squares.




|fj(z1, z2)|2 < 0,
where the fj are holomorphic functions. Assume that Ω is of finite type 2T at the origin.
Then a subelliptic estimate holds at 0 with order of subellipticity
ε ≥ 1
2T (T−1)+3T 2(T − 1)3
. (3.7)
Proof. We apply the Kim-Zaitsev algorithm to the set of pre-multipliers P = {fi, . . . , fl}.
By Theorem 2.5 we have T = T(P). The element F in step (1) is obtained by taking
a Jacobian determinant of pre-multipliers, and is therefore a multiplier of order ε ≥ 1/4
(Remark 2.2). Recall that the order of subellipticity is divided by 2 after taking a Jacobian
determinant, and by s after taking a radical of order s. Each multiplier Gj is obtained
from F after taking at most ν(F ) Jacobian determinants. By (3.1), every Gj is a multiplier
of order ε ≥ 1/(2T (T−1)+2). Since G is a generic linear combination of the Gj, the same
lower bound for the order of subellipticity applies. After taking a radical of order at most
T 2(T−1)3 and one more Jacobian determinant (steps (6) and (7)), we obtain the function
1 as a subelliptic multiplier with order of subellipticity ε satisfying (3.7). 
The Kim-Zaitsev algorithm relies on the two following facts:
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1. Let γ be the germ of a holomorphic curve and F a multiplier that vanishes identically
on γ. It is always possible to produce a new multiplier G vanishing to finite order
along γ by only taking Jacobian determinants. (This is the content of step (3)
above).
2. The number of curves γj that need to be considered can be estimated by a function
of the type. (See (3.1) and (3.2)).
Both these statements can fail in higher dimensions.
Let P ⊂ O3 be a regular sequence of length 3, with M = mult(P). By Proposition
3.1, after taking one Jacobian determinant and one radical of order at most 3(M − 1),
we obtain the ideal of multipliers I1. Considering at most 3 more Jacobian determinants,
we generate the ideal of multipliers I]2, whose zero set V (I
]
2) is of dimension 1. Starting
from the parameterized 1-dimensional components γj of V (I
]
2), we would like to proceed
as in the Kim-Zaitsev algorithm to obtain 1 as a subelliptic multiplier with an effective
procedure. Unfortunately, even in this simplified situation, both statements (1) and (2)
above can fail, as we show in the next examples.
Example 3.2. Let P = {z, w2 + wzM , ζ2 + ζzM} ⊂ O3, where M ≥ 1. At the second
step, the Kohn algorithm gives the O3-module M1 of vector multipliers generated by the
rows of the matrix 
1 0 0
0 2w + zM 0
0 0 2ζ + zM
0 4ζ + 2zM 4w + 2zM
 ,
and the one-dimensional ideal
I]2 = I(M1) = ((2w + z
M)(2ζ + zM), (2w + zM)2, (2ζ + zM)2).
It is readily checked that M(I]2) ⊂ M1. In particular, for any curve γ in V (I
]
2), it is not
possible, by taking only Jacobian determinants, to obtain a multiplier that vanishes to
finite order along γ. Note that e(I]2) = 2. Hence a radical of order 2 is needed to proceed
with the Kohn algorithm and reduce the dimension of the ideal of multipliers.
Example 3.3. Let P = {z, w, ζ3 + ζ2Ak} ⊂ O3, for k ≥ 2. Here Ak =
∏k
j=1(z−αjw) for
fixed distinct complex numbers αj. Note that (P) = (z, w, ζ3), and thus mult(P) = 3.
The first two steps of the Kohn algorithm yield the radical ideals I]1 = I1 = (3ζ
2 + 2Akζ)
and I]2 = I2 = (3ζ
2 + 2Akζ, 6ζ + 2Ak). The curves γj(t) = (αjt, t, 0), j = 1, . . . , k are
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all distinct and contained in V (I2). Hence the number of one-dimensional components of
V (I2) cannot be bounded by a function of the multiplicity mult(P), which is independent
of k. The Kohn algorithm itself is effective for P . Moreover, P is a set whose Jacobian
matrix has corank 1 at the origin, and therefore an effective algorithm is available in which
no radical is involved (Remark 2.10). We can modify the example so that the Jacobian
matrix has corank 2 at the origin by considering instead the set P = {z, w2, ζ3 + ζ2A}.
Similar computations as above show that the same phenomenon occurs: the quantity
mult(P) = 6 is independent of k, while the variety V (I2) contains at least k distinct
germs of curves through the origin.
3.3 Approximate triangular systems in O3
In this section we combine the Kim-Zaitsev algorithm [KZ18] described above with the
triangular system strategy of Catlin-D’Angelo [CD10] and our observations on regular
sequences (Section 3.1). We obtain an effective version of the holomorphic Kohn algorithm
for a class of subsets of O3 slightly more general than triangular systems.
Definition 3.2. Let P = {h1, h2, h3} be a regular sequence in O3. We say that P is an
approximate triangular system if the following are true:
1. The variety defined by P is zero-dimensional, that is, V (P) = {0}.
2. Possibly after a holomorphic change of coordinates and renaming the elements of
P, the functions h1, h2 depend only on the variables z1, z2.
Remark 3.2. In contrast with the case of a triangular system, the Jacobian of P is not
a triangular matrix, in general.
Proposition 3.2. There is an effective version of the holomorphic Kohn algorithm for sets
of pre-multipliers P in O3 forming an approximate triangular systems. More precisely,
let P be of multiplicity M = mult(P). There exists a procedure to obtain a unit as a
subelliptic multiplier that involves taking at most 4M2 + 2M Jacobian determinants, at
most 4M2 radicals of order 2, and one radical of order at most 4(M − 1)3.
Proof. The element h3 is regular of some order k in the variable z3. Hence, after a
holomorphic change of coordinates that fixes z1 and z2, we can assume that h3 is a
Weierstrass polynomial in the variable z3. That is,
h3 = z
k
3 + ak−1(z1, z2)z
k−1
3 + · · ·+ a1(z1, z2)z3 + a0(z1, z2)
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where the aj are holomorphic functions in the variables z1 and z2 such that aj(0, 0) = 0
for j = 1, . . . , k. We now compute M = mult(P). Let m be the multiplicity of the zero-
dimensional ideal defined by h1 and h2 in O2. Hence the variety V (h1, h2) ⊂ C3 consists
of the coordinate curve γ(t) = (0, 0, t) defined with multiplicity m. By [D93, Theorem
2.3] we have
M = mult(h1, h2, h3) = mν(h3 ◦ γ) = mk.
Let J ∈ O2 be the Jacobian determinant of the functions h1 and h2. Following [CD10,
Theorem 5.1], we denote ∂jh3/∂z
j
3 by D
jh3. The first multiplier we consider is the Ja-
cobian determinant J(h1, h2, h3) = J · Dh3. After one more Jacobian determinant, we
obtain the subelliptic multiplier J(h1, h2, J ·Dh3) = J2 ·D2h3. Taking a radical of order
2 yields J · Dh3 as a multiplier. Inductively, if J · Djh3 is a multiplier, then one more
Jacobian determinant J(h1, h2, J · Djh3) and a radical of order 2 give J · Dj+1h3 as a
multiplier. Hence, after k Jacobian determinants and k− 1 radicals of order 2, we obtain
J as a multiplier.
Arguing in the same way, we see that if f and g are multipliers (or pre-multipliers) in
the variables z1, z2, then after k Jacobian determinants and k− 1 radicals of order 2, one
obtains the Jacobian determinant J(f, g) ∈ O2 as a multiplier.
We can therefore follow the Kim-Zaitsev algorithm applied to the set {h1, h2} ⊂ O2,
starting from the multiplier J = J(h1, h2). By Proposition 3.1 we have ν(J) ≤ 2(m− 1),
and we can thus take J to play the role of F in the Kim-Zaitsev algorithm (step (1) in
Section 3.2). By the argument above, every time the algorithm calls for a 2× 2 Jacobian
determinant, we need k Jacobian determinants in O3 and k − 1 radicals of order 2 to
conclude that the wanted 2× 2 determinant is a multiplier.
For each germ of a holomorphic curve γj defined by J at 0, we follow step (3) of the
Kim-Zaitsev algorithm. Combining with the observations above, we see that after at most
2(m−1)k Jacobian determinants in O3 and 2(m−1)(k−1) radicals of order 2, we obtain
a multiplier Gj depending only on z1 and z2 such that
νγj(Gj) ≤ (T − 1)ν(F ),
where T denotes the type of P , that is, T = T(P). Since there are at most ν(F ) germs
of curves γj to consider and ν(F ) ≤ 2(m− 1), the total number of Jacobian determinants
needed at this step is at most 4(m − 1)2k, and the total number of radicals of order 2
is at most 4(m − 1)2(k − 1). Taking a generic linear combination of the Gj, we obtain
a multiplier G depending only on z1 and z2 that has the following property (step (4) in
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Section 3.2): considering the ideal (J,G) generated by J and G in O2, we have
mult(J,G) ≤ (T − 1)
(
ν(J)
)2 ≤ 4(T − 1)(m− 1)2.
Taking a radical of order at most 4(T − 1)(m− 1)2, we thus obtain the coordinate func-
tions z1, z2 as multipliers. Hence the Jacobian determinant J(z1, z2, h3) = Dh3 is also a
multiplier, and so is J(z1, z2, Dh3) = D
2h3. After k Jacobian determinants, we obtain
J(z1, z2, D
k−1h3) = D
kh3 as a multiplier. Note that D
kh3 is a unit in O3. The total
number of Jacobian determinants considered throughout the procedure is at most
4(m− 1)2k + 2k ≤ 4M2 + 2M.
Moreover, we have taken at most
4(m− 1)2(k − 1) + (k − 1) = (k − 1)(4(m− 1)2 + 1) ≤ 4M2
radicals of order 2, and one radical or order at most 4(T − 1)(m− 1)2. Finally, recall that
T ≤M by Theorem 2.5. 
The effective procedure in Proposition 3.2 yields an effective lower bound for the order
ε of subellipticity on domains of finite type in C4 given in terms of sums of Hermitian
squares.




|fj(z1, z2, z3)|2 < 0,
where the fj are holomorphic functions forming an approximate triangular system. As-
sume that Ω is of finite type 2T at the origin. Then a subelliptic estimate holds at 0 with
order of subellipticity
ε ≥ 1
27T 3+3 T 7
. (3.8)
Proof. We apply the procedure described in Proposition 3.2 to the set P = {f1, f2, f3}.
By Theorem 2.4 we have T = T(P). We let m, k,M be as in the proof of Proposition 3.2.
Hence M = mult(P) = mk. The first multiplier is the Jacobian J(f1, f2, f3), with order
of subellipticity at least 1/4. The element J ∈ O2 given by the Jacobian determinant
J(f1, f2) is produced after taking k more Jacobian determinants and k−1 radicals of order
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2. Hence J has order of subellipticity ε ≥ 1/(22k+1). Each multiplier Gj is obtained after
at most 2(m− 1)k more Jacobian determinants and 2(m− 1)(k − 1) radicals of order 2.
Hence the order of subellipticity of Gj is at least ε ≥ 1/(22k+1+2(m−1)(2k−1)). Since G is a
linear combination of the elements Gj, the same lower bound on the order of subellipticity
applies. To obtain a unit, the procedure still requires k Jacobian determinants and a
radical of order at most 4(T −1)(m−1)2. We therefore obtain 1 as a subelliptic multiplier
with order of subellipticity
ε ≥ 1
23k+1+2(m−1)(2k−1)4(T − 1)(m− 1)2
. (3.9)
Combining (3.9) with M = mk ≤ T 3 (Theorem 2.5) yields (3.8).

We now give an example of an approximate triangular system P for which the Kohn
algorithm is not effective. Proposition 3.2 provides an effective algorithm for P .
Example 3.4. Let P ⊂ O3 be given by P = {zw, z2 + w2, ζ3 + zkζ}, where k ≥ 3. The
first step of the Kohn algorithm yields the allowable matrix w z 02z 2w 0
kzk−1ζ 0 3ζ2 + zk
 , (3.10)
from which one gets the radical ideal I]1 = I1 = ((w
2 − z2)(3ζ2 + zk)). The gradient of
the generator of I1 gives the allowable row(
−2z(3ζ2 + zk) + kzk−1(w2 − z2) 2w(3ζ2 + zk) 6ζ(w2 − z2)
)
. (3.11)
Taking the determinant of the matrix formed by the first two rows of (3.10) and row (3.11),
we get 6ζ(w2− z2)2 ∈ I]2. Since (w2− z2)2(3ζ2 + zk) ∈ I1 ⊂ I2, then zk(w2− z2)2 ∈ I
]
2. It
follows that z(w2− z2) ∈ I2 = rad I]2. We now show that there exists no m < k such that




−2zk+1 + kzk−1(w2 − z2) 2wzk 0
 . (3.12)
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Every non-zero 3×3 determinant of the matrix (3.12) is divisible by zk. We conclude that
a radical of order k is needed at the second step of the procedure. Since mult(P) = 12 is
independent of k, the Kohn algorithm is not effective on P .
Note that there exists no biholomorphic change of coordinates in O3 for which the
Jacobian matrix of P is triangular.
3.4 The algorithm of Siu for subelliptic multipliers
In this section we make some remarks on recent work of Siu. In [S17] he extended the
techniques of multiplier ideal sheaves for the ∂-Neumann problem to general systems of
partial differential equations. As a special case, he then obtained a new procedure to
generate subelliptic multipliers for the ∂-Neumann problem.
Theorem 3.1. [S17, Theorem 6.1] Let A be a n×n allowable matrix such that each row
is a vector multiplier at 0 with order of subellipticity at least ε (for some 0 < ε ≤ 1). Let








is a vector multiplier at 0 with order of subellipticity at least ε/2.
In the next proposition we show that if the rows of the matrix A correspond to exact
(1, 0) forms, then the multiplier (3.13) is equal to the differential of the determinant of A.
Proposition 3.3. Assume that A is a n × n allowable matrix such that each row is an











Remark 3.3. Let A be a n × n matrix whose rows are vector multipliers with order
of subellipticity at least ε, for some 0 < ε ≤ 1. It is proved in the original paper of
Kohn [K79, Proposition 4.7] that
∑n
j=1 ∂j(detA)dzj is an allowable vector multiplier with
order of subellipticity at least ε/2. (See also Lemma 2.3 and Lemma 2.4).
Remark 3.4. By Remark 2.3, the holomorphic Kohn algorithm is completely character-
ized by vector multipliers that are exact differential forms. Hence the procedure of Siu
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to generate subelliptic multipliers yields the same sequence of ideals of multipliers as the
Kohn algorithm.
The proof of Proposition 3.3 relies on a linear algebra lemma, which we now present.




A†kiAik for each k ∈ {1, . . . , n}. (3.14)













for each j, k ∈ {1, . . . , n}. (3.15)
The next lemma shows that one can obtain ∂j(detA) leaving the entries of the adjunct
matrix undifferentiated (that is, removing the term (1) from (3.15)), but paying the price
of summing over both indices i and k in the term (2). The precise statement is as follows.





The proof of Lemma 3.3 is presented below. We now show how to exploit Lemma 3.3
to prove Proposition 3.3.
Proof of Proposition 3.3. Since the rows of the matrix A are exact, then there exist holo-
morphic functions g1, . . . , gn such that
Alj = ∂jgl for every j, l ∈ {1, . . . , n}.
Hence
∂kAlj = ∂k∂jgl = ∂j∂kgl = ∂jAlk.


















where the last equality follows from Lemma 3.3. 
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To prove Lemma 3.3, we first need to set some notation and recall some elementary
facts from linear algebra. For l, p ∈ {1, . . . , n} we write Sl̂p for the set of bijections
σ : {1, . . . , n} \ {l} −→ {1, . . . , n} \ {p}.
Note that the set {1, . . . , n} \ {l} is naturally identified with {1, . . . , n − 1} through the
unique order preserving bijection. We therefore have a canonical isomorphism φlp between
Sl̂p and the symmetric group Sn−1. For an element σ ∈ Sl̂p we write sgn(σ) for the parity
of φlp(σ) ∈ Sn−1.
Given a square matrix A of size n, the entry A†pl of the adjunct A























Equation (3.16) follows from the chain of equalities below, where only the definitions are





























































































Note that the change in the power of −1 comes from looking at a permutation σ ∈ Sl̂p
with σi = k as an element σ̃ ∈ Sîk, with σ̃l = p. We have that
sgn(σ) = (−1)k+i−p−l sgn(σ̃).
























which concludes the proof of the lemma. 
3.5 Degree effectiveness in the polynomial case
In this section we consider the holomorphic Kohn algorithm in the special case where the
set of pre-multipliers P ⊂ On consists of holomorphic polynomials. Exploiting results
and techniques from commutative algebra, we establish the effectiveness of the algorithm
with respect to the degree of the initial polynomials.




|fj(z1, . . . , zn)|2 < 0. (3.17)
Assume that each fj is a holomorphic polynomial vanishing at 0 of degree at most d. Then
exactly one of the following is true:
• The variety V (f1, . . . , fm) is positive dimensional in Cn, and no subelliptic estimate
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holds at 0 on (0, 1) forms.






What is new in Theorem 3.2 is the estimate (3.18), where a lower bound for the order
ε of subellipticity is given in terms of the ambient dimension and the maximum degree of
the pre-multipliers. Here d ≥ 2; if the polynomials fj are all linear, then the domain is
strongly pseudoconvex at 0, and a subelliptic estimate holds with ε = 1/2.
Remark 3.5. It is not possible to estimate the degree of the polynomials fj in terms
of the type T = T(P) (see Example 2.2). On the other hand, for a domain in Cn
locally defined at 0 by a real polynomial of degree k, D’Angelo proved [D83] that either
T(bΩ, 0) =∞ or T(bΩ, 0) ≤ 2k(k − 1)n−1. Hence, under the hypotheses of Theorem 3.2,
T(P) ≤ 2d(2d− 1)n−1.
Let I be an ideal in On. Recall that the Noether exponent e(I) is defined by
e(I) = inf
{
k ∈ N | (rad I)k ⊆ I
}
. (3.19)
A crucial point in studying the effectiveness of the Kohn algorithm is estimating the
Noether exponent of the ideals I]k arising in the procedure. When I is an ideal in the
polynomial ring C[z1, . . . , zn], the Noether exponent e(I) is defined analogously as in
(3.19). Estimating its value is a well-known question in commutative algebra: the so-
called “effective Nullstellensatz” problem. It consists in finding a bound for the Noether
exponent e(I) in terms of the degrees of generators of the ideal I. The problem was solved
by Kollár [Ko88], who gave an optimal estimate in almost all cases. The result was then
refined by Jelonek [J05]. Their (sharp) bound is presented in the next theorem.
Theorem 3.3. [J05, Theorem 1.3] Let f1, . . . , fk ∈ C[z1, . . . , zn] be non-zero polynomials,





N(d1, . . . , dk;n) =

∏k
i=1 di if n ≥ k ≥ 1,(∏n−1
i=1 di
)
dk if k > n > 1,
dk if n = 1.
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Notation 3.2. Let f1, . . . , fk ∈ C[z1, . . . , zn], we denote by 〈f1, . . . , fk〉 the ideal that they
generate in C[z1, . . . , zn]. This notation is taken from [GP08], which is our main source
for the commutative algebra used in this section. Consistently with the rest of this thesis,
we instead denote by (f1, . . . , fk) the ideal generated by the elements fj in the ring of germs
of holomorphic functions On. We also adopt two different notations for the radical. As
in the previous sections, we write rad I for the radical of an ideal I in On. We instead
denote by
√
I the radical of an ideal I in a polynomial ring. We use the notation e(I) for
the Noether exponent regardless of whether the ideal I is in a polynomial ring or in the
ring of germs On.
Remark 3.6. Consider the polynomial f = (z+1)2w. The ideal (f) generated by f in O2
is radical, while the ideal 〈f〉 generated by f in C[z, w] has Noether exponent 2. In general,
for polynomials f1, . . . , fk ∈ C[z1, . . . , zn], we have e((f1, . . . , fk)) ≤ e(〈f1, . . . , fk〉). Hence
Theorem 3.3 can also be applied to bound the Noether exponent of an ideal generated by
polynomials in On.
The next example shows that the bound N(d1, . . . , dk;n) for the Noether exponent
given in Theorem 3.3 is sharp.
Example 3.5. In the ring C[z1, . . . , zn] consider the polynomials
f1 = z
d1
1 , f2 = z1 − zd22 , f3 = z2 − zd33 , . . . , fn = zn−1 − zdnn ,
and let I = 〈f1, . . . , fn〉. The ring isomorphism




shows that zn ∈
√
I and e(I) = d1 · · · dn = N(d1, . . . , dn;n).
To prove Theorem 3.2 we will establish degree bounds for a set of polynomial generators
of each ideal I]k obtained in the holomorphic Kohn algorithm. We will thus be able to
apply Theorem 3.3 to estimate the Noether exponents e(I]k) in terms of the degree.
In order to obtain our degree bounds for generators of the ideals I]k, we need to keep
track of what happens to the degree of the generators when passing from I]k to Ik at every
step of the procedure, that is, after taking a radical.
Let I be an ideal in C[z1, . . . , zn]. Since the definition of the radical involves taking
roots, one might expect that the ideal
√
I can be generated by polynomials of smaller
degree than the ones needed to generate I. This is not the case, in general.
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Example 3.6. Consider the ideal
I = 〈zmt− wmζ, ζn+2 − ztn+1〉
in the polynomial ring C[z, w, ζ, t]. Here m and n are positive integers. The given gen-
erators for I are homogeneous of degree m + 1 and n + 2 respectively. It is proved
in [CDC03, Lemma 2.4] that every set of generator for
√
I needs to contain a polynomial
of degree at least mn+ 1.
Since a non-zero ideal in C[z1, . . . , zn] contains polynomials of arbitrarily high order,
there is no degree bound that works for every set of generators. What we are looking for
is a degree bound that works for some set of generators of the radical of a polynomial
ideal. Example 3.6 shows that a trivial bound such as the degree of a set of generators of
I does not work.
The degree of generation of a polynomial ideal is a well-studied topic in commutative
algebra, and is related to algebraic invariants such as the Castelnuovo-Mumford regularity
[E95, Section 20.5]. Example 3.6 shows that the regularity of an ideal can increase after
taking a radical. Unfortunately, an upper bound for the Castelnuovo-Mumford regularity
of the radical
√
I in terms of the regularity of I seems not to be known. We thus still
face the following problem.
Problem: Let I be an ideal of dimension c in the ring C[z1, . . . , zn]. Assume that
I = 〈f1, . . . , fs〉, where each fj is a polynomial of degree at most d. We would like to
find a number N(c, n, d) with the following property: there exists a set S consisting of
polynomials of degree at most N(c, n, d) such that
√
I = 〈S〉.
Since an explicit value for N(c, n, d) seems not to be available in the literature, we pro-
vide one in the next lemma. Even though we are only interested in the ring C[z1, . . . , zn],
the result holds more generally on polynomial rings over a field k of characteristic zero.
Lemma 3.4. Let I be an ideal of dimension c in the ring k[x1, . . . , xn]. Let d ≥ 2, and
assume that I = 〈f1, . . . , fs〉, where each fj is a polynomial of degree at most d. Then there




N(c, n, d) = d2
7c(n+1)
. (3.20)
The proof of Lemma 3.4 relies entirely on commutative algebra, and is postponed to
the end of the section. We now make some remarks on this result.
The bound in (3.20) is sharp when c = 0, that is, for zero-dimensional ideals. In that
case, Lemma 3.4 gives the bound d for the degree of generation of the radical, achieved
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for instance by any principal ideal I in k[x] that is generated by a squarefree polynomial
of degree d.
The double exponential in (3.20) comes from the methods used in the proof. The
key idea is to compute the radical
√
I using an algorithm where each operation can be
performed through a Gröbner basis computation. We can thus exploit known bounds for
the degree of a Gröbner basis to obtain a degree bound for a set of generators of the
radical. It is this bound for the degree of a Gröbner basis that is doubly exponential on
the degree of the given set of generators. In particular, any other method to find a value
for N(c, n, d) that involves Gröbner bases would not significantly improve the bound of
Lemma 3.4. We remark that the doubly exponential bound for the degree of a Gröbner
basis is sharp [MM82].
The dimension c of the ideal arises in (3.20) because the algorithm used to compute the
radical is recursive, with the dimension of the ideal dropping by one at every iteration.
The number 7 appearing in (3.20) reflects the fact that 7 operations (and therefore 7
Gröbner basis computations) are required in the algorithm at every call. More details
will be provided in the proof.
We turn now to the proof of Theorem 3.2. So far we have discussed degree bounds
for generating sets of ideals and their radicals. In order to apply such bounds to the
holomorphic Kohn algorithm, it is crucial that at each step of the procedure one can
replace an ideal with a set of generators (Lemma 2.7). The bound in (3.20) depends on
the dimension c of the ideal. The work of Kohn gives us a bound for the dimension ik of
each ideal I]k ⊂ On obtained through his algorithm (Remark 2.9). Assume now that I
]
k is
generated by holomorphic polynomials. The variety defined by those polynomials in Cn
might have a component of dimension bigger than ik away from zero. This problem is
solved by localizing at the maximal ideal of the origin, so that the dimension of the result-
ing polynomial ideal equals its dimension at 0. It is important to note that localization
does not increase the degree of the polynomials in a generating set.
Outline of the proof of Theorem 3.2
• The pre-multipliers f1, . . . , fm are polynomials in C[z1, . . . , zn] of degree at most d.
The first ideal of multipliers I]1 is generated by Jacobian determinants of the fj. We
can therefore estimate the degree of a set of generators for I]1.
• Lemma 3.4 then gives a degree estimate for a set of generators of I1 = rad I]1.
• Inductively, we establish a degree bound for a set of generators of I]k, where k =
2, . . . , n.
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• Theorem 3.3 yields a bound for each Noether exponent e(I]k).










Proof of Theorem 3.2. Let βj be defined by
βj =
27j(n+1) if j = 1, . . . , n− 1,1 if j = n. (3.21)
We claim that for every k = 1, . . . , n the ideal I]k arising at the k-th step of the holomorphic






We prove this claim by strong induction on k. Recall that I]1 is generated by n × n
Jacobian determinants of elements in P = {f1, . . . , fm}. Since the fj are of degree at
most d, the ideal I]1 admits a set of generators of degree at most (d− 1)n < dn = D1. We
have thus proved the claim when k = 1. Let now k be a positive integer, with k < n.
Assume that for j = 1, . . . , k the ideal I]j admits a set of generators Sj consisting of
polynomials of degree at most Dj. By Remark 2.9, the germ at 0 of the variety defined
by I]j has dimension at most n − j. After localizing at the maximal ideal of 0, we have
that the polynomial ideal I]j has dimension at most n − j. Lemma 3.4 then implies, for
every j = 1, . . . , k, that the ideal Ij = rad I
]
j admits a generating set S̃j consisting of
polynomials of degree at most D
βn−j
j . We can obtain a generating set for I
]
k+1 by taking
Jacobian determinants of elements in P
⋃k
j=1 S̃j (Lemma 2.7). Hence I
]
k+1 has a set of

















which concludes the proof of the claim.
Now that we have a bound on the degree of a set of generators for each ideal I]k, we can




k for each k = 1, . . . , n.
Recall that the elements in I]1 are multipliers of order ε ≥ 1/4. Moreover, the order of
subellipticity is divided by 2 after taking a Jacobian determinant, and by s after taking a
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Combining (3.23) and (3.24) yields (3.18), thus concluding the proof of the theorem. 
We now present the proof of Lemma 3.4. We refer the reader to [GP08] for the definition
and properties of Gröbner basis, and for other concepts such as saturation and Noether
position.
Let k be a field of characteristic zero. We denote by x the set of variables x1, . . . , xn.
Hence k[x] stands for the polynomial ring k[x1, . . . , xn]. We consider the following algo-
rithm for the computation of the radical of an ideal in k[x]. [L06, Algorithm 8].
ALGORITHM: RADICAL(I)




1. Make a linear change of coordinates so that I is in Noether position.
2. Let u := {x1, . . . , xc}, with c = dim I. Compute the radical of the zero-
dimensional ideal Ik(u)[x \ u].
3. Let J =
√
Ik(u)[x \ u] ∩ k[x].
4. output = J ∩ RADICAL(I : J∞).
The next proposition shows that taking the radical of a zero-dimensional ideal can be
reduced to intersecting the ideal with subrings.
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Proposition 3.4. [L06, Proposition 1] [GP08, Proposition 4.5.1] Let I be an ideal of
dimension zero in k[x1, . . . , xn], and let I ∩ k[xi] = 〈fi〉 for i = 1, . . . , n. Let gi be the
squarefree part of fi. Then
√
I = I + 〈g1, . . . , gn〉.
Hence the algorithm RADICAL(I) involves only the following three operations:
• Intersecting an ideal with a subring (Steps (2) and (3)).
• Computing the saturation of an ideal with respect to another ideal (Step (4)).
• Intersecting ideals (Step (4)).
All these operations can be performed through Gröbner basis calculations [GP08, Sec-
tions 1.8.2, 1.8,7, 1.8.9]. We can thus exploit some well-known effective bounds for
Gröbner bases.
Let I be an ideal in k[x1, . . . , xn] generated by polynomials of degree at most d. It is









For d > 1, the expression (3.25) is bounded by d2
n
. We will always assume d > 1 and use
d2
n
as degree bound. As an immediate consequence, the number of polynomials needed









n)n ≤ d22n+1 . (3.26)
Remark 3.7. Our estimate for the binomial coefficient in (3.26) might look very ineffi-
cient. We trust that while reading the proof of Lemma 3.4 the reader will appreciate the
advantage of expressing this bound as a single power of d.
To prove Lemma 3.4, we follow the steps of RADICAL(I). All the operations involved
in the algorithm will be carried out using Gröbner bases computations. We will thus be
able to exploit the bounds (3.25) and (3.26).
While the dimension c of the ideal I does not appear in (3.25) and (3.26), it will be used
to bound to the number of iterations of RADICAL(I). In fact, the algorithm reduces the
dimension of the ideal at every call [L06, Proposition 6].
Proof of Lemma 3.4. We follow the algorithm RADICAL(I). Putting the ideal in Noether
position does not affect the number d. We now want to compute the radical of the zero-
dimensional ideal Ik(u)[x \ u]. By Proposition 3.4 we just have to contract the ideal
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Ik(u)[x \ u] to the subrings k(u)[xi], with xi ∈ x \ u. This can be achieved through a
Gröbner basis computation [GP08, Section 1.8.2: Elimination of variables]. Recall that a
Gröbner basis for Ik(u)[x \u] can be obtained by computing a Gröbner basis of I in k[x]
with respect to a lexicographical order where x \u > u. Hence the radical
√
Ik(u)[x \ u]
can be obtained through a Gröbner basis computation in k[x]. In particular, we get√
Ik(u)[x \ u] = 〈f1, . . . , fs, g1, . . . , gn−c〉k(u)[x \ u], (3.27)
where gj ∈ k[x]. By the degree bounds for the elements of a Gröbner basis, the gj have
degree at most d2
n
.
In step (3) of the algorithm, we need to contract
√
Ik(u)[x \ u] with k[x]. By [GP08,
Proposition 4.3.1 (2)], if {h1, . . . , ht} ⊂ k[x] is a Gröbner basis of the ideal
√
Ik(u)[x \ u]
and we let h := lcm
(
LC(h1), . . . ,LC(ht)
)
∈ k[u], then√
Ik(u)[x \ u] ∩ k[x] = 〈h1, . . . , ht〉 : 〈h∞〉. (3.28)
By (3.27) and the bound (3.26), we have
t ≤ (d2n)22n+1 ≤ d23n+1 .
Moreover, the hj have degree at most d
22n . Since the degree of the lcm is bounded by the
degree of the product of all the polynomials, we have that the degree of h is bounded by
the product of t times the maximum degree of the hj. Hence
deg(h) ≤ d23n+1d22n ≤ d23n+1d23n+1 = d23n+2 . (3.29)
Recall that we are trying to obtain the contraction
√
Ik(u)[x \ u] ∩ k[x]. By (3.28) we
can compute the saturation 〈h1, . . . , ht〉 : 〈h∞〉 instead. We exploit the equality
〈h1, . . . , ht〉 : 〈h∞〉 = 〈h1, . . . , ht, yh− 1〉 ∩ k[x],
where y is a new variable [GTZ88, Corollary 3.2], thus reducing to a “elimination of
variables”, which we have already observed can be achieved through a Gröbner basis
computation. To sum up, the contraction we are looking for can be obtained by finding a
Gröbner basis for the ideal 〈h1, . . . , ht, yh − 1〉. By the usual bounds for Gröbner bases,√
Ik(u)[x \ u] ∩ k[x] is generated by at most (deg(h) + 1)22n+1 polynomials in k[x] of




In Step (4) of the algorithm we need to compute I : J∞. By [L06, Proposition 7] there
exists an element f ∈ k[x] such that





By the construction of f [L06, Proposition 7] we have the bound
deg(f) ≤ (deg(h) + 1)22n+1(deg(h) + 1)2n ≤ (deg(h))22n+3 . (3.31)
By (3.29) we have
deg(f) ≤ d25n+5 .
The right side of (3.30) can be obtained by computing a Gröbner basis of the ideal
〈I, yf − 1〉, where y is a new variable. Hence the ideal I : J∞ can be generated by
polynomials of degree at most
(deg(f) + 1)2
n ≤ d26n+6 . (3.32)
At the second iteration of the algorithm, we compute RADICAL(I : J). To estimate
the degree of a generating set for the ideal obtained in the second call of the algorithm,
we apply (3.32), where d is replaced by (3.32) itself. We get the bound d2
12n+12
. At most
c iterations of the algorithm are needed. Hence to find
√
I we take the intersection of
c + 1 ideals generated in degree at most d2
c(6n+6)
. The intersection of two ideals can be
performed through a Gröbner basis computation [GP08, Section 1.8.7]. After the first










, as claimed. 
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CHAPTER 4
MULTIPLIER ALGORITHMS IN THE REAL
ANALYTIC SETTING
The purpose of this chapter is to show that effective multiplier algorithms in the holomor-
phic setting can be applied to prove subellipticity on domains more general than those
defined in terms of sums of Hermitian squares as in (2.6). The author studied this phe-
nomenon in dimension 2, and established (Theorem 4.3) an effective multiplier algorithm
for a fairly general class of pesudoconvex real analytic domains in C2. This result gen-
eralizes to Theorem 4.1: any effective algorithm in On−1 yields an effective procedure to
prove subellipticity on rigid real analytic domains of finite type in Cn satisfying a con-
dition slightly stronger than pseudoconvexity. This condition is formulated in terms of
a holomorphic decomposition of a defining function [D93, Section 3.3.1]. In particular,
Corollary 5 generalizes Theorem 3.2, and can be considered a fundamental part of the
thesis. Some of the results of this chapter appear in [F20].
4.1 Multiplier algorithms for rigid real analytic domains
Let Ω be a domain in Cn with smooth boundary bΩ, and let p ∈ bΩ. We may assume that
p is the origin. By the Implicit Function Theorem, we can choose coordinates so that in
a neighborhood U of 0 the domain Ω is defined by r < 0, where
r = 2Re(zn) + F (z1, . . . , zn−1, Im(zn)) (4.1)
for some smooth function F , with F (0) = dF (0) = 0. Recall, following the terminology
of [BRT85], that the domain Ω is said to be rigid if there exists a defining function of the
form (4.1) such that F is independent of zn.
There is a convenient way to write a real-valued real analytic function (locally) as a
difference of squared norms of holomorphic Hilbert space valued functions. We briefly
recall the results that we need and refer to [D93, Section 3.3.1] for the general statements
and proofs concerning the holomorphic decomposition of a defining function.
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For an open set U in Cn, we denote by a2(U) the Hilbert space of square summable
countable sequences of holomorphic functions in U . That is, an element f ∈ a2(U) is a
sequence (fj)
∞




|fj|2 converges in U. (4.2)
Remark 4.1. Note that the norm just introduced does not involve integration, and should
not be confused with the L2 norm used in Chapter 2.
The norm in (4.2) is induced by a Hermitian inner product, denoted by 〈 , 〉. For ele-
ments f = (fj)
∞








Proposition 4.1 (D’Angelo). Let Ω be a domain in Cn with real analytic boundary bΩ,
and let p ∈ bΩ. Then there exists a choice of local coordinates such that p is the origin
and Ω is defined in a neighborhood U of 0 by r < 0, where
r = 2Re(zn) + ‖f‖2 − ‖g‖2 (4.3)
for some f, g ∈ a2(U).
In this section we will consider rigid real analytic domains where the elements f and g
of a holomorphic decomposition (4.3) satisfy an additional assumption.
Notation 4.1. We use subscripts to denote derivatives. Thus we write rzj in place of
∂zjr. For h = (hk)
∞
k=1 ∈ a2(U), we denote by hzj the element of a2(U) given by (∂zjhk)∞k=1.
As in Chapter 2, we consider the local basis of the complexified tangent bundle CTbΩ




















We denote by λ the matrix of the Levi form in the basis just described.
The complex Hessian is a fundamental object in complex geometry, and will also play
an important role in the following theorem. Indeed, the crucial hypothesis is formulated
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in terms of the Hessians of the elements ‖f‖2 and ‖g‖2 of a holomorphic decomposition






. When A,B are matrices, we write A ≥ B if the matrix
A−B is positive semidefinite.
Theorem 4.1. Assume that there exists an effective multiplier algorithm in On−1. Let Ω
be a rigid real analytic domains Ω in Cn admitting a defining equation of the form (4.3)











for some neighborhood U of 0 and some δ ∈ [0, 1). Then there exists an effective multiplier
algorithm to establish subellipticity at 0 for Ω.
Proof. By Proposition 1 in Chapter 3 of [D93], for all i, j ∈ {1, . . . , n− 1} the component
λij of the Levi form (in the local frame described above) is given by
λij = rzizjrznrzn + rznznrzirzj − rziznrznrzj − rznzjrzirzn . (4.5)
Since the domain is rigid, we have rznzj ≡ 0 for every j ∈ {1, . . . , n}, and rzn = 1. Hence
λij = rzjzjrznrzn = 〈fzi , fzj〉 − 〈gzi , gzj〉.


















(1− δ) in U. (4.6)
Hence the Hessian of ‖f‖2 is a positive semidefinite lower bound for λ in U . It follows






where ∂f denotes the Jacobian of f , and (∂f)∗ is its Euclidean adjoint. Let A = ∂f .
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Then equation (4.6) can be rewritten as
λ ≥ A∗A(1− δ) in U. (4.7)
Recall that λ is an allowable matrix of order 1/2 (Lemma 2.5). We show that inequality
(4.7) implies that A = ∂f is an allowable matrix of order ε = 1/4. Let Λε denote the
standard pseudodifferential operator of order ε. Let φ be a smooth (0, 1) form compactly
supported in U and belonging to the domain of ∂
∗
. Recall from Definition 1 the standard
notation
Q(φ, φ) =
∥∥∂φ∥∥2 + ∥∥∥∂∗φ∥∥∥2 + ‖φ‖2 .
We want to show that there exists a constant C such that
‖Aφ‖2ε ≤ CQ(φ, φ). (4.8)
In the rest of the proof we write . to denote inequality up to a constant. We have
‖Aφ‖2ε = (Λ
εAφ,ΛεAφ)
= (AΛεφ+ P ε−1φ,AΛεφ+ P ε−1φ)
=
∥∥AΛεφ+ P ε−1φ∥∥2 . (4.9)
Here P ε−1 denotes an operator of order ε− 1. In fact, the commutator of an operator of
order ε and one of order 0 is an operator of order ε− 1. Since ‖u+ v‖2 ≤ 2 ‖u‖2 + 2 ‖v‖2,
we obtain
‖Aφ‖2ε ≤ 2 ‖AΛ
εφ‖2 + 2
∥∥P ε−1φ∥∥2 .
Since ε− 1 < 0, we have ∥∥P ε−1φ∥∥2 . ‖φ‖2 .
Hence it is enough to estimate the quantity ‖AΛεφ‖2. Inequality (4.7) yields
‖AΛεφ‖2 = (AΛεφ,AΛεφ) = (A∗AΛεφ,Λεφ) . (λΛεφ,Λεφ).
We have
(λΛεφ,Λεφ) = (Λελφ,Λεφ) + (P ε−1φ,Λεφ). (4.10)
The second term on the right side of (4.10) can be written as
(P ε−1φ,Λεφ) = (P 2ε−1φ, φ).
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Since 2ε− 1 < 0, we have ∥∥P 2ε−1φ∥∥2 . ‖φ‖2 .
It remains to estimate (Λελφ,Λεφ) = (Λ2ελφ, φ). Applying the Cauchy-Schwarz inequality,
we have







where the last inequality follows from the fact that λ is an allowable matrix of order
2ε = 1/2 (Lemma 2.5). This concludes the proof that A = ∂f is an allowable matrix of
order ε = 1/4.
We now start from the matrix ∂f . By taking determinants, we can produce multipliers
in On−1, that is, multipliers that are holomorphic functions in the variables z1, . . . , zn−1.
For every multiplier h ∈ On−1, the row (L1h, . . . , Ln−1h) is allowable (Lemma 2.4). Since
h does not depend on zn, we have, for every j = 1, . . . , n − 1, that Ljh = ∂zjh. We
can thus produce multipliers for Ω following the usual rules of multiplier algorithms in
the holomorphic setting. Therefore the effective algorithm in On−1, which exists by hy-
pothesis, applied to the rows of the matrix ∂f , gives an effective multiplier algorithm for
Ω. 
Remark 4.2. The proof of Theorem 4.1 includes the following statement: if A is a matrix
of holomorphic functions, and A∗A ≤ λ, then the rows of A are allowable. ‘
Remark 4.3. In Theorem 4.1 one does not need to assume that Ω is pseudoconvex, since
pseudoconvexity follows from property (4.4).
We present three corollaries of the above result, corresponding to three effective mul-
tiplier algorithms in the holomorphic setting discussed in Chapter 3. Namely, the Kim-
Zaitsev algorithm in O2, our algorithm for approximate triangular systems in O3, and
the Kohn algorithm in On (which we proved to be effective with respect to the degree
of the pre-multipliers). By Theorem 4.1, these algorithms yield effective procedures to
prove subellipticity in the more general setting of rigid real analytic domains of finite type
satisfying (4.4).
Corollary 3. Let Ω be a rigid real analytic domain in C3 defined in a neighborhood U of
0 by
2Re(z3) + ‖f‖2 − ‖g‖2 < 0,
where f, g ∈ a2(U) satisfy (4.4). Let (f) be the ideal generated by f in O2. Assume that
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T = T(f) is finite. Then a subelliptic estimate holds at 0 for Ω with order of subellipticity
ε ≥ 1
2T (T−1)+3T 2(T − 1)3
.
Proof. By Theorem 4.1, the Jacobian matrix ∂f is allowable, and we can therefore apply
the Kim-Zaitsev algorithm. The estimate follows from Corollary 1. 
Corollary 4. Let Ω be a rigid real analytic domain in C4 defined in a neighborhood U of
0 by
2Re(z4) + ‖f‖2 − ‖g‖2 < 0,
where g ∈ a2(U), f consists of a regular sequence f = (f1, f2, f3) forming an approximate
triangular system in O3, and (4.4) is satisfied. Let (f) be the ideal generated by f1, f2, f3
in O2, and assume that T = T(f) is finite. Then a subelliptic estimate holds at 0 for Ω
with order of subellipticity
ε ≥ 1
27T 3+3 T 7
.
Proof. The result follows from Theorem 4.1 and Corollary 2. 
Corollary 5. Let Ω be a rigid real analytic domain in Cn defined in a neighborhood U of
0 by
2Re(zn) + ‖f‖2 − ‖g‖2 < 0,
where g ∈ a2(U), f = (f1, . . . , fm) consists of polynomials in C[z1, . . . , zn−1] of degree at
most d, and (4.4) is satisfied. Let (f) be the ideal generated by f1, . . . , fm in On−1, and






Proof. The result follows from Theorem 4.1 and Theorem 3.2. 
Remark 4.4. In Corollaries 3, 4, and 5 no additional assumptions are made on the
element g other than (4.4).
4.2 An effective multiplier algorithm in C2
The equivalence between finite type and subellipticity was proved for domains with smooth
boundary in C2 before Kohn developed his theory of subelliptic multipliers. The following
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statement combines the work of several authors [RS76,G74,K72] (see also [CD10, Section
3] and [Kr79]).
Theorem 4.2. Let Ω be a smoothly bounded pseudoconvex domain in C2, and let p ∈ bΩ
be a boundary point. The following are equivalent:
• There is a subelliptic estimate at p with ε = 1/m but for no larger value of ε.
• The type of the boundary at p is equal to m.
Throughout this section, we denote by z and w the variables in C2. Let Ω ⊂ C2 be
a domain with smooth boundary bΩ defined locally at 0 by r < 0, with rz(0) 6= 0. We
consider the standard local basis for the bundle T 1,0bΩ given by the tangential vector field
L = ∂w − (rw/rz)∂z. In dimension two the definitions of allowable row and subelliptic
multiplier coincide. In particular, the Levi form λ is a scalar function.
We show in the next proposition that even in dimension 2, where subellipticity of the
∂-Neumann problem is completely understood, there are examples of domains for which
the Kohn algorithm is not effective.
Proposition 4.2. Let Ω be a pseudoconvex domain in C2 defined locally near 0 by
2Re(z) + |wτ + zkwl|2 < 0.
Here τ, k, l are integers such that k > τ > l > 0, τ > 2. The type of the boundary at 0 is
equal to 2τ . To obtain the ideal I2 in the second step of the Kohn algorithm one needs to
take a real radical of order at least k. In particular, the Kohn algorithm is not effective
on Ω.
Recall, for a domain Ω in C2 with real analytic boundary bΩ and a point p ∈ bΩ, that
there exists a choice of local coordinates such that p is the origin and Ω is defined in a
neighborhood U of 0 by
2Re(z) + ‖f‖2 − ‖g‖2 < 0, (4.11)
where f, g ∈ a2(U). We make now an assumption that is the analogue of hypothesis (4.4)
from the previous section. We are not assuming here that the domain is rigid, that is, f
and g are allowed to depend on z. Assume that there exists δ ∈ [0, 1) such that
‖gw‖2 ≤ δ ‖fw‖2 near 0. (4.12)
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Lemma 4.2 below shows that if (4.12) holds, then Ω is pseudoconvex near 0. Moreover, a
modified version of the Kohn algorithm is effective on Ω. The new procedure involves a
single real radical of order two at the first step.
Theorem 4.3. Let Ω be a domain in C2 with real analytic boundary bΩ, and let p ∈ bΩ
be a point of finite type 2τ . Choose coordinates so that p is the origin and Ω is locally
defined near 0 by (4.11). Assume that (4.12) holds in a neighborhood of the origin. Then
there exists an effective algorithm to establish subellipticity at 0 for Ω. In particular, the
procedure yields a sequence ζ1, . . . , ζτ of subelliptic multipliers in the ring of germs A0 of
real analytic functions at the origin, with ζτ a unit in A0. The element ζ1 is obtained by
taking a real radical of order 2, while for j > 1 we have that ζj = ∂wζj−1.
Our effective algorithm yields, for a domain of type 2τ , the lower bound (2τ+1)−1 for
the order of subellipticity at the origin. While very far from the known optimal bound
of (2τ)−1, it seems to be the best effective bound that one can expect to obtain using
subelliptic multipliers.
Notation 4.2. Since we consider only domains with real analytic boundary, we carry out
our computations in the ring of germs of real analytic functions A0. We denote by I( )
the ideal generated in A0 by the elements appearing inside the parentheses.
Lemma 4.1. Consider a pseudoconvex domain Ω in C2 locally defined near the origin by
2Re(z) + |f(z, w)|2 < 0, (4.13)
where f is a holomorphic function defined in a neighborhood of 0. The first step of the
Kohn algorithm gives the ideals of subelliptic multipliers
I]1 = I
(
2Re(z) + |f |2, |fw|2
)
, I1 = radR I
]
1.
Proof. Let r be a smooth local defining function at 0 for a domain in C2, with rz(0) 6= 0.
By (4.5), the Levi form is given by
λ = rwwrzrz + rzzrwrw − 2Re(rzwrwrz). (4.14)
For r = 2Re(z) + |f(z, w)|2, where f is a holomorphic function, (4.14) gives
λ = |fw|2
(

















Proof of Proposition 4.2. Recall that, of the curves with maximal order of contact, at
least one must lie in the holomorphic tangent space [D93, page 128]. Hence the complex
line γ(t) = (0, t) achieves the maximum order of contact at 0 with the boundary of Ω.
The type at 0 is therefore equal equal to 2τ , and in particular is independent of k. We
now show that the lower bound for the order of subellipticity given by the Kohn algorithm
depends on k. Thus the procedure is not effective with respect to the type.
Let r = 2Re(z) + |f |2, where f = wτ + zkwl. By Lemma 4.1 we have
I]1 = I
(
2Re(z) + |f |2, |fw|2
)
.
Note that fw = w
l−1h, with h = τwτ−l + lzk. Hence
I(2Re(z) + |f |2, wh, wh) ⊆ I1 = radR I]1. (4.15)
The elements of I1 are all the germs inA0 that vanish on the common zeros of 2Re(z)+|f |2
and wh. Taking into account that wh does not divide f , one can prove that such elements
have to be in I(2Re(z) + |f |2, wh, wh). Hence equality holds in (4.15).
We know that r is a multiplier of order 1 (Lemma 2.1) and λ = |fw|2 is a multiplier of
order 1/2 (Lemma 2.5). A general element of I]1 is therefore a multiplier of order at least
1/2. Since I1 is obtained by taking a radical of I
]
1 of order 2(l − 1), Lemma 2.2 implies
that a general element of I1 is a multiplier of order at least 1/(4l − 4).
At the next step of the algorithm, we form the ideal I]2 by adding to the list of generators
of I1 all the expressions of the form Lh, where h ∈ I1. It is readily proved that it is enough
to consider h belonging to a set of generators of I1. Note that rw = fwf ∈ I1 ⊂ I]2. Since
Lh = hw + (rz)





2Re(z) + |wτ + zkwl|2, τwτ−l+1 + lzkw,τwτ−l+1 + lzkw,




It follows from the identity
(−τ 2 + τ l)wτ−l+1 = τwτ−l+1 + lzkw − w
[
(τ − l + 1)τwτ−l + lzk
]
that we can rewrite I]2 as
I]2 = I
(
2Re(z) + |wτ + zkwl|2, wτ−l+1, τwτ−l+1 + lzkw, (τ − l + 1)τwτ−l + lzk
)
.
By Lemma 2.4, the elements of I]2 are subelliptic multipliers of order at least 1/(8l−8).
Since wτ−l+1 ∈ I]2, we have w ∈ I2 = radR I
]
2. Hence






z, z, w, w
)
.
Note that there exist no smooth functions α, β, γ such that
|z|k−1 ≤ α|Re(z)|+ β|z|k + γ|w| (4.16)
holds in a neighborhood of the origin. Indeed, for every choice of α, β, γ, the inequality
(4.16) fails at points of C2 of the form (ia, 0) for a a real number sufficiently close to zero.
Hence a radical of order at least k is needed to obtain I2 from I
]
2. By Lemma 2.2, the lower
bound for the order of subellipticity of an element of I2 drops to at least 1/(8lk−8k). 
Remark 4.5. Following the computations above, one can prove that the conclusions of
Proposition 4.2 hold in a slightly more general setting. Let Ω be a domain locally defined
at the origin by 2Re(z) + |wτ + zkwl + g(z)|2 < 0, where g is a holomorphic function with
g(0) = 0, and k > τ > l > 0, τ > 2. Then the second step of the Kohn algorithm requires
a real radical of order at least k.
Lemma 4.2. Let Ω be a domain in C2 defined in a neighborhood U of 0 by r < 0, where
r = 2Re(z) + ‖f‖2 − ‖g‖2
for some element f, g ∈ a2(U). Assume that there exists δ ∈ [0, 1) such that, in U ,
‖gw‖2 ≤ δ ‖fw‖2 . (4.17)
Then there exist a positive constant C and a neighborhood V of the origin in C2 such that
λ ≥ C ‖fw‖2 in V. (4.18)
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In particular, Ω is pseudoconvex near 0.
Remark 4.6. Condition (4.17) is strictly stronger than pseudoconvexity, as proved by
the following example, which was shown to me by D’Angelo. Consider the domain in C2
defined near the origin by
2Re(z) + |w + wk|2 + |w2|2 − |w|2 < 0,
where k > 4 is an integer. For this domain we have
f = (w + wk, w2), g = (w),
and therefore
‖fw‖2 = |1 + kwk−1|2 + |2w|2, ‖gw‖2 = 1.
Assume that there exists a positive constant δ such that near the origin we have
1 = ‖gw‖2 ≤ δ ‖fw‖2 = δ
(
|1 + kwk−1|2 + |2w|2
)
. (4.19)
Letting |w| → 0 in (4.19), we see that δ ≥ 1. Hence the domain does not satisfy condition
(4.17). A computation of the Levi form λ yields
λ = ‖fw‖2 − ‖gw‖2 = 2Re(kwk−1) + k2|wk−1|2 + 4|w|2,
which is non-negative for w close to 0. The domain is therefore pseudoconvex near the
origin.
Proof of Lemma 4.2. By (4.5) we have
λ = rwwrzrz + rzzrwrw − 2Re(rzwrwrz). (4.20)




)∣∣1 + 〈fz, f〉 − 〈gz, g〉∣∣2.
Exploiting (4.17), we obtain the estimate
rwwrzrz ≥ ‖fw‖2 (1− δ)|1 +H|2, (4.21)






)∣∣〈fw, f〉 − 〈gw, g〉∣∣2.
Expanding and applying the Cauchy-Schwarz inequality, we obtain
|rzzrwrw| ≤
∣∣ ‖fz‖2 − ‖gz‖2 ∣∣( ‖fw‖2 ‖f‖2 + ‖gw‖2 ‖g‖2 + 2 ‖fw‖ ‖gw‖ ‖f‖ ‖g‖ ). (4.22)
By (4.17) we have
2 ‖fw‖ ‖gw‖ ≤ ‖fw‖2 + ‖gw‖2 ≤ (1 + δ) ‖fw‖2 . (4.23)
Combining (4.23) and (4.17) with (4.22) yields
|rzzrwrw| ≤
∣∣ ‖fz‖2 − ‖gz‖2 ∣∣ ‖fw‖2 ( ‖f‖2 + ‖g‖2 δ + ‖f‖ ‖g‖ (1 + δ)).
We conclude that
|rzzrwrw| ≤ ‖fw‖2K, (4.24)
for some K ∈ A0 with K(0) = 0. For the last term in (4.20), we have
rzwrwrz =
(
〈fz, fw〉 − 〈gz, gw〉
)(
〈fw, f〉 − 〈gw, g〉
)(
1 + 〈f, fz〉 − 〈g, gz〉
)
.
Distributing the first product, we get
|rzwrwrz| =
∣∣〈fz, fw〉〈fw, f〉+ 〈gz, gw〉〈gw, g〉
− 〈fz, fw〉〈gw, g〉 − 〈gz, gw〉〈fw, f〉
∣∣∣∣1 + 〈f, fz〉 − 〈g, gz〉∣∣.
The Cauchy-Schwarz inequality then yields
|rzwrwrz| ≤
(
‖fz‖ ‖fw‖2 ‖f‖+ ‖gz‖ ‖gw‖2 ‖g‖
+ ‖fw‖ ‖gw‖
(
‖fz‖ ‖g‖+ ‖gz‖ ‖f‖
))∣∣1 + 〈f, fz〉 − 〈g, gz〉∣∣.
Exploiting (4.17) and (4.23), we obtain
|rzwrwrz| ≤ ‖fw‖2R, (4.25)
where R ∈ A0, with R(0) = 0. Choose a small ε > 0, and let V be a neighborhood of the
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origin such that |H| < ε in V and |K|, |R| < ε(1− δ) in V . Combining (4.21), (4.24), and
(4.25) with (4.20), we have that in V the following inequality holds:
λ ≥ ‖fw‖2 (1− δ)(1− ε)− 3 ‖fw‖2 ε(1− δ) = ‖fw‖2 (1− δ)(1− 4ε).
Letting C = (1− δ)(1− 4ε), we obtain (4.18), as desired. 
Proof of Theorem 4.3. By Lemma 4.2 there exists a neighborhood V of the origin in C2
and a constant C > 0 such that, for every j, we have
|∂wfj|2 ≤ C−1λ in V.
By Lemmas 2.2 and 2.5, each element ∂wfj is a subelliptic multiplier of order 1/4. By
hypothesis, ‖gw‖2 < ‖fw‖2 near 0. Hence, after possibly shrinking V , we have
|∂wgj|2 ≤ C−1λ in V.
The elements ∂wgj are therefore subelliptic multipliers of order 1/4. Recall that we can
produce new multipliers by considering Lh, where h is a multiplier and L is the tangential
vector field L = ∂w − (rw/rz)∂z. Note that rw = 〈fw, f〉 − 〈gw, g〉 is itself a multiplier,
being in the ideal generated in A0 by the elements ∂wfj and ∂wgj. Hence Lh being a
multiplier implies that ∂wh is a multiplier.
For a domain defined by (4.11), the maximum order of contact is achieved by the
complex line γ(t) = (0, t). Let r be the defining function appearing in (4.3). Recall that
the type of the boundary at 0 is equal to 2τ . By [D93, Proposition 2] the coefficient of
|t|2τ in (r ◦ γ)(t) is positive. Hence at least one of the functions fj vanishes to order τ at
0 along γ.
We now give our effective procedure to generate a sequence of subelliptic multipliers.
Let ζ1 = ∂wfk, where fk is a component of f vanishing to order τ along γ. Let ζj = ∂wζj−1
for j ≥ 2. The arguments at the beginning of this proof show that every ζj is a subelliptic
multiplier. By the choice of fk, the element ζτ is a unit in A0, as well as being a subelliptic
multiplier of order at least (2τ+1)−1. 
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CHAPTER 5
POINTS OF FINITE Q-TYPE
In this chapter we consider two measurements of the order of contact of q-dimensional
complex analytic varieties with an ideal I in On. We provide a class of examples in which
they differ. We then establish double inequalities between the two numbers, correcting
wrong inequalities in the literature [BN15]. Similar examples and inequalities are given
for the analogous measurements of order of contact for smooth real hypersurfaces in Cn.
The results in this chapter appeared in [F19].
5.1 D’Angelo q-type
Let I be an ideal in the ring On of germs of holomorphic functions at 0. In Section 2.5
we defined T1(I), a measurement of the order of contact of I with 1-dimensional complex








where Γ is the collection of all non-constant germs of holomorphic curves γ : (C, 0) →
(Cn, 0), and for a holomorphic map f we denote by ν(f) its order of vanishing at 0. In
this section, we will call the number T1(I) the first order of contact of I or the 1-type of
I, to emphasize its relation with 1-dimensional complex varieties.
Notation 5.1. The symbol T now appears with the subscript 1. We write Tn1 when we
want to keep track of the dimension of the ambient space. The next remark motivates this
notation.
Remark 5.1. For integers m ≤ n, let (z1, . . . , zm) be the ideal generated inOn by the first
m coordinate functions. If I ⊂ (z1, . . . , zm) is an ideal, then Tm1 (I) = Tn1(I, zm+1, . . . , zn).
We recall a standard concept from algebraic geometry that will play a crucial role in this
chapter. Let V be a parameter space with the structure of an algebraic variety endowed
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with the Zariski topology. We say that a property P is satisfied generically on V if P
holds on a dense open subset U of V .
The next lemma shows, for a fixed γ ∈ Γ, that the inf in (5.1) is achieved generically
in I.
Lemma 5.1. Let I = (g1, . . . , gm) be an ideal in On, and γ ∈ Γ. Let g̃ be a generic





ν(γ∗g) = ν(γ∗g̃). (5.2)
Proof. Let f =
∑m










This concludes the proof of the first equality in (5.2), since the other inequality is trivial.




Then every C-linear combination g̃ = a1g1 + · · ·+ amgm with ak 6= 0 satisfies (5.2). 
We consider the measurement of the order of contact of q-dimensional complex analytic
varieties with an ideal I in On introduced by D’Angelo in [D82].
Definition 5.1. Let I ⊂ On be an ideal, and q ∈ {1, . . . , n}. We define q-type of I by
Tq(I) := inf
{w1...,wq−1}
T1(I, w1 . . . , wq−1). (5.3)
The inf is taken over all possible choices of linear functions {w1, . . . , wq−1}, and the ex-
pression (I, w1, . . . , wq−1) denotes the ideal generated in On by I and w1, . . . , wq−1.
Remark 5.2. Let I be an ideal in On and let Gn−q+1 denote the Grassmannian of
(n − q + 1)-dimensional vector subspaces of Cn. There exists β ∈ R ∪ {∞} and a non-
empty open subset W of Gn−q+1 such that if S ∈ W and S is defined by wj = 0 for
j = 1, . . . , q − 1, then T1(I, w1, . . . , wq−1) = β. If the dimension of (V (I), 0) is greater
than q − 1, the assertion follows from taking W = Gn−q+1 and β = ∞. If (V (I), 0)
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is of dimension at most q − 1, we can take W to be the collection of all hyperplanes
transversal to (V (I), 0). We recall that every non-empty open subset of Gn−q+1 in the
Zariski topology is also dense.
The number β whose existence is noted in Remark 5.2 will be called the generic value




T1(I, w1, . . . , wq−1).
As we show below, the generic value βq need not equal the q-type Tq. The result is inspired
by [D80], where D’Angelo showed that T1 is not an upper semicontinuous function of
parameters.
Proposition 5.1. There exist ideals I in O3 for which T2(I) < β2(I).
Proof. Let I = (z31 − z3z2, z22) ⊂ O3. We show that T2(I) = 3 and β2(I) = 4. For
a, b, c ∈ C, consider the quantity T1(I, az1 + bz2 + cz3). Assume first that c 6= 0. Hence,
without loss of generality, c = 1. Since the type T1 is invariant under a local biholomorphic
change of coordinates preserving 0, we can apply the change of variables w1 = z1, w2 = z2,
w3 = z3 + az1 + bz2. We thus obtain
T1(w
3
1 − (w3 − aw1 − bw2)w2, w22, w3) = T1(w31 + aw1w2 + bw22, w22, w3)
= T1(w
3
1 + aw1w2, w
2
2, w3).
Remark 5.1 implies T31(w
3
1 + aw1w2, w
2




1 + aw1w2, w
2
2). We now distinguish
two cases. If a 6= 0, then T21(w31 + aw1w2, w22) = 4, as one can see by considering the
curve γa(t) = (t,−t2/a). If a = 0, then T21(w31 + aw1w2, w22) = 3. When c = 0, we have
T1(I, az1 + bz2 + cz3) =∞. Hence
T2(I) = inf
{a,b,c}
T1(I, az1 + bz2 + cz3) = 3,
β2(I) = gen. val
{a,b,c}
T1(I, az1 + bz2 + cz3) = 4,
which concludes the proof. 
Proposition 5.1 provides a counterexample to the following statement, which appears
as Corollary 2.11 in [BN15].
If I is a proper ideal in On, the infimum in the definition of Tq(I) is achieved and equal
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to the generic value,
Tq(I) = gen.val
{w1,...,wq−1}
T1(I, w1, . . . , wq−1).
5.2 Catlin q-type
We recall from [C87] the definition of Catlin q-type. (See also Section 3 of [BN15]). Let
(V q, 0) be the germ of a q-dimensional complex analytic variety in Cn, and let Gn−q+1
denote the Grassmannian of (n−q+1)-dimensional vector subspaces of Cn. By Proposition
3.1 in [C87], there exists a non-empty open subset W of Gn−q+1 such that for all S ∈ W
the intersection V q∩S at 0 consists of finitely many irreducible 1-dimensional components,







In Proposition 3.1 of [C87], Catlin showed that (5.4) gives the same value for all S in a
non-empty open subset of W (depending on the variety V ). Therefore, for a given variety
V , the value (5.4) is generic over the choice of S. We can thus give the following definition.
Definition 5.2. Let I be an ideal in On, and let q be a positive integer. The Catlin q-type












It follows from the definitions, for an ideal I ⊂ On, that T1(I) = D1(I) and that
Tn(I) = Dn(I). We next give an example of an ideal I in O3 for which T2(I) 6= D2(I).
Proposition 5.2. There exist ideals I in O3 for which T2(I) < D2(I).
Proof. Let I = (z31 − z3z2, z22) ⊂ O3. We show that the strict inequality T2(I) < D2(I)
holds. We have already noted in the proof of Proposition 5.1 that T2(I) = 3. We
now argue that D2(I) ≥ 4. Consider the 2-dimensional variety V in C3 defined by the
equation z31 − z3z2 = 0. For each 2-dimensional plane Sa,b in C3 through 0 defined by
z3+az1+bz2 = 0 with a 6= 0, b 6= 0, we prove that there exists an irreducible 1-dimensional
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Replacing z3 = −az1 − bz2 into z31 − z3z2 = 0 and solving the second equation for z2, we












, z3 = −az1 − bz2.






t2 + . . . ,−at+ b
a
t2 + . . .
)
,
where dots denote higher order terms in t.
For g ∈ I, write g = h · (z31 − z3z2) + k · (z22) with h, k ∈ O3. Since γ∗a,b(z31 − z3z2) ≡ 0 and
ν(γa,b) = 1, it follows, for all g ∈ I, that
ν(g ◦ γa,b)
ν(γa,b)
≥ ν(z22 ◦ γa,b) = 4.
Therefore (5.5) holds. Thus T2(I) = 3 < 4 ≤ D2(I). 
Already when q = 2, n = 3, we can find examples of ideals for which the difference
between the two quantities is arbitrarily large.
Proposition 5.3. Let k ∈ N. There exist ideals I in O3 for which
D2(I)−T2(I) > k.
Proof. Given k, choose m ∈ N such that m2−2m > k is satisfied. Let I = (zm1 −z3z2, zm2 ).
We argue as in Proposition 5.2. First note that T2(I) ≤ T1(I, z3) = m. We now prove
that D2(I) ≥ m(m − 1), from which the conclusion follows. Consider the 2-dimensional
variety V in C3 defined by the equation zm1 − z3z2 = 0. The same computations as in
Proposition 5.2 show, for every 2-dimensional plane Sa,b in C3 through 0 defined by an
equation z3+az1+bz2 = 0 with a 6= 0, b 6= 0, that there exists an irreducible 1-dimensional
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Once again, dots denote higher order terms in t.
For g ∈ I, write g = h · (zm1 − z3z2) + k · (zm2 ) with h, k ∈ O3. Since γ∗a,b(zm1 − z3z2) ≡ 0
and ν(γa,b) = 1, it follows, for all g ∈ I, that
ν(g ◦ γa,b)
ν(γa,b)
≥ ν(zm2 ◦ γa,b) = m(m− 1).
Hence D2(I) ≥ m(m− 1) = m2 − 2m+m > k + T2(I). 
In the spirit of Remark 5.1, we can adjoin new variables to generalize Proposition 5.3
to arbitrary dimension. We give the general statement, omitting the simple proof.
Proposition 5.4. Let q, k, n ∈ N, q ≥ 2, n ≥ q+ 1. There exist ideals I in On for which
Dq(I)−Tq(I) > k.
The next theorem generalizes the work above, providing a wider class of examples where
the two types differ. Once again, the distinction between the infimum and the generic
value plays a major role.
Theorem 5.1. Let I = (f(z1)− z2z3, g(z2)) be an ideal in O3, with f and g holomorphic
functions satisfying ν(f) ≥ 3 and ν(g) ≥ 2. Then
D2(I) ≥ β2(I) > T2(I).
Proof. First note that
T2(I) ≤ T31(f(z1)− z2z3, g(z2), z3) = T21(f(z1), g(z2)) = max {ν(f), ν(g)}. (5.6)
We next compute the quantity









We can assume without loss of generality that a 6= 0 and b 6= 0. It suffices to test the
germs of the curves defined by g(z2) = 0 or f(z1)+az1z2+bz
2
2 = 0. The equation g(z2) = 0
defines at 0 the germ of the curve σ(t) = (t, 0), and
ν(σ∗(f(z1) + az1z2 + bz
2
2)) = ν(f).
The function f(z1) + az1z2 + bz
2
2 is a quadratic in z2. One of the components of its zero
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+ . . .
)
, (5.7)
where dots denote higher order terms in t. Note that
ν(g ◦ γa,b) = ν(g)(ν(f)− 1).
We therefore conclude that
β2(I) = max {ν(f), ν(g)(ν(f)− 1)}.
By the hypotheses on ν(f) and ν(g), we have β2(I) = ν(g)(ν(f) − 1). Combining with
inequality (5.6), we conclude that β2(I) > T2(I). Now consider the 2-dimensional variety
V defined in C3 by the equation f(z1) − z2z3 = 0. The computation above shows, for
every 2-dimensional plane Sa,b in C3 through 0 defined by an equation z3 + az1 + bz2 = 0
with a 6= 0, b 6= 0, that there exists an irreducible 1-dimensional component of V ∩ Sa,b
whose local parameterization γa,b at 0 is given by (5.7). For all h ∈ I we have
ν(h ◦ γa,b)
ν(γa,b)
≥ ν(g ◦ γa,b) = ν(g)(ν(f)− 1).
It follows that D2(I) ≥ ν(g)(ν(f)− 1) = β2(I). 
5.3 Notions of q-type for a smooth real hypersurface
Let (M, p) be the germ of a smooth real hypersurface in Cn. Its order of contact with
complex analytic curves, or 1-type, was defined in [D82] as





Here rp is a generator of the principal ideal in C
∞
p of the functions that vanish on M ,
and Γp is the set of non-constant germs of holomorphic curves γ : (C, 0) → (Cn, p). (See
Section 2.4).
More generally, D’Angelo gave a way of measuring the maximum order of contact of
q-dimensional complex analytic varieties with M at p.
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Definition 5.3. For a smooth real hypersurface germ (M, p) in Cn and q ∈ {1, . . . , n},
the D’Angelo q-type is defined by
Tq(M, p) := inf
S∈Gn−q+1p
T1(M ∩ S, p),
where Gn−q+1p denotes the set of (n − q + 1)-dimensional complex affine subspaces of Cn
through p, and (M ∩S, p) is regarded as the germ of a smooth real hypersurface in Cn−q+1.
In the same setting, an a priori different way of measuring the order of contact was
given by Catlin in [C87].
Definition 5.4. For a smooth real hypersurface germ (M, p) in Cn and q ∈ {1, . . . , n},
the Catlin q-type is defined by









Here the supremum is taken over all germs (V q, p) of q-dimensional complex varieties, and
for a generic S ∈ Gn−q+1p , we denote by γ1S, . . . , γPS the germs at 0 of the 1-dimensional
irreducible components of V q ∩ S (see the beginning of Section 5.2).




|fj(z1, . . . , zn)|2 = 0,
where the fj are germs of holomorphic functions. Let I be the ideal defined in On by
f1, . . . , fm. Then by [D93, Theorem 4 in Chapter 4] (see also Section 2.5) we have
T1(M, 0) = 2 T1(I). (5.8)
We can therefore translate Proposition 5.1 and Proposition 5.2 to the hypersurface setting.
Proposition 5.5. There exist real hypersurfaces M in C4 for which
T2(M, 0) < gen. val
S∈G30
T1(M ∩ S, 0).
Proof. Let M be the real hypersurface in C4 defined by Re(z4) + |z31 − z3z2|2 + |z2|4 = 0.
The associated ideal I ⊂ O4 is given by I = (z4, z31 − z3z2, z22). By (5.8) and Propositions
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5.1 and 5.2, we have T2(M, 0) = 6 < 8 = gen. val
S∈G30
T1(M ∩ S, 0). 
Proposition 5.6. There exist real hypersurfaces M in C4 for which
T2(M, 0) < D2(M, 0).
Proof. Let M be the real hypersurface in C4 defined by Re(z4) + |z31 − z3z2|2 + |z2|4 = 0.
Let L be the hyperplane in C4 defined by the equation z4 = 0. By Proposition 5.2 there
exists a 2-dimensional variety V ⊂ L such that, for a generic 2-dimensional plane S in L,




Therefore D2(M, 0) ≥ 8 > 6 = T2(M, 0). 
5.4 Inequalities between the two notions of q-type
We have so far presented several examples of ideals where the D’Angelo q-type Tq and
the Catlin q-type Dq differ. In Section 5.2 we have seen, for q ≥ 2, that the difference
Dq(I)−Tq(I) can be arbitrarily large. Nevertheless, uniform inequalities between Tq and
Dq hold. In particular, Dq is bounded above by a power of Tq which depends only on q
and the dimension of the ambient space.
Theorem 5.2. Let I be an ideal in On. Then, for 1 ≤ q ≤ n,
Tq(I) ≤ Dq(I) ≤ (Tq(I))n−q+1 .
A crucial role in the proof of this result is played by the number βq, which was defined
in Section 5.1 by replacing the infimum in the definition of Tq with a generic value.
An analogue of Theorem 5.2 holds in the hypersurface setting.
Theorem 5.3. Let (M, p) be a smooth real hypersurface germ in Cn. For 1 ≤ q ≤ n,





The proofs of Theorems 5.2 and 5.3 are presented at the end of this section. We begin
our discussion by showing that one can exchange two quantifiers in the definition of Dq.
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Equality (5.11) follows from Lemma 5.1 and the fact that a finite intersection of Zariski
open sets is Zariski open. We leave the details to the reader. 
For an ideal I = (g1, . . . , gN) in On and γ ∈ Γ, we denote by Ĩγ the collection of all
C-linear combinations g̃ of g1, . . . , gN realizing the infimum in the definition (5.1) of the
type T1(I). The following lemma is a straightforward consequence of Lemma 5.1.
Lemma 5.3. For γ1, . . . , γm ∈ Γ, the intersection Ĩγ1 ∩ · · · ∩ Ĩγm is non-empty.
Proposition 5.7. Let I be an ideal in On. For 1 ≤ q ≤ n, we have Dq(I) ≤ βq(I).
Proof. Let (V, 0) be the germ of a q-dimensional complex variety in Cn. By Lemma 5.2,








is the same. Fix a set of generators {g1, . . . , gm} for I. For each S ∈ UV , the infimum in
(5.12) is achieved at some element g̃S ∈ ĨγS1 ∩ · · · ∩ ĨγSP . Such intersection is non-empty

























T1(I, w1, . . . , wq−1) = βq(I).
(5.13)
In (5.13) we have identified an element S ∈ Gn−q+1 with a set of defining equations
{w1, . . . , wq−1}, exploiting the fact that if two sets of linear functions {w1, . . . , wq−1} and
{w′1, . . . , w′q−1} define the same S ∈ Gn−q+1, then (I, w1, . . . , wq−1) = (I, w′1, . . . , w′q−1) in
On. Since (5.13) holds for every germ of a q-dimensional variety (V, 0), Lemma 5.2 yields
the inequality Dq(I) ≤ βq(I). 
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Proposition 5.8. Let I be an ideal in On. For 1 ≤ q ≤ n, we have βq(I) ≤ Dq(I).
A proof of Proposition 5.8 has been proposed in [BN17, Theorem 1.5 (i)]. Here we
present a simple proof in the case q = n − 1, and give indications on how to extend
our strategy to the general case. In our approach, we avoid the technicalities of Catlin’s
construction, and instead appeal to so-called “curve selection” results, which characterize
the curves realizing the maximum order of contact T1(I).
Theorem 5.4. [MN05, Theorem 1.1] Let I be an ideal in O2, and fix any set of generators
















where γab is a (minimal) parameterization of Cab = {fab = 0}.
Remark 5.3. Recall that
βn−1(I) = gen. val
{w1,...,wn−2}
T1(I, w1, . . . , wn−2).
The linear functions w1, . . . , wn−2 are generically independent, and can be used to elim-
inate n − 2 variables from I. By Remark 5.1, the computation of βn−1 thus reduces to
computing the type T1 of an ideal in O2 depending on parameters. This discussion shows
why Theorem 5.4 on curve selection for ideals in O2 is useful in the case q = n− 1.
Proof of Proposition 5.8. We first consider the case q = n−1. By Lemma 5.2, it is enough










Here γ1S, . . . , γ
P
S are the irreducible 1-dimensional components through 0 of V
n−1∩S. Let
I = (f1, . . . , fm) for some f1, . . . , fm ∈ On. Define F :=
∏m
j=1 fj. We claim that (5.14)
holds when (V n−1, 0) is the germ at 0 of the variety defined by F = 0. By definition, for
a generic choice of linear functions w1, . . . , wn−2 we have T1(I, w1, . . . , wn−2) = βn−1(I).
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By Theorem 5.4, among the components of the 1-dimensional variety defined byF = 0wj = 0 j = 1, . . . , n− 2. (5.15)







Every element S ∈ G2 is defined by a set of linear functions w1, . . . , wn−2. The curves
γkS appearing in (5.14) are exactly the 1-dimensional components of the variety defined
by (5.15). Among them we have seen, for a generic choice of S ∈ G2, that there exists a
curve γ satisfying (5.16). Hence (5.14) follows.
The case q < n−1 follows the same lines of the proof just presented. The generic linear
forms w1, . . . , wq−1 are used to eliminate variables in I. One thus reduces to computing
T1 of an ideal depending on parameters. More sophisticated curve selection theorems for
dimension higher than 2 are needed, such as [H08, Theorem 2.1]. 
Before turning to the proof of Theorem 5.2, we state an auxiliary result. Recall, for an
ideal I in On, that we denote by mult(I) the multiplicity of I (see Section 2.5).
Proposition 5.9. [D93, Theorem 2.4] If I contains q independent linear functions, then
T1(I) ≤mult(I) ≤ (T1(I))n−q .
Ptoof of Theorem 5.2. The first inequality follows from Proposition 5.8 and the obvious
inequality Tq(I) ≤ βq(I). Let now w̃1, . . . , w̃q−1 be linear functions such that




T1(I, w1, . . . , wq−1) ≤ gen.val
{w1,...,wq−1}
mult(I, w1, . . . , wq−1)
≤mult(I, w̃1, . . . , w̃q−1) ≤ (T1(I, w̃1, . . . , w̃q−1))n−q+1 .
(5.17)
The first and third inequalities in (5.17) are an application of Proposition 5.9, and the
second inequality is a consequence of the upper semicontinuity of mult ( [D93, Theorem
2.1]). Here we think of (I, w1, . . . , wq−1) as an ideal depending on parameters, namely the
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coefficients of the linear functions w1, . . . , wq−1. We thus obtain
βq(I) ≤ (T1(I, w̃1, . . . , w̃q−1))n−q+1 = (Tq(I))n−q+1 .
. Proposition 5.7 now yields
Dq(I) ≤ βq(I) ≤ (Tq(I))n−q+1 ,
thus concluding the proof of the theorem. 
We next compare the numbers Tq and Dq in the case of smooth real hypersurface germs
in Cn. As for ideals in On, we first need to introduce a measurement where the infimum in
the definition of Tq is replaced with a generic value. The next proposition is established
using the same techniques as in the proofs of Propositions 5.7 and 5.8. We will also need
the subsequent theorem on the dependence of T1 on parameters.
Proposition 5.10. Let (M, p) be a smooth real hypersurface germ in Cn. For 1 ≤ q ≤ n,
Dq(M, p) = gen. val
S∈Gn−q+1p
T1(M ∩ S, p).
Theorem 5.5. [D93, Theorem 4.8] Let (M(ε), p) be the germ of a real hypersurface with
local defining equation rp(z, z, ε), where the Taylor coefficients of rp are all continuous
functions in ε. Assume that p ∈ M(ε) for all ε in a neighborhood of ε0 and assume also






Proof of Theorem 5.3. The first inequality in (5.9) follows immediately from Proposition
5.10 and the definition of Tq(M, p). To prove the second inequality, we look at (M ∩
S, p) for S ∈ Gn−q+1p as a family of hypersurfaces in Cn−q+1 depending on parameters
(the coefficients of the defining equations for S). Note that (M, p) pseudoconvex implies
(M ∩ S, p) pseudoconvex in Cn−q+1 for all S ∈ Gn−q+1p . We can now use equation (5.18)
to obtain the inequality on the right side of (5.9). 
68
CHAPTER 6
TWO RESULTS ON DEGENERATE LEVI FORMS
This chapter focuses on the Levi form, which we discuss in the general setting of CR
manifolds of hypersurface type. Our goals are giving a short coordinate-free proof of
a classical foliation result (Theorem 6.2), as well as establishing Proposition 6.3 and
Corollary 8.
Theorem 6.2 states that if the Levi form has constant rank on a smooth real hyper-
surface M , then M is foliated by complex manifolds. Proposition 6.3 considers Levi
degeneracies on hypersurfaces of finite type and relates the order of vanishing of the Levi
determinant to the type, giving a simpler proof of a result in [N12]. Corollary 8 improves
the corresponding bound for the order of vanishing given in [N12].
To prove the foliation result, we first investigate the structure of the null space of
the Levi form, our main tool being a contracted Jacobi identity from [D87]. To prove
Proposition 6.3, we combine Theorem 6.2 with the openness of the set of points of finite
type [D82].
6.1 Background on CR manifolds
This section recalls some standard material on CR manifolds following [D93, Chapter 3].
Let M be a real smooth manifold with complexified tangent bundle CTM = C ⊗ TM .
We call M a CR manifold if there is an integrable subbundle T 1,0M of CTM such that
the intersection of T 1,0M with its complex conjugate T 0,1M consists of the zero section
alone. We say that M is of hypersurface type if the bundle sum HM := T 1,0M ⊕ T 0,1M
is of codimension 1 in CTM . Such a manifold is an abstraction of a real hypersurface
in complex space. In that case, if z1, . . . , zn are local complex coordinates, a section of
T 1,0M is a smooth linear combination of the ∂/∂zj. We often write L ∈ T 1,0M to indicate
that L is a local section of T 1,0M , and we call such sections (1, 0) vector fields.
We introduce some useful notation. For a (1, 0) vector field L, let Lk denote any iterated
commutator of the form [. . . , [[X1, X2], . . . , Xm], where each Xj is either L or L. Since
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the vector field L will always be fixed at the beginning, we omit from the notation Lk the
dependence on L.
While T 1,0M and T 0,1M are integrable, their direct sum HM in general is not. The
failure of integrability of HM is measured by the Levi form, which we now recall. Since
HM is of codimension 1, it is the bundle annihilated by a non-vanishing one form η. Being
defined only up to multiplication by a scalar, we can choose η to be purely imaginary.
The Levi form is the Hermitian form defined on sections L,K ∈ T 1,0M by
λ(L,K) := 〈[L,K], η〉.
Here 〈, 〉 denotes the contraction of a vector field and a one form, and [, ] denotes the Lie
bracket of two vector fields. One can easily prove, for M a smooth real hypersurface in Cn,
that the coordinate free definition of the Levi form given here agrees with the one given
in Chapter 2 in terms of the Hessian of a local defining function (see also the discussion
later in this section).
We often use the Hermitian symmetry property:
λ(L,K) = λ(K,L).
In particular, for each L ∈ T 1,0M the function p→ λ(L,L)(p) is real-valued on M .
A CR manifold of hypersurface type is pseudoconvex if the Levi form λ is semidefinite.
In this case, we can always choose the sign of η so that λ is positive semidefinite.
There is a second differential form, denoted by α, which is of interest in our work.
This form depends on another choice. Having selected η, we can choose T to be a purely
imaginary vector field tangent to M such that 〈T, η〉 = 1. We thus define
α := −LTη,
where LT denotes the Lie derivative along the direction of T . We will mostly use the
alternative description of the form α given in the following proposition.
Proposition 6.1. [D87, Proposition 9] For a local section X of CTM , we have
〈X,α〉 = 〈[T,X − 〈X, η〉T ], η〉. (6.1)
The form α was introduced by D’Angelo in [D79]. The cohomology of α plays a role in
the study of the global regularity of the ∂-Neumann problem [BS93,BS99]. The usefulness
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of this differential form in our work arises from the following remark.
Remark 6.1. Let C∞p (M) be the ring of germs of complex-valued smooth functions at a
point p ∈M . Let L be a local section of T 1,0M at p and f ∈ C∞p (M). Then
〈[fT, L], η〉 = −Lf + 〈L, α〉f, (6.2)
〈[fT, L], η〉 = −Lf + 〈L, α〉f. (6.3)
Both (6.2) and (6.3) follow immediately from (6.1). We usually write αL for the function
〈L, α〉, and hence (αL − L)f for the expression on the right side of (6.2). For every L we
have αL = αL. We thus write (αL − L)f for the expression on the right side of (6.3).
We now describe the special case in which M is a smooth real hypersurface in Cn.
Recall from Chapter 2 that a smooth real-valued function r is a defining function for M
at a point p ∈M if there exists a neighborhood Up of p in Cn such that r = 0 on M ∩Up





Since Cartan’s formula implies λ = −dη, we have λ = ∂∂r. In this case, the Levi form is
thus the complex Hessian (rzizj) of the defining function restricted to the space of (1, 0)
vectors tangent to the hypersurface. As in Chapter 4, we choose a local basis at p ∈ M
for the sections of CTM in terms of a local defining function r. Assume that p is the
origin and that, after a linear change of coordinates,
r(z, z) = 2 Re(zn) + higher order terms.



















These special vector fields have been used for at least the past 40 years.
Proposition 6.2. [D93, Proposition 3.1] Let M be a smooth real hypersurface in Cn.
The vector fields Li, Li, T defined by (6.4) and (6.5) form a local basis of (sections of)
CTM . Moreover, they satisfy the following relations:
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1. [Li, Lk] = 0.
2. [Li, Lj] = λijT .
3. [T, Li] = αiT.
6.2 The null space of the Levi form
Let M be a CR manifold of hypersurface type. We let N denote the set of (1, 0) vector
fields L for which λ(L,L) = 0 on M . We call N the null space of the Levi form. One
needs to be careful with the language, since the set N is not closed under sums in general.
Closure under sums does follow when M is pseudoconvex. In fact, a lot more is true in
the pseudoconvex case: N is a module over the ring C∞(M) of smooth complex-valued
functions on M , and is also a Lie algebra. We prove this statement as well as other
properties of N in Theorem 6.1 below. The main tool in the proof is a contracted Jacobi
identity, which the author learned from [D87]. The next remark highlights the role of
pseudoconvexity in this context.
Remark 6.2. If M is pseudoconvex, then the following Cauchy-Schwarz inequality holds.
For A,B ∈ T 1,0M we have
0 ≤ |λ(A,B)|2 ≤ λ(A,A)λ(B,B).
In particular, λ(A,B) vanishes whenever λ(A,A) or λ(B,B) vanish.
Theorem 6.1. If M is pseudoconvex, then the following hold:
1. N is a C∞(M)-module.
2. If L,K ∈ N, then [L,K], π10[L,K], π01[L,K] belong to N.
3. If L ∈ N, then 〈Lk, η〉 = 0 for all k ≥ 2.
4. If L ∈ N, then π10Lk ∈ N and π01Lk ∈ N for all k ≥ 2.
Proof. (1) Let L ∈ N. For f ∈ C∞(M), we have
λ(fL, fL) = |f |2λ(L,L),
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and therefore fL ∈ Np. Let now L,K ∈ N and X = L+K. We have
λ(X,X) = λ(L,L) + λ(K,K) + λ(L,K) + λ(K,L). (6.6)
By Remark 6.2, all the terms on the right-hand side of (6.6) vanish, and thus L+K ∈ N.
We have therefore proved that N is a C∞(M)-module.
(2) To prove that N is closed under Lie brackets, let L,K ∈ N, and define Y = [L,K].
Consider the Jacobi identity applied to the vector fields L,K, Y and contracted with the
form η. We have
〈[[L,K], Y ], η〉+ 〈[[K,Y ], L], η〉+ 〈[[Y , L], K], η〉 = 0.
By Remark 6.1, we can expand the terms and rewrite to obtain
λ(Y, Y ) =(αL − L)λ(K,Y )− (αK −K)λ(L,K)
+ λ(L, π01[K,Y ]) + λ(K, π01[L, Y ]).
(6.7)
Remark 6.2 implies that all the terms on the right side of (6.7) vanish, and therefore
Y ∈ N. Let now A = π10[L,K]. We apply the Jacobi identity to the vector fields L,K,A,
and we contract with η to obtain
〈[[L,K], A], η〉+ 〈[[K,A], L], η〉+ 〈[[A,L], K], η〉 = 0.
Expanding the terms and rewriting, we get
λ(A,A) =(αK −K)λ(L,A)− (αA − A)λ(L,K)
+ λ(L, [K,A])− λ(π10[A,L], K).
(6.8)
Each term on the right side of (6.8) vanishes by Remark 6.2. Therefore λ(A,A) = 0.
Let now B = π01[L,K]. Applying the Jacobi identity to L,K,B and contracting with η
yields a formula for λ(B,B), from which we see that λ(B,B) = 0.
(3) We argue by induction. For k = 2 the statement is trivially true, since L2 = ±[L,L],
and 〈[L,L], η〉 = λ(L,L). Now assume that 〈Lk, η〉 = 0 for some k ≥ 2. Then either
Lk+1 = [Lk, L] or Lk+1 = [Lk, L]. We have respectively
〈Lk+1, η〉 = −λ(L, π01Lk) + (αL − L)〈Lk, η〉
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and
〈Lk+1, η〉 = λ(π10Lk, L) + (αL − L)〈Lk, η〉.
In both cases, the right side is the sum of two terms that are equal to zero. The first term
vanishes by semidefiniteness of the Levi form (Remark 6.2), and the second term vanishes
by the inductive hypothesis.
(4) For k = 2 the statement follows from (2) with K = L. We now argue by induction
on k. Assume that the statement holds for some k ≥ 2. We define D = π10Lk and
E = π01Lk, so that Lk = D + E + 〈Lk, η〉T . By (3), we have Lk = D + E. Assume that
Lk+1 = [Lk, L], and let C = π10Lk+1. We want to prove that λ(C,C) = 0. We apply the
Jacobi identity to the vector fields D +E,C, L and contract with the form η. We obtain
〈[[D + E,C], L], η〉+ 〈[[C,L], D + E], η〉+ 〈[[L,D + E], C], η〉 = 0.
This formula yields
λ(C,C) =(αL − L)λ(π10(D + E), C)− λ(L, π10[D + E,C])
− (αD −D)λ(L,C)− (αE − E)λ(L,C)
+ λ(π10[C,L], E)− λ(D, π01[C,L])
+ (αC − C)λ(L,E).
(6.9)
Recalling that λ(D,D) = 0 = λ(E,E) by the inductive hypothesis, we can apply Remark
6.2 to conclude that all the terms on the right side of (6.9) vanish. Let R = π01Lk+1.
A similar argument, with the Jacobi identity applied to the vectors R,D + E,L and
contracted with the form η, proves that R ∈ N. For the case Lk+1 = [Lk, L], we can once
again exploit the same reasoning, with L replaced by L, to prove that π10Lk+1 ∈ N and
π01Lk+1 ∈ N. 




L ∈ T 1,0M such that λ(L,L) = 0 near p
}
and C∞(M) with the ring of germs C∞p (M). However, if one considers the null space
of the Levi form at a single point p, then only statement (1) of Theorem 6.1 holds in
general. Without the pseudoconvexity assumption, all the statements in Theorem 6.1 fail
in general.
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We draw attention once more to the remarkable fact that the vanishing of the Levi
form on a vector field L implies the vanishing of the Levi form on new vector fields, a
priori independent from L. These vector fields are the projections onto T 1,0M and T 0,1M
of the iterated commutators of L and L (Theorem 6.1 (4)). If we only assume that the
Levi form λ(L,L) vanishes at a point p, it is not true in general that the Levi form on
the new vectors described above is zero at p.
Example 6.1. Let M be defined in C3 by Re(z3) + |z2|2 = 0. Consider the vector field
L = L1 − z1L2 ∈ T 1,0M . Then λ(L,L) = |z1|2 vanishes at the origin. However, for
A = π10[L,L] = L2, we have λ(A,A) = 1 at 0.
We now present some more consequences of Theorem 6.1. In the following, for M ⊂ Cn
a real hypersurface and p ∈ M , we will always consider a system of local coordinates
z1, . . . , zn such that the point p is the origin. We will denote by L1, . . . , Ln−1 the local
system of (1, 0) vector fields constructed in Section 6.1 from a local defining function for
M . Note that given a vector field L ∈ T 1,0M that does not vanish at p, we can always
choose coordinates so that L(p) = L1(p). Thus, L can be written as




where for all j we have fj ∈ C∞p (M) and fj(p) = 0. We now show that if M is pseudo-
convex and L ∈ Np, then a hypothesis on the corank of the Levi form forces the functions
fj to satisfy some PDEs.
Corollary 6. Let M be a pseudoconvex real hypersurface in C3, and let L be a (1, 0)
vector field tangent to M such that L ∈ Np. Write L = L1 − fL2. Then Lf = 0 near p
or L1, L2 ∈ Np. In particular, if the Levi form has corank 1, then Lf = 0.
Proof. Let A = π10[L,L]. In this case, A = (Lf)L2. Let (λij)i,j∈{1,2} be the matrix of
the Levi form in the local basis of T 1,0M given by (L1, L2). Theorem 6.1 implies that
λ(A,A) = |Lf |2λ22 = 0 near p. If Lf does not vanish identically near p, then λ22 does,
and by pseudoconvexity λ12 is also equal to zero near p. Since
0 = λ(L,L) = λ11 + 2 Re(λ12f) + |f |2λ22,
we have that λ11 = 0 as well. Hence L1, L2 ∈ Np. The last statement folllows from the
fact that L1 and L2 are linearly independent. 
The result extends to arbitrary dimension as follows.
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Corollary 7. Let M be a pseudoconvex real hypersurface in Cn, and let L be a (1, 0)
vector field tangent to M such that L ∈ Np. Write




Then, for each j ∈ {2, . . . , n}, we have(




Lfj = 0 near p or L1, Lj ∈ Np
)
.
Proof. Let A = π10[L,L] and denote by (λij) the matrix of the Levi form in the ba-
sis (L1, . . . , Ln−1). The statement now follows immediately from Theorem 6.1 and the



















6.3 Foliations of real hypersurfaces
Theorem 6.2 provides a simple, coordinate-free proof of a classical foliation result. A
proof using a computation in local coordinates can be found in [Kr92, page 312-313]. For
a proof based on Cartan’s formula, see [Fr74].
Theorem 6.2. Let M be a smooth real hypersurface in Cn. Let U ⊆ M be a relatively
open subset. Suppose that the Levi form has constant rank k in U , where 0 ≤ k ≤ n− 1.
Then there exists a foliation of U by (n− k − 1)-dimensional complex analytic varieties.
Proof. Consider the distribution M on U given by
Mp = {Lp ∈ T 1,0p U such that λ(Lp, Xp) = 0 for all Xp ∈ T 1,0p U}, p ∈ U.
Since the Levi form has constant rank k in U , we have that Mp has complex dimension
n− 1 + k at every p ∈ U . We now show that the bundle M⊕M is integrable, so that we
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can conclude by applying the Frobenius theorem. Let A,B ∈ M, and X ∈ T 1,0U . The
Jacobi identity applied to the vector fields A,B,X and contracted with η gives
〈[[A,B], X], η〉+ 〈[[B,X], A], η〉+ 〈[[X,A], B], η〉 = 0.
Expanding and rewriting, as we have done in the previous section, we obtain
λ([A,B], X) =(αB −B)λ(A,X)− (αA − A)λ(B,X)
+ λ(A, π01[B,X]) + λ(B, π01[X,A]).
(6.10)
Since A,B ∈ M, all the terms on the right side of (6.10) vanish identically on U , and
therefore [A,B] ∈ M. We repeat this same reasoning two more times. Applying the
Jacobi identity contracted with η to A,B,X and A,B,X respectively, one can prove that
π10[A,B] ∈M and π01[A,B] ∈M. Finally, let L,K ∈M⊕M, and write L = A+B and
K = C +D. Then
[L,K] = [A,C] + π10[A,D] + π10[B,C] + [B,D] + π01[A,D] + π01[B,C]. (6.11)
By the discussion above, the first three terms on the right side of (6.11) belong to M,
and the last three terms belong to M. We conclude that [L,K] ∈M⊕M. 
6.4 Finite type and order of vanishing of the Levi determinant
Let M be a smooth real hypersurface in Cn, locally defined at a point p ∈ M by r = 0.
We consider the collection of the q × q minor determinants of the Levi form, that is, the
set
coeff{∂r ∧ ∂r ∧ (∂∂r)n−q}. (6.12)
Note that these functions are the generators of the first ideal of multipliers in C∞p for the
Kohn algorithm on (0, q) forms. When q = 1, (6.12) equals the determinant of the Levi
form.
Proposition 6.3. Let (M, p) be a real hypersurface germ in Cn, with p being a point
of finite q-type in the sense of D’Angelo, for some 1 ≤ q ≤ n − 1. Let r be a local
defining function for (M, p). Assume that r is real analytic. Then the Levi determinant
coeff{∂r ∧ ∂r ∧ (∂∂r)n−q} vanishes to finite order at p.
Our proof relies on the two following textbook results:
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1. The set of points of finite D’Angelo q-type is an open subset of M [D93, page 131].
2. If the Levi form has constant rank k on an open subset U of M , then there exists a
foliation of U by (n− k− 1)-dimensional complex analytic varieties (Theorem 6.2).
Outline of the proof:
• We prove the contrapositive. Assume that the Levi determinant vanishes to infinite
order. Since r is real analytic, then all the functions coeff{∂r∧∂r∧(∂∂r)n−q} vanish
in a M -neighborhood U of p.
• Stratify U according to the rank of the Levi form. There is an open and dense
subset V of U where the Levi form is of constant rank at most n− 1− q.
• By Theorem (2) above, V is foliated by q-dimensional complex analytic varieties.
• By Theorem (1) the set of points of infinite q-type is closed. Every point in the
closure of V is therefore of infinite q-type.
Proof of Proposition 6.3. Assume that coeff{∂r∧∂r∧(∂∂r)n−q} vanishes to infinite order
at p. Since r is real analytic, there exists a neighborhood U of p in M such that coeff{∂r∧
∂r ∧ (∂∂r)n−q} ≡ 0 on U . For j = 1, . . . , q, define the set
Mn−j = {z ∈ U | coeff{∂r ∧ ∂r ∧ (∂∂r)n−j}(z) = 0}.
We obtain a stratification
M1 ⊆M2 ⊆ · · · ⊆Mn−q = U.
Let j∗ ≤ n − q be the smallest integer such that Mj∗ = U . For j < j∗, the set Mj is
closed and nowhere dense in Mj∗. This follows from the definition of Mj and the fact
that r is real analytic. The Levi form is therefore of constant rank j∗ − 1 on the open
and dense set Mj∗ \Mj∗−1. Hence Mj∗ \Mj∗−1 admits a foliation by complex analytic
varieties of dimension n − (j∗ − 1) − 1 = n − j∗ by Theorem 6.2. Since j∗ ≤ n − q, we
have that Mj∗ \Mj∗−1 is foliated by complex analytic varieties of dimension at least q. In
particular, every point of Mj∗ \Mj∗−1 is a point of infinite q-type. Since Mj∗ \Mj∗−1. is
dense in Mj∗ = U and the set of points of infinite q-type is closed in M [D93, page 131],
we have that every point in U = Mj∗ is of infinite q-type. We have thus established the
contrapositive. 
78
Corollary 8. Let (M, p) be a real hypersurface germ in Cn, with p being a point of finite
q-type in the sense of D’Angelo, for some 1 ≤ q ≤ n−1. Let r be a local defining function
for (M, p). Assume that r is a real polynomial of degree d. Then the following estimate
holds for the order of vanishing νp of the q× q minor determinants of the Levi form at p:
νp(coeff{∂r ∧ ∂r ∧ (∂∂r)n−q}) ≤ (n− q)(d− 2) + 2(d− 1). (6.13)
Equation (6.13) improves the bounds (d−2)n−q given in [N12, Corollary 4.12]. Moreover,
while our proof is elementary, the results in [N12] rely on the heavy machinery developed
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Birkhäuser Boston, Boston, MA, 1991.
[L06] S. Laplagne, An algorithm for the computation of the radical of an ideal.
ISSAC 2006, 191–195, ACM, New York, 2006.
[MM82] E.W. Mayr and A.R. Meyer, The complexity of the word problems for com-
mutative semigroups and polynomial ideals. Adv. Math. 46, (1982), 305–329.
[MN05] J.D. McNeal and A. Némethi, The order of contact of a holomorphic ideal in
C2. Math. Z. 250 (2005), no. 4, 873–883.
[N12] A. Nicoara, Effective vanishing order of the Levi determinant. Math. Ann.
354 (2012), 1223–1245.
[RS76] L.P. Rothschild and E.M. Stein, Hypoelliptic differential operators and nilpo-
tent groups. Acta Math. 137 (1976), no. 3-4, 247–320.
[S10] Y.-T. Siu, Effective termination of Kohn’s algorithm for subelliptic multipli-
ers. Pure Appl. Math. Q. 6 (2010), no. 4, Part 2, 1169–1241.
[S17] Y.-T. Siu, New procedure to generate multipliers in complex Neumann prob-
lem and effective Kohn algorithm. Sci. China Math. 60 (2017), 1101–1127.
82
