Abstract. The polynomial Freȋman-Ruzsa conjecture is a fundamental open question in additive combinatorics. However, over the integers (or more generally R d or Z d ) the optimal formulation has not been fully pinned down.
Introduction
A celebrated theorem of Freȋman [Fm73] states that if A ⊆ Z is a finite set satisfying the small doubling hypothesis |A + A| ≤ K|A| for some small K, where A + A is the sumset {x + y : x, y ∈ A}, then A must be contained in a generalized arithmetic progression, i.e. a set of the form P = a 0 + n 1 a 1 + · · · + n d a d : n i ∈ {0, . . . , N i − 1} for some integers a i , where the rank d and size 1 N 1 . . . N d of the generalized arithmetic progression are bounded by functions of K only. An analogue for subsets of general abelian groups was obtained by Green and Ruzsa [GR07] .
The polynomial Freȋman-Ruzsa conjecture is a central open question in additive combinatorics, and asks for essentially optimal quantitative bounds in modified versions of these structural results. The most commonly discussed case is when A ⊆ F n p for some bounded p; then the conjecture states that 
for some choice of a i ∈ G, with rank 2 d = O(log 2K) and size O(K O(1) )|A|; and a set X ⊆ G,
Unfortunately this formulation is false: this was shown recently by Lovett and Regev [LR17] , answering a question of Green [Gre07] . Their counterexample (in R m ) has the form A = B ∩ L where This leaves open the following formulation, first discussed (in a closely related form) in [Gre07] .
Conjecture 1.2 (PFR; convex formulation).
For A, G, K as in Conjecture 1.1, there exists a convex progression
where B ⊆ R d is some centrally symmetric convex body and a 0 , . . . , a d ∈ G are given, with rank
The previous formulation is (equivalent to) the special case of this one where B must be an axis-
and such B do not suffice. It is natural to ask how how large a collection of convex sets B is necessary for the conjecture to have a chance of being true.
Our main formulation will use only convex sets B which are (not necessarily axis-aligned) Euclidean ellipsiods, i.e. sets of the form
. That is, we state the following:
Conjecture 1.3 (PFR; ellipsoid formulation). For A, G, K as before, there exists an ellipsoid progression
Again, the P here are a special case of those in Conjecture 1.2. Our main result is: I.e. if Conjecture 1.2 is true at all then it suffices to consider convex sets B that are ellipsoids.
Remark 1.5. In fact there is nothing special about ellipsoids: it is true, and our proof will implicitly show, that the class of all convex bodies {γ(B 0 ) : γ ∈ GL d (R)} is sufficient for any fixed convex body B 0 (or rather, one for each d). For instance, yet another formulation would be in terms of skew progressions (not a standard term) Remark 1.6. Another variant would be to replace the set P by a Gaussian density
and replace the covering requirement A ⊆ X+P by a correlation one such as 1 A , θ ≫ K −O(1) θ 2 1 A 2 . This is readily seen to be equivalent to Conjecture 1.3 using standard tools.
The non-trivial ingredient in the proof of Theorem 1.4 comes from asymptotic convex geometry, and can be encapsulated in the following (very much non-trivial) result due to Milman [Mil86] . 
It is clear one can take γ 1 = id if desired.
Proof of the main theorem
As we have stated, most of the work in the proof is done by Theorem 1.7.
Proof of Theorem 1.4. Suppose A ⊆ G with |A + A| ≤ K|A| is given. Applying Conjecture 1.2 to A, we are given a symmetric convex body
) and A ⊆ P + X where
Let B 0 denote the standard Euclidean ball {v ∈ R d : v 2 ≤ R} where R is chosen so that vol B 0 = vol C = V . Applying Theorem 1.7, we obtain γ ∈ SL d (R) such that, writing B for the ellipsoid γ(B 0 ),
for any t 1 , t 2 > 0. We make the following claim:
Given this, we can deduce that
, and that A ⊆ P + X ⊆ P ′ + X ′ where
); so this suffices to proves the result.
Proof of claim. This is a fairly standard packing/covering argument. Let Y be a maximal subset of C ∩ Z d such that the sets y + B/2 for y ∈ Y are disjoint. By maximality, C ∩ Z d ⊆ Y + B, and hence
Also, each set y + B/2 for y ∈ Y is contained in C + B/2, so by disjointness and volume-counting we This completes the proof of Theorem 1.4.
