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Software service providers are increasingly adopting cloud-based solutions to maximize resource
utilization while minimizing operating cost. While performance predictability is becoming of
paramount importance as the safety-critical nature of such systems continues to grow (e.g., IoT
applications, infrastructure monitoring), however, large scale, high-degree of concurrency, and dy-
namic allocation of resources are making traditional performance modeling/tuning frameworks
ill-suited that are not extendable.
To address the aforementioned challenge, this thesis focuses on developing a data-driven perfor-
mance modeling framework. Towards this objective, first, hierarchical performance models that
can effectively capture and predict the execution time of a given job with high accuracy based on
limited scale execution data are first developed. Subsequently, the models are extended to account
for the underlying interactions among multiple jobs and predict the execution time of a job when
interfered with other jobs. The extended models are then leveraged to design and implement a
dynamic job scheduler that can automatically predict potential interference, and reschedule them
to minimize interference and job execution time significantly. Second, analytical models are devel-
oped to predict the possibility of suboptimal performance problems caused by inefficient partition
of input data and/or skewed task distribution across worker nodes, and recommend ways to address
the identified problems by either repartitioning of input data (in case of task straggler problem)
and/or changing the locality configuration setting (in case of skewed task distribution problem).
Finally, the thesis focuses on dynamically allocating computing resources for cloud platforms, which
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leverages kernel-level application-specific resource usage metric to allocate resources dynamically
to improve application performance while reducing resource requirements significantly compared to
static resource allocation strategies. The effectiveness of our approach is evaluated on a real cluster
using Apache Spark jobs, and is presented in the thesis. We believe that the presented approach
will guide future research, and help to improve resource utilization while reducing operating costs
significantly in cloud settings.
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This dissertation incorporates research results appearing in the following publications.
• Chapter 2 is based on [4] which is a joint work with Mohammad Maifi Hasan Khan. This
chapter presents analytical approaches to predict the performance of Apache Spark jobs
through capturing the execution behavior of different execution stages of a given job based
on limited scale execution data.
• Chapter 3 is based on [1, 2] which is a joint work with Mohammad Maifi Hasan Khan, Nhan
Nguyen, and Swapna Gokhale. This chapter extends our modeling framework presented in
Chapter 2 by modeling interference among multiple Apache Spark jobs, and predicting the
execution time of a job when interfered with other jobs.
• Chapter 4 is based on [3] which is a joint work with Mohammad Maifi Hasan Khan, Nhan
Nguyen, and Swapna Gokhale. This chapter focuses on developing analytical models that
can predict the possibility of suboptimal performance problem caused by inefficient partition
of input data and/or skewed task distribution across worker nodes, and recommend ways
to address the identified problems by either repartitioning of input data (in case of task
straggler problem) and/or changing the locality configuration setting (in case of skewed task
distribution problem).
• Chapter 5 is a joint work with Mohammad Maifi Hasan Khan and Nhan Nguyen. This chapter
focuses on the challenge of dynamic resource allocation for cloud platforms. Towards that, we
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Significant advancement in computing technologies and widespread Internet connectivity enabled
researchers to collect and analyze large volume of data in real-time for various purposes (e.g., social
media data mining, user behavior modeling, bioinformatics research) [5, 6, 7, 8, 9, 10]. As the scale
of the applications and the volume of data that needs to be stored and processed continue to grow,
service providers are increasingly adopting cloud-based solutions (e.g., Apache Hadoop [11, 12],
Apache Spark [13, 14, 15]) to provide reliable and scalable service while maximizing the resource
utilization and minimizing the operating cost. Among different cloud computing platforms, Apache
Spark [14] is one of the recently popularized open-source platforms that is currently used by over
500 organizations, including companies such as Amazon, eBay and Baidu1.
While performance prediction in such systems is important for various reasons such as optimizing
resource allocation, job scheduling, identifying abnormal execution pattern, and/or improving ap-
plication performance [16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26], it is nontrivial for several reasons
as follows. First, the execution time of a particular job on cloud platforms can vary significantly
1http://spark.apache.org/faq.html
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depending on input data type and size, design and implementation of algorithms, and computing
capability (e.g., number of nodes, CPU speed, memory size), making it difficult to predict job per-
formance. Second and finally, with advancement in hardware technology, virtualization technique
is increasingly being used to share resources among multiple applications [27]. While virtualiza-
tion isolates multiple applications running on separate virtual machines, however, the interference
among these applications still affects the execution performance. Due to the aforementioned factors,
modeling performance of multiple jobs running in a virtualized cloud environment concurrently is
extremely challenging, which this thesis addresses by investigating data-driven hierarchical perfor-
mance modeling frameworks. The thesis makes the following key contributions.
1.1 Data-driven Performance Modeling for Apache Spark
Applications
In the first part of our thesis, we investigate analytical approaches to predict the performance of
cloud applications. Among many cloud computing platforms, to limit the scope of our work, we
focus on Apache Spark [15] platform which introduces the concept of resilient distributed datasets
(RDDs) [13] to enable fast processing of large volume of data leveraging distributed memory. Due
to its multistage programming model and in-memory data operations paradigm, applying prior
performance modeling approaches for Apache Spark platform is nontrivial. To address this chal-
lenge, we leverage the multi-stage execution structure of Apache Spark jobs to develop hierarchical
models that can effectively capture the execution behavior of different execution stages. Using
these models, we first measure the job performance based on limited scale execution using only a
fraction of real data set. Next, we predict the job performance based on the limited scale execution
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job performance data. We evaluate our framework using four real-world applications. In each case,
our model is able to predict execution time for individual stages with high accuracy. Additionally,
the model is able to predict memory requirement for RDD creation with high accuracy.
1.2 Interference Aware Job Scheduling for Apache Spark
Platform
The second part of our thesis investigates the challenge of performance modeling and improvement
for multiple jobs running in parallel on the same cluster. To address this, first, we focus on
modeling interference among multiple Apache Spark jobs, and predict the execution time of a job
when interfered with other jobs. In contrast to hard to interpret machine learning approaches
that are often used to predict system performance leveraging past system execution data, we apply
analytical approach that can provide a better understanding regarding the observed behavior (e.g.,
execution slowdown), exposing the underlying interactions among multiple jobs [28] [29] [30] [31].
Specifically, we use a simulation job (an Apache Spark job implemented by us) to predict the
slowdown ratio while running multiple jobs concurrently, and use the slowdown ratio to predict the
execution time. As Apache spark jobs follow a multi-stage execution model and different stages
have different characteristics (e.g., I/O intensive vs. CPU intensive), our framework develops
interference models for each stage, and predicts execution time for each stage separately. Finally,
as concurrent Apache Spark jobs can heavily interfere, we design and implement a scheduler that
automatically schedules and executes submitted Spark jobs leveraging the performance prediction
framework, minimizing interference and reducing job execution time significantly. We evaluated our
framework with four real-world applications, namely, Page Rank, K-means clustering algorithm,
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Logistic regression, and Word Count application. We varied the number of concurrent jobs up to
4 and predicted execution time for individual stages. While the prediction accuracy for individual
stages varied, it ranged between 86% to 99% when the number of concurrent jobs was four and
all started simultaneously, and ranged between 71% to 99% when the number of concurrent jobs
was four and started at different times. Furthermore, the scheduling algorithm reduced the average
execution time of individual jobs and the total execution time (i.e., completion time of the last job
minus the start time of the first job) significantly, and ranged between 47% to 26% for individual
jobs and 2% to 13% for total execution time respectively.
1.3 Identifying and Addressing Suboptimal Performance
Problems
Prior work noted two different problems for Apache Spark platform that can lead to poor per-
formance as follows [24, 25, 28, 32, 33, 34, 35, 36, 37, 38, 39]. First, among the tasks within a
stage, occasionally some tasks may take much longer (i.e., task stragglers) than the median task
time and can increase the job completion time significantly. Second, tasks may not get distributed
evenly across worker nodes, causing some nodes to get a large number of tasks while others get
few, resulting in wasted resources and increase in job completion time.
To identify and address the aforementioned challenges, in this thesis we take a model driven ap-
proach where a given application is first run with a fraction of the input dataset to predict possible
stragglers and/or skewed task distribution problem in advance. Subsequently, if the model predicts
the possibility of task straggler problem, we use our performance models to repartition the input
data (or intermediate data if needed) by adjusting the partition number to either split a longer
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task (i.e., straggler) into multiple shorter tasks, or merge multiple tiny tasks into a larger one. On
the other hand, if the model predicts the possibility of skewed task distribution problem, we tune
the locality setting (i.e., spark.locality.wait) that controls the task creation on remote worker nodes
to address the problem. Our experimental results using 9 different Apache Spark applications on
two different clusters show that our model driven approach can mitigate the predicted imbalance
problem and improve performance significantly.
1.4 Dynamic Resource Allocation for Apache Spark Applications
In the final part of our work, we focus on dynamically allocating computing resources for Apache
Spark applications on cloud platforms which is becoming increasingly important to minimize op-
erating cost [20, 40, 41, 42, 43, 44, 45, 46, 47]. To address this challenge, we design a dynamic
resource allocation middleware service that leverages run time traces to allocate resources in real
time. Our framework allows us to infer resource contention at the system level and address that
without understanding the inner workings of a target application. We investigated two dynamic
approaches for resource allocation where we use either an a priori calculated (Approach-I) or dy-
namically adjusted (Approach-II) threshold value to adjust the amount of allocated resources for
the future intervals. We evaluated our approaches using six different Apache Spark applications
on both physical and virtual clusters, and compared against static resource allocation strategies.
Experimental results demonstrate that our approach can improve application performance while




The rest of the thesis is organized as follows. Chapter 2 presents the analytical performance
models and prediction framework for Apache Spark platform. Chapter 3 presents the design of
interference aware job scheduling algorithms and evaluation on a real cluster. Chapter 4 presents
a model driven approach for predicting and addressing possible task straggler and skewed task
distribution problem. Chapter 5 presents the design and implementation of a middleware service
for dynamically allocating computing resources for Apache Spark applications on cloud platforms.




for Apache Spark Applications
Our work investigates the challenges regarding data-driven performance modeling for cloud plat-
form. To demonstrate the feasibility of our approach, among many cloud computing platforms,
we choose Apache Spark [15] which is one of the recently popularized open-source cloud platforms
that introduces the concept of resilient distributed datasets (RDDs) [13] to enable fast processing
of large volume of data leveraging distributed memory. Its in-memory computation makes it well-
suited for iterative applications such as iterative machine learning and graph algorithms. However,
execution time of a particular job on Apache Spark platform can vary significantly depending on
the input data type and size, design and implementation of the algorithm, and computing capabil-
ity (e.g., number of nodes, CPU speed, memory size), making it extremely difficult to predict job
performance, which is often needed to optimize resource allocation[16][17]. While prior work exists
that looked into the problem of performance prediction for cloud platforms such as Apache Hadoop
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[12] (an open-source implementation of MapReduce [11] computing framework), these approaches
are not suitable for apache Spark platform due to its different programming model and features
such as in-memory data operations.
To address this void, we investigate analytical approaches to predict the performance of Apache
Spark jobs. Specifically, we leverage the multi-stage execution structure of Apache Spark jobs
to develop hierarchical models that can predict the job performance based on the limited scale
execution job performance data. Our approach along with prior work that are related to our effort
is presented below.
2.1 Background
While significant volume of work exists that looked into various aspects of performance prediction
in various distributed settings, we focus our discussion on recent efforts that investigated the chal-
lenge of performance prediction for various cloud platforms [16, 17, 18, 48, 49, 50, 51, 52, 53, 54].
Among numerous efforts, PREDIcT [48] is one of the recent work that looked into the problem of
predicting runtime for network intensive iterative algorithms implemented on Hadoop MapReduce
platform. Specifically, it aims to predict the number of iterations and runtime for each iteration
based on sample run and historical data. However, PREDIcT focuses on iterative algorithms, and
requires representative training dataset to achieve high prediction accuracy, and may lead to poor
prediction accuracy for applications with no historical data. To simplify the performance prediction
for complex Hadoop application, another recent work presented the idea of using a modeling lan-
guage (e.g., Hive Query Language (HQL)) [49] that translates big data applications into SQL-like
queries on Apache Hive [55]. This provides a convenient way for predicting performance for data
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processing applications that can be implemented using HQL queries. For Map Reduce jobs running
on heterogeneous machines, bound-based performance modeling techniques are tried for predicting
job completion time [50] as well. The main idea is to evaluate the upper and lower bounds of
job completion time, and use that to predict job performance. Starfish [51] presents a self-tuning
framework for MapReduce paradigm to predict job performance under different program configu-
rations for Apache Hadoop jobs. It applies analytical approach to estimate how a job will perform
based on job simulation data, and uses that model to predict performance. While this and prior
approaches achieve good prediction accuracy, due to the differences between the implementation of
other cloud platforms and Apache Spark platform, Starfish and similar approaches are not suitable
for predicting job performance running on Apache Spark platform without significant modifications.
We address this void in our work as follows.
2.2 Overview
In Apache Spark platform, each job consists of multiple execution stages implementing distinct
operations of an application program where stages are executed sequentially. To facilitate parallel
processing, input data set is partitioned into multiple sets and are distributed over multiple worker
nodes. Within each worker node, batches of tasks are launched to process the corresponding
partition of the input data. The number of tasks within each node is determined based on the
size of the input data and configuration settings of the program. To illustrate the main idea
behind Apache Spark job execution, let us consider the Apache Spark PageRank job running on
two worker nodes: A and B, where Node A has 8 CPU cores and Node B has 12 CPU cores as
shown in Figure 2.1. This PageRank job will have 13 stages if the iteration number is set to 10,
9
Figure 2.1: Apache Spark PageRank Job
where stage 1 and stage 2 execute the distinct() operation. In the iteration part from stage 3 to
stage 12, the operation reduceByKey() is executed. The final stage performs the saveAsTextFile()
operation. As shown in Figure 2.1, each box in the Figure represents one stage, and each line in the
box represents one task. Different colors are used to differentiate tasks running on different worker
nodes. If the input data size of this PageRank job is 2.5 GB, the total number of input blocks will
be 40 for a default block size of 64 MB. As the number of tasks is same as the input block number,
there are 40 lines in each stage. In addition, the number of tasks in each stage is same within one
Spark job. Therefore, for this example, in each stage, 40 tasks will be executed. However, different
CPU cores may complete different number of tasks due to the difference in computing ability and
uncertainty during the program execution. Given the above model of execution, next, we present
the developed hierarchical models that can be used to predict job execution time, memory footprint
for RDD creation, and I/O overhead as follows.
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2.2.1 Model for Estimating Execution Time
As a Spark job is executed in multiple stages where each stage contains multiple tasks, we use the
following notation to represent an Apache Spark job:
Job = {Stagei | 0 ≤ i ≤M} (2.1)
Stagei = {Taski,j | 0 ≤ j ≤ N} (2.2)
Here M is the number of stages in a job and N is the number of tasks in a stage. Next, as different
stages within a job are executed sequentially, we represent the execution time of a job as the sum
of the execution time of each stage plus the job startup time and the job cleanup time as follows:
JobT ime = Startup+
M∑
s=1
StageT imes + Cleanup (2.3)
Next, within each stage, as one CPU core executes one task at a time, in a cluster with H worker





Here, CoreNumi is the number of CPU cores of working node i and H is the number of working
nodes in the cluster. Hence, within an execution stage, tasks in each stage are executed in batches
where each batch consists of P tasks running in parallel. However, due to the differences in comput-
ing capabilities among different worker nodes in a heterogeneous cluster and inherent uncertainty
in program execution, the execution time of different tasks may vary significantly. Therefore, the
time spent in a particular stage can be calculated as the maximum of the sum of all the sequential
tasks’ time within a stage plus the stage startup time and the stage cleanup time as follows:






TaskT imec,i + Cleanup (2.5)
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Here P is the number of total CPU cores, and Kc is the number of sequential tasks executed on
CPU core c. Finally, as different tasks in a stage follow the same execution pattern, the execution
time of a task can be computed as follows:
TaskT ime = DeserializationT ime+RunTime+ SerializationT ime (2.6)
Here DeserializationT ime is the time taken to deserialize the input data, SerializationT ime is
the time taken to serialize the result, and RunTime is the actual time spent performing operations
on data such as data mapping, filtering, calculating, and analyzing.
2.2.2 Memory Consumption
As the Spark platform takes the advantage of in-memory processing to improve the computing
efficiency, it is important to allocate sufficient memory needed to create initial RDD to avoid
possible slowdown of the execution. Moreover, under certain system configurations, lack of enough
memory for initial RDD creation can lead to unexpected program termination. To avoid such
adverse events, we develop a simple model to estimate the minimum memory requirement for
RDD creation. Specifically, if there are N tasks in the system, we can express the total memory





2.2.3 Model for Estimating I/O Cost
Finally, within a stage, the transformation operation that generates new RDD based on previous
RDD is implemented in ShuffleMapTask and the action operation that output the result data
which is implemented in ResultTask. The I/O cost during the shuffle phase in these two types of
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tasks can be classified into two categories, namely, the shuffle read cost and the shuffle write cost.
Shuffle write cost is the cost of writing the interim data to local disk buffer, and shuffle read cost
refers to the network I/O cost for fetching the interim data from other worker nodes. As shuffle
phase is the most I/O intensive phase where frequent data fetching and transmission occurs, in
our model, for I/O cost measurement, we specifically focus on data transmission during the shuffle
phase that involves data fetching from remote hosts and the interim data writing into the disk.









Here N is the number of tasks in Stagei.
2.3 Performance Prediction
Based on the above model, to predict job performance, the presented modeling framework first
executes the program on a cluster using limited amount of sample input data and collect perfor-
mance metrics such as run time, I/O cost, and memory cost during the simulated run. Next, the
extracted performance metric from simulated run is used to predict the performance metric for the
actual run. Specifically, to predict the execution time, we first calculate the number of tasks that
will be executed in the actual job as follows: N = InputSize/BlockSize, where InputSize is the
size of the input data, and Blocksize is the size of one data block in HDFS. The tasks within a
stage are scheduled to run batch by batch, and the number of tasks in each batch P is computed
as shown in equation (2.4). In one batch of tasks, while the tasks may start simultaneously, they
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may not finish at the same time due to various factors such as data skew problem, and differences
in computing capability of different worker nodes. Hence, using simulation data, we calculate the
average execution time for a task for a given stage for a worker node h as follows.







Here nh is the number of tasks running in host h in a particular stage of the sample job. Moreover,
during our experiment, we observed that the average execution time of the first batch is significantly












Here nh is the number of tasks running in host h, and Ph is the number of tasks in the first
batch. Please note that, to trace two batches of tasks to calculate this ratio for every working
node, SampleSize needs to be doubled (discussed in Section 2.3.1). As tasks execute on different
hosts in parallel, to predict the execution time for a particular stage during actual execution, stage
Startup time and Cleanup time are viewed as constants which are extracted from simulation logs,
and stage execution time is estimated as follows:






AvgTaskT imec,i + Cleanup (2.13)
EstTaskT imec,i =

AvgTaskT imec, if i = 1
AvgLaterTaskT imec, if i > 1
(2.14)
Here P is the number of total CPU cores calculated in equation (2.4), Kc is the number of sequen-
tial tasks running in CPU core c. AvgTaskT imec is the average time for tasks in the first batch for
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CPU core c of the corresponding host, and is calculated in equation (2.11). AvgLaterTaskT imec
is the average time of the following batches of tasks, which could be calculated as Ratioh ×
AvgTaskT imeh. For predicting I/O cost, the average shuffle read and write costs of a typical



















Here H is the number of worker nodes and Nh is the number of total tasks on host h during real
execution. nh is the number of tasks running on host h during simulation at stage j. Finally, the











For simulation, we tried two alternative setup as follows. In the first setup, to make sure that all
worker nodes in the cluster is used during simulation, we extract sufficient amount of sample input
data so that each CPU core gets to process at least one block of input data. Hence, given that
one block of HDFS data is configured to be equal to the size BlockSize, the minimum value of
SampleSize can be calculated as BlockSize× P , where P is the number of tasks that can run in
parallel (P is calculated in equation (2.4)). However, as the prediction mechanism needs to extract
2 × P blocks of sample data from the original input to simulate on the whole cluster, for clusters
with a large number of worker nodes, total CPU core number P may be very huge, resulting
in a big sample job and long simulation time. In order to reduce the simulation time, we tried
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Figure 2.2: Simulation Setup
another alternative where the sample job is executed in a smaller cluster which has fewer number
of CPU cores p. As a result, only 2× p blocks of sample data is needed. In our simulation, we ran
simulation on a smaller cluster that includes one node of each type (as shown in Figure 2.2(b)).
Basically, all computing nodes in a cluster can be classified into D groups, where each group has
Numg computing nodes and each computing node in a group has the same computing capability
(e.g., CPU speed, RAM). Next, one node is selected from each group, and total D working nodes
are chosen to construct this new cluster. In such a setting, the size of sample data is reduced to
D/
∑D
g=1Numg times of the original input data, reducing the simulation time significantly. Finally,
to reduce the impact due to data skew, our sampling technique divides the input data into multiple
sections, and extracts data from each section with equal probability.
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2.4 Evaluation
To evaluate our model, experiments are performed on a cluster of 13 nodes, where one node serves
as the master node, and the other 12 nodes serve as worker nodes. The master node has 4 CPU
cores, and 6 GB of memory. Among the 12 worker nodes, 6 nodes have the same configuration: 8
CPU cores and 8 GB of memory, and the other 6 nodes have the same configuration: 12 CPU cores
and 16 GB of memory. For evaluation, we ran Apache Spark using its standalone cluster mode on
top of Hadoop Distributed File System (HDFS) with default 64 MB block setting.
For data collection, we leveraged spark event logs that are generated by the Apache Spark platform
to record execution profiles and performance metrics that are directly obtained from the Spark
event listeners in the Apache Spark program, and are saved in JSON [56] format. By analyzing this
log file, StageT ime in equation (2.3) and TaskT ime in equation (2.5) can be easily calculated. Job
Startup time and job Cleanup time, and stage Startup time and stage Cleanup time is calculated
from log data as well. From task level log, task time is calculated using equation (2.6). Moreover,
since I/O cost details are provided for each task, TaskIOWrite and TaskIORead is calculated
using the shuffle write and read metrics to construct the I/O profile. The initial RDD is created in
one of the first few stages, and each RDD block is stored in memory while the corresponding memory
usage is recorded in the tasks sections of logs. Based on this information, memory consumption
profile is calculated using equation (2.7).
Example jobs we use to verify performance of our prediction mechanism include one non-iterative
text processing algorithm: WordCount; two iterative machine learning algorithms: Logistic Regres-
sion and K-Means clustering; and one graph algorithm: PageRank. As input data, the WordCount
job uses 75 GB Wikipedia dump. Logistic Regression and K-Means job use 50 GB of numerical
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Color-Magnitude Diagram data of galaxy from Sloan Digital Sky Survey (SDSS)[57]. For PageR-
ank, we use the LiveJournal network dataset from SNAP[58], which is processed through mapping
each node id into longer string to form 25 GB of data as the input for this algorithm.
To measure the effect of simulation setup on prediction accuracy, we used two simulation setup
as follows. In the first simulation setup, we used the whole cluster to simulate the execution. In
this case, the number of CPU core P is 120 and we have two cases to consider. In the first case,
the sample data size is set at 7.5 GB for P cores (based on 64 MB of block size) to simulate one
task per core during the simulation. In this case, we assume that each task within a stage requires
similar execution time. In the second case, the sample data size is set at 15 GB for P cores (2×P
based on 64 MB of block size) to simulate two tasks per core during the simulation. Simulating
two tasks per core allows us to calculate the ratio based on the discrepancy in execution time for
the first task compared to the subsequent tasks within a single stage (2.12).
In the second simulation setup, we used two worker nodes of different computing capability from 12
worker nodes and kept the master node to construct a cluster of 3 nodes (as shown in Figure 2.2).
In this case, the number of CPU core p is 20 and we again have two cases to consider. In the first
case, the sample data size is set at 1.25 GB for p cores (based on 64 MB of block size) to simulate
one task per core during the simulation. In this case, we assume that each task within a stage
requires similar execution time. In the second case, the sample data size is set at 2.5 GB for p
cores (2 × p based on 64 MB of block size) to simulate two tasks per core during the simulation.
Simulating two tasks per core allows us to calculate the ratio based on the discrepancy in execution
time for the first task compared to the subsequent tasks within a single stage (equation 2.12).
To evaluate the accuracy of our prediction model, we calculate the prediction accuracy for each
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(a) WordCount (b) Logistic Regression
(c) K-Means (d) PageRank
Figure 2.3: Prediction Accuracy for Apache Spark Jobs







Here M is the number of stages for a particular job, PredictCosti is the predicted performance cost
for stage i, and Costi is the actual cost. Equation (2.18) can be used to calculate the prediction
accuracy, and M is set to 1 when computing memory cost prediction accuracy. Our experimental
result is presented below.
2.4.1 WordCount
In the WordCount example, input data size is 75 GB. For WordCount application, there are two
stages and no memory cost for the initial RDD creation. There is only I/O write cost in the first
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stage, and I/O read cost for the second stage. Figure 2.3a shows the accuracy for time and I/O
cost prediction for different simulation setup. As can be seen in the figure, full cluster simulation
achieves greater prediction accuracy. Also, as can be seen in Figure 2.3a and Figure 2.4a, simulating
two tasks per core and considering the discrepancy in execution time for the first task compared
to the subsequent tasks within a single stage (equation 2.12) improves the prediction accuracy
significantly.
For I/O cost prediction, the full scale simulation achieves much better prediction accuracy compared
to the limited-scale simulation (Figure 2.4b and Figure 2.4c). This may be due to the fact that the
limited-scale simulation does not capture the frequent network I/O that may happen in a large-scale
setup.
(a) Time Prediction (b) I/O Write Prediction (c) I/O Read Prediction
Figure 2.4: Prediction Results for WordCount
2.4.2 Logistic Regression
Logistic Regression is an iterative algorithm with 10 stages, where there is no shuffle I/O cost.
For Logistic Regression, the input data size is 50 GB. Figure 2.3b shows the prediction accuracy
for execution time and memory usage for the whole job whereas Figure 2.5 shows the actual
and predicted execution time per stage. As logistic regression is a computing-intensive job, this
minimizes the effect of I/O and leads to better prediction accuracy. For memory cost prediction, all
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four simulation setup achieved 100% accuracy and correctly predicted the value of 11.5 GB needed
to create the initial RDD (Figure 2.3b).
Figure 2.5: Prediction Results for Logistic Regression
2.4.3 K-Means
We use the same data set as input for K-Means clustering algorithm that was used for testing
Logistic Regression algorithm. K-Means is an iterative algorithm with 22 stages. In the third stage
of the job, the I/O cost involves shuffle write, and the I/O cost involves shuffle read in the fourth
stage. Later stages follow the same pattern. Figure 2.3c shows the prediction accuracy for execution
time, memory usage, and I/O cost. Figure 2.6a shows the actual execution time along with the
predicted values for different stages. As the volume of data read and written was small (only few
megabytes), the prediction error for I/O cost was high (Figure 2.6b and Figure 2.6c). However, as
the time cost for I/O operations is small and has minimal effect on total execution time, the model
still achieved high prediction accuracy for execution time. For memory cost prediction, the model
had 100% accuracy, correctly predicting the value of 11 GB (Figure 2.3c).
2.4.4 PageRank
PageRank is an iterative algorithm with 13 stages where there are I/O read and write costs for
each stage. In our evaluation, we used 25 GB of input data. Figure 2.3d shows the prediction
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(a) Time Prediction (b) I/O Write Prediction (c) I/O Read Prediction
Figure 2.6: Prediction Results for K-Means
accuracy. For time prediction, the accuracy is above 80% based on small scale simulation, but
drops to around 70% for the full cluster simulation (Figure 2.3d and Figure 2.7a). This result
may be due to the fluctuation in execution time across tasks within a stage. For I/O write cost
prediction, the accuracy is above 90% for large-scale simulation (Figure 2.3d and Figure 2.7b).
For memory cost prediction, the accuracy is close to 97% for large-scale simulation (Figure 2.3d).
However, the I/O read prediction is below 50% based on small scale simulation (Figure 2.3d and
Figure 2.7c), which may be due to the inability to capture network activity in sufficient details in
a small scale simulation.
(a) Time Prediction (b) I/O Write Prediction (c) I/O Read Prediction
Figure 2.7: Prediction Results for PageRank
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2.5 Discussion
This chapter presents a performance prediction framework for jobs running on Apache Spark plat-
form. We establish models for predicting job performance by simulating the execution of actual job
in a limited scale on real cluster. The prediction accuracy is evaluated for iterative and non-iterative
algorithms. While the prediction accuracy is found to be high for execution time and memory, the
I/O cost prediction varied for different applications. We believe that our proposed approach can




Interference Aware Job Scheduling
for Apache Spark Platform
Virtualization technique is increasingly being used to share resources among multiple applications
running concurrently on the same cluster [27]. While the performance of these jobs running in a
virtualized environment can be negatively affected due to interference caused by resource contention,
it is nontrivial to predict the effect of interference on job performance in such settings, which is
critical for efficient scheduling of such jobs and performance troubleshooting. To address this
challenge, in this chapter, we extend our modeling framework presented in Chapter 2 and focus
on modeling interference among multiple Apache Spark jobs, and predict the execution time of a
job when interfered with other jobs. In contrast to hard to interpret machine learning approaches
that are often used to predict system performance leveraging past system execution data, we apply
analytical approach that can provide a better understanding regarding the observed behavior (e.g.,
execution slowdown), exposing the underlying interactions among multiple jobs [28] [29] [30] [31].
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Specifically, we use a simulation job (an Apache Spark job implemented by us) to predict the
slowdown ratio while running multiple jobs concurrently, and use the slowdown ratio to predict the
execution time [1, 2]. Finally, as concurrent Apache Spark jobs can heavily interfere, we design and
implement a scheduler that automatically schedules and executes submitted Spark jobs leveraging
the performance prediction framework, minimizing interference and reducing job execution time
significantly [1, 2]. Details of our work along with prior efforts are presented below.
3.1 Background
With the proliferation of cloud computing platforms, significant volume of prior work looked into
the problem of performance modeling in cloud settings and distributed systems in general [48,
49, 50, 51, 53, 54, 59, 60]. Among these, PREDIcT [48] looks into the problem of predicting
runtime for network intensive iterative algorithms and focuses on Hadoop MapReduce platform.
Starfish [51] leverages analytical approaches to predict job performance based on job simulation
data. CloudScope [59] is one of the more recent efforts that employs a discrete-time Markov Chain
model to predict the performance interference of co-resident applications by modeling an application
as a sequence of job slices and estimating the probability of a job moving from one state to another
considering different factors such as current workloads and slowdown. Matrix [60] utilizes machine
learning methods to predict application performance on virtual machines by applying clustering
methods to classify applications and predicts the performance of new applications by comparing
against the previously trained models.
Interference modeling among multiple applications running on MapReduce framework is tried before
as well for the purpose of efficient job scheduling [61] that requires training using different combina-
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tions of applications, which can quickly become prohibitive. MIMP [62] presents a progress aware
scheduler for Hadoop framework that applies regression model to train and predict task completion
time based on past execution. HybridMR [27] presents another MapReduce scheduler for hybrid
data center consisting of physical and virtual machines. This scheduler uses performance interfer-
ence models to guide resource allocation, and applies linear and non-linear exponential regression
model to capture CPU, I/O, and memory interference.
While these prior efforts provide invaluable insight to the problem of performance modeling, how-
ever, most of them use black-box approaches and can not be extended easily without retraining.
Moreover, due to the multi-stage execution model and in-memory computation feature of Apache
Spark platform, it is non-trivial to apply these approaches without further modifications for pre-
dicting the effect of interference on job execution time. As such, we focus on developing data-driven
analytical models for modeling interference among multiple Apache Spark jobs which is comple-
mentary to prior efforts.
3.2 Overview
Given the multistage execution model of Apache Spark discussed in Chapter 2, the main idea behind
our work is as follows (Figure 3.1). First, for a given Apache Spark job, we predict the execution
time for each stage leveraging the performance model developed based on the performance of the
actual job with smaller input data set. Note that this model is presented in Chapter 2, and assumes
that there are no interference in the system from other jobs. Next, we estimate the slowdown
ratio for a given number of jobs running concurrently by executing our simulation job, which is
















of  the job 
assuming 
interference
Execute n simulation job(s) 
concurrently, where
1 ≤ n≤ 4 
Populate  a vector of n slowdown 
ratio [s1,s2,…sn], where si
represents the slowdown ratio for  i 
concurrent jobs
Predicted 
execution time of 
the interfered job
Predict 











- Input data size of the sample job
- Input data size of the actual job
Figure 3.1: Performance Prediction for Interfered Jobs
used for evaluation. However, as the slowdown ratio due to interference among simulated jobs can
be different compared to the actual jobs, for a given job, we adjust the expected slowdown ratio by
taking into account the actual job parameters such as input data size and disk I/O characteristics.
Once we estimate the expected slowdown ratio, we estimate the execution time considering the
interference. We present the model for predicting the slowdown ratio due to interference that
allows us to predict the execution time in the presence of interference among multiple jobs below.
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3.3 Modeling Interference
As different stages of a job is expected to have different characteristics in terms of resource utilization
(e.g., CPU, I/O, memory), different stages of multiple jobs running concurrently on a system is
expected to result in different interference patterns, affecting the execution time differently. Based
on this observation, we model the slowdown ratio due to interference among multiple jobs for each
stage separately. Towards that, in our model, each stage is represented as a vector consisting of
execution time, CPU usage, disk I/O rate, and network I/O rate as follows.
Resi = (RunTimei, CPUi, DiskIOi, NetIOi) (3.1)
Here 1 ≤ i ≤M , and M is the number of stages in a job.
Next, the slowdown resulting from interference with other jobs for a particular stage is represented
as follows.
SlowdownRatio(Stagei,k) = f(Resi,k, ResOtherjobs) (3.2)
Here 1 ≤ k ≤ J , 1 ≤ i ≤M , J is the number of jobs running in parallel, M is the number of stages
in the Apache Spark job. ResOtherjobs represents the resources consumed by other jobs that are
running concurrently with Stagei,k. Simply put, this slowdown ratio is the ratio between execution
time with interference over execution time without interference for a particular stage. Hence, once
we can estimate the value of the slowdown ratio and the expected execution time when there is no
interference, we can estimate the execution time if there are interference with other jobs.
As the slowdown happens primarily due to contention for bottleneck resources in the system, to
better understand the underlying reasons behind the slowdown, we ran a series of experiments and
collected job event logs and resource consumption data, and then extracted the resource usage pro-
file for each stage. Job event log is generated by Apache Spark platform, and resource consumption
28
data is collected using system monitoring tool dstat [63]. Apache Spark log records the time line of
different stages of a running job, which was used to determine the submission and completion time
of different stages of a job. The resource usage for different stages of a job is represented as below:
CPUi = (CPUusri, CPUsysi, CPUidlei, CPUwaiti) (3.3)
DiskIOi = (RateofDiskReadi, RateofDiskWritei) (3.4)
NetIOi = (RateofNetReceivei, RateofNetSendi) (3.5)
Here 1 ≤ i ≤M , and M is the number of stages in a Apache Spark job.
As an Apache Spark job uses in-memory data processing to reduce execution time, in the first
stage of a job, it reads the input data to memory, and then analyzes the in-memory data in the
subsequent stages. Due to this characteristic, in the first stage, frequent I/O is expected, leading to
longer I/O wait. Based on this observation, as bulk of the disk I/O happens in the first stage, in our
model, we calculate the slowdown ratio for the first stage only, and assume that the slowdown ratio
in cases where the first stage interferes with the following stages from another job is 1.0 (i.e., the
slowdown due to interference is expected to be minimal). Please note that, while this assumption is
not accurate for certain jobs and stages, the error introduced due to this assumption in prediction
accuracy is not significant.
As most of the time spent in the first stage is due to reading data from disk to memory, we represent
the relationship between the amount of data read in the first stage (e.g., size of input data), the





Now, if we assume that we execute the same job twice, once with reduced input data set (i.e.,
sample job) and once with the complete input data set (i.e., complete job), from equation 3.6,
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Please note that, in the above equation, we can estimate the value ofRunTimeCompleteJobwithoutInt.,Stage1
using the performance model from our earlier work [4]. Once we predict the rate of disk read for a
complete job with no interference, next, we need to model the relation between the rate of disk read
and the slowdown ratio when there is interference. For that, first, we run a simulation program
(written by us as described in Section 3.5) to collect the runtime information with and without













In this thesis, we assume that there can be at most 4 concurrent jobs in a system, and varied
n between 2 to 4 to calculate β2, β3, and β4. Please note that running the simulation job and
calculating βn takes only few minutes and need to be done only once, making this approach quite













3.3.1 The Cascading Effect
Given the above formulation, if we assume that all the jobs are of same type and start at the same
time, modeling interference is straightforward as they all have the same execution behavior in each
stage. However, for interference among different types of jobs possibly starting at different times,
this is a bit more complicated due to possible cascading effect. For example, the slowdown of stage
1 of job A may push this stage to interfere with stage 2 of job B. Hence, a dynamic interference
estimation algorithm is designed to solve this problem. The main idea behind the algorithm is as
follows. First, the algorithm uses the execution time line of each job as input, and calculates the
slowdown ratio for each stage of different jobs within the same time slot, and generates the execution
time line of each job under interference condition. Based on that, the algorithm identifies the job
that will finish its first stage the earliest, removes that job from the list, and recalculates the effect of
interference for the remaining jobs for the remainder of the execution time. The algorithm applies
this repeatedly until the list becomes empty. This dynamic interference estimation algorithm is
described in Algorithm 1.
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Input: List JobProfiles listing Execution Information without Interference
Output: List JobT ime listing Execution Time with Interference
1 Function PredictJobExecution
2 Initialize List Phases, List JobT ime;
3 for all job ∈ JobProfiles do
4 Phases.add(job.getStage(0)); //first stage
5 end
6 while Phases.size > 0 do
7 Initialize MinTime ← MaxValue;
8 for all phase ∈ Phases do
9 r ← phase.calculateSlowdownRatio(Phases);
10 phaseTime ← phase.getStageTime() × r;
11 phase.setPhaseTime(phaseTime);
12 phase.setSlowdownRatio(r);
13 if phaseTime < MinTime then
14 MinTime ← phaseTime;
15 end
16 end
17 for all phase ∈ Phases do
18 if phase.getPhaseTime = MinTime then
19 StageTimeInterfere ← MinTime + phase.getPartialTime();
20 JobT imes.add(phase ,StageTimeInterfere);
21 Phases.remove(phase);
22 if JobProfiles.hasNextStage(phase) then




27 phase.setStageTime(phase.getStageTime() − MinTimephase.getSlowdownRatio());





Algorithm 1: Interference Estimation Algorithm
3.4 Interference Aware Job Scheduling
Finally, as concurrent Apache Spark jobs often heavily interfere, especially at the first stage, to
minimize interference and job execution time, we design and implement a scheduler that automati-
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Figure 3.2: A Scheduling Example
cally schedules and executes submitted Spark jobs leveraging the performance prediction framework
presented earlier. Specifically, when a new job arrives in the system, if there is no existing job in the
system, the scheduler locates available servers that can execute the job and starts the job imme-
diately. However, if there are existing jobs running in the system with possibly more jobs waiting
in the queue, the scheduler calculates the waiting time (if any) of the new job and readjusts the
waiting time of the jobs that are already in the queue (if needed) to determine the best scheduling
plan and updates the scheduling file accordingly (Note that jobs are not executed on first-come-first
serve basis in our system).
The process of calculating the waiting time for a job in multiple steps is illustrated in Figure 3.2.
Here we assume that the first job J1 is submitted at time point T1, and is started immediately as
there is no other job in the system. The second job J2 is submitted at time T2. At that time, the
scheduling algorithm calculates the amount of time already executed by J1 (i.e., T2−T1) to decide
whether J2 can be started immediately or needs to wait to avoid interference. If J2 needs to wait,
the algorithm calculates the tentative wait time for J2 based on the interference model, which is
∆T , and updates the scheduling file by writing the waiting period ∆T for J2.
Now, let us assume that, at time point T3, the third job J3 arrives in the system. At that point,
33
the algorithm first calculates the execution time (which is different than the wall clock time) of the
two jobs already running in the system. As J1 executed alone before S1 and executed concurrently
with J2 between S1 and T3, we calculate the execution time of J1 since the last job submission
time (i.e., T2) as ExeT imeJ1 = (S1 − T2) + (T3 − S1)× RatioJ1 , and the execution time for J2 as
ExeT ime2 = (T3−S1)×RatioJ2 , where RatioJ1 and RatioJ2 are the slow down ratio of J1 and J2
respectively when interfered with one job. Note that the slowdown ratios are different for different
jobs due to differences in job characteristics. Also, as the job profiles in the scheduling file are
updated every time a new job is submitted, we only need to estimate the execution time for each
running job since the last job submission time.
After calculating the execution times for these two jobs (which tell us what stage each job is
at currently), we update the job profiles for J1 and J2, and then decide whether J3 can start
immediately or not, based on the possibility of interference with the currently running jobs.
While calculating the execution time, we have to consider the possibility that each job may interfere
with different jobs at different points in time during the execution. To handle this possibility, the
algorithm saves the start and end time point of the first stage for each job (as the significant
interference happens in the first stage of a job), and sorts the list based on start time points, and
determines which set of jobs interfere at a particular point in time, and calculates the execution
time incrementally.
The procedure to determine the waiting time for a job has two parts. The first part of the algorithm
consists of the function that calculates the execution time of the previously submitted jobs and
updates the job schedule file. The main part consists of Algorithm 2 that searches the combination
of waiting times and job schedules that will minimize the total execution time.
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Input: List JobProfiles listing Execution Information without Interference
Output: List JobsWaitingT ime listing Job Waiting Time before scheduling
1 Function FindWaitingTime
2 Initialize WaitN , minTime, Map JobsWait, List JobsWaitingT ime;
3 JobT ime ← PredictJobExecution(JobProfiles);
4 for all job ∈ JobProfiles do
5 waitT imeMax← JobT ime.getMax() −job.getDuration();
6 for i← 0 to WaitN do








13 JobT ime ← PredictJobExecution(JobProfiles);
14 if JobT ime.getMax() < minTime then
15 minTime← JobT ime.getMax() ;




Algorithm 2: Find Waiting Time
3.5 Evaluation
To evaluate the accuracy of our modeling framework and the performance of the job scheduling
algorithm, we used a cluster of 6 machines. Each machine had 8 CPU cores (Intel(R) Xeon(R)
CPU E5620, 2.40GHz) and 22 GB of RAM memory where each machine hosted 4 virtual machines.
We used Xen hypervisor [64] to create up to four virtual machines on each physical machine. Each
virtual machine was configured with 4GB of RAM memory and 1 CPU core. For the deployed
Apache Spark platform, one machine served as the master node, and the remaining five machines
served as the working nodes. We created multiple clusters leveraging virtual machines to execute
multiple Apache Spark jobs in parallel.
In our evaluation, for prediction, first, we need to estimate the parameter βn in equation (3.9).
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Figure 3.3: Execution Time for Different Number of Simulation Jobs
Towards that, we implemented our own Apache Spark job and executed that on our cluster to
obtain the execution time and resource consumption information. This simulation job consists
of three stages executing distinct(), groupByKey(), and count() operation respectively. Distinct()
implements a mapping function and parses the input data, groupByKey() processes the output
of distinct() operation, and count() is a CPU intensive operation performing data summarization.
This simulation job is executed with 2.5 GB of sample data where the first stage implementing the
Distinct() operation involves significant I/O compared to the following two stages. To measure βn,
we executed n (n=1,2,3,4) instances of this simulation job in parallel. As shown in Figure 3.3, the
effect of interference is significant for the first stage but minimal for the subsequent stages.
Once we estimated the value of βn, subsequently, we used our formulation to predict the execution
time for each stage of each job separately considering different execution scenarios and added up
the prediction error for each stage to calculate the total prediction accuracy R as below.
R = |1−
∑M
i=1 |PredictedT imei −MeasuredT imei|∑M
j=1MeasuredT imej
| (3.11)
Here M is the number of stages in a job, PredictedT imei is the predicted execution time for
stagei, and MeasuredT imei is the actual execution time of stagei. Different evaluation scenarios
are presented below.
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In a shared cluster, multiple Apache Spark jobs running on separate virtual machines hosted on
the same physical machine can cause significant interference, impacting the performance of each
job. However, as different jobs may have different execution patterns and resource requirements,
estimating the effect of interference on performance is nontrivial. As such, to demonstrate the gen-
eralizability of our work, we validated our model using four different Apache Spark jobs, namely,
PageRank, K-Means, Logistic Regression and WordCount. The jobs vary in terms of the number of
stages, the number of tasks, and the library functions they use to implement the job. For example,
WordCount counts the word frequency for a given text file. K-Means implements a clustering algo-
rithm, and Logistic Regression implements the Logistic Regression algorithm, which are examples
of machine learning jobs. Finally, PageRank is an example of graph analyzing and processing jobs.
For testing, we used the LiveJournal network dataset from SNAP [58] for PageRank, which is pro-
cessed through mapping each node id onto a longer string to form a 20 GB input data set. K-Means
and Logistic Regression used 20 GB of numerical Color-Magnitude Diagram data of galaxy from
Sloan Digital Sky Survey (SDSS) [57]. WordCount job used 20 GB of Wikipedia dump data.
3.5.1 Interference Among Multiple Jobs of the Same Type Starting
Simultaneously
In this part of the evaluation, we present the accuracy of prediction while modeling the effect of
interference among multiple jobs of the same type (e.g., interference between n instances of job x).
For prediction, we first executed the sample job (e.g., Page rank) with 2.5 GB of input data which
was extracted from the actual input data to collect the job execution profile. We ensured that
no other job was running during this execution. The collected execution trace was then used to
predict the execution time assuming no interference. Finally, we used our framework to adjust
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Table 3.1: Prediction Accuracy for Interference Among Same Jobs
JobName Job Number First Stage Whole Job
PR 2 0.97 0.80
3 0.96 0.85
4 0.92 0.82
KM 2 0.75 0.70
3 0.71 0.68
4 0.98 0.92
LR 2 0.74 0.78
3 0.79 0.81
4 0.97 0.97
WC 2 0.87 0.86
3 0.96 0.94
4 0.95 0.94
the prediction assuming interference. The prediction accuracy is summarized in Table 3.1. In the
table, PR, KM, LR, and WC refers to PageRank, K-Means, Logistic Regression, and WordCount
job respectively. Column Job Number (e.g., 2, 3, 4) indicates the number of jobs that were executed
in parallel. For instance, a value of 2 indicates that two instances of the same job were executed in
parallel. As can be seen, prediction accuracy is highest for Logistic regression job (97%) and lowest
for K-means (68%).
3.5.2 Interference Among Multiple Jobs of Different Types Starting
Simultaneously
In this section, we present the accuracy of prediction while modeling the interference among n
different jobs concurrently, where n was varied from 2 to 4. For example, when n = 2, we execute
two different jobs concurrently. The prediction accuracy while running two different jobs in parallel
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Table 3.2: Prediction Accuracy for Two Different Jobs
JobName Interfered Job First Stage Whole Job
PR KM 0.91 0.79
LR 0.93 0.81
WC 0.99 0.85
KM PR 0.89 0.80
LR 0.80 0.73
WC 0.75 0.69
LR PR 0.97 0.97
KM 0.73 0.77
WC 0.70 0.75
WC PR 0.96 0.87
KM 0.93 0.84
LR 0.96 0.88
is summarized in Table 3.2. As shown in the table, there are a total of 6 combinations to consider.
As can be seen, prediction accuracy ranges between 97% and 69% for the whole job, and between
99% and 70% for the first stage, which incurs the bulk of the execution time.
For n=3, we execute three different jobs concurrently. The prediction accuracy while running three
different jobs in parallel is summarized in Table 3.3. As shown in the table, there are a total of 4
combinations to consider. As can be seen, prediction accuracy ranges between 90% and 79% for
the whole job, and between 99% and 83% for the first stage.
Finally, for n=4, we execute four different jobs concurrently. The prediction accuracy while running
four different jobs in parallel is summarized in Table 3.4. As shown in the table, there was only
one combination to consider. As can be seen, prediction accuracy ranges between 99% and 86%
for the whole job, and between 99% and 92% for the first stage.
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Table 3.3: Prediction Accuracy for Three Different Jobs
JobName Interfered Jobs First Stage Whole Job
PR KM, LR 0.96 0.87
KM, WC 0.99 0.90
LR, WC 0.99 0.90
KM PR, LR 0.84 0.79
PR, WC 0.92 0.87
LR, WC 0.83 0.80
LR PR, KM 0.84 0.85
PR, WC 0.87 0.88
KM, WC 0.83 0.84
WC PR, LR 0.93 0.87
PR, KM 0.93 0.87
KM, LR 0.94 0.89
Table 3.4: Prediction Accuracy for Four Different Jobs
JobName Interfered Jobs First Stage Whole Job
PR KM, LR, WC 0.92 0.86
KM PR, LR, WC 0.99 0.95
LR PR, KM, WC 0.99 0.99
WC PR, KM, LR 0.95 0.90
3.5.3 Interference Among Multiple Jobs Starting at Different Times
To test the prediction accuracy of our model where different jobs may arrive and start at different
times, we use the four Apache Spark jobs and input data set as before, and start them randomly at
different times. To ensure that each job will interfere with at least one other job while executing, we
set the starting time for each job as startingT ime ∈ [minstagetime/10,minstagetime/2], where
minstagetime represents the smallest execution time for the first stage among all the jobs. In our
case, minstagetime = 190sec, causing the starting time for different jobs to be between 19 sec and
95 sec.
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Given the above range, for evaluation, we randomly pick one job and start at time 0, and then set
the starting time for the remaining three jobs between 19 sec and 95 sec randomly. We considered
four scenarios where the starting job is different in each scenario. The prediction accuracy for the
whole job while running four different jobs in parallel starting at different times is summarized in
Table 3.5. As shown in the table, in our evaluation, prediction accuracy ranges between 99% and
71% for the whole job, and between 99% and 72% for the first stage.
Table 3.5: Prediction Accuracy for Interference Among Different Jobs Starting at Different Times
Run JobName Starting Time(s) First Stage Whole Job
Scenario - I PR 0 0.91 0.81
KM 38 0.99 0.94
LR 26 0.94 0.94
WC 78 0.83 0.82
Scenario - II PR 91 0.90 0.82
KM 0 0.79 0.77
LR 48 0.87 0.88
WC 53 0.99 0.93
Scenario - III PR 20 0.99 0.90
KM 87 0.98 0.91
LR 0 0.84 0.85
WC 48 0.98 0.91
Scenario - IV PR 77 0.93 0.85
KM 25 0.72 0.71
LR 86 0.99 0.99
WC 0 0.99 0.93
3.5.4 Performance of Interference Aware Job Scheduling Algorithm
To evaluate the performance of the job scheduling algorithm, we used the four Apache Spark jobs
as before (e.g., PageRank (PR), K-Means (KM), Logistic Regression (LR) and WordCount (WC)).
41
The order of job submission was varied in 5 different experiments and the submission time was
randomly chosen between 0 to 100 sec. The performance of our algorithm is compared against the
default condition where each job is started immediately after submission.
(a) Experiment 1 (b) Experiment 2
(c) Experiment 3 (d) Experiment 4
(e) Experiment 5
Figure 3.4: Scheduling Results for Apache Spark Jobs Starting at Different Times
In experiment 1, the four jobs were submitted in the order of PR, KM, LR, WC, and the input
data size was set to 20GB for each of them. PR was submitted at 0s, KM was submitted at 16s,
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LR was submitted at 47s, and WC was submitted at 94s. As shown in Figure 3.4a, the average
execution time of individual jobs and total execution time (i.e., completion time of the last job
minus the start time of the first job) were reduced by 47% and 10% respectively. Here column time
length represents the total execution time (completion time of the last job minus the start time of
the first job).
In experiment 2, the four jobs were submitted in the same order (PR, KM, LR, WC), but the
input data size were set to 20GB for PR, 15GB for KM, 10GB for LR and 5GB for WC. PR was
submitted at 0s, KM was submitted at 59s, LR was submitted at 88s, and WC was submitted at
97s. As shown in Figure 3.4b, the average execution time of individual jobs and total execution
time were reduced by 34% and 13% respectively.
In experiment 3, the four jobs were submitted in the order of KM, WC, PR, LR, and the input
data size were set to 10GB for KM, 20GB for WC, 15GB for PR and 5GB for LR respectively. KM
was submitted at 0s, WC was submitted at 30s, PR was submitted at 51s, and LR was submitted
at 71s. As shown in Figure 3.4c, the average execution time of individual jobs and total execution
time were reduced by 26% and 2% respectively.
In experiment 4, the four jobs were submitted in the order of LR, WC, KM, PR, and the input
data size were set to 15GB for LR, 10GB for WC, 20GB for KM and 15GB for PR respectively. LR
was submitted at 0s, WC was submitted at 8s, KM was submitted at 53s, and PR was submitted
at 64s. As shown in Figure 3.4d, the average execution time of individual jobs and total execution
time were reduced by 39% and 8% respectively.
In the last experiment, experiment 5, the four jobs were submitted in the order of WC, PR, LR,
KM, and the input data size were set to 20GB for WC, 15GB for PR, 10GB for LR and 10GB for
KM respectively. WC was submitted at 0s, PR was submitted at 7s, LR was submitted at 27s,
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and KM was submitted at 71s. As shown in Figure 3.4e, the average execution time of individual
jobs and total execution time were reduced by 40% and 8% respectively.
3.6 Discussion
In this chapter, we present an interference model to predict the execution time of Apache Spark
jobs interfered with other jobs. This model combines the execution information and resource con-
sumption profile for each stage of Apache Spark jobs to calculate the slowdown ratio resulting
from the interference, and then predicts the execution time when interfered with other jobs. Fur-
thermore, an interference aware job scheduling algorithm leveraging the analytical framework is
designed for Apache Spark platform [1, 2]. The developed models and the algorithm are evaluated
using four real-life applications (e.g., Page rank , K-means, Logistic regression, Word count) on a 6
node cluster while running up to four jobs concurrently. Experimental results demonstrate that our
framework can achieve high prediction accuracy and reduces average execution time for individual





In this chapter we focus on developing performance models that allow us to identify and address
suboptimal performance problems due to other reasons behind interference. Specifically, prior ef-
forts noted two different commonly occurring problems for Apache Spark platform that can affect
performance as follows [24, 25, 28, 32, 33, 34, 35, 36, 37, 38, 39]. First, among the tasks within a
stage, occasionally some tasks may take much longer (i.e., task stragglers) than the median task
time and can increase the job completion time significantly. Second, tasks may not get distributed
evenly across worker nodes, causing some nodes to get a large number of tasks while others get
few, resulting in wasted resources and increase in job completion time. Prior efforts attempted
various approaches to address these problems such as redesigning task scheduler [24, 35, 36, 37, 38]
and designing locality manager to achieve data co-locality [25, 65]. However, as each application is
different and even the same application can perform differently based on input data characteristics,
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it is extremely difficult to have a generalized algorithm that works for each application. Further-
more, while intelligent job scheduling may solve the task straggler problem caused by inefficient
scheduling, it may not mitigate the task straggler problem caused by data skew or other reasons.
To address this problem, in this thesis we take a model driven approach where a given application
is first run with a fraction of the input data set to predict possible stragglers and/or skewed
task distribution problem in advance. Subsequently, if the model predicts the possibility of task
straggler problem, we use our performance models to repartition the input data (or intermediate
data if needed) by adjusting the partition number to either split a longer task (i.e., straggler) into
multiple shorter tasks, or merge multiple tiny tasks into a larger one. On the other hand, if the
model predicts the possibility of skewed task distribution problem, we tune the locality setting (i.e.,
spark.locality.wait) that controls the task creation on remote worker nodes to address the problem.
The novelty of our approach lies in automatically predicting the potential problems a priori based
on limited execution data and recommending the locality setting and partition number. Details of
our work along with relevant prior efforts are presented below.
4.1 Background
Prior effort exists that looked into various aspects of cloud platform performance troubleshooting
and tuning such as addressing task straggler problem, load balancing, and resource allocation [2, 24,
25, 26, 35, 36, 37, 38, 39, 42, 65, 66, 67, 68, 69]. Among these, Sparrow [24], a distributed scheduler,
is designed to support sub-second task scheduling, and aims to balance the task load across nodes.
Sparrow’s performance is evaluated using TPC-H query benchmark, which is implemented on top
of Spark. It is shown to reduce the median query response time by 4-8X. While Sparrow is shown
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to surpass Spark scheduler when task is shorter than 1.355 seconds, it has minimal or no advantage
when task is longer than 2 seconds. Stark [25] in contrast presents a locality manager that enforces
data co-locality to reduce shuffle cost, and uses group manager to elastically change partition
number to balance task execution time. This tool is shown to reduce job execution time by 4X
compared to Spark (version 1.3.1) in case of log mining jobs.
Researchers have looked into job scheduling and resource allocation for other platforms such as
Hadoop [12] as well [26, 37, 38, 39, 70, 71]. Among these, Wrangler [37] changes the fair scheduler
of Hadoop, and schedules tasks based on the prediction of whether the incoming task will be a
straggler or not. It is shown to improve job completion time by 61% and 43% at 99% percentile
for two types of real world workloads. Dolly [38] on the other hand tries to eliminate task straggler
problem through full cloning of small jobs (610 tasks), and uses delayed assignment to avoid the
contention for intermediate data. It is shown to speed up small jobs by 34% to 46% on average on
Apache Hadoop platform (version 0.20.2).
Another group of work exists that focuses on improving performance by using efficient load bal-
ancing techniques [26, 39, 70]. For instance, Libra [39] uses sampling methods to balance task load
on Hadoop. Specifically, it collects partial map task information to estimate the distribution of
intermediate data, and uses range partition to evenly partition the data. It is shown to achieve up
to 4X improvement in terms of job execution time.
While many of these efforts focus on addressing task straggler problem, in contrast to prior efforts,
we focus on developing analytical models for predicting the possibility of task straggler and skewed
task distribution problem, which is not attempted before. Furthermore, our model enables us to
modify the application with minimal effort and improve the performance significantly.
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4.2 Overview
As discussed in earlier chapters, Apache Spark applications are executed in multiple stages where
each stage contains multiple tasks running on multiple worker nodes in parallel. As the later stages
of an application often cannot start until all the tasks of the previous stage are finished, stragglers
within a stage can heavily impact the subsequent stages and the overall application completion
time. Furthermore, if tasks are assigned to different nodes disproportionately, nodes running more
tasks may need longer time to complete compared to nodes running fewer tasks, negatively affecting
the application completion time.
Instead of trying to detect and address such problems during runtime, we try to predict these two
categories of problems (i.e., task straggler and skewed task distribution) a priori by running the
target application with only a fraction of the input data as shown in Figure 4.1. Subsequently,
based on the performance model, we identify the stage(s) where data may need to be repartitioned
by modifying the corresponding part of the source code (in case of stragglers) and/or change the
configuration setting to improve task distribution (in case of skewed task distribution) to address
the problems. The details are below.
4.3 Performance Model for Apache Spark Application
Given the multistage execution model where different stages within an application may be executed
either sequentially or in parallel (if possible), we represent the execution time of an application as
the sum of the execution time of the stages plus the application startup time and cleanup time as
follows. This performance model is different from the previous one in the first chapter, because
there are major upgrades for Apache Spark framework, such as allowing parallel stages compared
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Figure 4.1: Workflow of the Presented Approach
to the older versions.








Here, Ns is the number of sequential segments of stages, and Ni is the number of parallel stages
within each segment of stages. Note that the number of tasks in each Stagei may not be equal as
some stages may run in parallel. For example, if two stages run in parallel, the following stage will
contain twice as many tasks as the number of tasks in the previous stage.





Here, Corei is the number of CPU cores of worker node i. As one CPU core executes one task at a
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time, P is the maximum number of tasks that can be run in parallel. Hence, within an execution
stage, tasks in each stage are executed in batches where each batch consists of P tasks running in
parallel. Therefore, the execution time of a stage can be calculated as the maximum of the sum of
all the sequential tasks’ time within a stage plus the stage startup time and the cleanup time as
follows.









TaskT imec,i + Cleanup (4.4)
Here Coreh is the number of CPU cores in host h and Nc is the number of tasks executed on CPU
core c.
As different tasks in a stage follow the same execution pattern, the execution time of a task can be
computed as follows.
TaskT imei = SchedulerDelayi+DeserializationT imei+RunTimei+SerializationT imei (4.5)
Here ScheduleDelay is the task scheduling delay, DeserializationT ime is the time taken to de-
serialize a task object, SerializationT ime is the time taken to serialize the (intermediate) result,
and RunTime is the time spent in performing operations such as data mapping, reduction, and
sorting.
4.4 Model based Prediction of Potential Imbalance Problems
The main idea behind our work is to execute an application with a smaller input data set, which
is sampled from the actual target data set, and analyze the execution profile to predict potential
imbalance problems for the application.
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4.4.1 Predicting the Problem of Task Straggler
In an ideal case, for a given application, the execution time T of each of the N tasks within a stage
should be close to each other. As such, within a stage, if a significant difference exists among task
execution time Ti(1 6 i 6 N), it indicates the possibility of stragglers. From our experiments,
we noted that the average execution time of the first wave of tasks is different from the average
execution time of the following waves of tasks. To account for this phenomenon, we calculate the
median execution time Tm for the tasks in the first wave and the following waves separately.
In this work we define a ratio RS as shown in equation (4.6), where if RS > α as in equation (4.7)






RS > α, α = 2 (4.7)
In this work we choose α = 2 to identify tasks that take significantly longer to execute compared
to other tasks. Note that this value is determined empirically and based on prior works [28], which
can be changed to adjust the sensitivity of the prediction algorithm.
4.4.2 Predicting the Problem of Skewed Task Distribution
We identify two possible reasons that may cause skewed task distribution problem. To identify
skewed task distribution caused by improper locality setting, first, we analyze the application
execution logs and identify the number of tasks Ni launched on each node i(1 6 i 6 H). Next, we
define a task distribution ratio RD as shown in equation (4.8). If this ratio RD > 2 and the median
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execution time Tm 6 2s, we predict that skewed task distribution problem exists for this application
as shown in equation (4.9). As the default waiting period for a task before it is scheduled on a
lower locality level node is 3s, we select 2s as the threshold in our model, which was determined
empirically. Furthermore, as the total number of tasks in the simulated execution might be smaller
than the total number of CPU cores in the cluster, it is possible that some working nodes may have
no task to run. For that, we only calculate RD for working nodes that have at least one running
task. If RD < 2 and the number of tasks > H, we predict the possibility of potential skewed task















Nh > H, RD < 2, Tm 6 2s (4.10)
In addition to the improper locality setting, we identify that suboptimal partition number may
lead to the creation of a small number of tasks, leading to cluster underutilization and skewed task
distribution as well. For instance, in a cluster of H working nodes, creating less than H tasks will




Nh < H (4.11)
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4.5 Addressing the Predicted Problem
Once we predict the problem (i.e., task straggler and/or skewed task distribution problem) as
explained in the previous section, the next step is to address the problem as follows.
4.5.1 Addressing the Problem of Task Stragglers
In Apache Spark the input data is evenly partitioned among all the tasks in the first stage. However,
this does not guarantee that the key distribution will be even once the input data is mapped onto
key-value pairs and may have large variance, causing tasks responsible for processing extra key-
value pairs taking longer to finish compared to tasks with fewer key-value pairs. This often results
in significant differences in the time needed to perform the shuffling operation as the key-value pairs
sharing the same key range need to be fetched together for subsequent processing.
Furthermore, during the execution of multiple stages, the size of output data of an intermediate
stage is likely to change, causing the size of the input data for the following stages to change as
well. Such runtime variations may cause the data partition used in the previous stage to become
suboptimal for the following stages. In the worst case, some partitions may contain no data at all
although one task will be assigned to each such partition, causing skewed task time distribution.
As task stragglers often result from inappropriate partitioning of data, one way to solve this is by
repartitioning data that can divide the long tasks into multiple smaller tasks and process on multiple
nodes. Repartitioning can also eliminate the cost of creating a large number of tiny tasks. While
re-partitioning can be done using “repartition()” operation on Apache Spark platform, however,
this operation is I/O intensive as it involves remote data shuffling. Instead, we attempt to change
the partition number for the stage where the straggler is predicted.
53
To address this, we develop performance models to estimate the execution time for a target ap-
plication for a given partition number and use this model to find out a possible partition number
that can reduce the application execution time and eliminate possible task straggler problem. Note
that, while the suggested partition number by our algorithm is likely to improve performance signif-
icantly, it may not be optimal which will require testing all possible values and is computationally
infeasible. We identify the stragglers using the following equation.
ImbTasks = {Taski | TimeTaski > αTimem} (4.12)
Here, α = 2, 1 6 i 6 N , and Timem is the median value of the task execution time. As the average
execution time of the tasks in the first wave is significantly different compared to the subsequent
waves within the same stage, we calculate the median value for task execution time in the first
wave and the following waves separately.
Once we change the partition number, the number of initial tasks will be changed as well. We
calculate the ratio γ as in equation (4.13).
γ = Nt/N. (4.13)
Here Nt is the number of estimated new tasks, and N is the number of current tasks. When Nt
becomes larger than N , then γ will be greater than 1 and the task execution time will be shorter.
Once the partition number is changed, the execution time for each task is changed as well.
For non-straggler tasks, we use the average task time in each host h to estimate the new average








MTimei = TaskT imei −RunTimei (4.15)
Here N is the number of total tasks, and Nu is the number of straggler tasks. RunTimei is the
time spent performing operations such as map, sort, reduce in Taski. MTimei includes time spent
on scheduling or/and serialization.
We estimate the task time for straggler tasks when the partition number is changed as follows.
EstImbTaskT imek = RunTimek/γ + ImbTaskT imek −RunTimek, 1 6 k 6 Nu (4.16)
Here ImbTaskT imek refers to the straggler task execution time before the partition number is
changed.
Next, we estimate the new task time NewImbTaskT imei for straggler tasks when the partition
number is changed as follows. When γ > 1, as there will be more straggler tasks, we use the
execution time of the original set of straggler tasks to estimate the execution time of the new set of
straggler tasks. In contrast, when γ < 1, as there will be fewer straggler tasks, we use the average
time of the original set of straggler tasks to estimate the new execution time.
NewImbTaskT imei =






, if γ < 1
1 6 i 6 dγ ×Nue (4.17)
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Next, we use the estimated task execution time to assign non-straggler tasks and straggler tasks to
available cores wave by wave and calculate the execution time of the modified stages and update
the application time accordingly.
Using the above formulation, we use Algorithm 3 to search for the partition number that may reduce
the application execution time the most. Briefly, the algorithm begins with partition number P ,
and increases the partition number by P in each iteration until it reaches the maximum possible
value. In each iteration, it estimates the application execution time using the new partition number.
At the end, the algorithm outputs the partition number that is predicted to achieve the shortest
execution time. As we use our model to predict the execution time in each iteration, the runtime
of the algorithm is less than 5s for all applications in our experiment, and is less than 1s in most
cases.
Input: SampleApp
Output: Recommended Partition Number bpn
1 Function PartitionNumSearch




4 Initialize PartitionNum pn = P , δ = P ,mpn = Max{16× cpn, 100× P};
5 Initialize RecAppT ime=MaxValue;
6 while pn 6 mpn do
7 ratio γ = pncpn ;
8 AppT ime = EstT ime(SampleApp, γ);
9 if AppT ime−RecAppT ime < −1s then
10 RecAppT ime = AppT ime;
11 bpn = pn;
12 end
13 pn+ = δ
14 end
15 end
Algorithm 3: PartitionNumber Search Algorithm
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Input: SampleApp, γ
Output: Estimated AppTime AppT ime
1 Function EstTime
2 Initialize startID = Stage.ID of the first stage;
3 for Stage ∈ SampleApp.Stages do
4 if Stage.ID < startID then
5 γ = 1;
6 end
7 Estimate non-straggler task time by equation (4.14);
8 Estimate imbalanced task time by equation (4.17);
9 Estimate stage time StageT ime;
10 if ∃ Parallel Stages then
11 AppT ime += maxSi=1 StageT imei S is the number of parallel stages;
12 else




Algorithm 4: Algorithm for Application Time Estimation
Table 4.1: Data Locality Level
Locality Level Meaning
PROCESS LOCAL In the same JVM
NODE LOCAL On the same node
NO PREF No locality preference
RACK LOCAL On the same rack of servers
ANY Not in the same rack
Table 4.2: Locality Configuration
Configuration Default Value Meaning
spark.locality.wait 3s Wait time for node in
All locality levels
spark.locality.wait.process spark.locality.wait Wait time for node in
PROCESS LOCAL
spark.locality.wait.node spark.locality.wait Wait time for node in
NODE LOCAL
spark.locality.wait.rack spark.locality.wait Wait time for node in
RACK LOCAL
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4.5.2 Addressing the Problem of Skewed Task Distribution
To reduce execution time, Apache Spark tries to assign computing tasks closer to its input data.
Based on distance, it has multiple locality levels as listed in Table 4.1. The best case scenario is
when Apache Spark is able to schedule a task in the same JVM where the input data for that
task is located. However, if the node where the input data is located is overloaded, it is possible
that a task may have to wait a long time before it can be executed. To avoid such long waiting
time, Apache Spark provides a set of configuration parameters (listed in Table 4.2) that can be set
to control the maximum waiting period before a task is scheduled on a lower locality level. For
example, in case of the default setting, it will wait 3 seconds before it schedules a task on a remote
node. As a result, for small tasks with run time less than 3 seconds, a large number of short tasks
may be accumulated in one or a small number of nodes while some nodes may remain idle.
To address the problem of skewed task distribution, we use our analytical performance models to
estimate the application execution time considering tasks were assigned evenly across nodes. If
the estimated application execution time is less than the original execution time, we update the
locality configuration setting. In case of skewed task distribution due to cluster underutilization,
we use Algorithm 3 described in Section 4.5.1 to search for a partition number that will launch
additional tasks to effectively utilize the cluster. Based on the estimated difference in execution
time, the algorithm determines whether to change the partition number or not.
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4.5.3 Source Code Modification to Tune Locality Setting and Partition
Number
Once the algorithm identifies the recommended partition number and the locality setting, we need
to modify the Spark application source code to see the actual effect. Note that this change is
minimal and often involves only changing one to two lines of code as follows.
To change the locality setting (which is referred as “Improvement 1” in the thesis), we modify the
application source code by adding “.config(spark.locality.wait, 0)” to change the waiting period
before creating tasks on non-local nodes to balance the task distribution.
To change the partition number (which is referred as “Improvement 2” in the thesis), we first
identify the application stage(s) and the corresponding operations (e.g., reduce(), distinct(), join())
associated with the task straggler problem by analyzing the execution log. For example, if we
identify that task stragglers exist in the second stage, we change the partition number for the
operation that corresponds to the second stage.
One way to change the number of partitions for the following stages is by inserting operations
such as “repartition(n)” before the target stage. However, as using this operation will add more
stages and may increase the execution time, instead, we change the partition number parameter of
the corresponding operation for that stage. As some operations already contain the partitioning
parameter, we take advantage of this feature to perform the repartitioning without adding extra
stage to the application. Among the Apache Spark operations listed in Table 4.3, some contain
parameters that can directly change the partition number such as “groupByKey.” Note that Ta-
ble 4.3 does not list all the functions that allow changing the partition number. In addition to
that, some functions of Spark libraries also provide partition number parameter such as function
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“edgeListF ile” used in the Spark graphx library. We can use this feature to change the parti-
tion number for graph processing applications that use Spark graphx library (e.g., TriangleCount,
ConnectedComponents).
In cases where no such function is used in the straggler stage, we can change the partition number
in an earlier stage, which impacts the number of partitions for the subsequent stages. Finally, some
applications use input functions to obtain the input data. These input functions (listed in Table
4.4) can either use parameter partition number to change the number of partitions directly or use
other parameters to determine the minimum value for partition number (e.g., “textF ile”).




















To evaluate the effectiveness of our approach, we used two sets of clusters (Table 4.5). ClusterI
consists of 6 nodes where one node was used as the master node and 5 nodes as worker nodes. In
this cluster, each machine is configured with 8 CPU cores and 22 GB of RAM memory. ClusterII
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consists of 4 nodes where one node was used as the master node and 3 nodes as worker nodes. In
this cluster, each machine is configured with 20 CPU cores and 16 GB of RAM memory. We ran
Apache Spark (version 2.1.0) on top of Apache Hadoop Distributed File System (version 2.7.3), and
used the standalone mode for Apache Spark platform. The default block size of Apache Hadoop
Distributed File System (HDFS) is set at 128MB which affects the number of partitions and task
number. We used the Apache Spark log files to analyze the execution data for each application.
Table 4.5: Cluster Setting
Physical Configuration Cluster I Cluster II
Number of Nodes 6 4
Number of CPU cores per Node 8 20
Memory size per Node 22GB 16GB
In order to evaluate the performance of our approach, we used 9 different Apache Spark applications
as listed in Table 4.6. TriangleCount, PageRank, and ConnectedComponents were tested using the
LiveJournal network dataset downloaded from SNAP [58]. The input data is pre-processed by
mapping each node id onto a longer string to form a 50GB dataset. TransitiveClosure was tested
using 10GB data sampled from this 50GB data set as the system ran out of memory when 50GB
input data was used. SSSP (SingleSourceShortestPath) used generated graph with 1000000 vertices,
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Table 4.6: Apache Spark Applications
Application Imbalance Sample Input Input
TransitiveClosure X 1GB 10GB
TriangleCount X 2GB 50GB
PageRank X 2GB 50GB
ConnectedComponents X 2GB 50GB
SSSP X 10000 vertex 1000000 vertex
PiEstimation X 1000 slices 100000 slices
WordCount X 2GB 20GB
K-Means 2GB 20GB
LogisticRegression 2GB 20GB
while PiEstimation used parallelized number collection of 100000 slices. WordCount application
was tested using 20GB Wikipedia dump data. Lastly, K-Means and LogisticRegression were tested
using 20 GB of numerical Color-Magnitude Diagram data downloaded from Sloan Digital Sky
Survey (SDSS)[57].
To predict the potential imbalance problems for these 9 applications, we first executed each applica-
tion with sample input data, which was randomly extracted from the complete input data set, and
then analyzed the execution profile for each sample application to predict potential task straggler
and/or skewed task distribution problem based on equation (4.7), (4.9), (4.10) and (4.11).
To evaluate the effect of addressing potential skewed task distribution problem, we use equation
(4.18) to calculate the standard deviation for the number of tasks across all the working nodes in




(Nh − N̄)2/(H − 1) (4.18)
Here Nh refers to the number of tasks on node h.
Table 4.7 displays the prediction result of our algorithm. “True Positive(TP)” indicates that the
listed problem exists for a given application and is correctly identified by our algorithm. “False
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Table 4.7: Result for Imbalance Prediction
Application
Straggler Skewed Distribution
Cluster I Cluster II Cluster I Cluster II
TriangleCount TP TP TP TP
PageRank TP TP TP TP
ConnectedComponents TP TP TP FP
WordCount TP TP TP FP
TransitiveClosure TP TP FN FN
SSSP TN TN TP TP
PiEstimation TP FN TN TN
K-Means FN FN FN TN
LogisticRegression FN TN TN TN
Negative(FN)” in this table indicates that the algorithm incorrectly predicts that there will be no
imbalance problem although the problem exists.
Out of the 9 applications, 7 of them were correctly predicted to have either task straggler and/or
skewed task distribution problem on ClusterI, while 6 of them were predicted to have either task
stragglers and/or skewed task distribution problem on ClusterII. Note that due to the differences
in CPU and memory capability between these two clusters, the imbalance problem disappeared
or intensified in some cases depending on the cluster. For instance, PiEstimation exhibited task
straggler problem on ClusterI where the ratio RS was larger than 20 whereas this ratio RS dropped
to around 2 on ClusterII. As such, evaluation on two different clusters was performed to test the
effectiveness of our approach.
Based on our evaluation, we classified these 9 applications into three groups. The first group
included applications that were predicted to have both stragglers and skewed task distribution
problem. The second group included applications that were predicted to have either task straggler
problem or skewed task distribution problem. Finally, the last group included applications that
were predicted to have no imbalance problem.
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Table 4.8: Performance Improvement on Cluster I
Application Abbrev. Config Speculation
Improvement 1 Improvement 2
Improvement 1&2
(Tune Locality Setting) (Tune Partition Number)
TriangleCount TC 3% 39% 17% 63%
PageRank PR 25% 40% 19% 39%
ConnectedComponents CC 7% 10% 27% 32%
WordCount WC 3% 4% 0% 4%
TransitiveClosure TRC 16% - 56% -
SSSP SSSP 8% - 71% -
PiEstimation PI -22% - 14% -
Table 4.9: Performance Improvement on Cluster II
Application Abbrev. Config Speculation
Improvement 1 Improvement 2
Improvement 1&2
(Tune Locality Setting) (Tune Partition Number)
TriangleCount TC 10% 9% 15% 15%
PageRank PR 3% 3% 0% 0%
ConnectedComponents CC 2% 0% 22% 23%
WordCount WC 2% 2% 0% 2%
TransitiveClosure TRC -30% - 56% -
SSSP SSSP 8% - 68% -
Table 4.8 and Table 4.9 list the performance improvement after addressing the predicted problems
using our approach. Here, column “Improvement 1” lists the performance improvement for appli-
cations by tuning locality setting, column “Improvement 2” lists the performance improvement for
applications by tuning partition number, and column “Improvement 1&2” lists the performance
improvement for applications by tuning locality setting and partition number. As ClusterII had
more CPU cores and few working nodes, the imbalance problem was often less severe, causing the
performance improvement to be lower on ClusterII in some cases. In addition, we list the perfor-
mance with the speculative execution feature enabled, which is a built-in approach for mitigating
the task straggler problem provided by the Apache Spark platform. As can be seen in the table,
compared to speculative task execution, which negatively impacted performance in some cases,
our approach performed significantly better and improved performance by up to 71%. Details are
below.
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(a) GroupI on ClusterI (b) GroupI on ClusterII (c) GII on CI (d) GII on CII
Figure 4.2: Performance Improvement for Apache Spark Applications
4.6.1 Group I: Applications with both task straggler and skewed task
distribution problems
TriangleCount, PageRank, ConnectedComponents and WordCount exhibited both task straggler
and skewed task distribution problems and were assigned to this group. To address the skewed
task distribution problem, we first changed the locality configuration “spark.locality.wait” to 0
seconds (Improvement 1). Next, to address the task straggler problem, we attempted to find a
better partition number (Improvement 2). We list the application execution time with enabling
the speculative task execution (Config Speculation) feature of Apache Spark as well. Figure 4.2a
and Figure 4.2b display the performance improvement for Group I applications for each cluster
respectively. As TriangleCount ran out of memory on ClusterII when 50GB input data was used,
the input data for TriangleCount was changed to 10GB, resulting in much shorter execution time
for TriangleCount on ClusterII compared to ClusterI.
For TriangleCount application on ClusterI, we set the partition number to 40 as suggested by our
algorithm (the default value was 400), which improved the performance by 63% compared to the
default execution time (Table 4.8). Moreover, Figure 4.3a and Figure 4.4a show the values for RS
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(a) TC (b) PR (c) CC
(d) WC (e) TRC (f) SSSP
(g) PI (h) KM (i) LR
Figure 4.3: Ratio of Task Straggler (RS)
and std for task number in each stage of the application before and after improvement. While RS
was increased after “Improvement 1”, it dropped to a lower level after both improvement methods
were applied. It may be due to the fact that the purpose of “Improvement 1” is to balance the
task distribution and not to balance the task execution time. “Improvement 2” can reduce RS
compared to “Improvement 1.” Applying “Improvement 1&2” achieved better performance for
task distribution compared to “Improvement 1” alone as shown in Figure 4.4a.
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(a) TC (b) PR (c) CC
(d) WC (e) TRC (f) SSSP
(g) PI (h) KM (i) LR
Figure 4.4: Standard Deviation (std) for Task Number
For PageRank application on ClusterI, it achieved 40% improvement after we addressed the skewed
task distribution problem (Improvement 1). However, when we selected the partition number
suggested by our algorithm, the execution time was not improved further. Enabling the speculative
execution feature improved the performance of PageRank by 25%, which was the highest among
these four applications. Figure 4.3b and Figure 4.4b display RS and std for task number in each
stage of the application before and after improvement. The reduction in std for task number after
the improvement can be seen in Figure 4.4b. However, RS was increased after the improvement
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method was applied as the task straggler problem mostly resulted due to the scheduling issue
instead of inappropriate partitioning.
For ConnectedComponents on ClusterI, addressing the skewed task distribution problem improved
the performance by approximately 10%. It was then improved by about 32% after using the
suggested partition number. Compared to TriangleCount, as ConnectedComponents application
contained a large number of short tasks (time < 1s), we had to reduce the partition number. As can
be seen in Table 4.8, using partition number 40 achieved 32% performance improvement compared
to using the default partition number 400. Figure 4.3c and Figure 4.4c show RS and std for task
number in each stage of the application before and after improvement.
For WordCount application on ClusterI, the performance improvement was small (around 4%)
as it had no significant task imbalance problem originally. Also, our algorithm suggested 160 as
the partition number, which was the default partition number for this application. Figure 4.3d
and Figure 4.4d show RS and std for task number in each stage of the application before and
after improvement. The execution time of the first 3 stages contributed significantly to the total
execution time, and the RS for these first 3 stages were small, indicating that this application had
no serious task straggler problem, which explains why “Improvement 2” helped little to improve
the performance.
4.6.2 Group II: Applications with one imbalance problem
TransitiveClosure, SSSP and PiEstimation belonged to this group. Figure 4.2c and Figure 4.2d
show the performance improvement for Group II applications on each cluster. PiEstimation is not
included in Figure 4.2b as it was predicted to have no imbalance problem when run on ClusterII.
For TransitiveClosure application, most of the tasks had execution time longer than 3s. For SSSP,
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the partition number was always 2 under default setting, which led to skewed task distribution
problem. For PiEstimation, there were a large number of tasks with execution time shorter than
200ms.
For TransitiveClosure application on ClusterI, by analyzing the sample execution log we found
a task that took 30 times longer than the median task execution time in a particular stage for
the default partition number of 80 for 10GB input data. From Table 4.8, we can see that the
performance was improved by 56% after changing the partition number to 240 as suggested by
our algorithm. Figure 4.3e and Figure 4.4e show RS and std for task number in each stage of the
application before and after improvement. As can be seen, RS was reduced after the improvement,
especially in stage 3 where the longest task was launched. As such, mitigating the straggler problem
in stage 3 significantly improved the application performance.
For SSSP (SingleSourceShortestPath) application on ClusterI, it used a default value of 2 for
partition number. From Table 4.8, we can see that using partition number 40 improved the perfor-
mance by 71%. Figure 4.3f and Figure 4.4f show RS and std for task number in each stage of this
application before and after improvement. Improvement II resulted in more tasks and increased the
std for task number. However, tasks were more evenly distributed across nodes, thereby improving
performance.
PiEstimation used the number of slices as the number of partition number. When we used 1000
slices as input for this application in our sample execution, it contained 1000 partitions. As a
result, it contained a large number of tasks with execution time shorter than 200ms. In contrast,
when we used 100000 slices as input, our algorithm identified 7880 as the recommended partition
number, which outperformed 100000. From Table 4.8, we can see that using partition number 7880
achieved 14% performance improvement.
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As PiEstimation had 1000 tasks in the sample execution, RD was used to predict the skewed task
distribution problem, and no skewed task distribution problem was predicted. Figure 4.3g and
Figure 4.4g show RS and std for task number in each stage of this application before and after
improvement. As PiEstimation only had one stage, there is only single data points in each figure.
As can be seen, RS was significantly reduced while decreasing std for task number.
Note that, as PiEstimation application used a large number as partition number in default setting,
enabling speculative execution increased the scheduling cost for the application due to a large num-
ber of tiny tasks (task execution time was very short), and resulted in 22% performance reduction
compared to default setting.
4.6.3 Group III: Applications with no imbalance problem
K-Means and LogisticRegression belonged to this group. Both of them had been predicted to
have no imbalance problem. For K-Means, Figure 4.3h and Figure 4.4h show RS and std for task
number in each stage of the sample application and whole application. From the aspect of RS, the
prediction error was found to be small. From the aspect of std for task number, the prediction was
not accurate.
For LogisticRegression, Figure 4.3i and Figure 4.4i show RS and std for task number in each stage
of the sample application and whole application. From the aspect of RS, this prediction was not
accurate, although the actual imbalance problem was not significant. From the aspect of std for
task number, the prediction was correct.
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4.7 Discussion
This chapter presents a model driven approach for predicting and addressing possible task straggler
and/or skewed task distribution problem. Evaluation on two different clusters demonstrates that
the model can correctly identify the trends in changes in execution time in response to changes in
partition numbers, allowing the algorithm to suggest near-optimal settings. Experimental result
demonstrates the effectiveness of our approach in improving performance significantly compared to
speculative execution mechanism provided by Apache Spark platform.
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Chapter 5
Dynamic Resource Allocation for
Apache Spark Applications
In this chapter we focus on dynamically allocating resources for cloud applications which is becom-
ing increasingly important to minimize operating cost [20, 40, 41, 42, 43, 44, 45, 46, 47]. However, as
workload and computing resource requirements often vary across different categories of applications
(e.g., graph processing, image processing), static resource allocation strategies can lead to resource
wastage and/or suboptimal performance. While prior efforts exist that attempted to address this by
developing dynamic resource allocation strategies [69, 72, 73, 74, 75], however, given that multiple
applications are often executed concurrently on cloud platforms, commonly used prediction-based
allocation strategies that require prior training data often suffer from poor scalability.
To address this challenge, as resource demand for an application often varies with time, we present
an application-level dynamic resource allocation scheme that is designed to adjust the computing
resources according to the changes in workloads and resource demands during runtime. Specifically,
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as reassigning resources during runtime affects the performance of the current timeslot and thereby
affects the application resource requirements for the subsequent time slots, we design a closed-loop
algorithm that combines runtime prediction with resource allocation. In our framework we leverage
the current and prior resource usage to predict future demand, and use either an a priori calcu-
lated (Approach-I) or dynamically adjusted (Approach-II) threshold value to adjust the amount of
allocated resources for the future time intervals. Our experiments using six different Apache Spark
data processing applications on both physical and virtual clusters demonstrates that our approach
can improve application performance while reducing resource demand significantly in most cases
compared to static allocation strategies. Furthermore, in case of multiple concurrent applications,
even when performance is affected negatively (by at most 13%) in a small number of cases, it led
to significant reduction in resource requirements (i.e., reduction in resource requirements ranged
between 49% to 84% in cases where the performance were affected negatively).
5.1 Background
A significant volume of prior work exists that has looked at dynamic resource allocation using
various techniques such as performance modeling, optimization of cloud configurations, and job
scheduling[42, 43, 44, 69, 72, 73, 74, 75, 76, 77, 78, 79]. Among these, PARIS [43] applies data-
driven modeling approach to choose the optimal virtual machine based on a target performance
and cost constraints. It combines offline and online stages to construct machine learning models
(i.e., random forest model), and estimates task performance and the resulting cost to select the
most cost effective VM type. During the offline stage, it runs a large set of benchmarks and collects
profiling data for each VM. During the online stage, given the input of a representative task by a
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user, this system builds a performance model, invokes performance predictors, and estimates the
cost of each VM to enable a high-level policy to choose a VM. However, it needs sufficient data to
train the model in order to achieve high accuracy prediction for vm selection.
In a complimentary approach, a group of work exists that treats resource allocation problem as
a cloud configuration optimization problem [69, 80, 81, 82, 83]. For instance, CherryPick [69] at-
tempts to optimize configuration settings such as the number of VMs, number of CPU cores, and
RAM size in the context of various cloud applications (e.g., Spark regression application, MapRe-
duce applications). Towards that, it applies a Bayesian Optimization engine to build performance
models, and uses a search controller to select the candidate configurations for the Bayesian Op-
timization engine. However, CherryPick needs to be rerun to build a new model each time the
workload changes.
Along with modeling based approaches, there are prior efforts that attempt to allocate resources
based on application resource demands [72, 75, 78, 79, 84]. For instance, Pocket [72], which is close
in spirit to our work, investigates the challenge of dynamically allocating resources along multiple
dimensions (e.g., CPU, network, storage) for serverless applications. To ensure that serverless
applications are not constrained by I/O bottleneck, Pocket uses a control plane to determine job
I/O requirements based on “hints” from registered jobs regarding resource requirements, and selects
storage tier (such as DRAM, disk) and server. Prior efforts also looked at data stream processing
(DSP) systems where systems need to be scaled up or down based on incoming data rate and
resource usage. For instance, [78] investigated a controller based approach to reduce the cost of
scaling operations by making the scaling decisions based on changes in data rate and system states.
It utilizes an Extended Kalman Filter (EKF) for smoothing the measured system states to reduce
the number of operations for scaling system, and performs predict-update iterations for auto scaling
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in response to changes in system states.
While a significant volume of prior work exists that looked at dynamic resource allocation for cluster
workloads, in contrast to prior efforts, our work treats each cloud application separately, and uses an
application-level dynamic resource allocation approach to improve application performance while
minimizing resource requirement.
5.2 Overview
In this work we focus on dynamically allocating resources for cloud applications (e.g., map reduce
framework, Apache Spark) that often execute in multiple stages. For instance, Apache Spark ap-
plications (which is the focus of our work) typically consist of multiple execution stages that are
executed sequentially where each stage implements a distinct operation of an application program.
As such, during the execution of an application, the resource usage patterns often vary across
execution stages of the application. One way to allocate resources for such applications is to con-
struct fine grained stage-specific prediction models, and use that to predict and allocate resources.
However, this approach requires constructing models for each application separately, which is not
scalable.
To address this, in this chapter we design a dynamic resource allocation middleware service that
leverages resource utilization information at the application level to allocate resources during run-
time. In contrast to application-level analytical performance models, leveraging run time traces
allows us to infer resource contention at the system level and address that without understanding
the inner workings of a target application. In our work, to capture changes in resource requirements
during the execution of an application, we model resource usage profiles as follows.
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5.3 Resource Profile
In our framework, for a distributed data processing application, we construct H resource usage
profiles for an application running on a cluster of H working nodes where each resource usage
profile consists of a series of timestamped resource usage vectors as shown in equation 5.1. There
is one resource usage vector for every time interval. The number of the resource usage vectors (i.e.,
Nh) is determined by the execution duration of an application and the sampling interval, which is
calculated as in equation 5.2.
Resource = {Resourceh | 1 ≤ h ≤ H} (5.1)





Here, H is the number of working nodes in the cluster. Nh is the number of ResourceUsage vectors,
and TimeIntervalh is the time gap between two resource usage vectors on host h (i.e., 1s is used
as the default value). AppDuartionh is the application execution time on host h.
For a given time interval, there is one resource usage vector that represents the resource usage
(e.g., CPU, Memory, and I/O) for an application as shown in equation 5.3. To construct these
resource utilization vectors, we leverage /proc filesystem which can be analyzed with minimal
overhead. Specifically, for CPU utilization, we use the percentage of CPU utilization at the user
level (application) and the system level (kernel) as shown in equation 5.4. While there are different
resources that may impact performance and can be included in our framework (e.g., memory
utilization, I/O), in our current implementation we focus on tuning CPU resource as it turned out
to be the most influential in impacting application performance in our case.
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ResourceUsageh,i = (CPUh,i,MEMh,i, IOh,i) (5.3)
CPUh,i = (usrh,i, sysh,i) (5.4)
Here 1 ≤ i ≤ Nh, and Nh is the number of time points calculated as in equation 5.2.
For CPU, there are two important parameters, namely, cpu.cfs period us and cpu.cfs quota us,
that can be adjusted to tune the CPU resource allocation. These can be also set to allow an
application to use all the available computing resources in the cluster. While these can be set
statically a priori for applications that exhibits mostly constant resource usage patterns, however,
this is often not suitable as resource requirements for most applications vary during runtime. For
such applications, static resource allocation will result in resource wastage if higher resource cap
than needed is set, or lead to performance degradation if lower cap than needed is set. To avoid
this problem, we design a dynamic resource allocation middleware service, and use cgroup (a
linux kernel feature) [85] to control the maximum CPU resource an application can acquire during
runtime. Details are presented below.
5.4 Dynamic Resource Allocation
The main idea behind our middleware service is to allocate computing resource for the next interval
based on the resource usage of the current and last interval. Specifically, if the resource usage for
the current interval is lower than the last interval, we predict that the resource requirement has
decreased, and therefore reduce the maximum resource limit for the next time interval. However, if
the resource usage is as high as the current maximum value, it is possible that the maximum limit
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is set to too low. In that case, in order to allow resource scaling-up for an application, we adjust
the maximum limit by adding a value ∆ to the current limit as shown in equation 5.5.
ResourceQuota = currentUsage+ ∆, (5.5)
0.1 6 ∆ 6 max res
In this equation, max res is the maximum resource that can be allocated. For CPU resource, it is
the value of total available CPU cores on one working node.
In our work, we consider two different approaches to estimate the value of ∆. Specifically, in the
first case, we calculate the value of ∆ for each application separately which is static during the
execution of that particular application (i.e., Approach - I). Note that, while ∆ is static during
the execution of an application, it is different for each application and estimated based on our
developed algorithm. In the second case, we adjust the value of ∆ dynamically during runtime
based on execution pattern in real-time (i.e., Approach - II). We present each of these approaches
below.
5.4.1 Approach - I: Use of Application-specific ∆
As resource consumption varies across time, ideally, there should be a (possibly different) resource
limit (resource quota) for each time interval as shown in equation 5.6. The time interval is set to
one second in our case, which can be set to other values to tune the reactivity of the algorithm
depending on resource usage patterns.
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ResQuota = {quotai | 1 ≤ i ≤ Nh} (5.6)
quotai = usgi−1 + ∆ (5.7)
Here, Nh is the number of time intervals for the target application on host h. In equation 5.7,
resource quota quotai is determined based on previous resource usage and ∆.
While having a (possibly) different ∆ for each time interval may lead to near-optimal resource
allocation, it is difficult to estimate ∆ for each time interval for each application. As such, we
attempt to estimate a single value for ∆ for each application that may minimize the prediction error.
Towards that, we designed a search algorithm as shown in Algorithm 5 that iterates through a series
of values within a given range to find a value for ∆ that minimizes a given cost function. Specifically,
to estimate ∆ for a specific application (e.g., PageRank), we first execute the application (e.g.,
PageRank) to construct the resource usage profile as a sequence of values for that application
as shown in equation 5.8. The number of data points (i.e., N) in the resource usage profile is
determined based on the total execution time of the sample application and the time interval as
shown in equation 5.9.





The next step is to find the ResQuota that minimizes Distance defined in equation 5.10, which is
calculated as the summation of the differences between the allocated resource quota (i.e., quotai)





(quotai − usgi)2 (5.10)
Here quotai is a value within the range of [0.1, CoreNum] where CoreNum is the number of total
CPU cores.
As shown in Algorithm 5, the idea is to try each δ value in a given range (i.e., [0.1, CoreNum]) with
step size inc, and identify the δ that minimizes the distance calculated in equation 5.10. Further,
as setting the resource quota too small can hurt performance, to avoid this, we add a constraint to
keep the quota value from being too low. Specifically, diff sum is calculated as in equation 5.11,




(quotai − usgi) (5.11)
The time complexity of this algorithm is O(N ×M), where N is the number of time points in
the sample application as calculated in equation 5.9, and M is the number of possible δ within
the range which is calculated as M = CoreNum/inc. Here inc is the step size. Compared to
actual application execution, the execution time of the sample application is small. As N and M
are relatively small, the time complexity of this algorithm is low (i.e., N=33 and M=60 in our
implementation).
5.4.2 Approach - II: Use of Dynamic ∆
In our second approach, instead of calculating a single ∆ value for each application, we design an
algorithm to dynamically adjust ∆ at each time interval based on the current value of ∆, allocated





2 res = {usgi | 1 ≤ i ≤ N};
3 Initialize δ = 0.1, inc = 0.1,max dis = inf ;
4 while δ 6 CoreNum do
5 quota = δ;
6 dis = 0;
7 diff sum = 0;
8 notLow = True;
9 for usg in res do
10 diff = quota− usg;
11 diff sum = diff sum+ diff ;
12 if diff sum < 0 then
13 notLow = False;
14 break ;
15 end
16 dis = dis+ diff2;
17 quota = min(usg + δ, CoreNum);
18 end
19 if dis < max dis and notLow = True then
20 max dis = dis;
21 ∆opt = δ;
22 end
23 δ = δ + inc;
24 end
25 end
Algorithm 5: Parameter ∆ Search Algorithm
∆ = {δi | 1 ≤ i ≤ N} (5.12)
δi+1 =

δi − (quotai − usgi)× dec, quotai > usgi
δi + (maxres − usgi)× inc, quotai 6 usgi
(5.13)
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In equation 5.13, δi+1 is adjusted depending on which of the two conditions is satisfied. Specifically,
in the first condition, if the currently allocated resource quota (i.e., quotai) is larger than the current
resource usage (i.e., usgi), we decrease δi to avoid over allocation. The difference is determined
based on the currently allocated resource quota (i.e., quotai) and resource usage (i.e., usgi). To
control the rate of decrease, we use a ratio dec which is set to 0.5. In the second condition, if the
currently allocated resource quota (i.e., quotai) is not larger than the current resource usage, we
increase δi. The difference is determined based on the maximum allowed resource max res and
the current resource usage usgi. Under this condition, we use a ratio inc to control the rate of
increase which is set to 0.2 in our current implementation. The value of dec and inc is determined
empirically and can be adjusted to tune the sensitivity of the algorithm.
5.5 System Implementation
The middleware is implemented using Linux cgroups features. As shown in Figure 5.1, this mid-
dleware is deployed on each worker node. After an application is launched, the corresponding
process is detected by the “Application Listener” module. Next, the “Resource Monitor” module
is triggered to collect resource usage metrics, which is used to dynamically allocate resource by
the “Resource Allocation” module at each time interval. Resource usage is extracted by analyzing
/proc files. Each application process running on different working nodes is monitored and controlled
separately. The overhead of running this tool is minimal and requires less than 1% CPU usage on
our cluster.
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Figure 5.1: Tool Architecture
5.6 Evaluation
We evaluated the performance of our approach by executing multiple Apache Spark applications [13,
14] on a cluster that included four physical machines. One machine was configured as the master
node and the remaining three as the working nodes. The configuration of this cluster is listed in
Table 5.1. Each machine had 20 CPU cores and 16GB of RAM memory. The maximum CPU
utilization limit was 2000% (20× 100%) for each machine on this cluster. In addition to evaluating
performance for a single application, we evaluated the performance for applications running in
parallel on the cluster, on each physical machine we set up 3 virtual machines using Vagrant [86].
This allowed us to execute 3 applications in parallel.
Table 5.1: Cluster Setting
Configuration Physical Cluster Virtual Cluster
Number of Nodes 4 4
Number of CPU cores per Node 20 6
RAM Memory size per Node 16GB 4GB
83
Table 5.2: Apache Spark Applications
Application Abbrev. Category Input Size
PageRank PR Graph Processing 50GB
ConnectedComponents CC Graph Processing 50GB
TriangleCount TC Graph Processing 10GB
WordCount WC Text Analysis 80GB
K-MeansClustering KM Machine Learning 50GB
LogisticRegression LR Machine Learning 50GB
In our experiments, Apache Spark (version 2.1.0) applications were executed on top of Hadoop
Distributed File System (HDFS, version 2.7.3) in standalone mode [12]. Using standalone mode
enabled us to apply our approach without external control and conflict. To evaluate our approach,
we used different types of Spark applications as listed in Table 5.2. For input, Graph process-
ing applications PageRank and ConnectedComponents used 50GB of graph data generated from
LiveJournal network dataset downloaded from SNAP [58]. TriangleCount used a smaller subset
of this data to avoid out-of-memory (i.e., OOM) problem. WordCount application used 80 GB of
Wikipedia data downloaded from public source [87]. Two classical ML applications such as KMeans
clustering and Logistic Regression used 50GB data of Color-Magnitude Diagram of Sloan Digital
Sky Survey (SDSS) [57].
To demonstrate the effectiveness of our middleware, we compared the application execution time
and total allocated CPU resources for the presented approaches against static allocation strategies.
Execution time is calculated as the total run time of each application. Resource is calculated as
the amount of allocated resources at each time point, and this value determined the upper bound
of resource usage for that time point. For example, CPU quota 1 means 100% CPU usage is the
limit, and CPU quota 20 means the application can reach at most 2000% CPU usage. The total
CPU resource allocated is calculated as the summation of allocated resource quota at each time
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Here H is the number of total working nodes in the cluster, and Nh is the number of time intervals
calculated in Equation 5.2.
5.6.1 Results for a Single Application
To evaluate the performance of our approach in the context of a single application running in
isolation, we executed six different Apache Spark applications one at a time under five different
conditions as follows.
• CPU resource statically allocated at 2000% (i.e., Res-2000)
• CPU resource statically allocated at 500% (i.e., Res-500)
• CPU resource statically allocated at 300% (i.e., Res-300)
• CPU resource allocated dynamically using “Approach - I”
• CPU resource allocated dynamically using “Approach - II”
CPU resource was set to 2000% to compare against the maximum available CPU resource. 500%
and 300% CPU usage limit were chosen empirically as the average CPU usage fell within that range
for these applications.
In case of Approach - I, we first ran the corresponding sample application for each application
where the input data size of each application was set to 2GB to minimize runtime of the sample
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application. We used this sample application trace to find the corresponding ∆. The execution
time for each sample application and corresponding ∆ are listed in Table 5.3.
The performance improvements are presented by comparing the execution times and allocated
resources for these applications under different resource allocation strategies. The execution time
for each application under each condition is displayed in Figure 5.2. We compared the total allocated
CPU quota for different conditions in Figure 5.3. Details are discussed below.
Figure 5.2: Performance Improvement for Single Application
5.6.1.1 PageRank
For PageRank application, both methods (“Approach-1” and “Approach-II”) improved perfor-
mance significantly compared to Res-500 and Res-300 as shown in Table 5.4. Specifically, com-
pared to the Res-500 condition, Approach-I reduced the execution time by 45% while allocating
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Figure 5.3: Resource Allocation for Single Application
Table 5.4: Performance Improvement and Resource Quota Reduction for Single Application
App. Condition
Approach-I Approach-II
Time Resource Time Resource
PR Res-2000 -3% 59% -5% 58%
Res-500 45% 12% 44% 11%
Res-300 64% 3% 63% 1%
CC Res-2000 -22% 80% -14% 77%
Res-500 10% 41% 15% 32%
Res-300 27% 21% 32% 8%
TC Res-2000 -24% 77% -6% 73%
Res-500 4% 29% 19% 15%
Res-300 40% 25% 49% 11%
WC Res-2000 -2% 71% -1% 72%
Res-500 41% 32% 42% 35%
Res-300 63% 30% 64% 33%
KM Res-2000 -22% 60% -10% 57%
Res-500 32% 11% 38% 5%
Res-300 59% 11% 63% 4%
LR Res-2000 -27% 76% -19% 69%
Res-500 -2% 23% 4% 1%
Res-300 37% 21% 41% -1%
12% less CPU resources, and Approach-II reduced the execution time by 44% while allocating 11%
less CPU resources. Compared to Res-300 condition, Approach-I reduced the execution time by
64% while allocating 3% less total CPU resources, and Approach-II reduced the execution time by
63% while allocating 1% less total CPU resources. Finally, compared to Res-2000 condition, using
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Approach-I reduced the resource requirement by 59% while increasing execution time by only 3%,
and Approach-II reduced the resource requirement by 58% while increasing execution time by only
5%.
5.6.1.2 ConnectedComponents
For ConnectedComponents application, both methods (“Approach-1” and “Approach-II”) im-
proved performance significantly compared to Res-500 and Res-300 as shown in Table 5.4. Specif-
ically, compared to the Res-500 condition, Approach-I reduced the execution time by 10% while
allocating 41% less CPU resources, and Approach-II reduced the execution time by 15% while allo-
cating 32% less CPU resources. Compared to Res-300 condition, Approach-I reduced the execution
time by 27% while allocating 21% less total CPU resources, and Approach-II reduced the execution
time by 32% while allocating 8% less total CPU resources. Finally, compared to Res-2000 condi-
tion, using Approach-I reduced the resource requirement by 80% while increasing execution time
by 22%, and Approach-II reduced the resource requirement by 77% while increasing execution time
by 14%.
5.6.1.3 TriangleCount
For TriangleCount application, both methods (“Approach-1” and “Approach-II”) improved perfor-
mance significantly compared to Res-500 and Res-300 as shown in Table 5.4. Specifically, compared
to the Res-500 condition, Approach-I reduced the execution time by 4% while allocating 29% less
CPU resources, and Approach-II reduced the execution time by 19% while allocating 15% less
CPU resources. Compared to Res-300 condition, Approach-I reduced the execution time by 40%
while allocating 25% less total CPU resources, and Approach-II reduced the execution time by
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49% while allocating 11% less total CPU resources. Finally, compared to Res-2000 condition, using
Approach-I reduced the resource requirement by 77% while increasing execution time by only 24%,
and Approach-II reduced the resource requirement by 73% while increasing execution time by only
6%.
5.6.1.4 WordCount
For WordCount application, both methods (“Approach-1” and “Approach-II”) improved perfor-
mance significantly compared to Res-500 and Res-300 as shown in Table 5.4. Specifically, com-
pared to the Res-500 condition, Approach-I reduced the execution time by 41% while allocating
32% less CPU resources, and Approach-II reduced the execution time by 42% while allocating 35%
less CPU resources. Compared to Res-300 condition, Approach-I reduced the execution time by
63% while allocating 30% less total CPU resources, and Approach-II reduced the execution time
by 64% while allocating 33% less total CPU resources. Finally, compared to Res-2000 condition,
using Approach-I reduced the resource requirement by 71% while increasing execution time by only
2%, and Approach-II reduced the resource requirement by 72% while increasing execution time by
only 1%.
5.6.1.5 K-MeansClustering
For K-MeansClustering application, both methods (“Approach-1” and “Approach-II”) improved
performance significantly compared to Res-500 and Res-300 as shown in Table 5.4. Specifically,
compared to the Res-500 condition, Approach-I reduced the execution time by 32% while allocating
11% less CPU resources, and Approach-II reduced the execution time by 38% while allocating 5%
less CPU resources. Compared to Res-300 condition, Approach-I reduced the execution time by
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Table 5.5: Groups of Multiple Concurrent Applications
Group Application Start Time Input Size
Group I PageRank 87s 20GB
WordCount 98s 20GB
K-MeansClustering 2s 20GB
Group II ConnectedComponents 40s 20GB
TriangleCount 11s 1GB
LogisticRegression 3s 20GB
59% while allocating 11% less total CPU resources, and Approach-II reduced the execution time by
63% while allocating 4% less total CPU resources. Finally, compared to Res-2000 condition, using
Approach-I reduced the resource requirement by 60% while increasing execution time by 22%, and
Approach-II reduced the resource requirement by 57% while increasing execution time by 10%.
5.6.1.6 LogisticRegression
For LogisticRegression application, compared to the Res-500 condition, Approach-I increased the
execution time by 2% while allocating 23% less CPU resources, and Approach-II reduced the
execution time by 4% while allocating 1% less CPU resources. Compared to Res-300 condition,
Approach-I reduced the execution time by 37% while allocating 21% less total CPU resources, and
Approach-II reduced the execution time by 41% while allocating 1% more CPU resources. Finally,
compared to Res-2000 condition, using Approach-I reduced the resource requirement by 76% while
increasing execution time by 27%, and Approach-II reduced the resource requirement by 69% while
increasing execution time by 19%.
5.6.2 Results for Multiple Concurrent Applications
To evaluate the performance of our approach for multiple concurrent applications that may lead to
interference across applications, we created three virtual clusters on our physical cluster by creating
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three virtual machines on each physical machine using Vagrant (configuration shown in Table 5.1).
For evaluation, TriangleCount used 1 GB input data, and the other five applications used 20 GB
of input data each (listed in Table 5.5). These six applications were executed in two separate
groups, Group I included PageRank, WordCount, and KMeansClustering, and Group II included
ConnectedComponents, TriangleCount and LogisticRegression. These applications were randomly
assigned in each group. All three applications of a particular group were executed in parallel on
the virtual cluster. In each group, these three applications were executed with different starting
time T , which is randomly selected from the range [0, 100) (listed in Table 5.5). This was done to
ensure that the stages that interfere across applications are unpredictable.
To compare against our approach, we executed each group of applications under five different
conditions:
• CPU resource statically allocated at 600% (i.e., Res-600)
• CPU resource statically allocated at 300% (i.e., Res-300)
• CPU resource statically allocated at 200% (i.e., Res-200)
• CPU resource allocated dynamically using “Approach - I”
• CPU resource allocated dynamically using “Approach - II”
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(a) GroupI (b) GroupII
Figure 5.4: Performance Improvement for Multiple Concurrent Applications
(a) GroupI (b) GroupII
Figure 5.5: Resource Allocation for Multiple Concurrent Applications
CPU resource was set to 600% to compare against the maximum available CPU resource on the
virtual cluster. 300% and 200% CPU usage limit were chosen empirically as the average CPU usage
fell within that range for these applications on the virtual cluster.
In case of Approach - I, we first ran the corresponding sample application for each application where
the input data size of each application was set to 2GB except for TriangleCount which used 1GB
of input data. We used this sample application trace to find the corresponding ∆. The execution
time for each sample application and corresponding ∆ are listed in Table 5.6.
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The performance for each application under each condition is shown in Figure 5.4. We calculated
total CPU resource quota using equation 5.14, and compared the total allocated resource quota
under different conditions in Figure 5.5.




Time Resource Time Resource
PR Res-600 -29% 65% -13% 61%
Res-300 7% 49% 19% 43%
Res-200 19% 34% 29% 26%
WC Res-600 15% 69% 13% 70%
Res-300 13% 37% 12% 39%
Res-200 21% 14% 20% 18%
KM Res-600 0% 47% -2% 49%
Res-300 15% 11% 14% 14%
Res-200 36% -1% 35% 3%
CC Res-600 -10% 63% -9% 65%
Res-300 9% 38% 9% 41%
Res-200 24% 22% 24% 26%
TC Res-600 -4% 77% -6% 84%
Res-300 10% 61% 8% 72%
Res-200 24% 51% 23% 64%
LR Res-600 4% 70% 12% 72%
Res-300 -6% 33% 2% 39%
Res-200 -1% 5% 7% 13%
The performance for different approaches are listed in Table 5.7. Approach-I reduced resource re-
quirement in all cases except for Res-200 condition for K-MeansClustering whereas Approach-II re-
duced resource requirement in all cases. Approach-I improved performance in all but five conditions
(i.e., (PR, Res-600), (CC, Res-600), (TC, Res-600), (LR, Res-300), (LR, Res-200)). Approach-II
improved performance in all but four conditions (i.e., (PR, Res-600), (KM, Res-600), (CC, Res-
600), (TC, Res-600)). Notably, while performance is reduced by at most 13% using Approach-II
compared to the Res-600 condition, it led to significant reduction in resource requirements (i.e.,
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reduction in resource requirements ranged between 49% to 84% in cases where the performance
were affected negatively).
(a) Approach - I
(b) Approach - II
Figure 5.6: PageRank
5.6.3 Allocated Resource vs. Actual Usage
In this section, we present the detailed trace of allocated CPU resources for each application, and
compare that against the actual resource usage when executed under two different dynamic resource
allocation approaches for each time interval (i.e., Approach - I, Approach - II). Figure 5.6 - 5.11
show the results for six different Apache Spark applications used in our work. From these results,
we can see that the allocated CPU resource closely follows the actual CPU resource usage, and
adapts to the pattern of CPU resource usage over time.
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(a) Approach - I
(b) Approach - II
Figure 5.7: WordCount
(a) Approach - I
(b) Approach - II
Figure 5.8: K-MeansClustering
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(a) Approach - I
(b) Approach - II
Figure 5.9: ConnectedComponents
(a) Approach - I
(b) Approach - II
Figure 5.10: TriangleCount
96
(a) Approach - I
(b) Approach - II
Figure 5.11: LogisticRegression
5.6.4 Underlying Reasons Behind Performance Improvement
In our experiments, the presented approach was able to improve application performance while
reducing resource requirements. To better understand the underlying reasons behind such im-
provement, consider the example of PageRank application. As shown in Figure 5.12, the PageRank
application contains 23 stages (phases defined by its inner computing pipeline). Among these, the
first stage (labeled 0) is the longest as shown in Figure 5.12a. The median resource usage of Stage
0 is 152%, which is less than 500% allocated under Res-500 condition, and 300% allocated under
Res-300 condition. This leads to resource wastage in Stage 0 under static allocation scheme. In
contrast, our tool can allocate resources as needed, thereby avoiding over provisioning of resources.
Furthermore, resource usage within each stage also exhibits significant differences, which is evident
from the resource usage distribution shown in Figure 5.12b. As such, allocating resources dynam-
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ically both within a stage and across multiple stages reduce the amount of allocated resources
without sacrificing the application performance in our scheme.
(a) Stage Timeline (b) Resource Usage Distribution
Figure 5.12: Resource Usage for PageRank Application
5.7 Discussion
This chapter presents a middleware service to dynamically allocate computing resources for dis-
tributed data processing applications running on a cluster. The presented strategy is oblivious to
the application type and able to adjust resource quota based on changes in resource requirement
throughout the lifetime of an application while incurring negligible runtime overhead. Experimental
evaluation using multiple different types of Apache Spark applications demonstrates the effective-
ness of our approach in improving application performance while reducing resource requirement.
We believe that the presented approach will help to improve resource utilization while reducing




This thesis investigates data-driven hierarchical performance modeling frameworks to address per-
formance modeling and improvement of multiple jobs running in a virtualized cloud environment
concurrently. Towards that, in Chapter 2, we present a performance prediction framework for
jobs running on Apache Spark platform. We develop models for predicting job performance by
simulating the execution of actual jobs in a limited scale on real cluster. The prediction accuracy
is evaluated for iterative and non-iterative algorithms. While the prediction accuracy is found to
be high for execution time and memory, the I/O cost prediction varied for different applications.
This modeling work is extended in Chapter 3 where we develop an interference model that com-
bines the execution information and resource consumption profile for each stage of Apache Spark
jobs to calculate the slowdown ratio resulting from the interference, and then predicts the execution
time when interfered with other jobs. Furthermore, an interference aware job scheduling algorithm
leveraging the analytical framework is designed for Apache Spark platform. The developed models
and the algorithm are evaluated using four real-life applications (e.g., Page rank , K-means, Logistic
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regression, Word count) on a 6 node cluster while running up to four jobs concurrently. Experi-
mental results demonstrate that our framework can achieve high prediction accuracy and reduces
average execution time for individual jobs significantly, thereby improving the system utilization.
Chapter 4 presents a model driven approach for predicting and addressing possible task straggler
and skewed task distribution problem. Evaluation on two different clusters demonstrates that the
model can correctly predict such problems with high accuracy, allowing the algorithm to suggest
near-optimal partition number and locality settings. Experimental result demonstrates the effec-
tiveness of our approach in improving performance by up to 71% on Cluster I and up to 68% on
Cluster II.
Finally, Chapter 5 presents a middleware service to dynamically allocate computing resources
for distributed data processing applications running on cloud platforms. The presented dynamic
resource allocation strategies are compared against static resource allocation strategies, and the
runtime overhead is discussed. Experimental evaluation using multiple different types of Apache
Spark applications demonstrates the effectiveness of our approach. We believe that our work
provides invaluable insights that will guide future research, and help to improve resource utilization
while reducing operating costs significantly in cloud settings.
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