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BLM REALIZATION FOR UZ(ĝln)
QIANG FU
Abstract. In 1990, Beilinson–Lusztig–MacPherson (BLM) discovered a realization [1, 5.7] for
quantum gln via a geometric setting of quantum Schur algebras. We will generailze their result
to the classical affine case. More precisely, we first use Ringel–Hall algebras to construct an
integral form UZ(ĝln) of U(ĝln), where U(ĝln) is the universal enveloping algebra of the loop
algebra ĝln := gln(Q)⊗Q[t, t
−1]. We then establish the stabilization property of multiplication
for the classical affine Schur algebras. This stabilization property leads to the BLM realization of
U(ĝln) and UZ(ĝln). In particular, we conclude that UZ(ĝln) is a Z-Hopf subalgebra of U(ĝln). As
a bonus, this method leads to an explicit Z-basis for UZ(ĝln), and it yields explicit multiplication
formulas between generators and basis elements for UZ(ĝln). As an application, we will prove
that the natural algebra homomorphism from UZ(ĝln) to the affine Schur algebra over Z is
surjective.
1. Introduction
The positive part of the integral form of quantum enveloping algebras of finite type was
realized by Ringel, see [22, 23]. This is an important breakthrough for the structure of quantum
groups. Almost at the same time, A.A. Beilinson, G. Lusztig and R. MacPherson [1, 5.7] realized
the entire quantum gln over the rational function field Q(v) (with v being an indeterminate)
via quantum Schur algebras. It is natural to ask how to realize the integral form of the entire
quantum gln. If this can be achieved, then one can relaize quantum gln over any field. The
remarkable BLM’s work has important applications to the investigation of quantum Schur-Weyl
reciprocity. The classical Schur-Weyl reciprocity relates representations of the general linear and
symmetric groups over C(cf. [27]). This reciprocity is also true over any field (cf. [2, 3, 7]). The
quantum Schur-Weyl reciprocity at nonroots of unity was first formulated in [16]. Using BLM’s
work, the integral quantum Schur-Weyl reciprocity was established in [8, 9].
The BLM realization problem of quantum affine gln was investigated in [10, 5]. In particular,
it was proven that the natural algebra homomorphism from quantum affine gln to affine quantum
Schur algebras over Q(v) is surjective in [5] (cf. [12, 20]). Furthermore, the universal enveloping
algebra U(ĝln) of ĝln was realized in [5] using a modified BLM approach. However, in the
affine case, there are still many important unsolved problems. For example, the stabilization
Supported by the National Natural Science Foundation of China, the Program NCET, Fok Ying Tung Educa-
tion Foundation and the Fundamental Research Funds for the Central Universities.
1
2 QIANG FU
property of multiplication for quantum Schur algebras given in [1, 4.2] is the key to the BLM
realization of quantum gln. Furthermore, explicit multiplication formulas between generators
and basis elements for the quantum enveloping algebra of gln were obtained in [1, 5.3]. But it
seems hard to generalize these results to the quantum affine case. In addition, it is difficult to
construct a suitable integral form for quantum affine gln such that the integral quantum affine
Schur reciprocity holds (cf. [5, 3.8.6]).
In this paper, we will solve the above problems in the classical case. First, we will use Ringel–
Hall algebras to construct a free Z-submodule UZ(ĝln) of the universal enveloping algebra U(ĝln)
of the loop algebra ĝln in §3. We then prove in 6.1 a stabilization property for the structure
constants of an affine Schur algebra, which is the affine analogue of [1, 4.2]. This property allows
us to construct an algebra KZ(n) without unity. Then we consider the completion algebra K̂Q(n)
of KZ(n) and construct a Z-submodule VZ(n) of K̂Q(n). We will prove in 7.3 and 8.5 that VZ(n)
is a Z-subalgebra of K̂Q(n) with nice multiplication formulas, which is the affine analogue of [1,
5.3 and 5.5]. Finally, we will prove in 9.2(1) that VQ(n) := VZ(n) ⊗ Q is isomorphic to U(ĝln),
which is the affine analogue of [1, 5.7]. Furthermore, we will prove in 9.2(2) that UZ(ĝln) is
a Z-subalgebra of U(ĝln) and VZ(n) is the realization of UZ(ĝln). As a result, we derive an
explicit Z-basis for UZ(ĝln) together with explicit multiplication formulas between generators
and arbitrary basis elements for UZ(ĝln) (see 7.3, 8.1 and 9.2). As a byproduct, we will establish
affine Schur-Weyl reciprocity at the integral level in 9.5.
We organize this paper as follows. We recall the definition of Ringel–Hall algebras and ex-
tended Ringel–Hall algebras in §2. Using Ringel–Hall algebas, we will construct a Z-submodule
UZ(ĝln) of U(ĝln) in §3. We review in §4 the definition of affine quantum Schur algebras and
generalize [1, 3.9] to the affine case. Certain useful multiplication formulas for affine Schur
algebras S△(n, r)Z will be established in §5. These formulas will be used to establish the sta-
bilizaiton property for affine Schur algebras in 6.1. Then we use this property to construct an
algebra KZ(n) without unity and derive some important multiplication formulas for the com-
pletion algebra K̂Q(n) of KZ(n) in 7.3. In 8.5, we will use these formulas to prove that the
Z-submodule VZ(n) of K̂Q(n) constructed in §8 is a Z-subalgebra of K̂Q(n). Finally, we will
prove that U(ĝln)
∼= VQ(n) and UZ(ĝln)
∼= VZ(n) in 9.2. Furthermore, we will prove that UZ(ĝln)
is a Hopf algebra over Z in 9.3. Using this realization for UZ(ĝln), we will prove in 9.5 that the
natural algebra homomorphism from UZ(ĝln) to S△(n, r)Z is surjective.
Notation 1.1. For a positive integer n, let M△,n(Q) be the set of all matrices A = (ai,j)i,j∈Z
with ai,j ∈ Q such that
(a) ai,j = ai+n,j+n for i, j ∈ Z;
(b) for every i ∈ Z, both sets {j ∈ Z | ai,j 6= 0} and {j ∈ Z | aj,i 6= 0} are finite.
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Let M△,n(Z) be the subset of M△,n(Q) consisting of matrices with integer entries. Let
Θ˜△(n) := {A ∈M△,n(Z) | ai,j > 0, ∀i 6= j}, Θ△(n) := {A ∈M△,n(Z) | ai,j ∈ N, ∀i, j}(1.1.1)
Let Zn△ = {(λi)i∈Z | λi ∈ Z, λi = λi−n for i ∈ Z} and N
n
△ = {(λi)i∈Z ∈ Z
n
△ | λi > 0 for i ∈
Z}. We will identify Zn△ with Z
n via the following bijection
(1.1.2) ♭ : Zn△ −→ Z
n, j 7−→ ♭(j) = (j1, · · · , jn).
There is a natural order relation 6 on Zn△ defined by
(1.1.3) λ 6 µ ⇐⇒ λi 6 µi for all 1 6 i 6 n.
We say that λ < µ if λ 6 µ and λ 6= µ.
Let Z = Z[v, v−1], where v is an indeterminate, and let Q(v) be the fraction field of Z.
Specializing v to 1, Q and Z will be viewed as Z-modules.
2. Ringel–Hall algebras and extended Ringel–Hall algebras
Let △(n) (n > 2) be the cyclic quiver
b b b b b
b
n
1 2 3 n−2 n−1
with vertex set I = Z/nZ = {1, 2, . . . , n} and arrow set {i → i + 1 | i ∈ I}. Let F be a
field. A representation V = (Vi, fi)i∈I of △(n) over F is called nilpotent if fn · · · f2f1 : V1 → V1
is nilpotent. We will denote by Rep0△(n) = Rep0F△(n) the category of finite-dimensional
nilpotent representations of △(n) over F.
For i ∈ I, let Si denote the one-dimensional representation in Rep
0△(n) with (Si)i = F and
(Si)j = 0 for i 6= j. Let
Θ+△ (n) = {A ∈ Θ△(n) | ai,j = 0 for i > j}.
For any A = (ai,j) ∈ Θ
+
△ (n), let
M(A) =MF(A) =
⊕
16i6n,i<j
ai,jM
i,j,
where M i,j is the unique indecomposable representation of length j − i with top Si. For A ∈
Θ+△ (n), let d(A) ∈ NI = N
n be the dimension vector of M(A). We will sometimes identify NI
with Nn△ under (1.1.2).
Given modules M,N1, · · · , Nm in Rep
0△(n), let FMN1···Nm be the number of the filtrations
0 =Mm ⊆Mm−1 ⊆ · · ·M1 ⊆M0 =M
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such thatMt−1/Mt ∼= Nt for all 1 6 t 6 m. By [24] and [15], for A,B1, · · · , Bm ∈ Θ
+
△ (n), there is
a polynomial ϕAB1···Bm ∈ Z[v
2] in v2 such that, for any finite field F of q elements, ϕAB1···Bm |v2=q =
F
MF(A)
MF(B1)···MF(Bm)
. Moreover, for each A ∈ Θ+△ (n), there is a polynomial aA = aA(v
2) ∈ Z[v2] in
v2 such that, for each finite field F with q elements, aA|v2=q = |Aut(MF(A))|.
For a = (ai) ∈ Z
n
△ and b = (bi) ∈ Z
n
△ , the Euler form associated with the cyclic quiver △(n)
is the bilinear form 〈−,−〉 : Zn△ × Z
n
△ → Z defined by
〈a,b〉 =
∑
i∈I
aibi −
∑
i∈I
aibi+1.
Let H△(n) be the (generic) Ringel–Hall algebra of the cyclic quiver△(n), which is by definition
the free module over Z = Z[v, v−1] with basis {uA = u[M(A)] | A ∈ Θ
+
△ (n)}. The multiplication
is given by
uAuB = v
〈d(A),d(B)〉
∑
C∈Θ+△ (n)
ϕCA,B(v
2)uC
for A,B ∈ Θ+△ (n). For A ∈ Θ
+
△ (n), let
u˜A = v
dimEnd(M(A))−dimM(A)uA.
Now let us recall the triangular relation given in [6, (9.2)] for the Ringel–Hall algebra H△(n).
For M,N ∈ Rep0△(n), there exists a unique extension G (up to isomorphism) of M by N with
minimal dimEnd(G), which will be denoted by M ∗ N in the sequel (see [4, 21]). Let M be
the set of isoclasses of nilpotent representations of △(n) and define a multiplication ∗ on M by
[M ] ∗ [N ] = [M ∗N ] for any [M ], [N ] ∈ M. Then by [4, §3] M is a monoid with identity 1 = [0].
For λ ∈ Nn△ let
Sλ = ⊕
n
i=1λiSi
be the semisimple representation in Rep0△(n). A semisimple representation Sλ is called sincere
if λ is sincere, namely, all λi are positive. For 1 6 i 6 n let e
△
i ∈ N
n
△ be the element satisfying
♭(e△i ) = ei = (0, · · · , 0, 1
(i)
, 0, · · · , 0),
where ♭ is defined in (1.1.2). Let
I˜ = {e△1 ,e
△
2 , · · · ,e
△
n} ∪ {all sincere vectors in N
n
△}.
Let Σ˜ be the set of words on the set I˜. For w = a1a2 · · · am ∈ Σ˜, let ℘
+(w) ∈ Θ+△ (n) be the
element defined by
[Sa1 ] ∗ · · · ∗ [Sam ] = [M(℘
+(w))].
Thus we obtain a map ℘+ : Σ˜→ Θ+△ (n). Let
Θ−△ (n) = {A ∈ Θ△(n) | ai,j = 0 for i 6 j}.
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For w = a1a2 · · · am ∈ Σ˜ we let
tw = am · · · a2a1.
Let ℘− be the map from Σ˜ to Θ−△ (n) defined by ℘
−(w) = t(℘+(tw)), where t(℘+(tw)) is the
transpose of ℘+(tw). By [6, 3.3] the maps ℘+ and ℘− are all surjective.
Following [1, 3.5] and [10] we may define the order relation 4 on M△,n(Z) as follows. For
A ∈M△,n(Z) and i 6= j ∈ Z, let
σi,j(A) =
∑
s6i,t>j
as,t if i < j, and σi,j(A) =
∑
s>i,t6j
as,t if i > j.
For A,B ∈ M△,n(Z), define B 4 A if σi,j(B) 6 σi,j(A) for all i 6= j. Put B ≺ A if B 4 A and,
for some pair (i, j) with i 6= j, σi,j(B) < σi,j(A).
For λ ∈ Nn△ let uλ = u[Sλ] and let
u˜λ = v
dimEnd(Sλ)−dimSλuλ.
Any word w = a1a2 · · · am in Σ˜ can be uniquely expressed in the tight form w = b
x1
1 b
x2
2 · · ·b
xt
t
where xi = 1 if bi is sincere, and xi is the number of consecutive occurrences of bi if bi ∈
{e△1 ,e
△
2 , · · · ,e
△
n}. For w = a1a2 · · · am ∈ Σ˜ with the tight form b
x1
1 b
x2
2 · · ·b
xt
t let
u˜(w) = u˜x1b1 u˜x2b2 · · · u˜xtbt ∈ H△(n).
By [6, (9.2)] and [10, 6.2], we have the following triangular relation in H△(n).
Proposition 2.1. For A ∈ Θ+△ (n), there exist wA ∈ Σ˜ such that ℘
+(wA) = A and
u˜(wA) =
∑
B∈Θ+△ (n)
B4A,d(A)=d(B)
fB,Au˜B
where fB,A ∈ Z and fA,A = 1. In particular, H△(n) is generated by uλ for λ ∈ N
n
△ .
Let H△(n) = H△(n) ⊗ Q(v). The algebra H△(n) does not have a Hopf algebra structure.
However, if we add the torus algebra to H△(n), we may get a Hopf algebra H△(n)
>0, called the
extended Ringel–Hall algebra. Let H△(n)
>0 be a Q(v)-space with basis {u+AKα | α ∈ ZI,A ∈
Θ+△ (n)}. Let Θ
+
△ (n)1 := Θ
+
△ (n)\{0}.
Proposition 2.2. The Q(v)-space H△(n)
>0 with basis {u+AKα | α ∈ ZI,A ∈ Θ
+
△ (n)} becomes a
Hopf algebra with the following algebra, coalgebra and antipode structures.
(a) Multiplication and unit:
u+Au
+
B =
∑
C∈Θ+△ (n)
v〈d(A),d(B)〉ϕCA,Bu
+
C , for all A,B ∈ Θ
+
△ (n),
Kαu
+
A = v
〈d(A),α〉u+AKα, for all α ∈ ZI, A ∈ Θ
+
△ (n),
KαKβ = Kα+β , for all α, β ∈ ZI.
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with unit 1 = u+0 = K0.
(b) Comultiplication and counit (Green [14]):
∆(u+C) =
∑
A,B∈Θ+△ (n)
v〈d(A),d(B)〉
aAaB
aC
ϕCA,Bu
+
B ⊗ u
+
AK˜d(B),
∆(Kα) = Kα ⊗Kα, where C ∈ Θ
+
△ (n) and α ∈ ZI,
with counit ε satisfying ε(u+C) = 0 for all C ∈ Θ
+
△ (n)1 and ε(Kα) = 1 for all α ∈ ZI.
Here, for each α = (ai) ∈ ZI, K˜α denotes (K˜1)
a1 · · · (K˜n)
an with K˜i = KiK
−1
i+1.
(c) Antipode (Xiao [28]):
σ(u+C) = δC,0 +
∑
m>1
(−1)m
∑
D∈Θ+△ (n)
C1,...,Cm∈Θ
+
△ (n)1
aC1 · · · aCm
aC
ϕCC1,...,Cmϕ
D
Cm,...,C1
u+DK˜−d(C),
for all C ∈ Θ+△ (n), and σ(Kα) = K−α, for all α ∈ ZI.
We conclude this section by introducing the integral form H△(n)
>0 for H△(n)
>0. For c, t ∈ Z
with t > 1, let [
Ki; c
t
]
=
t∏
s=1
Kiv
c−s+1 −K−1i v
−c+s−1
vs − v−s
and
[
Ki; c
0
]
= 1.
Let H△(n)
>0 be the Z-submodule of H△(n)
>0 spanned by all u+A
∏
16i6n
[
Ki;0
λi
]
Kδii , where A ∈
Θ+△ (n), δi ∈ {0, 1} and λ ∈ N
n
△ .
Lemma 2.3. H△(n)
>0 is a Z-Hopf subalgebra of H△(n)
>0.
Proof. Clearly, for A ∈ Θ+△ (n), 1 6 i 6 n and t ∈ N,
(2.3.1)
[
Ki; 0
t
]
u+A = u
+
A
[
Ki; 〈d(A),e
△
i 〉
t
]
.
This together with [19, 2.14] implies that H△(n)
>0 is a Z-subalgebra of H△(n)
>0.
For m ∈ N, let [[m]]! = [[1]][[2]] · · · [[m]] where [[i]] = v
i−v−i
v−v−1
. Clearly, for λ, λ(1), · · · , λ(m) ∈ Nn△
with λ =
∑
16i6m λ
(i),
ϕλ
λ(1)···λ(m)
=
∏
16i6m
[[
λi
λ
(1)
i · · ·λ
(m)
i
]]
, aλ =
∏
16i6n
06s6λi−1
(v2λi − v2s),
where
[
λi
λ
(1)
i ,...,λ
(m)
i
]
= [[λi]]
!
[[λ
(1)
i ]]
!...[[λ
(m)
i ]]
!
. We conclude that
(2.3.2) ∆(u˜+λ ) =
∑
λ=λ(1)+λ(2)
λ(i)∈Nn△ ,∀i
v〈λ
(2),λ(1)〉u˜+
λ(1)
⊗ u˜+
λ(2)
K˜λ(1) ∈ H△(n)
>0 ⊗ H△(n)
>0
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and
σ(u+λ ) = δλ,0 +
∑
m>1
(−1)m
∑
D∈Θ+△ (n)
λ(i)∈Nn△ , λ
(i) 6=0, 16i6m
v−2
∑
16i6n
∑
16k<l6m λ
(k)
i λ
(l)
i ϕD
λ(m)···λ(1)
u+DK˜−λ
∈ H△(n)
>0.
(2.3.3)
Furthermore, by [25, (2.1),(2.2)], we have
(2.3.4) ∆
([
Ki; 0
t
])
=
∑
06j6t
K−t+ji
[
Ki; 0
j
]
⊗Kji
[
Ki; 0
t− j
]
∈ H△(n)
>0 ⊗ H△(n)
>0
and
(2.3.5) σ
([
Ki; 0
t
])
= (−1)t
[
Ki;−1 + t
t
]
∈ H△(n)
>0.
Consequently, H△(n)
>0 is a Hopf algebra over Z, since H△(n)
>0 is generated by u+λ , K
±1
i and[
Ki;0
t
]
for all λ ∈ Nn△ , 1 6 i 6 n and t ∈ N by 2.1. 
3. The integral form UZ(ĝln) of U(ĝln)
Let gln(Q) be the general linear Lie algebra over Q. Let
ĝln := gln(Q)⊗Q[t, t
−1]
be the loop algebra associated to gln(Q). For i, j ∈ Z, let E
△
i,j ∈M△,n(Q) be the matrix (e
i,j
k,l)k,l∈Z
defined by
ei,jk,l =
1 if k = i+ sn, l = j + sn for some s ∈ Z;0 otherwise,
Recall the set M△,n(Q) defined in 1.1. Clearly, the map
M△,n(Q) −→ ĝln, E
△
i,j+ln 7−→ Ei,j ⊗ t
l, 1 6 i, j 6 n, l ∈ Z
is a Lie algebra isomorphism. We will identify the loop algebra ĝln with M△,n(Q) in the sequel.
Let U(ĝln) be the universal enveloping algebra of the loop algebra ĝln. Let U
+(ĝln) (resp.,
U−(ĝln)) be the subalgebra of U(ĝln) generated by E
△
i,j (resp., E
△
j,i) for all i < j. Let U
0(ĝln) be
the subalgebra of U(ĝln) generated by E
△
i,i for 1 6 i 6 n.
We may interpret the ±-part of U(ĝln) as the specialization of Hall algebras. Let H△(n)Q =
H△(n)⊗Z Q, where Q is regarded as a Z-module by specializing v to 1. We shall denote uA ⊗ 1
by uA,1 for A ∈ Θ
+
△ (n).
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Lemma 3.1 ([5, 6.1.2]). (1) The set{ ∏
16i6n
i<j, j∈Z
uai,j
E△
i,j
,1
∣∣∣∣A = (ai,j) ∈ Θ+△ (n)}
forms a Q-basis of H△(n)Q, where the products are taken with respect to any fixed total order on
{(i, j) | 1 6 i 6 n, i < j, j ∈ Z}.
(2) There is a unique injective algebra homomorphism ι+ : H△(n)Q → U(ĝln) (resp., ι
− :
H△(n)
op
Q → U(ĝln)) taking uE△i,j ,1 7→ E
△
i,j (resp.,uE△i,j ,1 7→ E
△
j,i) for all i < j such that ι
+(H△(n)Q) =
U+(ĝln) and ι
−(H△(n)
op
Q ) = U
−(ĝln).
Let U>0(ĝln) = U
+(ĝln)U
0(ĝln) be the the Borel subalgebra U
>0(ĝln) of U(ĝln). We now
show that the algebra isomorphism ι+ : H△(n)Q → U
+(ĝln) can be extended to a Hopf algebra
isomorphism between the specialization H△(n)
>0
Q of H△(n)
>0 at v = 1, Ki = 1 and U
>0(ĝln).
Let H△(n)
>0
Q = H△(n)
>0 ⊗Z Q. We shall denote u
+
A,1 = u
+
A ⊗ 1, Ki,1 = Ki ⊗ 1 and
[
Ki;0
t
]
1
=[
Ki;0
t
]
⊗ 1 for A ∈ Θ+△ (n), 1 6 i 6 n and t ∈ N. Let
H△(n)
>0
Q = H△(n)
>0
Q /〈Ki,1 − 1 | 1 6 i 6 n〉.
We will use the same notation for elements in H△(n)
>0
Q and H△(n)
>0
Q . The algebra H△(n)
>0
Q inherits
a Hopf algebra structure from that of H△(n)
>0.
Lemma 3.2. There is a Hopf algebra isomorphism
ι>0 : H△(n)
>0
Q → U
>0(ĝln)
defined by sending u+
E△i,j ,1
to E△i,j, and
[
Ki;0
1
]
1
to E△i,i for i < j.
Proof. By [19, 2.3(g9),(g10)] we have in H△(n)
>0
Q ,
[
Ki;±1
1
]
1
=
[
Ki;0
1
]
1
± 1. Thus by (2.3.1) we
have in H△(n)
>0
Q ,[
Ki; 0
1
]
1
u+
E△k,l,1
− u+
E△k,l,1
[
Ki; 0
1
]
1
= u+
E△k,l,1
([
Ki; δ¯i,k¯ − δ¯i,l¯
1
]
1
−
[
Ki; 0
1
]
1
)
=
(
δ¯i,k¯ − δ¯i,l¯
)
u+
E△k,l,1
.
for 1 6 i 6 n and k < l. This together with 3.1(2) implies that there is an algebra homomorphism
f : U>0(ĝln) → H△(n)
>0
Q such that f(E
△
i,j) = u
+
E△i,j ,1
and f(E△i,i) =
[
Ki;0
1
]
1
for i < j. Since, by
[18, 4.1(d)],
[
Ki;0
1
]
1
−
[
Ki;−j
1
]
1
= j for 1 6 i 6 n and j ∈ Z, it follows from [18, 4.1(f)] that, we
have in H△(n)
>0
Q ,
(3.2.1)
[
Ki; 0
t
]
1
=
1
r!
∏
06j6t−1
[
Ki;−j
1
]
1
= f
((
E△i,i
t
))
,
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where (
E△i,i
t
)
=
E△i,i(E
△
i,i − 1) · · · (E
△
i,i − t+ 1)
t!
.
Thus by [19, 2.14] and 3.1(1) f sends the PBW-basis{ ∏
16i6n
i<j, j∈Z
(E△i,j)
ai,j
∏
16i6n
(
E△i,i
t
) ∣∣∣∣A = (ai,j) ∈ Θ+△ (n), λ ∈ Nn△}
for U>0(ĝln) to a Q-basis for H△(n)
>0
Q . Consequently, f is an algebra isomorphism. Finally, since
∆(u+
E△i,j ,1
) = u+
E△i,j ,1
⊗ 1 + 1⊗ u+
E△i,j ,1
, ∆
([
Ki; 0
1
]
1
)
=
[
Ki; 0
1
]
1
⊗ 1 + 1⊗
[
Ki; 0
1
]
1
and
σ(u+
E△i,j ,1
) = −u+
E△i,j ,1
, σ
([
Ki; 0
1
]
1
)
= −
[
Ki; 0
1
]
1
for i < j, we conclude that f is a Hopf algebra isomorphism. 
We now use Ringel–Hall algebras to define the integral form UZ(ĝln) of U(ĝln). Let U
+
Z (ĝln) =
ι+(H△(n)Z) and U
−
Z (ĝln) = ι
−(H△(n)
op
Z ), where H△(n)Z = H△(n) ⊗Z Z and Z is regarded as
a Z-module by specializing v to 1. Let U0Z(ĝln) be the Z-submodule of U(ĝln) spanned by∏
16i6n
(
E△i,i
λi
)
, for λ ∈ Nn△ . Let
UZ(ĝln) = U
+
Z (ĝln)U
0
Z(ĝln)U
−
Z (ĝln).
We will prove that UZ(ĝln) is a Z-subalgebra of U(ĝln) and give a BLM realization of UZ(ĝln) in
9.2. Furthermore, we will use 3.2 to show that UZ(ĝln) is a Z-Hopf subalgebra of U(ĝln) in 9.3.
4. Affine quantum Schur algebras
Let S△,r be the group consisting of all permutations w : Z→ Z such that w(i+ r) = w(i) + r
for i ∈ Z. Let W be the subgroup of S△,r consisting of w ∈ S△,r with
∑r
i=1w(i) =
∑r
i=1 i. By
[17], W is the Weyl group of affine type A with generators si (1 6 i 6 r) defined by setting
si(j) = j for j 6≡ i, i+1mod r, si(j) = j−1 for j ≡ i+1mod r and si(j) = j+1 for j ≡ imod r.
The subgroup of S△,r generated by s1, . . . , sr−1 is isomorphic to the symmetric group Sr. Let ρ
be the permutation of Z sending j to j + 1 for all j ∈ Z. Then S△,r = 〈ρ〉 ⋉W. We extend the
length function ℓ on W to S△,r by setting ℓ(ρ
mw) = ℓ(w) for all m ∈ Z, w ∈W .
The extended affine Hecke algebra H△(r) over Z associated to S△,r is the (unital) Z-algebra
with basis {Tw}w∈S△,r , and multiplication defined byT 2si = (v2 − 1)Tsi + v2, for 1 6 i 6 nTwTw′ = Tww′ , if ℓ(ww′) = ℓ(w) + ℓ(w′).
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For λ = (λi)i∈Z ∈ Z
n
△ let σ(λ) =
∑
16i6n λi. For r > 0 we set
Λ△(n, r) = {λ ∈ N
n
△ | σ(λ) = r}.
For λ ∈ Λ△(n, r), let Sλ := S(λ1,...,λn) be the corresponding standard Young subgroup of Sr.
For each λ ∈ Λ△(n, r), let xλ =
∑
w∈Sλ
Tw ∈ H△(r). The endomorphism algebras
S△(n, r) := EndH△(r)
( ⊕
λ∈Λ△(n,r)
xλH△(r)
)
.
are called affine quantum Schur algebras (cf. [12, 13, 20]).
Following [13], we will introduce a Z-basis of S△(n, r) as follows. For λ ∈ Λ△(n, r), let
D
△
λ = {d | d ∈ S△,r, ℓ(wd) = ℓ(w) + ℓ(d) for w ∈ Sλ}.
Note that we have
(4.0.2) d−1 ∈ D△λ ⇐⇒ d(λ0,i−1 + 1) < d(λ0,i−1 + 2) < · · · < d(λ0,i−1 + λi), ∀1 6 i 6 n,
where λ0,i−1 =
∑
16t6i−1 λt. Let D
△
λ,µ = D
△
λ ∩ D
△
µ
−1. For λ, µ ∈ Λ△(n, r) and d ∈ D
△
λ,µ, define
φdλ,µ ∈ S△(n, r) as follows:
(4.0.3) φdλ,µ(xνh) = δµν
∑
w∈SλdSµ
Twh
where ν ∈ Λ△(n, r) and h ∈ H△(r). Then by [13] the set {φ
d
λ,µ | λ, µ ∈ Λ△(n, r), d ∈ D
△
λ,µ} forms
a basis for S△(n, r).
Recall the sets Θ˜△(n) and Θ△(n) defined in (1.1.1). For A ∈ Θ˜△(n), let σ(A) =
∑
16i6n, j∈Z ai,j.
For r > 0, let
Θ△(n, r) = {A ∈ Θ△(n) | σ(A) = r}.
The basis for S△(n, r) is indexed by triples {(λ, d, µ) | λ, µ ∈ Λ△(n, r), d ∈ D
△
λ,µ}. In what follows
next, it will be convenient to reindex these basis elements by the set Θ△(n, r). For 1 6 i 6 n,
k ∈ Z and λ ∈ Λ△(n, r) let
Rλi+kn = {λk,i−1 + 1, λk,i−1 + 2, . . . , λk,i−1 + λi = λk,i},
where λk,i−1 = kr +
∑
16t6i−1 λt. By [26, 7.4] (see also [10, 9.2]), there is a bijective map
△ : {(λ, d, µ) | d ∈ D
△
λ,µ, λ, µ ∈ Λ△(n, r)} −→ Θ△(n, r)
sending (λ,w, µ) to A = (ak,l), where ak,l = |R
λ
k ∩ wR
µ
l | for all k, l ∈ Z. If λ, µ ∈ Λ△(n, r) and
d ∈ D△λ,µ are such that A = △(λ, d, µ), we will denote φ
d
λ,µ by eA and let
[A] = v−dAeA, where dA =
∑
16i6n
i>k,j<l
ai,jak,l.
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By [20, 1.11], the Z-linear map
(4.0.4) τr : S△(n, r) −→ S△(n, r), [A] 7−→ [
tA]
is an algebra anti-involution, where tA is the transpose of A.
Let
Θ±△ (n) = {A ∈ Θ△(n) | ai,i = 0 for all i}.
For A ∈ Θ±△ (n) and j ∈ Z
n
△ , define A(j, r) ∈ S△(n, r) by
A(j, r) =
∑
λ∈Λ△(n,r−σ(A))
v
∑
16i6n λiji [A+ diag(λ)].
The affine quantum Schur algebra S△(n, r) and the Ring-Hall algebra H△(n) can be related by
the following algebra homomorphism defined in [26, 7.6].
Proposition 4.1. (1) There is a Z-algebra homomorphism
η−r : H△(n)
op −→ S△(n, r), u˜A 7−→ (
tA)(0, r) for all A ∈ Θ+△ (n).
(2) Dually, there is a Z-algebra homomorphism
η+r : H△(n) −→ S△(n, r), u˜A 7−→ A(0, r) for all A ∈ Θ
+
△ (n).
We end this section by generalizing [1, 3.9] to the affine case. This is the first key result in
proving stabilization property of multiplication for affine Schur algebras.
First we will use the triangular relation for Ringel–Hall algebras to get similar relations for
affine quantum Schur algebras. For a ∈ Nn△ let
(4.1.1) Aa =
∑
16i6n
aiE
△
i,i+1 ∈ Θ
+
△ (n), Ba =
t(Aa) =
∑
16i6n
aiE
△
i+1,i ∈ Θ
−
△ (n).
For w = a1a2 · · · am ∈ Σ˜ with the tight form b
x1
1 b
x2
2 · · ·b
xt
t , let
m
+
(w),r = η
+
r (u˜(w)) = Ax1b1(0, r)Ax2b2(0, r) · · ·Axtbt(0, r) ∈ S△(n, r),
m
−
(w),r = Bx1b1(0, r)Bx2b2(0, r) · · ·Bxtbt(0, r) ∈ S△(n, r).
For A ∈ Θ˜△(n), we write
(4.1.2) A = A+ +A0 +A−
where A+ ∈ Θ+△ (n), A
− ∈ Θ−△ (n) and A
0 is a diagonal matrix.
Lemma 4.2. For any A ∈ Θ±△ (n), there exist wA+ , wA− ∈ Σ˜ such that ℘
+(wA+) = A
+,
℘−(wA−) = A
− and
m
+
(wA+ ),r
=
∑
B∈Θ+△ (n), B4A
+
d(A+)=d(B)
fB,A+B(0, r) m
−
(wA−),r
=
∑
B∈Θ−△ (n), B4A
−
d(tB)=d(t(A−))
gB,A−B(0, r)
(4.2.1)
for any r > 0, where fB,A+, gB,A− ∈ Z is independent of r and fA+,A+ = gA−,A− = 1.
12 QIANG FU
Proof. The first equation follows from 2.1 and 4.1. Now we assume A ∈ Θ−△ (n). Then
tA ∈
Θ+△ (n). Thus there exist w ∈ Σ˜ such that ℘
+(w) = tA and
m
+
(w),r =
∑
B∈Θ+△ (n), B4
tA
d(tA)=d(B)
fB,tAB(0, r).
Since X 4 Y if and only if tX 4 tY for X,Y ∈ Θ△(n), applying the antiautomorphism τr defined
in (4.0.4) to the above equation yields
m
−
(wA),r
= τr(m
+
(w),r) =
∑
B∈Θ+△ (n), B4
tA
d(tA)=d(B)
fB,tA(
tB)(0, r) =
∑
C∈Θ−△ (n), C4A
d(tA)=d(tC)
gC,AC(0, r),
where wA =
tw and gC,A = ftC,tA. 
For A ∈ Θ˜△(n) let
ro(A) =
(∑
j∈Z
ai,j
)
i∈Z
, co(A) =
(∑
i∈Z
ai,j
)
j∈Z
∈ Zn△ .
For A ∈ Θ˜△(n) with σ(A) = r, we denote [A] = 0 ∈ S△(n, r) if ai,i < 0 for some i ∈ Z. For
A ∈ Θ△(n, r), let
σ(A) = (σi(A))i∈Z ∈ Λ△(n, r)
where σi(A) = ai,i +
∑
j<i(ai,j + aj,i). In the following discussion we shall denote by [A] +
lower terms an element of S△(n, r) which is equal to [A] plus a Z-linear combination of elements
[A′] with A′ ∈ Θ△(n, r), A
′ ≺ A, co(A′) = co(A) and ro(A′) = ro(A). The following triangular
relation for affine quantum Schur algebras is given in [5, 3.7.7].
Proposition 4.3. For A ∈ Θ±△ (n) and λ ∈ Λ△(n, r), we have
A+(0, r)[diag(λ)]A−(0, r) = [A+ diag(λ− σ(A))] + lower terms.
In particular, the set
{A+(0, r)[diag(λ)]A−(0, r) | A ∈ Θ±△ (n), λ ∈ Λ△(n, r), λ > σ(A)}
forms a Z-basis for S△(n, r), where the order relation 6 is defined in (1.1.3).
Lemma 4.4. Let Ai, Bj ∈ Θ
±
△ (n) (1 6 i 6 s, 1 6 j 6 t) and λ ∈ Λ△(n, r). Then we have
A1(0, r) · · ·As(0, r)[diag(λ)]B1(0, r) · · ·Bt(0, r)
= [A1 + diag(λ
(1))] · · · [As + diag(λ
(s))][B1 + diag(µ
(1))] · · · [Bt + diag(µ
(t))]
where λ(i) = λ−co(Ai)+
∑
i+16k6s(ro(Ak)−co(Ak)) and µ
(j) = λ−ro(Bj)+
∑
16k6j−1(co(Bk)−
ro(Bk)) for 1 6 i 6 s and 1 6 j 6 t.
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Proof. Clearly, for any A ∈ Θ±△ (n) and λ ∈ Λ△(n, r), we have [diag(λ)] = [diag(λ)]
2 and
(4.4.1) A(0, r)[diag(λ)] = [diag(λ− co(A) + ro(A))]A(0, r).
Repeatedly using (4.4.1), we conclude the assertion. 
Now we can prove the affine version of [1, 3.9].
Proposition 4.5. Let A ∈ Θ△(n, b). We choose wA+ , wA− ∈ Σ˜ such that (4.2.1) hold. We
assume wA+ and wA− have tight form wA+ = a
x1
1 · · · a
xs
s , wA− = b
y1
1 · · ·b
yt
t and let Ai = Axiai,
Bj = Byjbj for 1 6 i 6 s and 1 6 j 6 t. Then the following identity holds in S△(n, an+ b)
[a(A1 + diag(λ
(1)))] · · · [a(As + diag(λ
(s)))][a(B1 + diag(µ
(1)))] · · · [a(Bt + diag(µ
(t)))]
= [aA] + lower terms
for any a > 0, where λ(i) = σ(A) − co(Ai) +
∑
i+16k6s(ro(Ak) − co(Ak)) and µ
(j) = σ(A) −
ro(Bj) +
∑
16k6j−1(co(Bk)− ro(Bk)) for 1 6 i 6 s and 1 6 j 6 t.
Proof. By (4.2.1) and 4.3, for any r > 0 and λ ∈ Λ△(n, r), we have
m
+
(wA+),r
[diag(λ)]m−
(wA− ),r
= [A± + diag(λ− σ(A±))] + lower terms.
Now the assertion follows from 4.4. 
5. The fundamental multiplication formulas for affine Schur algebras
We derive certain useful multiplication formulas for affine Schur algebras in 5.3. These for-
mulas is the second key result for the proof of the stabilization property of multiplication for
affine Schur algebras.
We need some preparation before proving 5.3. For a finite subsetX ⊆ S△,r, let X =
∑
x∈X x ∈
QS△,r. It is clear that for λ, µ ∈ Λ△(n, r) and w ∈ S△,r,
(5.0.1) SλwSµ = |w
−1Sλw ∩Sµ|SλwSµ.
Lemma 5.1 ([5, 3.2.3]). Let λ, µ ∈ Λ△(n, r) and d ∈ D
△
λ,µ. Assume A = △(λ, d, µ). Then
d−1Sλd ∩Sµ = Sν, where ν = (ν
(1), . . . , ν(n)) and ν(i) = (aki)k∈Z = (. . . , a1i, . . . , ani, . . .).
Lemma 5.2. Assume µ ∈ Λ△(n, r), β ∈ N
n
△ is such that µ > β.
(1) Let α =
∑
16i6n(µi − βi)e
△
i−1, δ = (αn, β1, α1, β2, · · · , αn−1, βn) and
Y = {(Y0, Y1, · · · , Yn−1) | Yi ⊆ R
µ
i+1, |Yi| = αi, for 0 6 i 6 n− 1}.
Then there is a bijective map
ϑ : D△δ ∩Sµ → Y
defined by sending w to (w−1X0, w
−1X1, · · · , w
−1Xn−1) where Xi = {µ0,i+1, µ0,i+2, · · · , µ0,i+
αi}, with µ0,i =
∑
16s6i µs and µ0,0 = 0.
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(2) Let γ = µ− β, θ = (β1, γ1, β2, γ2, · · · , βn, γn) and
Y
′ = {(Y ′1 , Y
′
2 , · · · , Y
′
n) | Y
′
i ⊆ R
µ
i , |Y
′
i | = γi, for 1 6 i 6 n}.
Then there is a bijective map
ϑ′ : D△θ ∩Sµ → Y
′
defined by sending w to (w−1X ′1, w
−1X ′2, · · · , w
−1X ′n) where X
′
i = {µ0,i−1 + βi+1, µ0,i−1 + βi+
2, · · · , µ0,i}.
Proof. We only prove (1). The proof of (2) is similar.
We assume w1, w2 ∈ D
△
δ ∩Sµ is such that ϑ(w1) = ϑ(w2). Since w1, w2 ∈ D
△
δ , by (4.0.2), for
1 6 i 6 2 we have
(5.2.1) w−1i (j) < w
−1
i (j + 1)
if either {j, j + 1} ⊆ Xk or {j, j + 1} ⊆ R
µ
k+1\Xk for some 0 6 k 6 n − 1. Furthermore, we
have w−11 (R
µ
i+1\Xi) = w
−1
2 (R
µ
i+1\Xi) for 0 6 i 6 n− 1, since w
−1
1 Xi = w
−1
2 Xi and w1, w2 ∈ Sµ.
Thus, w−11 (j) = w
−1
2 (j) for j ∈
⋃
06k6n−1(Xk ∪ R
µ
k+1\Xk) =
⋃
06k6n−1R
µ
k+1 = {1, 2, · · · , r}.
Consequently, w1 = w2.
Let (Y0, · · · , Yn−1) ∈ Y . We write Yi = {ki,1, · · · , ki,αi} and R
µ
i+1\Yi = {ki,αi+1, · · · , ki,µi+1}
where ki,1 < ki,2 · · · < ki,αi and ki,αi+1 < ki,αi+2 < · · · < ki,µi+1 for all i. Define w ∈ S△,r by
letting w−1(µ0,i + s) = ki,s for 0 6 i 6 n − 1 and 1 6 s 6 µi+1. Then w ∈ D
△
δ ∩ Sµ and
ϑ(w) = (Y0, Y1, · · · , Yn−1). This finishes the proof. 
Let S△(n, r)Z = S△(n, r) ⊗ Z and S△(n, r)Q = S△(n, r) ⊗ Q, where Z and Q are regarded as
Z-modules by specializing v to 1. We will identify S△(n, r)Z as a subalgebra of S△(n, r)Q. For
A ∈ Θ△(n, r) we will denote [A]⊗ 1 by [A]1.
There is a natural map
(5.2.2) ˜ : Θ△(n)→ Θ△(n) A = (ai,j) 7−→ A˜ = (a˜i,j),
where a˜i,j = ai−1,j for all i, j ∈ Z. We now give some multiplication formulas in the affine Schur
algebra S△(n, r)Z over Z, which are the affine version of [1, 3.1].
Proposition 5.3. Let A ∈ Θ△(n, r) and µ = ro(A). Assume β ∈ N
n
△ is such that β 6 µ. Let
α =
∑
16i6n(µi − βi)e
△
i−1 and γ = µ− β. Then in S△(n, r)Z
(1)
[ ∑
16i6n
αiE
△
i,i+1+diag(β)
]
1
[A]1 =
∑
T∈Θ△(n), ro(T )=α
ai,j−ti−1,j+ti,j>0, ∀i,j
∏
16i6n
j∈Z
(
ai,j − ti−1,j + ti,j
ti,j
)
[A+T − T˜ ]1;
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(2)
[ ∑
16i6n
γiE
△
i+1,i + diag(β)
]
1
[A]1 =
∑
T∈Θ△(n), ro(T )=γ
ai,j+ti−1,j−ti,j , ∀i,j
∏
16i6n
j∈Z
(
ai,j + ti−1,j − ti,j
ti−1,j
)
[A− T + T˜ ]1.
Proof. We only prove (1). The proof for (2) is entirely similar.
Let B =
∑
16i6n αiE
△
i,i+1 + diag(β), λ = ro(B), ν = co(A). Assume d1 ∈ D
△
λ,µ and d2 ∈ D
△
µ,ν
are such that △(λ, d1, µ) = B and △(µ, d2, ν) = A. Clearly, by (4.0.2), we have
(5.3.1) d1(i) = −αn + i for 1 6 i 6 r.
By 5.1 and (5.0.1),
[B]1[A]1(Sν) = Sλd1Sµ · d2 ·D
△
ω ∩Sν
=
1
|Sµ|
Sλd1Sµ ·Sµd2Sν
=
1
|Sµ|
∏
16i6n
j∈Z
1
ai,j!
Sλd1Sµ ·Sµ · d2 ·Sν
=
∏
16i6n
j∈Z
1
ai,j!
Sλd1Sµ · d2 ·Sν
=
∏
16i6n
j∈Z
1
ai,j!
Sλ · d1 ·D
△
δ ∩Sµ · d2 ·Sν
=
∑
w∈D△δ∩Sµ
∏
16i6n
j∈Z
c
(w)
i,j !
ai,j !
[C(w)]1(Sν)
where Sω = d
−1
2 Sµd2 ∩ Sν , Sδ = d
−1
1 Sλd1 ∩ Sµ with δ = (αn, β1, α1, β2, · · · , αn−1, βn) and
C(w) = (c
(w)
i,j ) with c
(w)
i,j = |R
λ
i ∩ d1wd2R
ν
j |. Thus we have
(5.3.2) [B]1[A]1 =
∑
w∈D△
δ
∩Sµ
∏
16i6n
j∈Z
c
(w)
i,j !
ai,j !
[C(w)]1
Let us compute C(w) for w ∈ D△δ ∩ Sµ as follows. Since, by (5.3.1), d
−1
1 (j) = αn + j for
1 6 j 6 r, we have
d−11 R
λ
i = αn +R
λ
i = {µ0,i−1 + αi−1 + 1, µ0,i−1 + αi−1 + 2, · · · , µ0,i + αi} = (R
µ
i \Xi−1) ∪Xi
for 1 6 i 6 n, where Xi = {µ0,i+1, µ0,i+2, · · · , µ0,i+αi}. Thus, since △(µ, d2, ν) = A, we have
c
(w)
i,j = |R
λ
i ∩ d1wd2R
ν
j | = |w
−1d−11 R
λ
i ∩ d2R
ν
j | = ai,j − t
(w)
i−1,j + t
(w)
i,j(5.3.3)
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for w ∈ D△δ∩Sµ, 1 6 i 6 n and j ∈ Z, where t
(w)
i,j = |w
−1Xi∩d2R
ν
j |. Note that, for w ∈ D
△
δ∩Sµ,
the numbers t
(w)
i,j with 1 6 i 6 n and j ∈ Z determine an unique matrix T
(w) = (t
(w)
i,j )i,j∈Z in
Θ△(n) by letting t
(w)
i+kn,j+kn = t
(w)
i,j . Consequently,
C(w) = A+ T (w) − T˜ (w)
for w ∈ D△δ ∩Sµ.
Now, by (5.3.2) and noting ro(T (w)) = α for w ∈ D△δ ∩Sµ,
[B]1[A]1 =
∑
w∈D△
δ
∩Sµ
∏
16i6n
j∈Z
(ai,j − t
(w)
i−1,j + t
(w)
i,j )!
ai,j!
[A+ T (w) − T˜ (w)]1
=
∑
T∈Θ△(n), ro(T )=α
ai,j−ti−1,j+ti,j>0, ∀i,j
|X (T )|
∏
16i6n
j∈Z
(ai,j − ti−1,j + ti,j)!
ai,j !
[A+ T − T˜ ]1
(5.3.4)
where X (T ) = {w ∈ D△δ ∩Sµ | T
(w) = T}. By restriction, for each T , the bijective map ϑ defined
in 5.2 induces a bijective map ϑT : X (T )→ Y (T ), where
Y (T ) = {(Y0, · · · , Yn−1) ∈ Y | |Yi ∩ d2R
ν
j | = ti,j, for 0 6 i 6 n− 1, j ∈ Z}.
Furthermore, for each T there is a natural bijective map κ : Y (T ) → Z(T ) defined by sending
(Y0, · · · , Yn−1) to (Yi ∩ d2R
ν
j )06i6n−1, j∈Z, where
Z(T ) = {(Zi,j)06i6n−1, j∈Z | |Zi,j | = ti,j, Zi,j ⊆ R
µ
i+1 ∩ d2R
ν
j , for 0 6 i 6 n− 1, j ∈ Z}.
Consequently,
|X (T )| = |Y (T )| = |Z(T )| =
∏
06i6n−1
j∈Z
(
ai+1,j
ti,j
)
=
∏
16i6n
j∈Z
(
ai,j
ti−1,j
)
.
Thus, by (5.3.4) and noting
∏
16i6n, j∈Z ti,j! =
∏
16i6n, j∈Z ti−1,j!,
[B]1[A]1 =
∑
T∈Θ△(n), ro(T )=α
ai,j−ti−1,j+ti,j>0, ∀i,j
∏
16i6n
j∈Z
(ai,j − ti−1,j + ti,j)!
ti−1,j! · (ai,j − ti−1,j)!
[A+ T − T˜ ]1
=
∑
T∈Θ△(n), ro(T )=α
ai,j−ti−1,j+ti,j>0, ∀i,j
∏
16i6n
j∈Z
(
ai,j − ti−1,j + ti,j
ti,j
)
[A+ T − T˜ ]1,
proving (1). 
For A ∈ Θ˜△(n) and a ∈ Z we set
aA = A+ aI
where I ∈ Θ△(n) is the identity matrix. Note that if a is large enough, we have aA ∈ Θ△(n).
Let x be an indeterminate. We denote by Z1 the subring of Q[x] generated by 1 and
(
a+x
t
)
for a ∈ Z and t ∈ N.
BLM REALIZATION FOR UZ(ĝln) 17
For T ∈ Θ△(n) and A ∈ Θ˜△(n) let
PT,A(x) =
∏
16i6n
j∈Z, j 6=i
(
ai,j − ti−1,j + ti,j
ti,j
) ∏
16i6n
(
ai,i − ti−1,i + ti,i + x
ti,i
)
∈ Z1
and
QT,A(x) =
∏
16i6n
j∈Z, j 6=i
(
ai,j + ti−1,j − ti,j
ti−1,j
) ∏
16i6n
(
ai,i + ti−1,i − ti,i + x
ti−1,i
)
∈ Z1.
From 5.3, we immediately have the following result.
Corollary 5.4. Let A,B ∈ Θ˜△(n) is such that co(B) = ro(A) and let b = σ(A) = σ(B).
(1) If B−
∑
16i6n αiE
△
i,i+1 is diagonal for some α ∈ N
n
△ . Then for large a and r = an+ b, we
have in S△(n, r)Z,
[aB]1[aA]1 =
∑
T∈Θ△(n), ro(T )=α
ai,j−ti−1,j+ti,j>0, ∀i6=j
PT,A(a)[a(A+ T − T˜ )]1.
(2) If B−
∑
16i6n αiE
△
i+1,i is diagonal for some α ∈ N
n
△ . Then for large a and r = an+ b, we
have in S△(n, r)Z,
[aB]1[aA]1 =
∑
T∈Θ△(n), ro(T )=α
ai,j+ti−1,j−ti,j>0, ∀i6=j
QT,A(a)[a(A− T + T˜ )]1.
6. The algebra KZ(n)
We now use 4.5 and 5.4 to derive the stabilization property of multiplication for affine Schur
algebras, which is the affine analogue of [1, 4.2]. This property allow us to construct an algebra
KZ(n) without unity.
For A ∈ Θ△(n), define (cf. [1])
||A|| =
∑
16i6n
i<j
(j − i)(j − i+ 1)
2
ai,j +
∑
16i6n
i>j
(i− j)(i − j + 1)
2
ai,j.
Let Θ˜△(n)
ss be the set of X ∈ Θ˜△(n) such that either X−
∑
16i6n αiE
△
i,i+1 or X−
∑
16i6n αiE
△
i+1,i
is diagonal for some α ∈ Nn△ and let Θ△(n)
ss = Θ˜△(n)
ss ∩Θ△(n).
Proposition 6.1. Let A,B ∈ Θ˜△(n) such that co(B) = ro(A) Then there exist unique
X1, · · · ,Xm ∈ Θ˜△(n), unique P1(x), · · · , Pm(x) ∈ Z1 and an integer a0 > 0 such that, for
all a > a0,
(6.1.1) [aB]1[aA]1 =
∑
16i6m
Pi(a)[aXi]1
in the affine Schur algebra S△(n, an+ σ(A))Z.
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Proof. If B ∈ Θ˜△(n)
ss then the assertion follows from 5.4. So, by induction, if B1, · · · , Bl ∈
Θ˜△(n)
ss are such that co(Bi) = ro(Bi+1) and co(Bl) = ro(A), then there exist Yj ∈ Θ˜△(n),
Qj(x) ∈ Z1 (1 6 j 6 m), and a0 ∈ N such that
(6.1.2) [aB1]1 · · · [aBl]1[aA]1 =
∑
16j6m
Qj(a)[aYj ]1
for all a > a0.
In general, we apply induction on ||B||. If ||B|| = 0 then B is diagonal and [aB]1[aA]1 = [aA]1
for all large enough a. Assume ||B|| > 1 and the result is true for those ||B1|| with ||B1|| < ||B||.
Choose b ∈ N such that bB ∈ Θ△(n) and apply 4.5 to bB. Thus, there exist B1, · · · , BN ∈ Θ△(n)
ss,
such that co(Bi) = ro(Bi+1) and
[aB1]1 · · · [aBN ]1 = [a+bB]1 + lower terms
for a ∈ N. Let Ai = Bi − bI ∈ Θ˜△(n)
ss for 1 6 i 6 N . Then we have
(6.1.3) [cA1]1 · · · [cAN ]1 = [c−bB1]1 · · · [c−bBN ]1 = [cB]1 + lower terms
for c > b. By (6.1.2), there exist Zi, Z
′
j ∈ Θ˜△(n) and Qi(x), Q
′
j(x) ∈ Z1 (1 6 i 6 m, 1 6 j 6 m
′)
such that
(6.1.4) [cA1]1 · · · [cAN ]1 =
∑
16i6m
Qi(c)[cZi]1,
and
(6.1.5) [cA1]1 · · · [cAN ]1[cA]1 =
∑
16j6m′
Q′j(c)[cZ
′
j ]1
for all large enough c. Comparing (6.1.3) with (6.1.4), we see that we may assume that Z1 = B,
Q1(x) = 1 and Zi ≺ B for 2 6 i 6 m. Thus by (6.1.4) and (6.1.5), for large c,
[cB]1[cA]1 = [cA1]1 · · · [cAN ]1[cA]1 −
∑
26i6m
Qi(c)[cZi]1[cA]1
=
∑
16j6m′
Q′j(c)[cZ
′
j ]1 −
∑
26i6m
Qi(c)[cZi]1[cA]1.
(6.1.6)
Since, by [5, 3.7.6], ||Zi|| < ||B|| for i > 1, the induction hypothesis applied to Zi shows that
[cZi]1[cA]1 is given by an expression like in the right hand side of (6.1.1), for i > 1 and large c.
Consequently, [cB]1[cA]1 is of the required form. 
We now use 6.1 to construct the Z-algebra KZ(n) as follows. Let K˜(n) be the free Z1-module
with basis {A | A ∈ Θ˜△(n)}. There is a unique structure of associative Z1-algebra (without
unit) on this module in which B · A =
∑
16i6m Pi(x)Xi (notation of 6.1) if co(B) = ro(A) and
B ·A = 0, otherwise. Consider the specialization Z1 → Z obtained by sending x to 0 and let
KZ(n) = K˜(n)⊗Z1 Z.
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Then KZ(n) is an associative algebra over Z with basis {A⊗ 1 | A ∈ Θ˜△(n)}. We will denote the
element A ⊗ 1 by [A]1 in the sequel. By 5.4 and 4.5 the following multiplication formulas hold
in the algebra KZ(n).
Proposition 6.2. Let A,B ∈ Θ˜△(n) be such that co(B) = ro(A). In the algebra KZ(n), the
following statements hold.
(1) If B −
∑
16i6n αiE
△
i,i+1 is diagonal for some α ∈ N
n
△ , then
[B]1[A]1 =
∑
T∈Θ△(n), ro(T )=α
ai,j−ti−1,j+ti,j>0, ∀i6=j
∏
16i6n
j∈Z
(
ai,j − ti−1,j + ti,j
ti,j
)
[A+ T − T˜ ]1;
(2) If B −
∑
16i6n αiE
△
i+1,i is diagonal for some α ∈ N
n
△ , then
[B]1[A]1 =
∑
T∈Θ△(n), ro(T )=α
ai,j+ti−1,j−ti,j>0, ∀i6=j
∏
16i6n
j∈Z
(
ai,j + ti−1,j − ti,j
ti−1,j
)
[A− T + T˜ ]1.
(3) There exist upper triangular matrixs Ai and lower triangular matrixs Bj in Θ˜△(n)
ss (1 6
i 6 s, 1 6 j 6 t) such that
[A1]1 · · · [As]1[B1]1 · · · [Bt]1 = [A]1 + lower terms,
where “lower terms” stands for a Z-linear combination of terms [A′]1 with A
′ ∈ Θ˜△(n), A
′ ≺ A,
co(A′) = co(A) and ro(A′) = ro(A).
The algebra KZ(n) and S△(n, r)Z are related by the following algebra homomorphism.
Proposition 6.3. The linear map ζ˙r : KZ(n)→ S△(n, r)Z defined by
ζ˙r([A]1) =
[A]1 if A ∈ Θ△(n, r);0 otherwise
is a surjective algebra homomorphism.
Proof. Since, by 6.2(3), the algebra KZ(n) is generated by [A] with A ∈ Θ˜△(n)
ss, it is enough to
prove that
(6.3.1) ζ˙r([B]1[A]1) = ζ˙r([B]1)ζ˙r([A]1)
for B ∈ Θ˜△(n)
ss and A ∈ Θ˜△(n) with co(B) = ro(A). If σ(A) 6= r, then ζ˙r([B]1[A]1) = 0 =
ζ˙r([B]1)ζ˙r([A]1).
Now we assume σ(A) = r, co(B) = ro(A), B =
∑
16i6n αiE
△
i,i+1+diag(β) ∈ Θ˜△(n)
ss for some
α ∈ Nn△ and β ∈ Z
n
△ . Let us prove (6.3.1) in three cases.
Case 1 If A,B ∈ Θ△(n, r), then the assertion follows from 5.3 and 6.2(1).
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Case 2 Suppose ai0,i0 < 0 for some 1 6 i0 6 n. If T ∈ Θ△(n) is such that ro(T ) = α and
A+ T − T˜ ∈ Θ˜△(n), then
ζ˙r
((
ai0,i0 + ti0,i0 − ti0−1,i0
ti0,i0
)
[A+ T − T˜ ]1
)
= 0
since ai0,i0+ti0,i0−ti0−1,i0 < ti0,i0 . It follows from 6.2(1) that ζ˙r([B]1[A]1) = 0 = ζ˙r([B]1)ζ˙r([A]1).
Case 3 Suppose βi0 < 0 for some 1 6 i0 6 n. Let T ∈ Θ△(n) be such that ro(T ) = α and
A+ T − T˜ ∈ Θ˜△(n). Since β +
∑
16i6n αie
△
i+1 = co(B) = ro(A) and ro(T ) = α, we have∑
s∈Z
(ai0,s − ti0−1,s) =
∑
s∈Z
ai0,s − αi0−1 = βi0 < 0,
and hence ai0,k − ti0−1,k + ti0,k < ti0,k for some k ∈ Z. Thus,
ζ˙r
((
ai0,k + ti0,k − ti0−1,k
ti0,k
)
[A+ T − T˜ ]1
)
= 0.
This together with 6.2(1) implies that ζ˙r([B]1[A]1) = 0 = ζ˙r([B]1)ζ˙r([A]1).
Similarly, if B −
∑
16i6n αiE
△
i+1,i is diagonal for some α ∈ Θ△(n), ζ˙r([B]1[A]1) = 0 =
ζ˙r([B]1)ζ˙r([A]1). The proof is completed. 
7. The completion algebra K̂Q(n) of KZ(n) and multiplication formulas
Let KQ(n) = KZ(n) ⊗Z Q. As in [1, 5.1], let K̂Q(n) be the vector space of all formal
(possibly infinite) Q-linear combinations
∑
A∈Θ˜△(n)
βA[A] such that for any x ∈ Z
n, the sets
{A ∈ Θ˜△(n) | βA 6= 0, ro(A) = x} and {A ∈ Θ˜△(n) | βA 6= 0, co(A) = x} are finite. We shall
regard KZ(n) naturally as a subset of K̂Q(n). We can define the product of two elements∑
A∈Ξ˜ βA[A]1,
∑
B∈Ξ˜ γB[B]1 in K̂Q(n) to be
∑
A,B βAγB [A]1 · [B]1 where [A]1 · [B]1 is the prod-
uct in KZ(n). This defines an associative algebra structure on K̂Q(n). This algebra has a unit
element:
∑
λ∈Zn△
[diag(λ)]1.
We now establish some important multiplication formulas in K̂Q(n) and S△(n, r)Q, which will
be used to realize UZ(ĝln) as a Z-subalgebra of K̂Q(n). These formulas are the affine analogue
of [1, 5.3].
For m,k1, k2, · · · , kt ∈ N with
∑
16i6l ki = m, let
(
m
k1,k2,··· ,kt
)
= m!
k1!k2!···kt!
. For
λ, µ(1), · · · , µ(s) ∈ Nn△ with λ =
∑
16j6s µ
(j), let(
λ
µ(1), · · · , µ(s)
)
=
∏
16i6n
(
λi
µ
(1)
i , · · · , µ
(s)
i
)
.
Recall the order relation 6 defined in (1.1.3). We need the following well known combinational
formulas.
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Lemma 7.1. For m,n ∈ Z, a, b ∈ N we have
(1)
(
n
a
)
=
∑
06j6a
(
m
j
)(
n−m
a−j
)
;
(2)
(
m
a
) (
m
b
)
=
∑
06c6min{a,b}
(
a+b−c
c,a−c,b−c
)(
m
a+b−c
)
.
Corollary 7.2. For λ, µ ∈ Nn△ and α, β ∈ Z
n
△ we have
(1)
(
α+β
λ
)
=
∑
µ∈Nn△ , µ6λ
(
α
µ
)(
β
λ−µ
)
;
(2)
(
α
λ
) (
α
µ
)
=
∑
γ∈Nn△
γ6λ, γ6µ
(
λ+µ−γ
γ,λ−γ,µ−γ
)(
α
λ+µ−γ
)
.
For A ∈ Θ±△ (n), λ ∈ N
n
△ let
A{λ} =
∑
µ∈Zn△
(
µ
λ
)
[A+ diag(µ)]1 ∈ K̂Q(n)
A{λ, r} =
∑
µ∈Λ△(n,r−σ(A))
(
µ
λ
)
[A+ diag(µ)]1 ∈ S△(n, r)Z.
Also, for A ∈M△,n(Z), define
A{λ} = 0 and A{λ, r} = 0 if ai,j < 0 for some i 6= j.
For A ∈ Θ˜△(n) let λ(A) be the element in Z
n
△ such that
diag(λ(A)) = A0,
where A0 is defined in (4.1.2). Recall the map ˜ : Θ△(n)→ Θ△(n) defined in (5.2.2).
Proposition 7.3. Let A ∈ Θ±△ (n), B =
∑
16i6n αiE
△
i,i+1 and C =
∑
16i6n αiE
△
i+1,i with α ∈ N
n
△ .
Let λ, µ ∈ Nn△ . The following identities holds in K̂Q(n):
(1)0{µ}A{λ} =
∑
δ∈Nn△
δ6µ
 ∑
β∈Nn△
β6µ−δ, β6λ
(
ro(A)
µ− β − δ
)(
δ + λ
β, δ, λ − β
)A{λ+ δ}
(2)B{0}A{λ} =
∑
T∈Θ△(n), δ∈N
n
△
ro(T )=α, δ6λ
a(T, δ)
∏
16i6n
j∈Z, j 6=i
(
ai,j − ti−1,j + ti,j
ti,j
)
(A+ T± − T˜±){λ(T ) + δ}
where
a(T, δ) =
∑
β∈Nn△ , β6λ(T ),
β6λ−δ
(
λ(T˜ )− λ(T )
λ− β − δ
)(
λ(T ) + δ
β, δ, λ(T ) − β
)
∈ Z;
(3)C{0}A{λ} =
∑
T∈Θ△(n), δ∈N
n
△
ro(T )=α, δ6λ
b(T, δ)
∏
16i6n
j∈Z, j 6=i
(
ai,j + ti−1,j − ti,j
ti−1,j
)
(A− T± + T˜±){λ(T˜ ) + δ}
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where
b(T, δ) =
∑
β∈Nn△ , β6λ(T˜ ),
β6λ−δ
(
λ(T )− λ(T˜ )
λ− β − δ
)(
λ(T˜ ) + δ
β, δ, λ(T˜ )− β
)
∈ Z.
The same formulas hold in S△(n, r)Z with A{λ} replaced by A{λ, r}.
Proof. First, by 7.2,
0{µ}A{λ} =
∑
α∈Zn△
(
ro(A) + α
µ
)(α
λ
)
[A+ diag(α)]1
=
∑
α∈Zn△ , j∈N
n
△
j6µ
(
ro(A)
µ− j
)(
α
j
)(α
λ
)
[A+ diag(α)]1
=
∑
α∈Zn△ , j,β∈N
n
△
β6j6µ, β6λ
(
ro(A)
µ− j
)(
j+ λ− β
β, j− β, λ− β
)(
α
j+ λ− β
)
[A+ diag(α)]1
=
∑
j,β∈Nn△
β6j6µ, β6λ
(
ro(A)
µ− j
)(
λ+ j− β
β, j− β, λ− β
)
A{λ+ j− β}
=
∑
δ∈Nn△
δ6µ
 ∑
β∈Nn△
β6µ−δ, β6λ
(
ro(A)
µ− β − δ
)(
λ+ δ
β, δ, λ − β
)A{λ+ δ},
proving (1). To prove (2), we conclude from 6.2 that
B{0}A{λ} =
∑
γ∈Zn△
(γ
λ
)[
B + diag
(
γ + ro(A)−
∑
16i6n
αie
△
i+1
)]
1
[A+ diag(γ)]1
=
∑
T∈Θ△(n)
ro(T )=α
∏
16i6n
j∈Z, j 6=i
(
ai,j − ti−1,j + ti,j
ti,j
)
xT
where
xT =
∑
γ∈Zn△
(γ
λ
)(γ − λ(T˜ ) + λ(T )
λ(T )
)
[A+ T± − T˜± + diag(γ − λ(T˜ ) + λ(T ))]1.
Furthermore, by 7.2 we have
xT =
∑
ν∈Zn△
(
ν − λ(T ) + λ(T˜ )
λ
)(
ν
λ(T )
)
[A+ T± − T˜± + diag(ν)]1
=
∑
j∈Nn△ , j6λ
ν∈Zn△
(
λ(T˜ )− λ(T )
λ− j
)(
ν
j
)(
ν
λ(T )
)
[A+ T± − T˜± + diag(ν)]1
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=
∑
j,β∈Nn△
β6j6λ, β6λ(T )
(
λ(T˜ )− λ(T )
λ− j
)(
j+ λ(T )− β
β, j− β, λ(T )− β
)
×
∑
ν∈Zn△
(
ν
j+ λ(T )− β
)
[A+ T± − T˜± + diag(ν)]1
=
∑
j,β∈Nn△
β6j6λ, β6λ(T )
(
λ(T˜ )− λ(T )
λ− j
)(
j− β + λ(T )
β, j− β, λ(T )− β
)
(A+ T± − T˜±){j− β + λ(T )}
=
∑
δ∈Nn△ , δ6λ
a(T, δ)(A + T± − T˜±){δ + λ(T )}.
Therefore, (2) holds. Formula (3) is proved similarly. 
8. The algebra VZ(n)
We shall denote by VZ(n) the Z-submodule of K̂Q(n) spanned by
B := {A{λ} | A ∈ Θ±△ (n), λ ∈ N
n
△}.
We will prove that VZ(n) is actually a Z-subalgebra of K̂Q(n) in 8.5.
Lemma 8.1. The set B forms a Z-basis for VZ(n).
Proof. It is enough to prove the linear independence of B. Suppose∑
A∈Θ
±
△ (n)
λ∈Nn△
kA,λA{λ} = 0,
for some kA,λ ∈ Z. Then
0 =
∑
A∈Θ±△ (n)
λ∈Nn△
kA,λA{λ} =
∑
A∈Θ±△ (n)
µ∈Nn△
∑
λ∈Nn△
kA,λ
(
µ
λ
) [A+ diag(µ)]
for some kA,λ ∈ Z. Thus,
∑
λ∈Nn△
kA,λ
(
µ
λ
)
= 0, for any A ∈ Θ±△ (n), µ ∈ Z
n
△ . We want to
show that kA,λ = 0 for all A,λ. If this is not the case, then there exist B ∈ Θ
±
△ (n) such that
XB := {λ ∈ N
n
△ | kB,λ 6= 0} 6= ∅. Let ν be the minimal element in XB with respect to the
lexicographic order. Then
kB,ν =
∑
λ∈XB
ν>λ
kB,λ
(ν
λ
)
=
∑
λ∈Nn△
kB,λ
(ν
λ
)
= 0
since ν is minimal. This is a contradiction. 
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Let V+Z (n) = spanZ{A{0} | A ∈ Θ
+
△ (n)}, V
−
Z (n) = spanZ{A{0} | A ∈ Θ
−
△ (n)} and V
0
Z(n) =
spanZ{0{λ} | λ ∈ N
n
△}. By 7.3(1), V
0
Z(n) is a Z-subalgebra of K̂Q(n). Also, we will see in 8.2
that V+Z (n) and V
−
Z (n) are Z-subalgebras of K̂Q(n).
The maps τr defined in (4.0.4) induce an algebra anti-automorphism
τ : KZ(n)→ KZ(n) ([A]1 → [
tA]1).
Consequently, we get an algebra anti-automorphism
(8.1.1) τ̂ : K̂Q(n)→ K̂Q(n)
defined by sending
∑
A βA[A]1 to
∑
A βA[
tA]1. Clearly, τ̂(A{λ}) = (
tA){λ} for A ∈ Θ±△ (n) and
λ ∈ Nn△ . Thus,
(8.1.2) V−Z (n) = τ̂(V
+
Z (n)).
Lemma 8.2. (1) V+Z (n) (resp., V
−
Z (n)) is a Z-subalgebras of K̂Q(n) and the linear map θ
+ :
H△(n)Z → V
+
Z (n) (resp., θ
− : H△(n)
op
Z → V
−
Z (n)) taking uA,1 → A{0} (resp., uA,1 → (
tA){0}) for
A ∈ Θ+△ (n) is an algebra isomorphism.
(2) V+Z (n) (resp., V
−
Z (n)) is generated by
∑
α∈Nn△
αiE
△
i,i+1{0} (resp.,
∑
α∈Nn△
αiE
△
i+1,i{0}) for
α ∈ Nn△ as a Z-algebra.
Proof. Statement (2) follows from (1) and 2.1. We now prove (1). Let V˜+Z (n) be the Z-submodule
of
∏
r>0 S△(n, r)Q spanned by the elements (A{0, r})r>0 for A ∈ Θ
+
△ (n)}. Since the elements
(A{0, r})r>0 (A ∈ Θ
+
△ (n)) are linearly independent, the map η
+
r defined in 4.1 induce an injective
algebra homomorphism
η+ =
∏
r>0
η+r : H△(n)Q →
∏
r>0
S△(n, r)Q.
Thus V˜+Z (n) = η
+(H△(n)Z) is a Z-subalgebra of
∏
r>0 S△(n, r)Q and the restriction of η
+ to H△(n)Z
induces a Z-algebra isomorphism
(8.2.1) η+ : H△(n)Z
∼
→ V˜+Z (n).
On the other hand, the map ζ˙r defined in 6.3 induces a surjective algebra homomorphism
(8.2.2) ζ̂r : K̂Q(n)→ S△(n, r)Q
sending
∑
A∈Θ˜△(n)
βA[A]1 to
∑
A∈Θ˜△(n)
βAζ˙r([A]1). Consequently, we get an algebra homomor-
phism
(8.2.3) ζ̂ =
∏
r>0
ζ̂r : K̂Q(n)→
∏
r>0
S△(n, r)Q.
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Since ζ̂(A{0}) = (A{0, r})r>0 for A ∈ Θ
+
△ (n) and the elements (A{0, r})r>0 (A ∈ Θ
+
△ (n)) are
linearly independent, the restriction of ζ̂ to V+Z (n) is injective and hence we get a bijective map
ζ̂ : V+Z (n)→ V˜
+
Z (n).
This, together with (8.2.1), implies that V+Z (n) is a subalgebra of K̂Q(n) and θ
+ = ζ̂−1 ◦ η+ is
an algebra isomorphism. Finally, using (8.1.2), we get the similar result for V−Z (n). 
Recall the notation Aa and Ba introduced in (4.1.1). For w = a1a2 · · · am ∈ Σ˜ with the tight
form bx11 b
x2
2 · · ·b
xt
t we let
n
+
(w) = Ax1b1{0}Ax2b2{0} · · ·Axtbt{0} ∈ K̂Q(n),
n
−
(w) = Bx1b1{0}Bx2b2{0} · · ·Bxtbt{0} ∈ K̂Q(n).
The triangular relation for affine Schur algebras can be lifted to the level of K̂Q(n) as follows.
Lemma 8.3. Let A ∈ Θ±△ (n) and λ ∈ N
n
△ .
(1) We have
A+{0}0{λ}A−{0} = A{λ}+
∑
j∈Nn△
j<λ
(
σ(A)
λ− j
)
A{j}+ f
where f is a Z-linear combination of B{ν} such that B ∈ Θ±△ (n), B ≺ A and ν ∈ N
n
△ .
(2) There exist wA+ , wA− ∈ Σ˜ such that ℘(wA+) = A
+, ℘(wA−) = A
− and
n
+
(wA+)
0{λ}n−(wA− )
= A{λ} +
∑
j∈Nn△
j<λ
(
σ(A)
λ− j
)
A{j}+ g
where g is a Z-linear combination of B{ν} such that B ∈ Θ±△ (n), B ≺ A and ν ∈ N
n
△ .
Proof. By 4.3 and 6.1 for any µ ∈ Zn△ we have
(8.3.1) A+{0}[diag(µ)]A−{0} = [A+ diag(µ− σ(A))] + fµ
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where fµ is a Z-linear combination of [B] such that B ≺ A and co(B) = co(A) + µ − σ(A) and
ro(B) = ro(A) + µ− σ(A). This equality together with 7.2 implies that
A+{0}0{λ}A−{0} =
∑
µ∈Zn△
(µ
λ
)
([A+ diag(µ − σ(A))] + fµ)
=
∑
ν∈Zn△
(
ν + σ(A)
λ
)
[A+ diag(ν)] + f
=
∑
ν∈Zn△
∑
j∈Nn△
j6λ
(
ν
j
)(
σ(A)
λ− j
)
[A+ diag(ν)] + f
=
∑
j∈Nn△
j6λ
(
σ(A)
λ− j
)
A{j}+ f
where f =
∑
µ∈Zn△
(
µ
λ
)
fµ. By 7.3 and 8.2(2), f must be a Z-linear combination of B{ν} for
various B ∈ Θ±△ (n) such that B ≺ A and various ν ∈ N
n
△ . This proves (1). The assertion (2)
follows from (1), 2.1 and 8.2(1). 
Corollary 8.4. We have VZ(n) = V
+
Z (n)V
0
Z(n)V
−
Z (n)
∼= V+Z (n)⊗ V
0
Z(n)⊗ V
−
Z (n).
Proof. Clearly, 8.3(1) implies that VZ(n) = V
+
Z (n)V
0
Z(n)V
−
Z (n). Furthermore, by 8.1 and 8.3(1),
the set {A+{0}0{λ}A−{0} | A ∈ Θ±△ (n), λ ∈ N
n
△} is linearly independent. The proof is com-
pleted. 
Now we can prove the main result of this section, which is the affine analogue of [1, 5.5].
Proposition 8.5. (1) VZ(n) is a Z-subalgebra of K̂Q(n).
(2) The elements
∑
16i6n αiE
△
i,i+1{0},
∑
16i6n αiE
△
i+1,i{0}, 0{λie
△
i } (for α ∈ N
n
△ , λi ∈ N,
1 6 i 6 n) generate VZ(n) as a Z-algebra.
Proof. Let VZ(n)1 be the Z-subalgebra of K̂Q(n) generated by the elements indicated in (2). From
7.3, we see that VZ(n)1 ⊆ VZ(n)1VZ(n) ⊆ VZ(n). So it is enough to prove that A{λ} ∈ VZ(n)1
for all A ∈ Θ±△ (n) and λ ∈ N
n
△ . We shall prove this by induction on ||A||. If ||A|| = 0, then A = 0
and 0{λ} = 0{λ1e
△
1 } · · · 0{λne
△
n} ∈ VZ(n)1.
Now we assume that ||A|| > 0 and our statement is true for A′ with ||A′|| < ||A||. By 8.3(2),
there exist wA+ , wA− ∈ Σ˜ such that
n
+
(wA+ )
n
−
(wA−)
= A{0} + g
where g is a Z-linear combination of B{ν} with B ∈ Θ±△ (n), B ≺ A and ν ∈ N
n
△ . Since, by
[5, 3.7.6], B ≺ A implies that ||B|| < ||A||, we have by the induction hypothesis g ∈ VZ(n)1.
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Consequently, A{0} ∈ VZ(n)1. Furthermore, by 7.3(1),
(8.5.1) 0{λ}A{0} = A{λ}+
∑
δ<λ
(
ro(A)
λ− δ
)
A{δ} = A{λ}+
∑
δ<λ
σ(δ)<σ(λ)
(
ro(A)
λ− δ
)
A{δ}.
Thus, using induction on σ(λ), we see that A{λ} ∈ VZ(n)1 for λ ∈ N
n
△ . This finishes the
proof. 
Let VQ(n) = spanQB. Then, by 8.5, VQ(n) is a Q-subalgebra of K̂Q(n). We will prove that
VQ(n) is isomorphic to U(ĝln). By 8.1, the set B forms a Q-basis for VQ(n). We end this section
with the construction of another Q-basis for VQ(n). For A ∈ Θ
±
△ (n) and j ∈ N
n
△ , define (cf. [11,
(3.0.3)], [5, (5.4.2.1)])
A[j] =
∑
λ∈Zn△
λj[A+ diag(λ)]1 ∈ K̂Q(n)
A[j, r] =
∑
λ∈Λ△(n,r−σ(A))
λj[A+ diag(λ)]1 ∈ S△(n, r)Z,
where λj =
∏
16i6n λ
ji
i . Note that, by definition, A[0] = A{0} and 0[e
△
i ] = 0{e
△
i } for A ∈ Θ
±
△ (n)
and i ∈ Z. Clearly, the following multiplication formula follows immediately from the definition.
Lemma 8.6. For A ∈ Θ±△ (n) and j, j
′ ∈ Nn△ we have
0[j′]A[j] =
∑
α∈Nn△
α6j′
(
j′
α
)
(ro(A))j
′−αA[α+ j].
In particular we have 0[j′]0[j] = 0[j+ j′].
Lemma 8.7. Let V0Q(n) be the Q-subspace of VQ(n) spanned by the elements 0{λ} for λ ∈ N
n
△ .
Then the set {0[j] | j ∈ Nn△} forms a Q-basis for V
0
Q(n).
Proof. Let V0Q(n)1 = spanQ{0[j] | j ∈ N
n
△}. By [5, 6.3.3], it is enough to prove that V
0
Q(n) =
V0Q(n)1. Since, by 7.3(1), V
0
Q(n) is a Q-subalgebra of K̂Q(n), we have 0[j] = 0[e
△
1 ]
j1 · · · 0[e△n ]
jn =
0{e△1 }
j1 · · · 0{e△n}
jn ∈ V0Q(n) for j ∈ N
n
△ . Furthermore, by 8.6, V
0
Q(n)1 is a Q-subalgebra of K̂Q(n).
This implies that
0{j} =
∏
16i6n
0{jie
△
i } =
∏
16i6n
0[e△i ](0[e
△
i ]− 1) · · · (0[e
△
i ]− ji + 1)
ji!
∈ V0Q(n)1.
Consequently, V0Q(n) = V
0
Q(n)1. 
Proposition 8.8. The set C := {A[j] | A ∈ Θ±△ (n), j ∈ Z
n
△} forms a Q-basis for VQ(n).
Proof. For A ∈ Θ±△ (n), let VA = spanQ{A{λ} | λ ∈ N
n
△} and WA = spanQ{A[λ] | λ ∈ N
n
△}.
Since, by [5, 6.3.3], the set C is linearly independent, it is enough to prove that VA = WA for
each A. Fix A ∈ Θ±△ (n). We now prove A{λ} ∈ WA and A[λ] ∈ VA by induction on σ(λ). If
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σ(λ) = 0 then A{0} = A[0] ∈ WA ∩ VA. Now we assume σ(λ) > 1 and A{µ} ∈ WA, A[µ] ∈ VA
for µ ∈ Nn△ with σ(µ) < σ(λ). By 8.6 and 8.7, we have 0{λ}A{0} = 0{λ}A[0] ∈ WA. This,
together with (8.5.1) and the induction hypothesis, implies that A{λ} ∈ WA. On the other
hand, by 8.6 we have
A[λ] = 0[λ]A[0] −
∑
α∈Nn△ , α6λ
σ(α)<σ(λ)
(
λ
α
)
ro(A)λ−αA[α].
Furthermore, by 7.3(1) and 8.7, we have 0[λ]A[0] = 0[λ]A{0} ∈ VA. Thus, by the induction
hypothesis, A[λ] ∈ VA. Consequently, VA =WA for all A ∈ Θ
±
△ (n). This finishes the proof. 
9. Realization of UZ(ĝln) and affine Schur-Weyl duality
In this section, we will prove that VZ(n) is the realization of UZ(ĝln) and use it to prove that
the natural surjective algebra homomorphism ξr : U(ĝln) → S△(n, r)Q remains surjective at the
integral level.
By [29] and [5, 6.1.3], there is a unique surjective algebra homomorphism
(9.0.1) ξr : U(ĝln)→ S△(n, r)Q
such that ξr(E
△
i,j) = E
△
i,j[0, r] and ξr(E
△
i,i) = 0[e
△
i , r] for i 6= j. We will see that the maps ξr
induce an algebra isomorphism ξ from U(ĝln) to VQ(n) such that ξ(UZ(ĝln)) = VZ(n).
Lemma 9.1. There is a unique algebra homomorphism
ξ : U(ĝln)→ VQ(n)
such that ξ(E△i,j) = E
△
i,j[0] and ξ(E
△
i,i) = 0[e
△
i ] for i 6= j.
Proof. Note that U(ĝln) has a presentation with generators E
△
i,j (1 6 i 6 n, j ∈ Z), subject to
the following relations:
(a) [E△i,i, E
△
k,l] = (δ¯i,k¯ − δ¯i,l¯)E
△
k,l.
(b) [E△i,j, E
△
k,l] = δj¯,k¯E
△
i,l+j−k − δl¯,¯iE
△
k,j+l−i for i 6= j and k 6= l.
Thus it is enough to prove that
(R1) 0[e△i ]0[e
△
k ] = 0[e
△
k ]0[e
△
i ] for all i, k;
(R2) 0[e△i ]E
△
k,l[0]− E
△
k,l[0]0[e
△
i ] = (δ¯i,k¯ − δ¯i,l¯)E
△
k,l[0] for k 6= l;
(R3) E△i,j[0]E
△
k,l[0]− E
△
k,l[0]E
△
i,j [0] = δj¯,k¯E
△
i,l+j−k[0]− δl¯,¯iE
△
k,j+l−i[0] for i 6= j and k 6= l.
For i, k ∈ Z, we have
0[e△i ]0[e
△
k ] = 0[e
△
i + e
△
k ] = 0[e
△
k ]0[e
△
i ],
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proving (R1). By definition, for i ∈ Z and k 6= l ∈ Z, we have
0[e△i ]E
△
k,l[0]− E
△
k,l[0]0[e
△
i ] =
∑
µ∈Zn△
(µi + δ¯i,k¯)[E
△
k,l + diag(µ)]−
∑
µ∈Zn△
(µi + δ¯i,l¯)[E
△
k,l + diag(µ)]
= (δ¯i,k¯ − δ¯i,l¯)E
△
k,l[0],
proving (R2).
It remains to prove (R3). Assume i 6= j and k 6= l. Applying ξr to (b) yields
E△i,j[0, r]E
△
k,l[0, r]− E
△
k,l[0, r]E
△
i,j [0, r] = δj¯,k¯E
△
i,l+j−k[0, r]− δl¯,¯iE
△
k,j+l−i[0, r].
Multiplying on both sides by [diag(λ)]1 (λ ∈ Λ△(n, r) and λ > e
△
i + e
△
k ) gives the following
formula in S△(n, r)Q:
[E△i,j + diag(λ
(1))]1[E
△
k,l + diag(λ
(2))]1 − [E
△
k,l + diag(λ
(3))]1[E
△
i,j + diag(λ
(4))]1
= δj¯,k¯[E
△
i,l+j−k + diag(λ
(1))]1 − δl¯,¯i[E
△
k,j+l−i + diag(λ
(3))]1,
where λ(1) = λ− e△i , λ
(2) = λ− e△i + e
△
j − e
△
k , λ
(3) = λ− e△k , λ
(4) = λ− e△k + e
△
l − e
△
i . Thus by
6.1 and the definition of KZ(n), for any λ ∈ Z
n
△ , we have in K̂Q(n),
[diag(λ)]1(E
△
i,j[0]E
△
k,l[0]− E
△
k,l[0]E
△
i,j [0]) = [E
△
i,j + diag(λ
(1))]1[E
△
k,l + diag(λ
(2))]1
− [E△k,l + diag(λ
(3))]1[E
△
i,j + diag(λ
(4))]1
= δj¯,k¯[E
△
i,l+j−k + diag(λ
(1))]1 − δl¯,¯i[E
△
k,j+l−i + diag(λ
(3))]1
= [diag(λ)]1(δj¯,k¯E
△
i,l+j−k[0]− δl¯,¯iE
△
k,j+l−i[0]).
This implies that,
E△i,j[0]E
△
k,l[0]− E
△
k,l[0]E
△
i,j [0] =
∑
λ∈Zn△
[diag(λ)]1(E
△
i,j[0]E
△
k,l[0]− E
△
k,l[0]E
△
i,j [0])
=
∑
λ∈Zn△
[diag(λ)]1(δj¯,k¯E
△
i,l+j−k[0]− δl¯,¯iE
△
k,j+l−i[0])
= δj¯,k¯E
△
i,l+j−k[0]− δl¯,¯iE
△
k,j+l−i[0],
proving (R3). 
We can now prove that VZ(n) gives a BLM realization of UZ(ĝln), which is the affine version
of [1, 5.7].
Theorem 9.2. (1) The algebra homomorphism ξ : U(ĝln)→ VQ(n) defined in 9.1 is an algebra
isomorphism.
(2) UZ(ĝln) is a Z-subalgebra of U(ĝln) and the restriction of ξ to UZ(ĝln) gives a Z-algebra
isomorphism ξ : UZ(ĝln)→ VZ(n).
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Proof. We first prove (1). Let L+ = {(i, j) | 1 6 i 6 n, j ∈ Z, i < j} and L− = {(i, j) | 1 6 i 6
n, j ∈ Z, i > j}. By 3.1(1), 8.2(1) and (8.1.2), the set{ ∏
(i,j)∈L+
(E△i,j [0])
ai,j
∣∣∣∣A ∈ Θ+△ (n)}(resp.,{ ∏
(i,j)∈L−
(E△i,j [0])
ai,j
∣∣∣∣A ∈ Θ−△ (n)})
forms a Q-basis for V+Q (n)(resp., V
−
Q (n)), where the products are taken with respect to a fixed
total order on L+ (resp., L−). This, together with 8.4 and 8.7, implies that the set{ ∏
(i,j)∈L+
(E△i,j [0])
ai,j0[j]
∏
(i,j)∈L−
(E△i,j [0])
ai,j
∣∣∣∣A ∈ Θ±△ (n), j ∈ Nn△}
forms a Q-basis for VQ(n). Thus ξ sends a PBW-basis of U(ĝln) to a basis of VQ(n). Conse-
quently, ξ is an algebra isomorphism.
To see (2), by (1) and 8.5(1), it is enough to prove ξ(UZ(ĝln)) = VZ(n). Recall the algebra
homomorphism ι+ : H△(n)Q → U(ĝln) defined in 3.1 and the algebra isomorphism θ
+ : H△(n)Z →
V+Z (n) described in 8.2. The map θ
+ induces an injective algebra isomorphism H△(n)Q → VQ(n),
which is also denoted by θ+. Since, by 3.1, H△(n)Q is generated by E
△
i,j for i < j, and since
ξ ◦ ι+(uE△i,j ,1) = ξ(E
△
i,j) = E
△
i,j[0] = θ
+(uE△i,j ,1)
for i < j, we conclude that ξ ◦ ι+ = θ+. So V+Z (n) = θ
+(H△(n)Z) = ξ ◦ ι
+(H△(n)Z) = ξ(U
+
Z (ĝln)).
Similarly we have V−Z (n) = ξ(U
−
Z (ĝln)). Furthermore, since
ξ
( ∏
16i6n
(
E△i,i
λi
))
= 0{λ},
we have V0Z(n) = ξ(U
0
Z(ĝln)). Thus, by 8.4 we conclude that
VZ(n) = V
+
Z (n)V
0
Z(n)V
−
Z (n) = ξ(U
+
Z (ĝln)U
0
Z(ĝln)U
−
Z (ĝln)) = ξ(UZ(ĝln)),
proving (2). 
Corollary 9.3. UZ(ĝln) is a Z-Hopf subalgebra of U(ĝln) with comultiplication given by
∆(ι+(uλ,1)) =
∑
λ(1),λ(2)∈Nn△
λ=λ(1)+λ(2)
ι+(uλ(1))⊗ ι
+(uλ(2))
∆(ι−(uλ,1)) =
∑
λ(1),λ(2)∈Nn△
λ=λ(1)+λ(2)
ι−(uλ(1))⊗ ι
−(uλ(2))
∆
((
E△i,i
t
))
=
∑
06j6t
(
E△i,i
j
)
⊗
(
E△i,i
t− j
)
for λ ∈ Nn△ , 1 6 i 6 n and t ∈ N, where uλ,1 = u[Sλ] ⊗ 1.
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Proof. By (2.3.4), (2.3.2), (2.3.3), (3.2.1) and 3.2, U+Z (ĝln) and U
0
Z(ĝln) are Z-Hopf subalgebras
of U(ĝln). Clearly, there is a natural algebra anti-isomorphism
Φ : U(ĝln)→ U(ĝln)(E
△
i,j 7→ E
△
j,i ∀i, j).
Since Φ(U+Z (ĝln)) = U
−
Z (ĝln), and Φ preserves comultiplication and antipode, U
−
Z (ĝln) is also a
Z-Hopf subalgebra of U(ĝln). The proof is completed. 
Finally, we will prove that ξr : UZ(ĝln) → S△(n, r)Z is surjective. By restriction, the algebra
homomorphism ζ̂r : K̂Q(n)→ S△(n, r)Q defined in (8.2.2) induces an algebra homomorphism
(9.3.1) ζr := ζ̂r|VQ(n) : VQ(n)→ S△(n, r)Q.
Clearly, ζr(A{λ}) = A{λ, r} for A ∈ Θ
±
△ (n) and λ ∈ N
n
△ .
Lemma 9.4. The algebra homomorphism
ζr : VQ(n)→ S△(n, r)Q
is surjective and we have ζr(VZ(n)) = S△(n, r)Z.
Proof. Since 0{λ, r} = [diag(λ)] for λ ∈ Λ△(n, r), we have
ζr(V
0
Z(n)) = spanZ{0{λ, r} | λ ∈ N
n
△} = spanZ{[diag(λ)] | λ ∈ Λ△(n, r)}.
Thus, by 8.4 and 4.3,
ζr(VZ(n)) = spanZ{A
+{0, r}0{λ, r}A−{0, r} | A ∈ Θ±△ (n), λ ∈ N
n
△}
= spanZ{A
+{0, r}[diag(λ)]A−{0, r} | A ∈ Θ±△ (n), λ ∈ Λ△(n, r)}
= S△(n, r)Z,
proving the assertion. 
Theorem 9.5. The restriction of ξr to UZ(ĝln) gives a surjective Z-algebra homomorphism
ξr : UZ(ĝln)։ S△(n, r)Z.
Proof. Clearly, ζr ◦ξ(E
△
i,j) = ζr(E
△
i,j [0]) = E
△
i,j[0, r] = ξr(E
△
i,j) for any i 6= j ∈ Z and ζr ◦ξ(E
△
i,i) =
ζr(0[e
△
i ]) = 0[e
△
i , r] = ξr(E
△
i,i). Thus we have the following commutative diagram:
U(ĝln)
ξ
//
ξr

VQ(n)
ζrvv♠♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
S△(n, r)Q
It follows from 9.2 and 9.4 that ξr(UZ(ĝln)) = ζr ◦ ξ(UZ(ĝln)) = ζr(VZ(n)) = S△(n, r)Z. 
Let k be a field. We denote Uk(ĝln) = UZ(ĝln)⊗ k and S△(n, r)k = S△(n, r)Z ⊗ k.
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Corollary 9.6. For any field k, the algebra homomorphism
ξr ⊗ id : Uk(ĝln)։ S△(n, r)k
∼= EndkS△,r
 ⊕
λ∈Λ△(n,r)
kSλS△,r

is surjective.
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