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A directed graph is called central if its adjacency matrix A satisﬁes
the equation A2 = J , where J is the matrix with a 1 in each
entry. It has been conjectured that every central directed graph
can be obtained from a standard example by a sequence of simple
operations called switchings, and also that it can be obtained from
a smaller one by an extension. We disprove these conjectures and
present a general extension result which, in particular, shows that
each counterexample extends to an inﬁnite family.
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1. Introduction
Eigenvalue methods have been useful in characterizing graphs with properties that can be refor-
mulated as an equation satisﬁed by their adjacency matrix A. One of the most famous examples
is the problem of characterizing friendship graphs, that is graphs in which every unordered pair of
distinct vertices has a unique common neighbor (see [1,5,13] for a history of the problem). In their
solution Erdo˝s, Rényi and Sós [7] reduced the problem to the k-regular case, and then invoked a map-
ping theorem about ﬁnite geometries. Wilf [15] solved this case by considering the eigenvalues of
the matrix A, given that A2 = (k − 1)I + J , where I is the identity matrix and J the matrix all of
whose entries are 1. Another remarkable application of this method is its use in the characterization
of Moore graphs [12].
While there are no nontrivial digraphs (directed graphs) satisfying the natural analogue of
the Moore graph condition [4], there are natural directed counterparts of friendship graphs. A di-
graph D is called central if, for each ordered pair u, v of (not necessarily distinct) vertices, there is
a unique vertex z such that the digraph contains the arcs uz, zv . Equivalently, the adjacency matrix A
satisﬁes the matrix equation A2 = J . This equation was introduced by Hoffman [11], but its connec-
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called central groupoids that had been introduced by Evans [8]. Central digraphs have also been called
unique path property digraphs [3,9,10].
Today, central digraphs are of interest in cryptography. For example, the bit permutation used in
the block cipher PRESENT [2] gives rise to a central digraph with 16 vertices.
Using elementary linear algebra (see e.g. [6,14]) it is easy to see that there exists a number k such
that the size of the vertex set V (D) of D is |V (D)| = n = k2, and every vertex has indegree k and
outdegree k (see also Proposition 2). Therefore we call the digraph k-central. While every undirected
friendship graph has a very simple structure (it consists of a matching and a vertex joined to all
other vertices), a precise description of k-central digraphs (as requested by Hoffman) is more diﬃcult.
The standard example of a k-central digraph, which was already studied in [8,14], is a special case of
what is now known as a de Bruijn digraph. The vertex set of the standard example consists of all pairs
(x, y) with 1  x, y  k and we let (x, y) → (x′, y′) precisely when y = x′ . Observe that the unique
vertex associated with (x, y) and (x′, y′) is (y, x′). However, Knuth [14] showed that there are many
other k-central digraphs.
Let x, y,u, v be distinct vertices in a central digraph such that the arcs xu, yv are present, but the
arcs xv, yu are not. Fletcher [9,10] showed (see also [6]) that if we delete xu, yv and replace them
by xv, yu, then the resulting digraph is central if and only if u, v have the same outneighbors and
x, y have the same inneighbors. In this case we say that the new central digraph is obtained from
D by a switch. A digraph is switching equivalent to D if it can be obtained from D by a sequence of
switches. Fletcher observed that the standard example permits many switches, and conjectured that
every k-central digraph is switching equivalent to the standard example.
Curtis, Drew, Li and Pragel [6] conjectured that every k-central digraph is reducible, that is, it
contains a subdigraph which is (k−1)-central. These conjectures would not give a precise description
of central digraphs, but they would, if true, show that every k-central digraph is closely related to the
standard example. The purpose of this paper is to show that both conjectures are false. We also show
that each central digraph can be extended, thus providing a variety of new central digraphs.
2. A 4-central counterexample
The following example was found with the help of an exhaustive computer search whose strategy
we describe in Appendix A.
Example 1. Let D be the digraph with adjacency matrix
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1
1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1
0 1 0 0 0 1 0 0 0 0 0 0 0 0 1 1
0 1 0 0 0 1 0 0 0 0 0 0 0 0 1 1
0 0 1 0 0 0 1 0 0 0 0 0 1 1 0 0
0 0 1 0 0 0 1 0 0 0 0 0 1 1 0 0
0 0 0 1 0 0 0 1 0 0 0 0 1 1 0 0
0 0 0 1 0 0 0 1 0 0 0 0 1 1 0 0
1 0 0 0 1 0 0 0 0 1 0 1 0 0 0 0
0 1 0 0 0 1 0 0 0 1 0 1 0 0 0 0
0 0 1 0 0 0 1 0 1 0 1 0 0 0 0 0
0 0 0 1 0 0 0 1 1 0 1 0 0 0 0 0
1 0 0 0 0 0 1 0 0 1 1 0 0 0 0 0
0 0 1 0 1 0 0 0 1 0 0 1 0 0 0 0
0 0 0 1 0 1 0 0 1 0 0 1 0 0 0 0
0 1 0 0 0 0 0 1 0 1 1 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
In other words, D has 16 vertices, labeled 1,2, . . . ,16, with Aij = 1 precisely when there is an arc
from vertex i to vertex j.
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A has 4 pairs of identical rows (in the ﬁrst 8 rows) and 2 pairs of identical columns (in the last 4
columns), and there are no other identical pairs of rows or columns. Proposition 5 below shows that
D is irreducible, since A does not contain three identical rows, or three identical columns.
Moreover, we claim that not only is this digraph not switching equivalent to the standard example,
but it permits no switches whatsoever. Suppose x, y,u, v are as in Fletcher’s condition. Since x, y have
identical inneighborhoods they must be 13, 14 or 15, 16. Similarly {u, v} must be one of {1,2}, {3,4},
{5,6} or {7,8}. In order for a switch to be possible the 2 × 2 matrices in rows x, y and columns u, v
must be the identity matrix I or its reﬂection J − I , but each of these matrices contains only one 1.
While this counterexample shows that central digraphs are more complex than was originally
hoped we will show in the remaining sections that there are a number of interesting phenomena
involving central digraphs that merit further investigation. In particular, we show that this counterex-
ample (as well as any other central digraph) can be extended to a larger central digraph.
3. Basic properties
A u, v-walk of length m in a directed graph D is a sequence of (not necessarily distinct) vertices
u = u0,u1, . . . ,um = v such that ui−1ui is an arc of D for all i ∈ {1, . . . ,m}. If u = v then this walk is
called closed. Thus a digraph is central if for all vertices u, v there is a unique u, v-walk of length 2,
which we will also call the uv-connection and we say that u, v are connected via the vertex u1 in
this walk. A digon is a directed cycle of length 2, i.e. a pair of vertices connected by two arcs with
opposite directions.
We start with a few basic properties of central digraphs that were already proved by Knuth [14]
using Linear Algebra. To make this paper self-contained we give counting proofs motivated by those
in [5,13].
Proposition 2. If D is a central digraph on n vertices, then there is an integer k such that n = k2 , and every
vertex has indegree and outdegree k. There are precisely k loops and (n − k)/2 digons, forming a partition
of V (D).
Proof. Given any two vertices u, v , the number of u, v-walks of length 3 is the outdegree of u (since
u2 is unique, given u1,u3), as well as the indegree of v (since u1 is unique, given u0,u2). Thus every
vertex in D has indegree and outdegree k for some k. Since n is also the number of walks of length 2
starting at some ﬁxed vertex, it follows that n = k2.
For the second part it suﬃces to prove that there are k loops, since the uniqueness of uu-
connections implies that V (D) is partitioned into digons and loops. So let p be a prime larger than n,
and let W be the set of closed walks of length p. Then |W | = n ·kp−2 ·1 = kp , since we have n choices
for u0, followed by p − 2 arbitrary steps, and then exactly one way of closing the walk. Every orbit of
the map on W given by the cyclic rotation u0u1 . . .up−1u0 → u1u2 . . .u0u1 is size p or size 1, where
the latter orbits are in 1–1 correspondence with the loops of D . But by Fermat’s little theorem kp = k
modulo p. Since the union of the orbits with p elements has cardinality divisible by p, there must be
exactly k orbits with precisely one element. That is, there must be exactly k loops. 
Throughout the rest of this paper we let D be a k-central digraph, that is a central digraph on
n = k2 vertices. We also let AD denote its adjacency matrix, and thus A2D = J .
4. Extending central digraphs
In this section we will show how to extend every k-central digraph to a number of different
(k + 1)-central digraphs. This contrasts with the fact that the digraph in Example 1 cannot itself
be obtained by extension, and motivates our study of the general structure of reducible digraphs in
Section 5.
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to S (to v from T ). Observe that since exactly k|S| arcs have their head in S , it follows that |S| = k,
and similarly |T | = k. An inpartition is a partition S of V (D) into insets, and thus S consists of
k sets S1, . . . , Sk of size k. Similarly, an outpartition T consists of k outsets T1, . . . , Tk . A partition
structure (S,T ) for a central digraph D consists of an inpartition S and an outpartition T such that
|Si ∩ T j | = 1 for all i, j. The extension of D with respect to (S,T ) is the digraph D ′ = D(S,T ) with
vertex-set V (D) ∪ {s1, . . . , sk, t1, . . . , tk,u} in which there is an arc from each vertex in Si to si , from
t j to each vertex in T j , from each vertex in S = {s1, . . . , sk,u} to each vertex in T = {t1, . . . , tk,u}
(speciﬁcally, u is a loop), and ﬁnally from each ti to its mate si (forming a digon).
Proposition 3. If D is a k-central digraph with partition structure (S,T ), then D(S,T ) is a (k + 1)-central
digraph with partition structure ({S ′1, . . . , S ′k, S}, {T ′1, . . . , T ′k, T }), where S ′i = Si ∪ {ti} and T ′j = T j ∪ {s j}.
Proof. Observe that the only arcs from V (D) to S ∪ T go into some si and the only arcs from S ∪ T
to V (D) leave from some t j , and moreover S, T are independent sets except for the arcs involving u.
Thus for all x, y ∈ V (D) there is a unique xy-connection in D ′ that is inherited from D . Furthermore,
if x ∈ V (D), then the only xsi-connection must go via the unique outneighbor of x in Si , whereas
the only xt-connection for t ∈ T is via s j where x ∈ S j . Similarly, there is a unique yx-connection for
x ∈ V (D), y ∈ S ∪ T . For s ∈ S , t ∈ T , the only st-connection is via u, whereas the only t j si-connection
is via the unique vertex in |Si ∩ T j |. Finally, the only usi-connection (or s j si-connection) is via the
mate ti , whereas the only tiu-connection is via si .
S is an inset in D ′ , since the only arc from s ∈ Si into S is ssi , from s ∈ S to S is su, and from
ti to S is ti si . Moreover, S ′i is also an inset, since the only arc from v ∈ V (D) to S ′i is the one in D ,
from v ∈ S to S ′i is vti and from t j to S ′i is to the unique vertex in Si ∩ T j . Thus {S ′1, . . . , S ′k, S} is an
inpartition of D ′ and it follows similarly that {T ′1, . . . , T ′k, T } is an outpartition, and it is easy to see
that the intersection property is satisﬁed as well. 
Observe that instead of putting ti into S ′i we could assign it into S
′
φ(i) , where φ is any permutation
without changing the argument, and thus many different partition structures arise. In other words,
if we keep the Si ’s ﬁxed, then we can change the subscripts on the T j ’s and thus obtain a different
digon matching in S ∪ T , and hence a different D(S,T ). This is essentially how Knuth [14] obtained
many different central digraphs starting from the standard example where the partitions were im-
plicitly given by ﬁxing the ﬁrst and second coordinates respectively. More generally we see that there
are many ways to extend any k-central digraph D to a (k + 1)-central D ′ as long as there is a parti-
tion structure. The next result will show that such a structure always exists, even though in speciﬁc
examples there can also be other partition structures.
Fix a vertex v of D with inneighbors x1, . . . , xk and outneighbors y1, . . . , yk . Let Si be the in-
neighborhood of xi and T j be the outneighborhood of y j . Now we can deﬁne Sv = {S1, . . . , Sk} and
Tv = {T1, . . . , Tk}.
Proposition 4. For every vertex v, (Sv ,Tv) is a partition structure for D.
Proof. Since for every vertex x there is a unique xv-connection (via some xi), we see that Sv is a
partition, since x is only in Si . To see that each Si is an inset, observe that for every vertex x there is
a unique xxi-connection, and thus x has a unique outneighbor in Si . Thus Sv is an inpartition, and it
follows similarly that Tv is an outpartition. Finally |Si ∩ T j | = 1 for all i, j, since we have exactly one
y jxi-connection. 
5. Finding central subdigraphs
Recall that a k-central digraph is reducible if it contains a (necessarily induced) subdigraph which
is (k − 1)-central. In this section we show that there is a partial converse to Proposition 3, namely
that a reducible k-central digraph has a structure similar to the structure of the extension described
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central digraph is said to satisfy the neighborhood condition if it has a set S of k − 1 nonloop vertices
such that either the inneighborhoods of all vertices in S are identical, or the outneighborhoods of all
vertices in S are identical.
Proposition 5. Every reducible k-central digraph D satisﬁes the neighborhood condition. Equivalently, the
adjacency matrix of D must contain k − 1 identical rows or columns that do not contain a 1 from the main
diagonal.
The neighborhood condition suﬃces to establish the main result of this section, Theorem 8, which
implies that there are inﬁnitely many irreducible central digraphs. Observe that the requirement that
the vertices in S are not loops is equivalent to the statement that S is an independent set. Proposi-
tion 5 follows immediately from (i) of the following stronger result.
Proposition 6. If a k-central digraph D contains a central subdigraph D ′ on (k − 1)2 vertices, then U =
V (D) − V (D ′) contains an independent set S with k − 1 vertices, such that either D or its reverse satisﬁes:
(i) each vertex in S dominates each vertex in U − S,
(ii) each vertex in S is dominated by precisely one vertex in U − S,
(iii) the insets in D ′ of the vertices in S form an inpartition of D ′ .
Proof. It is obvious that D ′ must be an induced subdigraph of D , since if there are x, y ∈ V (D ′) so
that xy is an arc in D , but not D ′ , then for any outneighbor z of y in D ′ there must be at least two xz-
connections in D . So if we let U = V (D) − V (D ′), then every v ∈ V (D ′) has exactly one v+ ∈ U with
v → v+ and exactly one v− ∈ U with v− → v . Now S = {v+: v ∈ V (D ′)} and T = {v−: v ∈ V (D ′)}
are disjoint subsets of U , since u+ = v− would imply that there are two uv-connections in D , one
of which is in D ′ . Next observe that since D ′ contains k − 1 of the k loops of D , U must contain
exactly one loop of D . The vertices of U that are not loops are paired up in digons, since the same
is true for D and D ′ . Thus it follows that each vertex s ∈ S has at most k − 1 arcs from V (D ′), since
s must be in a loop or in a digon. Counting arcs from V (D ′) to S we obtain (k − 1)2 · 1 |S|(k − 1).
Thus |S| k− 1, and similarly |T | k− 1. Since |U | = 2k− 1 at least one of these sets has size k− 1.
We will assume that S = {s1, . . . , sk−1}, and show the statement about D , since in the other case the
statement holds for the digraph obtained by reversing all arcs in D and considering T instead of S .
It follows immediately that the sets S ′i of inneighbors of si from V (D
′) form a partition S ′ of V (D ′)
into k − 1 sets of size k − 1, and in fact S ′ is an inpartition of D ′ , proving (iii).
Next we observe that there is an arc si v for every v ∈ U − S , proving (i), since the only u, v-
connection in D for u ∈ S ′i must use a vertex in U (as v has no inneighbors in V (D ′)), and that
vertex must be si . This accounts for all arcs leaving si , and thus S is an independent set, each si must
be in a digon with a unique vertex ti ∈ U − S , establishing (ii), and the unique loop in t0 ∈ U must be
in U − S . 
With a little more effort we can say even more about the structure of D in Proposition 6. Observe
that T ⊆ U − S , but equality may or may not hold. However, any t0ti-connection must go through
some vertex t j , since t0 has no arcs into S , and there are no arcs from V (D ′) to T . Thus if in the
subgraph induced by U − S the outneighbors of t0 are t0, t1, . . . , tm , then every other ti must have an
arc coming in from one of t1, . . . , tm , and in particular m 1. This accounts for all arcs in U − S , since
each of these vertices receives k− 1 arcs from S . Now we may assume that t1, t2, . . . , tm are in falling
order of their number of outneighbors in T and that tm+1, . . . , tk−1 are ordered so that we start with
the outneighbors of t1, then t2, and so on.
Observe that if we reorder the rows and columns of the adjacency matrix AD in the order
s1, s2, . . . , sk−1, t0, . . . , tk−1 followed by V (D ′), then we obtain another adjacency matrix for D which
is equivalent to AD . (Two n×n matrices A, B are equivalent, if there is an n×n permutation matrix P
such that B = P T AP .) The resulting matrix has the form as in the statement of Proposition 7 below.
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by cycling through the sets S ′1, . . . , S ′k−1 by starting with a vertex in S
′
1 followed by a vertex in S
′
2
and so on.
Proposition 7. If D is a central digraph on n = k2 vertices with a central subdigraph D ′ on (k − 1)2 vertices,
then either AD or ATD is equivalent to a matrix of the form⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0(k−1)×(k−1) J (k−1)×k 0(k−1)×(k−1)2
01×(k−1)
Ik−1 M ∗
Ik−1
... 0(k−1)2×k M ′
Ik−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
where M ′ is equivalent to AD ′ or ATD ′ respectively, and M is a k × k matrix whose columns are in order m + 1
times e1 , n1 times e2 , . . . , nm times em+1 , where e j denotes the jth unit vector and n1  n2  · · · nm  0 so
that k =m + 1+ n1 + · · · + nm.
Observe that if k  4, then the matrix M from Proposition 7 has m  2 or n1  2. In the former
case we let i = 1 and otherwise i = m + 1 = 2. Hence there is an i with 1  i  k − 2 such that:
columns k+ i and k+ i + 1 are identical; rows i and i + 1 are identical; and the 2× 2 matrix in rows
k+ i,k+ i+1 and columns i, i+1 is I2. This shows that when a central digraph is reducible we must
be able to perform a switch. Thus every counterexample to Fletcher’s conjecture in the strong sense
of Example 1 (i.e. it permits no switch at all) is automatically irreducible. The next result shows that
the converse of this statement does not need to hold.
Theorem 8. If k 5, then there is a sequence of 	k/2
 switches that transforms the standard example into an
irreducible k-central digraph and no sequence with fewer switches will suﬃce. For k = 4 three switches suﬃce.
Proof. Let k = 2m + ε  5, where m = k/2 and ε = 0 or 1. We will exhibit m + ε switches such
that the result violates the neighborhood condition. For 1  i  m + ε consider the pair of arcs
(2i,2i + 1) → (2i + 1,2i) and (2i,2i + 2) → (2i + 2,2i) where all entries are reduced modulo k.
Observe that in the standard example we can perform a switch on each of these pairs, since the ﬁrst
vertices in both arcs have the same inneighbors (all pairs of the form (x,2i)), the second vertices
have the same outneighbors. Observe that for k  5 the only way the three consecutive numbers
2i,2i + 1,2i + 2 from two different switches can overlap in more than one number is when i =m+ 1
and k is odd (switching (1,2) → (2,1) and (1,3) → (3,1)) and i = 1 (switching (2,3) → (3,2) and
(2,4) → (4,2)). Thus we can perform all m + ε switches in any order, since none of the vertices
involved in a switch has had its neighborhood affected by a previous switch.
To check that we have no k − 1 nonloop vertices with the same inneighborhood observe that
two vertices u, v with the same inneighborhood after switching must have had the same inneigh-
borhood before as well: If u, v have different inneighborhoods before switching, then these inneigh-
borhoods are disjoint, but the switches can affect at most one inneighbor each for u, v . So since
k  3 these vertices still have different inneighborhoods after switching. However, of the k vertices
(x,1), (x,2), . . . , (x,k) with the same inneighborhood we changed the inneighborhood of exactly one
of them, namely (x, x − 2) if x is even and (x, x − 1) if x is odd, unless k is odd and x = 3. In any
case, after the switch we have two nonloop vertices with different inneighborhoods from these k
vertices.
To ﬁnish the proof for k  5 it remains to show that using fewer than k/2 switches does not
suﬃce. We say that a switch covers an integer i if it is the ﬁrst switch using an edge of the type
(x, i) → (i, y). Since each switch covers at most 2 integers we may assume that there is an integer
i that is not covered by any switch. This means that in the k-central digraph D obtained after the
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such that at least one entry is i. We claim that the subdigraph D ′ of D induced by V (D) − C is
(k − 1)-central. Indeed, since D is k-central, for any u, v ∈ V (D ′) there is exactly one uv-connection
in D , and this connection cannot use a vertex in C since all of these either have all their inneighbors
or all their outneighbors in C .
When k = 4 it can be shown by case analysis that no sequence of 2 switches will suﬃce, but
the following 3 switches do: (2,1) → (1,2) and (2,3) → (3,2); (3,1) → (1,3) and (3,4) → (4,3);
(4,1) → (1,4) and (4,2) → (2,4). The argument is the same as above. 
This proposition shows that for every k  4 there is an irreducible k-central digraph. Moreover, it
shows that in the graph Gk whose vertices are the isomorphism classes of k-central digraphs where
two of vertices are adjacent if one can be obtained from the other by a switch, there are irreducible
examples in the component containing the standard example. (For k 3, Gk has only one component
and contains no irreducible digraphs.) In fact there are many other sequences of switches that will
yield irreducible examples, so that there seem to be many such examples. For k = 4 we have found 19
components not containing the standard example. 17 of these components consist of only one vertex,
which allows no switches at all and is therefore irreducible. The remaining 2 components consist of
2 vertices each, both of which are reducible.
6. Open problems
In this paper we have proved that reducing a central digraph is not always possible (as was pre-
viously believed) whereas extending a central digraph is always possible. Many questions regarding
switching equivalent digraphs and the graphs Gk for k 4 remain.
Question 9. Are all but ﬁnitely many central digraphs switching equivalent to an irreducible digraph?
We already saw that this is true for every isolated component of Gk , that is a single vertex without
a loop, and for the component containing the standard example.
Question 10. Do the graphs Gk contain inﬁnitely many isolated vertices? Equivalently, are there in-
ﬁnitely many central digraphs having no switches?
If the answer is negative, then one may consider the following question:
Question 11. Does the number of switching-inequivalent k-central digraphs tend to inﬁnity as k tends
to inﬁnity?
We believe, however, that these questions all have an aﬃrmative answer, and that the following
would be of interest.
Question 12. Does there exist a k-central digraph with k > 3 such that no two vertices have the same
outneighbors? If so, are there inﬁnitely many?
Appendix A. Algorithmic approach to classify all central digraphs of order 16
In this appendix we will brieﬂy outline how one can obtain all central digraphs of order 16 up to
isomorphism, thus solving a problem proposed by Boykett [3].
We implemented this approach on a standard PC and found 3492 non-isomorphic central digraphs
in an overall running time of less than one day. 3471 of those are switching equivalent to the standard
example, but the remaining 21 are counterexamples to Fletcher’s conjecture. In fact, 17 of these coun-
terexamples allow no switches at all since they violate the neighborhood condition, and the remaining
4 are paired up so that for each of them a switch can only yield its mate. Thus every component of
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with the standard example contains almost all vertices of G4.
More information about the algorithm and its implementation is available upon request from the
second author.
A.1. A canonical representation for central digraphs
One important ingredient for our classiﬁcation is the ability to quickly compute a canonical rep-
resentation for central digraphs. Here canonical means that two central digraphs have the same
canonical representation if and only if they are isomorphic. Clearly, given a set of central digraphs,
such a canonical representation allows us to rapidly compute a subset of this set containing only non-
isomorphic graphs. However, as we will explain below, ideas similar to the canonical representation
can already be used while exhaustively searching in a depth-ﬁrst tree search approach as a strong
early abort condition.
Given a central digraph D we choose a labeling of the 16 vertices such that the vertex with la-
bel 1 is always a loop. Furthermore the 3 outneighbors of the vertex with label 1 receive labels 2,3
and 4. The 4 outneighbors of the vertex with label 2 are labeled with 5,6,7 and 8, the 4 outneigh-
bors of the vertex labeled with 3 are labeled with 9,10,11 and 12 and ﬁnally the outneighbors of
vertex 4 are labeled with 13,14,15 and 16. Further note that exactly one of the vertices 5,6,7,8
(resp. 9,10,11,12 and 13,14,15,16) has an edge going back to the vertex 1 and we only consider
those labelings where the inneighbors of 1 are exactly the vertices labeled with 1,5,9 and 13. Given
such a labeling the adjacency matrix AD has the following form
AD =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
1 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
1 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
1 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (A.1)
This is not yet a canonical representation as there is still choice left in the labelings. More precisely,
we have 4 choices for the vertex labeled with 1 (i.e. the four loops), 3! ways to label the neighbors
of the ﬁrst vertex and (3!)3 ways to label the neighbors of 2, 3 and 4 (excluding the inneighbors
of 1). Thus, in total given a central digraph of order 16 there are up to 4 · (3!)4 = 5184 different
labelings yielding an adjacency matrix of the above form. We deﬁne the canonical representation of a
4-central digraph D to be the smallest of all those matrices in a row-based lexicographical ordering.
Simply generating all 5184 possible labelings of a given digraph and selecting the smallest one is a
suﬃciently fast way to compute its canonical representation.
A.2. The depth-ﬁrst search approach
Our search for central digraphs of order 16 is based on a depth-ﬁrst tree search where we cut
subtrees as soon as we can conclude that they either contain no central digraphs at all or only central
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into 4× 4 submatrices as follows⎛
⎜⎝
M1 M2 M3 M4
A1 A2 A3 A4
A5 A6 A7 A8
A9 A10 A11 A12
⎞
⎟⎠
where Mi is the 4 × 4 matrix with all ones in the i-th row and zeros everywhere else. A ﬁrst ob-
servation is that any column of any Ai has to contain exactly one 1 and three zeros, which already
reduces the search space signiﬁcantly. Our search algorithm now proceeds as follows:
1. Construct all possible matrices A1 and A2 such that the sub-matrix
M =
(
M1 M2
A1 A2
)
• contains at most 4 ones in each row,
• M2 contains no values greater than 1.
2. Apply all possible permutations of the ﬁrst 8 vertices and among all the matrices having the form
given in Eq. (A.1) keep only the lexicographically smallest ones.
This resulted in 340 possibilities for M that had to be further examined. Next, for each possible choice
of M , a similar step was performed considering the top leftmost 12× 12 sub-matrix as follows.
1. Construct all possible matrices A3 and A5, A6, A7 such that the sub-matrix
N =
(M1 M2 M3
A1 A2 A3
A5 A6 A7
)
• contains at most 4 ones in each row,
• N2 contains no values greater than 1.
2. Apply all possible permutations of the ﬁrst 12 vertices and among all the matrices having the
form given in Eq. (A.1) keep only the lexicographically smallest ones.
This resulted in 303575 ≈ 218 possibilities for N for further examination. For each of these possible
choices for N we constructed the remaining sub-matrices A4, A8, A9, A10, A11 and A12 such that A2D
resulted in an all one matrix, i.e. D is a central digraph. We found 238156 possible solutions and
after ﬁltering them using the above deﬁned canonical representation a set of 3492 non-isomorphic
solutions remained.
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