Summary
Over time many sources of data that are relevant for estimating the current state of the economy are refined. This means that at any one time policymakers will be faced with data that are measured with different amounts of measurement error. Typically, more recently released data will be less well measured than revised data. How measurement error varies across data series and across vintages will affect optimal forecasts: these will, of course, put less weight on data that are less well measured. The problem is that, by construction, the amount of measurement error in any series is never observed. A popular choice of researchers has been to assume that the final or latest release of an observation on some variable is the truth, and then to proxy the variance of the measurement error in earlier releases by the variance of earlier releases around the final release.
The drawback of this method is that the final release is itself measured badly. This paper offers an alternative. The idea is to model the process by which the statistics agency publishes and then revises data. A hypothetical agency is constructed that conducts a series of independent random 'surveys' on a data point. Each time the agency conducts a new survey, the original estimate is revised based on its knowledge of the sampling error in the earlier and latest surveys. Using this assumption, we can describe how the variance of revisions to data between one vintage and any other will be related to the variance of the measurement error in the underlying surveys. We can therefore use something we observe -the variance of revisions in real-time data -to infer what we do not observe -the variance of measurement error. This paper applies the method to a real-time data set for the United Kingdom. We derive estimates of the variance of measurement error in vintages of the quarterly growth rates of private consumption and imports. We find that measurement error in the first release of imports is about six times that in the first release for consumption. We apply our estimates of the variance of measurement error in different vintages in a forecasting environment. We find that forecasts that are adjusted for our model-based estimates of measurement error outperform those that are not.
Introduction
The aim of this paper is to produce an estimate of how measurement error varies across data and vintages, by modelling the process that gives rise to real-time data.
(1)
Over time, statistics agencies revise and improve estimates of data as they collect more information. It is likely that they measure some data better than others, and that they hone their estimates of data more quickly for some data than for others. If we could quantify the measurement error in different variables and vintages, this information would be useful for estimation and forecasting (and for computing estimates of policy responses that rely on such forecasts). The more noise in data, the less weight we should put on them in forming an estimate of the state of the economy, future inflation, or the right setting for current monetary policy. These points are well known. They have been emphasised recently in papers by Aoki (2003) , Swanson (2000) , Woodford and Svensson (2003) -who look at optimal monetary policy and measurement error -and, Harrison, Kapetanios and Yates (2004) -who studied how optimal forecasts are affected by measurment errors that vary across vintages. However, since we never observe the true value for any data, we can therefore never observe the measurement error in any data vintage.
Some data are based at least in part on surveys. But information about the sampling error in these surveys is typically not available. More importantly, many data are constructed from many different sources other than surveys. Readily quantifiable concepts of the measurement error contained in these other information sources may not exist: judgment is sometimes an important element in reconciling information from conflicting sources, and there is no simple way of quantifying the measurement error associated with that kind of information.
What we do observe are successive vintages of data. One option is to approximate the measurement error in a variable by assuming that the final release of a variable is equal to the true value. Then, the variance of early releases around the final release is an estimate of the variance of those releases about the truth. This approach has been taken by Harrison et al. (2004) , Coenen, Levin and Weiland (2001) and many others. Rather obviously, the closer the final release is to the true value, the better this is as an approximating method. Ominously, since we never know how close the final release is to the true value for some data, we cannot assess how good an
(1) To stress at the outset, we are concerned with trying to estimate the variance in the difference between observed and true values of variables (what we call 'measurement error'), as distinct from the variance of shocks that drive true, unobserved variables. approximation this method is to the ideal. Another option is to use a Kalman Filter. That method uses an assumption about the economic process driving movements in the true variable to get an estimate of the truth. That estimate can then be used to go back and compute how, on average, early releases of data vary around a Kalman-Filter estimate of the truth, based on final or near-final data.
Our paper provides an alternative, exploiting behavioural assumptions about the statistics agency that generates the real-time data. We show how a few assumptions can generate an estimate of the measurement error in different vintages of data from observations on the variance of revisions to data. These assumptions are the following. First, a conjecture about the scheme that the statistics agency uses to weight new information about an observation together with old information. We start out by assuming that the statistics agency weights the surveys optimally as they arrive. We also experiment with another scheme we describe as 'naive': where surveys are weighted equally.
Our second assumption is that the arrival of incremental information about a data point can be modelled as a sequence of independent random draws from a population. Crucially, our hypothetical agency does not engage in filtering and forecasting itself in the way that Sargent (1989) described was possible, and Mankiw, Runkle and Shapiro (1984) investigated for releases of US GNP. This assumption is consistent with our assumption about an agency that does optimal weighting. Rational data collection can reasonably be taken to include making use of all future information that is not independent from current information in the current release: and therefore that incremental information is independent. A third assumption relates to the evolution of the quantity of incremental information that arrives about an observation over time. The basic model assumes that the rate at which the flow of new information in surveys changes is fixed. But we relax this assumption and derive a model that allows the data to reveal how the flow of new information evolves.
These assumptions together build a model of a hypothetical statistics agency. The model is not a literal description of the real-world data collection process. Many data are constructed and subsequently revised using information that has many sources. Some of it is literally from surveys.
Other information is based on censuses. Still other information is based on economic models that are used to corroborate one information source with another, or judgment, or even filtering and forecasting. Our model will be useful if the flow of information from these many sources can, to a good enough approximation, be described as if it were a sequence of independent random surveys. This model can be used to compare the predicted variance of revisions to data with the observed variance of revisions. Imagine a statistics agency that conducted ever smaller independent random samples from a population, and weighted them optimally. The revisions to the data that this agency would make would get smaller over time. The reliability of the new information would shrink relative to the ever larger weighted combinations of older information, and so would get less and less weight each time. By being specific about the weighting scheme the statistics agency uses, and about how the sample sizes of these surveys evolve, we can use the variance of the revisions in this way to uncover estimates of measurement error in the published data. As we will show, it turns out that the variance of revisions can be written as a function of the variance of the measurement error. In our simplest model there are only two unknowns. The initial-period measurement error, and the rate at which the measurement error in subsequent surveys grows or declines. We simply choose the combination of these two unknowns that best fits the predicted to the observed variance of revisions, for all possible revisions. Having done that we can construct estimates of the measurement error surrounding any variable, and for any vintage of that variable.
That information can then be used in some optimal forecasting or optimal policy procedure.
Armed with our proposed technique, we apply it to some data to illustrate that it can work. This involves first estimating the time-variation in measurement error, and second applying this information to an optimal forecasting problem. We use the UK real-time data set of Castle and Ellis (2002) . We compare results for the real growth of consumption and imports expenditure, and find that the first release for imports is about six times worse measured than that for consumption.
We illustrate how the outputs from our procedure can be used, showing how a univariate forecasting model for UK consumption growth can be improved by using the estimated time-variation in the measurement error of UK consumption growth vintages. We estimate a univariate forecasting model for consumption growth, and improve on it, given estimated information about time-varation in data uncertainty coming from our statistics agency model.
Of course, there are many series that are never revised. In the United Kingdom, the retail prices index is one example. The mere fact that series do not get revised is not an indication that those series are measured perfectly. Our method is powerless to uncover anything about measurement error in these cases.
A benchmark model of the statistics agency
In this section, we set out a model of a statistics agency, and use it to derive a relationship between quantities that we observe -the variance of revisions -and quantities that we do not observe -the variance of measurement error. We use two variants of our model. The first is a model of a 'rational' agency, one that weights together samples optimally given information about the sample size. The second is a model of a 'naive' agency, one that uses equal weights regardless.
A model of a rational statistics agency
It is assumed that the statistics agency faces a sequence of problems over time. In the first period, a survey is conducted and an estimate published. In the second period, new information, equivalent to a second survey of the same population, comes in, and the statistics agency has to weight the first and second surveys together to form a combined estimate. The statistics agency never observes the true value of anything (and neither do we as econometricians). But it starts out by trying to minimise the expected variance of its estimates around the true value.
At time t, the agency simply publishes the results of the first survey, on a variable dated t which we will call y. At time t + 1 the problem is to minimise the expected variance of a weighted average of the first two releases around the true value, y t|T :
At time t + 1 the statistics agency's problem is:
λ 1|1 should be read as follows: the second subscript indicates which survey release is being weighted; the first subscript indicates when it is being weighted.
At time t + 2 the agency has to choose weights to minimise the variance of the weighted sum of the first three releases around the true value.
The problem for the agency at some time t + n can therefore be written as follows:
This is a stylised assumption to make about the process that generates data revisions. It is illustrative only. We need only to make an assumption about how the statistics agency weights new information. This could be based on solving optimal signal extraction problems like the one set out here. Alternatively, it could be based on assuming the agency follows a rule of thumb. We use the 'optimising' agency as a benchmark, but the general method does not depend on it. Note that, although taken literally our model assumes that all the agency does is conduct surveys, the model's usefulness will depend on whether the more complicated data collection and revision process (involving judgments, corroboration, forecasting, filtering) can be taken as if it behaved like a sequence of independent surveys. The assumption of independence is not overly restrictive as it relates to incremental information which under any concept of rationality is bound to be uncorrelated with (under normality, independent of) past information.
We proceed as follows: first, we solve for the weights that the statistics agency will place on new information over time. Second, we use this to solve for expressions that link the variance of data revisions with the variance of the underlying measurement error, and the rate at which this measurement error decays over time.
It is important to stress that our model is powerless to say anything about measurement error if there are no published revisions to a series. There are many such series that are used for forecasting and monetary policy. The fact that they are not revised is consistent with them being perfectly estimated, but more likely it just indicates that, for whatever reason, no new information is collected that sheds light on previously released data.
We assume that a survey on a data observation is a function of the true value and some measurement error, thus:
v t|t+k is the measurement error contained in a survey-based estimate of y t carried out at some time
We can then write the statistics agency's problem thus:
Since the weights sum to 1, the true ys cancel out. This gives:
We can express this in terms of the variance of the measurement error as follows:
For the sake of notational simplicity, σ 2 v|k = var(v t|t+k ). Assuming that each successive survey can be thought of as an independent draw does not imply that the published data are independent.
However, it implies that each incremental survey from which the agency forms those published estimates is independent.
The next important assumption we make is that the variance of the measurement error around successive surveys changes at a fixed rate. In terms of our 'survey' metaphor, this means assuming that, each period, the incremental surveys get smaller and smaller, and at a fixed rate. To be more concrete, we assume the following:
If i were zero, each incremental survey estimate would have the same variance about the truth, and the statistics agency would weight them equally. Nothing is assumed about i at this stage. It could be positive or negative. Data on the variance of revisions will be used to estimate i . Intuitively, and as it turns out from our (fixed i ) estimates, i is some positive, constant number. A positive i leads to revisions getting smaller and smaller with each successive vintage, which is a broad (but not universal) feature of national accounts data.
(2) If i is positive, each incremental survey will be a more noisy estimate of the truth than the preceding one. But each published release, which will include more and more surveys, will be a less noisy estimate than the preceding one. This is not to say that the statistics agency somehow becomes worse at estimating data over time: it is a way of expressing, in model terms, the fact that the incremental flow of information gradually dries up.
If it did not, the size of revisions would never tail off.
Conceptually, it is straightforward to allow for a degree of decay i that varies over k, or to test whether it does or does not. This would have the advantage that it must be more realistic.
Certainly we know from the way the national accounts are put together that there are times when revisions are systematically larger (for example, around Blue Book publication dates). But allowing for a variable i involves a trade-off, as we shall see. The more i varies over k, the fewer observations there are to estimate it. So although a time-varying i model would be more realistic, estimates of it would be more imprecise. It is also possible to experiment with more complex functional forms that describe the decay of the measurement error than the one here. But for the moment we illustrate the basic approach with a constant i and equation (8).
A literal reading of our model is that the only discrepancies that arise between surveys, published data and the truth are those that come from the surveys being conducted using samples smaller than the population. There are no additional 'data quality' issues that we model. The real-life data-generating process includes the task of detecting and correcting errors in completing or processing surveys, errors of interpretation, and much more. In many cases, variables measured by statisticians will necessarily only imperfectly correspond to the economic concepts that inform (2) See Castle and Ellis (2002) and Harrison et al. (2004) for a discussion. Notable exceptions are revisions that coincide with Blue Book publication dates, which can cause the variance of revisions at some time t to be greater than that at time t − 1.
policy. To the extent that any of these errors have a component that is random and independent, our model has something to say about them. The less this is the case, the more we must take our model to be abstracting from such errors.
The minimand for the statistics agency can now be written thus:
The first-order conditions (FOCs) for this problem are as follows:
From the FOCs, the weights are related by the following equation:
An expression for λ n|0 is therefore as follows:
From this we can deduce that the general expression for the optimal weight on a survey at some point is thus:
This expression implies (assuming a positive value of i), that later surveys receive smaller weights. This is intuitive: later surveys, under a positive i, are subject to larger measurement error.
(3) One feature of these other errors that we do not model is that they may be irreducible. Our survey errors are in principle reducible by conducting an infinite number of surveys. Some kinds of error (say, human error in data collection) may not be reducible.
Having solved for the weights the statistics agency places on successive surveys, the next step is to write down an expression for the revision between any two periods, say period n and l. This is given by the following:
Ry t|n,l = y t|P,t+n − y t|P,t+l (14)
We can get an expression for the variance of revisions by substituting in (4), the relation between the observation and the true data. This gives the following:
The weights on individual surveys in any vintage release sum to one, which implies that the terms in the true value of y cancel, and that we can therefore write that the revision between any two dates is given by the following equation:
Setting all covariance terms to zero, we write the variance of a revision between any two dates thus:
Substituting in (8), we get that this revision variance is as follows:
We can use (11) to get:
Finally, we can expand these summations through some long-winded but basic algebra to get the following expression:
We can now form systems of equations in the variance of revisions (which we observe), the decay parameter i and the variance of the measurement error σ 2 v|0 . For example, given values for revisions over two different periods (eg the variance of six and ten-period revisions), we could form two equations in our two unknowns, and solve. In fact, the data may allow us to collect many observations on the variance of revisions at different periods, and this will allow us to construct an estimator for σ 2 v|0 and i. This is simply a standard GMM estimator. Formally, we solve the following problem:
The star denotes the variance estimated from the data. Once we have estimates of σ 2 v|0 , i , we can get an expression for the variance of the measurement error in any published release. This variance is given by the following expression:
We can expand the summation term on the right-hand side, to yield the following:
A model of a naive or rule-of-thumb statistics agency
So far it is assumed that the statistics agency solves an optimisation problem when it chooses how to weight the incremental surveys together. We turn next to a model where we instead assume that incremental surveys are weighted equally. We do this for three reasons. First, we want to demonstrate that our method does not depend on the 'rational' agency assumption: it just relies on making some behavioural assumption. Second, it is plausible that the 'rational' agency model is not the best one to capture the real world. And this might not be because actual agencies are not rational, but because they may solve more complicated problems than the one we have given them
here. Third, we want to take our method to the data, and we want some way of exploring how robust the estimates from this method are to choosing alternatives to our basic behavioural model.
Assuming that the statistics agency weights surveys incrementally implies that a revision to a data release between any two periods l and n will be given by:
We can then show that the variance of revisions is given by:
Substituting in our familiar expression for the relationship between the variance of measurement error around successive surveys, and expanding these summation terms, we can show that the variance of revisions is given by:
Note that this expression differs from its counterpart in the model of the optimising statistics agency in the previous section, contained in equation (22). Armed with this expression, we go to the data and once again solve the estimation problem (23).
The new expression for the variance of the measurement error in data releases will be different. It is given by the following:
This, by inspection, is different from our earlier expression under an optimising statistics agency, given in equation ((25)).
Estimating the term structure of measurement error in a real-time data set
By way of an illustration, we next take the model to some data. We use the real-time data set compiled by Castle and Ellis (2002) based on data published by the United Kingdom's Office for National Statistics. The data set is described in more detail in that article. We will estimate the measurement error contained in the initial release,σ 2 v|0 and the rate of decay of that measurement error i for real (ie constant-price) growth in private consumption and imports expenditure. The real-time data we use cover releases between 1985 and 2001. For each observation on a series, we have typically around 45 releases. (There are roughly two releases per quarter over this period, although the exact frequency of releases has changed from time to time.) So we can compile a set of variances that records the average variance of revisions between the first and the second release, between the first and the third, between the first and the fourth, and so on. We compute these averages over observations. Table A shows our estimates for the measurement error and the rates of decay in the two series.
The estimates tell us that the variance of the measurement error in the first release of the growth of imports is a little under six times that of consumption growth. And the information flow falls off faster (i is higher) for consumption than for imports. To interpret the magnitude of these measurement errors, suppose that the steady-state consumption growth rate is about 2.5 % a year, or about 0.6 % a quarter (0.006 in the units in the table). That means that the variance of the estimate of the growth rate is is a little over 1/100th of the average growth rate itself; and the standard deviation of the growth rate (about 0.008, or 0.8 %) is therefore roughly of the same order of magnitude as the growth rate itself. Recalling our previous discussion, note that i is estimated to be positive, implying that the predicted variance of revisions tails off from vintage to vintage. In the charts that follow, we use the estimated σ The measurement error (on the y-axis) shrinks, of course, as we move to later releases (along the x-axis). The charts compare estimates derived by assuming a rational agency with those when we assume a 'naive'one in the sense set out earlier in the paper. The shape of the curves for
Chart 1: Measurement error in consumption growth
Chart 2: Measurement error in the growth of imports consumption and imports is the same -that is because we are using the functional forms from the same model in each case. The differences in the two series are apparent from the different y-axis scales. The naive estimates differ in ways that have some intuition. Note that, for the first few releases, the estimates of the measurement error in the two series are pretty close. For that period at least our method is in some measure robust to polar assumptions about the behaviour of the statistics agency. But the naive estimates are lower. This seems counter-intuitive but is not. The model looks at the variance of revisions between two early releases. For the naive agency, it assumes that some of the variance of revisions is due to poor weighting, implying that the underlying sampling error in the early surveys is lower than in the case when it tries to fit an optimal agency through that same observed variance of revisions. Further out, the measurement error for the naive estimates increases exponentially. This is because later surveys, whose measurement error is growing exponentially, are weighted equally. At infinity, the variance of the published estimate for a naive agency will tend to infinity.
We can get some indication of how well the model fits the data by displaying charts of some model-predicted variance of revisions against actual data. Charts 3 and 4 do this.
Chart 3: The variance of consumption growth revisions, predicted and actual
These are not the only revisions to which the model is fitted. The model is fitted solving the minimisation problem set out above. That involves looking at revisions between all possible pairs of releases. The chart plots the variance of revisions between some release and the final release on Chart 4: The variance of revisions to imports, predicted and actual the x-axis. But these fits tell us something. Crudely, the optimal agency model seems to do better, though only just, at capturing the slope of revisions to consumption growth; but the naive agency does better for imports.
A model with a variable rate of decay

Theory
Up to this point, we have assumed a fixed rate of decay i , the quantity that determines the size of the sample of next period's incremental survey relative to this period's sample. We now want to relax this assumption and allow the data to determine how i evolves over time. The flow of information may not decline at a fixed rate over time in reality. This is a straightforward extension of the model, though the algebra becomes a little involved. An appendix presents the derivation in full, but here we state the key points of departure only.
The relationship between the measurement error of one survey relative to another, the counterpart to equation (8) in the fixed-decay model, is now given by:
To simplify notation, henceforth we write
We can now write out the statistics agency's minimisation problem, given by (7) for the fixed-decay model, in terms of the first period's survey measurement error, thus:
After some straightforward algebra, we get the following expression for the relationship between our observables (the variance of revisions) and our unknowns (the i j s and σ 2 v|0 ):
And, in the same way as before, we note that this gives us a system of equations in our observables and unknowns, and find the optimal choice of the i j s and σ 2 v|0 that minimises an objective function involving the observed and predicted variance of revisions. We turn next to apply this model to the data.
Time-varying decay: an application
Allowing for time-varying is makes the model more realistic, but there is a cost: we will have more parameters to estimate, and will inevitably uncover estimates that are correspondingly less precise. The modelling framework allows us to fix some of the i s to be equal if we want to. To speed up the numerical maximisation, we decided to fix the i s beyond the 15th release.
Charts 5 and 6 show, for consumption growth, the implied model-based estimates of the variance of measurement error around different releases, and a plot of the fit of the model-based revisions to data on actual revisions.
The time-varying model based estimate of the variance of measurement error in the first release of consumption growth (σ 2 v ) is 7.5 * 10 −5 , not much different from the time-invariant case (7.1 * 10 −5 ). But the is, the implied rates of decay of the incremental sample sizes are very different, both from the time-invariant case, and from release to release. Starting from the decay between release 1 and 2, and moving on, the first few of these i s are given by {3.3, 4.8 * 10 −4 , 4.8 * 10 −3 , 7.5 * 10 −5 , 1.4 * 10 −3 ....}, which compares with the fixed i estimate of 1.1 * 10 −2 . These figures generate substantially different estimates of the variance of measurement error for consumption growth, differences that get larger as we move through to later releases.
The charts plotting how the models look against (some of) the data on the variance of revisions indicate that the time-varying i model does a little better at describing the data.
Data uncertainty and optimal forecasting
We move on now to provide an illustration of how the estimates based on models like ours could be used for practical purposes. We choose a forecasting example that derives from some earlier work of ours. In Section 4 of Harrison et al. (2004) , we presented an example of how to compute optimal forecasts in a dynamic model subject to the constraint that the forecast only uses data as old as the longest lag in the forecasting equation. We will describe that procedure briefly here.
Readers interested in a fuller description should go back to the original paper. Note that the outputs of the procedure described above would have many more general uses: as an input into Kalman-Filter-based forecasts, or models of optimal monetary policy under uncertainty. We present a particular application merely to illustrate that our estimates of the variation in data uncertainty across vintages can make a material difference in a real setting.
The basic set-up is in the context of a univariate model for some true data, where we denote true data y * t using asterisks. The univariate model for the true variable is given by: 
e t is a white noise shock and the a i s are coefficients. We write the measurement model as:
As before, v t is the white noise measurement error. The problem is to minimise the one-step-ahead forecast error:
The hat superscript denotes the forecast. Here, the A 1 is a vector of the a i s used to compute the one-step-ahead forecast (hence the subscript '1'). The choice variable in this minimisation problem is the matrix of coefficentsÃ 1 . As we showed in Harrison et al. (2004) , and state briefly here, the optimal choice forÃ 1 involves weighting a variable according to its signal, and according to the measurement error (hence it takes the estimates of this from our model as an input).
The mean squared error is written as:
Where  = E(y * t y * + t ), and the elements of this we can draw from σ 2
Importantly, we assume that the covariances of the signal ) and the noise v are assumed to be zero.
Differentiating the expression for the mean squared forecast error with respect toÃ 1 , and setting equal to zero, we get the following:Ã
Note that the greater the measurement error surrounding a particular vintage, the lower the implied corresponding element inÃ
. Or, in short, the more noise in a variable, the less weight it has in an optimal forecast.
We apply this procedure to a univariate model for the quarterly growth rate of UK private consumption. The two tables below set out the results. Table B shows the effect on the forecasting equations of carrying out the procedure. These are estimates on data from 1980-98. Most coefficients fall. The model is a model of de-meaned consumption growth, so this implies putting more weight on the mean. There is some slight tendency to put more weight on older data relative to newer data. For example, take the AR(3).
The ratio of the AR(1) to the AR(3) coefficients in the standard model is about 1:2.5. In the uncertainty-adjusted case that ratio is 1:2.7. The ratios of the mean squared forecast errors are all less than 1, for all the models we considered, implying that the measurement error corrected forecasts are better. The Diebold-Mariano test statistics have a critical value of 1.96 at the 5% level. A majority of these in Table C are greater than that value.
However good our model of the statistics agency is, using the estimates from it has some pay-off here in forecasting performance.
Conclusions
Knowing how well one series is measured relative to another, or how much more reliable older, revised data are than more recent data is useful in many situations: estimation, forecasting and monetary policy making. We have presented a method for extracting estimates of measurement error from observations on the variance of revisions in a data series. This method involves a conjecture about how the reliability of the incremental information that a statistics agency obtains declines over time, and about how the agency weights the information together to form a new estimate of a data point. We chose to illustrate our method using an assumption that the measurement error in incremental surveys grows exponentially, to capture the idea that each period less and less new information arrives; and that this information is weighted optimally to form new estimates of the data.
But our method does not depend on this precise assumption. We showed that by deriving results for a variable rate of decay; and by assuming a 'naive' statistics agency that gives as much weight to later, less well measured surveys as to earlier, better ones. Applying our method to real-time data on quarterly growth rates of UK private consumption and imports, we get estimates that suggest that the measurement error in the growth of imports is almost six times larger than that for consumption growth. Finally, we used our estimates of measurement error in a simple forecasting excercise described in Harrison et al. (2004) . Using AR models for the quarterly growth in private consumption, we showed how the out-of-sample forecasting performance of model-based, measurement-error-corrected forecasts significantly outperform forecasts from unadjusted OLS equations.
Appendix A: A rule-of-thumb statistics agency, measurement error, and data revisions
In this appendix, we derive the relationship between observed revisions and the unobserved parameters of the measurement error function, under the assumption that data observations are weighted equally, rather than optimally.
Suppose that measured and true variables are related thus:
The variance of the measurement error around successive surveys is given by:
v|0 . (A-2)
If the statistics agency weights observations equally, then successive releases will be given by: One-period revisions to published data will then be given by:
R t y t|t+1 = y t|P,t+1 − y t|P,t = (λ t+1 − 1)y t|t + λ t+1 y t|t+1 = 1/2y t|t + 1/2y t|t+1 .
(A-7)
More generally, an l-period revision will be given by: Substituting in the fact that the published data equal the true data plus the measured data, it turns out that the terms in the true value of y cancel out to give an expression solely in terms of the measurement error. This is shown below:
R t y t|t+n,t+l = ( 1 n + 1 − 1 l + 1 )(l + 1)y t|T + n−1
The variance of an l-period revision can be written as: var(R t y t|t+n,t+l ) = (
).
(A-11)
This implies that:
. (A-12)
We can expand the summation terms as follows: 
(A-14)
We can also get the variance of the published data around the true data, for some vintage. The expression is as follows:
var(y t|P,t+n − y t|T ) = σ 2 v|0
(1 + i) n+1 − 1 i(n + 1) 2 .
(A-15)
