Abstract. We investigate the existence, non-existence, multiplicity of positive periodic solutions, both harmonic (i.e., T -periodic) and subharmonic (i.e., kT -periodic for some integer k ≥ 2) to the equation
Introduction
In this paper, we investigate the existence of positive periodic solutions to the equation u 1 − (u ) 2 + λa(t)g(u) = 0, (
where λ > 0 is a parameter, a(t) is a T -periodic and locally integrable weight function and g : R + := [0, +∞[ → R + is a continuous function satisfying the sign-condition (g * ) g(0) = 0, g(u) > 0 for u > 0.
Incidentally, let us observe that, by the above condition, equation (1.1) has the trivial solution u(t) ≡ 0 and, unless a(t) ≡ 0, no other constant (periodic) solutions. Equation (1.1) is driven by a strongly nonlinear differential operator of ϕ-laplacian type, precisely u → −(ϕ(u )) , where ϕ(ξ) := ξ
As is well known, this is the one-dimensional version of the partial differential operator
which in turn is usually meant as a mean-curvature operator in LorentzMinkowski spaces (cf. [5, 31, 38] ); interestingly, it also plays a role in the theory of nonlinear electromagnetism, being known in this context as BornInfeld operator (cf. [11, 12] and the references therein). Recently, there has been a significant interest in the study of the existence and multiplicity issues of the associated boundary value problems, both in the ODE and in the PDE cases (see, among many others, [2, 3, 6, 7, 8, 9, 25, 26, 27, 51] ). However, the interplay between the nonlinear differential operator, the periodic boundary conditions and the specific form of the nonlinear term f λ (t, u) = λa(t)g(u) makes the analysis of (1.1) rather new with respect to the existing literature.
To motivate this assertion, let us start by discussing the solvability picture of equation (1.1) when paired with Dirichlet boundary conditions u(0) = u(T ) = 0. A first simple observation is that, in this case, due to the natural bound |u (t)| < 1, any solution to (1.1) is a priori bounded, precisely |u(t)| < T /2 for every t; hence, the solvability of the Dirichlet boundary value problem is not affected by the value of g(u) for u ≥ T /2. On the other hand, it has been proved in [25] that, when g(u) has superlinear growth at zero, namely
then two positive solutions to the Dirichlet problem associated with (1.1) exist when λ is sufficiently large, provided that a(t) is positive somewhere.
Such a two-solution theorem has been later extended to the radial Dirichlet problem on a ball in [7, 26] , as well as to a genuine PDE setting in [27] . We also mention that very recently, via a dynamical systems approach, it has been proved that more and more pairs of sign-changing Dirichlet solutions to (1.1) appear as λ becomes larger and larger (see [17] ). The above two-solution geometry, which is quite popular in Nonlinear Functional Analysis (see [1] ), can be roughly explained as follows. Condition (1.3) implies that the nonlinear term λa(t)g(u)/u in (1.1) stays, for u near zero, below the principal eigenvalue of the linear operator u → −u with Dirichlet boundary conditions (here, −u appears as the linearization of the Minkowski-curvature operator near zero). This fact, together with the global a priori bound, can be used to show that a suitably defined topological degree associated with (1.1) is equal to 1 on small balls as well as on large balls centered at the origin (of a Banach space of T -periodic functions). On the other hand, the largeness of the parameter λ implies the existence of a ball with intermediate radius on which the topological degree is equal to 0. Therefore, the existence of two positive solutions (a "small" one and a "large" one) follows from the additivity property of the degree. A variational viewpoint can also be adopted, providing the two positive solutions as a global minimum and a mountain pass type critical point of the associated action functional.
When dealing with positive T -periodic solutions to (1.1), the situation differs substantially. Indeed, now the principal eigenvalue of −u is null, so that (1.1) experiences a resonance near zero; moreover, contrarily to Dirichlet boundary conditions, the obvious global a priori bound is no longer available, so that growth assumptions at infinity for g(u) are expected to play a role.
As a matter of fact, some other important considerations about the periodic problem associated with (1.1) can be deduced with elementary arguments. First, as it can be shown just by integrating the equation on [0, T ], positive T -periodic solutions cannot exist if a(t) ≥ 0 for every t and, consequently, one is led to deal with a sign-changing weight a(t) (often named "indefinite weight", starting with [41] ). Second, as observed various times in the related literature dealing with the second order linear operator −u (compare with [4, 19, 28] ), the mean value condition (a # ) T 0 a(t) dt < 0 also naturally appears. Indeed, by dividing equation (1.1) by g(u(t))( = 0) and integrating (by parts) on a period, one finds 1 − u (t) 2 dt,
implying that (a # ) is a necessary condition when g(u) is a strictly increasing function of class C 1 . For the semilinear equation u + λa(t)g(u) = 0 (1. 4) some results in this indefinite setting have been obtained in [15, 29] . To summarize the main conclusions obtained therein, we consider the two model equations u + λa(t)u p = 0, with p > 1, (1.5) and u + λa(t) u p 1 + u p−q = 0, with 0 ≤ q < 1 < p.
(1.6)
We notice that in both cases the nonlinear term is superlinear near zero (that is, (1.3) is satisfied), while the behavior at infinity differs, being of superlinear type for (1.5) and of sublinear one for (1.6). Assuming the mean value condition (a # ) (together with a mild condition on the nodal behavior of a(t), see (a * ) in Section 1.1), the existence of a positive T -periodic solution to (1.5) is guaranteed for every λ > 0 (cf. [29, Theorem 3.2] ), while two positive T -periodic solutions to (1.6) exist, but only for λ sufficiently large (cf. [15, Theorem 4.4 
and Theorem 4.6]).
Roughly speaking, we can say that the superlinearity at zero, when paired with (a # ) (and further suitable technical assumptions, see (g 0 ) and (g 0 ) in Section 1.1), still provides, in the indefinite periodic setting, the desired geometry near zero, thus implying that the topological degree is equal to 1 on small balls (it is impressive to interpret (a # ) as a non-resonance condition pushing the term λa(t)g(u)/u below the principal eigenvalue for u → 0 + ). Then, depending on the behavior of the nonlinear term g(u) at infinity, two very different scenarios arise. On one hand, when g(u) behaves like u q with 0 ≤ q < 1 for u → +∞, the topological degree on large balls is equal to 1. In such a case, using the largeness of the parameter λ in order to create a ball of intermediate radius on which the degree equal to 0, one can conclude that a two-solution result holds true, similarly as for (1.1) with Dirichlet boundary conditions. On the other hand, when g(u) is superlinear at infinity the topological degree is equal to 0 on large balls and, consequently, the existence of a positive solution follows for any λ > 0.
Motivated by the above discussion, it seems interesting to investigate the existence of positive T -periodic solutions to (1.1): indeed, while it is reasonable to expect that the mean value condition (a # ) is still going to play a role, it is not clear to what extent the behavior of g(u) at infinity can interfere with the nonlinear differential operator, thus giving rise (or not) to different existence/multiplicity patterns. In particular, one could wonder about the solvability of Minkowski-curvature counterparts of (1.5) and (1.6), namely (ϕ(u )) + λa(t)u p = 0, with p > 1,
and (ϕ(u )) + λa(t) u p 1 + u p−q = 0, with 0 ≤ q < 1 < p, ( 8) with ϕ defined in (1.2). As a consequence of our first main result, we can prove that both the above problems behave in the same way, according to the following two-solution theorem. The above result, showing that the behavior at infinity is essentially governed by the nonlinear differential operator even for the superlinear power g(u) = u p with p > 1, will be proved as a corollary of Theorem 3.1 and Theorem 3.2, dealing with equation (1.1) under more general conditions on a(t) and g(u), both for u near zero and for u near infinity. In particular, we will show that the existence of two positive T -periodic solutions to (1.8) is valid (when λ is large) also for q = 1, that is, when g(u) has linear growth at infinity.
The proof of Theorem 3.1 relies on topological degree theory, according to the aforementioned strategy of showing that a suitable topological degree associated with (1.1) is equal to 1 on small and large balls centered at the origin and is equal to 0 (for large values of the parameter λ) on a ball of intermediate radius. While the needed technical estimates are inspired by the ones in [15, 29] for the semilinear equation (1.4), the most delicate point in our strongly nonlinear setting is actually the definition of the degree. In [44, 51] , some continuations theorems have been proposed and used for equations driven by nonlinear operators: they all rely on the formulation of (1.1) as a fixed point problem on a Banach space of T -periodic functions and on a direct use of the Leray-Schauder degree theory. We choose to adopt a different approach: precisely (after having extended the nonlinear term f λ (t, u) = λa(t)g(u) to the whole real line in such a way that the positivity of T -periodic solutions can be recovered by maximum principle arguments) we write the equation (ϕ(u )) + f λ (t, u) = 0 as the first order planar system
so as to apply Mawhin coincidence degree theory on the product space
It is worth mentioning two subtleties of this approach. First, we need to evaluate the degree on sets of the type
with B(0, d) the ball centered at the origin and having radius d in the space C([0, T ]); consequently, we need to use the extension of the Leray-Schauder degree theory for locally compact operators. Second, since the natural homotopy (ϕ(u )) + ϑf λ (t, u) = 0 (with 0 ≤ ϑ ≤ 1) leads to the system 9) standard continuation theorems do not apply (notice, indeed, that the parameter ϑ appears only in the second equation) and we need to use an extension of the classical theory, recently developed in [30] and refined in Appendix B. Some numerical simulations illustrating Theorem 3.1 are depicted in Figure 1 and Figure 2 . It is worth noticing that the bifurcation branches on varying of the parameter λ strongly suggest that the "small" solution goes to 0 for λ → +∞, while the "large" solutions remains bounded and bounded away from zero. We will indeed carefully discuss this in Section 4, by identifying suitably topologies in which the convergence of both "small" and "large" solutions to their limit profiles takes place: in particular, we will prove that the "large" solution converge, for λ → +∞ to a (non-zero) Lipschitz function having derivative equal to 0, 1 or −1 for almost every t ∈ R. Figure 1 . Graphs of two positive 2π-periodic solutions to (1.7) with p = 3, a(t) = cos(t − π/4) − √ 2/2 and λ = 2. We notice that a(t) > 0 on ]0, π/2[ and a(t) < 0 on ]π/2, 2π[. 30] for the 2π-periodic problem associated with (1.7), setting p = 3, a(t) = cos(t − π/4) − √ 2/2. The x-axis represents the parameter λ and the y-axis the sup-norm of the 2π-periodic solutions to (1.7). The trivial identically zero solution, which exists for all λ > 0, is not represented.
We mention some very recent results, dealing with equations driven by a nonlinear differential operator and involving an indefinite weight, which are somehow related to Theorem 1.1. In [10] the T -periodic problem for equation (1.1) is considered, and existence of solutions is proved (via topological degree theory) for the singular nonlinearity g(u) = −1/u µ for µ > 1 (on a line of research previously developed in [21, 40, 55] in the semilinear case). On the other hand, in [42, 43] , for the Neumann boundary value problem associated with the mean-curvature equation in Euclidean spaces, namely
existence/multiplicity of solutions is provided (via bifurcation theory and critical point theory) when g(u) is a power-like function both at zero and at infinity. Notice that in all these results the fact that a(t) is sign-changing is a necessary condition and the mean value condition (a # ) plays a role.
The second part of our investigation concerns positive subharmonic solutions to (1.1), i.e., solutions with minimal period kT for some integer k ≥ 2; this is often a quite delicate issue, the crucial point being indeed the proof of the minimality of the period. As far as functional analytic methods are considered, the typical strategy is that of using variational techniques, by finding kT -periodic solutions as critical points of the associated action functional and then trying to gain information about their minimal period by level estimates and/or Morse index estimates (see [34, 54] and the references therein). Even if we do not exclude that this approach could be successful in our setting, we find more convenient to adopt a completely different method, still relying on the variational structure of the equation but using a celebrated result of Hamiltonian dynamical systems theory: the Poincaré-Birkhoff fixed point theorem. More precisely, we follow the strategy introduced in [20] (to which we also refer for a general bibliography on the subject of subharmonic solutions, as well as for a description of the Poincaré-Birkhoff theorem and its applications in the theory of ODEs) and later refined in [14, 18] , dealing with second order equations like u + h(t, u) = 0 and finding subharmonic solutions once a T -periodic solution u * (t) is available. Roughly, the solution u * (t) is required to have a non-trivial Morse index and, under suitable conditions on the behaviour of h(t, u) at infinity, for k large enough many kT -periodic solutions u k (t) are found, with a precise number of zeros for u k (t) − u * (t). Using this latter extra information (which intrinsically comes from the Poincaré-Birkhoff theorem) yields the minimality of the period for a large sub-family of the above kT -periodic solutions. As observed many times (compare again with the introduction in [20] ) such a technique, when applicable, gives much sharper results, compared with the ones obtained with the variational strategy.
In our situation, the "pivot" T -periodic solution to be chosen is the "small" T -periodic solution given by degree theory, say u s,λ (t). Then, apart from some technical difficulties arising from the presence of the nonlinear differential operator, the key point of the argument consists in proving that the principal eigenvalue µ 0 of the T -periodic Sturm-Liouville problem ϕ (u s,λ (t))w + µ + λa(t)g (u s,λ (t)) w = 0 is strictly negative when λ is large enough. This in turn can be proved (via an algebraic trick inspired by the one introduced in [23] and already used in [14] ) using in an essential way the asymptotic analysis for the solution u s,λ (t) as λ → +∞ developed in Section 4.
Referring for instance to the model equations (1.7) and (1.8), we have the following result (see Theorem 5.1 for a more general version dealing with equation (1.1)). The plan of the paper is the following. In Section 2 we introduce the abstract degree setting and we prove two semi-abstract lemmas for the computation of the degree. By taking advantage of these results, in Section 3 we state and prove our results for the existence of positive T -periodic solutions; a non-existence result is proposed too. Section 4 deals with the asymptotic properties of the T -periodic solutions when λ → +∞. In Section 5 we finally prove the existence of positive subharmonic solutions, via the Poincaré-Birkhoff fixed point theorem. The paper ends with three appendices: in Appendix A we provide some maximum principles for equations driven by general ϕ-laplacian operators, in Appendix B we present a continuation theorem for the planar system (1.9), in Appendix C we prove a dynamical characterization of the principal eigenvalue of Sturm-Liouville operators.
Basics facts, main assumptions and notation
We conclude this introductory section with a list of notation and hypotheses that will be assumed along the paper.
We use the standard notation C k , L p , W k,p (where k is a non-negative integer and 1 ≤ p ≤ ∞) for functions spaces, endowed with the usual norms; in all cases, a subscript T means that the corresponding functions are Tperiodic.
Using the definition in (1.2), equation (1.1) is written in a compact notation as
Let us recall that a : R → R is a T -periodic and locally integrable weight, and g : R + → R + is a continuous function. Accordingly, solutions to (E λ ) are meant in the Carathéodory sense, namely as continuously differentiable functions u(t) such that the map t → ϕ(u (t)) is locally absolutely continuous and the differential equation is satisfied almost everywhere. Actually, since ϕ −1 is smooth, using the chain rule for Sobolev functions (see, for instance, [22, Corollary 8.11] ) it is easy to see that u (t) is locally absolutely continuous, with
(1.10) In particular, a solution u(t) is of class C 2 whenever a(t) is a continuous function.
We now collect, for the reader's convenience, the main assumptions on a(t) and g(u) which will be used along the paper. Besides the already mentioned
we always assume the following technical condition on the nodal behavior of a(t):
+ m , closed and pairwise disjoint in the quotient space R/T Z, such that
Moreover, as for g(u) we assume one of the following conditions near zero
u p = c p , and one the following conditions at infinity
Some comments about the above conditions are in order. Hypotheses (g 0 ) and (g 0 ) are alternative assumptions for the behavior of g(u) near zero appearing in our existence result (see Theorem 3.1); they have already been used in [15, 29] . They both imply a superlinear behavior for g(u) as u → 0 + (that is, (1.3) is satisfied). However, while (g 0 ) requires g(u) to be continuously differentiable in a neighborhood of zero, such a regularity condition is dropped in (g 0 ), at the expenses of a condition of so-called regular oscillation (that is, the second condition in (g 0 )). It can be seen that, in fact, (g 0 ) and (g 0 ) are independent (see [29, Remark 3.3] , to which we also refer for the notion of regularly oscillating functions and its applications in different contexts). When dealing with subharmonic solutions, we will need the slightly stronger condition (g 0 ), that is, we require a power-like behavior (of sublinear type) near zero. It is easy to see that (g 0 ) implies (g 0 ); moreover, of course, (g 0 ) implies (g 0 ) when g(u) is continuously differentiable in a neighborhood of zero.
As for the behavior of g(u) at infinity, we assume either (g ∞ ) or (g ∞ ). These conditions could appear quite unrelated at first sight; however, they cover most of the functions having a power-like behavior (of either sublinear, linear or superlinear type). Indeed, (g ∞ ) simply requires a regularly oscillating behavior at infinity (and no growth assumptions at all; in particular, any function g(u) satisfying g(u) ∼ Ku δ for some K, δ > 0 satisfies (g ∞ )), while (g ∞ ) asks for the logarithmic derivative of g(u) to be infinitesimal at infinity, a condition which appears pretty natural. It can be seen, however, that they are independent, even when g(u) is of class C 1 : for instance, the function g(u) = 2u
It is worth observing that the model nonlinearities considered in equations (1.7) and (1.8) satisfy all the above assumptions.
In the sequel, it is convenient to extend the nonlinearity λa(t)g(u) appearing in (E λ ) to the whole real line, by setting
In this manner, by the weak maximum principle in Corollary A.1, any Tperiodic solution to the equation
is non-negative, thus solving (E λ ).
Abstract degree setting
In this section we introduce the abstract setting of the coincidence degree, in order to deal with the T -periodic problem associated with (E λ ). In what follows, we just assume a ∈ L 1 T and g ∈ C(R + ) with g(0) = 0. We proceed in the same spirit of [30] , by writing equation (1.12) as the equivalent first order system
In what follows, by a T -periodic solution to (2.1) we mean a vector function
) satisfying (2.1) for a.e. t ∈ [0, T ] and such that x i (0) = x i (T ). As is well known, any T -periodic solution to (2.1) according to the above definition can be extended to the whole real line to a locally absolutely continuous solution to (2.1) such that x(t + T ) = x(t) for all t ∈ R. 
2 ) endowed with the standard norms.
As is well known, L i is a Fredholm map of index zero, ker L i and coker L i are made up of constant functions and
We define the projectors
which clearly satisfies the boundary condition x i (0) = x i (T ). Next, as linear orientation-preserving isomorphism J i : coker L i → ker L i we take the identity map in R. Now we define the nonlinear operator N λ : X → Z as the Nemytskii operator induced by the functions ϕ −1 and −f λ , namely the operator N λ has the following components
where x = (x 1 , x 2 ) ∈ X and t ∈ [0, T ]. We observe that N λ is an L-completely continuous operator. Indeed, setting Q := (Q 1 , Q 2 ) and K := (K 1 , K 2 ), we have that N λ and K(Id Z − Q)N λ are continuous and QN λ (B) and K(Id Z − Q)N λ (B) are relatively compact sets, for each bounded set B ⊆ X.
With that position and setting
, system (2.1) can be written as a coincidence equation
Mawhin's coincidence degree theory, one can see that the coincidence equation is equivalent to the fixed point problem
We stress that, under the above assumptions, Φ λ is a completely continuous operator.
We can now give the definition of coincidence degree. Let Ω ⊆ X be an open (possibly unbounded) set such that the solution set 
we can define
(the definition is independent of the choice of V). From the main properties of the Leray-Schauder topological degree, one can derive the corresponding ones for the extension of the coincidence degree.
• Additivity. Let Ω 1 , Ω 2 be open and disjoint subsets of Ω such that
• Excision.
continuous homotopy such that
is a compact set and there exists an open neighborhood
For more details and proofs, we refer the reader to [15, 28, 35, 48, 49] and the references therein. In our applications, given an open set O ⊆ X and an L-completely continuous operator N , in order to prove that D L (L − N , O) is well-defined or equivalently that the set x ∈ O ∩ dom L : Lx = N x is compact in X, we proceed in this manner. We consider the set {x ∈ O ∩ dom L : Lx = N x} and we prove that it is bounded (and thus compact, by the L-complete continuity of N ) and disjoint from ∂O. When dealing with homotopies, the strategy is analogous.
We are now in a position to present two lemmas that allow us to compute the degree on open and unbounded sets of X of the form
where
is the open ball centered at zero and with radius d > 0.
The first one, relying on an extension of the classical Mawhin's continuation theorem illustrated in Appendix B, is a criteria for non-zero degree in
Lemma 2.1. Let a : R → R be a locally integrable T -periodic function satisfying (a # ), let g : R + → R + be a continuous function satisfying (g * ), and λ > 0. Let d > 0 and assume that the following property holds.
Proof. We study the equation
for ϑ ∈ ]0, 1], which can be equivalently written as the system
We are going to prove hypotheses (i) and (ii) of Theorem B.1. Let ϑ ∈ ]0, 1] and let S ϑ be the set of T -periodic solutions to (2.5) in Ω d . We notice that x = (x 1 , x 2 ) ∈ S ϑ if and only if x 1 (t) is a T -periodic solution of (2.4) such that x 1 ∞ ≤ d and x 2 (t) = ϕ(x 1 (t)) for all t ∈ [0, T ]. By the maximum principle in Corollary A.1, we find that x 1 (t) ≥ 0 for all t ∈ R and, indeed, x 1 (t) solves (2.3). Next, for all t ∈ [0, T ], it holds that
by choosing t 0 ∈ [0, T ] such that x 1 (t 0 ) = 0 and so x 2 (t 0 ) = ϕ(x 1 (t 0 )) = 0. As a consequence, for any ϑ ∈ ]0, 1],
Secondly, we analyse the validity of condition (ii) of Theorem B.1. We notice that the set
and hypothesis (a # ), we have that f
This concludes the proof.
The second lemma states a criteria for zero degree in Ω d (notice that, contrarily to Lemma 2.1, here (a # ) and (g * ) are not needed). (H 2 ) If α ≥ 0 and u(t) is a non-negative T -periodic solution to
for α ≥ 0, which can be equivalently written as the system
and as a coincidence equation in the space X
where V ∈ X is the function V (t) :
is well-defined for any α ≥ 0. To this aim, suppose that α ≥ 0 is fixed and consider the set
We have that x = (x 1 , x 2 ) ∈ S α if and only if x 1 (t) is a T -periodic solution of (2.7) such that x 1 ∞ ≤ d and x 2 (t) = ϕ(x 1 (t)) for all t ∈ [0, T ]. By the maximum principle in Corollary A.1, we find that x 1 (t) ≥ 0 for all t ∈ R and, indeed, x 1 (t) solves (2.6). Next, for all t ∈ [0, T ], it holds that
by choosing t 0 ∈ [0, T ] such that x 1 (t 0 ) = 0 and so x 2 (t 0 ) = ϕ(x 1 (t 0 )) = 0. As a consequence, S α is bounded and so the complete continuity of the operator Φ λ ensures the compactness of S α . Moreover, via condition (H 2 ), we deduce that S α ⊆ Ω d . In this manner we have proved that the coincidence degree
Now, using α as a homotopy parameter, by repeating the same argument as above, we find that the set
is a compact subset of Ω d . Hence, by the homotopic invariance property of the coincidence degree and condition (H 3 ), we have that
Remark 2.1. It is worth noticing that the discussion in this section (in particular, Lemma 2.1 and Lemma 2.2) still holds true when ϕ : I → R is an increasing homeomorphism defined on an open interval I ⊆ R containing 0, with ϕ(0) = 0.
T -periodic solutions: existence and non-existence
In this section we state and prove our existence/non-existence results for positive T -periodic solutions to (E λ ). In particular, as already described in the introduction, we are going to provide a two-solution theorem, giving a "small" solution and a "large" one for λ sufficiently large, and a non-existence result for λ sufficiently small. Theorem 3.1. Let a : R → R be a locally integrable T -periodic function satisfying (a # ) and (a * ). Let g : R + → R + be a continuous function satisfying (g * ). Moreover, suppose that either (g 0 ) or (g 0 ) holds, and either (g ∞ ) or (g ∞ ) holds. Then, there exists λ * > 0 such that for every λ > λ * there exist at least two positive T -periodic solutions to (E λ ).
More precisely, there exist ρ * > 0 and λ * > 0 such that for every λ > λ * there exist two positive T -periodic solutions u s (t) and u (t) to (E λ ) such that u s ∞ < ρ * < u ∞ .
Theorem 3.2. Let a : R → R be a locally integrable T -periodic function satisfying (a # ) and (a * ). Let g : R + → R + be a continuously differentiable function satisfying (g * ) and
Then, there exists λ * > 0 such that for every λ ∈ ]0, λ * [ there are no positive T -periodic solutions to (E λ ).
It is easy to check that Theorem 1.1 of the introduction can be deduced as a corollary of Theorem 3.1 and Theorem 3.2.
Variants of Theorem 3.1, guaranteeing either the existence of a "small" solution or the existence of a "large" solution, can be given. Precisely, the following results hold true. Theorem 3.3. Let a : R → R be a locally integrable T -periodic function satisfying (a # ) and (a * ). Let g : R + → R + be a continuous function satisfying (g * ). Moreover, suppose that either (g 0 ) or (g 0 ) holds. Then, there exists λ * > 0 such that for every λ > λ * there exists at least a positive T -periodic solution to (E λ ).
More precisely, there exist ρ * > 0 and λ * > 0 such that for every λ > λ * there exists a positive T -periodic solution u s (t) to (E λ ) such that u s ∞ < ρ * .
Theorem 3.4. Let a : R → R be a locally integrable T -periodic function satisfying (a # ) and (a * ). Let g : R + → R + be a continuous function satisfying (g * ) and
Moreover, suppose that either (g ∞ ) or (g ∞ ) holds. Then, there exists λ * > 0 such that for every λ > λ * there exists at least a positive T -periodic solution to (E λ ).
More precisely, there exist ρ * > 0 and λ * > 0 such that for every λ > λ * there exists a positive T -periodic solution u (t) to (E λ ) such that u ∞ > ρ * .
We stress that in Theorem 3.3 no assumptions for g(u) at infinity are required (actually, by a careful reading of the proof, one can see that g(u) could be defined only on a right neighborhood of zero). On the other hand, in Theorem 3.4 the ratio g(u)/u is assumed to be bounded for u near 0: this is required to guarantee the positivity of the solution, via a strong maximum principle (cf. Theorem A.2). If such a condition is dropped, only a non-trivial non-negative T -periodic solution can be found.
The rest of the section is divided into two subsections. In the first one, Section 3.1, we state and prove the technical lemmas needed for the application of the abstract degree lemmas of Section 2. From these results the proofs of Theorem 3.1, Theorem 3.3 and Theorem 3.4 easily follow and are given in Section 3.2, together with the proof of Theorem 3.2.
Technical lemmas
This section is devoted to some technical lemmas. Notice that each of them is given under the minimal set of assumptions for a(t) and g(u).
The first lemma will be used for fixing the constants ρ * and λ * appearing in the statement of Theorem 3.1 and for the computation of the topological degree in Ω ρ * via Lemma 2.2.
Lemma 3.1. Let a : R → R be a locally integrable T -periodic function satisfying (a * ). Let g : R + → R + be a continuous function satisfying (g * ). There exist ρ * > 0 and λ * > 0 such that, for every λ > λ * , α ≥ 0 and i ∈ {1, . . . , m}, there are no non-negative solutions u(t) to
with u(t) defined for all t ∈ I + i and such that max t∈I
Proof. Let us fix ρ * > 0 such that
where we have set I
and, accordingly, let us define
Let λ > λ * , α ≥ 0 and i ∈ {1, . . . , m}. We suppose by contradiction that there exists a non-negative solution u(t) to (3.1), defined on I + i and such that max t∈I
We first observe that, since u(t) is concave on I + i , we have the estimate (cf. [16, p. 807 
and, consequently,
Moreover, we claim that
To prove this, let us fix t ∈ [σ i + 2ρ
The result is trivially true if u (t) = 0. If u (t) > 0, again by the concavity of u(t), we obtain
In the case u (t) < 0, the argument is analogous and therefore (3.2) follows. In particular, since u(t) ≤ ρ * we immediately deduce
Integrating equation (3.1) on [σ i + 2ρ * , τ i − 2ρ * ] and using the fact that ϕ is odd, we thus obtain
contradicting the fact that λ > λ * .
Remark 3.1. Using the same argument in the proof of Lemma 3.1, one can show the following: if u(t) is a non-negative solution to (E λ ) such that, for some i ∈ {1, . . . , m},
then the following inequality
holds. The above formula will have a crucial role in the proofs of Theorem 4.1 and Theorem 4.2.
All the four forthcoming lemmas deal with (non-negative) T -periodic solutions to
and they will be used for the computation of the topological degree via Lemma 2.1. In particular, the first two look at assumptions (g 0 ) and (g ∞ ), respectively.
Lemma 3.2. Let a : R → R be a locally integrable T -periodic function satisfying (a # ). Let g : R + → R + be a continuous function satisfying (g * ) and (g 0 ). Let λ > 0. There exists r 0 > 0 such that, for every ϑ ∈ ]0, 1], every non-negative T -periodic solution u(t) to (3.3) with u ∞ ≤ r 0 is such that u ≡ 0.
Proof. By contradiction, we assume that there exists a sequence (u n (t)) n of non-negative T -periodic solutions to (3.3) for ϑ = ϑ n satisfying 0 < u n ∞ → 0. Letting t * n ∈ [0, T ] be such that u n (t * n ) = u n ∞ =: r n , we define
and observe that v n (t) is a non-negative T -periodic solution to
where q(u) := g(u)/u for u > 0 and q(0) := 0. Multiplying the above equation by v n and integrating by parts on [0, T ], we obtain
Therefore, using the first condition in (g 0 ) and recalling that v n ∞ ≤ 1, we obtain
Integrating now the equation for u n on [0, T ], we obtain
and hence, dividing by g(r n ) > 0,
Using the second condition in (g 0 ) and recalling that v n (t) → 1 uniformly, we find that the right-hand side of the above inequality tends to zero, a contradiction.
Lemma 3.3. Let a : R → R be a locally integrable T -periodic function satisfying (a # ). Let g : R + → R + be a continuous function satisfying (g * ) and (g ∞ ). There exists R 0 > 0 such that, for every λ > 0 and for every ϑ ∈ ]0, 1], every non-negative T -periodic solution u(t) to (3.3) satisfies u ∞ < R 0 .
Proof. By contradiction, we assume that there exists a sequence (u n (t)) n of non-negative T -periodic solutions to (3.3) for ϑ = ϑ n and λ = λ n satisfying
Since u n ∞ ≤ 1, we easily find v n ∞ → 0 and, consequently,
Integrating the equation for u n and dividing by g(R n ) > 0, we thus obtain
Using (g ∞ ), a contradiction easily follows.
The last two lemmas give the same conclusions of Lemma 3.2 and Lemma 3.3, under the alternative assumptions at zero and at infinity (g 0 ) and (g ∞ ), respectively. The common strategy for their proofs is based on the following change of variable
One can easily check that if u(t) is a T -periodic positive solution to (3.3), where g(u) is continuously differentiable on the range of u(t), then z(t) is a T -periodic solution to the first order equation
Such an equation can be written either as
or as
Precisely, equation (3.5) will be used in Lemma 3.4 while equation (3.6) will be used in Lemma 3.5. For further convenience, we also observe that z(t) vanishes at least once on [0, T ] (actually, at least twice), due to the T -periodicity of u(t).
Lemma 3.4. Let a : R → R be a locally integrable T -periodic function satisfying (a # ). Let g : R + → R + be a continuous function satisfying (g * ) and (g 0 ). Let λ > 0. There exists r 0 > 0 such that, for every ϑ ∈ ]0, 1], every non-negative T -periodic solution u(t) to (3.3) with u ∞ ≤ r 0 is such that u ≡ 0.
. By contradiction, we assume that there exists a sequence (u n (t)) n of non-negative T -periodic solutions to (3.3) for ϑ = ϑ n satisfying 0 < u n ∞ → 0. We perform the change of variable as in (3.4) and we claim that z n ∞ ≤ M. We suppose by contradiction that this is not true. Then, recalling the fact that z n (t) vanishes at some pointt n ∈ [0, T ], we can find a maximal interval J n ⊆ [0, T ] either of the form [t n ,t n ] or of the form [t n ,t n ], such that |z n (t)| ≤ M for all t ∈ J n and |z n (t)| > M for some t / ∈ J n . By the maximality of the interval J n , we also know that |z n (t n )| = M . Then, integrating on J n and using equation (3.5), we obtain
Using (g 0 ) and passing to the limit we thus obtain M ≤ a L 1
T
, contradicting the choice of M . Now, we integrate (3.5) in [0, T ] in order to obtain
and a contradiction is reached using again (g 0 ).
Lemma 3.5. Let a : R → R be a locally integrable T -periodic function satisfying (a # ). Let g : R + → R + be a continuous function satisfying (g * ) and (g ∞
Proof. By contradiction, we assume that there exists a sequence (u n (t)) n of non-negative T -periodic solutions to (3.3) for ϑ = ϑ n and λ = λ n satisfying u n ∞ → +∞. Since u n ∞ < 1 it follows that u n (t) → +∞ uniformly in t, so that
by assumption (g ∞ ).
We perform the change of variable as in (3.4) and we claim that the sequence ( z n ∞ ) n is bounded. Indeed, recalling that z n (t) vanishes at least once and using equation (3.6), we obtain
Using (3.7), the claim easily follows. Now, we integrate (3.6) in [0, T ] in order to obtain
and a contradiction is reached using again (3.7).
Proofs
In this section we give the proofs of our non-existence/existence theorems.
Proof of Theorem 3.1. We first apply Lemma 3.1 so as to find the constants ρ * > 0 and λ * > 0, and fix λ > λ * . We claim that Lemma 2.2 applies to the set Ω ρ * (see the definition in (2.2)) taking as v(t) the indicator function 1 i I + i (t) of the set i I + i . To verify that assumption (H 2 ) holds true, we first observe that, since v(t) = 0 for any t ∈ (R/T Z) \ i I + i , any non-negative T -periodic solution u(t) to (2.6) is convex therein; therefore, its maximum is attained on i I + i . Then, (H 2 ) plainly follows from Lemma 3.1. As for assumption (H 3 ), we integrate equation (2.6) on [0, T ] and pass to the absolute value in order to obtain
whence a contradiction follows for α sufficiently large. From Lemma 2.2 we thus obtain
Next, we use either Lemma 3.2 or Lemma 3.4 (depending on whether (g 0 ) or (g 0 ) is satisfied) as well as either Lemma 3.3 or Lemma 3.5 (depending on whether (g ∞ ) or (g ∞ ) is satisfied) so as to find r 0 ∈ ]0, ρ * [ and R 0 > ρ * such that the corresponding conclusions hold true. Then, Lemma 2.1 applies both to Ω r0 and to Ω R0 (indeed, (H 1 ) is trivially satisfied) yielding
By the additivity property of the coincidence degree, we obtain that
and
(3.9) As a consequence, we get the existence of a T -periodic solution x s (t) = (x s,1 (t), x s,2 (t)) to (2.1) in Ω ρ * \ Ω r0 as well as the existence of a T -periodic solution x (t) = (x ,1 (t), x ,2 (t)) to (2.1) in Ω R0 \ Ω ρ * . Then, u s (t) := x s,1 (t) and u (t) := x ,1 (t) are T -periodic solutions to (1.12) and satisfy
By the maximum principles in Corollary A.1 and Theorem A.2, they are actually positive T -periodic solutions to (E λ ) and the proof is concluded.
Proof of Theorem 3.2. As a preliminary step, we define a continuous function α :
, with α(u) = 2 for u ∈ [0, 1] and α(u) = 2 − η for u ∈ [2, +∞[. Due to the fact that g (u) is continuously differentiable on R + together with assumption (g ∞ ), we have
(3.10)
Arguing by contradiction, we now assume that there exists a sequence of positive T -periodic solutions u n (t) to (E λ ) with λ = λ n → 0 + . Using the change of variable (3.4) (notice that ϑ = 1) we thus obtain the equation
and passing to the absolute value, for any t ∈ [0, T ], we deduce that
g(u n (t)) 2−α(un(t)) |z n (t)| α(un(t)) .
(3.11) Similarly as in the proof of Lemma 3.4, we claim that
where M > a L 1 T + 1. By contradiction, suppose that this is not true. Using the fact that z n (t n ) = 0 for some pointt n ∈ [0, T ], we find a maximal interval J n ⊆ [0, T ] either of the form [t n ,t n ] or of the form [t n ,t n ], such that |z n (t)| ≤ M for all t ∈ J n and |z n (t)| > M for some t / ∈ J n . By the maximality of the interval J n , we also know that |z n (t n )| = M . Then, integrating on J n and using (3.10) and (3.11), we obtain
Since λ n < 1 for n large and M > 1, we finally obtain
a contradiction with the choice of M , for n large enough. Now, we integrate (3.5) in [0, T ] in order to obtain, arguing as above,
and a contradiction is reached as n → ∞.
Proof of Theorem 3.3 and Theorem 3.4. We use the very same arguments as in the proof of Theorem 3.1 to prove that the degree formula (3.8) holds true under the assumptions of Theorem 3.3 and that (3.9) holds true under the assumptions of Theorem 3.4. This gives rise to a positive T -periodic solution u s (t) with r 0 < u s ∞ < ρ * in the former case and to a non-negative Tperiodic solution u (t) with ρ * < u ∞ < R 0 in the latter one; in this case we further use the boundedness of g(u)/u for u near zero to apply the strong maximum principle in Theorem A.2. where ϕ : I → R is an increasing homeomorphism defined on a bounded interval I ⊆ R containing the origin, with ϕ(0) = 0 and
Indeed, a careful check of the proofs shows that:
• the abstract degree theoretical setting is still suitable (see Remark 2.1) and Lemma 3.1 can be proved: for all this, condition (3.12) does not play a role and, actually, even the boundedness of I is not necessary; • Lemma 3.3 and Lemma 3.5 can be established in the very same way, using the fact that I is bounded; • Lemma 3.2 and Lemma 3.4 can be proved with minor modifications of the arguments, using in an essential way condition (3.12).
Then, the conclusions of Theorem 3.1, Theorem 3.3 and Theorem 3.4 follow by observing that the maximum principles in Appendix A are valid in this setting (as for the strong maximum principle, one has to use once more condition (3.12) for verifying both (ϕ * ) and (ii) of Theorem A.2). Theorem 3.2 can also be established with minor changes in the proof.
Asymptotic analysis for λ → +∞
In this section we study the asymptotic behaviour of both "small" and "large" T -periodic solutions to (E λ ) when λ → +∞. In what follows, assumption (a * ) is going to play a crucial role and, to simplify the notation, for i = 1, . . . , m, we set I
We first state and prove a result about the convergence (to zero) of "small" T -periodic solutions.
Theorem 4.1. Under the assumptions of Theorem 3.3, let {u s,λ (t)} λ>λ * be a family of positive T -periodic solutions to (E λ ) with u s,λ ∞ < ρ * . Then, for every p ∈ [1, +∞[, it holds
In particular, u s,λ (t) converges to zero uniformly in t, as λ → +∞.
Proof. We first observe that the theorem is proved if we show that any sequence λ n → +∞ admits a subsequence λ n k → +∞ such that the corresponding sequence (u s,λn k (t)) k goes to 0 in W 1,p T . Hence, let us take a sequence λ n → +∞ and set u n (t) := u s,λn (t). Since u n ∞ < ρ * and u n ∞ < 1, we obtain that u n W , namely u n → u ∞ uniformly and
We claim that the sequence ρ n := u n ∞ goes to zero, implying, by uniform convergence, u ∞ ≡ 0. By contradiction, suppose that there exists ρ * > 0 such that
By the convexity of u n (t) on i I − i , there exists i n ∈ {1, . . . , m} such that ρ n = max t∈I + in u n (t). By Remark 3.1 with c 1 = ρ n and c 2 = ρ * , we obtain
Using (4.2), a contradiction is then obtained for n large enough. We finally claim that
implying that u n → 0 in the strong topology of W
1,p
T and thus concluding the proof. Let us first observe that, since u n ∞ < 1, it is sufficient to prove that T 0 |u n (t)| dt → 0; precisely, we are going to prove that for any i ∈ {1, . . . , m} and ∈ {+, −}, it holds that
After passing to a subsequence, two cases may occur: either u n (t) has constant sign on I i for any n, or u n (t) is sign-changing on I i for any n. In the first case, the conclusion is immediate, choosing ψ in (4.1) to be the indicator function 1 I i of the interval I i . In the second case, by a convexity argument we observe that there existst n ∈ I i such that u n (t) sign(t −t n ) has constant sign on I i . Setting I i = [t 1 , t 2 ], we have
We are going to show that both the integrals in the right-hand side go to zero. Up to a subsequence, we assume thatt n →t ∈ I i , so that
The first integral in the right-hand side goes to zero via the dominated convergence theorem, and the second one goes to zero using again (4.1). One can proceed in a similar manner for the remaining term. The proof is thus completed.
We notice that the case p = ∞ (corresponding to C 1 T -convergence) is not considered in Theorem 4.1. We manage to obtain this stronger conclusion, which will be essential in the argument leading to the existence of subharmonic solutions (see the proof of Lemma 5.1), under an additional assumption on the behavior of g(u) near zero. Proof. We first show that
where p > 1 is given by (g 0 ). By contradiction, let us assume that, for a sequence λ n → +∞ and setting u n (t) := u s,λn (t), it holds that
Then, for n large enough,
Letting i n ∈ {1, . . . , m} be such that max t∈I + in u n (t) = u n ∞ and using Remark 3.1 with c 1 = (λ n ) − 1 p and c 2 = u n ∞ , we obtain
Using the fact that g(u) is non-decreasing in a right neighborhood of zero, we find
and, finally,
Since u n ∞ → 0 by Theorem 4.1, the right-hand side tends to zero, contradicting assumption (g 0 ). Now, recalling the expression for u s,λ (t) given by (1.10) and using again (g 0 ) together with (4.4), for λ large enough and for a.e. t ∈ R we obtain
On one hand, this immediately gives (4.3); on the other hand, it implies the equicontinuity of the family {u s,λ (t)} λ>λ * . Since u s,λ ∞ < 1, Ascoli-Arzelà theorem can be applied, finally giving u s,λ → 0 in C 1 T , as λ → +∞. The next result provides the convergence of "large" T -periodic solutions to (E λ ) (see Figure 3 for a graphical example). Theorem 4.3. Under the assumptions of Theorem 3.4 and assuming further that a(t) ≡ 0 in any interval of R, let {u ,λ (t)} λ>λ * be a family of positive T -periodic solutions to (E λ ) with u ,λ ∞ > ρ * . Then, there exists a (not identically zero) Lipschitz continuous and T -periodic function u ∞ (t), with u ∞ (t) ∈ {−1, 0, 1}, for a.e. t ∈ R, such that, up to subsequences, u ,λ → u ∞ in the strong topology of W Proof. We first observe that, from Lemma 3.3 or Lemma 3.5, it holds that u ,λ ∞ < R 0 , for all λ > λ * .
We can thus argue exactly as in the proof of Theorem 4.1 to infer (via the Banach-Alaoglu theorem) that, for a subsequences λ n → +∞, u n (t) := u ,λn (t) converges to a Lipschitz continuous and T -periodic function u ∞ (t)
in the weak * topology of W
1,∞ T
. Notice that u n (t) ≡ 0, since u n → u ∞ uniformly and u n ∞ > ρ * for every n. The rest of the proof consists in defining a suitable T -periodic function v ∞ (t), with v ∞ (t) ∈ {−1, 0, 1} for almost every t ∈ R, such that, for any p ∈ [1, +∞[,
This implies, by the uniqueness of the limit, that v ∞ (t) = u ∞ (t) for a.e. t and u n → u ∞ in the strong topology of W
1,p
T , thus concluding the proof. Actually, we are going to define the function v ∞ (t) separately in each I i , where i ∈ {1, . . . , m} and ∈ {+, −}, and then prove that
We begin with the case = +. As a preliminary observation, we notice that, by uniform convergence, u ∞ (t) is concave on I + i . Therefore, one and only one of the following situations occurs: either u ∞ (t) ≡ 0 on I + i , or u ∞ (t) = 0 for all t ∈ ]σ i , τ i [. In the first case, the arguments used in the proof of Theorem 4.1 yield to
so that (4.5) follows with the position v ∞ (t) := 0 for t ∈ ]σ i , τ i [. To treat the other case, let us further distinguish two situations (up to subsequences, they are the only possible ones).
• u n (t) has constant sign on I + i , for any n. Let us first suppose that u n (t) ≥ 0; then, for all t ∈ ]σ i , τ i [, it holds that
Since u ∞ (t) = 0 for every t ∈ ]σ i , τ i [, the right-hand side goes to −∞. Then ϕ(u n (t)) → +∞ and thus u n (t) → 1. By the dominated convergence theorem, we deduce that
so that (4.5) holds true with the position v ∞ (t) :
we proceed in a similar manner, showing that u n (t) → −1, so that (4.5) holds true with v ∞ (t) := −1.
• u n (t) is sign-changing on I + i , for any n. Then, by the concavity of u n (t) on I + i , there existst n ∈ ]σ i , τ i [ such that u n (t) ≥ 0 on [σ i ,t n ] and u n (t) ≤ 0 on ]t n , τ i ]; moreover, up to a subsequence,t n →t ∈ I + i . For all t ∈ [σ i ,t[, taking n so large that t <t n and using the fact that u n (t n ) = 0, it holds that
Then, since u ∞ (t) = 0 for all t ∈ ]σ i , τ i [, we deduce u n (t) → 1. Similarly, one can obtain that for all t ∈ ]t, τ i [ it holds that u n (t) → −1. Then, defining
we obtain that (4.5) is fulfilled, by the dominated convergence theorem.
We now deal with the case = −. By uniform convergence u ∞ (t) is convex on I − i ; therefore, one and only one of the following situations occurs:
In the case u ∞ (t) = 0 for all t ∈ ]τ i , σ i+1 [, we argue similarly as in the case = +, by distinguish two situations (we give some details, since they are slightly different with respect to the previous case).
• u n (t) has constant sign on I − i , for any n. Assuming, for instance, that
Since u ∞ (t) = 0 for every t ∈ ]τ i , σ i+1 [, the right-hand side goes to +∞. Then ϕ(u n (t)) → +∞ and thus u n (t) → 1. Arguing similarly if u n (t) ≤ 0 and using once again the dominated convergence theorem, we finally find that (4.5) holds true with v ∞ (t) := 1 for t ∈ ]τ i , σ i+1 [ in the former case and v ∞ (t) := −1 in the latter one.
• u n (t) is sign-changing on I − i , for any n. Then, by the convexity of u n (t) on I − i , there existst n ∈ ]τ i , σ i+1 [ such that u n (t) ≤ 0 on [τ i ,t n ] and u n (t) ≥ 0 on [t n , σ i+1 ]; moreover, up to a subsequence,t n →t ∈ I − i . For all t ∈ ]τ i ,t[, taking n so large that t <t n and using the fact that u n (t n ) = 0, it holds that
and thus u n (t) → −1. Similarly, one can obtain that for all t ∈ ]t, σ i+1 [ it holds that u n (t) → 1. The conclusion then follows as in the case = +, 
Remark 4.1. As a by-product of the proof of Lemma 4.3, u ∞ (t) can vanish on a non-degenerate interval only if u ∞ ≡ 0 on that interval. This is a consequence of the assumption that a(t) is not identically zero on any interval of the real line: if such a condition is dropped, intervals on which u ∞ (t) is a non-zero constant may appear (see Figure 4 for a numerical example). Figure 3 . Graphs of the "large" 2π-periodic solution u ,λ (t) to (E λ ) with g(u) = u 3 , a(t) = cos(t − π/4) − √ 2/2 and λ ∈ {1.2, 1.5, 2, 3, 5, 10, 25, 50, 100, 10 3 , 10 5 }.
We do not know if Lemma 4.3 holds true under the more general assumption (a * ). A careful inspection of the proof shows that the W
T -convergence to a non-zero Lipschitz profile u ∞ (t) is still guaranteed and that such a profile is a piecewise affine function. However, it seems delicate to prove that the derivative must be equal to −1, 0, 1 on intervals on which the weight function a(t) vanishes. Probably, this would require a sharper analysis of the behavior of the solutions and, possibly, some ad hoc assumptions on the behavior of a(t) "near the zeros".
Subharmonic solutions
In this section, we present our result for positive subharmonic solutions to equation (E λ ).
Before giving the statement, let us make the notion of subharmonic solutions precise. We say that a solution u(t) to (E λ ), defined on the whole real line, is a subharmonic solutions of order k (with k ≥ 2 an integer number) if u(t) is kT -periodic, but not lT -periodic for any integer l = 1, . . . , k − 1, that is, kT is the minimal period of u(t) in the class of the integer multiples of T . If T is the minimal period of a(t) and u(t) is a positive subharmonic solution of order k, by writing the equation as λa(t) = −(ϕ(u (t))) /g(u(t)), it is easy to see that the minimal period of u(t) is actually kT . Let us also observe that if u(t) is a subharmonic solution of order k to (E λ ), then the k − 1 functions u(· + lT ), for l = 1, . . . , k − 1, are subharmonic solutions of order k, as well; these solutions, though distinct, are considered equivalent from the point of view of the counting of subharmonics. Accordingly, given u 1 (t), u 2 (t) subharmonic solutions of order k to (E λ ), we say that u 1 (t) and Figure 4 . Graphs of the "large" T -periodic solution u ,λ (t)
and a(t) = −2 on [3, 10] , and λ ∈ {0.6, 0.8, 1, 2, 5, 10, 50, 100, 500, 1000, 10 6 }.
u 2 (t) are not in the same periodicity class if u 1 (·) = u 2 (· + lT ) for any integer l = 1, . . . , k − 1.
With this in mind, the following result holds true. Notice that we require a ∈ L ∞ T , together with extra conditions on the behavior of g(u) near zero, while no assumptions for g(u) at infinity are imposed.
Theorem 5.1. Let a : R → R be a locally bounded T -periodic function satisfying (a # ) and (a * ). Let g : R + → R + be a twice continuously differentiable function satisfying (g * ) and g (u) > 0 for all u ∈ ]0, ε[, for some ε > 0; moreover, assume that (g 0 ) is fulfilled and that
Then, there exists Λ * ≥ λ * such that for every λ > Λ * equation (E λ ) possesses positive subharmonic solutions of order k for every integer k large enough.
More precisely, there exists Λ * ≥ λ * such that for every family {u s,λ (t)} λ>λ * of positive T -periodic solutions to (E λ ) with u s,λ ∞ < ρ * as in Theorem 3.3 and for every λ > Λ * the following holds true: there exist an integer k * ≥ 1 and a sequence of integers (m k ) k≥k * with m k → +∞ such that for every integer k ≥ k * and for every integer j relatively prime with k and such that 1 ≤ j ≤ m k , equation (E λ ) has two positive subharmonic solutions u (i) s,λ,k,j (t) (i = 1, 2) of order k (not belonging to the same periodicity class) such that u (i) s,λ,k,j (t) − u s,λ (t) has exactly 2j zeros in the interval [0, kT [. Remark 5.1. We notice that, if g(u) is twice continuously differentiable and (g 0 ) is satisfied, then g (0) = 0. Therefore, under the assumptions of Theorem 5.1, condition (g 0 ) is satisfied and Theorem 3.3 can be applied.
As already mentioned in the introduction, the proof of Theorem 5.1 relies on the Poincaré-Birkhoff fixed point theorem, on the lines of [14, 20] . Before giving the proof, we need the following crucial lemma.
Lemma 5.1. Under the assumptions of Theorem 5.1, there exists Λ * ≥ λ * such that for every family {u s,λ (t)} λ>λ * of positive T -periodic solutions to (E λ ) with u s,λ ∞ < ρ * and for every λ > Λ * the principal eigenvalue µ 0 of the linear problem
is strictly negative (see Appendix C for the definition of µ 0 ; notice that the definition is well-posed since ϕ (ξ) ≥ 1 for any ξ).
Proof. First, we are going to establish a preliminary integral relationship. Let µ 0 be the principal eigenvalue of the T -periodic problem for (5.1) and let w λ (t) be an associated positive T -periodic solution. Without loss of generality, we also assume that w λ ∞ = 1. By multiplying equation (E λ ) by g (u s,λ )w λ and equation (5.1) (for µ = µ 0 ) by g(u s,λ ), we obtain
where, above and from now on, we omit the dependence on t in all the considered functions. Subtracting the first equation from the second one and integrating on [0, T ], we obtain
Integrating by parts, we write the right-hand side as
Integrating again by parts, we write the second integral in the right-hand side of the above equality as
Using the explicit expression of ϕ, simple computations finally lead to
We are now in a position to conclude. By contradiction, assume that there exist a sequence λ n → +∞ and a sequence u n (t) := u s,λn (t) of positive T -periodic solutions to (E λ ) with u n ∞ < ρ * such that the principal eigenvalue µ 0,n is non-negative. Let us also denote by w n (t) := w λn (t) a corresponding positive eigenfunction with w n ∞ = 1. Since g (0) = 0 and g (u) > 0 for u ∈ ]0, ε], the function g(u) is strictly increasing on [0, ε]; accordingly, Theorem 4.2 can be applied yielding u n → 0 in C 1 T and |u n (t)| ≤ C a ∞ for a.e. t ∈ R and n large enough. Using the fact that g (u)/g (u) → 0 for u → 0 + , we thus have, for every t ∈ R and n large enough,
so that, for a.e. t ∈ R and n large enough,
g (u n (t))w n (t).
Recalling the integral relationship obtained in the first part of the proof, we thus find
Remark 5.2. From a variational viewpoint, Lemma 5.1 implies that any "small" solution u s,λ (t), when regarded as a critical point of the action functional
is not a local minimum for λ > Λ * (here, X := {u ∈ W 1,∞ T : u ∞ < 1} and G(u) := u 0 g(s + ) ds). Indeed, it is easy to see that, if w(t) is a positive T -periodic solution to (5.1) with µ = µ 0 < 0, then d 2 J (u s,λ )[w, w] < 0. The variational characterization of "large" solutions, on the contrary, seems to be a delicate and challenging problem.
We are now in a position to give the proof of Theorem 5.1.
Proof of Theorem 5.1. We split the proof in some steps.
Definition of the Poincaré map. Let us consider the planar system (2.1) and observe that, given any integer k ≥ 1, any kT -periodic solution (x 1 (t), x 2 (t)) gives rise to a positive T -periodic solution u(t) := x 1 (t) to (E λ ), by the maximum principles in Appendix A (just replacing T with kT ). We also highlight that system (2.1) has Hamiltonian structure, namely
f λ (t, s) ds, with f λ (t, u) given by (1.11).
We claim that, for any t 0 ∈ R and any (x 0,1 , x 0,2 ) ∈ R 2 , the solution x(·; t 0 , (x 0,1 , x 0,2 )) of the Cauchy problem associated with (2.1) and with initial condition (x 1 (t 0 ), x 2 (t 0 )) = (x 0,1 , x 0,2 ) is unique and globally defined on the whole real line. Indeed, the uniqueness directly comes from the local Lipschitz continuity of the right-hand side of (2.1). As for the global continuability, we observe that, due to |x 1 (t)| < 1, the estimates
hold true for any t in the maximal interval of definition of (x 1 (t), x 2 (t)), which therefore cannot explode in finite time.
As a consequence, for any integer k ≥ 1 the Poincaré map
can be defined. The standard theory of initial value problems ensures that such a map is a global homeomorphism; moreover, by the Hamiltonian structure of system (2.1), Φ k is an area-preserving map. We also observe that the T -periodic solution u s,λ (t) to (E λ ) gives rise to a fixed point (x 1 ,x 2 ) := (u s,λ (0), ϕ(u s,λ (0)) of the map Φ k . For a more direct application of the Poincaré-Birkhoff fixed point theorem, we find convenient to move such a fixed point to the origin via a linear change of variable. Namely, we deal with the area-preserving homeomorphism
which in turn can be meant as the Poincaré operator (at time kT ) of the system
arising from (2.1) after the change of variable
We notice that (0, 0) is now a solution of the (Hamiltonian) system (5.2); as a consequence, any non-trivial solution (y 1 (t), y 2 (t)) satisfies (y 1 (t), y 2 (t)) = 0 for every t ∈ R and thus has an associated winding number around the origin. As shown in [13, 46] , via the Poincaré-Birkhoff theorem, in this setting kT -periodic solutions can be provided whenever a suitable twist condition between the winding numbers of solutions to (5.2) departing from a small and a large circle centered at the origin is satisfied. Proof of the twist condition. We pass to (clockwise) polar coordinates (y 1 (t), y 2 (t)) = (t)(cos θ(t), − sin θ(t)), (t) > 0, and we claim that (i) there exist an integer k * ≥ 1 and a sequence of integers (m k ) k≥k * with m k → +∞ such that for any integer k ≥ k * there exists a number * > 0 such that any solution to (5.2) with (0) = * satisfies θ(kT ) − θ(0) > 2m k π;
(ii) for every integer k ≥ k * there exists a number * > 0 such that every solution to (5.2) with (0) = * satisfies
To prove (i), we first recall that from [46, Lemma 3] 1 it is enough to show that the same property holds for the solutions of the (linear) system obtained by linearizing (5.2) around the constant solution (0, 0), that is,
Now, we observe that this system corresponds to the linear Sturm-Liouville equation (ϕ (u s,λ (t))w ) + λa(t)g (u s,λ (t))w = 0. By Lemma 5.1, the principal eigenvalue associated with the above equation is strictly negative and the thesis thus follows from Corollary A.1 in Appendix A.
To prove (ii), we first observe that, due to the global continuability of the solutions to (5.2), for any k ≥ k * there exists * > 0 such that any solution to (5.2) with (0) = * satisfies
(see the "elastic property" in [13, p. 88] ). Assuming by contradiction that (5.3) is violated, we deduce the existence of t 1 , t 2 ∈ [0, kT ] such that
Then, from (5.4) we obtain (t i ) = |y 1 (t i )| ≥ kT , for i = 1, 2, so that
However, since from the first equation in (5.2) we have |y 1 (t)| < 2 for any t, we find
and a contradiction is reached. Conclusion. From the Poincaré-Birkhoff theorem (in the generalized version for non-invariant annuli, see [13, 20, 32, 33, 46] and the references therein for a detailed description of this technique), it follows that, for any k ≥ k * and any 1 ≤ j ≤ m k , there exist two kT -periodic solutions (y
2,λ,k,j (t)) to (5.2) (i = 1, 2), not belonging to the same periodicity class and such that the corresponding angular coordinate satisfies
On one hand, this easily implies that, when j and k are relatively prime, these solutions cannot be lT -periodic for any l = 1, . . . , k − 1. On the other hand, since the angular coordinate θ(t) is strictly increasing at any t 0 such that θ(t 0 ) ∈ 
Appendix A. Maximum principles
This appendix is devoted to maximum principles for the boundary value problem
• ϕ : I → J is an increasing homeomorphism between two open intervals I, J ⊆ R both containing 0, with ϕ(0) = 0;
is measurable in t for every u, continuous in u for a.e. t and, for every r > 0, there exists ζ r ∈ L 1 ([0, T ], R + ) such that |f (t, u)| ≤ ζ r (t) for a.e. t and |u| ≤ r; • B(u, u ) defines the boundary conditions, precisely
We notice that we cover the Dirichlet, Neumann and periodic boundary value problems.
The first result is a weak maximum principle that ensures the nonnegativity of non-constant solutions to (A.1).
We remark that the second alternative occurs if and only if the boundary conditions are of Neumann and periodic type along with f (t, u 0 ) ≡ 0.
Proof. Let u(t) be a non-constant solution of (A.1) and lett ∈ [0, T ] be a minimum point of u(t). By contradiction, we suppose that u(t) < 0. We first claim that u (t) = 0: indeed, this is straightforward ift ∈ ]0, T [, while it follows from the boundary conditions ift ∈ {0, T } (in the periodic case, one observes that if u (0) = u (T ) = 0, then u(0) = u(T ) cannot be an extreme value of u(t)). Let ]t 1 , t 2 [ ⊆ ]0, T [ be the maximal open interval containingt with u(t) < 0, for all t ∈ ]t 1 , t 2 [. From
for allt 1 ,t 2 with t 1 ≤t 1 <t 2 ≤ t 2 , and the fact that ϕ is an increasing homeomorphism, we immediately deduce that the map t → u (t) is nonincreasing on ]t 1 , t 2 [. Thus, u (t) ≥ 0 for t ∈ ]t 1 ,t] and u (t) ≤ 0 for t ∈ [t, t 2 [. Therefore, sincet is a minimum point of u(t), we have u(t) ≡ u(t) for every t ∈ ]t 1 , t 2 [ and so
A straightforward corollary of Theorem A.1 is the following.
The second result is a strong maximum principle that ensures the positivity of non-trivial non-negative T -periodic solutions to (A.1). To state it, we need to introduce the following condition: (ϕ * ) for all σ > 1 it holds that lim sup
According to [37] , such an assumption can be meant as an upper σ-condition for ϕ −1 as ξ → 0 + ; notice that it is fulfilled by ϕ defined in (1.2) (corresponding to the Minkowksi-curvature operator). With this in mind, the following result (to be applied to equation (1.12) , with ϕ defined as in (
and g(u)/u bounded in a right neighborhood of zero) holds true.
Theorem A.2 (Strong maximum principle). Assume that ϕ satisfies (ϕ * ) and let f :
Then, every non-trivial non-negative solution u(t) to (A.1) satisfies:
Proof. First of all, we remark the following two facts. From hypothesis (ϕ * ), we deduce that for every σ > 1 there exist η > 0 and C σ > 0 such that
From hypotheses (i) and (ii), we deduce that there exists δ > 0 such that
Without loss of generality we can assume δ ≤ η. Let us set
Let u(t) be a non-trivial non-negative solution u(t) to (A.1). We are going to show that if u(t 0 ) = u (t 0 ) = 0 for some
It is easy to see that, arguing by contradiction, this implies the thesis for any boundary condition.
We proceed similarly as in [45, Section 2] , where a maximum principle for a Dirichlet problem involving a p-Laplacian operator is proposed, by proving that there exists ε > 0, independent of u(t) and t 0 , such that u(t) = 0, for all t ∈ [t 0 − ε, t 0 + ε] (or for all t ∈ [t 0 , t 0 + ε], or for all t ∈ [t 0 − ε, t 0 ], if t 0 = 0 or t 0 = T , respectively). By repeating the argument a finite number of times, we conclude.
For the sake of simplicity in the exposition, we assume that t 0 ∈ ]0, T [. We fix ε ∈ ]0, 1/K 1 [ and we assume by contradiction that u ≡ 0 on [t 0 − ε, t 0 + ε]. Then, there exists ε 1 ∈ ]0, ε] such that
Then, for all t ∈ [t 0 − ε 1 , t 0 + ε 1 ], the following holds
Hence the proof is completed.
Appendix B. A continuation theorem
In this second appendix we present a continuation theorem for the first order system
where ϑ ∈ [0, 1] and • ϕ : I → R is an increasing homeomorphism defined on an open (possibly bounded) interval I ⊆ R containing 0, with ϕ(0) = 0;
We refer to Section 2 for the abstract coincidence degree setting and in particular for the definitions of the Banach spaces X, Z and of the linear operators L, J, Q and of the nonlinear Nemytskii operator N induced by ϕ −1 and −f (actually, in Section 2 the case f = f λ , with f λ defined in (1.11), was considered, but the arguments work the same for a general L 1 -Carathéodory function f ).
Our purpose is to provide a generalization of the classical Mawhin's theorem (cf. 
In [30, Section 3] the authors have provided analogous results for the T -periodic problem associated with a cyclic feedback system of the form
. . .
which clearly includes (B.1) as a special case. Our continuation theorem can be meant as a variant of [30, Theorem 3.10] , which however deals with a bounded set Ω and a homeomorphism ϕ of the whole real line. Due to these differences, and since [30, Theorem 3.10] has been obtained as a corollary of a series of more abstract results, we give here the precise statement together with a self-contained proof.
Suppose that the following conditions hold.
(i) There exists a bounded set B ⊆ X such that, for every
We first claim that
To show this, we introduce the homotopy N :
, we prove that the set Σ := ϑ∈[0,1] S ϑ is a compact subset of Ω.
Let us first consider the case ϑ ∈ ]0, 1]. Then, x = (x 1 , x 2 ) ∈ S θ solves the system
By applying the operator Q 2 to the second equation, we obtain Q 2 N 2 x 1 = 0, so that x is a T -periodic solution to (B.1). By assumption (i), we deduce S θ ⊆ B for every ϑ ∈ ]0, 1].
On the other hand, let ϑ = 0. Then, x = (x 1 , x 2 ) ∈ S 0 satisfies
Since Q 2 N 2 x 1 ∈ coker L 2 , from the second equation we get Q 2 N 2 x 1 = 0 and x 2 ∈ ker L 2 . From the first equation, we have Q 1 N 1 x 2 = 0 and, moreover, since Im L 1 ∩ N 1 (Ω 2 ∩ ker L 2 ) = {0}, we immediately obtain x 1 ∈ ker L 1 . Summing up, S 0 = x ∈ Ω ∩ ker L : QN (x, 0) = 0 . 4) and using the fact that ϕ is a homeomorphism with ϕ(0) = 0, we have
Remarking that
By hypothesis (ii), we then deduce that S 0 is compact. By the above discussion, the set Σ is bounded. From the L-complete continuity of N (·, ϑ), we deduce that Σ is compact and, using again assumptions (i) and (ii), we finally obtain Σ ⊆ Ω.
Via the homotopic invariance property of the degree, we then find N (·, 0) , Ω).
Next, using the reduction formula of the degree and the previous considerations about the solution set for ϑ = 0, we obtain We notice thatη(s) = (P η)(s) for all s ∈ R 2 , where
is a permutation matrix. Therefore, by a standard property of the Brouwer degree of a composition of maps, we have is a decreasing homeomorphisms and 0 ∈ Ω 2 , we conclude.
Appendix C. The principal eigenvalue of Sturm-Liouville operators
In this section we provide a dynamical characterization of the principal eigenvalue of the T -periodic problem associated with the linear equation (p(t)w ) + (µ + q(t))w = 0,
where p ∈ L ∞ T with p * := ess inf p(t) > 0 and q ∈ L 1 T . As a consequence, we will be able to prove that, whenever such a principal eigenvalue is strictly negative, solutions to the equation (p(t)w ) + q(t)w = 0 perform more and more rotations around the origin (of the phase-plane) as the time interval becomes larger and larger (see Corollary C.1 below).
In the particular case p(t) ≡ 1, in [14, p. 6] such a result has been explained to follow as a consequence of the oscillation theory for Hill's equation (precisely, by exploiting the relationship between the disconjugacy of the equation and its Moser rotation number). The fact that such a statement is still valid in the more general case of equation (C.1) is highly expected; however, it is not easy to find an appropriate reference in the literature. For this reason, we have decided to prove it in a self-contained way, by following the so-called rotation number approach to the periodic spectrum (cf. [36, 56] ) and thus giving an alternative proof even for the case p(t) ≡ 1.
In order to state our results, we rewrite equation (C.1) (of course, solutions are meant as locally absolutely continuous functions w(t) such that p(t)w (t) is locally absolutely continuous and the differential equation is satisfied almost everywhere) as the equivalent first order planar system    z 1 = z 2 p(t) z 2 = −(µ + q(t))z 1 , (C. 2) we pass to (clockwise) polar coordinates (z 1 (t), z 2 (t)) = (t)(cos θ(t), − sin θ(t)), (t) > 0, (C. 3) and we denote by θ µ (t; θ 0 ) the angular coordinate of the solution to (C.2) with initial condition (z 1 (0), z 2 (0)) = (cos θ 0 , − sin θ 0 ). For further convenience we also observe that θ µ (t; θ 0 ) solves the differential equation Proof. We split the proof in some steps. Continuity. This follows from the facts that the map (µ, θ 0 ) → θ µ (T ; θ 0 ) is continuous (as a consequence of the continuous dependence of solutions to Cauchy problems on parameters and initial values) and that the minimum with respect to θ 0 is taken on the compact set R/2πZ. Monotonicity. We are going to show that, for any θ 0 ∈ [0, 2π[ and for any µ 1 , µ 2 ∈ R with µ 1 > µ 2 , it holds that θ µ1 (T ; θ 0 ) > θ µ2 (T ; θ 0 ).
To prove this, we observe that, using (C.4), the function θ(t) := θ µ1 (t; θ 0 ) − θ µ2 (t; θ 0 ) solves θ (t) = Θ(t, θ µ1 (t; θ 0 ); µ 1 ) − Θ(t, θ µ2 (t; θ 0 ); µ 2 ) = Θ(t, θ µ1 (t; θ 0 ); µ 1 ) − Θ(t, θ µ1 (t; θ 0 ); µ 2 ) + Θ(t, θ µ1 (t; θ 0 ); µ 2 ) − Θ(t, θ µ2 (t; θ 0 ); µ 2 ) = α(t) + β(t)θ(t), where α(t) = (µ 1 − µ 2 ) cos 2 θ µ1 (t; θ 0 ) 
Then, taking the limit for µ → +∞, the conclusion follows.
We can now state and prove our result about the existence and dynamical characterization of the principal eigenvalue.
Theorem C.1. There exists a unique value µ 0 ∈ R such that equation (C.1) has a positive T -periodic solution; µ 0 can be characterized as the unique zero of the function f defined in Lemma C.1.
Proof. With standard arguments it can be proved that, ifμ,μ ∈ R are such that equation (C.1) has a positive T -periodic solution for µ =μ and µ =μ, thenμ =μ. Namely, the principal eigenvalue (if it exists) is unique.
Let µ 0 ∈ R be the unique value such that f (µ 0 ) = 0 (by Lemma C.1). To conclude the proof, we need to show that there exists an associated positive T -periodic solution.
To this end, we define the function η(θ 0 ) := θ µ0 (T ; θ 0 ) − θ 0 and we first claim that η (θ 0 ) = 1 µ0 (T ; θ 0 ) 2 − 1,
where, with an obvious notation, µ0 (t; θ 0 ) denotes the radial coordinate of the solution (z 1 (t; θ 0 ), z 2 (t; θ 0 ) to (C.2) (for µ = µ 0 ) with initial condition (z 1 (0), z 2 (0)) = (cos θ 0 , − sin θ 0 ). To prove (C.8), we first observe that ξ(t) := ∂θµ 0 ∂θ0 (t; θ 0 ) satisfies ξ(0) = 1 and ξ (t) = 2 1 p(t) − (µ 0 + q(t)) sin θ µ0 (t; θ 0 ) cos θ µ0 (t; θ 0 )ξ(t), which in turn, by deriving the identity µ0 (t; θ 0 ) 2 = |z 1 (t; θ 0 )| 2 + |z 1 (t; θ 0 )| 2 ,
can be written as ξ (t) = −2 µ0 (t; θ 0 ) µ0 (t; θ 0 ) ξ(t).
By elementary integration, we obtain ξ(t) = ( µ0 (t; θ 0 )) −2 , from which (C.8) plainly follows.
We are now in a position to conclude. Let θ * 0 ∈ [0, 2π[ be a minimum point of the function η. Then, η(θ * 0 ) = f (µ 0 ) = 0 and η (θ * 0 ) = 0,
