ABSTRACT The design of solutions that are able to exploit the available data collected in smart cities environments can lead to insights that can guide the implementation of approaches that have the potential to significantly improve the quality of life within a city. Such solutions include tools for the production of advanced analytics considering data fusion challenges. The preparation of qualitative input data sets, collected in many cases through heterogeneous sources and represented in various formats, constitute a very important step toward a meaningful analysis. Such input data sets, combined with approaches that reduce the data processing burden and support the easy and flexible-in terms of configuration-replication of an analysis, can lead to the next generation analytics tools. In this paper, a novel approach toward the production and consumption of linked data analytics in urban environments is presented. The approach is based on the exploitation of linked data principles, enhancing the ability of managing and processing of data, in ways not available before. In addition to the description of the overall technical approach, the application of the proposed solution into a real-life scenario for examining the health impact of outdoor air pollution in urban areas within an international, national, and regional perspective is detailed. A set of interesting results are produced along with their interpretation toward the provision of suggestions for policy making purposes.
I. INTRODUCTION
The design, application and promotion of novel technologies and solutions that contribute to the sustainable development of modern cities is considered crucial the latest years. This is due to a variety of reasons, associated with a set of phenomena directly related with the world urbanization, such as the negative impact on health of citizens in large cities worldwide due to a set of factors (e.g. noise levels, air pollution, water pollution, epidemiologic cases).
The design of sustainable smart city solutions that can handle part of the problems associated with urbanization aspects can be based -among others-on the exploitation of novel technologies with regards to data management and analysis [6] , [7] . This is due to the high exploitation potential derived from the continuous increase in the produced data across various sectors of a smart city environment -referred also as ''datafication'' of the world. Such data may derive from public authorities, international and non-governmental organizations, private sector companies, as well as data collected directly by the citizens through social media and mobile crowd-sensing mechanisms [5] .
However, ''datafication'' cannot be automatically associated with new insights and advances in our understanding of data and the production of knowledge [1] . In order to gain insight, available data has to be appropriately represented -in many cases upon transformation and homogenization processes-and be processed both statistically and analytically [1] , [2] towards the production of advanced analytics. For instance, optimal processing and analysis of such data in a smart city context can lead to insights that were not envisaged in the past, better understanding of complex urban phenomena, production of forecasting estimates and trends as well as support of policy making procedures through evidence-based reasoning approaches.
The following two challenges have to be faced by novel data mining and analysis approaches: (i) the design of advanced but user-friendly analytics tools that can be easily integrated within the daily business processes of public organizations, research institutes and enterprises and (ii) the adoption of techniques that permit the production and consumption of combined datasets that were previously closed in disparate sources and can now be appropriately interlinked. Thus, focus has to be given on the design of solutions that facilitate data fusion and analysis over the plethora of the available smart cities data, supporting in parallel interoperability aspects, targeting at the development of sustainable and effective smart city services.
Towards this direction, we consider crucial the exploitation of the power provided through the combination of linked data technologies with analytics. Such technologies can be considered as catalysts for the design and implementation of sustainable solutions driven by the production of urban analytics. Linked data regard actually a set of best practices for representing and connecting structured information on the web, as well as publishing structured data so that it can be interlinked and become more useful. On the other hand the production of analytics targeted at urban areas can lead to advanced insights, better understanding of complex phenomena and provide support for the design of evidencebased urban strategies and innovation. Given that the provided input constitute one of the most crucial prerequisites for the realization of qualitative analysis and the production of meaningful results, the combination of the aforementioned technologies and the production of linked data analytics can be considered very promising.
In this manuscript, we present an approach towards the production of linked data analytics in urban environments, based on the following notions: (i) the interlinking of datasets prior to the realization of analysis and (ii) the interlinking of the urban analytic results output and the analyzed input datasets for enriching the information at the input datasets in a clean and straightforward way. The proposed approach -extending the work presented in [4] -is applied for examining the health impact of outdoor air pollution in urban areas within an international, national and regional perspective. An advanced analysis is realized based on the production of linked data analytics and their appropriate interpretation towards the provision of suggestions for policy making purposes. Based on the analysis results, it is shown that a strong association exists between the outdoor air pollution levels in urban areas and the mortality instances based on specific diseases. Furthermore, through the realization of such an analysis, the capacity of the proposed approach for the examination of similar cases in the future is certified.
The structure of the paper is as follows: in section two, the trends and challenges faced for the production of advanced analytics are presented along with the added value expected via the production and consumption of linked data and the positioning of the proposed approach with regards to related work in the era; in section three the proposed architectural and technological approach for the production of linked data analytics is described, focusing on the internal architecture of the data mining and analysis component, the supported algorithms and the associated ontology and interlinking policy; in section four a pilot application scenario examining the health impact of outdoor air pollution in urban areas is presented in an international, national and regional context, while section five concludes the paper by referring to the path towards the adoption of such an approach by organizations and enterprises.
II. URBAN DATA FUSION AND ANALYTICS CHALLENGES AND TRENDS A. DATA FUSION CHALLENGES AND TRENDS
Data fusion in smart cities environments regards the aggregation and processing of data coming from diverse data sources. Such data may be available in heterogeneous formats, be diverse in terms of syntax, data accuracy and completeness, locality, granularity, update frequency and sensitivity/privacy of the information. Data may be also collected though a wide range of tools, starting from low-cost sensors in mobile phones and social media aggregation feeds to more robust monitoring tools installed in our environment and databases maintained by national/international authorities and organizations. Furthermore, data representation may be based on different models and schemas hampering a lot the data harmonization and processing actions.
As a result of the complexity and diversity among the available data silos, each urban system is often approached separately in urban planning and decision-making procedures. This leads to an emerging need for frameworks that allow for interoperable urban data exchange and reuse, by systematically harnessing the combined potential of diverse data sources. For instance, in many cases, data that is being generated in real time in cities have to be merged with more traditional cross sectional sources.
Towards this direction, a set of urban computing solutions are emerging, aiming at enhancing and extending the current approaches to studying the dynamics of cities [6] - [8] .
To address the contemporary challenges of complex urban environments, urban computing employs data science methods, information retrieval techniques and data integration technologies [6] .
B. DATA ANALYTICS CHALLENGES AND TRENDS
In addition to data fusion technologies evolution, advanced analytics -including urban analytics-are considered as a top priority, since they enable organizations to gain advanced insights over the monitored parameters, design novel solutions as well as differentiate and significantly impact performance [9] , [10] . The current trend regards the development of advanced and self-service analytics tools that are going to facilitate organizations and enterprises to harvest complex and heterogeneous data, turn them into insights and make decisions. Taking into account these trends, within an urban context and contrary to conventional urban analytics' approaches, there is a need for deploying fully scalable data mining and analysis frameworks allowing new components and data sources to be easily incorporated and managed [6] .
1) CONSUMPTION OF LINKED DATA FOR PRODUCTION OF URBAN ANALYTICS
Current data mining and analysis tools are mostly restricted to isolated or ''silo'' datasets and therefore remain primarily stand alone and specialized in nature [1] . In many cases, such datasets impose limitations towards answering complex and interdisciplinary questions that require the establishment of association links among similar entities and concepts that are present in different datasets. In order to establish such associations, the corresponding information has to be represented in a format that is accessible and without any ambiguities regarding its structure and semantics. This is where linked data principles come into place. By adopting linked data principles, a set of advantages are provided towards the production of advanced analytics. Combination of data from multiple and in many cases distributed sources, as well as from publicly available data (e.g. open governmental data) or privately owned data maintained by enterprises, can help organizations enhancing their experience of managing and processing of data, in ways not available before. Actually, linked data provide the capacity for establishing association links among concepts in different datasets, producing high-quality interlinked versions of semantically linked web datasets and promoting their use in new cross-domain applications by developers across the globe. Such interlinked datasets constitute valuable input for the initiation of a data mining and analysis process and can lead to the realization of analysis that was not envisaged in the past.
Moreover, interlinked versions of datasets may be maintained or regularly updated, providing easily access to latest versions of the available datasets, characteristic that is very helpful in cases of data with high volatility. Interoperability and re-use of linked data also reduces significantly the data management overhead imposed to data scientists for maintaining up-to-date databases.
Linked data also provide mechanisms for assessing the quality of the available data, since there is a need to handle data with different quality characteristics regarding their accuracy, consistency, timeliness, completeness, relevance, interpretability and trustworthiness. Data quality assessment is very useful prior to an analysis, since it provides information that can be helpful during the interpretation of the analysis results [3] .
2) PRODUCTION OF LINKED DATA THROUGH URBAN ANALYSIS
In addition to the value produced through the exploitation of linked data for the production of urban analytics, the interlinking of the analysis results with the related input used for the analysis has also a set of advantages. The value of the produced data is increased since, by appropriately interconnecting them with the input data, detailed information is provided to analysts regarding the exact datasets used in the analysis as well as the details of the process followed. In cases of analyses that have to be updated in a periodical way and the results highly depend on the instance of datasets used or in cases where comparison among the analysis in diverse time periods is required, such interlinking can provide further value to the available data.
Moreover, with linked data analytics, the produced data are made discoverable for further private or public use in the future by the relevant researchers, business stakeholders or other data consumers. In case of public data, other data publishers may also link their data or analytics with them, adding further business value. Data is accessible and reusable at the point of creation and remain so indefinitely.
C. PROGRESS BEYOND THE STATE OF THE ART
Several research projects have tackled or are tackling issues relevant to linked data production and management the latest period. The LOD2 project [16] is developing -among othersalgorithms based on machine learning for automatically interlinking and fusing data from the Web and adaptive tools for searching, browsing, and authoring of linked data. With regards to the quality of the data, the DIACHRON project [17] intends to address and cope with certain issues arising from the evolution of the data such as tracking the evolution of Linked Open Data (LOD) datasets, repairing various data deficiencies, temporal and spatial quality assessment of the harvested LOD datasets and determination of the datasets versions that need to be preserved. Concerning environmental and geospatial data, the SmartOpenData project [18] targets at making them more readily available and re-usable, better linked with data without direct geospatial reference so that different distributed data sources could be easily combined together. The SDI4Apps project [19] aims at supporting easy discovery and accessibility of spatial data, at linking spatial and non-spatial data using LOD principles and at designing open application programming interface (API) supporting integration of spatial data into novel applications.
With regards to analytics tools, several open source data mining tools are available today. The most commonly used include R [11] , Weka [14] , Knime [12] and RapidMiner [13] . A comparative analysis of such tools is provided in [1] and [15] in terms of supported functions, efficiency, hosting platform needs, supported input formats, user friendliness etc. Furthermore, in [1] , a set of requirements are presented that have to be fulfilled by data mining and analysis tools in order to support future interdisciplinary research. These requirements include the need for linking various data mining types, exploitation of available open data stemming from various areas, use of open source software and use of data mining tools that do not require a big time investment and in-depth programming knowledge [15] .
The distinguishing characteristic of the proposed approach -as compared to the state of the art tools-is the introduction of the notion of linked data analytics [4] . The proposed approach -based on the extension of the work already presented in [4] -is able to take advantage of the outputs of the relevant LOD projects and open data initiatives in urban ecosystems, since the existence of qualitative datasets constitute the basis for the analysis process. Furthermore, it extends current approaches through the integration of existing open-source tools -namely R and Weka-into a holistic platform that facilitates the consumption and production of linked data, taking into account and fulfilling the aforementioned requirements for supporting future interdisciplinary research [1] . It should be noted that -to the best of the authors' knowledge-no data mining and analysis framework exists that supports consumption and production of linked data (e.g. there is no support for Resource Description Framework (RDF) data model as an input/output format in the data mining and analysis tool).
III. LINKED DATA ANALYTICS FOR SMART CITIES
In this section, we provide a detailed description of the proposed approach for the production and consumption of linked data analytics, as initially presented in [4] . As the designed analytics and data mining tool consists part of an ecosystem (the LinDA workbench [20]) aiming to assist organizations and enterprises in developing novel data analytical services that are linked to the available public data, in the first subsection we provide a short description of the overall ecosystem. Following, detailed description of the analytics and data mining component is provided, including its internal architecture, the supported algorithms, the designed Linked Data Analytics Ontology (LDAO) [41] for the appropriate representation of an analytics process combined with the considered interlinking policy, as well as the adopted performance evaluation framework.
A. LINKED DATA ANALYTICS WORKBENCH
From a user perspective, the main LinDA workflow can be summarized in three simple steps, as detailed in the following paragraphs and illustrated in Figure 1 .
Specifically, the three workflow steps are the following:
Step 1 -Explore datasets/Turn data into RDF: using the LinDA toolset, users can publish their data as linked data in a few, simple steps. In cases where the data are not available in RDF format or cannot be fetched through a SPARQL Protocol and RDF Query Language (SPARQL) endpoint, the users can simply connect to their data sources endpoints, select the data they want and make their mappings to popular and standardized vocabularies. LinDA assists even more by providing automatic suggestions to the mapping process. Based on the defined mappings, transformation from various formats (e.g. comma-separated values, relational database) to RDF is realized.
Step 2 -Query/Link your data: with the LinDA toolset, users can perform simple or complex queries through an intuitive graphical environment that eliminates the need for SPARQL syntax. In addition to the submission of queries, interlinking of instances is supported, where the designer lets the end user ignore its instance's data source and handle instances as if they were defined in the same data source. The possible types of interlinking vary according to the interlinking element that is used. More specifically, classes and object/datatype properties can be combined in a versatile way, during the interlinking procedure.
Step 3 -Visualize/Analyze your data: the LinDA toolset can help end users gain insights from the data that they process through the support of a set of visualization and analytics services. LinDA supports visualizations over different categories of data, e.g. statistical, geographical, temporal, arbitrary data, as well as a largely automatic visualization workflow for matching and binding data to visualizations [43] . As far as the analytics services are concerned, they are presented in detail in the following subsection.
According to this workflow, the user can utilize either external public data or internal, private sources. If the initial data source is in RDF format, the user can directly insert the data source to the available data sources of the LinDA Workbench. If the initial data source is in another format, the LinDA Workbench guides the user through the transformations toolset in order to transform the data into the RDF format, with the utilization of popular vocabularies. Once in RDF, the user can then prepare queries over the available list of data sources and activate one of the available LinDA services. More specifically, the user has the option to a) query the available data and fetch the view that he is interested on, b) link data from various sources, c) visualize the output produced through the selected query and d) realize an analysis based on the output produced through the selected query.
B. LINKED DATA ANALYTICS AND DATA MINING COMPONENT
The analytics and data mining component supports the realization of analysis based on the consumption and production of linked data. A library of basic and robust data analytics functionality is provided through the support of a set of algorithms, enabling organizations and enterprises to utilize and share analytic methods on linked data for the discovery and communication of meaningful new patterns that were unattainable or hidden in the previous isolated data structures.
1) ARCHITECTURE AND ANALYTICS WORKFLOW
The analytics and data mining component is based on an extensible and modular architecture that facilitates the integration of algorithms on a per request basis. The Algorithm selection and configuration component coordinates the process of suggesting, selecting and configuring a data mining and analysis process in a user friendly and quite explanatory way. Selection is realized based on a categorization of the supported algorithms in classification, association, regression/forecasting, clustering and geospatial analysis algorithms. For each category, a set of algorithms is supported along with their default configuration and guidelines regarding their proper usage. Based on the category of the selected algorithm, a specific workflow is being followed by the end user with guidance relevant to the appropriate configuration of the algorithm parameters' setup. For instance, part of the algorithms are based on one input dataset used for the analysis, while another part can handle both a training and an evaluation dataset (e.g. in cases of classification analysis). In the latter case, a further query is selected to be used for fetching the evaluation data. Finally, the output format is selected based on a list of supported formats per algorithm.
Upon finalizing the configuration phase of the algorithm, the next step regards the usage of the Algorithm execution component. This component realizes the execution of the data mining and analysis process. It should be noted that, at the current phase, integration of algorithms from the Weka open-source tool [14] and the R open-source project for statistical computing [11] is realized.
The produced analytics are then handled by the linked data analytics and data mining component. This component is responsible for providing the output of the analysis in the appropriate format (e.g. RDF, text, graphs) in order to be meaningful for the end user, as well as easily exploitable for further usage (e.g. for visualization purposes). It realizes also the interlinking of the input and output datasets, based on the defined interlinking policy, as it is described in the following subsection. Detailed information regarding the analytics process realized, the queries/datasets used for the analysis, a set of performance evaluation metrics as well as access to the script used in the associated open-source tool for the execution of the algorithm is provided. The performance evaluation metrics -as detailed in subsection E-consist of a set of quantitative and qualitative metrics. The first ones are automatically computed by the data analytics component, while for the latter ones, upon the execution of the analysis process, the user is kindly suggested through a star-based classification to evaluate the analytics result in terms of meaningfulness, produced added value, quality of experience etc. The computation of these metrics is used towards the provision of a set of recommendations to end users at the initiating phase of future data mining and analysis processes.
Furthermore, within the analytics and data mining component, customized information per user of the tool is provided regarding the realized analysis in the past. Such information may be proven helpful in the interpretation of changes in the VOLUME 4, 2016 results (meta-analysis of the analytics results), identification of trends (e.g. which are the most popular algorithms utilized by end users per business sector) as well as identification of significant changes at the input data (e.g. upon an update with newly collected data).
With regards to the technologies used for the development of the analytics and data mining component, the front-end is based on the Django Python Web Framework, while the data mining and analysis process definition and invocation is managed from the Linda Workbench Django installation. The data mining and analysis process execution is realized through a RESTful web service that is consumed by the Django data mining and analysis module. The aforementioned RESTful web service offers a loosely coupled connection with the overall Linda Workbench, permitting its easy integration to third party software. The Java-based RESTful web service is developed with RESTEasy, an implementation of the JAX-RS specification and deployed by using a Wildfly server. As already mentioned, the analytics and data mining component is operating on top of R and Weka frameworks. In order to make a bridge with Weka, use of the waikato Weka libraries in Java has been made. With regards to the R framework, the Rserve solution has been used as server that allows applications to use facilities of R without the need to initialize R. Finally, in order to support an easy installation of the overall solution, the Docker technology has been adopted as a wrapper of the analytics and data mining component. 
2) ALGORITHMS CATEGORIZATION AND INTEGRATION
The supported algorithms aim to support a variety of cross-sectorial studies and business needs. In order to achieve it, a categorization of the supported algorithms is provided along with the integration of a limited set of algorithms per category, as shown in Table 1 . The supported set of algorithms per category is based on the identified needs of the LinDA pilot cases. However, as already mentioned, integration of further algorithms is supported, especially from the Weka and R tools.
The goal of classification analysis algorithms is to find functions and models in order to identify to which of a set of categories (sub-populations) a new observation belongs, on the basis of a training set of data containing observations (or instances) whose category membership is known. The goal of association analysis algorithms is to discover interesting relations between variables in large datasets. It is intended to identify strong rules discovered in datasets using different measures of interestingness [33] . The identified relations can be quantified, while, by using specific indicators (e.g. support, confidence and lift values), the strength of the identified associations can be evaluated. The goal of clustering analysis algorithms is to group a set of objects in such a way that objects in the same group (called a cluster) are more similar (according to a set of metrics) to each other than to those in other groups (clusters). As far as the regression analysis algorithms are concerned, the goal is to model the relationship between a dependent variable and one or more explanatory independent variables. Forecasting algorithms are also supported that facilitate the process of making statements about events whose actual outcomes (typically) have not yet been observed. Finally, the goal of geospatial analysis algorithms is to apply statistical analysis and other informational techniques to data having a geographical or geospatial aspect.
As already stated, high priority is given to the user friendliness of the provided interfaces based on the design of specialized workflows per algorithm category.
C. LINKED DATA ANALYTICS ONTOLOGY
In order to support linked data analytics, an ontology is being designed aiming at the representation of the interlinking among input and output datasets, as well as the conceptual representation of the overall data mining and analysis process. Main benefits from the usage of such an ontology include the consolidation of a unified schema of terms and content relationships that describe the data mining and analysis process, the mapping of the acquired information in this schema and the usage of queries to flexibly investigate the available content and the capacity to maintain quality and trace changes made over time.
The designed Linked Data Analytics Ontology (LDAO) is based on a set of existing ontologies along with specific extensions [41] . Specifically, LDAO inherits concepts from the Friend Of A Friend (FOAF) ontology [25] and the PROV ontology [26] . Concepts of Agent, Person, OnlineAccount and Homepage from the FOAF ontology and concepts of Agent, Activity and Entity from the PROV ontology are used. Specific extensions are provided for the representation of the input and result node of the analysis based on the supported interlinking policies, the data mining and analysis process along with performance characteristics. The concepts and relationships included in the LDAO ontology are shown in the Fig. 3 , while elaboration concerning the different types of interlinking and the monitored performance metrics are provided in the following subsections. 
D. PRODUCTION OF LINKED DATA ANALYTICS
In addition to the design and specification of the LDAO ontology, an interlinking policy is implemented for the production of linked data analytics. Different types of interlinking are supported taking into account the peculiarities of each type of algorithm, as illustrated in Figure 4 . These types can be classified in ''one-to-one relationship'' and ''many-to-one relationship'' interlinking. In the first case, there is ''one-to-one relationship'' among each data mining and analysis process result node with an input node, while in the latter case there is ''many-to-one relationship'' among each data mining and analysis process result node with a set of input nodes. In the ''one-to-one relationship'', we refer to classification, geospatial and linear regression algorithms, while in the ''many-to-one relationship'', we refer to forecasting and clustering algorithms. In both cases, the input dataset can be derived from one or multiple input data sources, depending on the executed SPARQL query and the associated sources.
E. PERFORMANCE EVALUATION
High importance is given on the evaluation of the performance of the developed component with a twofold objective: the evaluation of the efficiency with regards to data management and algorithms execution as well as the evaluation of the overall usability of the component. It should be noted that several studies exist for evaluating the performance of data mining techniques [15] , [21] . We are focusing on the differentiation in the performance that is related with the consumption and production of linked data within the analytics process. The performance evaluation is based on an assessment model that includes a set of quantitative and qualitative metrics extracted mainly from the ISO/IEC 25010:2011 standard [22] .
The quantitative metrics refer to a set of indicators for evaluating the efficiency in handling different linked data workloads, the time required for the realization of the various steps within a data mining and analysis process and concurrency aspects. A set of benchmarking tests is realized (system under test configuration: Intel Xeon CPU at 2.40GHz, 1GB RAM and 21GB hard disk) based on the realization of various parallel data mining and analysis processes as well as the handling of data of various size. Based on the performance evaluation results, it is shown that -under the specific system configuration-the analytics and data mining tool can support up to ten parallel processes without significant impact in the overall performance achieved -in terms of response times. Furthermore, with regards to the processing of data of various size, a linear trend is depicted in terms of performance and resources consumption, while processing of RDF data up to 120 MB is achieved. It should be noted that for handling bigger datasets, the use of more powerful servers or the extension of the proposed approach with the introduction of big data oriented technologies should be considered.
The qualitative metrics refer to a set of usage metrics, such as effectiveness (accuracy and completeness with which users achieve specified goals), satisfaction (the degree to which users are satisfied with the experience of using a product in a specified context of use) and usability (the extent to which a product can be used by specified users to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context of use). Based on feedback received through the pilot end users of the LinDA workbench, the vast majority of the end users are fully satisfied from the analytics and data mining tool with regards to the aforementioned metrics, while in terms of the overall usage of the tool, the need for the engagement of data scientists in part of the studies is identified. VOLUME 4, 2016
IV. HEALTH IMPACT OF AIR POLLUTION IN URBAN AREAS
As stated in the United Nations Environment Programme (UNEP) Year Book 2014 emerging issues update [23] , there is an urgent need to reduce levels of air pollution globally. It is stated that most cities where outdoor air pollution is monitored do not meet the World Health Organization (WHO) guidelines for acceptable pollutant levels. People who live in these cities have increased risks of health problems associated with a series of diseases [23] . Indicatively, as stated in the report of the Organisation for Economic Co-operation and Development (OECD) for the cost of air pollution [24] , 3.7 million people died globally because of outdoor air pollution in 2012; a further increase from the 3.4 million mortalities in 2010. Directly associated with the health impact, the cost of the outdoor air pollution in OECD countries, both deaths and illness, was about USD 1.7 trillion in 2010, while available evidence suggests that road transportation accounts for about 50% of this cost, or close to USD 1 trillion [24] .
Thus, improving outdoor air quality, is considered as one of the most crucial actions that have to be realized in urban areas worldwide, primarily for reducing the negative health impact, and secondarily for gaining the relevant economic benefits. In the current study, as already mentioned, we focus on the examination of the health impact of outdoor air pollution through the exploitation of the power provided from linked data analytics technologies. The objective of the study is twofold: on one hand to extract meaningful insights with regards to the effect of outdoor air pollution levels in the citizens daily life and on the other hand to prove the validity of the proposed approach for the realization of interdisciplinary studies and the potential for replication of the adopted methodology for similar studies in the future. Upon a short review of the existing studies in the field, the realized study is presented in detail along with the produced results and insights.
A. STUDIES FOR EXAMINING THE HEALTH IMPACT OF AIR POLLUTION
A set of studies have been conducted the latest years for examining the associations among air pollution levels and mortality instances. We mostly focus on the studies that are monitoring the concentrations of air pollutants -and especially particulates-in the atmosphere. With the term Particulate Matter (PM), we refer to a heterogeneous mixture of tiny solid or liquid particles suspended in the air [27] . Indicators of PM usually refer to the mass of particles in a given size range, such as those with an aerodynamic diameter less than 10 µm (PM10) or 2.5 µm (PM2.5) [27] .
In [28] , the health impact of outdoor air pollution is examined based on annual city-specific PM2.5 concentrations, measured between 1979 and 1988 in Harvard Six Cities, and estimated for later years from publicly available data. Based on the analysis results, total, cardiovascular, and lung cancer mortality were each positively associated with ambient PM2.5 concentrations. Following, in [29] , the study in [28] is further extended by using eleven additional years of follow-up, incorporating recent lower exposures. Based on the results, a linear relationship without a threshold between chronic exposure to PM2.5 and all-cause, cardiovascular, and lung-cancer mortality is identified. Each increase in PM2.5 (10 µg/m3) was associated with an adjusted increased risk of all-cause mortality of 14%, and with 26% and 37% increases in cardiovascular and lung-cancer mortality, respectively. The produced results suggested that further public policy efforts that reduce fine particulate matter air pollution are likely to have continuing public health benefits.
With regards to relevant activities in research and innovation projects, the Medparticles project [30] aimed at improving the understanding of the characteristics of particulate air pollution for 14 cities in the Mediterranean area (three cities in Spain, one in France, eight in Italy, two in Greece), as well as the relationship between those air pollution characteristics and public health. Large differences in the distribution of PM fractions were found across locations, mainly depending on meteorological patterns. Some cities were characterized by a higher proportion of PM components due to traffic, and others by prevalent industrial or domestic heating components [30] .
With regards to policy making activities and the economic cost of air pollution, in [31] , different approaches to dealing with the PM2.5 pollution problem are compared. The authors assess for the present and future the attainment of EU and WHO air quality standards for PM2.5 and estimate the loss of life expectancy under different policy scenarios. In [32] , the economic cost of the public health impacts of ambient and household air pollution is estimated, with particular reference to the countries of the WHO European Region. Based on the provided information, as of 2010, the annual economic cost of premature deaths from air pollution across the countries of the WHO European Region stood at USD 1.431 trillion.
Concerning the air pollution monitoring stations, there is an emerging trend for installation of stations in several countries and cities worldwide, providing in this way the potential for the acquisition of more data in the future. Towards this direction and as stated in [23] , in several countries low-cost monitoring devices are being developed to measure air pollution levels and exposures. Smartphone apps, for example, allow users to check air quality and look at real-time data on major outdoor air pollution, while there are also under development online platforms for releases of real-time monitoring information.
B. EXAMINING THE HEALTH IMPACT OF AIR POLLUTION THROUGH LINKED DATA ANALYTICS
In the study detailed in this manuscript, the examination of the health impact of outdoor air pollution levels is realized from an international and a national perspective ( Figure 5 ). In the international case, the health impact of outdoor air pollution is examined in country level for the EU-28 countries, taking into account aggregated mortality instances and outdoor air pollution levels in large cities per country. In the national level, the same impact is examined based on mortality instances and air pollution levels per large city in Italy, while special focus is given in the Tuscany area.
Outdoor air pollution data is based on the mass of particulate matters (PM) -or particles-in the atmosphere in a given size range, and especially the PM2.5 and PM10 concentrations. For the international case, such data is made available by Eurostat, given that the data is reported to the European Environment Agency (EEA) by the national air pollution inventories compiled by the EU Member States. In addition to the overall air pollution levels, emphasis is given on those that are due to road transportation, since road transportation is considered as the largest contributor towards air pollution in large cities. Data with PM2.5 and PM10 emissions due to road transportation is provided through the same database. For the national case, air pollution data is made available through ISTAT, Airbase that is the European air quality database maintained by the EEA as well as the Regional Health Agency of the Tuscany region (ARS Toscana). ISTAT provides information with regards to the maximum number of exceedance of the PM10 values in large cities. ARS Toscana provides information for average annual concentrations of PM2.5 and PM10 indicators per geographical administrative area in the Tuscany region.
The health impact is examined based on the overall mortality instances, as well as based on specific instances per disease (asthma, chronic respiratory diseases, cardiovascular diseases, ischemic heart diseases, cerebrovascular diseases, diabetes, trachea, bronchus and lung cancer, brain and nervous system cancer). For the international case, total mortality instances as well as mortality instances per disease are provided in country level through the Global Burden of Disease (GBD) database. It should be noted that GBD provides a tool to quantify health loss from hundreds of diseases, injuries, and risk factors, so that health systems can be improved and disparities can be eliminated. For the national case, mortality instances are provided through ISTAT as well as ARS Toscana for the large cities across Italy and in the Tuscany area respectively.
In addition to the health impact that is associated with the air pollution levels, the effect of further parameters such as the age group that a citizen belongs and the economic and development status of each country (based on the Gross Domestic Product per capita -GDPpc values as provided by Eurostat per country) is examined. The inclusion of such parameters in the analysis is triggered by indication provided by relevant studies that concern their accompanying health impact [42] .
Based on the aforementioned datasets, interlinking of parameters and production of unified linked datasets through the LinDA workbench is realized. An indicative interconnection of parameters is depicted in Figure 6 . Instantiations of such interlinking according to the peculiarities of the datasets in the international and national case are provided. Following, detailed analysis (mainly linear and multiple linear regression analysis) is done for the examination of the influence of the aforementioned parameters to the health impact. It should be noted that based on existing studies in cities level, the examined relationship seems to follow a linear trend [29] . Based on the analysis results, a set of meaningful insights are produced showing a strong relationship among the levels of outdoor air pollution with the number of mortality instances. Taking into account the produced models through the linear regression analyses, forecasting of the health and economic impact of the application of a set of air-pollution reduction scenarios in EU-28 countries in the upcoming years is realized, as they are documented into EU policy-making documents. The health impact is estimated in terms of mortality instances while the economic impact is estimated based on costs in terms of the aggregated Value of Statistical Lives (VSL) that are associated with the mortality caused based on air pollution evolution.
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Examination of the policy making activities with regards to air pollution aspects in the EU Parliament as well as the Italian Chamber of Deputies during the considered years in the analysis is realized. The examination of policy making activities is done through the execution of a set of queries over existing SPARQL endpoints with regards to the EU-oriented and Italian-oriented legislation activities, given that political institutions increasingly open up their parliamentary proceedings to the general public. Specifically, linked data made available through the Talk of Europe project [34] and the Italian Chamber of Deputies [35] is exploited. Through the Talk of Europe project, the Euro parliament data is curated to linked data so that it can be linked to and reused by other datasets and services. Similarly, through the relevant project from the Italian Chamber of Deputies, the wide information resources of the Chamber of deputies are exploited. By realizing linked data textual processing analysis over such datasets, advanced information with regards to policy making activities and positioning of politicians and parties become resolvable and can be used by the environmental and health scientists and policy analysts.
Based on the overall analysis (see Figure 5 ), meaningful insights are extracted with regards to the relationship between outdoor air pollution and its health impact, as well as to the estimated impact of the adoption of specific EU guidelines and the successful implementation of actions that are going to lead to outdoor air pollution levels below the targeted limits. The produced results and insights, as well as a set of suggestions are presented in the following subsections.
1) INTERNATIONAL LEVEL ANALYSIS
The international analysis is focused on the health impact of outdoor air pollution in EU-28 countries. As already mentioned, data for air pollution is based on the total levels of PM2.5 and PM10 indicators provided by Eurostat in country level, while data for mortality instances is based on the Global Burden of Disease (GBD). Data from Eurostat are fetched directly from the Eurostat's SPARQL endpoint while data from GBD is downloaded in comma-separated values (CSV) format, uploaded in the LinDA repository and transformed in RDF format.
Upon the design of the queries for fetching the required data and making the interlinking of the related parameters (interlinking based on the country and year parameters), the linked data set is produced and made available for further processing. Prior to proceeding to the analytics production phase, a visualization is produced for depicting the PM2.5 concentration level per country the last years (see Figure 7) . Based on the produced visualization, France, Spain and Italy seem to be the countries with the highest PM2. (Linear Model 2 − LM 2). The produced results for the overall and disease-specific mortality instances are provided in Table 2 .
Based on the analysis results, it can be claimed that there is a significant relationship between the mortality instances and the PM concentration levels. In case of the total mortality as well as the specific-diseases mortality instances, the impact of PM2.5 concentration in the health of the citizens is stronger compared to PM10. For instance, in case of an increase in the PM2.5 levels in a specific country for 1 kton, the mortality is estimated to increase by 21170 instances, while in case of PM10, the similar number will regard 14510 instances. Similarly, if we consider an increase of 1% for the PM2.5 existence (in tons) for France, using as basis the corresponding number for 2013 (181.346 tons of PM2.5 emissions), the annual increase in the total mortality instances is going to be 38391 instances.
Moving on to disease-specific instances, it is noticed that the effect is also large -in descending order-in cases of chronic respiratory diseases, cardiovascular diseases, asthma, ischemic heart and cerebrovascular diseases for both PM2.5 and PM10 cases, while in all the cases the impact of PM2.5 concentration is larger compared to PM10. With regards to the R-squared values, for PM2.5 they vary from 0.45 to 0.59 while for PM10 they vary from 0.33 to 0.58. Thus, larger percent of the variance in mortality instances is usually explained by the models produced in cases of PM2.5 concentrations.
Following, we are examining how much of the cost of those deaths and health problems is due to pollution from road transportation, taking into account that it is considered as one of the largest contributors of outdoor air pollution [24] . A set of linear regression analyses is realized based on the linear models: Disease_Mortality_Instances = a * PM 2.5_transportation + b (Linear Model 3 − LM 3) and Disease_Mortality_Instances = a * PM 10_transportation + b (Linear Model 4 − LM 4). Based on the produced results, the R-squared value is greater for both PM2.5 and PM10 compared with the corresponding values in cases of the overall PM emission levels (0.64 instead of 0.56 for PM2.5 and 0.68 instead of 0.54 for PM10). Thus, it could be claimed that the variation of the mortality instances can be better explained by the linear model produced with the road transportation relevant outdoor air pollution than the overall outdoor air pollution.
Another parameter that may potentially affect the overall impact of the air pollution levels is the economic status of a country. For instance, economic development may be related on one hand with intensification of industrialization processes or an increase in the overall road transportation activity. On the other hand, it may be also related with an improvement in the quality of the rule of law, the healthcare system as well as an increased societal demand for stricter pollution controls. Furthermore, it is stated that communities in low-income areas tend to be more vulnerable to climate and health threats [27] , increasing in this way the effect of increased pollution levels. Taking into account the aforementioned assumptions or facts, it is considered meaningful to examine the effect of outdoor air pollution under different settings with regards to the economic and development status of a country.
In order to examine such an affection, we realize multiple linear regression analysis for PM2.5 and PM10, where we add in the independent variables the Gross Domestic Product (GDP) per capita (GDPpc) based on the following models:
The analysis is also realized focusing only on the PM emissions due to road transportation, according to the following models:
Based on the analysis results, it can be claimed that the improvement in the overall R-squared values is not large compared to the similar values for the simple linear regression models (without the inclusion of the GDPpc values). However, it should be noted that in the case where we take into account the overall PM emissions, an increase of the GDPpc leads to increase in the overall mortality instances, while in the case where we take into account the PM emissions due to road transportation, an increase of the GDPpc leads to reduction of the overall mortality instances. The first case seems to be contradictory with regards to existing studies, however it could be attributed to the examination of a limited set of countries with regards to the variation in the GDPpc. The latter case could be attributed to the tighter regulatory standards for vehicle emissions that are mostly adopted from more developed countries.
Following, the analysis is extended in order to examine the effect of outdoor air pollution taking into account the sensitivity level per age group. To this end, a linear regression is realized based on Linear Model 3 (outdoor air pollution that is due to road transportation) per age group for the following groups: up to thirty years old, thirty to sixty years old, sixty to eighty years old and more than eighty years old. Based on the analysis results, it seems that the health impact of outdoor air VOLUME 4, 2016 pollution is greater for larger age groups, while the R-squared value and the impact is very high in case of people that are more than eighty years old.
2) NATIONAL AND REGIONAL LEVEL ANALYSIS
The next step in the analysis regards the examination of the health impact of outdoor air pollution within a national setting. As already stated, air pollution and mortality instances data is made available through ISTAT, Airbase and ARS Toscana for large cities across Italy. However, in this case, a set of problems is faced with regards to the quality of the considered data. The most important ones regard the absence of common reference to the various locations within Italy in the various databases considered, the different notations in the metrics used for measurement of the available data (e.g. average values for PM concentrations and absolute values for mortality instances), the existence of multiple air quality monitoring stations of different type within large cities in Italy along with the observation of large diversions in the provided measurements among neighboring stations and the availability of data for limited time periods (e.g. lot of missing data for specific years) as well as for different time granularity (e.g. average values per 3 years in some cases instead of average values per year). The aforementioned factors led to the realization of analysis based on limited data from the available datasets and, thus, non-statistically significant results. However, in order to get some insights with regards to the current status of outdoor air pollution in large cities across Italy and the potential association with mortality instances, several visualizations are produced, upon interlinking of data and preparation of the input datasets. In Figure 8 , the PM2.5 concentration levels across Italy for the years from 1990 to 2012 are depicted, where there is evident a declining trend. In Figure 9 , the maximum number of exceedance of the daily limit values for the protection of human health for PM10 concentrations is depicted for several cities across Italy, showing a differentiation between cities of North and South Italy (cities in the northern part of Italy, such as Torino, Milano and Verona, have much more violations than cities in the southern part, such as Napoli, Bari and Palermo). In Figure 10 , the PM10 average concentrations in various areas within the Tuscany region along with the mortality rates (% percentage of the overall population) is depicted where various fluctuations are present without a clear trend in terms of association among the monitored parameters.
Taking into account the available air quality monitoring data as well as the insights produced through the analysis, it could be argued that it is evident the need for the implementation of more strict national level policies with regards to the reliable monitoring of air quality indicators across all the big cities within Italy. Such data can be complemented by data monitored by citizens through individual stations or even the exploitation of mobile crowd sensing mechanisms (e.g. similar to iSPEX-EU that is the first Europewide citizen science campaign of the iSPEX project that actively involves citizens in the scientific measurement of air pollution [39] ). Appropriate data representation or interlinking of the available network of outdoor air quality monitoring stations in various areas along with the collection of data from national and regional authorities based on common or interlinked templates and definitions may be also beneficial.
C. IMPACT ON CITIZENS QUALITY OF LIFE AND POLICY MAKING PERSPECTIVE
Given the results of the analysis in international, national and regional level, a set of scenarios are examined targeting at providing estimations for the evolution of the mortality instances based on the application of different set of policies, as they are specified in policies documents in accordance with the Clean Air Programme for Europe [36] . The Clean Air Programme for Europe sets out -among other actionsnew interim objectives for reducing health and environmental impacts up to 2030. It also defines the necessary emission reduction requirements for the key pollutants and the policy agenda that will be necessary to achieve these objectives [36] .
For the purpose of our study, we are based on projections made at the ''The Final Policy Scenarios of the EU Clean Air Policy Package -Thematic Strategy on Air Pollution (TSAP) Report #11'' report [37] . This report documents the key scenarios that informed the discussion and decision of the college of the European Commission on the Clean Air Policy package. The following three scenarios are considered: (i) the 'Current legislation' (CLE) reference Scenario for the TSAP Impact Assessment, described in [37] , that assumes full and timely implementation of current legislation For each of the scenarios, projections for the mortality instances are realized based on estimations for the PM2.5 emissions for 2030 by country [37] and projections of the population (million people) and GDP (billion Euro) by Member State in 2030 [38] . Projections for mortality instances are based on the application of the linear models LM1 and LM5. Indicative results for mortality instances due to cerebrovascular diseases for 2030 for the considered scenarios are provided in Table 3 . It is shown that, in case of application of the B7 scenario instead of the CLE scenario, the mortality instances due to cerebrovascular diseases is estimated to be reduced in EU-28 level by 98200 instances. Similarly, in case of application of the MTFR scenario instead of the CLE scenario, the mortality instances is estimated to be reduced in EU-28 level by 147064 instances. For Italy, the mortality instances is estimated to be reduced in the first case by 9672 instances while in the latter case by 12400 instances.
Going one step further, and following existing methodologies as they are provided in [32] , we apply a standard method for assessing the cost of mortality at the level of society, based on the ''value of statistical life'' (VSL), as derived from aggregating individuals' willingness to pay to secure a marginal reduction in the risk of premature death [32] . The economic cost of a mortality impact is given by the VSL value, multiplied by the number of premature deaths. The economic benefit of a mitigating action becomes the same VSL value, multiplied by the number of prevented premature deaths [32] .
Thus, following the methodology described in [32] , we collected the required data (e.g. data for GDP per capita, GDP per capita growth rate, Parity Purchasing Power conversion factor, Consumer price index per country per year) based on the application of the relevant queries in SPARQL endpoints of Eurostat and World Bank. Then, we estimated the VSL value per country for the years 2005 to 2014, using as basis the provided VSL value for 2005. Based on the assumption that any projections for the future are going to be based on the VSL value for 2014, we got the following results (see Table 3 ): economic benefit of USD 356 billion for 2030 in EU-28 level in case of application of the B7 scenario instead of the CLE scenario and economic benefit of USD 549 billion in case of application of the MTFR scenario instead of the CLE scenario for the mortality instances associated with cerebrovascular diseases. In the case of Italy, the economic benefit in the first case is USD 46.5 billion while for the latter case is USD 59.6 billion. It should be noted that in our study we did not make any assumptions with regards to the percentage of mortality instances that can be considered as premature deaths. We are proceeding to estimations based on the overall mortality instances per disease.
Following, the environmental and health analysts are interested on exploiting the power of linked data for collecting information with regards to air pollution relevant legislation and directives in EU level as well as their adoption within Italy. Towards this direction, Linked Open Data made available through the Talk of Europe project for the European Parliament (EP) activities [34] and Linked Open Data made available through the official RDF database of the Italian Chamber of Deputies [35] are exploited. The Talk of Europe project curates Linked Open Data about the EP (LinkedEP) and covers all plenary debates held in the EP between July 1999 and January 2014, and biographical information about the members of parliament. It should be noted that LinkedEP contains links to GeoNames, DBpedia as well as the official RDF database of the Italian Chamber of Deputies. Thus, there is the potential for submitting queries that can fetch information with regards to directives issued in the EU parliament and their implementation within Italy, based on the interlinking of the relevant information.
For the purpose of our study, we have submitted a set of queries for collecting information with regards to debates, speakers, directives and legislation in EU and national level concerning outdoor air pollution. In more detail, upon searching for information available under the term ''Clean Air'', data for the relevant debates, the speakers, their role and the country they represent, as well as of positioning of their national or European parties is collected. Such data can be used for instance for further examining whether these national parties have supported the harmonization of their national legislation with regards to air pollution with the issued EU directives. Collected data may be also linked to and reused by other datasets and services.
Indicatively, based on the submitted queries, we got the transcript of speeches (up to 100 speeches) that contain the word ''Clean Air'' and examined the relevant debates. Through the submission of an extended query, we got information regarding how many of the speeches that contained the term ''air pollution'' were given by Italian politicians (15 out of 230 speeches). By executing a similar query in the official RDF database of the Italian Chamber of Deputies, it is noticed that -for the last years-there is an increasing trend in the air pollution related discussions (13 Such results provide a high level view on the activity of the member of the parliaments, however offer in parallel access to the debates and the positioning of the parties, information that can be proven helpful to policy analysts. Through linked data analysis, the impact of specific decision making activities in country and EU level can be estimated, while indexes regarding the harmonization of EU directives with their adoption in country level may be automatically produced and monitored.
V. THE WAY FORWARD
Taking into account the need for the adoption of solutions that can act as catalysts towards the sustainable development of cities, an approach for the production of linked data analytics that can support decision making though advanced insights over the monitored cases is presented in detail. Data harmonization, fusion and analysis is supported over data stemming from multiple scientific disciplines and sources, while focus is also given on data interoperability aspects and easy replication of an analysis. Based on the application of the proposed approach into a multidisciplinary domain, a set of insights are produced with regards to the health impact of outdoor air pollution, while it is shown how the analysis results can be used for policy making purposes.
Looking forward, a set of opportunities are identified for optimally exploiting the power of linked data analytics for solutions that may have major impact on quality of life within a city.
With regards to the availability of data within a smart city ecosystem, it is foreseen that huge amount of data is going to be made available in the future through the adoption of crowd-sensing mechanisms as well as the development of low-cost sensors, embedded in many cases in smartphones. For instance -in relevance with the presented study-, UNEP is designing an affordable national air quality monitoring network for measuring particulates and key pollutants, based on the deployment of low-cost stations in several smart cities across the world [40] . Such data can be easily homogenized and interlinked through the presented approach, leading to more qualitative results. In cases where handling of sensitive information along with privacy aspects have to be taken into account, the application of privacy-preserving data mining [44] and privacy-preserving data publishing techniques [45] has to be considered.
It should be noted that full or partial replication of the detailed analysis can be easily realized, leading to more advanced insights due to better quality of input data. Likewise, realization of similar analysis in other domains can be supported. Indicatively, investigation of the impact of policy making activities along with the application of the EU directives in countries level, examination of the impact of noise levels in the health of the citizens in neighborhoods' level, examination of the relationship between the carbon emissions and poverty levels or inclusion in the existing analysis of climate oriented parameters (e.g. temperature, wind velocity) can be supported.
In all the cases, the learning curve for the adoption of the proposed approach has to be taken into account, while -where needed-the involvement of experienced data scientists in the overall data mining and analysis process has to be considered.
Going one step further, sharing of data among services provided in a smart city context may be also supported based on their unified representation, facilitating in this way their usage by multiple parties for the development of advanced services and, thus, the greater engagement of citizens following the evolving crowd sensing paradigm.
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