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The Perron Process Applied 
to Oblique Derivative Problems 
GARY M. LIEBERMAN 
Department of Mathematics, Iowa State University, 
Ames, Iowa 5001 I 
The Perron process has been used with great success to prove the solvability of 
the Dirichlet problem for linear elliptic equations by elementary methods. A 
modification of this process is used to give an elementary proof of the solvability of 
the regular oblique derivative problem for linear elliptic equations. (‘3 1985 Academic 
Press. Inc. 
Although the Dirichlet problem for second-order linear elliptic operators 
Lu=f, in Q, u=f2 on cS~ 
has been extensively studied by elementary methods, the oblique derivative 
problem 
Lu=f, in a, Mu=f, on c?R 
(where M is a first-order differential operator) has been studied only by 
much deeper methods. We are concerned here with the existence of solutions 
to this oblique derivative problem provided the data are sufficiently regular. 
Rather than attempting an integral representation (see [3]), or an elaborate 
potential-theoretical approach (see [2,4]), we use a simple adaptation of the 
Perron process [lo] which has been so useful in attacking the Dirichlet 
problem. 
In fact, we use only part of the Perron process. The idea is to treat the 
combination differential-equation-and-boundary-condition as a unit in the 
same way that the usual Perron process treats only the differential equation. 
By so doing, we build into the problem hypotheses which guarantee that the 
boundary condition is satisfied in a clasical sense, thus avoiding the 
classification of regular and irregular boundary points. 
It should be noted that the ideas involved apply also to mixed boundary 
value problems for elliptic and parabolic equations. The additional material 
required to carry out the program for these problems will be included in a 
future work [7]. 
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1. DEFINITIONS. Let 0 be a bounded domain in R”. We define the 
operators L and M by 
Lu = aii Diju + b’ D,u + cu in R, 
Mu=/3’Diu+yu on XL 
Consider the problem 
Lu=f, in R, Mu= f2 on 852. 
We assume (1.2) to be elliptic, i.e., 8R has an inner normal V, and 
a”(X) &tj > ItI’ for all xEQ,<E R”, 
P’(x) q(x) > 1 for all x E f3R. 
(I.la) 
(Lib) 
(14 
(1.3a) 
(1.3b) 
Note that (1.3a), (b) include a normalization of the operators L and M. 
Further hypotheses concerning L, M, and R will appear presently. 
Our first step is to present an a priori estimate for solutions of (1.2); this 
estimate will be a Schauder-type estimate in terms of certain weighted 
Holder norms, similar to the norms of [ 11. 
For an open set S, 0 < a < 1, and k a positive integer, 
l4o:s = S”sP 149 
[u]~~~=su~{~u(x)--(Y)~/~x-~~~:x#~ in S), 
I4,;s = I% + bl,w 
Iul k+n;S= c IDjuICI:S + IDkUla;S’ 
i<k 
Now let Z be a relatively open subset of L%2 and set 
d(x) = dist(x, X$?Y), 
n, = {x E n: d(x) > S}. 
For k and a as above, we set a = k + a. If also a + b > 0, we define 
If ]u]ib’ < co, we say that u E HIP’. 
For future reference we note two important properties of these norms. 
(A) Ifa’+b>Oandifa’<a,then/u(~~‘<C]u]~-b’. 
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(B) If a > b > 0 and if (u,) is a bounded sequence in Hi-b’, then 
there is a subsequence (u,,J which converges in any HITS” with 0 < b’ < b, 
0 < a’ < a, and a’ > b’. 
For our purposes, it suffices to know that (A) and (B) are satisfied when 
fl is the intersection of an open ball and a half-space and 2: is the inter- 
section of this ball with the boundary hyperplane (see Section 4). In this case 
(A) and (B) can be verified by exactly the same means as [I, (2.5) and 
Lemma 4.21, respectively. 
The smoothness of C will be of importance. In order to quantify this 
smoothness, we first present some auxiliary definitions: 
If B is an open ball centered at the origin, then we define 
B, =BnR;,B,=BnIRIR;t. 
Now let Z be a relatively open subset of 852 and let x E Z. If there is a 
neighborhood N, of x, an open ball B centered at the origin, and a C’ 
diffeomorphism F of g onto fl, such that 
F(B+)=N, nn, F(B,)=N,n8fi=N,nZ, F(0) = x, 
then we call N, a l-neighborhood of x with l-function F. We say that Z E H, 
if every point x E C has a l-neighborhood with all the l-functions and their 
inverses having uniformly bounded gradients. For a > 1, we say that C E H, 
if C E H, and if the H,(B) norms of all the l-functions are uniformly 
bounded. 
When f is defined on Z, we set 
and similarly for IJI, . (H When C E H,, these “boundary norms” are known 
to have appropriate invariance properties. 
We now present the Schauder estimate. 
LEMMA 1. Define L and M by (Ll), let Z E H,,, for some a E (0, l), 
and let u E C”(Q U Z) be a solution of Lu = f, in R, Mu = f, on Z. Suppose 
(1.3) and also 
la’jl,+l~“l~‘+Ib’)‘,2’+)p’l~+IP’1:~,+I~I:’:~< co. (1.4) 
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If b 2 -2 - a, then there is a constant c, such that 
Proof This result follows from the usual local Schauder estimate for the 
oblique derivative problem [2, Lemma 6.291 via a straightforward argument 
as in [2, Lemma 6.201. 1 
2. OUTLINE OF THE PERRON PROCESS 
The crucial step in applying the Perron process to oblique derivative 
problems is to treat the boundary condition as part of the differential 
equation. 
Except for this unusual treatment of the boundary condition, the ideas 
involved in this section are fairly standard. Indeed, the discussion here is 
based very strongly on [2, Sections 2.8,6.3] and should be compared with 
that in any standard text on modern potential theory (e.g. [5]; see also [IO]). 
However, we include a detailed account of the Perron process for reasons of 
completeness and of intended later applications to mixed boundary value 
problems. 
Fix fi E C(Q), fi E C(aQ); we attempt to find a solution u of (1.2) as the 
supremum of appropriately defined “subsolutions.” We suppose first that 
(1.2) is locally solvable, that is, for each y E fi, there is a relatively open 
subset N = N(y) containing y such that for any h E C(g) there is a (unique) 
solution v E C*(N) of the problem 
Lv=f, in Nnfi, Ah= f2 on Nnafi, v=h on 8’N (2.1) 
where C*(N) = C'(N)n C(8) and ZN = (aN n Q). For brevity we denote 
this function v by (h), to emphasize its dependence on h and y. 
A subsolution of (1.2) is a function w  E C(a) such that for any y E fi, if 
h > w  on a’N, then (h), > w  in N. The definition of supersolution is obtained 
by reversing these inequalities. The set of all subsolutions (supersolutions) is 
denoted by S- (S+ ). 
We introduce the following properties: 
(1) Ifv,, v2 are in S-, then max{v,, v,} E S-. 
(2) IfviES-,ifyEfiandift?,isgivenby 
271 =v, in n7N<u>, VI = (VI>, in WY), 
then B, E S-. (The function z?i is called the lift of vi), 
(3a) If w* ES*, then w+ > w-in Q. 
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(3b) If rv* in C*(N) satisfy 
Lw’=Lw-inNnO,Mw+=Mw-onNnX&andw+>w-inNnG, 
then either w  + 3 w  - in N or else w  ’ > w  - in N. 
(4) S* are non-empty. 
(5) Let (urn) be a bounded sequence of C*(N) solutions of Lv, = f, in 
Nn J2, Mv, = fi on Nn XJ. Then there is a convergent subsequence (v,,,k) 
such that v = lim vmk is a C*(N) solution of 
Lv=f, in NnQ Mv=f2 on Nnm. 
It is not difficult to show that the assumption of local solvability, in 
conjunction with properties (l)-(5), implies that (1.2) is solvable. 
solvable and that properties THEOREM 1. Suppose that (1.2) is locally 
(l)-(5) are satisfied. Then 
u = sup{v: v E s- 
is a C’@) solution of (1.2). 
Proof We note first that (3a) and (4) imply that u is everywhere finite. 
Now fix y E fi and let (v,) be a sequence in S- with v,(y)+ u(y). By 
replacing v, by max{v,, U, } and using (l), we may assume that the 
sequence (0,) is uniformly bounded. Thus the sequence (a,,,) of lifts of (v,) 
is in S- by dint of (2) and is also uniformly bounded. Thus by (5) this 
sequence has a subsequence (V,,) which converges in N to a C* solution of 
Lv = f, in Nn 0, Mu = f, on N n an. Clearly u < u in N and v(y) = u(v). 
If v(z) < u(z) for some z E N, then u,,(z) > v(z) for some u, E S-. Setting 
w, = max{u,, v,}, we obtain from (t3,) a solution w  E C’(N) of Lw = f, in 
Nn ~2, NW = f2 on N n R. By construction v < w  in N, so (3b) and the 
inequality v(v) = u(y) > w(v) imply that v z u in N. The arbitrariness of y 
then implies that Lu = f, in R, Mu = f2 on aR. fl 
3. VERIFICATION OF PROPERTIES (l)-(5) 
We now show that (l)-(4) are in fact consequences of local solvability 
and simple hypotheses on L, M and R; we note that (5) follows directly from 
Lemma 1 (with b = 0) and the Arzela-Ascoli theorem provided the data are 
smooth enough. 
601/55/2-S 
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LEMMA 2. Suppose that (1.2) is locally solvable, that (1.3) holds, and 
that 
(ai~IO+(b’(,+lB’lO< co, (3. la) 
Ifilo+ I.fzlrJ < 003 (3.lb) 
c<O in a, Y < -y. on W (3. lc) 
where y. is a positive constant. Then properties (lk(4) hold. 
Proof (1) and (2) follow immediately from local solvability and the 
definition of subsolution. 
To prove (3a), let w* E S*, set m = sup,(w- - w+), and define 
Y= {yEfi:w-(y)-w+(y)=m}. 
Since (3a) asserts that m < 0, suppose m > 0. We claim that in this case, 
N(y,) meets an for some y. E 9. If not, there is a closest pointy, in 9 to 
aa. Letting r?* be the lifts of w  * in N, we see that ri- - fi+ <m on 
FN = c?N. The strong maximum principle implies that either W- - a+ < m 
in Nor ti--tiw+rm. Since @-(y,)-ti+(y,)>w-(y,)-w+(y,)=m, it 
follows that G- - Wt = m in N and hence CC- - ttt = m on 8N, which 
contains points of 9 closer to aR than yr , contradicting the definition of y, . 
So let y, E 9 be such that N(y,) meets 8.0. Then L(N- -a+)= 0 in 
NnJ2,M(ti--ti+)=OonNn%2,andti--r7+<monZN.Sincey<O 
and m > 0, the strong maximum principle implies that either a- - B + < m 
for all points in N (including points in N n aa) or else W- - W ’ 5 m. Since 
N-(y,) - W+(y,) = m, it follows that @- --a+ Em . But then 
M(W--k?+)=y(kV--ti+)=ym<O, contradicting M(ti- - ti’) = 0. 
Therefore, m < 0, so W- - I?+. 
(3b) is just the strong maximum principle. 
To prove (4), let A be a positive constant so large that 
and set 
l+lb’(x)J+lx’i<A for all x E 0, 
A direct calculation shows that cot and o- are super- and subsolution, 
respectively. I 
4. LOCAL SOLVABILITY 
As shown in Section 3, the key to the Perron process is local solvability. 
To establish local solvability of (1.2), we first establish solvability of (2.1) 
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for N and D of a special form. This solvability is established using ideas 
introduced by Michael [8], with our discussion based on [2, Section 6.51 
(which is based, in turn, on 181). 
We first describe appropriate domains. For R E (0, 1) set 
x0 = (0 ,..., 0, -R), Qn,={xER~:lx-xoI< l}, 
~,={xER;:~x-xO~< I}. 
(Note that 0, and ZR are non-empty.) Let /i and I be positive constants 
with il < 1. If L and M are defined by (1.1) with Q and a0 replaced by 0, 
and Z, , if (1.3) holds with 0 and afl replaced by D, and ZR, respectively, if 
and if 
1 > R > max(2-“2, (/i/(1 -A +n)“2, 2/1/(1 + 4/12)“2}. 
then we say that (R, L, M) is (A, A)-admissible. We note that (R, L, M) is 
(II, A)-admissible implies that (R, L, M) is (II, A’)-admissible for all 
A’ E (0, 1). Also, if B is a ball centered at the origin, if L and M are defined 
by (l.l), if (1.3) holds, and if b’ and pi are bounded near the origin, then 
there are /i, A, R for which OR c B, ,.?Y, c B”, and (R, L,M) is (/i, A)- 
admissible. This observation is what makes the idea of (/i, A)-admissibility 
applicable. 
We now derive some a priori bounds on solutions of mixed boundary 
value problems in 0,. These bounds, in conjunction with the solvability of a 
particular boundary value and an approximation argument, will be used to 
obtain local solvability. 
LEMMA 3 (cf. [2, Lemma 6.211). Let A and A be positive constants with 
1 < 1, and suppose that (R, L, M) is (A, A)-admissible. Suppose also that 
cc0 in Q,, y<O on 2YR. (4.1) 
If u E C(fiR) r‘l C*(fJ, U ZR) is a solution of 
Lu=f in GR, Mu=f, on z,, u = 0 on aQ,\Z,, (4.2) 
then 
supd-“]u] < (2/min(& 1 -A})(jf,j~2-” t jf2jb1-“). 
0, 
(4.3) 
ProoJ Set 
y=x-x0, r= IYL w(x) = (1 - r2)A. 
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A direct calculation [2, Lemma 6.211 shows that, in fiR, 
Lw = A(1 - r2)-2 [4(3, - 1) a”y’y’- 2(I - r2) 
(i 
C uii + b’y’ 
1 
+ @/A)(1 -r*)*] 
< -A(1 - r*)*-2 [4(1 -a) r2 - 2(1 - +lr]. 
SinceR<r< 1 andd=l-r> 1-r*,weseethat 
Lw<(3,-l)d*-* in Q,. 
Similarly, on C, , 
MW = -2J(1 - r2)‘-’ 
( 
n-1 
2 /?x’ + /3”R + YW 
i=l ) 
< -21(1 - r*)‘-‘(R --/i(l -R*)l’*), 
(4.4a) 
so 
Mw<-Ada-l \ on Z,. (4.4b) 
Estimate (4.3) is a consequence of applying the maximum principle to 
fu - ((If, ]a-‘) + ]f2]k1-‘))/min{L, 1 -A}) w, 
taking into account (4.4a), (b) and the inequality w  < 2dA. 1 
We remark at this point that the concept of (II, I)-admissibility was 
introduced only to give a particularly simple proof of (4.3). It can be shown 
(although we shall not do so here) that Lemma 3 is valid with flR and Z, 
replaced by B, and B,, respectively, and with (4, I)-admissibility replaced 
by the hypothesis that 1 is sufficiently small. 
The next step is to show that (4.2) is solvable under hypotheses similar to 
those of Lemma 3 (cf. [2, Theorem 6.221). 
LEMMA 4. Let a, 1, A and A, be positive constants with a < 1 and A < 1. 
Suppose that (R, L, M) is (A, I)-admissible, that (4.1) holds and that 
I.% + Ib’la + I4 + lpiL+a + I~l,+a GA,. (4.5) 
Then for every f, E HzPa’ and f2 E H:‘$, (4.2) has a unique solution 
u E Hi;?. Moreover, 
lul~;~‘~C(a,~,~,~,,h)(lf,l~*-“‘+/f,l~~-~). (4.6) 
Proof: By virtue of (A) from Section 1 and Lemmata 1 and 3, any 
solution u E Hi;:) of (4.3) obeys (4.6). We shall use this fact in applying 
OBLIQUE DERIVATIVE PERRON PROCESS 169 
the method of continuity, which reduces the question of solvability of (4.2) 
to that of a simpler problem. We then solve this problem. 
To use the method of continuity, we consider the Banach space 
28 = {u E Hi;;l,’ : u = 0 on %2,\Z, }, 
the normed linear space 
7‘ = Hz-l’ x Hy+-$(C,), 
and the operators from 9 to Y’ 1 given by 
T,u = (Au, D,u) and T, u = (Lu, Mu). 
The conclusion of the lemma is clearly equivalent to the surjectivity of T, . It 
is clear that T,, and T, are linear; that they are bounded follows from (4.5) 
and the definitions of the norms. Thus, defining 
T, = (1 - r) To + ST, for 0< r< 1, 
we infer that T, is surjective if there is a constant C such that 
and if To is surjective. 
The estimate (4.7) is a simple consequence of (4.6). We define L, and M, 
by 
T,u = (L,u, M,u). 
Certainly (R, L,, M,) is (A, A)-admissible, and the operators L,, M, satisfy 
(4.1) and (4.5). H ence, (4.7) is valid with the same constant as in (4.6). 
It remains only to verify that To is surjective. This surjectivity is verified 
in two steps. First, we show that 
Au= f, in L?,, D,u=f, on ZR, u = 0 on aa,\Z, (4.3)’ 
has an Hi;: solution for arbitrary f, E H, and fi E Hz+=. Then we use an 
approximation argument to solve (4.3)’ when dfi , f,) E 7 . . 
When f,EH, and f2EHZfor we solve (4.3)’ as in [9], by reflection. 
Setting x = (x’, x”), 
v(x)= U(X)-ff2(X')Xn, h(x) = -f2(x’) xn, 
g(x) = f,(x) - A(f&‘) x”), 
we see that (4.3)’ is equivalent to 
Av=ginn,, D,v=O on L,, v  = h on %‘,\Z,. 
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Further g E H,(s2’), h E C(a.Q’), and Q’ satisfies an exterior sphere 
condition. By classical results (e.g. [2, Theorem 4.3]), there is a function 
z, E C(fi’) n C’(.Q’) such that 
Au = g in a’, v=h onafi’. 
It is readily checked tha/ this v is a solution of (4.3)” and hence that (4.3)’ 
has a solution u E C(0,) n C*(Q, UC,). According to Lemmata 1 and 3, 
u E Hi;;,‘. 
When (fi,f2) E 3‘, we consider sequences (f,,,) and df2.J in H, and 
H 2 +a, respectively, such that 
IKfwf2.m)17-~ Wfi~h)lT for some constant C, 
f, ,m + f, uniformly on K n J2, for any compact K c R, UC;, , 
f2,,, + fi uniformly on K n EC, for any compact Kc fi, uZ, , 
(Such sequences can be constructed via the methods of [ 1, Section 21.) If u, 
is the solution of 
Au,,, =f,,, in Q,, D,P, = f2,,,, on G y u, = 0 on aQ,\.?Yx, 
then (4.6) implies that (u,) is a bounded sequence in H$;z. According to 
(A) and (B) from Section 1 and the Arzela-Ascoli theorem, (u,) contains a 
uniformly convergent subsequence with continuous limit function u. The 
uniform bound on ] u, I$;“,’ implies that u E Hi;:. Finally we note that, for 
any compact set K c 0, U ZR, 
u,+u in C’(K), 
and hence u is a solution of Au = fi in Q, , D, u = f2 on C,. Since (f, , f2) 
was an arbitrary element of ?‘-, TO is surjective as required. 1 
The last step in proving the solvability of mixed boundary value problems 
in OR is to consider non-zero boundary values on X!,\ZR (cf. [2, 
Corollary 6.231). 
LEMMA 5. Let a, A, A and A, be positive constants with a < 1 and J < 1. 
Suppose that (R, L, M) is (A, I)-admissible and that (4.1) and (4.5) are 
valid. Then for arbitrary f, E H,, f2 E H, +a, and h E C(XI,\Z,), the 
problem 
Lu= f, in 52,, Mu=f2 onZp, u = h on X2,\C, (4.8) 
has a unique solution u E C(fiR) n C’(Ll,~,). 
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Prooj Again we proceed by approximation. Let (h,) be a C3(fiR) 
sequence of functions which converges to h uniformly on aG,\Z,. Let u, be 
the solution (given by Lemma 4) of 
Lv,=f,-Lh, in OR, Mv,=f,-Mh, on.Z,, u,=O on XI,\Z,. 
Since the maximum principle and the boundary point lemma imply that 
IUrn--AoGIh,-&lo, th e sequence (u,) converges uniformly to a 
continuous limit function U. Lemma 1 (with b = 0) implies that the Hf’, 
norms of the U,‘S are uniformly bounded. As in Lemma 4, it follows that 
u E C(fi,) n C*(fl, U Z,) and that u is a solution of (4.8). 1 
From the preceding lemmata and the usual Perron process for the 
Dirichlet problem, we can infer the local solvability of (1.2): 
LEMMA 6. Define L and M by (1.1) with 8Q E H2+a. If conditions (1.3) 
and (4.1) hold, and if 
laiilu + Ib’la +/4a + lBili+a + IY/~+, < ao, 
then (1.2) is locally solvable. 
Proof. For y E Q, we choose N(y) a ball centered at y completely 
contained in a. Since aN = a/IV, the unique solvability of (2.1) for any 
h E C(a’N) is well-known (see, e.g. [2, Corollary 6.9 or 6.231). 
For y E 8.0, we let N, be the neighborhood and F be the mapping for the 
definition of %2 E H, + a. Define L on II, and A4 on B, via F, i.e., for u 
defined in B, UB,, set 
v(x) = u(F- l(x)), Lu(x) = Lv(F(x)), Mu(x) = Mu (F(x)). 
(Note that the normalization (1.3) can be achieved in B, by multiplying F 
by a suitable constant.) Since all our hypotheses are invariant under such a 
change of coordinates, there are constants A, A, R for which 0, c B, , 
ZR c B, and (R, L, M) is (A, I)-admissible. According to Lemma 5, (4.2) 
has a unique C(Q,)17 C’(Q, UC,) solution for any f, E H,(O,), 
f, E H,+,(C,), and h E C(XI,\ZR). Setting N= F(O, U Z,), we see that 
(2.1) is uniquely solvable for any f, E H,(O), fi E H,+,(X?) and 
h E C(a’N), as required. i 
5. EXISTENCE RESULTS 
Combining the results of Sections 2, 3, 4 yields the usual solvability 
theorem for the oblique derivative problem [2, Theorem 6.321. 
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THEOREM 1. Define L and M by (1.1) where X2 E H, + a. If conditions 
(1.3), (3.lc), (4.1 a ) are satisfied, then for all f, E H,, f2 E H,+, , there is a 
unique solution u E Hz+, of the problem 
Lu=f, in 0, MU = fi on an. 
In general, unique solvability is no longer assured when (3.1~) is violated. 
Instead a Fredholm alternative is readily seen to hold, so unique solvability 
follows from c < 0, y < 0 in place of (3. lc) provided c f 0 or y f 0. 
We note that our modification of the Perron process applies equally well 
to the Dirichlet problem if the data are smooth. Thus we have also a proof of 
the solvability of the problem 
Lu=f, in a, u=f2 on al2 (5.1) 
whenf, E HZ+, 8.Q E Hz+ which does not rely either on Kellogg’s theorem 
for arbitrary domains [6] or on first showing that (5.1) has C(a) solutions 
and then establishing their regularity (as in [2, Sections 6.3, 6.41); 
We also note that the mixed problem 
Lu=f, inR, Mu=f2 onZ, u = f3 on af2i.z 
where Z and LM2\X are relatively open, smooth subsets of a$2 can be handled 
by this method. The case of greater interest, when z and LM2\Z meet, requires 
additional work. We defer the study of such problems to a later paper [7]. 
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