This paper proposes a data-driven method to minimize objective functions which can be measured in practice but are difficult to model. In the proposed method, the objective is learned directly from training data using random feature expansions. On the theoretical side, it is shown that the learned objective does not suffer from artificial local minima far away from the minima of the true objective if the random basis expansions are fit well enough in the uniform sense. The method is also tested on a real-life application, the tuning of an optical beamforming network. It is found that, in the presence of small model errors, the proposed method outperforms the classical approach of modeling from first principles and then estimating the model parameters.
INTRODUCTION
The control community can roughly be divided in two groups: a model-based group and a data-based group [Hou and Wang (2013) ]. The former takes the classical approach of building a model from first principles, estimating system parameters from data, followed by control design or the minimization of some objective. The data-driven approach skips these first steps and immediately utilizes data for some control or optimization objective. While model-based control can be a powerful tool, some problems are difficult to model. In such cases, it can become very difficult to take model errors and uncertainties into account [Gevers (2002) ]. In the data-driven approach, control design or objective minimization is done directly after gathering data, using black-box models instead of first principles. This approach is beneficial when no first principles are available or when a system is too complex to be modeled accurately. However, data-based techniques can also be beneficial when there is a model, but some parts of the model are uncertain or unknown.
The core idea of the method proposed in this paper is to directly measure the objective that is to be minimized, instead of estimating a system model which is then plugged into an objective. The objective is approximated with random feature expansions (RFEs) [Rahimi and Recht (2007) ], and this approximation of the objective is then minimized. Fast algorithms for function approximation using RFEs exist. Their strength lies in the simplicity of the algorithms: training is done with a single linear regression step, even though the approximation can still be nonlinear. Approximating an unknown function and then minimizing this approximation, however, could be troublesome if the approximation contains artificial local minima that were not present in the true objective function. This paper shows that, with high probability, the local minima of the approximation with RFEs lie close to the local minima of the true objective function if the objective is approximated well enough.
Besides this theoretical result, the method is tested in a real-life application, the tuning of an optical beamforming network (OBFN). OBFNs are used to process signals from different antenna elements in such a way that they add up in phase, resulting in direction-sensitive signal reception [Zhuang (2010) ]. Actuators on the OBFN can be used to control the signal delays. If the desired delay is known, the problem of tuning the OBFN can be written as an optimization problem [ (Zhuang, 2010, Appendix A) ]. The objective to be minimized is the difference between the delay provided by the OBFN and the desired delay. Since accurate (but complex) models are available for this problem, a model-based approach can be used to solve it. However, this paper will show that very small uncertainties in the model can have a large detrimental effect on the objective minimization, while the proposed data-based method circumvents this.
RFEs and the proposed method are explained in more detail in Section 2. Section 3 investigates whether the approximation with RFEs is fit for optimization by providing a theorem about the local minima of this approximation. Section 4 provides more details about the OBFN tuning problem, how the proposed method is used in this application and compared with other methods, as well as simulation the results. Conclusions are presented in Section 5.
RANDOM FEATURE EXPANSIONS
Many nonlinear systems can be modeled by a combination of nonlinear and linear subsystems, and several identification algorithms for such systems are available [Bai (1998) ]. In machine learning, these subsystems are often static, and several methods for function approximation are available.
As an example of a static linear subsystem that follows a nonlinearity, consider the output weights c k in a multilayer perceptron with linear output neuronŝ
Here,f denotes the neural network, x ∈ R l is the input, D is the number of hidden neurons, g is a nonlinear function like a sigmoid or a Gaussian, and the other parameters are weights. The linear weights found in kernel expansionŝ
with N the number of training samples, are another example. The weights in a multilayer perceptron are usually trained with some kind of gradient descent algorithm [Rumelhart et al. (1988) ]. For kernel machines, convex optimization techniques are often used [Suykens et al. (2002) ], but the storage and computation costs can become high when the number of training samples becomes large.
Recently, both machine learning fields (neural networks and kernel methods) have started to investigate a technique that had been used mainly as a heuristic before more thoroughly: the use of random features [Verstraeten et al. (2007) ; Rahimi and Recht (2007) ; Huang (2014) ]. For neural networks, this technique can be interpreted as randomly initializing the weights w k and biases b k , after which the training of c k becomes a linear least squares problem [Schmidt et al. (1992) ; Huang et al. (2006) ]. For kernel methods, this can be interpreted as approximating the kernel with an inner product of randomized feature mappings [Rahimi and Recht (2007)] . No matter the interpretation, in this paper a RFE will be denoted aŝ
with W ∈ R D×l and b ∈ R D×1 being fixed matrices drawn from suitably chosen continuous probability distributions, g : R l → R n a bounded non-constant piece-wise continuous function (e.g. a sigmoid or sinusoid) that operates element-wise on a vector , c ∈ R D a vector of linear coefficients, and D the number of random features.
Although random features have been used mostly because of their practical value, more and more theoretical results are becoming available [Igelnik and Pao (1995) ; Huang et al. (2006) ; Rahimi and Recht (2008) ]. These results show that random features can be used to approximate any continuous function with high accuracy, without the need for a kernel trick or nonlinear optimization. Suppose that the target function f has been sampled at randomly chosen locations x 1 , . . .
The corresponding noisy samples of f are denoted by
where the ε n are, for example, realizations of white Gaussian noise. Now the function f can be fitted by solving the linear least squares problem min
with y ∈ R N being the vector of samples y n and
(6) The regularization parameter λ > 0 helps to avoid overfitting of the model to the data, which would impair its performance on new, previously unseen inputs, and to ensure that there is a unique solution to (5) . This problem has the following solution [Golub et al. (1999) ]:
which leads to a direct method for fitting f with RFEs.
THEORETICAL RESULTS
After computing (7), the RFE model (3) can be used efficiently as an approximation of the target function f . However, this does not necessarily mean that it is a good surrogate for f when performing optimization. We need to investigate whether the extreme points off are close to the extreme points of f . To show that this is not trivial, Figure 1 shows an approximation that increases in accuracy, but introduces many artificial extreme points.
The main result of this paper comes in the form of a theorem that claims that the extreme points off are, with high probability, close to the extreme points of f iff is a good enough approximation of f in the uniform sense. The result is theoretical in the sense that although we do know that such an approximation exists, we have no guarantee that the method from the previous section finds it.
In this section, the weights w k of the random basis expansion defined in (3) are assumed to be i.i.d. normally distributed, w k ∼ N (0, σ 2 I), while the weights b k are assumed to be i.i.d. uniform on [0, 2π] . The nonlinearity g is assumed to be the cosine function, which gives the RFE the interpretation of an approximated Gaussian kernel [Rahimi and Recht (2007) ].
The following is a summary of well-known results from the literature: Corollary 1. Assume that f is continuous and fix any δ ∈ (0, 1) and ε > 0. Then, there exists a constant 
with probability at least 1 − δ. Here, f is as in (3), γ(f ) denotes a constant that depends only on f , and
This result shows that with high probability there exists a vector of weights c such that the RFEf approximates f up to arbitrary precision, as long as the number of features is large enough. It does not guarantee that the least squares approach of Section 2 results in exactly these weights. This corollary will be proved in the appendix.
Our main result is the following theorem. Theorem 2. Let f : X → R, X ⊂ R d compact, be two times differentiable with continuous second derivative. Furthermore, assume that f has only finitely many critical points {v 1 , . . . , v K } := {x ∈ X : ∇f (x) = 0} in X . Then, for any δ ∈ (0, 1) and ε > 0, there exists a constant D 0 = D 0 (f, δ, ε) such that any random basis expansionf defined in (3) with coefficient vector c ∈ C (see (8)) satisfies
with a probability of at least 1 − δ whenever D ≥ D 0 .
The proof is given in the appendix. compactness and low weight, low loss, and large bandwidth [Capmany and Novak (2007) ].
The main components of the OBFNs are optical ring resonators (ORRs) [Lenz et al. (2001) ]. ORRs can provide a tunable time delay to signals, but only over a small frequency band. Cascades of multiple ORRs can provide a constant delay over larger bandwidths [Roeloffzen et al. (2005) ], but it was found that the number of required ORRs can be reduced if the ORRs are organized in tree topologies such as the one depicted in Figure 3 (Zhuang, 2010, Chapter 3) . In the OBFN under consideration, ORRs are combined in a binary tree topology, as illustrated in Figure 3 , providing different constant delays for each path in the tree over a large bandwidth.
The group delay τ i of the i-th ORR depends on the frequency ω as follows (modified from (Zhuang, 2010, p. 22) ):
Here, κ i and φ i are a coupling and phase shift variable, which can be controlled with chromium heaters, and
are the loss parameter and the round-trip time of the i-th ORR respectively, centered around their averagesr and T . The (small) deviations ∆r i and ∆T i are caused by fabrication errors and material inhomogeneities, and are unknown in practice.
The group delay d j of the path connecting the j-th antenna element to the output is given by the sum of the group delays of all the ORRs in the path [Roeloffzen et al. (2005) ]:
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where κ, φ are vectors containing the κ i and φ i for the i-th ORR, R is the total number of ORRs in the OBFN, and p ij ∈ {0, 1} indicates whether the i-th ORR appears in the j-th path (1) or not (0).
The goal is to find the values for κ i and φ i that provide the desired delays d * j over a set of target frequencies ω 1 , . . . , ω L for all OBFN paths j = 1, . . . , P . Since this problem has no exact solution in general, we aim at minimizing the mean-square error
instead, where k sums over the frequencies of interest, and L is the number of frequencies considered. Although this is a non-convex problem, good results have been obtained when the mean-square error was minimized with standard black-box nonlinear optimization techniques (Zhuang, 2010 , Appendix A). However, since the exact values of the parameters (11) are unknown in practice, Zhuang (2010) assumed that
In our notation, this corresponds to the minimization of the objective function
whered j is given by (12) with r i =r and T i =T for all i. In this section it will however become clear that, even if the r i and T i deviate only slightly from their average valuesr andT , this can have a large effect on the outcome of the optimization. Although parameter estimation techniques could be used to estimate these perturbations, model errors can never be eliminated completely. Therefore, this paper proposes to use the method from Section 2 as an alternative. This leads to a third objective function that is learned directly from training data:
where c, W and b are obtained by the procedure described in Section 2. That is, the function MSE(κ, φ) is seen as an unknown target function that we want to approximate.
T are chosen as the input samples. Then the path group delaysd j are calculated for each x using (12), but disturbed with white Gaussian measurement noise with variance σ 2 . Using these disturbedd j in (13) gives noisy measurement samples y n that can be used for finding c. The W and b are not chosen in an optimal way, but randomly as described in Section 3.
In order to compare our approach with Zhuang (2010) , the fmincon function from MATLAB was used to minimize all three objective functions (13)-(16). The same box constraints for the variables κ and φ were used. The number of training samples was chosen as N = 1024, the variance of the measurement noise was chosen at σ 2 = 1, the basis function g(x) = cos(x) was used, and the variance σ The fourth model uses a finite difference approach on averaged measurements. For each parameter perturbation level, the methods were repeated 1000 times, with the mean shown in the graphs and the standard deviation shown as shaded areas in the figure.
using random hyperparameter optimization [Bergstra and Bengio (2012) ].
The perturbations ∆r i were chosen randomly from a uniform distribution over [− 1 2 σ ∆r , 1 2 σ ∆r ], with 7 different interval lengths σ ∆r = 10 −7 , . . . , 10 −1 . With this scheme and with the estimater = 0.95, the loss parameter r i would never go above 1, which is physically impossible for a passive OBFN system. The perturbations ∆T i were chosen randomly from a uniform distribution over [− 1 2 σ ∆T , 1 2 σ ∆T ] with a varying interval length of σ ∆T = 10 −10 σ ∆r , since the estimate ofT = 1.38 · 10 −10 is about 10 orders of magnitude smaller thanr. Figure 4 shows the results for minimizing the three objective functions with increasing parameter perturbations, averaged over 1000 runs. The standard deviation of the mean square errors is indicated by the shaded areas. A fourth curve shows the results of a benchmark method, where measurements are first averaged to reduce measurement noise and then minimized with a finite difference approach, using the same measurement noise with σ 2 = 1 and number of measurements N = 1024.
It can be seen that for parameter perturbations close to 0, the minimization of the learned error MSE gives worse results than the minimization of MSE. It also gives a larger standard deviation, showing the random nature of the method. However, as the parameter disturbance increases, the quality of the solution of minimizing MSE decreases, while the minimization of MSE still gives results that are comparable to MSE. This change happens quickly, when the parameter disturbances are still quite small (around a variation of 10 −5 for r i and 10 −15 for T i ).
CONCLUSION
In this paper, it was proposed to use random basis expansions for the minimization of unknown objectives. Instead of deriving a model from first principles, estimating model parameters, and minimizing some objective derived from this model, the proposed method learns the objective function to be minimized directly from data. Random basis expansions were used to approximate the objective function, and it was shown that this approximation does not suffer from artificial local minima if trained ideally. The method was tested on a real life application, namely the tuning of an optical beamforming network. In the presence of model uncertainties, the proposed method outperforms the classical approach.
Appendix A. AUXILIARY RESULTS
We start by proving Corollary 8, followed by some auxiliary results, followed by the proof of Theorem 2.
Proof. (Corollary 1)
Since f is continuous, we can approximate it byf (x) = (Steinwart, 2002, Exa. 1) . Note thatf belongs to the reproducing kernel Hilbert space (RKHS) generated by the Gaussian kernel. By (Rahimi and Recht, 2008, Thm. 4 .2), we can findf ∈ F, where F is a certain dense subset of this RKHS, such that f −f ∞ < ε 3 . Finally, by (Rahimi and Recht, 2008, Thm. 3.2) , there exists an expansion (3) with f −f ∞ < ∞ with a coefficient vector belonging to C with probability at least 1 − δ whenever D ≥ D 0 for a suitably chosen D 0 . The triangle inequality now shows that
The coefficients used in the proof of (Rahimi and Recht, 2008, Thm. 3 .2) satisfy sup k |c k | < γ(f )/D because, in the notation of (Rahimi and Recht, 2008, proof of Thm. 3 
Lemma 3. Let δ ∈ (0, 1) and letf be an approximation of f with coefficient vector c ∈ C (see (8) 
if the coefficient vector c belongs to the set C in 8.
Here we have used that cos ∞ ≤ 1 and Corollary 1. The term
2 X, with σ 2 the variance of w k,i and the z k being standard normally distributed variables. Now, X is a χ 2 (D)-distributed random variable which has the following Chernoff bound (Harvey, 2011, p. 3f) :
where t is free to be chosen. Choosing for example t = 1/4 in (A.2) below gives the following bound:
If M > 2 ln(2)σ 2 γ(f ), this last quantity will converge to 0 as D → ∞. Therefore, for fixed δ ∈ (0, 1) and M > 2 ln(2)σ 2 γ(f ) there exists a D 0 such that T . Taylor's theorem in Lagrange form (Abramowitz and Stegun, 1964, p.880) implies
i is continuous by assumption and the set X is compact. By Lemma 3, there exists a D 
such that (1 − δ (1) )(1 − δ (2) ) = 1 − δ, we have CONFIDENTIAL. Limited circulation. For review only.
≥ 1 − δ whenever D ≥ D 0 , for all i. Lemma 5. Let g : X → R be continuous with finitely many roots r 1 , . . . , r n , n ≥ 1, and fix any ε > 0. Then, there exists ρ > 0 such that |g(x)| < ρ =⇒ min j=1,...,n r j − x < ε.
Proof. Define G : X → R, G(x) := |g(x)|, B ε (r) := {x ∈ X : r − x < ε}, and G ε : X \ n j=1 B ε (r j ) → R, G ε (x) := G(x). The function G ε is continuous and defined on a compact set. Therefore, it attains its minimum ρ := min
Bε(rj )
Thus, whenever |g(x)| = G(x) < ρ for some x ∈ X , x cannot belong to the domain of G ε . Instead, it is x ∈ n j=1 B ε (r j ) as claimed.
Using the lemmas above, we are ready to prove Theorem 2. 
