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THE SCHRO¨DINGER EQUATION IN Lp SPACES FOR OPERATORS WITH
HEAT KERNEL SATISFYING POISSON TYPE BOUNDS
PENG CHEN, XUAN THINH DUONG, ZHIJIE FAN, JI LI, LIXIN YAN
Abstract. Let L be a non-negative self-adjoint operator acting on L2(X) where X is a space of ho-
mogeneous type with a dimension n. In this paper, we study sharp endpoint Lp-Sobolev estimates
for the solution of the initial value problem for the Schro¨dinger equation i∂tu+Lu = 0 and show that
for all f ∈ Lp(X), 1 < p < ∞,∥∥∥eitL(I + L)−σn f ∥∥∥
p
≤ C(1 + |t|)σn‖ f ‖p, t ∈ R, σ ≥
∣∣∣1
2
− 1
p
∣∣∣,
where the semigroup e−tL generated by L satisfies a Poisson type upper bound. This extends the
previous result in [8] in which the semigroup e−tL generated by L satisfies the exponential decay.
1. Introduction
1.1. Background and main result. We will consider the initial value problem for the Schro¨dinger
equation  i∂tu(x, t) + Lu(x, t) = 0 x ∈ R
n, t > 0,
u(x, 0) = f (x),
(1.1)
where L is a non-negative self-adjoint operator on L2(Rn) with the heat kernel ht(x, y) of the semi-
group e−tL satisfying the Poisson type upper bound: there exist positive constants C and m, a > 0
such that for all x, y ∈ Rn, t > 0,
|ht(x, y)| ≤ Ct− nm
(
1 +
|x − y|
t1/m
)−n−a
.(1.2)
The aim of this paper is to focus on the Lp estimate for the solution of this Schro¨dinger equation
with the sharp index. Our main result in this paper is the following.
Theorem 1.1. Suppose that L is a non-negative self-adjoint operator on L2(Rn) satisfying the above
heat kernel upper bound (1.2) with a >
[ n
2
]
+ 1. Then for any p ∈ (1,∞), there exist constants
C,Cp > 0, independent of t and f , such that
‖eitL(I + L)−σn f ‖Lp(Rn) ≤ Cp(1 + |t|)σn‖ f ‖Lp(Rn) for any σ ≥ σp :=
∣∣∣∣1
2
− 1
p
∣∣∣∣.(1.3)
We point out that when L is the standard Laplacian onRn, the sharp endpoint Lp-Sobolev estimate
was first studied by Miyachi [37, 38]. Later it has been extensively studied in different types of
Schro¨dinger equation in Rn, see for example [5, 26, 27, 28], where the key tool is Fourier transform.
Date: July 6, 2020.
2010Mathematics Subject Classification. 42B37, 35J10, 47F05.
Key words and phrases. Sharp Lp estimate, Schro¨dinger equation, elliptic operator, heat kernel, space of homoge-
neous type.
1
2 PENG CHEN, XUAN THINH DUONG, ZHIJIE FAN, JI LI, LIXIN YAN
Recently, Jensen and S. Nakamura [31, 32] developed an idea on obtaining the Lp estimates of the
Scho¨dinger equation by using the commutator method. P. D’Ancola and F. Nicola [14] applied this
method to prove the uniform local Lp estimates for the solution of this Schro¨dinger problem, that is,
they studied the sharp estimate of ‖eitLϕ(L) f ‖Lp with ϕ to be certain compactly supported function
in C∞(R), where the heat kernel upper bound of the operator L can be relaxed from exponential
decay to polynomial decay. See also [6] for the extension of [14] to space of homogeneous type.
However, their results cannot be applied to proving (1.3). In [8], the first, second, fourth and
fifth authors of this paper studied the Schro¨dinger equation for nonnegative self-adjoint operator L
whose heat kernel satisfies the Gaussian upper bound, and obtained the sharp estimate (1.3). The
method in [8] is to use the sharp maximal function estimate, which depends heavily on the important
tool of function calculus studied by Christ, Hebisch, McIntosh, Duong et., as well as Blunck and
Kunstmann and so on, where the exponential decay of the heat kernel plays an essential role.
Our main result Theorem 1.1 reduces the kernel upper bound to pointwise Poisson bound, and
gives the full range of the sharp Lp estimate for the solution to the initial value problem for a
Schro¨dinger equation. To obtain this, we develop several new techniques comparing to the previous
closely related results [8, 14, 37, 38]. We now explain these in the next subsection in details.
1.2. Assumptions, framework and new techniques of the proof. To show Theorem 1.1, we will
work on a more general setting in order to cover many important examples that are in the scope of
R
n. Throughout this paper, we assume that X is a metric space, with a distance d and a nonnegative,
Borel, doubling measure µ on X.
To be more precise, we first recall the basic setup for the metric space X. Let B(x, r) = {y ∈ X :
d(x, y) < r} be the open ball with center x ∈ X and radius r > 0 and let V(x, r) = µ(B(x, r)), the
volume of B(x, r). We say that (X, d, µ) satisfies the doubling property (see Chapter 3,[12]) if there
exists a constant C > 0 such that
V(x, 2r) ≤ CV(x, r), ∀r > 0, x ∈ X.(1.4)
Then the doubling property implies the following strong homogeneity inequality,
V(x, λr) ≤ CλnV(x, r)(1.5)
for some C, n > 0 uniformly for all λ ≥ 1 and x ∈ X. In the Euclidean space with Lebesgue
measure, n is the dimension of the space. In our results, the critical index is always expressed in
terms of the homogeneous dimension n. Note also that there exist c and D, 0 ≤ D ≤ n so that
(1.6) V(y, r) ≤ c
(
1 +
d(x, y)
r
)D
V(x, r)
uniformly for all x, y ∈ X and r > 0. Indeed, the property (1.6) with D = n is a direct consequence
of the triangle inequality with respect to the metric d and the strong homogeneity property. In the
cases of Euclidean spaces Rn and Lie groups of polynomial growth, D can be chosen to be 0.
3Suppose that L is a non-negative self-adjoint operator on L2(X), one can formally define an
Schro¨dinger group eitL, using the spectral theory for L. Assume that L has a spectral resolution:
L f =
∫ ∞
0
λdEL(λ) f , f ∈ L2(X),
where EL(λ) is the projection-valued measure supported on the spectrum of L. Then the operator
eitL is defined by
(1.7) eitL f =
∫ ∞
0
eitλdEL(λ) f
for f ∈ L2(X), and forms the Schro¨dinger group. By the spectral theorem ([35]), the operator eitL
is continuous on L2(X). Assuming f ∈ L2(X), u(x, t) = eitL f solves the following initial value
problem for the Schro¨dinger equation i∂tu(x, t) + Lu(x, t) = 0 x ∈ X, t > 0,u(x, 0) = f (x).
It is interesting to investigate Lp-mapping properties for the Schro¨dinger group eitL on Lp(X) for
some p, 1 ≤ p ≤ ∞.
We now introduce the polynomial off-diagonal estimate (PEVa,m
p0,2
) for L, which, when moving
back to Rn, is weaker than the Poisson type decay (1.2).
Definition 1.2. Let L be a non-negative self-adjoint operator on L2(X) and m > 0, a > 0. We say
that the semigroup e−tL generated by L, satisfies the property (PEVa,m
p0,2
) if there exists a constant
C > 0 such that for all x, y ∈ X, t > 0,
‖χB(x,t1/m)e−tLVσp0t1/m χB(y,t1/m)‖p0→2 ≤ C
(
1 +
d(x, y)
t1/m
)−n−a
.(PEVa,m
p0,2
)
Note that if the semigroup e−tL has integral kernel ht(x, y) satisfying the following Poisson type
upper bound:
|ht(x, y)| ≤ CV(x, t1/m)−1
(
1 +
d(x, y)
t1/m
)−n−a
(1.8)
for all t > 0 and all x, y ∈ X, then L satisfies the property (PEVa,m
p,2
) with p = 1. Based on the
condition (PEVa,m
p0 ,2
), our main result is the following, which covers Theorem 1.1 when we restrict
our (X, d, µ) to the setting of Rn.
Theorem 1.3. Suppose that (X, d, µ) is a space of homogeneous type with a dimension n and that
L satisfies the property (PEVκ,m
p0 ,2
) for some 1 ≤ p0 < 2, m > 0 and κ > κ0 :=
[n
2
]
+ 1. Then for any
p ∈ (p0, p′0), there exist constants C,Cp > 0, independent of t and f , such that
‖eitL(I + L)−σpn f ‖Lp(X) ≤ Cp(1 + |t|)σpn‖ f ‖Lp(X).(1.9)
As a consequence, this estimate (1.9) holds for all 1 < p < ∞ when the heat kernel of L satisfies
a Poisson type upper bound (1.8) for a > κ0.
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To show Theorem 1.3, we first study a Hardy space H1L(X) defined via a suitable Littlewood–
Paley area function and then we show that such a Hardy space allows molecular decomposition
and complex interpolation. Hence, this theorem can be reduced to proving the endpoint estimate of
eitL(I + L)−σpn, that is,
Proposition 1.4. Suppose that (X, d, µ) is a space of homogeneous type with a dimension n and that
L satisfies the property (PEVκ,m
2,2
) for some m > 0 and κ > κ0 :=
[n
2
]
+ 1. Then there exists a constant
C > 0, independent of t and f , such that
‖eitL(I + L)−n/2 f ‖H1
L
(X) ≤ C(1 + |t|)n/2‖ f ‖H1
L
(X).
This result extends the main theorem in [9] to the boundedness from H1L to H
1
L. To obtain the
above proposition, our main approach is to establish the following new off-diagonal estimates for
the oscillatory spectral multiplier eitLF(L).
Proposition 1.5. There exist constants C, c0 > 0 such that for any ball B ⊂ X with radius rB and
for any λ > 0, j ≥ 6,∥∥∥χU j(B)eitLF(L)χB f ∥∥∥2 ≤ C2− jκ0( m√λrB)−κ0(1 + λ|t|)κ0( m√λr)−c0‖δλF‖Cκ0+1‖ f ‖2
for all Borel functions F such that suppF ⊆ [−λ, λ], where r = min{rB, λ−1/m}.
We would like to point out that:
(1) Under the assumption of the Gaussian upper bounds (GEm) of an operator L, the Phragme´n-
Lindelo¨f Theorem is the central tool for the optimal extension of the L2 − L2 off-diagonal
estimates of the real semigroup e−τL for real values τ ∈ R+ to that for complex values z ∈ C+.
By using complex semigroup e−(iτ−1)λ
−1L to represent spectral multiplier F(L), the authors in
[9] showed that for any s ≥ 0, there exists a constant C > 0 such that for any j ≥ 2,
‖χU j(B)F(L)χB‖2→2 ≤ C(
m
√
λ2 jrB)
−s‖F(λ·)‖Bs
for all balls B ⊂ X, and all Borel functions F such that suppF ⊂ [−λ, λ]. It should be
noted that due to the appearance of the Besov norm ‖ · ‖Bs , this inequality can be used to
obtain a sharp L2−L2 off-diagonal estimate of compactly supported spectral multiplier with
an oscillatory term eitL, which plays a crucial role in showing the boundedness on H1L for
Schro¨dinger groups.
However, under a mild decay assumption (PEVκ,m
p0,2
) or the Gaussian upper bounds (GEm)
for m < 2, Phragme´n-Lindelo¨f Theorem cannot be applied to obtaining a suitable substitu-
tion for e−zL in a similar way.
(2) Without (GEm), inspired by Davies’s work ([16]), Duong and Robinson ([20]) used Pois-
son formula for subharmonic function to obtain the off-diagonal decay of the heat kernel
Ke−zL (x, y) for the special case X = R
n and p0 = 1.
However, such an estimate is not enough to obtain the required off-diagonal estimates of
F(L), since the off-diagonal decay becomes slower and disappears gradually, as the angle
argz increases from 0 to π
2
.
5Therefore, the previous methods cannot be expected to obtain off-diagonal estimates of F(L).
To overcome this main difficulty, we develop a completely different method to obtain a suitable
replacement by means of amalgam blocks and commutators. To illustrate that, we split the whole
process into three steps:
• Step 1: Inspired by [11], by representing the spectral multiplier F(L) as E(e− Lλ )e− Lλ and then
studying the off-diagonal properties of the operators E(e−
L
λ ) and e−
L
λ separately, we obtain L2 − L2
amalgam-type off-diagonal estimates of F(L) (see Lemma 3.5);
• Step 2: Define Rλ := (I + λ−1L)−1. Inspired by [14], by representing the oscillatory spectral
multiplier eitLF(L) as R2
κ+1−2
λ
eitLF˜(L), where F˜ is a compactly supported Borel function satisfying
suppF˜ ⊂ [−λ, λ], and then studying the off-diagonal property of the operator R2κ+1−2
λ
eitL, we obtain
L2 − L2 amalgam-type off-diagonal estimates of eitLF(L) (see Lemma 3.10);
• Step 3: By embedding the setU j−1(B) into a countable union of amalgam block with a suitable
size (which is different from the one chosen in [11] and [14], since there are two parameters that we
need to consider: the radius of B and the size of suppF), we obtain L2 − L2 off-diagonal estimates
of eitLF(L) (see Proposition 1.5).
1.3. Applications. Our results, Theorems 1.1 and 1.3 can be applied to all examples which are
discussed in [7, 8, 11, 14, 19].
We now provide two more particular examples:
1. Fractional Schro¨dinger operator with potentials on Rn.
Let n ≥ 1 andW1,W2 be locally integrable non-negative functions on Rn. Consider the fractional
Schro¨dinger operator with potentialsW1 andW2:
L = (−∆ +W1)β +W2(x), β ∈ (0, 1].
The particular case β = 1/2 is often referred to the relativistic Schro¨dinger operator. The operator L
is self-adjoint as an operator associated with a well defined closed quadratic form. By the classical
subordination formula (see for example, [25, Section 5.4]) together with the Feynman-Kac formula
it follows that the semigroup kernel ht(x, y) associated to e
−tL satisfies the estimate
0 ≤ ht(x, y) ≤ Ct−n/2β
(
1 + t−
1
2β |x − y|
)−(n+2β)
for all t > 0 and x, y ∈ Rn. Hence, estimate (1.2) holds for m = 2β and α = 2β. If n = 1
and β > 1/2, then we apply Theorem 1.1 to obtain the sharp Lp-Sobolev estimate (1.3) for the
Schro¨dinger equation (1.1) for the operator L.
2. Sub-Laplacian on certain Carnot–Carathe´dory spaces developed by Nagel and Stein [40].
We first recall the background of this setting [40]. Let M be a connected smooth manifold and
{X1, · · · ,Xk} are k given smooth real vector fields on M satisfying Ho¨rmander condition of order
m, i. e., these vector fields together with their commutators of order ≤ m span the tangent space to
M at each point.
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It was shown in [40] that there is a pseudo-metric d on M such that d(x, y) is C∞ on M ×
M\{diagonal}, and for x , y
|∂KX∂LYd(x, y)| . d(x, y)1−K−L.
Here ∂KX are products of K vector fields {X1, · · ·Xk} acting as derivatives on the x variable, and ∂LY
are corresponding L vector fields acting on the y variable. There is also a doubling measure on M,
which was given in each specific example of M.
Consider the sub-Laplacian L on M in self-adjoint form, given by
L =
k∑
j=1
X
∗
jX j.
Here (X∗jϕ, ψ) = (ϕ,X jψ), where (ϕ, ψ) =
∫
M
ϕ(x)ψ¯(x)dx, and ϕ, ψ ∈ C∞0 (M), the space of C∞
functions on M with compact support. In general, X∗
j
= −X j + a j, where a j ∈ C∞(M). The solution
of the following initial value problem for the heat equation
∂u
∂s
(x, s) + Lxu(x, s) = 0
with u(x, 0) = f (x) is given by u(x, s) = Hs( f )(x), where Hs is the operator given via the spectral
theorem by Hs = e
−sL, and an appropriate self-adjoint extension of the non-negative operator L
initially defined on C∞
0
(M). Nagel and Stein proved that for f ∈ L2(X),
Hs( f )(x) =
∫
M
H(s, x, y) f (y)dµ(y)
and the heat kernel H(s, x, y) satisfy the following property (see Proposition 2.3.1 in [40] and The-
orem 2.3.1 in [39]):
For every integer N ≥ 0,
|H(s, x, y)| . 1
V(x, d(x, y)) + V(x,
√
s) + V(y,
√
s)
( √
s
d(x, y) +
√
s
) N
2
,
which implies (1.8) obviously. Hence, we can apply Theorem 1.1 to obtain the sharp Lp-Sobolev
estimate (1.3) for the Schro¨dinger equation (1.1) for the operator L.
1.4. Notation and structure of the paper. For 1 ≤ p ≤ +∞, we denote the norm of a function
f ∈ Lp(X, dµ) by ‖ f ‖p. If T is a bounded linear operator from Lp(X, dµ) to Lq(X, dµ), 1 ≤ p, q ≤
+∞, we write ‖T‖p→q for the operator norm of T . The indicator function of a subset E ⊆ X is
denoted by χE. Besides, let D(T ) be the domain of an operator T . Throughout the paper, Vs is a
multiplier operator defined by Vs f (x) := V(x, s) f (x) and δrF is the dilation of a function F, defined
by δrF(x) := F(rx). Recall that n is the dimension of the space X, we will write
κ0 =
[
n
2
]
+ 1, and σp =
∣∣∣∣∣1p − 12
∣∣∣∣∣ , 1 ≤ p ≤ ∞.(1.10)
Also, for any given ball B in X we set
U0(B) := B and U j(B) := 2
jB\2 j−1B, j = 1, 2, . . . .(1.11)
7This paper is organised as follows. In Section 2 we provide the preliminaries, including the
fundamental properties of the off-diagonal estimate (PEVa,m
p0,2
) and the Hardy space associated with
the operator L satisfying (PEVa,m
p0,2
). In Section 3, we develop new techniques on the off-diagonal
estimates for the compactly supported spectral multipliers (Proposition 3.1) and the oscillatory
compactly supported spectral multipliers (Proposition 1.5). In Section 4 we prove our main result
Theorem 1.3. In the last section we provide some results on the molecular decomposition and
interpolation of the Hardy space H1L(X).
2. Preliminaries
2.1. Basic properties of (PEVa,m
p0,2
). In this subsection, we recall some basic properties of (PEVa,m
p0 ,2
),
which were essentially discussed in [11]. Assume that L satisfies the property (PEVa,m
p0,2
) for some
1 ≤ p0 < 2 and m > 0. By Ho¨lder’s inequality, the property (PEVa,mp0,2) implies that for any
p0 ≤ p ≤ 2,
‖χB(x,λ1/m)e−λLVσpλ1/mχB(y,λ1/m) f ‖2 ≤ C
(
1 +
d(x, y)
λ1/m
)−n−a
‖V
1
p
− 1
p0
λ1/m
χB(y,λ1/m) f ‖p0(PEVa,mp,2 )
≤ C
(
1 +
d(x, y)
λ1/m
)−n−a
‖ f ‖p.
In particular, we have
‖χB(x,λ1/m)e−λLχB(y,λ1/m)‖2→2 ≤ C
(
1 +
d(x, y)
λ1/m
)−n−a
.
Next, we divide X into countable partitions with different size parameters. For every r > 0,
we choose a sequence {xi}∞i=1 ∈ X such that d(xi, x j) > r2 for i , j and sup
x∈X
inf
i
d(x, xi) ≤ r2 . Such
sequence exists since X is separable. Set
D =
⋃
i∈N
B(xi, r/4).
Then we define the amalgam block Qi(r) by the formula
Qi(r) = B(xi, r/4)
⋃B (xi, r/2) \
⋃
j<i
B
(
x j, r/2
)
\ D

 ,
so that {Qi(r)}i is a countable partition of X. Namely,
X =
⋃
i∈N
Qi(r),(2.1)
where Qi(r) ∩ Q j(r) = ∅ if i , j. We say that xi is the center of Qi(r) and r is the diameter of Qi(r).
Such a partition of X is not unique. For a fixed partition, let Ir be a index set consisting of all i ∈ N
such that
i ∈ Ir ⇔ xi is the center of Qi(r).
Observe that Qi(r) ⊂ B(xi, r) and there exists a uniform constant C > 0 depending only on the
doubling constant such that µ(Qi(r)) ≥ Cµ(Bi).
The following lemma is a simple consequence of the estimate (PEVa,m
p,2
).
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Lemma 2.1. Let p0 ≤ p ≤ 2, then there exists a constant C > 0 such that for any λ > 0,∥∥∥e− LλVσp
λ−1/m f
∥∥∥
2
≤ C‖ f ‖p.
Proof. The definition of amalgam block allows us to decompose X = ∪
α∈N
Qα(λ
−1/m), and then
∥∥∥e− LλVσp
λ−1/m f
∥∥∥
2
=
 ∑
β∈I
λ−1/m
∑
α∈I
λ−1/m
∥∥∥χQα(λ−1/m)e− LλVσpλ−1/mχQβ(λ−1/m) f ∥∥∥22

1
2
≤ C
 ∑
β∈I
λ−1/m
∑
α∈I
λ−1/m
(
1 +
d(xα, xβ)
λ1/m
)−2n−2a
‖χQβ(λ−1/m) f ‖2p

1
2
≤ C
 ∑
β∈I
λ−1/m
‖χQβ(λ−1/m) f ‖2p

1
2
≤ C‖ f ‖p,
where in the last inequality we used the embedding ℓp ⊂ ℓ2. 
As a corollary, we can show the following Lp0 − L2 spectral multiplier theorem.
Lemma 2.2. Let p0 ≤ p ≤ 2, then there exist constants C, c0 > 0 such that
‖F(L)Vσp
λ−1/m f ‖2 ≤ C‖δλF‖C1‖ f ‖p
for all Borel functions F such that suppF ⊆ [−λ, λ].
Proof. Let E(τ) := F(−λlogτ)τ−1 so that F(L) = E(e− Lλ )e− Lλ . Then it follows from the Fourier
inversion formula that
E(e−
L
λ ) =
∫
+∞
−∞
eiξe
− L
λ
Eˆ(ξ)dξ.
This, together with the spectral theorem and Lemma 2.1, yields that
‖F(L)Vσp
λ−1/m f ‖2 =
∥∥∥∥ ∫ +∞
−∞
eiξe
− L
λ
e−
L
λV
σp
λ−1/m f Eˆ(ξ)dξ
∥∥∥∥
2
≤
∫
+∞
−∞
∥∥∥eiξe− Lλ e− LλVσp
λ−1/m f
∥∥∥
2
|Eˆ(ξ)|dξ
≤ ‖Eˆ‖1
∥∥∥e− LλVσp
λ−1/m f
∥∥∥
2
≤ C‖δλF‖C1‖ f ‖p,
where in the last inequality we used the fact that suppδλF ⊂ [−1, 1] implies that∫
+∞
−∞
|Eˆ(ξ)|dξ ≤ C‖E‖H1 ≤ C‖δλF‖H1 ≤ C‖δλF‖C1 .(2.2)
This finishes the proof of Lemma 2.2. 
92.2. Preminaries on Hardy space H
p
L
(X). There were numerous number of references (see for
example, [1, 18, 22, 23, 29, 33]) studying the theory of the Hardy spaces associated with certain
operators, especially those ones satisfying the Gaussian upper bounds (GEm). At the beginning
of this section, for any 1 ≤ p ≤ 2, we will extend some basic definitions to the Hardy space Hp
L
associated with operators which only satisfy the estimate (PEVκ,m
2,2
) for some m > 0 and κ > κ0.
In this article, we will define the Hardy space H
p
L
(X) associated with operators in terms of
Littlewood-Paley type area function instead of the semigroup factor tmLe−t
mL. Thanks to the com-
pactly supported property of the Littlewood-Paley function and the off-diagonal estimate (3.1), we
can see below that in our setting, this definition is much more convenient to obtain the Lp bound-
edness for Schro¨dinger groups.
To begin with, let φ be a non-negative cut-off function on C∞c (R) such that suppφ ⊂ (1/4, 1) and
define
S L,φ( f ) :=
(∫ ∞
0
∫
d(x,y)<τ1/m
|φ(τL) f (y)|2 dµ(y)
V(x, τ1/m)
dτ
τ
) 1
2
.
Definition 2.3. Suppose that L satisfies the estimate (PEVκ,m
2,2
) for some m > 0 and κ > κ0. For any
1 ≤ p ≤ 2, we define the Hardy space Hp
L
(X) associated with L be the completion of the space
{ f ∈ L2(X) : S L,φ( f ) ∈ Lp(X)}
endowed with the norm
‖ f ‖Hp
L
(X) = ‖S L,φ f ‖Lp(X).
Remark 2.4. It can be seen from Lemmas 2.7, 2.8, 2.9 and [18, Theorem 3.15, Proposition 4.4]
that under the assumption that L satisfies Davies-Gaffney estimates (DGm) for m ≥ 2, that is, there
exist constants C, c > 0 such that for all λ > 0, and all x, y ∈ X,
‖χB(x,λ1/m)e−λLχB(y,λ1/m)‖2→2 ≤ Cexp
−c
(
d(x, y)
λ1/m
) m
m−1
 ,(DGm)
then the Hardy space H
p
L
(X) coincides with the Hardy space in some previous references (see for
example, [1, 18, 22, 23, 29, 33]).
It is easy to show, by combining Lemmas 2.7 and 2.8, that this definition is independent of the
choice of φ.
An important tool to study the endpoint Hardy space H1
L
(X) is the molecule decomposition. To
illustrate that, we need the following definition of (1, 2,M, ǫ)-molecule associated with the operator
L.
Definition 2.5. We say that a function a(x) ∈ L2(X) is called a (1, 2,M, ǫ)-molecule associated with
L for some ǫ > 0 and m ∈ N if there exists a function b ∈ D(LM) and a ball B = B(xB, rB) such that
(i) a = LMb;
(ii) For every k = 0, 1, 2, . . . ,M and j = 0, 1, 2, . . . ,
‖(rmBL)kb‖L2(U j(B)) ≤ 2− jǫrmMB µ(2 jB)−
1
2 ,
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where we denoteD(T ) be the domain of an operator T .
To continue, we define the molecular Hardy spaces associated with L as follows.
Definition 2.6. Let {λ j}∞j=0 ∈ ℓ1, {a j} is a sequence of (1, 2,M, ǫ)-molecule, we say that f =
∑
j λ ja j,
where the sum converges in L2(X), is a molecular (1, 2,M, ǫ)-representation of f . Set
H
1
L,mol,M,ǫ(X) = { f : f has a molecular (1, 2,M, ǫ) − representation},
endowed with the norm
‖ f ‖H1
L,mol,M,ǫ
(X) = inf

∞∑
j=0
|λ j| : f =
∞∑
j=0
λ jm j is a molecular (1, 2,M, ǫ) − representation
 .
We define the space H1
L,mol,M,ǫ
(X) as the completion of H1
L,mol,M,ǫ
(X) with respect to this norm.
Now, we point out that the Hardy space H1
L
(X) allows molecular decomposition and complex
interpolation. To be precise, we prove the following three lemmas.
Lemma 2.7. Suppose that (X, d, µ) is a space of homogeneous type with a dimension n and that L
satisfies the property (PEVκ,m
2,2
) for some m > 0 and κ > κ0. Let M be a sufficient large constant,
then we have H1
L,mol,M,ǫ
(X) = H1L(X) with equivalent norm, that is
‖ f ‖H1
L,mol,M,ǫ
(X) ≈ ‖ f ‖H1
L
(X).
Lemma 2.8. Suppose that (X, d, µ) is a space of homogeneous type with a dimension n and that L
satisfies the property (PEVκ,m
2,2
) for some m > 0 and κ > κ0. Suppose 1 ≤ p1 < p2 < ∞, 0 < θ < 1,
and 1/p = (1 − θ)/p1 + θ/p1. Then
[H
p1
L
(X),H
p2
L
(X)]θ = H
p
L
(X),
where we recall that [·, ·] denotes the complex interpolation bracket.
Lemma 2.9. Suppose that (X, d, µ) is a space of homogeneous type with a dimension n and that L
satisfies the property (PEVκ,m
p0,2
) for some 1 ≤ p0 < 2, m > 0 and κ > κ0. Then for any p ∈ (p0, 2],
we have H
p
L
(X) = Lp(X) with equivalent norm, that is
‖ f ‖Hp
L
(X) ≈ ‖ f ‖Lp(X).
Proof of Lemmas 2.7, 2.8 and 2.9 will be given in Section 5.
3. Off-diagonal estimates
This section is devoted to presenting some off-diagonal estimates for different kinds of spectral
multipliers.
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3.1. Off-diagonal estimates for compactly supported spectral multipliers. In the following two
subsections, we will develop a new method to obtain off-diagonal estimates for compactly sup-
ported spectral multipliers with oscillatory terms by means of the theory of amalgam block and
some techniques related to commutators (see Lemma 3.5 and Lemma 3.10). These estimates play
crucial roles in obtaining the sharp boundedness for Schro¨dinger groups. In the first step, we show
off-diagonal estimates for compactly supported spectral multipliers without oscillatory term. That
is, we will show the following proposition.
Proposition 3.1. Let p0 ≤ p ≤ 2, then there exist constants C, c0 > 0 such that for any ball B ⊂ X
with radius rB and for any λ > 0, j ≥ 5,
‖χU j(B)F(L)χB‖p→2 ≤ C2− jκ0µ(B)−σp(
m
√
λrB)
−κ0+nσp(
m
√
λr)−c0‖δλF‖Cκ0+1(3.1)
for all Borel functions F such that suppF ⊆ [−λ, λ], where r = min{rB, λ−1/m}.
To begin with, we set Γ( j, 0) = 1 for j ≥ 1, and we define Γ( j, k) inductively by Γ( j, k + 1) :=∑ j−1
ℓ=k
Γ(ℓ, k) for 1 ≤ k ≤ j − 1. For a given r > 0, we denote commutator inductively by
Ad0ℓ,r(T ) := T ;
Adkℓ,r(T ) := Ad
k−1
ℓ,r
(
d(xℓ, ·)
r
T − T d(xℓ, ·)
r
)
, k ≥ 1.
To continue, we recall a known formula for commutator of a Lipschitz function and an operator
T on L2(X).
Lemma 3.2. Let T be a self-adjoint operator on L2(X). Assume that for some η ∈ Lip(X), the
commutator [η, T ], defined by [η, T ] f := ηT f − T (η f ), satisfies that for any f ∈ D(T ), η f ∈ D(T )
and that [η, T ] is bounded on L2(X). Then the following formula holds:
[η, eitT ] f = it
∫ 1
0
eistT [η, T ]ei(1−s)tT f ds, ∀t ∈ R, ∀ f ∈ L2(X).
Proof. The proof was given in [36]. 
Next, we recall a criterion for Lp − Lq boundedness for linear operators.
Lemma 3.3. Let T be a linear operator and 1 ≤ p ≤ q ≤ ∞. For every r > 0,
‖T‖p→q ≤ sup
j
∑
i
‖χQi(r)TχQ j(r)‖p→q + sup
i
∑
j
‖χQi(r)TχQ j(r)‖p→q,
where {Qi(r)}i is a countable partition of X.
Proof. The proof was given in [11, Lemma 2.1]. 
A direct consequence of this criterion is the following estimate.
Lemma 3.4. There exists a constant C > 0, such that for any ℓ, λ > 0, ξ ∈ R, r ≤ λ−1/m and
0 ≤ k ≤ κ0, ∥∥∥Adkℓ,r(eiξe− Lλ )∥∥∥2→2 ≤ C(1 + |ξ|)k( m√λr)−k.
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Proof. By Lemma 3.2, for all ℓ > 0,
Adℓ,r(e
iξe
− L
λ
) f = iξ
∫ 1
0
eisξe
− L
λ
Adℓ,r(e
− L
λ )ei(1−s)ξe
− L
λ
f ds.
Note that e−
L
λ is a bounded operator on L2(X). Repeatedly, it can be reduced to showing that∥∥∥Adkℓ,r(e− Lλ )∥∥∥2→2 ≤ C( m√λr)−k, 0 ≤ k ≤ κ0.(3.2)
By Lemma 3.3, it suffices to show that for every 0 ≤ k ≤ κ0, ℓ > 0, λ > 0, r ≤ λ−1/m,
sup
α∈I
λ−1/m
∑
β∈I
λ−1/m
∥∥∥χQβ(λ−1/m)Adkℓ,r(e− Lλ )χQα(λ−1/m)∥∥∥2→2 ≤ C( m√λr)−k.(3.3)
To show (3.3), we note that
χQβ(λ−1/m)Ad
k
ℓ,r(e
− L
λ )χQα(λ−1/m) =
∑
γ1+γ2+γ3=k
k!
γ1!γ2!γ3!
(
d(xβ, xℓ)
r
− d(xα, xℓ)
r
)γ1 (d(·, xℓ)
r
− d(xβ, xℓ)
r
)γ2
×
χQβ(λ−1/m)e
− L
λ χQα(λ−1/m)
(
d(xα, xℓ)
r
− d(·, xℓ)
r
)γ3
.
Observe that
•
∣∣∣∣d(xβ ,xℓ)r − d(xα,xℓ)r ∣∣∣∣ ≤ d(xβ,xα)r ;
•
∣∣∣∣d(x,xℓ )r − d(xβ ,xℓ)r ∣∣∣∣χQβ(λ−1/m)(x) ≤ ( m√λr)−1;
•
∣∣∣∣d(xα ,xℓ)r − d(y,xℓ)r ∣∣∣∣χQα(λ−1/m)(y) ≤ ( m√λr)−1.
These, in combination with the estimate (PEVa,m
p,2
) with a = κ, yields∑
β∈I
λ−1/m
∥∥∥χQβ(λ−1/m)Adkℓ,r(e− Lλ )χQα(λ−1/m)∥∥∥2→2
≤C
∑
γ1+γ2+γ3=k
∑
β∈I
λ−1/m
(d(xβ, xα)
r
)γ1
(
m
√
λr)−γ2−γ3
∥∥∥χQβ(λ−1/m)e− LλχQα(λ−1/m)∥∥∥2→2
≤C( m
√
λr)−k
∑
β∈I
λ−1/m
(1 +
m
√
λd(xβ, xα))
κ0
∥∥∥χQβ(λ−1/m)e− LλχQα(λ−1/m)∥∥∥2→2
≤C( m
√
λr)−k
for some constant C > 0 independent of α.
Hence, (3.3) is proved. 
Themost technical lemma in this subsection is the following amalgam type off-diagonal estimate.
Lemma 3.5. Let p0 ≤ p ≤ 2, then there exist constants C, c0 > 0 such that for any ball B ⊂ X with
radius rB and for any λ > 0, N ≥ 4, r = min{rB, λ−1/m},
∑
β∈Ir
∑
α∈Ir
d(xα,xβ)≥NrB
‖χQα(r)F(L)χQβ(r)∩B f ‖22

1
2
≤ Cµ(B)−σpN−κ0 ( m
√
λrB)
−κ0+nσp(
m
√
λr)−c0‖δλF‖Cκ0+1‖ f ‖p
for all Borel functions F such that suppF ⊆ [−λ, λ].
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Proof. Let E(τ) := F(−λlogτ)τ−1 so that F(L) = E(e− Lλ )e− Lλ . Then
∑
β∈Ir
∑
α∈Ir
d(xα ,xβ)≥NrB
‖χQα(r)F(L)χQβ (r)∩B f ‖22

1
2
≤

∑
β∈Ir
∑
α∈Ir
d(xα ,xβ)≥NrB
∑
γ∈Ir
d(xγ ,xα)≥ 12 d(xα ,xβ)
∥∥∥χQα(r)E(e− Lλ )χQγ(r)e− LλχQβ(r)∩B f ∥∥∥22

1
2
+

∑
β∈Ir
∑
α∈Ir
d(xα ,xβ)≥NrB
∑
γ∈Ir
d(xγ ,xα)≤ 12 d(xα ,xβ)
∥∥∥χQα(r)E(e− Lλ )χQγ(r)e− LλχQβ(r)∩B f ∥∥∥22

1
2
=:I + II.
To estimate the first term I, we note that if x ∈ Qα(r), then
d(x, xγ)
r
≥ d(xγ, xα)
r
− d(x, xα)
r
≥ d(xα, xγ)
r
− 1 ≥ 1
2
d(xα, xγ)
r
.
Hence,
I ≤ C

∑
β∈Ir
∑
α∈Ir
d(xα,xβ)≥NrB
∑
γ∈Ir
d(xγ ,xα)≥ 12d(xα ,xβ)
(
d(xα, xγ)
r
)−2κ0 ∥∥∥∥∥∥
(
d(·, xγ)
r
)κ0
χQα(r)E(e
− L
λ )χQγ(r)e
− L
λχQβ(r)∩B f
∥∥∥∥∥∥
2
2

1
2
≤ C

∑
β∈Ir
∑
γ∈Ir
∑
α∈Ir
d(xα ,xγ)≥ NrB2
(
d(xα, xγ)
r
)−2κ0 ∥∥∥∥∥∥
(
d(·, xγ)
r
)κ0
χQα(r)E(e
− Lλ )χQγ(r)e
− Lλ χQβ(r)∩B f
∥∥∥∥∥∥
2
2

1
2
≤ C
(
NrB
r
)−κ0 ∑
β∈Ir
∑
γ∈Ir
∑
α∈Ir
∥∥∥∥∥∥
(
d(·, xγ)
r
)κ0
χQα(r)E(e
− Lλ )χQγ(r)e
− LλχQβ(r)∩B f
∥∥∥∥∥∥
2
2

1
2
= C
(
NrB
r
)−κ0 ∑
β∈Ir
∑
γ∈Ir
∥∥∥∥∥∥
(
d(·, xγ)
r
)κ0
E(e−
L
λ )χQγ(r)e
− L
λ χQβ(r)∩B f
∥∥∥∥∥∥
2
2

1
2
.
Combining this estimate with the Fourier inversion formula
E(e−
L
λ ) =
∫
+∞
−∞
eiξe
− L
λ
Eˆ(ξ)dξ,(3.4)
we obtain that
I ≤ C
(
NrB
r
)−κ0 ∑
β∈Ir
∑
γ∈Ir
∥∥∥∥∥∥
∫
+∞
−∞
(
d(·, xγ)
r
)κ0
eiξe
− L
λ
χQγ(r)e
− L
λ χQβ(r)∩B f Eˆ(ξ)dξ
∥∥∥∥∥∥
2
2

1
2
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≤ C
(
NrB
r
)−κ0 ∑
β∈Ir
∑
γ∈Ir
(∫
+∞
−∞
∥∥∥∥∥∥
(
d(·, xγ)
r
)κ0
eiξe
− L
λ
χQγ(r)e
− L
λχQβ(r)∩B f
∥∥∥∥∥∥
2
|Eˆ(ξ)|dξ
)2
1
2
.
To continue, applying the following formula for commutators(see Lemma 3.1, [32]):(d(·, xγ)
r
)κ0
eiξe
− L
λ
=
κ0∑
k=0
Γ(κ0, k)Ad
k
γ,r(e
iξe
− L
λ
)
(d(·, xγ)
r
)κ0−k
,
we have ∥∥∥∥∥(d(·, xγ)r
)κ0
eiξe
− L
λ
(
1 +
d(·, xγ)
r
)−κ0∥∥∥∥∥
2→2
≤ C
κ0∑
k=0
∥∥∥∥∥∥Adkγ,r(eiξe− Lλ )
(d(·, xγ)
r
)κ0−k(
1 +
d(·, xγ)
r
)−κ0∥∥∥∥∥∥
2→2
≤ C
κ0∑
k=0
∥∥∥Adkγ,r(eiξe− Lλ )∥∥∥2→2
≤ C(1 + |ξ|)κ0( m
√
λr)−κ0 ,(3.5)
where in the last inequality we applied Lemma 3.4. This, in combination with the Lemma 2.1 and
the doubling condition (1.5), yields
I ≤ C(N m
√
λrB)
−κ0
∑
β∈Ir
∑
γ∈Ir
∥∥∥∥∥(1 + d(·, xγ)r
)κ0
χQγ(r)e
− L
λχQβ(r)∩B f
∥∥∥∥∥2
2

1
2 ∫ +∞
−∞
|Eˆ(ξ)|(1 + |ξ|)κ0dξ
≤ C(N m
√
λrB)
−κ0‖δλF‖Cκ0+1
∑
β∈Ir
∥∥∥∥e− LλχQβ(r)∩B f ∥∥∥∥2
2

1
2
≤ C(N m
√
λrB)
−κ0‖δλF‖Cκ0+1
∑
β∈Ir
∥∥∥χQβ(r)∩BV−σpλ−1/m f ∥∥∥2p

1
2
≤ Cµ(B)−σpN−κ0( m
√
λrB)
−κ0+nσp(
m
√
λr)−nσp‖δλF‖Cκ0+1‖ f ‖p,(3.6)
where we used the embedding ℓp ⊂ ℓ2 and the fact that suppδλF ⊂ [−1, 1] implies that∫
+∞
−∞
|Eˆ(ξ)|(1 + |ξ|)κ0dξ ≤ C‖E‖Hκ0+1 ≤ C‖δλF‖Hκ0+1 ≤ C‖δλF‖Cκ0+1 .(3.7)
To estimate the term II, we first note that d(xγ, xα) ≤ 12d(xα, xβ) implies
d(xγ, xβ) ≥ d(xα, xβ) − d(xγ, xα) ≥
1
2
d(xα, xβ).
Then
II ≤

∑
β∈Ir
∑
α∈Ir
d(xα ,xβ)≥NrB
∑
γ∈Ir
d(xγ ,xβ)≥ 12 d(xα,xβ)
∥∥∥χQα(r)E(e− Lλ )χQγ(r)e− LλχQβ(r)∩B f ∥∥∥22

1
2
15
≤

∑
β∈Ir
∑
γ∈Ir
d(xγ ,xβ)≥ NrB2
∑
α∈Ir
∥∥∥χQα(r)E(e− Lλ )χQγ(r)e− LλχQβ(r)∩B f ∥∥∥22

1
2
=

∑
β∈Ir
∑
γ∈Ir
d(xγ ,xβ)≥ NrB2
∥∥∥E(e− Lλ )χQγ(r)e− LλχQβ(r)∩B f ∥∥∥22

1
2
.
This, in combination with (3.4) and the spectral theorem, yields
II ≤

∑
β∈Ir
∑
γ∈Ir
d(xγ ,xβ)≥ NrB2
(∫
+∞
−∞
∥∥∥∥∥eiξe− Lλ χQγ(r)e− LλχQβ(r)∩B f
∥∥∥∥∥
2
|Eˆ(ξ)|dξ
)2
1
2
≤

∑
β∈Ir
∑
γ∈Ir
d(xγ ,xβ)≥ NrB2
∥∥∥∥χQγ(r)e− LλχQβ(r)∩B f ∥∥∥∥2
2

1
2
‖Eˆ‖1.(3.8)
It follows from the estimate (PEVκ,m
p,2
) and the doubling condition (1.5) that
∥∥∥χQγ(r)e− LλχQβ(r)∩B f ∥∥∥2
≤C(1 + m
√
λd(xγ, xβ))
−n−κ‖χQβ(r)∩BV−σpλ−1/m f ‖p
≤Cµ(B)−σp(1 + m
√
λd(xγ, xβ))
−n−κ(
m
√
λrB)
nσp(
m
√
λr)−nσp‖χQβ(r)∩B f ‖p.
This means that

∑
β∈Ir
∑
γ∈Ir
d(xγ ,xβ)≥ NrB2
∥∥∥χQγ(r)e− LλχQβ(r)∩B f ∥∥∥22

1
2
≤Cµ(B)−σp( m
√
λrB)
nσp(
m
√
λr)−nσp

∑
β∈Ir
∑
γ∈Ir
d(xγ ,xβ)≥ NrB2
(1 +
m
√
λd(xγ, xβ))
−2n−2κ‖χQβ(r)∩B f ‖2p

1
2
≤Cµ(B)−σp( m
√
λrB)
nσp(
m
√
λr)−nσp

∑
β∈Ir
∞∑
k=0
∑
γ∈Ir
2k−1NrB≤d(xγ ,xβ)<2kNrB
(1 +
m
√
λd(xγ, xβ))
−2n−2κ‖χQβ(r)∩B f ‖2p

1
2
.
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To continue, we point out that under the doubling condition (1.5), there are at most (2kNrB/r)
n
terms (up to multiplication by an absolute constant) in the last summation. Indeed,
#{γ ∈ Ir, 2k−1NrB ≤ d(xγ, xβ) < 2kNrB} ≤
∑
γ∈Ir
d(xγ ,xβ)<2
kNrB
µ(xγ, 2
kNrB)
µ(xβ, 2kNrB)
≤ C
(
2kNrB
r
)n ∑
γ∈Ir
d(xγ ,xβ)<2
kNrB
µ(xγ, r)
µ(xβ, 2kNrB)
≤ C
(
2kNrB
r
)n
,
where we used the notation # to denote the countable measure. Hence,
∑
β∈Ir
∞∑
k=0
∑
γ∈Ir
2k−1NrB≤d(xγ ,xβ)<2kNrB
(1 +
m
√
λd(xγ, xβ))
−2n−2κ‖χQβ(r)∩B f ‖2p

1
2
≤C( m
√
λr)−n/2
∑
β∈Ir
∞∑
k=0
(1 + 2kN
m
√
λrB)
−2n−2κ(2kN
m
√
λrB)
n‖χQβ(r)∩B f ‖2p

1
2
≤C( m
√
λr)−n/2(1 + N
m
√
λrB)
− n
2
−κ
∑
β∈Ir
‖χQβ(r)∩B f ‖2p

1
2
≤C( m
√
λr)−n/2(1 + N
m
√
λrB)
− n
2
−κ‖ f ‖p,
where in the last inequality we used the embedding ℓp ⊂ ℓ2. Thus,
II ≤ Cµ(B)−σp( m
√
λrB)
nσp(
m
√
λr)−c0(1 + N
m
√
λrB)
− n
2
−κ‖δλF‖Cκ0+1‖ f ‖p
≤ Cµ(B)−σpN−κ0 ( m
√
λrB)
−κ0+nσp(
m
√
λr)−c0‖δλF‖Cκ0+1‖ f ‖p(3.9)
for some constant c0 > 0 independent of λ, r,N, t.
Combining the estimates (3.6) and (3.9), we conclude that
∑
β∈Ir
∑
α∈Ir
d(xα ,xβ)≥NrB
‖χQα(r)F(L)χQβ (r)∩B f ‖22

1
2
≤ Cµ(B)−σpN−κ0( m
√
λrB)
−κ0+nσp(
m
√
λr)−c0‖δλF‖Cκ0+1‖ f ‖p.
This finishes the proof of Lemma 3.5. 
Proof of Proposition 3.1. Now we embed the set (2 j−1B)c into a countable union of amalgam block
{Qα(r)}, that is,
(2 j−1B)c ⊆
⋃
α∈Ir
d(xα,xB)≥2 j−2rB
Qα(r).
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We observe that the condition j ≥ 5 implies that if a, β ∈ Ir, d(xα, xB) ≥ 2 j−2rB and Qβ(r) ∩ B , ∅,
then d(xα, xβ) ≥ d(xα, xB)− d(xB, xβ) ≥ 2 j−2rB − r − rB ≥ 2 j−3rB. Hence, it follows from Lemma 3.5
with N = 2 j−3 that
‖χU j(B)F(L)χB f ‖2 ≤

∑
β∈Ir
∑
α∈Ir
d(xα,xB)≥2 j−2rB
‖χQα(r)F(L)χQβ(r)∩B f ‖22

1
2
≤

∑
β∈Ir
∑
α∈Ir
d(xα,xβ)≥2 j−3rB
‖χQα(r)F(L)χQβ (r)∩B f ‖22

1
2
≤C2− jκ0µ(B)−σp( m
√
λrB)
−κ0+nσp(
m
√
λr)−c0‖δλF‖Cκ0+1‖ f ‖p.
This implies the estimate (3.1). 
3.2. Off-diagonal estimates for oscillatory compactly supported spectral multipliers. In the
previous subsection, we obtain off-diagonal estimates for compactly supported spectral multipliers
with sufficient smoothness, but this estimate is not suitable for those multiplier function with oscil-
latory term. Inspired by [14], to overcome this difficulty, we will use commutators techniques again
to obtain much more subtle estimates for oscillatory compactly supported spectral multipliers. That
is, we will the following Proposition 3.6, which is a general version of Proposition 1.5.
Proposition 3.6. Let p0 ≤ p ≤ 2, then there exist constants C, c0 > 0 such that for any ball B ⊂ X
with radius rB and for any λ > 0, j ≥ 6,∥∥∥χU j(B)eitLF(L)χB f ∥∥∥2 ≤ C2− jκ0µ(B)−σp( m√λrB)−κ0+nσp(1 + λ|t|)κ0( m√λr)−c0‖δλF‖Cκ0+1‖ f ‖p
for all Borel functions F such that suppF ⊆ [−λ, λ], where r = min{rB, λ−1/m}.
To begin with, for every λ > 0, we denote
Rλ :=
(
I +
L
λ
)−1
.
The key observation is the following lemma.
Lemma 3.7. For every 1 ≤ k ≤ κ0, r, λ, ℓ > 0, the operator Adℓ,r(R2k+1−2λ eitL) is given by a finite
combination of operators of the following type:
R
µ1
λ
R2
k−2
λ e
itLAdℓ,r(R
µ2
λ
)R
µ3
λ
, µ1, µ2, µ3 ∈ N,
R
µ1
λ
Adℓ,r(R
µ2
λ
)R2
k−2
λ e
itLR
µ3
λ
, µ1, µ2, µ3 ∈ N,
λt
∫ 1
0
R2
k−2
λ e
iρtLAdℓ,r(Rλ)R
2k−2
λ e
i(1−ρ)tLdρ.
Proof. We deduce this result by induction on k. First of all, we point out that it is true for k = 1.
Indeed, by the commutator formula and Lemma 3.2,
Adℓ,r(Rλe
itLRλ) = Adℓ,r(Rλ)e
itLRλ + Rλe
itLAdℓ,r(Rλ) + RλAdℓ,r(e
itL)Rλ
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= Adℓ,r(Rλ)e
itLRλ + Rλe
itLAdℓ,r(Rλ) + iλt
∫ 1
0
eiρtLRλAdℓ,r(L/λ)Rλe
i(1−ρ)tLdρ.
Observe that
RλAdℓ,r(L/λ)Rλ = Rλ
d(xℓ, ·)
r
(R−1λ − I)Rλ − Rλ(R−1λ − I)
d(xℓ, ·)
r
Rλ = −Adℓ,r(Rλ).
Hence, the result for k = 1 is verified.
Now, let us assume this lemma holds for k − 1 and compute
Adℓ,r(R
2k+1−2
λ e
itL) = Adℓ,r(R
2k−1
λ (R
2k−2
λ e
itL)R2
k−1
λ )
= Adℓ,r(R
2k−1
λ )R
2k−2
λ e
itLR2
k−1
λ + R
2k−1
λ Adℓ,r(R
2k−2
λ e
itL)R2
k−1
λ + R
2k−1
λ R
2k−2
λ e
itLAdℓ,r(R
2k−1
λ ).
The first and the last term are of the desired form. The second one is also of the desired form by
the inductive hypothesis, since
R2
k−1
λ R
2k−1−2
λ = R
2k−2
λ .
This finishes the proof of Lemma 3.7. 
Lemma 3.8. There exists a constant C > 0, such that for any ℓ, λ, r > 0 and 0 ≤ k ≤ κ0,
‖Adkℓ,r(Rλ) f ‖2 ≤ C(
m
√
λr)−k‖ f ‖2.
Proof. Denote KT (x, y) be the distribution kernel of the operator T . Then by induction on k ∈ [0, κ0],
we have
Adkℓ,r(Rλ) f (x) =
∫
X
(
d(xℓ, x)
r
− d(xℓ, y)
r
)k
KRλ(x, y) f (y)dµ(y)
= (
m
√
λr)−k
∫
X
(
m
√
λd(xℓ, x) − m
√
λd(xℓ, y)
)k
KRλ(x, y) f (y)dµ(y).
Applying the following representation formula
Rλ =
∫ ∞
0
e−τL/λe−τdτ,
we see that
Adkℓ,r(Rλ) f (x) = (
m
√
λr)−k
∫ ∞
0
∫
X
(
m
√
λd(xℓ, x) − m
√
λd(xℓ, y)
)k
pτ/λ(x, y) f (y)dµ(y)e
−τdτ
= (
m
√
λr)−k
∫ ∞
0
Adk
ℓ,(τ/λ)1/m
(e−
τ
λ
L) f (x)τ
k
m e−τdτ.
It follows from (3.2) with r replaced by (τ/λ)1/m and λ replaced by λ/τ that
‖Adk
ℓ,(τ/λ)1/m
(e−
τ
λ
L) f ‖2 ≤ C‖ f ‖2,
which means that
‖Adkℓ,r(Rλ) f ‖2 ≤ (
m
√
λr)−k
∫ ∞
0
‖Adk
ℓ,(τ/λ)1/m
(e−
τ
λ
L) f (x)‖2τ km e−τdτ ≤ C( m
√
λr)−k‖ f ‖2.
This ends the proof of Lemma 3.8. 
Now we apply Lemmas 3.7 and 3.8 to obtain the following crucial commutator estimate for
Schro¨dinger group.
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Lemma 3.9. There exists a constant C > 0, such that for any ℓ, λ > 0, r ≤ λ−1/m and 0 ≤ k ≤ j ≤ κ0,
‖Adkℓ,r(R2
j+1−2
λ e
itL)‖2→2 ≤ C(1 + λ|t|)k( m
√
λr)−µk.
Proof. The result will be shown by induction on j = 0, · · · , κ0.
By the spectral theorem, the result is true for j = 0. Now we assume it holds for j− 1, and write,
for k ≤ j,
Adkℓ,r(R
2 j+1−2
λ e
itL) = Adk−1ℓ,r (Adℓ,r(R
2 j+1−2
λ e
itL)).
By Lemma 3.7 and the formula
Adk−1ℓ,r (T1 · · ·Tn) =
∑
α1+···+αn=k−1
(k − 1)!
α1! · · ·αn!
Adα1
ℓ,r
(T1) · · ·Adαnℓ,r(Tn)
as well as the inductive hypothesis and Lemma 3.8, we obtain the inequality. 
Now, the result in the previous subsection can be extended to oscillatory compactly supported
spectral multipliers.
Lemma 3.10. Let p0 ≤ p ≤ 2, then there exist constants C, c0 > 0, such that for any ball B ⊂ X
with radius rB and for any λ > 0, N ≥ 8, r = min{rB, λ−1/m},
∑
β∈Ir
∑
α∈Ir
d(xα,xβ)≥NrB
∥∥∥χQα(r)eitLF(L)χQβ(r)∩B f ∥∥∥22

1
2
≤Cµ(B)−σpN−κ0 ( m
√
λrB)
−κ0+nσp(1 + λ|t|)κ0( m
√
λr)−c0‖δλF‖Cκ0+1‖ f ‖p
for all Borel functions F such that suppF ⊆ [−λ, λ].
Proof. To begin with, we note that
eitLF(L) = R2
κ0+1−2
λ e
itLδλ−1G(L),
where G(L) = R−2
κ0+1+2
1 δλF(L).
Hence, 
∑
β∈Ir
∑
α∈Ir
d(xα,xβ)≥NrB
∥∥∥χQα(r)eitLF(L)χQβ(r)∩B f ∥∥∥22

1
2
≤

∑
β∈Ir
∑
α∈Ir
d(xα,xβ)≥NrB
∑
γ∈Ir
d(xγ ,xβ)≥ 12 d(xα ,xβ)
∥∥∥χQα(r)R2κ0+1−2λ eitLχQγ(r)δλ−1G(L)χQβ(r)∩B f ∥∥∥22

1
2
+

∑
β∈Ir
∑
α∈Ir
d(xα,xβ)≥NrB
∑
γ∈Ir
d(xγ ,xβ)≤ 12 d(xα ,xβ)
∥∥∥χQα(r)R2κ0+1−2λ eitLχQγ(r)δλ−1G(L)χQβ(r)∩B f ∥∥∥22

1
2
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=:I + II.
To estimate the term I, we apply the spectral theorem to conclude that
I ≤

∑
β∈Ir
∑
γ∈Ir
d(xγ ,xβ)≥ NrB2
∑
α∈Ir
∥∥∥χQα(r)R2κ0+1−2λ eitLχQγ(r)δλ−1G(L)χQβ(r)∩B f ∥∥∥22

1
2
=

∑
β∈Ir
∑
γ∈Ir
d(xγ ,xβ)≥ NrB2
∥∥∥R2κ0+1−2λ eitLχQγ(r)δλ−1G(L)χQβ(r)∩B f ∥∥∥22

1
2
≤

∑
β∈Ir
∑
γ∈Ir
d(xγ ,xβ)≥ NrB2
‖χQγ(r)δλ−1G(L)χQβ(r)∩B f ‖22

1
2
.
Since suppδλ−1G ⊂ [−λ, λ], we can apply Lemma 3.5 to obtain that
I ≤ Cµ(B)−σpN−κ0( m
√
λrB)
−κ0+nσp(
m
√
λr)−c1‖G‖Cκ0+1‖ f ‖p
≤ Cµ(B)−σpN−κ0( m
√
λrB)
−κ0+nσp(
m
√
λr)−c1‖δλF‖Cκ0+1‖ f ‖p(3.10)
for some constant c1 > 0 independent of λ, r, N, t.
As for the second term II, we first note that d(xγ, xβ) ≤ 12d(xα, xβ) implies
d(xγ, xα) ≥ d(xα, xβ) − d(xγ, xβ) ≥ 1
2
d(xα, xβ).
This means that if x ∈ Qα(r), then
d(x, xγ)
r
≥ d(xα, xγ)
r
− d(xα, x)
r
≥ d(xα, xγ)
r
− 1 ≥ 1
2
d(xα, xγ)
r
.
Hence,
II ≤

∑
β∈Ir
∑
α∈Ir
d(xα,xβ)≥NrB
∑
γ∈Ir
d(xγ ,xα)≥ 12d(xα ,xβ)
∥∥∥χQα(r)R2κ0+1−2λ eitLχQγ(r)δλ−1G(L)χQβ(r)∩B f ∥∥∥22

1
2
≤

∑
β∈Ir
∑
γ∈Ir
∑
α∈Ir
d(xα ,xγ)≥ NrB2
(
d(xα, xγ)
r
)−2κ0 ∥∥∥∥∥∥
(
d(·, xγ)
r
)κ0
χQα(r)R
2κ0+1−2
λ e
itLχQγ(r)δλ−1G(L)χQβ(r)∩B f
∥∥∥∥∥∥
2
2

1
2
≤C
(
NrB
r
)−κ0

∑
β∈Ir
∑
γ∈Ir
∑
α∈Ir
d(xα ,xγ)≥ NrB2
∥∥∥∥∥∥
(
d(·, xγ)
r
)κ0
χQα(r)R
2κ0+1−2
λ e
itLχQγ(r)δλ−1G(L)χQβ(r)∩B f
∥∥∥∥∥∥
2
2

1
2
21
≤C
(
NrB
r
)−κ0 ∑
β∈Ir
∑
γ∈Ir
∥∥∥∥∥∥
(
d(·, xγ)
r
)κ0
R2
κ0+1−2
λ e
itLχQγ(r)δλ−1G(L)χQβ(r)∩B f
∥∥∥∥∥∥
2
2

1
2
.
To continue, applying the following formula for commutators(see Lemma 3.1, [32]):(d(·, xγ)
r
)κ0
R2
κ0+1−2
λ e
itL
=
κ0∑
k=0
Γ(κ0, k)Ad
k
γ,r(R
2κ0+1−2
λ e
itL)
(d(·, xγ)
r
)κ0−k
,
we obtain that there exists a constant c2 > 0 such that∥∥∥∥∥(d(·, xγ)r
)κ0
R2
κ0+1−2
λ e
itL
(
1 +
d(·, xγ)
r
)−κ0∥∥∥∥∥
2→2
≤ C
κ0∑
k=0
∥∥∥∥∥∥Adkγ,r(R2κ0+1−2λ eitL)
(d(·, xγ)
r
)κ0−k(
1 +
d(·, xγ)
r
)−κ0∥∥∥∥∥∥
2→2
≤ C
κ0∑
k=0
∥∥∥Adkγ,r(R2κ0+1−2λ eitL)∥∥∥2→2
≤ C(1 + λ|t|)κ0( m
√
λr)−c2 ,(3.11)
where in the last inequality we applied Lemma 3.9. Applying the estimate (3.11), we conclude that
there exists a constant c3 > 0 such that
II ≤C(N m
√
λrB)
−κ0(1 + λ|t|)κ0( m
√
λr)−c3
∑
β∈Ir
∑
γ∈Ir
∥∥∥∥∥∥
(
1 +
d(·, xγ)
r
)κ0
χQγ(r)δλ−1G(L)χQβ(r)∩B f
∥∥∥∥∥∥
2
2

1
2
≤C(N m
√
λrB)
−κ0(1 + λ|t|)κ0( m
√
λr)−c3
∑
β∈Ir
∥∥∥δλ−1G(L)χQβ(r)∩B f ∥∥∥22

1
2
.(3.12)
Next we write H(τ) = (δλ−1G)(−λlogτ)τ−1, then δλ−1G(L) = H(e− Lλ )e− Lλ . In virtue of the Fourier
inversion formula and the Lemma 2.1, we conclude that∑
β∈Ir
∥∥∥δλ−1G(L)χQβ(r)∩B f ∥∥∥22

1
2
≤
∑
β∈Ir
(∫
+∞
−∞
∥∥∥∥∥eiξe− Lλ e− LλχQβ(r)∩B f
∥∥∥∥∥
2
|Hˆ(ξ)|dξ
)2
1
2
≤ ‖Hˆ‖1
∑
β∈Ir
∥∥∥e− LλχQβ(r)∩B f ∥∥∥22

1
2
≤ C‖δλF‖Cκ0+1
∑
β∈Ir
∥∥∥χQβ(r)∩BV−σpλ−1/m f ∥∥∥2p

1
2
≤ Cµ(B)−σp( m
√
λrB)
nσp(
m
√
λr)−nσp‖δλF‖Cκ0+1‖ f ‖p.
This, in combination with (3.12), yields
II ≤ Cµ(B)−σpN−κ0( m
√
λrB)
−κ0+nσp(1 + λ|t|)κ0( m
√
λr)−c4‖δλF‖Cκ0+1‖ f ‖p(3.13)
for some constant c4 > 0 independent of λ, r, N, t.
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Combining (3.10) and (3.13), we obtain that
∑
β∈Ir
∑
α∈Ir
d(xα,xβ)≥NrB
∥∥∥χQα(r)eitLF(L)χQβ(r)∩B f ∥∥∥22

1
2
≤Cµ(B)−σpN−κ0 ( m
√
λrB)
−κ0+nσp(1 + λ|t|)κ0( m
√
λr)−c5‖δλF‖Cκ0+1‖ f ‖p
for some constant c5 > 0 independent of λ, r, N, t.
This ends the proof of Lemma 3.10. 
Proof of Proposition 3.6. The proof of this proposition can be shown by a similar argument as in
the proof of Proposition 3.1. We omit the details and leave it to the readers. 
4. Proof of Theorem 1.3
4.1. Proof of boundedness on H1L(X). In this subsection, with the help of Proposition 3.6 and
Lemma 2.7, we will borrow the ideas from [9, 30] to show Proposition 1.4.
Proof of Proposition 1.4. ChooseM be a sufficient large constant and assume that a(x) is a (1, 2,M, ǫ)-
molecule associated to a ball B = B(xB, rB) and a = L
Mb such that for every k = 0, 1, 2, . . . ,M and
j = 0, 1, 2, . . . ,
‖(rmBL)kb‖L2(U j(B)) ≤ 2− jǫrmMB µ(2 jB)−
1
2 .(4.1)
By Lemma 2.7 and a standard argument (see for example, [23, 29, 30, 33]), it suffices to show that∥∥∥∥∥∥∥
(∫
+∞
0
∫
d(x,y)<τ1/m
∣∣∣φ(τL)eitLF(L)a(y)∣∣∣2 dµ(y)
V(x, τ1/m)
dτ
τ
) 1
2
∥∥∥∥∥∥∥
L1(X)
≤ C(1 + |t|)n/2,(4.2)
where, for simplicity, we denote F(λ) = (1 + λ)−n/2.
Let us show (4.2). Following [30, Lemma 8.1], we write
I = mr−mB
∫ m√2rB
rB
sm−1ds · I
= mr−mB
∫ m√2rB
rB
sm−1(I − e−smL)Mds +
M∑
ν=1
Cν,Mr
−m
B
∫ m√2rB
rB
sm−1e−νs
mLds
for some constantCν,M depending on ν andM only. Besides, it follows by ∂se
−νsmL
= −mνsm−1Le−νsmL
that
mνL
∫ m√2rB
rB
sm−1e−νs
mLds = e−νr
m
B
L − e−2νrmB L = e−νrmB L(I − e−rmBL)
ν−1∑
µ=0
e−µr
m
B
L.(4.3)
Then we iterate the procedure above M times to conclude that for every x ∈ X,
φ(τL)F(L)a(x) =
M−1∑
k=0
r−mB
∫ m√2rB
rB
sm−1(I − e−smL)MGk,rB,M(L)φ(τL)F(L)(r−mkB LM−kb)ds
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+
(2M−1)M∑
ν=1
C(ν, k,M)e−νr
m
B
Lφ(τL)F(L)(I − e−rmB L)M(r−mMB b)(x)
=:
M−1∑
k=0
Ek(x) + EM(x),(4.4)
where
G0,rB,M(λ) := m
M
r−mB
∫ m√2rB
rB
sm−1(I − e−smλ)Mds

M−1
,
and for k = 1, 2, · · · ,M − 1,
Gk,rB,M(λ) := (1 − e−r
m
B
λ)k
r−mB
∫ m√2rB
rB
sm−1(I − e−smλ)Mds

M−k−1 (2M−1)k∑
ν=1
C(ν, k,M)e−νr
m
B
λ.
To continue, we consider two cases: k = 0, 1, · · · ,M − 1 and k = M.
Case 1. k = 0, 1, · · · ,M − 1. In this case, we see that∥∥∥∥∥∥∥
(∫ ∞
0
∫
d(x,y)<τ1/m
∣∣∣eitLEk(y)∣∣∣2 dµ(y)
V(x, τ1/m)
dτ
τ
)1/2∥∥∥∥∥∥∥
L1
≤ C sup
s∈[rB, m
√
2rB]
∥∥∥∥∥∥∥
(∫ ∞
0
∫
d(x,y)<τ1/m
∣∣∣eitLFτ,s(L)(r−mkB LM−kb)(y)∣∣∣2 dµ(y)V(x, τ1/m) dττ
)1/2∥∥∥∥∥∥∥
L1
≤ C
∑
j≥0
sup
s∈[rB, m
√
2rB]
∥∥∥∥∥∥∥
(∫ ∞
0
∫
d(x,y)<τ1/m
∣∣∣eitLFτ,s(L)χU j(B)(r−mkB LM−kb)(y)∣∣∣2 dµ(y)V(x, τ1/m) dττ
)1/2∥∥∥∥∥∥∥
L1
=: C
∑
j≥0
sup
s∈[rB, m
√
2rB]
‖E(k, j, s)‖L1(X),(4.5)
where Fτ,s(λ) := φτ(λ)F(λ)(1 − e−smλ)MGk,rB,M(λ) and
E(k, j, s) =
(∫ ∞
0
∫
d(x,y)<τ1/m
∣∣∣eitLFτ,s(L)χU j(B)(r−mkB LM−kb)(y)∣∣∣2 dµ(y)V(x, τ1/m) dττ
)1/2
.
Let us estimate the term ‖E(k, j, s)‖L1(X). Note that ‖F‖∞ + ‖Gk,rB,M‖L∞ ≤ C. We apply the estimate
(4.1) and the L2-boundedness of the square function to see that
‖E(k, j, s)‖L2(64(1+|t|)2 jB)
≤ C
(∫ ∞
0
∫
X
∣∣∣eitLFτ,s(L)χU j(B)(r−mkB LM−kb)(y)∣∣∣2
∫
d(x,y)<τ1/m
dµ(x)
dµ(y)
V(y, τ1/m)
dτ
τ
) 1
2
≤ C
(∫ ∞
0
∥∥∥eitLFτ,s(L)χU j(B)(r−mkB LM−kb)∥∥∥22dττ
) 1
2
≤ C
∥∥∥(1 − e−smL)MGk,rB,M(L)eitLF(L)χU j(B)(r−mkB LM−kb)∥∥∥2
≤ C‖r−mkB LM−kb‖L2(U j(B)) ≤ C2− jǫµ(2 jB)−
1
2 .
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Hence, it follows from the Cauchy-Schwarz inequality and the doubling condition (1.5) that
‖E(k, j, s)‖L1(64(1+|t|)2 jB) ≤ ‖E(k, j, s)‖L2(64(1+|t|)2 jB)
(
µ(64(1 + |t|)2 jB)
µ(2 jB)
) 1
2
≤ C2− jǫ (1 + |t|)n/2.
Next we show that for some ε′ > 0,
‖E(k, j, s)‖L1((64(1+|t|)2 jB)c) ≤ C2− jε
′
(1 + |t|)n/2.(4.6)
To prove (4.6), we write
E(k, j, s) =
(∫ ∞
0
∫
d(x,y)<τ1/m
∣∣∣eitLFτ,s(L)χU j(B)(r−mkB LM−kb)(y)∣∣∣2 dµ(y)V(x, τ1/m) dττ
)1/2
≤
∑
ℓ∈Z

∫ 2−ℓ+1
2−ℓ
∫
d(x,y)<τ1/m
∣∣∣eitLFτ,s(L)χU j(B)(r−mkB LM−kb)(y)∣∣∣2 dµ(y)V(x, τ1/m) dττ

1/2
=:
∑
ℓ∈Z
E(k, j, s, ℓ).
If ℓ > 1
m
, then let ν+
0
∈ Z+ be a positive integer such that
8 < 2ν
+
0
+ j−ℓ(m−1)/mrB ≤ 16, if 2 j−ℓ(m−1)/mrB ≤ 1
8
;
ν+0 = 7, if 2
j−ℓ(m−1)/mrB >
1
8
.(4.7)
If ℓ ≤ 1
m
, then let ν−0 ∈ Z+ be a positive integer such that
8 < 2ν
−
0
+ j+(ℓ−1)/mrB ≤ 16, if 2(ℓ−1)/m+ jrB ≤ 1
8
;
ν−0 = 7, if 2
(ℓ−1)/m+ jrB >
1
8
.(4.8)
Then
‖E(k, j, s)‖L1((64(1+|t|)2 jB)c) ≤
∑
ℓ>1/m
‖E(k, j, s, ℓ)‖L1(B(xB,8(1+|t|)2ℓ(m−1)/m))
+
∑
ℓ>1/m
∑
ν≥ν+
0
‖E(k, j, s, ℓ)‖L1(Uν+ j((1+|t|)B))
+
∑
ℓ≤1/m
‖E(k, j, s, ℓ)‖L1(B(xB,8(1+|t|)2−(ℓ−1)/m))
+
∑
ℓ≤1/m
∑
ν≥ν−
0
‖E(k, j, s, ℓ)‖L1(Uν+ j((1+|t|)B))
=: I(k, j, s) + II(k, j, s) + III(k, j, s) + IV(k, j, s).(4.9)
Let us first estimate the terms I(k, j, s) and II(k, j, s). Note that there is no term I(k, j, s) if
2 j−ℓ(m−1)/mrB > 18 and ℓ >
1
m
. Besides, when 2 j−ℓ(m−1)/mrB ≤ 18 and ℓ > 1m , we apply the estimate (4.1)
and the doubling condition (1.5) to get that
‖E(k, j, s, ℓ)‖2
L2(X)
≤ C
∫ 2−ℓ+1
2−ℓ
∥∥∥eitLFτ,s(L)χU j(B)(r−mkB LM−kb)∥∥∥22dττ
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≤ C
∫ 2−ℓ+1
2−ℓ
‖eit(·)Fτ,s‖2L∞‖r−mkB LM−kb‖2L2(U j(B))
dτ
τ
≤ Cmin{1, (2ℓ/mrB)2mM}2−nℓ2−2 jǫV(xB, 2 jrB)−1,(4.10)
which, in combination with the doubling condition (1.5), yields that
I(k, j, s) ≤
∑
ℓ∈Z
‖E(k, j, s, ℓ)‖L2(B(xB,8(1+|t|)2ℓ(m−1)/m))V
(
xB, 8(1 + |t|)2ℓ(m−1)/m
) 1
2
≤ C
∑
ℓ∈Z
min{1, (2ℓ/mrB)mM}2−nℓ/22− jǫ
(
V(xB, 8(1 + |t|)2ℓ(m−1)/m)
V(xB, 2 jrB)
) 1
2
≤ C2− j(ǫ+ n2 )
∑
ℓ∈Z
min{1, (2ℓ/mrB)mM}(2ℓ/mrB)−n/2(1 + |t|)n/2
≤ C2− j(ǫ+ n2 )(1 + |t|)n/2.
Next we estimate the term II(k, j, s). It follows from (4.7) that for τ ∈ [2−ℓ, 2−ℓ+1] and ℓ > 1
m
,
we have τ1/m ≤ 21/m2−ℓ/m ≤ 2ℓ(m−1)/m ≤ 2ν+ j−3(1 + |t|)rB. Therefore, if d(x, y) < τ1/m and x ∈
Uν+ j((1 + |t|)B), then y ∈ U′ν+ j((1 + |t|)B), where
U′ν+ j((1 + |t|)B) = Uν+ j+1((1 + |t|)B) ∪ Uν+ j((1 + |t|)B) ∪ Uν+ j−1((1 + |t|)B).
Then we have
‖E(k, j, s, ℓ)‖2
L2(Uν+ j((1+|t|)B))
≤ C
1∑
w=−1
∫ 2−ℓ+1
2−ℓ
∥∥∥χUν+ j+w((1+|t|)B)eitLFτ,s(L)χU j(B)(r−mkB LM−kb)∥∥∥22dττ
≤ C
1∑
w=−1
∫ 2−ℓ+1
2−ℓ
∥∥∥χUν+ j+w((1+|t|)B)eitLFτ,s(L)χU j(B)∥∥∥22→2‖r−mkB LM−kb‖2L2(U j(B))dττ .(4.11)
To deal with the L2−L2 off-diagonal term involving the oscillatory semigroup eitL, we apply Proposi-
tion 3.6, with rB replaced by 2
jrB and 2
j replaced by 2ν+ j+w+vt , where vt ∈ N and 2vt ≤ (1+|t|) < 2vt+1,
to see that there exist constants C, c0 > 0 such that for w ∈ {−1, 0, 1} and ν ≥ 7, 2−ℓ ≤ τ ≤ 2−l+1,∥∥∥χUν+ j+w((1+|t|)B)eitLFτ,s(L)χU j(B)∥∥∥2→2
≤C(2ν(1 + |t|))−κ0(2ℓ/m2 jrB)−κ0(1 + 2ℓ|t|)κ0(2ℓ/mr j,ℓ)−c0‖δτ−1Fτ,s‖Cκ0+1 ,(4.12)
where r j,ℓ = min{2 jrB, 2−ℓ/m}. Note that the conditions suppφ ⊂ (1/4, 1) and rB ≤ s ≤ m
√
2rB imply
that if 2−ℓ ≤ τ ≤ 2−l+1, then
‖δτ−1Fτ,s‖Cκ0+1 ≤ Cmin{1, (2ℓ/mrB)mM}2−ℓn/2.(4.13)
By a simple calculation, we can see that
min{1, (2ℓ/mrB)mM}(2ℓ/mr j,ℓ)−c0 ≤ Cmin{1, (2ℓ/mrB)mM−c0 }.(4.14)
This, in combination with the estimates (4.1), (4.11), (4.12) and (4.13), yields
‖E(k, j, s, ℓ)‖L2(Uν+ j((1+|t|)B))
≤ C(2ν(1 + |t|))−κ0(2ℓ/m2 jrB)−κ0(1 + 2ℓ|t|)κ0 min{1, (2ℓ/mrB)mM−c0}2−ℓn/22− jǫV(xB, 2 jrB)− 12 .
26 PENG CHEN, XUAN THINH DUONG, ZHIJIE FAN, JI LI, LIXIN YAN
This, together the doubling condition (1.5) and the definition of ν+0 , indicates that
II(k, j, s) ≤
∑
ℓ>1/m
∑
ν≥ν+
0
‖E(k, j, s, ℓ)‖L2(Uν+ j((1+|t|)B))V(xB, 2ν+ j(1 + |t|)rB)
1
2
≤ C2− j(κ0+ǫ)(1 + |t|) n2−κ0
∑
ℓ>1/m
∑
ν≥ν+
0
2−ν(κ0−
n
2
)(2ℓ/mrB)
−κ0(1 + 2ℓ|t|)κ0 min{1, (2ℓ/mrB)mM−c0}2−ℓn/2
≤ C2− j( n2+ǫ)(1 + |t|)n/2.
Consider the terms III(k, j, s) and IV(k, j, s). Note that there is no term III(k, j, s) if 2(ℓ−1)/m+ jrB >
1
8
and ℓ ≤ 1/m. Therefore, when 2(ℓ−1)/m+ jrB ≤ 18 and ℓ ≤ 1/m, similar to the proof of (4.10), we
obtain that
‖E(k, j, s, ℓ)‖2
L2(X)
≤ C
∫ 2−ℓ+1
2−ℓ
‖eit(·)Fτ,s‖2L∞‖r−mkB LM−kb‖2L2(U j(B))
dτ
τ
≤ C
∫ 2−ℓ+1
2−ℓ
min{1, (τ−1/mrB)2mM}2−2 jǫV(xB, 2 jrB)−1dτ
τ
≤ Cmin{1, (2ℓ/mrB)2mM}2−2 jǫV(xB, 2 jrB)−1,
which gives
III(k, j, s) ≤
∑
ℓ≤1/m
‖E(k, j, s, ℓ)‖L2(B(xB,8(1+|t|)2−(ℓ−1)/m))V(xB, 8(1 + |t|)2−(ℓ−1)/m)
1
2
≤ C2− j(ǫ+ n2 )
∑
ℓ≤1/m
min{1, (2ℓ/mrB)mM}(2ℓ/mrB)− n2 (1 + |t|)n/2
≤ C2− j(ǫ+ n2 )(1 + |t|)n/2.
To estimate the term IV(k, j, s), we first note that it follows from (4.8) that for τ ∈ [2−ℓ, 2−ℓ+1], we
have τ1/m ≤ 21/m2−ℓ/m ≤ 2ν+ j−2(1 + |t|)rB. Hence, if d(x, y) < τ1/m and x ∈ Uν+ j((1 + |t|)B), then
y ∈ U′ν+ j((1 + |t|)B), where
U′ν+ j((1 + |t|)B) := Uν+ j+1((1 + |t|)B) ∪ Uν+ j((1 + |t|)B) ∪ Uν+ j−1((1 + |t|)B).
We write
‖E(k, j, s, ℓ)‖2
L2(Uν+ j((1+|t|)B))
≤ C
1∑
w=−1
∫ 2−ℓ+1
2−ℓ
∥∥∥χUν+ j+w((1+|t|)B)eitLFτ,s(L)χU j(B)(r−mkB LM−kb)∥∥∥22dττ
≤ C
1∑
w=−1
∫ 2−ℓ+1
2−ℓ
∥∥∥χUν+ j+w((1+|t|)B)eitLFτ,s(L)χU j(B)∥∥∥22→2‖r−mkB LM−kb‖2L2(U j(B))dττ .
Note that the conditions suppφ ⊂ (1/4, 1) and rB ≤ s ≤ m
√
2rB implies if 2
−ℓ ≤ τ ≤ 2−l+1, then
‖δτ−1Fτ,s‖Cκ0+1 ≤ Cmin{1, (2ℓ/mrB)mM}.(4.15)
This, together with the estimate (4.14), implies∥∥∥χUν+ j+w((1+|t|)B)eitLFτ,s(L)χU j(B)∥∥∥2→2 ≤ C(2ν(1 + |t|))−κ0(2ℓ/m2 jrB)−κ0(1 + 2ℓ|t|)κ0 min{1, (2ℓ/mrB)mM−c0 },
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and thus
‖E(k, j, s, ℓ)‖L2(Uν+ j((1+|t|)B))
≤ C(2ν(1 + |t|))−κ0(2ℓ/m2 jrB)−κ0(1 + 2ℓ|t|)κ0 min{1, (2ℓ/mrB)mM−c0}2− jǫV(xB, 2 jrB)−
1
2 .
Hence,
IV(k, j, s) ≤
∑
ℓ≤1/m
∑
ν≥ν−
0
‖E(k, j, s, ℓ)‖L2(Uν+ j((1+|t|)B))V(xB, 2ν+ j((1 + |t|)B))
1
2
≤ C2− j( n2+ǫ)(1 + |t|)n/2
∑
ℓ≤1/m
(2ℓ/mrB)
−n/2 min{1, (2ℓ/mrB)mM−c0}
≤ C2− j( n2+ǫ)(1 + |t|)n/2.
Combining the estimates for I(k, j, s), II(k, j, s), III(k, j, s) and IV(k, j, s), we obtain the estimate
(4.6) and therefore,
M−1∑
k=0
∥∥∥∥∥∥∥
(∫ ∞
0
∫
d(x,y)<τ1/m
∣∣∣eitLEk(y)∣∣∣2 dµ(y)
V(x, τ1/m)
dτ
τ
)1/2∥∥∥∥∥∥∥
L1
≤ C
M−1∑
k=0
∑
j≥0
sup
s∈[rB, m
√
2rB]
‖E(k, j, s)‖L1(X)
≤ C
∑
j≥0
2− jε
′
(1 + t)n/2
≤ C(1 + t)n/2.
Case 2. k = M. Similarly to the proof of estimating eitLEk for k = 1, 2, · · · as in Case 1, we
conclude that ∥∥∥∥∥∥∥
(∫ ∞
0
∫
d(x,y)<τ1/m
∣∣∣eitLEM(y)∣∣∣2 dµ(y)
V(x, τ1/m)
dτ
τ
) 1
2
∥∥∥∥∥∥∥
L1
≤ C(1 + |t|)n/2.
This finishes the proof of (4.2) and then Proposition 1.4. 
4.2. Proof of boundedness on Lp(X). This subsection will show how to apply the H1
L
−H1
L
bound-
edness for Schrd¨inger groups and the complex interpolation method we obtain in the appendix to
get the Lp boundedness for Schro¨dinger groups.
Proof of Theorem 1.3. Inspired by [9], we consider the analytic family of operators
Tz := e
(1−z)2(1 + |t|)− (1−z)n2 (I + L)− (1−z)n2 eitL, 0 ≤ Rez ≤ 1.
Then Tz is a holomorphic function of z in the sense that
z→
∫
X
Tz f (x)g(x)dµ(x)
for f , g ∈ L2(X).
By the spectral theorem,
‖T1+iy f ‖2 = e−y2‖(I + L)
iyn
2 eitL‖2 ≤ C‖ f ‖2.
Besides, it follows from the Theorem 5.5 that
‖(I + L) iyn2 ‖H1
L
→H1
L
≤ C(1 + |y|)κ0+1.
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This, in combination with Proposition 1.4, yields
‖Tiy f ‖L1 = e1−y
2
(1 + |t|)−n/2‖eitL(I + L)−n/2(I + L) iyn2 f ‖L1
≤ Ce1−y2‖(I + L) iyn2 f ‖H1
L
≤ C‖ f ‖H1
L
.
By complex interpolation between Rez = 0 and Rez = 1, we obtain that for θ ∈ (0, 1) and p ∈ (1, 2),
‖Tθ( f )‖Lp ≤ C‖ f ‖[H1
L
,H2
L
]θ
≤ C‖ f ‖Hp
L
.
where the parameter θ satisfies 1/p = 1 − θ/2. This, together with Lemma 2.9, shows that for any
p0 < p ≤ 2,
‖(I + L)−σpneitL f ‖p = ‖e−(1−θ)2 (1 + |t|)
(1−θ)n
2 Tθ f ‖p ≤ C(1 + |t|)σpn‖ f ‖p.
By duality, we can obtain the corresponding results for 2 ≤ p < p′0. Then the Lp boundedness for
Schro¨dinger groups is proven. 
5. Results on Hardy space H1
L
(X) : Proof of Lemmas 2.7, 2.8 and 2.9
In this section, with the help of the estimate (3.1), we will give the proof of Lemmas 2.7, 2.8, 2.9
and establish the spectral theorem on H1
L
.
5.1. Tent space. We recall some preliminaries on tent spaces of homogeneous type.
Let F be a measurable function defined on X × (0,∞). Denote
A(F)(x) =
(∫ ∞
0
∫
d(x,y)<τ
|F(y, τ)|2 dµ(y)
V(x, t)
dτ
τ
) 1
2
.
Following [13], for any 1 ≤ p < ∞, the tent space T p
2
(X) is defined as the space of measurable
functions F on X × (0,∞) such thatA(F) ∈ Lp(X), equipped with the norm:
‖F‖T p
2
(X) = ‖A(F)‖Lp(X).
Next, we recall the atomic decomposition theory for tent spaces, which was originally studied in
[13].
Definition 5.1. A measurable function A(x, τ) on X × (0,∞) is said to be a T 2
1
-atom if there exists
a ball B ⊂ X such that A is supported in Bˆ and satisfies(∫ ∞
0
∫
X
|A(x, τ)|2dµ(x)dτ
τ
) 1
2
≤ µ(B)− 12 .
The following atomic decomposition theorem for tent spaces was obtained in [42].
Lemma 5.2. For every F ∈ T 12 (X) there exists a constant C > 0, a sequence {λ j}∞j=0 ∈ ℓ1 and a
sequence of T 12 -atoms {A j}∞j=0 such that
F =
∞∑
j=0
λ jA j in T
1
2 (X) a.e. in X × (0,∞)
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and
∞∑
j=0
|λ j| ≤ C‖F‖T 1
2
(X).
In addition, if F ∈ T 12 (X) ∩ T 22 (X), then the summation also converges in T 22 (X).
5.2. Molecular decompositions for Hardy spaces. This subsection is devoted to giving molecu-
lar decompositions for Hardy spaces H1L. To begin with, we consider the operator: πL : T
2
2 (X) →
L2(X), given by
πL(F)(x) :=
∫ ∞
0
φ(τmL)(F(·, τ))(x)dτ
τ
,
where the improper integral converges weakly in L2(X). By duality and the boundedness of square
function, it is not difficult to see that πL is bounded from T
2
2
(X) to L2(X).
Lemma 5.3. For any T 1
2
(X)-atom A(y, τ) associated to a ball B(or more precisely, to its tent Bˆ),
there is a uniform constant C > 0 such that C−1πL(A) is a (1, 2,M, ǫ)-molecule associated to B for
some ǫ > 0.
Proof. By the definition of T 12 (X)-atom,(∫
X×(0,∞)
|A(y, τ)|2dµ(y)dτ
τ
) 1
2
≤ µ(B)− 12 .
We write a = πL(A) = L
Mb, where b(x) =
∫ ∞
0
L−Mφ(τmL)(A(·, τ))(x)dτ
τ
. Next for any ℓ ≥ 0, k =
0, 1, . . . ,M, we estimate ‖(rm
B
L)kb‖L2(Uℓ(B)) by duality. Consider h ∈ L2(Uℓ(B)) such that ‖h‖L2(Uℓ(B)) =
1. Then since L is self-adjoint, we can apply Proposition 3.1 to conclude that when ℓ ≥ 5,∣∣∣∣∣
∫
X
(rmBL)
kb(x)h(x)dµ(x)
∣∣∣∣∣ ≤ rmkB
∫
Bˆ
|A(y, τ)||Lk−Mφ(τmL)h(y)|dµ(y)dτ
τ
≤ rmkB ‖A‖T 22 (X)
(∫
Bˆ
|(τmL)k−Mφ(τmL)h(y)|2 dµ(y)dτ
τ2m(k−M)+1
) 1
2
≤ rmkB µ(B)−
1
2
(∫ rB
0
‖χB(τmL)k−Mφ(τmL)χUℓ(B)h‖22
dτ
τ2m(k−M)+1
) 1
2
≤ CrmkB µ(B)−
1
2

∫ rB
0
(
2ℓrB
τ
)−2κ0
dτ
τ2m(k−M)+1

1
2
≤ C2−ℓ(κ0− n2 )rmMB µ(2ℓB)−
1
2 .
Taking supremum over all h ∈ L2(Uℓ(B)) satisfying ‖h‖L2(Uℓ(B)) = 1 and choosing n2 < ǫ < κ0, we
obtain that for any ℓ ≥ 0, k = 0, 1, . . . ,M,
‖(rmBL)kb‖L2(Uℓ(B)) ≤ C2−ℓ(κ0−
n
2
)rmMB µ(2
ℓB)−
1
2 ≤ C2−ℓǫrmMB µ(2ℓB)−
1
2 .
This implies that C−1πL(A) is a (1, 2,M, ǫ)-molecule. 
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Proof of Lemma 2.7. Set H2(X) = {Lu ∈ L2(X) : u ∈ L2(X)}. Recall that H1
L,mol,M,ǫ
(X) and H1L(X)
are the completions of H1
L,mol,M,ǫ
(X) and H1L(X) ∩ H2(X), respectively. It suffices to show that
H1
L,mol,M,ǫ
(X) and H1
L
(X) have the same dense subset H1
L,mol,M,ǫ
(X) = H1
L
(X)∩H2(X) with equivalent
norms.
Step I: H1
L,mol,M,ǫ
(X) ⊂ (H1
L
(X) ∩H2(X)).
By definition, H1
L,mol,M,ǫ
(X) ⊂ H2(X). Therefore, by a standard density argument, it will be
enough to show that for every (1, 2,M, ǫ)-molecule a(x) associated to a ball B = B(xB, rB) of X, we
have
‖S L,φ(a)‖L1(X) ≤ C.
Denote F(y, τ) = φ(τmL)a. By a simple change of variable, it is enough to show that
‖F‖T 1
2
(X) ≤ C.(5.1)
Now let η0 = χ2B×(0,2rB) and for all j ≥ 1, define η j = χU j+1(B)×(0,rB), η′j = χU j+1(B)×(rB,2 j+1rB) and
η′′
j
= χ2 jB×(2 jrB,2 j+1rB). Then we decompose F as follows.
F = η0F +
∞∑
j=1
η jF +
∞∑
j=1
η′jF +
∞∑
j=1
η′′j F.
Next, we will show that there exist constants C, σ > 0, such that
(a) For any j ≥ 0, ‖η jF‖T 2
2
(X) ≤ C2− jσµ(2 jB)−
1
2 ;
(b) For any j ≥ 1, ‖η′jF‖T 22 (X) ≤ C2− jσµ(2 jB)−
1
2 ;
(c) For any j ≥ 1, ‖η′′
j
F‖T 2
2
(X) ≤ C2− jσµ(2 jB)−
1
2 .
Since each η jF, η
′
jF, η
′′
j F are supported in 2̂
j+2B, these three estimates will imply that 1
C
2 jση jF,
1
C
2 jση′jF and
1
C
2 jση′′j F are atoms in T
1
2 (X), respectively, and thus the estimate (5.1) will be done.
Now we show the estimates (a),(b),(c). To show (a), we first apply the L2 boundedness of the
square function to obtain that
‖η0F‖T 2
2
(X) ≤ C
(∫ ∞
0
∫
X
|φ(τmL)a(y)|2 dµ(y)dτ
τ
) 1
2
≤ C‖a‖L2(X) ≤ Cµ(B)−
1
2 .
For j ≥ 1, we apply the formula (4.4) to obtain that
‖χU j+1(B)φ(τmL)a‖2 ≤
∞∑
ℓ=0
I(ℓ, τ) +
∞∑
ℓ=0
II(ℓ, τ),(5.2)
where
I(ℓ, τ) =
M−1∑
k=0
r−mB
∫ m√2rB
rB
sm−1‖χU j+1(B)(1 − e−s
mL)MGk,rB,M(L)φ(τ
mL)χUℓ(B)(r
−mk
B L
M−kb)‖2ds
and
II(ℓ, τ) =
(2M−1)M∑
ν=1
‖χU j+1(B)(1 − e−s
mL)Me−νr
mLφ(τmL)χUℓ(B)(r
−mM
B b)‖2.
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We apply Proposition 3.1 to conclude that when ℓ ≤ j − 5,
I(ℓ, τ) ≤ C
M−1∑
k=0
sup
s∈[rB, m
√
2rB]
‖χU j+1(B)(1 − e−s
mL)MGk,rB,M(L)φ(τ
mL)χUℓ(B)(r
−mk
B L
M−kb)‖2
≤ C
(
2 jrB
τ
)−κ0
‖r−mkB LM−kb‖L2(Uℓ(B)) ≤ C2−ℓǫ
(
2 jrB
τ
)−κ0
µ(2ℓB)−
1
2
≤ C2−ℓǫ
(
2 jrB
τ
)−κ0
2( j−ℓ)n/2µ(2 jB)−
1
2 ,
and thus
j−5∑
ℓ=0
(∫ rB
0
∣∣∣I(ℓ, τ)∣∣∣2dτ
τ
) 1
2
≤ C
j−5∑
ℓ=0
2−ℓ(ǫ+
n
2 )2− j(κ0−
n
2 )µ(2 jB)−
1
2 ≤ C2− j(κ0− n2 )µ(2 jB)− 12 .(5.3)
Besides, the self-adjoint property of the operator L allows us to apply Proposition 3.1 to conclude
that when j ≤ ℓ − 5,
I(ℓ, τ) ≤ C
M−1∑
k=0
sup
s∈[rB, m
√
2rB]
‖χU j+1(B)(1 − e−s
mL)MGk,rB,M(L)φ(τ
mL)χUℓ(B)(r
−mk
B L
M−kb)‖2
≤ C
(
2ℓrB
τ
)−κ0
‖r−mkB LM−kb‖L2(Uℓ(B))
≤ C2−ℓǫ
(
2ℓrB
τ
)−κ0
2( j−ℓ)n/2µ(2 jB)−
1
2 ,
and therefore
∞∑
ℓ= j+5
(∫ rB
0
∣∣∣I(ℓ, τ)∣∣∣2dτ
τ
) 1
2
≤ C
∞∑
ℓ= j+5
2−ℓǫ2( j−ℓ)n/2µ(2 jB)−
1
2

∫ rB
0
(
2ℓrB
τ
)−2κ0
dτ
τ

1
2
≤ C2− j(κ0+ǫ)µ(2 jB)− 12 .(5.4)
Finally, by the L2 boundedness of the square function, we have
j+4∑
ℓ= j−4
(∫ rB
0
∣∣∣I(ℓ, τ)∣∣∣2dτ
τ
) 1
2
≤ C
j+4∑
ℓ= j−4
(∫ ∞
0
‖φ(τmL)χUℓ(B)(r−mkB LM−kb)‖22
dτ
τ
) 1
2
≤ C
j+4∑
ℓ= j−4
‖r−mkB LM−kb‖L2(Uℓ(B))
≤ C2− jǫµ(2 jB)− 12 .(5.5)
The term II(ℓ, τ) can be handled in a similar way. This, in combination with the estimates (5.2),
(5.3), (5.4) and (5.5), imply that for any j ≥ 1,
‖η jF‖T 2
2
≤ C
(∫ rB
0
‖χU j+1(B)φ(τmL)a‖22
dτ
τ
) 1
2
≤ C2− jσµ(2 jB)− 12
for some σ > 0.
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Next, we turn to show the estimate (b). We decompose M = M0 + M1, where M0,M1 are two
constants to be chosen large enough later. Then, we iterate the formula (4.3) M0 times to conclude
that
‖χU j+1(B)φ(τmL)a‖2 ≤
∞∑
ℓ=0
III(ℓ, τ) +
∞∑
ℓ=0
IV(ℓ, τ),(5.6)
where
III(ℓ, τ) =
M0−1∑
k=0
r−mB
∫ m√2rB
rB
sm−1‖χU j+1(B)(1 − e−s
mL)M0Gk,rB,M0(L)L
M1φ(τmL)χUℓ(B)(r
−mk
B L
M0−kb)‖2ds
and
IV(ℓ, τ) =
(2M0−1)M0∑
ν=1
‖χU j+1(B)(1 − e−s
mL)M0e−νr
mLLM1φ(τmL)χUℓ(B)(r
−mM0
B
b)‖2.
We apply Proposition 3.1 to conclude that when ℓ ≤ j − 5,
sup
s∈[rB, m
√
2rB]
‖χU j+1(B)(1 − e−s
mL)M0Gk,rB,M0(L)(τ
mL)M1φ(τmL)χUℓ(B)‖2→2
≤ Cτ−mM1
(
2 jrB
τ
)−κ0
min{1, (τ−1/mrB)mM0−c0} ≤ Cτ−mM1
(
2 jrB
τ
)−κ0
for some M0 > c0/m, which implies that
III(ℓ, τ) ≤ Cτ−mM1
(
2 jrB
τ
)−κ0
‖r−mkB LM0−kb‖L2(Uℓ(B)) ≤ C2−ℓǫτ−mM1
(
2 jrB
τ
)−κ0
r
mM1
B
µ(2ℓB)−
1
2
≤ C2−ℓǫτ−mM1
(
2 jrB
τ
)−κ0
r
mM1
B
2( j−ℓ)n/2µ(2 jB)−
1
2 .
Hence,
j−5∑
ℓ=0

∫ 2 j+1rB
rB
∣∣∣III(ℓ, τ)∣∣∣2dτ
τ

1
2
≤ C
j−5∑
ℓ=0
2−ℓǫrmM1
B
2( j−ℓ)n/2µ(2 jB)−
1
2

∫ 2 j+1rB
rB
(
2 jrB
τ
)−2κ0 dτ
τ2mM1+1

1
2
≤ C
j−5∑
ℓ=0
2−ℓǫ2( j−ℓ)n/2µ(2 jB)−
1
22− jκ0 ≤ C2− j(κ0− n2 )µ(2 jB)− 12 ,(5.7)
where in the next to the last inequality we choose M1 >
κ0
m
such that the integral can be bounded by
a uniform constant C > 0. Similarly,
∞∑
ℓ= j+5

∫ 2 j+1rB
rB
∣∣∣III(ℓ, τ)∣∣∣2dτ
τ

1
2
≤ C
∞∑
ℓ= j+5
2−ℓǫrmM1
B
2( j−ℓ)n/2µ(2 jB)−
1
2

∫ 2 j+1rB
rB
(
2ℓrB
τ
)−2κ0
dτ
τ2mM1+1

1
2
≤ C
∞∑
ℓ= j+5
2−ℓ(κ0+
n
2
+ǫ)2
jn
2 µ(2 jB)−
1
2 ≤ C2− j(κ0+ǫ)µ(2 jB)− 12 .(5.8)
Also we have that
j+4∑
ℓ= j−4

∫ 2 j+1rB
rB
∣∣∣III(ℓ, τ)∣∣∣2dτ
τ

1
2
≤ C
j+4∑
ℓ= j−4
r
−mM1
B

∫ 2 j+1rB
rB
‖(τmL)M1φ(τmL)χUℓ(B)(r−mkB LM0−kb)‖22
dτ
τ

1
2
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≤
j+4∑
ℓ= j−4
r
−mM1
B
‖r−mkB LM0−kb‖L2(Uℓ(B))
≤ C2− jǫµ(2 jB)− 12 .
The term IV(ℓ, τ) can be handled in a similar way. This, in combination with the estimates (5.6),
(5.7), (5.8) and (5.9), implies that for any j ≥ 1,
‖η′jF‖T 22 ≤ C

∫ 2 j+1rB
rB
‖χU j+1(B)φ(τmL)a‖22
dτ
τ

1
2
≤ C2− jσµ(2 jB)− 12
for some σ > 0.
Finally, it remains to show the estimate (c). Similar to the proof of the estimate (b), we decom-
pose M = M0 + M1, where M0,M1 are two constants to be chosen large enough later. Then, we
iterate the formula (4.3) M0 times to conclude that
‖χ2 jBφ(τmL)a‖2 ≤
∞∑
ℓ=0
V(ℓ, τ) +
∞∑
ℓ=0
VI(ℓ, τ),(5.9)
where
V(ℓ, τ) =
M0−1∑
k=0
r−mB
∫ m√2rB
rB
sm−1‖χ2 jB(1 − e−smL)M0Gk,rB,M0(L)LM1φ(τmL)χUℓ(B)(r−mkB LM0−kb)‖2ds
and
VI(ℓ, τ) =
(2M0−1)M0∑
ν=1
‖χ2 jB(1 − e−smL)M0e−νrmLLM1φ(τmL)χUℓ(B)(r−mM0B b)‖2.
It follows from the L2 boundedness of square function that when ℓ ≤ j + 4,
∫ 2 j+1rB
2 jrB
∣∣∣V(ℓ, τ)∣∣∣2dτ
τ

1
2
≤C(2 jrB)−mM1‖r−mkB LM0−k‖L2(Uℓ(B))
≤C2−ℓǫ2( j−ℓ)n/22− jmM1µ(2 jB)− 12 .
Therefore,
j+4∑
ℓ=0

∫ 2 j+1rB
2 jrB
∣∣∣V(ℓ, τ)∣∣∣2dτ
τ

1
2
≤ C
j+4∑
ℓ=0
2−ℓǫ2( j−ℓ)n/22− jmM1µ(2 jB)−
1
2
≤ C2− j(mM1− n2 )µ(2 jB)− 12 .(5.10)
Besides, if we choose M0 sufficient large, then the self-adjoint property of the operator L allows us
to apply Proposition 3.1 to conclude that when ℓ ≥ j + 5,
∫ 2 j+1rB
2 jrB
∣∣∣V(ℓ, τ)∣∣∣2dτ
τ

1
2
≤C(2 jrB)−mM1

∫ 2 j+1rB
2 jrB
(
2ℓrB
τ
)−2κ0
dτ
τ

1
2
‖r−mkB LM0−kb‖L2(Uℓ(B))
≤C2−ℓǫ2( j−ℓ)(κ0+ n2 )2− jmM1µ(2 jB)− 12 .
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Thus,
∞∑
ℓ= j+5

∫ 2 j+1rB
2 jrB
∣∣∣V(ℓ, τ)∣∣∣2dτ
τ

1
2
≤ C
∞∑
ℓ= j+5
2−ℓǫ2( j−ℓ)(κ0+
n
2 )2− jmM1µ(2 jB)−
1
2
≤ C2− j(mM1+ǫ)µ(2 jB)− 12 .(5.11)
The term VI(ℓ, τ) can be handled in a similar way. This, in combination with the estimates (5.9),
(5.10) and (5.11), implies that if we choose M1 >
n
2m
, then for any j ≥ 1,
‖η′′j F‖T 22 ≤ C

∫ 2 j+1rB
2 jrB
‖χ2 jBφ(τmL)a‖22
dτ
τ

1
2
≤ C2− jσµ(2 jB)− 12
for some σ > 0. This finishes the proof of the estimate (c) and then the Step I.
Step II: (H1L(X) ∩H2(X)) ⊂ H1L,mol,M,ǫ(X).
Let f ∈ H1
L
(X) ∩ H2(X), we will establish a molecular (1, 2,M, ǫ)-representation for f . To this
end, we modify the argument in [18] and set F(x, τ) = φ(τmL) f (x). Then the definition of H1
L
(X)
and the L2 boundedness of square function imply that F ∈ T 1
2
(X) ∩ T 2
2
(X). Therefore, it follows
from the Lemma 5.2 that
F =
∑
j
λ jA j,
where each A j is a T
1
2 (X)-atom, the sum converges in both T
1
2 (X) and T
2
2 (X), and∑
j
|λ j| ≤ C‖F‖T 1
2
(X) ≤ C‖ f ‖H1
L
(X).
Besides, by L2-functional calculus, we have
f (x) = c
∫ ∞
0
φ(τmL)φ(τmL) f (x)
dτ
τ
= cπL(F)(x) = c
∑
j
λ jπL(A j)(x),(5.12)
where the last sum converges in L2(X) (see [29, Lemma 3.22]). Lemma 5.3 implies that up
to a harmless constant C > 0, each πL(A j) is a (1, 2,M, ǫ)-molecule associated to B for some
ǫ > 0, which indicates that (5.12) gives a molecular (1, 2,M, ǫ)-representation of f so that f ∈
H
1
L,mol,M,ǫ
(X). This finishes the proof of Lemma 2.7. 
5.3. Interpolation. The goal of this subsection is to establish the theory of complex interpolation
for Hardy spaces.
Proof of Lemma 2.8. For any f ∈ Hp
L
, 1 ≤ p < ∞, we consider
Qτ,L f (x, τ) := φ(τ
mL) f (x), τ > 0, x ∈ X.
Then by the definition of H
p
L
(X), Qτ,L embeds the Hardy space H
p
L
(X) isometrically into the tent
space T
p
2
(X) for 1 ≤ p < ∞. Besides, from Lemma 5.3 we can easily see that the condition (PEVκ,m
2,2
)
implies that for any 1 ≤ p < ∞, πL is bounded from T p2 (X) to HpL(X). By the L2-functional calculus,
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for any f ∈ L2(X), there exists a constant c > 0 such that the following Caldero´n reproducing
formula holds:
f (x) = cπL(Qτ,L f )(x).
Then Lemma 2.8 can be shown by following a similar outline in [29]. 
Lemma 5.4. Let 1 ≤ p0 < 2. Suppose that T is a sublinear operator bounded on L2(X), and let
{Ar}r>0 be a family of linear operators acting on L2(X). Assume that there exists a constant N > n2
such that for j ≥ 6,
‖χU j(B)T (I − ArB)χB f ‖2 ≤ C2− jNµ(B)−σp0 ‖ f ‖p0(5.13)
and for j ≥ 1,
‖χU j(B)ArBχB f ‖2 ≤ C2− jNµ(B)−σp0 ‖ f ‖p0(5.14)
for all ball B with rB the radius of B and all f supported in B. Then for any p0 < p ≤ 2, T is
bounded on Lp.
Proof. The proof is a slight modification of Theorem 2.1 in [2]. We omit the details and leave it to
the readers. 
Next, we give the proof of Lemma 2.9.
Proof of Lemma 2.9. It is easy to see that H1L(X) ⊂ L1(X) and H2L(X) = L2(X). This, together with
the Lemma 2.8 indicates that H
p
L
(X) ⊂ Lp(X). Hence, it suffices to show that Lp(X) ⊂ Hp
L
(X), or
equivalently, for any p ∈ (p0, 2], S L,φ is bounded on Lp(X). By Lemma 5.4, it is enough to verify that
there exists a sufficient large constant M such that the operator T = S L,φ and ArB = I − (I − e−r
m
B
L)M
satisfy the estimates (5.13) and (5.14). Indeed,
‖χU j(B)S L,φ(I − e−r
m
B
L)MχB f ‖2
≤

∫
U j(B)
∫ 2m( j−2)rmB
0
∫
d(x,y)<τ1/m
|φ(τL)(I − e−rmBL)MχB f (y)|2dµ(y)dτdµ(x)
V(x, τ1/m)τ

1
2
+
(∫
U j(B)
∫ ∞
2
m( j−2)rm
B
∫
d(x,y)<τ1/m
|φ(τL)(I − e−rmB L)MχB f (y)|2
dµ(y)dτdµ(x)
V(x, τ1/m)τ
) 1
2
=: I + II.
Note that if x ∈ U j(B), τ < 2m( j−2)rmB and d(x, y) < τ1/m, then y ∈ U′j(B), where
U′j(B) := U j−1(B) ∪ U j(B) ∪ U j+1(B).
Hence, it follows from the doubling condition (1.5) and Proposition 3.1 that there exist constants
C, c > 0 such that
I ≤ C

∫ 2m( j−2)rmB
0
‖χU′
j
(B)φ(τL)(I − e−rmB L)MχB f ‖22
dτ
τ

1
2
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≤ C2− jκ0µ(B)−σp0

∫ 2m( j−2)rmB
0
(τ−1/mrB)
−2κ0+2nσp0min{1, (τ−1/mrB)2mM−c0 }
dτ
τ

1
2
‖ f ‖p0
≤ C2− jκ0µ(B)−σp0 ‖ f ‖p0 .
Next, we apply Lemma 2.2 and the doubling condition (1.5) to obtain that
II ≤
(∫ ∞
2
m( j−2)rm
B
‖φ(τL)(I − e−rmB L)MχB f (y)‖22
dτ
τ
) 1
2
≤ C
(∫ ∞
2
m( j−2)rm
B
min{1, (τ−1/mrB)2mM}‖V−σp0τ1/m f ‖2p0
dτ
τ
) 1
2
≤ Cµ(B)−σp0
(∫ ∞
2
m( j−2)rm
B
min{1, (τ−1/mrB)2mM}dτ
τ
) 1
2
‖ f ‖p0
≤ C2− jmMµ(B)−σp0 ‖ f ‖p0.
Hence, (5.13) is proved after we choose M > n
2m
.
Besides, observe that [I − (I − e−rmB L)M] is a finite combination of the terms e−krmB L, k = 1, . . . ,M,
and that there exists a constant j0 > 0 (only depending onM) such that for any j > j0, the semigroup
e−kr
m
B
L satisfies the following estimate
‖χU j(B)e−kr
m
B
LχB f ‖2 ≤

∑
α∈I m√
krB
, d(xα,xB)≥2 j− j0 m
√
krB
‖χQα( m√krB)e−kr
m
B
LχB(xB,
m√
krB)
f ‖22

1
2
≤ Cµ(B)−σp0

∑
α∈I m√
krB
, d(xα ,xB)≥2 j− j0 m
√
krB
(
1 +
d(xα, xB)
m
√
krB
)−2n−2κ
1
2
‖ f ‖p0
≤ C2− j(n+2κ)2 µ(B)−σp0 ‖ f ‖p0.
This, together with the Lemma 2.1, shows (5.14). This ends the proof of Lemma 2.9. 
5.4. Spectral multipliers theorem on the Hardy space H1
L
(X). Under the assumption that the
operator L satisfies the Gaussian upper bounds (GEm), the spectral multipliers theorem on the Hardy
space H1
L
(X) was shown in [23]. Now, with the help of Proposition 3.1 and Lemma 2.7, we can
extend this result under a weaker assumption that L satisfies the inequality (PEVκ,m
2,2
). Such a result
is a helpful tool to obtain the boundedness on Lp for Schro¨dinger groups.
Theorem 5.5. Suppose that L satisfies the estimate (PEVκ,m
2,2
) for some m > 0 and κ > κ0 :=
[ n
2
]
+ 1.
Assume in addition that F is an even bounded Borel function such that supR>0‖ηδRF‖Cκ0+1 < ∞ and
some nonzero cutoff function η ∈ C∞c (R+). Then the operator F(L) is bounded on H1L(X). More
precisely,
‖F(L)‖H1
L
(X)→H1
L
(X) ≤ C
(
sup
R>0
‖ηδRF‖Cκ0+1 + F(0)
)
.
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Proof. We will modify the proof of Proposition 1.4 and use the same notation as before (except
that we will use F(λ) to denote an even bounded Borel function instead of (I + λ)−n/2) to show this
theorem.
It suffices to show that∥∥∥∥∥∥∥
(∫
+∞
0
∫
d(x,y)<τ1/m
|φ(τL)F(L)a(y)|2 dµ(y)
V(x, τ1/m)
dτ
τ
) 1
2
∥∥∥∥∥∥∥
L1(X)
≤ C
(
sup
R>0
‖ηδRF‖Cκ0+1 + F(0)
)
.(5.15)
We may assume in the sequel that F(0) = 0. Otherwise, we may replace F by F − F(0).
By the formula (4.4), the theorem can be reduced to showing that for k = 0, 1, · · · ,M,∥∥∥∥∥∥∥
(∫ ∞
0
∫
d(x,y)<τ1/m
|Ek(y)|2 dµ(y)
V(x, τ1/m)
dτ
τ
) 1
2
∥∥∥∥∥∥∥
L1
≤ C sup
R>0
‖φδRF‖Cκ0+1.
Case 1. k = 0, 1, · · · ,M − 1. In this case, we see that∥∥∥∥∥∥∥
(∫ ∞
0
∫
d(x,y)<τ1/m
|Ek(y)|2
dµ(y)
V(x, τ1/m)
dτ
τ
)1/2∥∥∥∥∥∥∥
L1
≤ C
∑
j≥0
sup
s∈[rB, m
√
2rB]
∥∥∥∥∥∥∥
(∫ ∞
0
∫
d(x,y)<τ1/m
|Fτ,s(L)χU j(B)(r−mkB LM−kb)(y)|2
dµ(y)
V(x, τ1/m)
dτ
τ
)1/2∥∥∥∥∥∥∥
L1
=: C
∑
j≥0
sup
s∈[rB, m
√
2rB]
‖E′(k, j, s)‖L1(X),(5.16)
where
E′(k, j, s) =
(∫ ∞
0
∫
d(x,y)<τ1/m
|Fτ,s(L)χU j(B)(r−mkB LM−kb)(y)|2
dµ(y)
V(x, τ1/m)
dτ
τ
)1/2
.
Let us estimate the term ‖E′(k, j, s)‖L1(X). To begin with, let ψ ∈ C∞c (R) such that suppψ ⊆ (1/8, 2)
and suppψ = 1 on (1/4, 1). Noting that ‖Gk,rB,M‖L∞ ≤ C, we apply the estimate (4.1), the L2-
boundedness of the square function and the doubling condition (1.5) to see that
‖E′(k, j, s)‖L1(64·2 jB)
≤
∥∥∥∥∥∥∥
(∫ ∞
0
∫
d(x,y)<τ1/m
|Fτ,s(L)χU j(B)(r−mkB LM−kb)(y)|2
dµ(y)
V(x, τ1/m)
dτ
τ
)1/2∥∥∥∥∥∥∥
L2(64·2 jB)
µ(64 · 2 jB) 12
≤ C
(∫ ∞
0
‖ψτ(L)Fτ,s(L)χU j(B)(r−mkB LM−kb)‖22
dτ
τ
) 1
2
µ(64 · 2 jB) 12
≤ C
∥∥∥r−mkB LM−kb∥∥∥L2(U j(B)) µ(64 · 2 jB) 12 sup
R>0
‖φδRF‖L∞
≤ C2− jǫ sup
R>0
‖φδRF‖L∞ .(5.17)
Next we show that for some ε′ > 0,
‖E′(k, j, s)‖L1((64·2 jB)c) ≤ C2− jε
′
sup
R>0
‖φδRF‖Cκ0+1 .
38 PENG CHEN, XUAN THINH DUONG, ZHIJIE FAN, JI LI, LIXIN YAN
To begin with, we have a decomposition according to the frequency,
E′(k, j, s) =
(∫ ∞
0
∫
d(x,y)<τ1/m
|Fτ,s(L)χU j(B)(r−mkB LM−kb)(y)|2
dµ(y)
V(x, τ1/m)
dτ
τ
)1/2
≤
∑
ℓ∈Z

∫ 2−ℓ+1
2−ℓ
∫
d(x,y)<τ1/m
|Fτ,s(L)χU j(B)(r−mkB LM−kb)(y)|2
dµ(y)
V(x, τ1/m)
dτ
τ

1/2
=:
∑
ℓ∈Z
E′(k, j, s, ℓ).(5.18)
Let v0 ∈ Z+ be a positive integer such that
8 < 2ν0+ j+(ℓ−1)/mrB ≤ 16, if 2(ℓ−1)/m+ jrB ≤
1
8
;
ν0 = 7, if 2
(ℓ−1)/m+ jrB >
1
8
.(5.19)
Then it follows from (5.19) that if 2(ℓ−1)/m+ jrB ≤ 18 ,
‖E′(k, j, s)‖L1((64·2 jB)c) ≤
∑
ℓ∈Z
‖E′(k, j, s, ℓ)‖L1(B(xB,8·2−(ℓ−1)/m)) +
∑
ℓ∈Z
∑
ν≥ν0
‖E′(k, j, s, ℓ)‖L1(Uν+ j(B))
=: I(k, j, s) + II(k, j, s).(5.20)
Note that there is no term I(k, j, s) if 2(ℓ−1)/m+ jrB > 18 . Besides, when 2
(ℓ−1)/m+ jrB ≤ 18 , similar to the
procedure of dealing with the term I(k, j, s) defined by (4.9), we can easily show that
I(k, j, s) ≤ C2− jǫ sup
R>0
‖φδRF‖Cκ0+1 .(5.21)
By the estimates (5.20) and (5.21), it remains to estimate the second term II(k, j, s). To estimate this
term, we first note that (5.19) implies that for τ ∈ [2−ℓ, 2−ℓ+1], we have τ1/m ≤ 21/m2−ℓ/m ≤ 2ν+ j−2rB.
Hence, if d(x, y) < τ1/m and x ∈ Uν+ j(B), then y ∈ U′′ν+ j(B), where
U′′ν+ j(B) := Uν+ j+1(B) ∪ Uν+ j(B) ∪ Uν+ j−1(B).
Then we have
‖E′(k, j, s, ℓ)‖2
L2(Uν+ j(B))
≤ C
∫ 2−ℓ+1
2−ℓ
∫
U′′
ν+ j
(B)
|Fτ,s(L)χU j(B)(r−mkB LM−kb)(y)|2
∫
d(x,y)<τ1/m
dµ(x)
dµ(y)
V(y, τ1/m)
dτ
τ
≤ C
1∑
w=−1
∫ 2−ℓ+1
2−ℓ
‖χUν+ j+w(B)Fτ,s(L)χU j(B)(r−mkB LM−kb)‖22
dτ
τ
≤ C
1∑
w=−1
∫ 2−ℓ+1
2−ℓ
‖χUν+ j+w(B)Fτ,s(L)χU j(B)‖22→2‖r−mkB LM−kb‖2L2(U j(B))
dτ
τ
.(5.22)
It follows from Proposition 3.1 that there exist constants C, c0 > 0 such that for w ∈ {−1, 0, 1} and
ν ≥ 7, 2−ℓ ≤ τ ≤ 2−l+1,
‖χUν+ j+w(B)Fτ,s(L)χU j(B)‖2→2 ≤ C2−νκ0(2ℓ/m2 jrB)−κ0(2ℓ/mr j,ℓ)−c0‖δτ−1Fτ,s‖Cκ0+1 ,(5.23)
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where r j,ℓ = min{2 jrB, 2−ℓ/m}. Note that the conditions suppφ ⊂ (1/4, 1) and rB ≤ s ≤ m
√
2rB implies
if 2−ℓ ≤ τ ≤ 2−l+1, then
‖δτ−1Fτ,s‖Cκ0+1 ≤ Cmin{1, (2ℓ/mrB)mM} sup
R>0
‖φδRF‖Cκ0+1 .(5.24)
Combining the estimates (5.22), (5.23), (5.24), (4.14) with (4.1), we conclude that
‖E′(k, j, s, ℓ)‖L2(Uν+ j(B))
≤ C2− jǫ2−νκ0µ(2 jB)− 12 (2ℓ/m2 jrB)−κ0 min{1, (2ℓ/mrB)mM−c0 } sup
R>0
‖φδRF‖Cκ0+1 .
This, in combination with the doubling condition (1.5), yields
II(k, j, s) ≤ C
∑
ℓ∈Z
∑
ν≥ν0
‖E′(k, j, s, ℓ)‖L2(Uν+ j(B))µ(2ν+ jB)
1
2
≤ C2− j(ǫ+κ0)
∑
ℓ∈Z
∑
ν≥ν0
2−ν(κ0−
n
2 )(2ℓ/mrB)
−κ0 min{1, (2ℓ/mrB)mM−c0 } sup
R>0
‖φδRF‖Cκ0+1
≤ C2− j(ǫ+κ0) sup
R>0
‖φδRF‖Cκ0+1 .(5.25)
It follows from the estimates (5.17), (5.20), (5.21) and (5.25) that for k = 0, 1, · · · ,M − 1,∥∥∥∥∥∥∥
(∫ ∞
0
∫
d(x,y)<τ1/m
|Ek(y)|2
dµ(y)
V(x, τ1/m)
dτ
τ
) 1
2
∥∥∥∥∥∥∥
L1
≤ C sup
R>0
‖φδRF‖Cκ0+1.
Case 2. k = M. Similarly to the proof of estimating Ek for k = 1, 2, · · · as in Case 1, we conclude
that ∥∥∥∥∥∥∥
(∫ ∞
0
∫
d(x,y)<τ1/m
|EM(y)|2
dµ(y)
V(x, τ1/m)
dτ
τ
) 1
2
∥∥∥∥∥∥∥
L1
≤ C sup
R>0
‖φδRF‖Cκ0+1 .
This finishes the proof of (5.15) and then Theorem 5.5. 
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