We study the dynamic structure function of ultracold alkali-metal gases for large scattering lengths and momenta where corrections to the mean field approximation become important. We compare our result with the Bragg-scattering measurements in 85 Rb by Papp et al. (Phys. Rev. Lett. 101:135301, 2008) and show that these experiments set very strict limits to the shape of the effective two-particle interaction ruling out the contact and hard spheres potentials. Using the Feshbach resonance approximation we derive the effective interaction, which turns out to be very similar to the soft spheres potential in momentum space. At large scattering lengths the interaction becomes universal and could be directly measured by Bragg scattering. We also discuss the experimental conditions needed for the appearance of the maxonroton structure in the excitation spectrum and finally show that when the scattering length becomes larger than 2000 Bohr radii the uniform gas phase undergoes a phase transition into the density wave state.
only s-wave scattering theory is needed to model them. Under these circumstances, the key parameter in the theory is the scattering length a, which determines the scattering amplitude in the zero energy limit and sets the main length scale of the system. It is customary to assume that the range of the interaction between atoms is short in this scale and model the system with the contact interaction, V cont (r) = 4π 2 ma 2 δ(r).
(
The scattering length defines then also the energy scale 2 /(ma 2 ) when the separation distance is expressed in units of the scattering length r =ra.
In the many-body system the second parameter is the density ρ and it is also expressed in units of the scattering length through the dimensionless gas parameter x = ρa 3 . In dilute, weakly interacting systems x is very small, typically x < 0.0001, which means that the average separation distance between particles is more than ten times the scattering length. Under such conditions the ground state energetics can be expanded using the Lee-Huang-Yang (LHY) expansion [1, 2] in powers of x.
Excitations of dilute Bose gases are well described by the Bogoliubov theory when the energy and momentum transfers are low, typically when k 1/a. The speed of sound of the sound mode is c = √ 4πx /(ma), which is verified experimentally [3] [4] [5] [6] . At large momentum transfers the excitation spectrum is dominated by the single-particle excitations 2 k 2 /(2m). The interesting region lies between those two limits.
In strongly correlated quantum fluids like liquid 4 He, the hard sphere Bose gas or even in the charged Bose gas, the elementary excitation spectrum has the typical maxon-roton shape, but of course its appearance for a given interaction depends on the density. In liquid 4 He the scattering length a = 104 Å is much larger that the separation distance between particles d ∼ 3.5 Å as determined from the binding energy of a very weakly bound dimer state of 1.1 mK [7] and the high liquid density 0.0218 Å −3 giving a huge value to the gas parameter x ∼ 25000. Another point of view is to ignore the fact that 4 He is a liquid and treat it as a system of the hard spheres Bose gas with the radius of the sphere ∼ 2.2 Å. If that is set equal to the scattering length [8] [9] [10] and then the liquid 4 He density corresponds to x ∼ 0.23. For the system of hard sphere Bosons the roton minimum appears when x > 0.15 and the gas solidifies at x ∼ 0.25.
The existence of the roton minimum in the excitation spectra of cold gases has recently been under intensive speculations especially in dipolar gases [11] [12] [13] . For quite general soft core interactions interesting suggestions are made that softening of the roton mode could lead to a clustered supersolid phase [14] [15] [16] or a density wave state [17] . The models used for the two-particle interactions range from hard spheres to soft spheres with or without the 1/r 3 or 1/r 6 -tails. In the experimental side the bending of the Bragg scattering line shifts [18] and the bending of the critical temperature of the superfluid transition [9, 19] as a function of x has been connected to the maxon-roton behavior.
In this paper we analyse the Bragg scattering measurements of the dynamic structure function in 85 Rb [18] . The measurements have been carried out above the B 0 = 154.9 G resonance magnetic field for the momentum transfer k = 4π/780 nm and the density ρ = 7.6 × 10 13 cm −3 , with the scattering length spanning the range 153a 0 < a < 891a 0 with a 0 the Bohr radius. This tests the regions where ka < 0.8 and x < 0.01, which are beyond the validity of the mean field approximation. The results show a maximum in the excitation spectrum as a function of the scattering length and attempts have been made to explain that in the framework of Beliaev's formulation of the many-body theory [18, 20, 21] .
We show, following the methods presented in Refs. [17, 22] , that Bragg scattering experiments strongly limit the possible shapes of the effective two-body potentials, ruling out the hard spheres and the contact interaction models and favoring the soft spheres models. In order to make firm statements about the two-body interaction we use the non-perturbative many-body method based on Jastrov correlations [23] , which is valid from a dilute gas limit up to solidification densities. We assume that the effective two-body potential scales in the scattering length units-as do the hard sphere and contact potentials-, because the Feshbach resonance dominates the interaction at large scattering lengths. In this way, the interaction becomes universal at the unitarity limit where a → ∞. We show new results for the 133 Cs resonance at B 0 = −11.7 G [24, 25] , because there the dimer binding energies are experimentally determined.
The critical parameter for the roton minimum to appear and a possible phase transition to take place is the gas parameter x. The increase of the density of condensed atoms in the center of the trap is limited, because the gas of cold atoms is inherently metastable and the instability increases because of three-particle recombination, with a rate proportional to x 2 /a 2 [26] . The bound states are then lost from the condensate and the density decreases. Another option to increase the gas parameter is to increase the scattering length by changing the binding energy of a weakly bound state via the external magnetic field. In order to describe these tunable Feshbach resonance systems realistically one needs a model with at least two coupled states with different magnetic moments. One of the states is the bound, closed channel, and the other one is the open channel [27, 28] . They form, in momentum space, a set of coupled Lippmann-Schwinger equations that define the scattering T-matrix. The Feshbach approximation [29] , in which only the dominant resonance state is taken into account, provides the simplest way to solve the T-matrix equation. Typically the bare interaction between atoms chosen in those equations is the contact interaction, which is a constant in momentum space. The well known problems with the large momentum divergence are cured with a cut-off function. The parameters of that function are fitted to measured scattering data, binding energies and magnetic properties using renormalization. In a sense this is equivalent to using a parametrized two-body interaction in momentum space.
The true atom-atom potential has a large number of bound states. The problem is to derive from the T-matrix the long wavelength part of the effective two-body potential in the single, scattering channel that makes the gaseous phase stable. It is clear that if the two-, three-and higher-body clusters are bound with that potential then the gas phase is not the ground state. However, one can still have a metastable gas, which lives long enough for experiments, if the interaction has a repulsive enough tail at large distances besides the attractive part closer to the origin causing the binding. For a metastable system the short-ranged attraction can then be cut off from the effective two-body potential in the many-body calculations of the homogeneous atomic gas. That is in essence how we derive the interaction in this work.
In Sect. 2 we analyse the measurement of the dynamic structure function of Bose gases using correlated basis function theory (CBF) [23, 30, 31] . In the Feynman theory of excitations the dynamic structure function has just one pole at the energy
with S(k) the static structure function. The CBF prediction includes multiphonon contributions and we show how they separate from the elementary excitations peak, increasing the theoretical width in energy. However in actual experiments the limited instrumental resolution does not show such details in the structure, which explains the missing fraction of the width in Ref. [18] . The elementary excitations spectra and Bragg scattering line shifts are calculated in Sect. 3 for the hard and soft spheres potentials. We show that they lead to completely different results for the line shifts and that, as a consequence the hard spheres potential can be ruled out at large scattering lengths. We extend the experimentally available region up to x ∼ 0.2 and show how the maxon-roton structure appears in both systems with increasing x, although the physical mechanisms producing it are different: in the case of hard spheres the system is approaching the solid phase, whereas the soft spheres system remains in the gas phase, but becomes unstable against the formation of a density wave state.
In Sect. 4 we derive the s-wave phase shifts from the renormalized T-matrix equation following Refs. [17, 22, 32] . The effective two-body interaction is then solved from the inverse scattering problem using the Marchenko equations [33, 34] in Sect. 5. At the unitarity this interaction becomes universal. With this potential we get good agreement to the Bragg scattering line shifts and, surprisingly, to the soft spheres potential in momentum space. The critical parameters for the phase transition to the density wave state are also evaluated.
Dynamic Structure Function
The dynamic structure function S(k, ω) contains all the information of excitations modes of a homogeneous Bose system. At low momenta and frequencies, typical Bose fluids show a sharp peak which defines the elementary excitation mode. At higher frequencies multiphonon excitations form a broad continuous distribution. A suitable framework for calculating S(k, ω) is provided by the CBF theory [30] , which describes very well weakly interacting Bose gases [35] [36] [37] and yields reasonable results also for such strongly interacting systems as liquid 4 He [31] . That theory leads to a dynamic linear response function of the general form
where ε(k) is the Feynman excitation spectrum, and Σ(k, ω) is the phonon selfenergy arising from phonon-splitting and recombination processes. The details of the derivation of the self energy are given in Refs. [17, 35] . The imaginary part of the linear response defines the dynamic structure function for positive frequencies,
A typical picture of S(k, ω) for a strongly interacting Bose system is shown in Fig. 1 , which is calculated for a gas of hard spheres at x = 0.1. At such large values of x the elementary excitation mode separates well from the multiphonon contributions. Yet, x is not high enough for a clear roton minimum to form as in 4 He. Although it is an order of magnitude larger than what is experimentally available at the moment in cold Bose gases. The elementary excitation pole becomes visible in the theoretical study when x ∼ 0.01. This structure should be compared with the Feynman approximation, which includes only the elementary excitation pole, yielding the approximation
In the Bragg scattering experiments of Ref. [18] x < 0.01 and the elementary excitations and multiphonon contributions are merged together. This is seen in Fig. 2 , which shows results of the CBF calculation at two different scattering lengths 354a 0 and 811a 0 corresponding to x = 0.0005 and x = 0.006, respectively, for a system of Bosons interacting through the soft spheres potential [17, 36] 
with R = 3.5a and V 0 = 0.106158 2 /(ma 2 ). The parameters are chosen such that they always give the desired value of the two-body, s-wave scattering length a. The only free parameter then is the radius, which we fit to the Bragg scattering experiments. Figure 2 also shows the CBF S(k, ω) and the Feynman approximation, both folded with the instrumental resolution (IR) function of the experiments [18] . The maxima of these broadened distributions agree very well at low scattering lengths, but at the largest experimental scattering lengths a tiny shift of ∼0.3 kHz to lower The fact that the peaks of the CBF and Feynman approximations coincide once broadened by the (fairly wide) IR function can be traced back to the lowest order energy-weighted sum rules fulfilled by the dynamic structure function [23] , the lead-ing ones being
which imply that the average value of the frequency
obeys the Feynman spectrum. Both the Feynman and CBF approximations of S(k, ω) satisfy these sum rules exactly.
In the analysis of the experiments [18] the frequency dependence of S(k, ω) was fitted with a Gaussian function. There, the line shift at a given momentum k was defined as the deviation of the maximum of the broad frequency distribution of the measured S(k, ω) from the free particle value 2 k 2 /(2m). If we identify that maximum with the average value ω(k) , we find that the line shift can be calculated directly from S(k) as
One then concludes that the only information required for a theoretical description of the experimental data is a suitable model interaction and its corresponding static structure factor, which we analyze in the following section.
Feynman Spectrum and the Static Structure Function
The static structure function, S(k), describes the two-particle distribution function of the ground state in momentum space. In order to get it one needs to solve the ground state wave function of the correlated gas of N Bosonic atoms of mass m. The Hamiltonian in the coordinate space,
contains the effective, local, two-body potential V (|r i − r j |), which is the input to the CBF theory. Our aim in this section is to show how sensitive the structure function is to the shape of the two-body potential, assuming that the different potentials tested have the same scattering length. In the Jastrow method one defines the ground state many-body wave function as a product of two-body correlation factors [23] . which defines the pair distribution function g(r) and the structure function in a Bogoliubov-like form [38] 
written in the scattering length units, where energies and momenta are in units of 2 /ma 2 and 1/a, respectively. In this expression, the effective, many-body potential in coordinate space is
where the bare two-body potential V (r) has been separated from the other terms, which appear due to many-body correlations including the induced potential
Details of the iterative solutions of these equations are given in Ref. [17] . The effective many-body interactionṼ p−h (k) determines the line shifts completely within the resolution of the experiments as we have discussed before. In Fig. 4 we show its behavior for the hard and soft spheres systems. The range of the hard spheres potential is the scattering length and the soft spheres potential is defined in Eq. (6). The gas parameter covers the range from a very dilute gas with x = 10 −5 to high densities with x = 0.2 near the solidification of hard spheres. At x = 0.239 the radius of the one-particle volume
becomes smaller than the radius of the hard sphere and particles touch each other. For the given experimental density ρ = 7.6 × 10 13 cm −3 the scattering length values range from 96.1a 0 to 2610a 0 , thus spanning a range that is roughly three times the experimental value. In the figure we have divided out the Bogoliubov constant 4πx and that is why at k = 0 the lowest curve is close to unity. The long wave length limit of the many-body interaction is also known,
where c is the speed of sound. On the other hand, at small x, i.e. x < 10 −4 , one recovers the contact potential resultṼ p−h (0) = 4πx (in units of 2 /(ma 2 )). Increasing the scattering length increases the strength of the many-body potentialṼ p−h (k) at k = 0, because the speed of sound increases. In the case of hard spheres it keeps on increasing with x, but in the case of soft spheres it saturates and at the largest values of x V p−h (k) converges to the Fourier transformṼ (k) of the bare potential. This means that for the soft spheres potential many-body effects inṼ p−h (k) vanish and therefore the measurements at the largest values available in experiments test directly the Fourier transform of the effective two-body potential. As long as the system remains in the stable gaseous phase. The coherence length where the excitation spectrum becomes single particle like is the point where 4Ṽ p−h (k) k 2 . If we take the first zero as that point then the coherence length saturates at ∼ 1.3a in the case of soft spheres, but keeps on increasing with increasing x for hard spheres. Another measure of the strength of many-body correlations in a quantum system is given by the amount g(r) deviates from unity. In the case of hard spheres g(r < a) = 0, correlations are always strong and a remarkable, nearest neighbor peak starts to form at large x as shown in the left panel of Fig. 5 . The behavior of g(r) in the case of soft spheres is completely different as shown in the right panel of the same figure. It gets closer and closer to 1 with increasing x and many-body correlations vanish, since in this limitṼ p−h (k) approachesṼ (k) as mentioned above.
The corresponding structure functions S(k) from Eq. (12) are plotted in Fig. 6 . The linear slope at small k is determined by the inverse of the sound velocity, 1/c, and therefore decays monotonically to 0 with increasing x for hard spheres while it approaches a constant in the soft spheres case. Furthermore, the structure function crosses one at the point k 0 whereṼ p−h (k) changes sign. For hard spheres k 0 increases with increasing x, while for soft spheres it remains localized in the region 1.1 < k 0 < 1.3. In both cases the structure function develops a peak when x > 0.02 and that is the source of the roton minimum appearing in the excitation spectrum. InṼ p−h (k) that is seen as an attractive minimum.
The red dots shown in Fig. 6 correspond to the experimental momentum value k = 4π/780 nm −1 in 1/a units. As shown in Eq. (9) the line shift is proportional to 1/S(k) − 1. In the case of hard spheres this difference increases with increasing x whereas for soft spheres it oscillates. However, actual measurements cover only values up to x < 0.01 and thus only the first bending is visible in the experiments.
In Fig. 7 we show the Feynman spectra from Eq. (2). As it can be seen from the figure, a roton minimum appears in the soft sphere system at x ≥ 0.1, while for the hard spheres case the same bending is seen when x > 0.15. Figure 1 shows the full dynamic structure function S(k, ω) in the CBF approximation for hard spheres at x = 0.1. The multiphonon contributions push the elementary spectrum down and the roton minimum appears at lower x than in the Feynman spectrum. However and as mentioned before, higher resolution is required to see that in experiments.
In our soft spheres potential many-body correlations diminish up to x ∼ 0.2. But at larger x there are two interesting suggestions for the phase transition either g(r) at the origin increases rapidly and the first minimum drops to zero indication clusterization [14] or the peak of S(k) becomes singular and the gas becomes unstable against density oscillations. In Fig. 8 we depict g(r) and S(k) for the scattering length values 2130a 0 < a < 3130a 0 with 100a 0 steps corresponding to 0.11 < x < 0.345. The upper limits give the critical values of the phase transition where the structure function becomes singular and the wave number of singularity is ka = 1.55. The singularity appears when the denominator in Eq. (12) vanishes, that is, when
As also seen in Fig. 8 the distribution function g(r) remains reasonably flat and its first minimum close to one showing no sign of cluster formation. The density wave instability removes particles from the condensate, because the momentum distribu- 
develops a side peak as shown in Fig. 9 . Experimentally that could be easily verified, and that phase transition may be the reason why stable condensates at large scattering length values are very difficult to reach experimentally [18] .
In Fig. 10 we compare our results with the actual Bragg scattering experiments. Up to a = 400a 0 the behavior of the line shift is almost linear and both the mean field result with the contact potential of Eq. (1) and the hard spheres model fit well with the experimental data. Those models, however, are unable to reproduce the strong downwards bending observed in the line shifts at higher values of the scattering length, which comes out reasonably well described with the soft spheres model of Eq. (6). However, a somewhat stronger bending than obtained with the range R = 3.5a is needed. That is achieved by increasing the range as shown in the figure or by adding a weak attraction to the soft spheres repulsion as was done in Ref. [17] , but also by using the effective two-body potential derived from the phase shifts of the two-channel Feshbach resonance approach as will be discussed in the next section.
Finally in Fig. 11 we show the behavior of the two-body s-wave scattering phase shift for the soft spheres of Eq. (6) and compare that with the hard spheres and contact potential results. Up to ka ∼ 0.25 the behavior of all curves is linear and indistinguishable from each other, because δ(k) is determined by the scattering length alone at low energies. The soft spheres result shows then a minimum at ka ∼ 0.5 and decaying oscillations at larger k. This behavior is determined by fitting the range parameter of the potential to the Bragg scattering results as shown in Fig. 10 . It should be compared with the completely different behavior given by the hard spheres system, δ(k) = −ak, and the contact potentials δ(k) = − arctan(ka). It is very tempting to identify the upward bending of the phase shift with the downward bending of the line shift as in both cases the hard spheres results lead to bending to different direction. Fig. 11 The s-wave scattering phase shift of soft spheres (blue solid curve), hard spheres (dashed curve) and the contact potential (dotted curve) (Color figure online) 
Feshbach Resonance and the Phase Shifts
In the previous sections we studied properties of two model potentials and showed that the Bragg scattering experiments introduce strong constraints on the shape of the scattering length equivalent potentials. The simple soft spheres model barely survived that test. A slightly better model, the step-well potential, is used in Ref. [17] . These are still to an extend academic models, because the real system contains a weakly bound state, whose energy can be tuned by the magnetic field. In Refs. [17, 22] we solved this Feshbach resonant system and calculated the binding energies and phase shifts for 23 Na, 85 Rb and 87 Rb atoms. Here we extend the same model to the 133 Cs atoms above the resonance at B 0 = −11.7 G where the dimer bound states are derived from experiments. The s-wave phase shifts are then compared with the phase shifts shown in Fig. 11 . From the phase shifts we derive the effective potentials at different scattering lengths and use those in the many-body calculations. It will be shown that the soft core potential is a good model in the range of the gas parameter experimentally available at present.
The Feshbach resonance system can be modeled with two coupled Schrödinger equations, one for the bound-state-like closed channel Q and another for the scattering-like open channel state P (for detailed derivations see Refs. [17, 22, 27, 32, 39 ]
The open and closed channel potentials are V P and V Q obtained by projecting out the complete potential to the P and Q subspaces, respectively, while the corresponding states are |ψ P k and |ψ Q k . H P Q is the coupling Hamiltonian and the energy difference between the uncoupled channels at a given magnetic field is (B).
In the Feshbach approximation one ignores the contribution from the continuum and other possible bound states since the leading contribution comes from the bound state near zero in the closed channel [29] . That defines the energy dependent, effective open channel potential (20) with |φ Q and E res the eigenstate and eigenvalue of the uncoupled channel Q. With this potential one can solve the Lippmann-Schwinger equation for the open channel T-matrix
where G 0 (E) is the free particle Green's function. The resonance term in U(E) dominates near E res and is naturally separable. Since we are interested in the low energy s-wave scattering, it is a good approximation to take k|V P |p = λ 0 f (k)f (p) also separable [17, 22, 40, 41] . The effective potential in momentum space is now expressed in terms of two momentum dependent functions, f (k) and
with the normalization f (0) = h(0) = 1 and the limit lim k→∞ f (k) = lim k→∞ h(k) = 0. As we have very limited information of these function in the intermediate values of momenta we set them equal h(k) = f (k) [22, 32, 42] . The coupling constants λ 0 and h 0 and the resonance energy E res are connected to the physical quantities [17, 32] , the scattering length of the uncoupled open channel a bg , the difference between the magnetic moments of the closed and open channels μ, the magnetic field B and its resonance value B 0 and the width of the resonance B. Performing the renormalization the following expression for the on-shell T-matrix is achieved [17] ,
In the zero energy limit this defines the scattering length through the familiar expression,
The pole of the on-shell T-matrix at E = −E b < 0 defines the two-body binding energy E b as a solution of the equation,
written in scattering length units. The binding energy E b → 1 (in units of 2 /ma 2 ) when a → ∞ and Eq. (25) reduces to an integral condition for f (p), This is the constraint f (p) must satisfy and it cannot be satisfied by a monotonically decreasing f (p).
Following the arguments given in [22] we set
with a Gaussian cut-off and a node at p 0 = 1/ √ 1 − c/a. At long wavelengths the effective interaction becomes repulsive and at short wavelengths attractive, supporting a bound state. Equation (26) determines the dimensionless parameter K = 2.586 and the parameter c is fitted to binding energies E b using Eq. (25) .
The experimental resonance parameters B 0 , B, a bg and μ taken from Refs. [43, 44] together with the fitted values of the parameter c are shown in Table 1 for different atoms. At the scattering lengths of our main interest a > 200a 0 the dependence of f (p) on c is weak and vanishes at the unitarity.
The energy of the dimer bound state of 133 Cs atoms as a function of magnetic field is experimentally known [24, 25] . The best fit using Eq. (25) is found with c = 62a 0 , which is very close to the 85 Rb value 60a 0 . Our results are shown in Fig. 12 and the agreement is very good when B ≥ 18.5 G corresponding to the scattering lengths a ≥ 90a 0 , thus supporting the chosen functional form for f (p).
The on-shell T-matrix of Eq. (23) defines besides the scattering length the full s-wave scattering phase shifts, δ(k), However, not much is known about the phase shifts beyond the scattering length approximation for the Bose gases analyzed here. The importance of the effective range has been discussed, but at large scattering lengths it is assumed to be small [40] . In Fig. 13 we show our results for 133 Cs calculated for scattering lengths a = 200a 0 , 600a 0 and 1000a 0 . In comparison with phase shifts calculated for other atoms in Ref. [22] these results lie on top of the corresponding curves for 85 Rb even though the experimental parameters (see Table 1 ) are very different. At the unitarity limit the s-wave phase shifts for different atoms collapse to the same universal, solid, red line. These phase shifts are compared with the results from the soft spheres model shown also in Fig. 13 . At low momenta ka < 1 the agreement is reasonable. The difference between the soft spheres and T-matrix results can be traced back to the range parameter R = 3.5a in Eq. (6) . By increasing the range of the soft spheres the bending of the phase shift becomes stronger as does the bending in the line shifts in Fig. 10 .
If the s-wave phase shift is know for all energies then, if there exists a local, short ranged s-wave potential, it can be uniquely determined by solving the inverse scattering problem. However, any uncertainty in the phase shifts at large energies causes some uncertainty at short distances. We set the phase shift δ(p) ≡ 0 when p > p 0 . That leaves the true short-ranged attraction supporting bound states undetermined, but the long-ranged repulsion contains all the two-body information available to us. The inverse scattering problem is solved by using the Marchenko inversion as discussed in the next section.
Effective Two-Body Potential from the Phase Shifts
In this section we determine the local, two-body potential V (r) from the known s-wave scattering phase shifts of two identical particles of mass m. If the potential is known then the phase shift is determined by the Schrödinger equation for a given energy.
Asymptotically outside the potential range the solution is
where δ(k) is the s-wave phase shift. Levinson [45, 46] proved that if the s-wave phase shifts are known for all energies and no bound states exist then the short-ranged potential is uniquely determined if it exists. The potential must satisfy the following, fairly mild conditions
The method we have chosen to use in the calculation of the potential is based on the Marchenko integral equation and expansion of the phase shift in rational series [33, 34] . To summarize that method briefly, we first recall that the S-matrix is fully characterized by the phase shift, S 0 (k) = exp[2iδ(k)]. By using the S-matrix and the outgoing s-wave Riccati-Hankel functions h + 0 (z), one defines the input kernel
which is then inserted into the Marchenko integral equation
From the solution, K(r, s), of this equation one calculates the potential through the relation
That particular method has two parameters as explained in the Appendix. The first parameter N is the order of the rational representation of the phase shift and the second one is the order of the Padé approximate denoted by L. We chose to use the values N = 12 and L = 4, which give the desired accuracy of the rational polynomial fitting to the input phase shift with the difference being less than 5 · 10 −4 rad. The procedure is also checked by inserting the obtained potential into the Schrödinger equation and solving that for the phase shifts. The results are exactly the same within the numerical accuracy. A typical fit is shown in Fig. 14 . The input to the Marchenko inversion is the s-wave phase shift calculated from the on-shell T-matrix k|T (E)|k of Eq. (23) 
We construct as an example the effective potential, which gives the same s-wave phase shift up to k = p 0 as in the unitarity limit and remains very small for k > p 0 as shown in Fig. 14 . This separates the long wavelength repulsion from the short wavelength attraction and removes the bound state [22] . The low energy, many-body properties depend, however, very little on the details in the short-ranged attraction of the effective potential. It is therefore more illuminating to look at the effective potential in momentum space shown in Fig. 15 with the red solid curve. It displays clearly the long wavelength repulsion followed by an intermediate range attraction. This behavior agrees very well with the Fourier transform of the soft spheres potentials calculated for three different range parameters R = 3.5a, 3.8a and 4.0a as show in Fig. 15 .
With the T-matrix effective potentials obtained by the above procedure we have calculated the Bragg scattering line shifts shown in Fig. 16 for 85 Rb, 23 Na, 87 Rb and 133 Cs. In the 85 Rb case the agreement with experiments is very good and the 133 Cs curve is almost indistinguishable from that. The results for the 23 Na, 87 Rb lie somewhat lower, but all these line shifts are very similar, because the underlying effective two-body potentials and the resulting structure functions are very close to each other. The parametrization of soft spheres potential contains one free parameter fixed by the Bragg scattering. The longest range R = 4a fits better the 23 Na and 87 Rb line shifts and R = 3.5a is reasonable for 85 Rb and 133 Cs atoms. Yet, the bending is not strong enough as shown in Fig. 10 . The step-well model studied in Ref. [17] with more fitting parameters gives a better agreement. In the case of the T-matrix momentum space potentials there are no free parameters after the fitting of the dimer energies. This shows how intimately the many-body excitations and two-body scattering results are related to each other in cold Bose gases.
As we showed in Sect. 3 a two-body potential that is attractive at intermediate momenta and together with the many-body corrections satisfies Eq. (17) will cause the density wave instability. The evolution of that instability using the T-matrix potential is depicted in Fig. 17 where we show both S(k) and g(r) for the values of scattering length starting from 1550a 0 to 2050a 0 with 50a 0 steps. In terms of the gas parameters the range is 0.04 < x < 0.095. The curve with a = 2050a 0 is clearly in the unstable region and does not correspond to a consistent solution. In Fig. 18 we show the evolution of the maxon-roton shape into the instability and the growth of the side peak in momentum distribution using the same values of a. We then conclude that using a realistic T-matrix potential the instability happens at x = 0.09 corresponding to the scattering length a ∼ 2000a 0 and ka = 1.3. This is already temptingly close to the conditions which are experimentally reachable.
Conclusions
In summary, we have shown that the Bragg scattering experiments bring in a sensitive test to the shape of the scattering length equivalent two-body potentials, ruling out the hard spheres and contact potential models and favoring the soft spheres ones. In order to make connection from these model potentials to the realistic systems with a Feshbach resonance we have also solved the set of two coupled Schrödinger equations in the Feshbach resonance approximation using the separable T-matrix assumption and derived the effective two-particle potential. That potential is fixed by experimental quantities like magnetic field, resonance width, two-body bound state etc. In comparison to the model potentials the T-matrix potential is very close to the soft spheres model in momentum space. Thus it gives theoretical support for the use of such an academic model in many-body calculations. By construction the T-matrix potential becomes universal in the unitarity limit.
We have also shown that both the T-matrix and soft spheres potential give rise to the density wave instability. The condition for the instability states that the manybody potentialṼ p−h (k) ≤ −k 2 /4 in scattering length units. The phase transition happens even though two-and higher-body bound states are removed from the effective interaction. The critical value of the gas parameter is x ∼ 0.09. Experimentally it shows up as a side peak in the momentum distribution. Our results show that softening of the roton minimum is a generic phenomenon in all Feshbach resonant Bose condensates. What we have seen is the second order phase transition, but is there a first order phase transition preceding that, which organizes the superfluid into the supersolid phase, remains to be studied.
Appendix: Marchenko inversion
Our method to solve Marchenko equations (33) and (34) follows the presentation in Ref. [34] . That method is based on a rational function representation of the phase shift data. That is, first one fits the phase shift data with a rational function
where N ∈ {2, 4, 6, . . .}. The next step is to cast the S-matrix S 0 (k) = exp[2iδ l (k)] into a rational form. That can be done by using the Padé approximation
The 
where σ m are roots of the denominator. That is, roots of the equations 2iδ(k) = l , where l ∈ {1, . . . , L}. Since δ(k) is now a rational function, these equations are easy to solve. Moreover, since the order of δ(k) is N , the total number of roots σ m is M = L × N . Let us now assume that L is even. Then the S-matrix can be written as a rational polynomial,
By matching Eq. (39) 
By substituting Eqs. (42) and (43) 
It is easy to solve numerically the values Ψ (n, r) for any fixed r. After that, one obtains the output kernel K(r, s) by substituting the functions Ψ (n, r) into Eq. (43) . Subsequently, the potential V (r) can be calculated by using Eq. (35) .
