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This paper develops a newmultiuser detector based on a network of kalman filters (NKF) dealing withmultiple-access interference
(MAI), intersymbol interference (ISI), and an impulsive observation noise. The two proposed schemes are based on the modeling
of the DS-CDMA system by a discrete-time linear system that has non-Gaussian state and measurement noises. By approximating
the non-Gaussian densities of the noises by a weighted sum of Gaussian terms and under the common MMSE estimation crite-
rion, we first derive an NKF detector. This version is further optimized by introducing a feedback exploiting the ISI interference
structure. The resulting scheme is an NKF detector based on a likelihood ratio test (LRT). Monte-Carlo simulations have shown
that the NKF and the NKF based on LRT detectors significantly improve the eﬃciency and the performance of the classical Kalman
algorithm.
Keywords and phrases:multiuser detection, Kalman filtering, Gaussian sum approximation, impulsive noise, likelihood ratio test.
1. INTRODUCTION
Direct-sequence code-division multiple access (DS-CDMA)
is emerging as a popular multiple-access technology for per-
sonal, cellular, and satellite communication services [1, 2, 3]
for its large capacity that results from several advantages
[4], such as soft handoﬀs, a high-frequency reuse factor,
and the eﬃcient use of the voice activity. However, in the
case of a multipath transmission channel, the signals re-
ceived from diﬀerent users cannot be kept orthogonal and
multiple-access interference (MAI) arises. The need for an
increased capacity in terms of the number of users per cell
and a higher-bandwidth multimedia data communication
constraints us to overcome the MAI limitation. One solu-
tion to this problem is multi-user detection, which is cov-
ered in [5] and the references within. In addition, high-speed
data transmission over communication channels is subject
to intersymbol interference (ISI). The ISI is usually the re-
sult of the restricted bandwidth allocated to the channel
and/or the presence of multipath distortions in the medium
through which the information is transmitted. This leads to
a need for multiuser detection techniques that jointly sup-
press ISI as well as MAI, in order to obtain reliable estimates
of the symbols transmitted by a particular user (or all the
users).
A class of DS-CDMA receivers known as linearminimum
mean-squared error (MMSE) detectors has been discussed
in recent years. The Kalman filter is known to be the linear
minimum variance state estimator. It is well known that the
Kalman filter leads to the lowest mean-square error (MSE)
among all the linear filters as it is shown in [6]. Motivated
by this fact, some attention has been focused recently on
Kalman-filter-based adaptive multiuser detection [6, 7, 8, 9].
This approach is based on a state-space expression of the DS-
CDMA system. In this paper, we show that the DS-CDMA
system can fit exactly the Kalman model in terms of a mea-
surement equation and a state transition equation. The pro-
posed model allows us to highlight the impact of ISI on the
received signal and also to have an estimate of the user’s data
at the symbol rate.
Most of the work on multiuser detection, and especially
the Kalman-filter-based techniques, assume that the ambi-
ent noise (observation noise) is Gaussian. However in many
physical channels, the observation noise exhibits Gaussian
as well as impulsive1 characteristics. The source of impul-
sive noise may be either natural, such as lightnings, or man
1The term impulsive is used to indicate the probability of large interfer-
ence levels.
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made. It might come from relay contacts in switches, elec-
tromagnetic devices [10], transportation systems [11] such
as underground trains and so forth. Recent measurements of
outdoor and indoormobile radio communications reveal the
presence of a significant interference exceeding typical ther-
mal noise levels [12, 13]. The empirical data indicate that
the probability density function (pdf) of the impulsive noise
processes exhibits a similarity to the Gaussian pdf, being bell-
shaped, smooth, and symmetric but at the same time having
significantly heavier tails. A variety of impulsive noise mod-
els have been proposed [14, 15, 16]. In this paper, we adopt
the commonly used “ε-contaminated” model for the addi-
tive noise which is a tractable empirical model for impulsive
environments and approximates a large variety of symmet-
ric pdfs. The ε-contaminated model or the Gaussian mixture
serves as an approximation to Middleton’s canonical class A
model which has been studied extensively over the past two
decades [17, 18, 19].
The study of the impact of the impulsive noise on the
performance of the Kalman-based detector presented in this
paper shows the deterioration of the error rates. The same
conclusion is outlined in [20, 21, 22]. The aim of this paper
is to robustify the Kalman-based detector to a non-Gaussian
observation noise in order to obtain a robust multiuser de-
tector able to jointly cancel the MAI and ISI and take into
account the impulsiveness of the observation noise. Our ap-
proach is original in the sense that it tries to correct the error
induced by the presence of impulsive noise by introducing a
feedback which exploits the ISI structure.
In fact, because of the numeric character of the state
noise (related to the transmitted symbols) and the presence
of outliers in the observation noise, the Kalman filtering
approach is no longer optimal. Only when the state noise
and the observation noise are both Gaussian distributed,
the equation of the optimal detector reduces to the equa-
tion of the well-known Kalman algorithm [23]. In the other
cases, a suboptimal or a robust Kalman filtering becomes
necessary. Some Kalman-like filtering algorithms have been
derived by Masreliez [24] and Alspach and Sorenson [25].
The first approach is based on strong assumptions (either
the state or the measurement noise is Gaussian and the one
step ahead prediction density function is also Gaussian). Its
main idea is the characterization of the deviation of the non-
Gaussian distribution from the Gaussian one by the so-called
score function. However, a new problem that one has to
handle is a rather diﬃcult convolution operation involving
the nonlinear score function. The approximate conditional
mean (ACM) filter proposed in [26] for joint channel esti-
mation and symbol detection exploits the Masreliez approx-
imation.
In this paper, we adopt the second approach of Alspach
and Sorenson [25] which considers the case where both the
state andmeasurement noise sequences are non-Gaussian. In
particular, we exploit the simplification introduced in [27]
reducing the numerical complexity and keeping it constant
over the iterations. Themajor idea is to approximate the non-
Gaussian density function by a weighted sum of Gaussian
density functions.
From an approximation of the a posteriori density func-
tions of the data signals by a weighted sum of Gaussian den-
sity functions and by exploiting the mixture model of the
observation noise, we propose here a new robust structure
of a multiuser detector that is based on a network of kalman
filters operating in parallel. Under the common MMSE esti-
mation error criterion, the state vector (consisting of the last
transmitted symbols of all users) is estimated from the re-
ceived signal, where Kalman parameters are adjusted using
one noise parameter (variance and contamination constant)
and one Gaussian term in the a posteriori pdf approxima-
tion of the plant noise. This version is called extended NKF
detector.
The resulting structure presents an internal mechanism
for the localization of the impulses. So, in order to reduce
the complexity of the proposed structure and to improve its
performance, we propose, in the second part of this paper, to
incorporate a likelihood ratio test allowing for the localiza-
tion of the impulses in the received signal and to exploit the
ISI structure introduced by the multipath channel. We sug-
gest to incorporate a decision feedback in order to generate
the required replicas of the corrupted symbols by operating
on the adjacent state vectors which have been decided earlier
(and assuming the decision to be correct).We, therefore, pro-
pose to reject the samples corrupted by the impulsive noise
rather than to clip them as is done in many previous works
[22, 28, 29, 30, 31, 32]. By adapting the transition equation
to the number of successive corrupted samples, we can rees-
timate the corrupted symbols of the users by exploiting the
proposed feedback. The algorithm proposed here exploits the
diversity introduced by the intersymbol interference.
This paper is organized as follows. In Section 2, we in-
troduce the state-space description of the CDMA system and
the non-Gaussian noise model. We revisit the Kalman filter
approach and we analyze the impact of the impulsive noise
on its performance. In Section 3, we derive the proposed de-
tector based on a network of Kalman filters operating in par-
allel: the extended NKF which takes into account the non-
Gaussianity of the state and observation noises. Section 4 in-
vestigates the localization procedure based on the likelihood
ratio test. Section 5 presents the resulting algorithm based
on the introduced feedback. In Section 6, simulation results
are provided supporting the analytical results. And finally,
Section 7 draws our conclusions.
Throughout this paper, scalars, vectors and, matrices are
lowercase, lowercase bold, and uppercase bold characters, re-
spectively. (·)T , (·)−1 denote transposition and inversion, re-
spectively. Moreover, E(·) denotes the expected value opera-
tor. x denotes the smallest integer not less than x. Finally,




We model here the uplink of the DS-CDMA communica-
tion system of K asynchronous users transmitting over K
diﬀerent frequency-selective channels. We denote by di(m)
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the symbol of the ith user transmitted in the time interval
[mTs, (m+1)Ts[, where Ts represents the symbol period. We
introduce ci = [ci(0), . . . , ci(L− 1)]T as the spreading code of
user i. L is the processing gain.
The transmitted signal due to the ith user can be written
as si(t) =
∑





and 1/Tc denotes the chip rate. {di(n)} and {cqi } denote the
symbol stream and the spreading sequence, respectively. ψ(t)
is a normalized chip waveform of duration Tc. The baseband
received signal containing the contribution of all the users
over the frequency-selective channels denoted by h˜(i)(t), i =
























where b(t) is an additive noise.
The channel of the ith user is characterized by its impulse
response h(i)(t):
h(i)(t) = h˜(i) ∗ ψ(t) (2)
that includes equipment filtering (chip pulse waveform,
transmitted filter and its matched filter in the receiver, etc.)
and propagation eﬀects (multipath, time delay).
The baseband received signal sampled at the chip rate
1/Tc leads to a chip-rate discrete-time model which can be
written in [kTc, (k + 1)Tc[ as




g˜i(k − jL)di( j)+b(k), (3)





(i)(k, (l−q)Tc) is the global channel
function including spreading and convolution by the chan-
nel. It is convenient to combine the signature modulation
process with the eﬀects of the channel in order to obtain an
equivalent model in which the symbol streams of the indi-
vidual users are time-division multiplexed before their trans-
mission over a multiuser channel.
In this paper, we focus on a symbol-by-symbol multiuser
detection scheme. For this reason, we let the observation in-
terval be one symbol period. We concatenate the elements of
r(k) in a vector r(k). According to (3), we can write




B(k, p)x(k − p) + b(k), (4)
where the matrix B(k, p) is of size (L,K) and is obtained as
follows:
B(k, p) = [g1(k, p), . . . , gK (k, p)],
gi(k, p)=
[
g˜i(k, pL), . . . , g˜i(k, pL+L−1)
]T
, i=1, . . . ,K.
(5)
x(k) = [d1(k), . . . ,dK (k)]T is a vector of size (K , 1) contain-
ing the symbols of K users and b(k) = [b(nL), . . . , b(nL+L−
1)]T is a vector of size (L, 1) containing the noise samples on
a symbol period.
By denoting k˜ = (P + L− 1)/L, where P represents the
maximumdelay introduced by themultipath channels, as the
number of the symbols interfering in the transmission chan-
nel, the received signal can be expressed as a block transmis-
sion CDMAmodel:
r(k) = A(k)L×k˜Kd(k)k˜K×1 + b(k)k˜K×1,
A(k) = [B(k, 0), . . . ,B(k, k˜ − 1)],
d(k) = [x(k)T , . . . , x(k − k˜ + 1)T]T .
(6)
Matrix A(k) is of size (L, k˜K). We note that in the case of
a time-invariant channel case, the observation matrix A(k) is
a constant matrix A. In this paper, we suppose that the con-
volution code-channel matrix is invariant on a slot duration.
We also remark that the dimension of the observation matrix
A(k) is k˜ dependent since the k˜ index is proportional to the
ISI term. In fact, in the case of an AWGN channel, that is,
P = 0, we have k˜ = 1, and the ISI term vanishes. However,
in the case of a frequency-selective multipath channel and a
low spreading factor, that is, L → 0, the term k˜ increases and
causes a severe ISI term. So, (6) highlights the impact of ISI
on the received signal.
Equation (6) represents the measurement equation re-
quired in the state-space model of the DS-CDMA system.
d(k) represents the (k˜K × 1) state vector containing all the
symbols contributing to r(k). The state vector d(k) is time
dependent and its first-order transition equation is described
as follows:

















. . . 0K×K














0 is the (K × K) null matrix and I is the (K × K) iden-
tity matrix. We assume that the users are uncorrelated and




] = σ2d IK×Kδ(k − j), (9)
where δ(·) denotes the Kronecker symbol.
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With (6) and (7), we have a state-space model for the
DS-CDMA system. We note that this state-space model also
applies when in addition there is multiple antenna at the re-
ceiver in the system. Although not explicitly developed in this
paper, these extensions are obtained via considering a higher
dimension for the state and/or the observation vectors.
The MMSE detection for the multiple-access system, de-
scribed by (6) and (7) requires the construction of a linear
MMSE estimate of the state. Based on the fact that the DS-
CDMA system can be viewed as a linear dynamical system
under the proposed state-space description, such estimate
can be computed recursively and eﬃciently via the Kalman
filtering algorithm. In fact it is well known that the Kalman
filter is a good recursive state estimator for linear systems.
The Kalman filter is a first-order recursive filter. It naturally
processes all the information collected up to a given point
in time. It produces state estimates that are optimal in the
MMSE sense.
2.2. Problem setting
2.2.1. The Kalman filtering approach
In this section, we revisit the Kalman filtering approach.
The measurement (b(k)) and the state (Gx(k)) noises are
both white and mutually uncorrelated. Therefore, with the
knowledge of the channel-code matrix A and the noise spec-
tral density, the Kalman-filter-based detector can be imple-
mented in a recursive form. The state vector d(k) is estimated
from the observation of the DS-CDMA system output col-
lected in R(k) = [r(k), r(k − 1), . . . , r(0)]. In our case, the
estimation of x(k) can be obtained at a delayed time (k − r)
where 0 ≤ r ≤ k˜ − 1. The implementation involves the fol-
lowing steps in each iteration:
d(k|k − 1) = Fd(k − 1|k − 1),
P(k|k − 1) = FP(k − 1|k − 1)FT +GGT ,
K(k) = P(k|k − 1)A(IL + AP(k|k − 1)AT)−1,







In (10), d(k|k−1) and d(k−1|k−1) are the predicted and
the estimated values of the state vector d(k) while P(k|k− 1)
and P(k − 1|k − 1) are the corresponding error covariance
matrices. K(k) is the so-called Kalman gain [33].
2.2.2. Non-Gaussian state noise
Manyworks based on an approximate DS-CDMA state-space
representation proposed the use of the Kalman algorithm as
a multiuser detection for its recursive nature which is more
suitable for a real-time implementation [6, 7, 34]. However,
the derivation in (10) makes use of the Gaussian hypothe-
sis of the signals, that is, the observation noise b(k) and the
state noise Gx(k). This is not valid in our case for the plant
noise (Gx(k)) which is by definition formed by a set of dis-
crete transmitted symbols. Its probability density function












MAP symbol by symbol






Figure 1: Performance of the proposed NKF detector compared to
the RAKE, MMSE, DFE, Kalman, and MAP receivers: K = 3, L = 7
and k˜ = 2.
The Kalman filter approximates the first and the second or-
ders of the exact pdf [27, 35]. The Kalman filter ignores the
binary character of the state noise and loses its optimality.
In order to overcome this problem, and by supposing
that the observation noise (b(k)) is Gaussian, we presented in
[36] a solution based on the approximation of the a posteri-
ori probability of the state vector p(d(k)|R(k)) by a weighted
sum of Gaussian terms (see the appendix) where each Gaus-
sian term parameter adjusted using one Kalman filter. This
approach was initially proposed in [25] and simplified [27]
for linear channel equalization in a single-user communica-
tion system. A generalization to the asynchronous multiuser
detection was first proposed in [36] where we show that the
resulting structure is a network of Kalman filters operating in
parallel.
From Figure 1, we notice that the NKF detector improves
the performance in terms of bit error rate (BER) compared
to the classical Kalman filter (see (10)) which ignores the
digital character of the state noise, the RAKE receiver, the
MMSE block receiver, and the DFE receiver [37]. The result-
ing performance is near the optimal maximum a posteriori
(MAP) symbol-by-symbol detector [38]. The simulation is
conducted by considering K = 3 users, L = 7 as a spreading
factor, gold sequences, a multipath nonsymmetric channel
(H(z) = 0.802+0.535× z−1 +0.267× z−2), and an access de-
lay for each user equal to 0, 2, and 4 chips, respectively. In this
case we have two interfering symbols: k˜ = 2. We incorporate
a delay estimation equal to 1 symbol.
2.2.3. Impulsive channel model
In many communication channels, the observation noise
exhibits Gaussian as well as impulsive characteristics. The
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source of impulsive noise may be either natural (e.g., light-
nings) or manmade. It might come from relay contacts, elec-
tromagnetic devices, transportation systems, and so forth.
The empirical data indicate that the probability density func-
tions (pdfs) of the impulsive noise processes exhibits a sim-
ilarity to the Gaussian pdf, being bell-shaped, smooth, and
symmetric but at the same time having significantly heavier
tails.
In this paper, we adopt the commonly used Gaussian
mixture model or ε-contaminated model for the additive
noise samples {b j(k)} which is a tractable empirical model
for impulsive environments. The ε-contaminated model is
frequently used to describe a noise environment that is nom-
inally Gaussian with an additive impulsive noise component.
Therefore, let the channel noise b(k) = w(k) + v(k) where
w(k) is the background noise with zeromean and variance σ2w
and v(k) is the impulsive component which is usually chosen
to be more heavily tailed than the density of the background
noise. Here, the impulse noise is modeled as in [39]:
v(k) = γ(k)N(k), (11)
where {γ(k)} stands for a Bernoulli process, a sequence of
zeroes and ones with p(γ = 1) = , where  is the contam-
ination constant or the probability that impulses occur. This
parameter controls the contribution of the impulsive compo-
nent in the observation noise.N(k) is a white Gaussian noise
with zero mean and variance σ2v such that σ
2
w  σ2v . In this
paper, we will take σ2v = κσ2w with κ 1.
Under this model, the probability density of the observa-




) = (1− )N (0, σ2w) + N




whereN (mx, σ2x ) is the Gaussian density function with mean
mx and variance σ2x . {b(k)} is called an “ε-contaminated”
noise sequence. It serves as an approximation to the more
fundamental Middleton class A noise model [14].
We propose to study the impact of the impulsive noise
on the performance of some multiuser detectors. Especially,
we focus on its impact on the performance of the Kalman-
based detector and the NKF-based detector where both are
optimized under a Gaussian observation noise hypothesis.
Figure 2 plots the BER versus SNR in dB defined as
Eb/σ2w, where Eb denotes the bit energy. We consider the
presence of K = 3 users with L = 7 as a spread-
ing factor (gold codes). We consider for simplicity the
downlink where we have a Rayleigh multipath channel de-
scribed here by the standard deviation of its coeﬃcients:
[0.227; 0.460; 0.688; 0.460; 0.227].
Comparing the impulsive non-Gaussian channel to the
Gaussian one, the curves indicate a degradation in the BER
performance. This is an expected result that has been ob-










NKF detector:  = 10−2, κ = 2000
NKF detector:  = 0, Gaussian case
NKF detector:  = 10−2, κ = 200
Kalman detector:  = 10−2, κ = 2000
Kalman detector:  = 10−2, κ = 200
κ = 2000
κ = 200
Figure 2: Performance of the NKF detector and the Kalman filter
in the presence of an impulsive observation noise: K = 3, N = 7,
 = 10−2, κ = 200 and 2000.
In conclusion, the generalization of the classical mul-
tiuser detector initially optimized under a Gaussian frame-
work is not immediate. The scope of this paper is to robustify
the Kalman-filter-based detector to a general framework of
non-Gaussian state and measurement noises. The proposed
study yields to two novel algorithms which are able to correct
the impulsive noise without clipping the received signal as is
done in many previous works [29, 30, 31, 32, 41].
3. ROBUST RECURSIVE SYMBOL ESTIMATION BASED
ON ANETWORKOF KALMAN FILTERS
The optimal detector computes recursively the a posteriori
pdf p(d(k)|Rk) of the state vector d(k) given all the observa-
tions r(k) collected up to the current time k, denoted here by
Rk = [r(k), r(k − 1), . . . , r(0)]. The recursion on p(d(k)|Rk)
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The densities p(r(k)|d(k)) and p(d(k)|d(k − 1)) are de-
termined from (6) and (7) and the a priori distributions of
d(k) and b(k). However, it is generally impossible to deter-
mine p(d(k)|Rk) in a closed form using (13) and (14), ex-
cept when the a priori distributions are Gaussian, in which
case the Kalman filter is then the solution.
We propose here to approximate the a posteriori proba-
bility density function (pdf) of a sequence of delayed sym-
bols by a WSG and to exploit the Gaussian mixture of the
observation noise.
With knowledge of the channel-code matrix A and the
parameters of the measurement noise (i.e., , κ, σ2w), the state
vector d(k) is estimated from the observations collected in
Rk. The estimate of x(k) can be obtained at some delayed
time (k−r) where 0 ≤ r ≤ k˜−1. The development presented
in this section considers, without loss of generality, a BPSK
modulation.
We approximate the predicted pdf p(d(k)|Rk−1) by a














where {di(k|k − 1)}i=1,...,ξ′(k) and {Pi(k|k − 1)}i=1,...,ξ′(k) are
vectors and matrices of dimensions k˜K × 1 and k˜K × k˜K ,
respectively, and, where thematrices Pi(k|k−1) approach the
zero matrix. Using the pdf of the noise (12), the likelihood of












By replacing (17), (16) in (13) and by denoting λ1 = 1−,










i (k)Λi, j , (18)
where
Λi, j = N
(
d(k)− di(k|k − 1),Pi(k|k − 1)
)
×N (r(k)− Ad(k), σ2j IL×L), (19)
where × denotes the multiplication operator.
Based on the development done in [27], we define
Pi, j(k|k) =
[





Remark 1. The indices i, j denote the dependence on both
the ith Kalman filter parameters and the variance σ2j (Gaus-
sian or impulsive).
By applying the inversion matrix lemma on (20), we ob-
tain













By doing some rearrangements, we can show that








































Pi, j(k|k) = Pi(k|k − 1)−Ki, j(k)APi(k|k − 1).
(24)
For the next iteration, the predicted pdf p(d(k+1)|Rk) is








∣∣d(k)) = p(Gx(k + 1)). (26)
The a priori density function of the plant noise Gx(k+1)
is also supposed to be approximated by a weighted sum of
Gaussian density functions. x(k + 1) has {xq}1≤q≤2K values
associated with the probabilities {pq}1≤q≤2K . Then the den-
sity function of x(k + 1) is
p(x(k + 1)) =
pq if Gx(k + 1) = xq, 1 ≤ q ≤ 2K ,0 otherwise. (27)
This density function is approximated by a WSG den-
sity function centered on the discrete values {Gxl}1≤l≤2K .
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with pq = 1/2K and ∆q = 0GGT (0  1),2 0 is cho-
sen small enough so that each Gaussian density function is
located on a neighborhood of Gxq with a probability mass
equal to pq.
Now, We denote
di, j,q(k + 1|k) = Fdi, j(k|k) +Gxq,
Pi, j,q(k + 1|k) = FPi, j(k|k)FT + ∆q.
(29)












α′i, j,q(k + 1)
×N (d(k + 1)− di, j,q(k + 1|k),




where α′i, j,q(k + 1) = pqαi, j(k).
Finally, we can resume the algorithm as follows, by sup-
posing that we have, at iteration (k − 1), ξ(k − 1) Gaussian
terms in the expression given by (16).
(i) Prediction:
ξ′(k) = ξ(k − 1)× 2K ,
α′i, j,q(k) = pqαi, j(k − 1),
di, j,q(k|k − 1) = Fdi, j(k − 1|k − 1) +Gxq,




di, j,q(k|k) = di, j,q(k|k − 1)
+Ki, j,q(k)
[
r(k)− Adi, j,q(k|k − 1)
]
,
Pi, j,q(k|k) = Pi, j,q(k|k − 1)
−Ki, j,q(k)APi, j,q(k|k − 1),
Ki, j,q(k) =
Pi, j,q(k|k − 1)AT














βi, j,q(k) = N
(
r(k)− Adi, j,q(k|k − 1),




2In case of unit symbol variance ∆q = 0Ik˜K (0  1).
The estimated state vector d̂(k|k) of the state vector
d(k) solution of the minimummean-square error estimation
problem is given by the conditional expectation E(d(k)|Rk).
The MMSE solution is the convex combination of ξ(k)














Each predicted state di, j,q(k|k) at the output of the
Kalman filter indexed by (i, j, q) is weighted by a coeﬃcient
αi, j,q that depends on the probability of appearance of the im-
pulsive noises (1− or ) and the density βi, j,q. The algorithm
contains an implicit localization mechanism of impulses in
the received signal via the βi, j,q terms. When an impulse oc-
curs in the observation window r(k), the βi,1,q terms tend to
zero, otherwise, the βi,2,q terms tend to zero. Therefore, the
algorithm tries to extract the information symbol even when
the impulses are present by exploiting the memory in the re-
ceived signal introduced by the ISI channel.




















The complexity of the algorithm, evaluated by ξ(k),
grows exponentially through iterations. To make it of prac-
tical use for on-line processing, the sum giving p(d(k)|Rk) in
(23) will be constrained to contain only one term after the fil-
tering step, let ξ(k) = 1. This is done by setting di(k|k), to the
value of the estimated state d̂MMSE(k), Pi(k|k), to P(k) and
αi, j,q(k) to 1 for the next prediction step. This approximation
is rational because the a posteriori state pdf is assumed to be
localized around the MMSE estimation.
The resulting algorithm, called the extended NKF detec-
tor and shown in Figure 3, can be viewed as two NKF de-
tectors working in parallel, where each of them is optimized
for the observation Gaussian noise case. The two NKF de-
tectors are coupled via the contamination constant. The first
NKF detector considers σ2w as the background noise whereas
the second considers κσ2w as the background noise. The com-
mutation between the two NKF detectors is governed by the
(βi, j,q) terms.
The study of performance of the proposed structure
is presented in Section 6. We notice that the extended
NKF-MMSE structure jointly cancels the MAI and the ISI.




NKF working on κσ2w noise variance


























Figure 3: The proposed extended NKF-MMSE detector structure.
In case of  = 0, that is, the observation noise is Gaussian,
the proposed structure reduces to one NKF.
In the second part of this paper, we propose a modified
version of the extended NKF structure by incorporating a
feedback based on a likelihood ratio test. In the next sec-
tion, we first present the localization procedure of the im-
pulses in the received signal based on a classical hypothesis
test.
4. IMPULSE LOCALIZATION BASED
ON A LIKELIHOOD RATIO TEST
The detection of impulses in the received signal can be cast
as a binary hypothesis testing problem as follows:
(i) H1: presence of impulsive noise,
(ii) H0: absence of impulsive noise.
Denote by p0 and p1 the a priori probability associated
with H0 and with H1 (i.e., p0 + p1 = 1). Thus, each time the
experiment is conducted, one of these four alternatives can
happen: (i) choose H0 when H0 is true, (ii) choose H1 when
H1 is true, (iii) choose H0 when H1 is true, (iv) choose H1
when H0 is true.
The first and the second alternatives correspond to the
correct choices. The third and the fourth alternatives corre-
spond to errors. The purpose of a decision criterion is to at-
tach some relative importance to the four alternatives and re-
duce the risk of an incorrect decision. Since we have assumed
that the decision rule must say either H0 or H1, we can view
it as a rule for dividing the total observation space denoted
by Σ into two parts; Σ0 and Σ1. In order to highlight the im-
portance relative to each alternative, we introduce the cost’s
coeﬃcient. We denote the cost of the four courses of action
by C00, C11, C10, and C01, respectively. The first subscript in-
dicates the hypothesis chosen and the second the hypothesis
that was true. We assume that the cost of a wrong decision
is higher than the cost of a correct decision: C01 > C11 and
C10 > C00.
Usually, we assume that C00 = C11 = 0. Denoting by C¯

















We suppose that we know the costs Cij and the a priori
probabilities p0 = 1− and p1 =  where  is the probability
of impulse occurrence.
To establish the Bayes test, we must choose the deci-
sion regions, Σ0 and Σ1, in such a manner that the risk C¯
will be minimized. By rewriting the risk C¯ with the a priori





















Figure 4: The NKF based on LRT detector structure.

















where Υ(r) is called the likelihood ratio.
The decision rule (37) relies on the comparison of the
likelihood ratio to a threshold, which is determined by a cost
function and the contamination impulsive noise parameter.
If the a priori probabilities are unknown, we can use the min-
max or Neyman-Pearson criterion [42].
The implementation of the decision rule (37) requires the
expression of PR|H0 (r|H0) and PR|H1 (r|H1) which are based
on the knowledge of the unknown state vector d(k). There-
fore, in order to overcome this problem, we exploit the pre-
diction equation di(k|k−1) of each Kalman filter in the NKF
structure: di(k|k−1) = Fdi(k−1|k−1)+Gxi(k). Therefore,
we introduce r˜(k) defined as follows:
r˜(k) = (r(k), xi(k)) = Adi(k|k − 1) + b(k). (38)
Each Kalman filter, in the NKF structure, works on
the hypothesis that x(k) = xi(k) is transmitted. There-
fore, we can determine the expression of P(r˜|H0, x(k)) and








∣∣H1, x(k))∝ N (Adi(k|k−1),APi(k|k−1)AT+κσ2wIL).
(39)
By supposing that the symbols are i.i.d and by taking the












The established Bayes test detects the presence of im-
pulses in the received signal.
5. NETWORKOF KALMAN FILTERS BASED
ON THE LIKELIHOOD RATIO TEST:
DETECTION ALGORITHM
For the optimization of the proposed receiver, we propose
to incorporate a decision feedback assuming the knowledge
of the adjacent state vectors. We propose here to reject the
impulses rather than to clip them as is done in many previ-
ous works [29, 30, 31, 32, 41]. In this case, the transmitted
symbol estimation at this iteration is taken from the adja-
cent decided state vector via the proposed feedback. The pro-
posed structure, called the NKF based on likelihood ratio test
(LRT), is given in Figure 4.
Compared to the proposed extended NKF, we now have
only an NKF stage operating on the variance of the obser-
vation noise decided by the LRT. In the case of detection of
an impulse in the received signal, the following structure re-
jects the sample r(k) and exploits the feedback which sup-
poses the knowledge of an adjacent state vector. For clarifica-
tion, we present in Figure 5 the NKF-based LRT algorithm.
We suppose, without loss of generality, that we do not have
two successive corrupted received samples.
Suppose that, at iteration (k − 1), we detect the presence
of an impulse. Therefore, the received sample r(k − 1) is re-
jected. To estimate the subvector x(k−k˜), we exploit the same
component in the last estimated vector, that is, d(k−2|k−2)
by supposing that this former is consistent.
By assuming that the next received sample r(k), at it-
eration k, is impulsive noise free (since we assume that we
do not have two successive corrupted received samples),
the estimated state vector d(k|k) is obtained by exploiting
the last estimate at time (k − 2) and a generalized transi-
tion equation of two steps (from k − 2 to k) (see (41)).
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r(k − 1)
Absence of impulsive noise Presence of impulsive noise
LRT
Network of Kalman filters,
transition equation of one step:
d(k − 1) = Fd(k − 2) +Gx(k − 1)
Decide on d̂(k − 1|k − 1)
sign (x̂(k − k˜ + 1|k − 1))
k − 1→ k
r(k)
LRT
Reject r(k − 1)
Decide on d̂(k − 2|k − 2)
sign (x̂(k − k˜ + 2|k − 2))
k − 1→ k
r(k)
Network of Kalman filters,
transition equation of two steps:
d(k) = F2d(k − 2) + [G FG][xT (k)xT (k − 1)]T
Decide on d̂(k|k)
sign (x̂(k − k˜ + 1|k))
k → k + 1
r(k + 1)
LRT
Figure 5: The NKF-based LRT algorithm.
This equation is the generalization of the transition equation




The new plant noise [xT(k)xT(k−1)]T is composed of 2K
components. So, the NKF detector is working on two more
hypotheses. An estimate is obtained by combining convexly
the output of the Kalman filters in the MMSE sense. After
that, the NKF algorithm takes its initial representation based
on a prediction equation of one step. The algorithm pro-
posed here can be generalized to many successive impulses,
a rare case, by introducing a transition equation of 3, 4, . . .
steps.
We notice that the proposed algorithm exploits the
Kalman structure, especially the prediction equation, and the
diversity introduced by the ISI. This is not surprising, since
an ISI channel introduces memory to the received signal and
the channel essentially serves as a trellis code.When a symbol
is hit by a large noise impulse, if the channel is ISI free, then
this symbol cannot be recovered; in an ISI channel, however,
it is possible to recover this symbol from adjacent received
signals.
6. SIMULATION RESULTS
In this section, we assess the performance of the algorithms
proposed in the previous sections, namely, the extendedNKF
and NKF based on LRT detectors, via computer simulations.
For comparison purposes, and in order to compare our pro-
posed algorithms with the classical approach based on the M
estimator of Huber [43], we propose to simulate the NKF-
MMSE detector obtained by taking  = 0 in the equation of
the extended NKF coupled with a nonlinear front end in an
attempt to minimize the eﬀect of large noise peaks by elimi-
nating, or at least de-emphasizing, them. For this reason, we









−τ if [e(k)] j < −τ,[
e(k)
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for j = 1, . . . ,L,
(42)
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where e(k) = r(k)− Adi(k|k − 1) and [e(k)] j represents the
jth component of the vector e(k).
In the NKF-MMSE equations, only the first recursive
equation is substituted by the following equation:
di, j(k|k) = di(k|k − 1) +Ki, j(k)Ψ
([




The function Ψ(·) is known as Huber’s function.
In this paper, we choose a threshold which reflects the




where σ2T represents the total noise variance
σ2T = (1− )σ2w + κσ2w. (45)
Therefore, we propose here to compare
(1) the extended NKF-MMSE algorithm,
(2) the NKF + LRT algorithm: exact knowledge of the im-
pulses,
(3) the NKF + LRT algorithm: Bayes test,
(4) the NKF + clipping algorithm,
(5) the NKF-MMSE without any correction of impulsive
noise,
(6) the NKF-MMSE in a Gaussian case without impulsive
noise,  = 0.
Theses cases are able to give us an idea about the behav-
ior of the proposed algorithms compared to the classical ap-
proach (based on the M estimator of Huber) and to study
the importance of taking into account the structure of the
noise in the problem of the state estimation via the Kalman
approach.
Throughout the following example, we consider a syn-
chronous CDMA network employing gold codes of length
L = 7 as the spreading sequences, K = 3 users, and a
BPSK modulation. The bit error rate (BER) of the first user
is investigated. The channel is a 5-path symmetric Rayleigh
channel with the energy profile [0.227; 0.4600; 0.6880;
0.4600; 0.227]. So we have 2 interfering symbols. The esti-
mation delay is taken equal to 1 symbol. The parameter κ
is chosen equal to 200, 2000, and 5000. The probability of
appearance of the impulsive noise is 10−2. C10/C01 is chosen
equal to 10.
From Figures 6, 7, and 8, we remark that the perfor-
mances obtained in the case when we know exactly the ap-
pearance instants of the impulses are close to those obtained
in the case of Gaussian noise only. However, when we em-
ploy the LRT for impulse localization, we remark a loss in
the BER at high SNR and, especially, when κ is weak. In
fact, the probability of nondetection of impulses increases
at high SNR because the Bayes test cannot distinguish the

















Figure 6: Performance of the proposed algorithms: the extended
NKF and NKF + LRT in an impulsive environment with κ = 200
and  = 10−2.
We also remark that the proposed algorithm, NKF based
on the LRT, is not very sensitive to the power of the impul-
sive component in the received signal since the curves corre-
sponding to diﬀerent simulated κ values are equivalent. On
the other hand, the curves related to the NKF+ clipping per-
form like our proposed extendedNKF detector. But when the
value of κ is around 200, our proposed extended NKF algo-
rithm is better. The major problem in the clipping is essen-
tially related to the threshold which is determined generally
by simulation. It should be noted that for a large thresh-
old level τ, the detection performance should degrade only
slightly when the channel noise is actually Gaussian. On the
other hand, a smaller value of τ oﬀers an increased robust-
ness against impulses at the cost of deteriorated performance
under Gaussian noise. Clearly, the threshold τ controls the
trade-oﬀ between the degree of robustness and the perfor-
mance degradation under Gaussian noise.
The simulations presented in Figures 6, 7, and 8 show
that the proposed schemes significantly improve the eﬃ-
ciency and filtering performance of the classical Kalman al-
gorithm.
7. CONCLUSION
Two new algorithms have been developed in this paper:
the extended NKF and NKF based on the LRT detectors
for the DS-CDMA system modelized as a discrete-time lin-
ear system that have non-Gaussian state and measurement
noises. By approximating their non-Gaussian densities by a
weighted sum of Gaussian terms and under the common
MMSE estimation criterion, the extended NKF is derived.
















Figure 7: Performance of the proposed algorithms: the extended
NKF and NKF + LRT in an impulsive environment with κ = 2000
and  = 10−2.
The resulting multiuser detector cancels jointly the MAI and
ISI in the presence of impulsive noise.
We also propose a second version of the NKF detector
in which we reduce the complexity of the proposed extended
NKF detector and improve its performance by incorporating
a feedback based on a likelihood ratio test. The NKF based on
an LRT scheme exploits the Kalman structure, especially the
prediction equation, and the diversity introduced by the ISI.
Monte-Carlo simulations have shown that the extended NKF
detector and the NKF based on an LRT detector significantly
improve the eﬃciency and filtering performance of the classi-
cal Kalman algorithm. Some further works are envisaged on




The Gaussian sum representation pA [25] of a density func-










where N (a,G) = exp{−(1/2)aTG−1a}/(2π)n/2|G|1/2 with∑l














NKF+LRT: exact knowledge of impulses
NKF+clipping
Figure 8: Performance of the proposed algorithms: the extended
NKF and NKF + LRT in an impulsive environment with κ = 5000
and  = 10−2.
It can be shown in [25] that pA converges uniformly to
any density function of practical concern as the number of
terms l increases and the covariance Gi approaches the zero
matrix. In fact, the parameters αi, ai, and Gi can be selected
in various ways. For example, the mean values ai establish a
grid in the region of the state space that contains the proba-
bility mass. The αi are chosen as the values p(ai) of the den-
sity function p(·) that is to be approximated. The covari-
ance matrices Gi are determined in order that the approx-
imation error p − pA is minimized according to a desired
criterion.
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