We give a classification of all the countable 1-transitive cyclic orderings, being those on which the automorphism group acts singly transitively. We also classify all the countable 1-transitive coloured cyclic orderings, where these are countable cyclic orderings in which each point is assigned a member of a set C, thought of as its 'colour', and by '1-transitivity' we now mean that the automorphism group acts singly transitively on each set of points coloured by a fixed colour. We conclude by giving constructions of some uncountable cyclic orderings whose automorphism groups enjoy certain special properties.
Introduction
We study certain relational structures, called 'cyclic orderings'. These may be be thought of as (strict) linear orderings that have been 'bent' into a curve, and whose ends have been 'glued together' to make a circle (though the linear ordering need not have end points). The following definition in [3] captures this idea. Definition 1.1 Let X be a set and R be a ternary relation on X. We say that (X, R) is a cyclic ordering if (i) for all a ∈ X, if we define a binary relation < a on X\{a} by the rule:
x < a y if and only if R(a, x, y), then < a is a linear ordering; and
(ii) for all x, y, z ∈ X, R(x, y, z) ⇔ R(y, z, x) ⇔ R(z, x, y).
An equivalent definition of cyclic ordering is given in [7] (where they are called circularly ordered sets or circles), which does not explicitly mention linear orders. Definition 1.2 Let X be a set and R be a ternary relation on X. We say that (X, R) is a cyclic ordering if Although in any non-trivial cyclic ordering there at least three points, we do allow the (trivial) one and two point cyclic orderings, since they are needed for instance for the 'characterization of conjugacy' given in [10] .
In [7] , two methods of constructing a cyclic ordering from a linear ordering are given. The first, Method A, is consistent with the idea discussed earlier of 'gluing the ends' of the linear ordering.
Method A
Let (X, <) be a linear ordering, and define the ternary relation R on X by R(x, y, z) if and only if    x < y < z, or y < z < x, or z < x < y.
Then this (X, R) is a cyclic ordering which we denote byX, as in [7] . We describe this method as 'bending' X (into a cyclic ordering) to formX.
The second method of constructing a cyclic ordering from a linear one, called Method B, may be thought of as 'coiling a rope', and described in two equivalent ways. Throughout this paper, if (Y, <) and (X, <) are linear orderings, we denote by Y × X or by (Y × X, <) the antilexicographic product of Y with X, that is, 'X copies of Y '; so (y 1 , x 1 ) < (y 2 , x 2 ) if and only if x 1 < x 2 , or x 1 = x 2 and y 1 < y 2 .
Method B
If (X, <) is a linear ordering which is isomorphic to an antilexicographic product Γ × Z, where Γ = (Γ, <) is a linear ordering and Z has its usual order, then the cyclic ordering constructed is justΓ.
Note that to be able to use this method there must be some linear ordering Γ such that (X, <) ∼ = Γ × Z. Also note that this construction depends on the particular decomposition of (X, <) as there may be non-isomorphic linear orderings Γ which fulfil the condition.
We now describe an equivalent way of constructing this 'coiled' linear ordering.
Let (X, <) be a linear ordering such that there is f ∈ Aut(X, <) which fulfils the following conditions:
(i) ∀x ∈ X(x < f (x)), and (ii) ∀x, y ∈ X∃m, n ∈ Z(f m (x) < y < f n (x)).
In this case, we say that f is a coterminal automorphism, since for any x ∈ X the set {f n (x) : n ∈ Z} is unbounded above and below.
Let X/ f = (X /∼, R f ), where X /∼ is the set of orbits of f , and R f is the ternary relation on X /∼ defined by R f (x, y, z) if there are x ∈ x, y ∈ y, z ∈ z such that x < y < z < f (x).
Then the structure X/ f is a cyclic ordering.
Note that to be able to use this method there must exist a coterminal automorphism of the linear ordering, and the construction may depend on which one is chosen. In fact, there is a coterminal automorphism if and only if (X, <) may be expressed in the form Γ × Z. For if f is a coterminal automorphism, then (X, <) ∼ = [x 0 , f (x 0 )) × Z for any x 0 ∈ X where [x 0 , f (x 0 )) is the semi-open interval. Conversely, if (X, <) = Γ × Z, then f Γ : Γ × Z → Γ × Z defined by f Γ (γ, z) = (γ, z + 1) is a coterminal automorphism.
Moreover, Methods B and B are equivalent. For if (X, <) is a linear ordering such that (X, <) ∼ = Γ × Z for some Γ, then X/ f Γ ∼ =Γ, where f Γ is as described above. Conversely, if (X, <) is a linear ordering with a coterminal automorphism f , then for any x 0 ∈ X,Λ ∼ = X/ f , with Λ = [x 0 , f (x 0 )). Furthermore, if we write (X, <) for the Dedekind-completion of (X, <)
1 , and let f be the natural extension of f to (X, <), then for any c ∈ X \ X,Λ ∼ = X/ f , with Λ = (c, f (c)) ∩ X, where (c, f (c)) is the open interval evaluated in X.
Given a cyclic ordering (X, R) and a ∈ X, we obtain a linear ordering X a = (X, < a ) by letting x < y if x = a and y = a, or R(a, x, y) holds.
Note that Method A suffices for constructing all cyclic orderings. For given any cyclic ordering (X, R), (X, R) ∼ =Xa for any a ∈ X. Since Method A is simpler than Method B, and it suffices for constructing any cyclic ordering, one may wonder why one goes to the trouble of describing an alternative and more involved way of construction. The answer is that it enables us to transfer classification results from linear to cyclic orderings. We now give the definitions of 1-transitivity for a general relational structure and of an Ohkuma circle (given in [7] ) so we can show how Method B arises naturally. Definition 1.3 A structure is said to be 1-transitive if for any two of its elements a and b, there is an automorphism taking a to b.
Generalizing this, for any m ∈ N, the structure is said to be m-transitive if for any two of its m-element subsets X and X which are isomorphic, there is an automorphism taking X to X . This automorphism need not extend the isomorphism between X and X , but if an automorphism which extends the given isomorphism can always be found, then the structure is said to be mhomogeneous. In some structures this is a stronger notion than m-transitivity. For linear orders, m-transitivity and m-homogeneity are equivalent, since there can be at most one isomorphism between m-element subsets. Also, for linear orders with at least 3 points, 2-transitivity implies m-homogeneity for all m ∈ N. The position for cyclic orderings is not quite so clear. For m > 1, the m-and (m + 1)-element cyclic orderings are trivially m-transitive, but not m-homogeneous. If (X, R) is an m-transitive cyclic ordering with more than m + 1 points, then it is dense, hence if countable, uniquely determined up to isomorphism, and is also k-homogeneous for all k. We have not checked however whether this implication holds in general (that is, in the uncountable case).
Ohkuma circles defined in [7] are cyclic orderings which are 1-transitive but such that for each pair of elements x, y, the automorphism taking x to y is unique (they are 'uniquely transitive'). In the same paper the authors classify all the Ohkuma circles, and Method B of construction plays an important role. The idea is to prove that all Ohkuma circles arise from Ohkuma chains (uniquely transitive linear orderings), but use of Method A for constructing cyclic orderings from linear ones is not sufficient, as there are Ohkuma circles constructed from an Ohkuma chain by Method B, but not by Method A.
We show that the same applies to general 1-transitive linear orderings, by giving an example of a countable 1-transitive cyclic ordering which arises by Method B but not by Method A.
First we recall the classification of all countable 1-transitive linear orderings [8] . If (X, <) is a countable 1-transitive linear ordering, then (X, <) is isomorphic to one of the following:
(a) Z α , with α a countable ordinal, and where Z α is taken to be the ordinal power, that is, the set of functions from α to Z which take the value zero on all but finitely many points, or (b) the antilexicographic product Z α × Q.
By the sum X + Y of two linear orders (X, <) and (Y, <) we understand the linear order resulting from the disjoint union of X and Y placing X with its order before Y with its order.
To give an example of a 1-transitive cyclic ordering constructed from a 1-transitive linear ordering using Method B, but which does not arise from any 1-transitive linear ordering using Method A, take Z 2 and let f be the automorphism of Z 2 such that f (z 1 , z 2 ) = (z 1 , z 2 + 2). Clearly f is coterminal in Z 2 , and for any (z 1 , z 2 ) ∈ Z 2 we have that (z 1 , z 2 ) < f (z 1 , z 2 ). Using Method B we get the cyclic orderingΛ, with Λ = ω + Z + ω * , where ω is the order type of N with its usual ordering and ω * is the order type of N ordered reversely. Equivalently, decomposing Z 2 as (Z + Z) × Z and using Method B, we obtain ∆ with ∆ = Z + Z (then∆ ∼ =Λ). Now, Z + Z is not 1-transitive, but∆ with ∆ = Z + Z is. Therefore, there are countable 1-transitive cyclic orderings which cannot be constructed from any 1-transitive linear ordering using Method A (infinitely many examples arise similarly from f n given by f n (z 1 , z 2 ) = (z 1 , z 2 + n) for n ∈ N, giving the cyclic ordering∆ n , where ∆ n = Z + ... + Z, the sum of n copies of Z).
We generalize the discussion by considering coloured linear and cyclic orderings. We say that (X, R, F ) is a coloured linear ordering (cyclic ordering) if (X, R) is a linear (cyclic) ordering and F maps X onto a set C, called the set of 'colours', and we may also say that it is 'C-coloured'. We may view 'uncoloured' linear and cyclic orderings as corresponding to the case |C| = 1. A coloured linear ordering (cyclic ordering) (X, R, F ) is then said to be 1-transitive if for any x, y ∈ X with F (x) = F (y) there is f ∈ Aut(X, R, F ) such that f (x) = y (so here the automorphism not only preserves the relation R but also the colouring function F ).
In [1] we give a classification of all countable 1-transitive coloured linear orderings, when the set of colours is finite; we also introduce 'coding trees' as a method of describing the general construction of such a coloured ordering. The use of these coding trees is not strictly necessary, as each of these structures can be fairly easily described in an inductive manner. In [2] we give more a 'structure theorem' than a classification to describe all the countable 1-transitive coloured linear orderings for infinite (or finite) colour sets, and for the infinitely coloured case 'coding trees' seem unavoidable. The definition of 'coding tree' and of what it means for a coding tree to 'encode' a linear order are given in [2] . In terms of these notions we are able to show that any coding tree encodes a coloured linear order, that it is countable and 1-transitive, that subject to this it is unique, and that any countable 1-transitive linear order is encoded by some coding tree.
A method of construction of a coloured linear order which is needed in various cases in [2] , which generalizes lexicographic product, and which it is easy to see preserves 1-transitivity, is as follows. Let (X, <, F ) be a C-coloured linear order, and for each c ∈ C let (Y c , <, F c ) be a coloured linear order with colour set C c , such that as the set of ordered pairs of the form (y, x) where x ∈ X and y ∈ Y F (x) , ordered anti-lexicographically, and coloured by F where F (y, x) = F F (x) (y).
We adapt Methods A and B for coloured linear orderings in the natural way. For Method A, given (Y, <, F ), we letY = (Y, R, F ), where (Y, R) is defined as before from (Y, <), and F stays the same. For Method B, given (Y, <, F ) and a coterminal f ∈ Aut(Y, <, F ) (which must also preserve F ) and ∀x ∈ X(x < f (x)), we let X/ f = (X /∼, R f , F ), where (X /∼, R f ) is defined as before, and for all x ∈ X, F (x) = F (x).
2 Classification of the countable 1-transitive coloured cyclic orderings
To classify the countable 1-transitive coloured cyclic orderings we first prove that 1-transitivity is preserved by Method B. Second, we describe a converse, which we call B −1 , of Method B, and show that it too preserves 1-transitivity. This enables us to deduce the classification of all countable 1-transitive coloured cyclic orderings from that of the countable 1-transitive coloured linear orderings mentioned in the previous section. Before this, we show that Method A also preserves 1-transitivity. Theorem 2.1 Let (Y, <, F ) be a 1-transitive coloured linear ordering. ThenY is a 1-transitive coloured cyclic ordering.
Proof Let x, y ∈Y be such that F (x) = F (y). Viewing x and y as elements of (Y, <, F ), since (Y, <, F ) is 1-transitive there is f ∈ Aut(Y, <, F ) such that f (x) = y. We show that f ∈ Aut(Y ).
Let x, y, z ∈ Y be such that R(x, y, z). Then x < y < z, or y < z < x, or z < x < y. Suppose x < y < z. As f ∈ Aut(Y, <), f (x) < f (y) < f (z) and so R(f (x), f (y), f (z)). Applying the same argument to f −1 , which is known to be an automorphism of (Y, <, F ), it follows that R(f (x), f (y), f (z)) implies R(x, y, z). Since f is one-to-one and onto and preserves colours, it follows that f ∈ Aut(Y ).
Note that the theorem is true even for uncountable linear orderings, in which case the resulting cyclic ordering is also uncountable.
To see that Method B preserves 1-transitivity, we use the following two main lemmas.
Lemma 2.2 Let (X, <, F ) be a C-coloured linear ordering, and for each c ∈ C let (Y c , <, F c ) be a 1-transitive C c -coloured linear ordering where
To prove that X[(Y c ) c∈C ]/ G is 1-transitive, let (y, x) and (v, u) have the same colour. Then F (x) = F (u) = c say, and F c (y) = F c (v). By 1-transitivity of Y c , f c (y) = v for some automorphism f c of Y c . Also x, u ∈ X/ g , and since X/ g is 1-transitive, there is h ∈ Aut(X/ g ) such that h(x) = u.
We define
For as x , x ∈ h(x ), we have g q (x ) = x for some q, and so
, and so (y , g p (x )) = (y , x ). Hence, y = y , x = x , and so h(x ) = h(x ). Therefore,
We want to prove that
, and so there are
Case 2: If x 1 < x 2 < x 3 = g(x 1 ), and
, and so h(x 1 ) = h(x 3 ). We know that for any x 1 ∈ h(x 1 ), x 1 < g(x 1 ), and that
, and so letting
, and so h(x 1 ) = h(x 2 ). As g is coterminal in (X, <), there is
Case 4: If x 1 = x 2 < x 3 < g(x 1 ), and y 1 < y 2 , then as in Case 2, there are
Case 6: If x 1 = x 2 = x 3 < g(x 1 ), and y 1 < y 2 < y 3 , then as in Case 5, there are x 1 ∈ h(x 1 ), x 2 = x 1 ∈ h(x 2 ), and
Case 7: If x 1 = x 2 < x 3 = g(x 1 ), and y 1 < y 2 , and y 3 < y 1 , then as in Case 5, there are x 1 ∈ h(x 1 ), x 2 = x 1 ∈ h(x 2 ), and
We remark that x 1 = x 2 = x 3 = g(x 1 ) is impossible, since for any x ∈ X, x < g(x), so in all cases, R G ( H(y 1 , x 1 ), H(y 2 , x 2 ), H(y 3 , x 3 ) ). The converse implication also holds, as in the proof of Lemma 2.1, and H is one-to-one.
, so H is colour-preserving, and therefore
This demonstrates 1-transitivity.
We define o-primitivity for linear orderings as in [6] , and generalize it to coloured linear orderings. Definition 2.3 Let (X, <, F ) be a coloured linear ordering. An equivalence relation ∼ on X is a convex congruence if all the ∼-classes are convex, and for all f ∈ Aut(X, <, F ) and all x, y ∈ X, x ∼ y implies f (x) ∼ f (y).
By a proper non-trivial equivalence relation we mean one for which some distinct elements are equivalent, but not all (which rules out the two trivial convex congruences that arise for any X, into singletons, and into just one set).
Definition 2.4 A coloured linear ordering (X, <, F ) is o-primitive if it is 1-transitive, and it has no proper non-trivial convex congruence.
It is shown in [6] that an o-primitive linear order is Ohkuma or 2-transitive. That proof was for the monochromatic case, but it may be adapted to apply to coloured chains. To avoid the details of doing this, we show how what we want can be deduced directly from results given in [6] , specifically Theorems 4.2.2 and 4.3.1.
Fix one of the colours, c 0 say. It follows from o-primitivity that X is densely ordered, and also that all colours occur densely, since if not, there is a proper non-trivial subset C of C and there are a < b in X such that F ([a, b]) ⊆ C . Then the equivalence relation given by x ∼ y if either x = y, or all points of [x, y] (or [y, x] if y < x) have colours in C , is a non-trivial congruence. Now let Y = {x ∈ X : F (x) = c 0 }. Then Y is dense in X, and so G = Aut(X, <, F ) may be viewed as a subgroup of Aut(Y, <). Furthermore, G acts o-primitively on Y . By [6] Theorem 4.3.1 (page 105) we deduce that (G, Y ) is doubly transitive, or is Ohkuma ('uniquely transitive'), or is 'periodic', meaning that there is a coterminal f ∈ Aut(Y, <) whose centralizer in G is just the group f generated by f . Furthermore, in this last case, the stabilizer of any point acts doubly transitively on each orbit.
In the first case we show that from the 2-transitivity of G on Y , it follows that it is also 2-transitive on X. For this, first let x 0 < x 1 < x 2 where F (x 0 ) = c 0 and F (x 1 ) = F (x 2 ) = c. By 1-transitivity there is f 0 ∈ G taking x 1 to x 2 . Choose y 1 < y 2 in (f 0 (x 0 ), x 2 ) and y 0 < x 1 , y 1 , all in Y . Since G acts doubly transitively on Y , there is f 1 ∈ G fixing y 2 and taking y 1 to y 0 , and we may let f 1 fix all points of [y 2 , ∞).
let g ∈ G take f (x 0 ) to x 0 and fix [z, ∞) pointwise. Then gf (x 0 ) = x 0 and gf (x 1 ) = g(x 2 ) = x 2 . Now take any x 0 < x 1 < x 2 with F (x 1 ) = F (x 2 ). Choose y ∈ (x 0 , x 1 ) ∩ Y . By the method of the previous paragraph we may fix (−∞, y] pointwise and take x 1 to x 2 . So this fixes x 0 and takes x 1 to x 2 , and this demonstrates 2-transitivity.
Next suppose that (Y, <) is Ohkuma. Then by [6] Theorem 4.2.2 (page 98) Y is isomorphic to a dense subgroup of (R, +) on which G acts by translation. It follows from this that (X, <, F ) is also Ohkuma (as a coloured chain) since if x ∈ X is fixed by some g ∈ G then g must be a translation, but can therefore only be the identity.
Finally, if G is periodic, with f the corresponding coterminal automorphism, then it cannot also be Ohkuma (in view of the condition on the centralizer of f ), so for any x ∈ X, there is a non-trivial orbit Z of its stabilizer, and on this G x acts doubly transitively. If g acts on Z non-trivially, but fixes all points outside the convex closure of Z, then g does not commute with f , which is a contradiction.
Using the above remarks we prove that Method B preserves 1-transitivity. First we prove the result when the coloured linear ordering is 2-transitive.
Lemma 2.5 Let (Y, <, F ) be a 2-transitive coloured linear ordering. Suppose there is a coterminal automorphism g of (Y, <, F ). Then Y / g is a 1-transitive coloured cyclic ordering.
Proof
To see that Y / g is 1-transitive, let a, b ∈ Y / g . If |Y / g | = 1 or 2 then it is immediately 1-transitive. Otherwise we may pick x ∈ Y / g with x = a, b, and let x ∈ x. As g is coterminal in (Y, <, F ), there are a ∈ a and b ∈ b such that a, b ∈ (x, g(x)). As (Y, <, F ) is 2-transitive, there is f 1 ∈ Aut(Y, <, F ) such that f 1 (x) = x and f 1 (a) = b. There is also f 2 ∈ Aut(Y, <, F ) such that
) . Then as f 1 is an isomorphism (preserving order and colour) from [x, a) to [x, b), and f 2 is an isomorphism from [a, g(x)) to [b, g(x)), it follows that f is an automorphism of [x, g(x)) taking a to b.
As g is a coterminal automorphism of Y , and Y is the disjoint union of {[g n (x), g n+1 (x)) : n ∈ Z}, it follows that f is an automorphism of (Y, <, F ).
We may now define F :
To see that F is well-defined, let y ∈ Y / g , and let y, y ∈ y. Without loss of generality, suppose y ≤ y , so there is t ∈ N such that g t (y) = y . Let y ∈ [g n (x), g n+1 (x)) and y ∈ [g m (x), g m+1 (x)). Clearly, n + t = m, and so
Hence, f (y ) = f (y). Also F (a) = f (a) = f (a) = b, and so F takes a to b. It is easy to see that as f preserves order and colour, and commutes with g, F is an automorphism of Y / g . Hence Y / g is 1-transitive.
We may now prove that Method B preserves 1-transitivity. 
First note that if y ∼ g(y) for some y ∈ Y , then, since g is an automorphism and ∼ is a convex congruence, by induction y ∼ g n y for every n ∈ Z, so as g is coterminal in Y , all elements of Y are related, contrary to ∼ being a proper equivalence relation. Hence y ∼ g(y) for every y.
Pick y 0 ∈ Y , and let R be the set of all convex congruences ∼ such that y 0 ∼ g(y 0 ). Partially order R by ('refinement') where
To verify the hypothesis of Zorn's Lemma for R, we note that it is closed under unions of chains (because the defining property y 0 ∼ g(y 0 ) is preserved under unions). Hence R has a maximal element, ≈ say. Here ≈ is a non-trivial convex congruence of (Y, <, F ) such that y 0 ≈ g(y 0 ), and is maximal such. In fact ≈ is a maximal proper congruence, since if it is a proper refinement of ∼ say, then we must have y 0 ∼ g(y 0 ), which as we have seen above, implies that ∼ is not proper.
Since the ≈-classes are convex, the quotient Y /≈ naturally forms a linear order. It follows from 1-transitivity of (Y, <, F ) that the ≈-classes are themselves 1-transitive, and also that ones which share a common colour are isomorphic (and then have identical colour sets). Let C be the family of sets of colours arising as colour sets of ≈-classes, so that C is a partition of the colour set of Y . 
As h is a function between linear orderings, and for any [u n x for some such x and n ∈ Z, and we let θ g n x = θ x g −n , which is an isomorphism from
In order to employ Lemma 2.2 we consider G given by G(z, x) = (z, g (x)). Now we find that θgθ
. Hence G = θgθ −1 . We deduce from this that θ carries the action of g on Y to that of G on We now 'reverse' Method B to get a coloured linear ordering from a coloured cyclic ordering. We call it Method B −1 .
Method B −1
Let (X, R, F ) be a coloured cyclic ordering. Pick a ∈ X and take the linear ordering X a (or equivalently the semi-open interval [a, a) ). We then consider the coloured linear ordering (X a × Z, <, F ), ordered antilexicographically and coloured by letting F ((u, z)) = F (u).
The next lemma shows that this is independent of the choice of a. , a) ∪ [a, b) ) × Z. We may therefore map X a × Z to X b × Z by G where
and this is an isomorphism.
Next, we want to be able to 'unbend' a cyclic ordering by first 'cutting' it at an 'irrational point'. For this we need to know that the Dedekind completion of a cyclic ordering (X, R) is defined to be the cyclic ordering (X, R) such that for any a ∈ X, (X) a = (X a ). It is easy to check that this exists and is independent of the choice of a. Given (X, R) and a ∈ X \ X, we define the linear ordering X a as before, that is, it is (X, < a ), where x < a y if (a, x, y). So we first complete the cyclic ordering, then 'cut' it at an 'irrational point' (in X \ X) and then 'unbend it' and 'erase' the irrational points. The same method applies to coloured cyclic orderings.
The following lemma shows that constructing a coloured linear ordering from a coloured cyclic one (X, R, F ) by Method B −1 by 'cutting' at a point in X \ X is equivalent to 'cutting' at a point in X, and it is proved as for the preceding lemma.
Lemma 2.8 Let (X, R, F ) be a coloured cyclic ordering. Then for any a ∈ X and b ∈ X, X a × Z ∼ = X b × Z.
The following lemma says that Method B −1 directly reverses Method B.
Lemma 2.9 Let (Γ, <, F ) be a coloured linear ordering and take the antilexicographic product (Γ × Z, <, F ). Then for any a ∈ Γ (or a ∈ Γ), (Γ) a × Z ∼ = Γ × Z.
Proof Let (Γ, <, F ) be a coloured linear ordering, and let a ∈ Γ. Let Γ ≥a = {x ∈ Γ : x ≥ Γ a} and let Γ <a = {x ∈ Γ : x < a}, then it may be proved that the identity function Id : (Γ) a → Γ ≥a + Γ <a is an isomorphism. Hence, defining G : (Γ) a × Z → Γ × Z as:
we have that G is an isomorphism.
In contrast with the previous lemma, Method B does not directly reverse Method B −1 (so that B −1 is just a 'one-sided' inverse of B). For applying Method B −1 to the cyclic orderingZ gives (Z) a × Z ∼ = Z × Z, and using Method B with the coterminal automorphism g(z 1 , z 2 ) = (z 1 , z 2 + 2) defined on Z 2 we obtain the cyclic ordering∆, where ∆ = Z + Z, which is not isomorphic toZ.
The following theorem states that Method B −1 'preserves' 1-transitivity.
Theorem 2.10 Let (X, R, F ) be a 1-transitive coloured cyclic ordering. Then for any a ∈ X (or a ∈ X), X a × Z is a 1-transitive coloured linear ordering.
Proof
Let (x, m), (y, n) ∈ X a × Z have the same colour. We have to find an automorphism of X a × Z taking (x, m) to (y, n). Since translations by integers on the second co-ordinate are obviously automorphisms, we may suppose that m = n = 0. Also, by interchanging x and y and considering the inverse of the automorphism constructed, if necessary, we may suppose that x ≤ y in X a . Now as (x, 0) and (y, 0) have the same colour in X a × Z, x and y have the same colour in X, so f (x) = y for some f ∈ Aut(X, R, F ). If f (a) = a, then f is an automorphism of X a , and we may map X a × Z to itself by g where g(z, n) = (f (z), n). This is an automorphism of X a × Z since it is obtained by patching together copies of the action of f on each X a × {n}.
If f (a) = a then also f −1 (a) = a, and we may cut X a into [a, f −1 (a)) and [f −1 (a), a), and also into [a, f (a)) and [f (a), a). We note that f is orderpreserving on each of [a, f −1 (a)) and [f −1 (a), a), but it takes them to [f (a), a) and [a, f (a)) respectively. Since we may write
, in each case with the natural ordering, we can define g ∈ Aut(X a × Z) by
This is obtained by patching together order-and colour-preserving isomorphisms in the correct order, so is itself an isomorphism. Also it takes (x, 0) to (y, 0) or (y, 1) depending on whether x ∈ [a, f −1 (a)) or [f −1 (a), a). In the latter case we may map (x, 0) to (y, 0) by composing with a translation by −1 on the second co-ordinate.
We have already explained that all (coloured) cyclic orderings may be constructed using Method A, but this is also true for Method B (since for any coloured cyclic ordering (X, R, F ) we may choose a ∈ X, and then X =X a , which arises by Method B from X a × Z). Hence, by Theorems 2.6 and 2.10, it follows that to classify all countable 1-transitive (coloured) cyclic orderings, it suffices to look at all countable 1-transitive (coloured) linear orderings and see which admit coterminal automorphisms.
In the first section we mentioned Morel's classification of the countable 1-transitive linear orderings, [8] , and that of the corresponding coloured versions in [1, 2] . We recall what in outline is required about these two cases in order to formulate and understand the classification of the corresponding cyclic orderings. In the first (monochromatic) case, we have an explicit description as Z α and Z α × Q, for a countable ordinal α. The method given in [2] for the latter case is to encode them using 'coding trees'.
For our purposes here, a tree is a partial ordering (τ, ≺) in which any two vertices have an upper bound, and the points above any element are linearly ordered. A maximal element (which must also be greatest) is called the root, and minimal elements are called leaves. If x ≺ y in a tree and there is no point in between, then x is a child of y. A maximal chain containing a leaf is called a branch. A ramification point is a vertex which is the supremum of two incomparable vertices. We only consider 'Dedekind-MacNeille complete' trees (a generalization of the notion of Dedekind-completeness to general partial orderings), and ramification points always exist in the Dedekind-MacNeille completion of a tree (in fact, for a tree to be Dedekind-MacNeille complete it is sufficient to say that all its branches are Dedekind-complete as linear orderings, and that all its ramification points lie in the tree). For a vertex t of a tree (τ, ≺ ), the relation ∼ t on {a ∈ τ : a ≺ t} given by a ∼ t b if there is c ∈ τ with a, b c ≺ t is an equivalence relation, and the ∼ t -classes are called cones at t. The number of cones at t is its ramification order, and it is clear that t has ramification order > 1 if and only if it is a ramification point.
A coding tree is a Dedekind-MacNeille complete tree (τ, ≺), having a root, at most ℵ 0 leaves, and so that every vertex is a leaf or is above a leaf, together with an assignment of labels to its vertices satisfying certain properties. The allowed labels are ordered pairs of the form (F(t), S(t)) (for 'first' and 'second') where (F(t) may be Q n or select n for some n with 1 < n ≤ ℵ 0 , provided that t has ramification order n (and for select provided that t is an infimum of points labelled by some Q m or Z); or a countable linearly ordered set (γ, <); or a countable non-trivial ordering Z in Morel's list, provided that t has just one child; or lim, provided that t has just one cone, but no children; or 1, provided that t is a leaf. (We have suppressed some of the conditions here; see [2] for full details.) The second label is a subset of the colour set C (which in fact equals the set of colours on leaves below t).
To interpret the labels we need some further definitions. For a set C of colours with 1 ≤ |C| ≤ ℵ 0 , the C-coloured version of Q, written as Q n if |C| = n, is the coloured linear ordering (Q, <, F ), where < is the usual ordering in Q and in which for every x < y and every c ∈ C, there is z ∈ Q such that x < z < y and F (z) = c. This exists, is countable and 1-transitive, and is unique up to isomorphism, as can be proved by a back-and-forth argument. The idea behind a coding tree is that each vertex tells us how to construct a convex piece of the linear order it 'encodes'. The first label of a vertex t tells us which 'operation' to carry out with the convex pieces described by the vertices below t, and the second label tells us the colours involved at that stage. The intended meanings of the labels are as follows: Q n tells us that the ordering at that vertex is a Q n -combination of those at its children; select n says that the ordering at that vertex is one of the orderings at its children (a 'selection', which of course may vary at different points represented by that vertex); γ says that the ordering is the concatenation of those at its children (which will be ordered in type γ); Z tells us that the ordering is the lexicographic product by Z of the ordering at its child; lim says that the ordering is the union of orders coded at points below it, and 1 says that the ordering is a single point of colour equal to its second co-ordinate.
We now describe all the countable 1-transitive coloured cyclic orderings using the classification described above, based on Theorems 2.6, and 2.10. (ii) Let (X, R, F ) be a countable coloured cyclic ordering. Then (X, R, F ) is 1-transitive if and only if it is isomorphic to∆ where ∆ is a countable 1-transitive coloured linear order with coding tree whose root is labelled by Q n , or by Z α × Q or ∆ = Γ × m for some m with 1 ≤ m < ω, where Γ is a countable 1-transitive linear order whose root is labelled by Z α . Proof (i) As indicated above, our task is to find which countable 1-transitive linear orders (X, <) admit a coterminal automorphism f . According to Morel's list, (X, <) ∼ = Z α × Q or Z α , for some countable ordinal α. In the first case, we consider the interval Γ = (x, f (x))∩X, where x ∈ X \X. ThenΓ ∼ = X/ f , and also Γ must contain points in two distinct copies of Z α , and hence be isomorphic to the whole of (X, <) (since if Γ was contained in one copy of Z α , then (X, <) could not be isomorphic to Z α × Q). Hence X is of the desired form (the first one). Conversely, if (X, <) ∼ = Z α × Q, then by Theorem 2.6 X/ f is 1-transitive. Hence, in this case we actually get the same cyclic ordering as if we had just bent Z α × Q, using Method A. In the second case, we see that α must be a succesor. For if α is a limit ordinal, then any x ∈ Z α lies in some Z β1 and similarly its image f (x) lies in some Z β2 , where
β , and as f is coterminal, it follows that X ⊆ Z β+1 , which is impossible, as β + 1 < α. Therefore, α = γ + 1 for some countable ordinal γ. Repeating the above argument, if x ∈ Z γ , f (x) ∈ Z γ × {m} for some m with 1 ≤ m < ω, and so if ∆ = [x, f (x)),∆ is isomorphic to the bent version of Z γ × m. Conversely, Theorem 2.6 shows that all cyclic orderings of this form are indeed 1-transitive.
(ii) Let (X, <, F ) be a countable 1-transitive coloured linear ordering admitting a coterminal automorphism f . In the coding tree for (X, <, F ), the root is labelled by Q n , γ, Z or lim (select n can only label points which are limits from above; 1 only labels leaves, and if the root is a leaf, then we are back in the monochromatic case), where 1 < n ≤ ω, γ = (γ, <) is a countable non-trivial linear ordering, and Z = Z α × Q or Z α where α is a countable ordinal, non-zero in the latter case.
If the root is labelled by Q n , then for any x ∈ X \ X, all colours must appear in each interval (f
back-and-forth, we may see that Γ ∼ = X, and hence thatΓ ∼ =X. Therefore, in this case we get the same cyclic ordering as if we had just bent X, using Method A. If the root is labelled by γ, where γ = (γ, <) is a countable non-trivial linear ordering, then for x ∈ X, all colours must appear in each [f n (x), f n+1 (x)), and in particular they must occur cofinally. However, the orderings replacing distinct members of γ are disjointly coloured, and |γ| ≥ 2, so this is impossible, and this case does not arise.
If the root is labelled by Z, where Z is Z α × Q or Z α , with α non-zero in the latter case, then we argue as in (i) and we getX ∼ =∆ where ∆ = Z α × Q or Γ × m where Γ is 1-transitive and with root labelled by Z α . The root cannot be labelled lim by the same argument as for γ, since then the colours would not occur coterminally.
Conversely, it follows again from Theorem 2.6 that all coloured cyclic orderings of these forms are 1-transitive.
Constructions of some uncountable cyclic orderings with special properties
In this section we construct some, mainly uncountable, examples of cyclic orderings whose automorphism groups are of special forms. Our starting point is those that are rigid, which means that the automorphism group is trivial, so there are no non-trivial automorphisms at all. We may adapt the classical construction of Dushnik and Miller [5] to give the structures we require. The easiest and most trivial example is a single-element cyclic ordering, and to generalize this we may replace this point by a suitable dense rigid chain (X, <). The extra property required is that no two distinct non-trivial open intervals of (X, <) are isomorphic, since we have to ensure that even the bent versionX of X has no non-trivial automorphisms. Moving on for this case, we may construct a dense cyclic ordering whose automorphism group is any specified finite cyclic group Z n . Once again, the trivial example (but not dense) is just an n-element cyclic ordering (all such are of course isomorphic, for fixed n). To get a dense example from this we replace each point by a copy of the same dense rigid linear order. For similar reasons to before, we must require that no two distinct non-trivial open intervals of (X, <) are isomorphic.
The general version of these constructions is as follows.
Theorem 3.1 If (X, R) is a cyclic ordering, then there is an uncountable dense cyclic ordering of the form (D × X, R ), where D is an uncountable rigid chain having the same automorphism group as (X, R). Proof As remarked in the preamble, there is a dense rigid chain (D, <) such that no two of its non-trivial open intervals are isomorphic. The classical method produces such a chain as a dense subchain of R (though there is another method at higher cardinalities, obtained by using stationary sets, see [4] , for instance). Let 2 ℵ0 = κ. Then as there are just κ many pairs of disjoint non-empty open intervals, and for each such pair there are just κ isomorphisms from one to the other (since any isomorphism is determined by its values on the rationals), we may enumerate all such in a κ-sequence, {(I α , J α , f α ) : ω ≤ α < κ}. We choose distinct reals x α , y α by transfinite induction. We let {x α : α < ω} enumerate the rationals (to guarantee density). If x β , y β have been chosen for β < α, then we see how to find suitable x α ∈ I α and y α ∈ J α . Since α < κ, |{x β , y β , f
α y β }| < κ, and as I α has cardinality κ, there is some x α lying in I α but avoiding the given set. We let y α = f α x α . This ensures that all x α and y α are distinct, and we let D = {x α : α < κ}. The construction guarantees that no two of its open intervals are isomorphic, since we have 'destroyed' all potential isomorphisms. Now it is clear that any automorphism of (X, R) immediately gives rise to an automorphism of (D × X, R ). We just have to see that the only automorphisms of (D × X, R ) arise in this obvious way. The point is that any automorphism must preserve the family of copies of D, as otherwise there would be an isomorphism between disjoint non-empty open intervals of D, contrary to the construction.
The examples given in the above theorem are of course not 1-transitive. If we wish to apply similar ideas to give 1-transitive examples, but nevertheless restrict the size of the resulting groups, then we can use Ohkuma chains in place of rigid ones (these are sometimes called 'rigid homogeneous chains', meaning that subject to 1-transitivity, there are as few automorphisms as possible). So the same construction is carried out, but with an Ohkuma chain in place of a rigid one. The automorphism group of the result is then a wreath product. Theorem 3.2 If (X, R) is a cyclic ordering, then there is an uncountable dense cyclic ordering of the form (D × X, R ), where D is an Ohkuma chain, whose automorphism group is the wreath product of those of (X, R) and (D, <).
Proof
Following the main lines in the previous proof, we just have to construct an Ohkuma chain such that the only isomorphisms between its non-empty open intervals are induced by automorphisms of the whole chain. We modify the classical construction of [9] . Writing κ for 2 ℵ0 as before, we enumerate all isomorphisms between non-empty open intervals of R that are not translations as {f α : α < κ}, where f α : I α → J α . We construct additive subgroups Ω α , A α for α ≤ κ by transfinite induction so that Ω α ⊆ A α , A α is divisible, α ≤ β ⇒ Ω α ⊆ Ω β , A α ⊆ A β , A α \ Ω α ⊆ A β \ Ω β , |A α | ≤ max(ℵ 0 , |α|), and for each α there is x α ∈ Ω α+1 such that f α (x α ) or f −1 α (x α ) is defined and lies in A α+1 \ Ω α+1 .
Let Ω 0 = A 0 = Q, and at limit ordinals take unions. For a typical successor step, suppose that Ω α and A α have been defined and we show how to choose Ω α+1 and A α+1 .
Case 1:
There is x ∈ I α \ A α such that for every m ∈ Z and a ∈ A α , f α (x) = mx + a. Choose some such x = x α , and let Ω α+1 = Ω α + Z.x α and A α+1 = A α + Q.x α + Q.f α (x α ). Most of the properties are immediate, and we just verify the two most important points.
First, A α \Ω α ⊆ A α+1 \Ω α+1 . Suppose not for a contradiction. Then there is y ∈ (A α \ Ω α ) ∩ Ω α+1 which we may write as a + mx α where a ∈ Ω α and m ∈ Z. Since y ∈ Ω α , m = 0, and this gives x α = 1 m y − 1 m a ∈ A α , contradiction. Next to see that f α (x α ) ∈ A α+1 \ Ω α+1 , note that by definition f α (x α ) ∈ A α+1 , so we suppose for a contradiction that f α (x α ) ∈ Ω α+1 , so that f α (x α ) = a + mx α as before. This contradicts the choice of x α . Case 2: For every x ∈ I α \ A α there are m ∈ Z and a ∈ A α such that f α (x) = mx + a. Now for m ≤ 0, f α (x)−mx is a strictly increasing function and so takes each value at most once. Hence there are < 2 ℵ0 values of x such that f α (x)−mx ∈ A α . Next consider the function f α (x) − x. This is continuous on I α , but is not a translation, so its image is a non-trivial interval, and it takes 2 ℵ0 values. So we may choose some x ∈ I α \ A α such that f α (x) − x ∈ A α , and also so that f α (x) is not of the form mx + a for any m ≤ 0 and a ∈ A α . This time we let x α = f α (x), and Ω α+1 = Ω α + Z.x α and A α+1 = A α + Q.x α + Q.f α (x α ) lies in A α+1 , so we suppose for a contradiction that it also lies in Ω α+1 . Since x ∈ I α \A α , by the assumption of Case 2, there are m ∈ Z and a ∈ A α such that f α (x) = mx + a, and by choice of x, m ≥ 2. Also as x = f −1 α (x α ) ∈ Ω α+1 , there are n ∈ Z and b ∈ Ω α such that x = nx α + b. Therefore x α = f α (x) = mx + a = mnx α + mb + a. Since m ≥ 2, mn = 1, and so x α = mb + a 1 − mn , which lies in A α , giving a contradiction.
Finally we let Ω = Ω κ . This is a dense subgroup of R (since Ω 0 = Q), and if f : I → J is an isomorphism between non-empty open intervals of Ω which is not a translation, then f is the restriction of some f α : I α → J α to Ω. But then either x α ∈ I α and f α (x α ) ∈ Ω or x α ∈ J α and f −1 α (x α ) ∈ Ω. In each case this is contrary to f preserving Ω. The conclusion is that f must be a translation, and hence is a restriction of an automorphism of Ω.
