Solar flares result in an increase of the solar irradiance at all wavelengths. While the distribution of the flare fluence observed in coronal emission has been widely studied and found to scale as f (E) ∼ E −α , with α slightly below 2, the distribution of the flare fluence in chromospheric lines is poorly known. We used the solar irradiance measurements observed by the SDO/EVE instrument at a 10s-cadence to investigate if there is a dependency of the scaling exponent on the formation region of the lines (or temperature). We analyzed all flares above the C1 level since the start of the EVE observation (May 2010) to determine the flare fluence distribution in 16 lines covering a large range of temperature, several of which were not studied before. Our results show a small downward trend with the temperature of the scaling exponent of the PDF, going from above 2 at lower temperature (a few 10 4 K) to ∼1.8 for hot coronal emission (several 10 6 K). However, because colder lines also have smaller contrast, we could not exclude that this behavior is caused by including more noise for smaller flare for these lines. We discuss the method and its limits and tentatively associate this possible trend to the different mechanisms responsible for the heating of the chromosphere and corona during flares.
Introduction
Solar flares are huge release of energy in the atmosphere of the Sun that are frequently observed through bursts of electromagnetic radiation all over the spectrum (Hudson 2011; Fletcher et al. 2011) . Because flares affect large parts of the solar atmosphere with various phenomena, the emission is coming from plasma in different states and therefore arises at different wavelengths with different contrasts. Two phenomena are usually distinguished during solar flares: 1) the deposition of energy by accelerated particles in the chromosphere and 2) the chromospheric evaporation that leads to strong emission of coronal loops in the extreme-ultraviolet (EUV) and soft X-rays (SXR) wavelength range. The EUV and SXR coronal emission is composed of spectral lines and free-free continuum emitted by a very hot plasma with highly ionized elements. Chromospheric emission arises at different wavelengths. The most contrasted flare signal in the chromosphere are probably the hard X-rays (HXR) (see e.g. Veronig et al. (2002b) ), and is caused by the braking of accelerated electrons in the dense chromosphere. Emission with large contrast and coming from the chromosphere are also observed at radio frequencies, but most of the radiative energy coming from the chromosphere is emitted at shorter wavelengths, in the ultraviolet (UV) and even extreme-ultraviolet wavelength range. Part of the energy initially received by the chromosphere early-on during the flare is quickly used to form bright coronal loops filled with hot plasma, but another part is also radiated at these wavelengths by the chromospheric plasma itself during the impulsive phase. Furthermore, the chromosphere also receives energy by conduction, as well as radiation, from the surrounding coronal loops (e.g., Berlicki and Heinzel (2004) ; Longcope (2014) ). All these energy transfers bring the chromosphere into a very complex state, and the modeling of the chromospheric emission in the visible and UV during flare remains a very difficult task (Allred et al. 2005; Heinzel and Avrett 2012; Berlicki 2007) . During flares, the whole atmosphere is evolving very rapidly and multiple interactions take place between plasma and photons, which makes often difficult to understand what is going on in the observations (see e.g. Veronig et al. (2010) for e.g. one -relatively-understandable case and another, more complex case). In this study, we concentrate on the flare emission by chromospheric EUV lines and sometimes refer to it simply as chromospheric emission.
Chromospheric evaporation causes the filling of coronal loops by very hot plasma. This leads to strong contrasts in the SXR and short EUV wavelength ranges, even when the light is integrated over the solar disc, i.e. in solar irradiance measurements. These SXR and EUV flare signatures are therefore easier to observe than the less contrasted chromospheric emission. When observed at these coronal wavelengths, the flare fluence is well known to be distributed according to a power-law,
with E the fluence, f (E) is the probability distribution function (PDF) of the flare fluence, and α the scaling exponent that is usually observed to be slightly below 2 (Hudson 1991; Crosby et al. 1993; Hannah et al. 2011 ). For example, Veronig et al. (2002a) made an in-depth analysis of Soft X-ray flares observed by GOES and found a power-law frequency distribution for SXR flare fluences with an exponent of about 1.8±0.1 (background subtracted). In this study, we find for a different period of time a value of 1.86±0.02 (see Figure 3) . Although small flares are more difficult to observe and measure, there are indications that small(nano) and large flares belong to the same distribution (e.g., Hannah et al. (2011); Schrijver et al. (2012) ). HXR emission is produced in the chromosphere but with different processes than EUV lines. The statistics of flares emission in the HXR has also been largely studied and is reviewed by Hannah et al. (2011) . The peak flux values (Dennis 1985; Crosby et al. 1993 ) is found to be distributed according to a power law with scaling exponent between 1.5 and 2.
The value of the scaling exponent α is important since only a value α > 2 allows a significant contribution of the smallest flares to the total energy released by all flares (Hudson 1991) ; nanoflares have been invoked as one way to heat the solar corona, but their ubiquitous nature gives them also the potential to contribute to the variability of the solar radiative flux received at Earth, i.e. the solar spectral irradiance. This latest scenario requires however a mechanism to make the (nano) flaring rate vary, which has not yet been observed (but cannot be ruled out because of the in-phase variability of most of the solar activity manifestations with the sunspot cycle).
The potential dependency of the scaling exponent α on wavelengths is also important as it would give a constraint on flare models and since it reflects the modification of the solar spectrum shape with the flare size. Indeed, if the flare fluences E λ 1 and E λ 2 measured at two wavelengths λ 1 and λ 2 have different scaling exponents, the energy radiated at these two wavelengths will not change at the same rate with the flare size (we detail this in section 2.2). This parameter α is therefore also important for investigating the effect of flares on the Earth's upper atmosphere, whose the response is also dependent on wavelengths.
Because of the smaller contrast and the difficulty to observe the UV chromosphere with space-based instrument (many UV chromospheric lines can be measured from the ground), previous studies of the distribution of the flare energy have focused on observations at coronal wavelengths or in the HXR and radio domains, which have different physical mechanisms than the chromospheric lines. There has been no study to our knowledge dealing with the statistics of flare fluences in E/UV chromospheric lines. Measuring the flare fluence for an ensemble of flares requires a certain level of calibration that is difficult to obtain from the ground. E.g. Temmer et al. (2001) presented a statistical analysis of Hα flare, characterizing various parameters, but without reporting on the flare fluence for this line. However, chromospheric emission can represent a large part of the total energy radiated by flare (Woods et al. 2006; Kretzschmar et al. 2010; Kretzschmar 2011; Fletcher et al. 2011; Milligan et al. 2012 Milligan et al. , 2014 and determining α for these emissions is therefore important.
The main aim of this paper is to investigate the scaling of the flare fluence at different wavelengths, searching in particular for potential differences for EUV spectral lines that are predominantly from coronal or chromospheric origin. Recent observations by the Extreme Ultraviolet Variability Experiment (EVE; ) onboard the Solar Dynamic Observatory (SDO) gives us an excellent opportunity to investigate the flare distribution in EUV chromospheric lines. SDO/EVE is observing the Sun quasi-permanently since May 2010, providing high-resolution irradiance spectrum with a 10 s cadence and at EUV wavelengths representing both the (hot) corona and the (warm) upper chromosphere and lower transition region. In this paper, we use four years of flare observations by SDO/EVE to investigate if and how the flare fluence depends on wavelength and temperature.
Section 2 presents the SDO/EVE data and the spectral lines that are used in the analysis. We also describe the computation of the flare fluence and the determination of the scaling exponent of the fluence distribution. Section 3 shows and discusses the results while we conclude in Section 4.
Data analysis
2.1. EVE flare spectrum and line fluxes.
We used the version 4 of the EVE data product, which contains observations from the two spectrometers MEGS-A (5-37 nm) and MEGS-B (35-105 nm) with a spectral resolution of 0.02 nm and from several spectrophotometers (ESP) having broad passbands between 0.1 nm and 39 nm. An example of flare observation by EVE is presented in Figure 1 and Figure 2 . Figure 1 shows the EVE flare spectrum at the full wavelength resolution in two forms: the upper panel represents the flare (irradiance) contrast in % while the bottom panel shows the flare flux in physical units. These two representations allow us to realize that the flare energy can reside at wavelengths where the contrast is moderate, as it is for example the case for the Fe XVI line at 36.07 nm. We can also note by looking at the top panel that noise will disturb the flare signal when the contrast becomes smaller than a few %. Figure 2 shows time series for spectral lines available in the level 2 of the EVE data product; these line fluxes are integrated with fixed spectral integration limits. With no surprise, the hottest lines have the largest contrast. When moving to colder (chromospheric and transition region) lines, e.g. the O V line and below in the figure, the flare profile appears to be more impulsive. For this M1-class flare, the contrast of the colder lines is of the order of 5% in these 1-minute smoothed data. This is comparable to the noise level and for these low-contrast lines only flares above the M1 level can be processed meaningfully through our analysis. Flares were identified using the GOES flare catalog and we first considered the 4664 flares above the C level that were observed by EVE from May 2010 to mid 2014. As explained below, the low contrast of some EUV lines forced us to use only the 435 M-and X-flares during this period.
In the level 2 of EVE data products, the fluxes of several spectral lines are already provided together with the full spectrum. These lines are however integrated with a fixed spectral width on each spectrum. We used these line-flux values but we have also computed the fluxes directly by integrating the lines observed in the spectrum, in order to deal with possible modifications of the spectrum and line shapes during the flare. This was tested in two different ways; first, by determining automatically the spectral integration limits as follow: we started from the peak of the line and defined the blue and red limits of the integration by identifying the first wavelength at which the intensity stops decreasing when moving away from the peak. Second, we attempted to fit the lines with a continuum and a Gaussian profile. This second method gave valuable but also very intermittent results : several spectral lines needed to be fitted at each time step of a flare, and the fit failed several times during this procedure, which make the final statistics difficult to interpret. At the end, we used the line intensities provided in the EVE data product and the ones that we computed by direct integration (with automatic determination of the spectral limits). We required the line-flux values retrieved by these two methods to agree in order to keep them in the statistics.
Several of the lines available in the EVE level 2 data product have very low flare contrast and/or do not show a clear scaling of the flare signal with the SXR class of the flare (see also Figure 7 and Section 2.3). Also, because of the strong degradation of the MEGS-B spectrometer, observations above 35 nm has been reduced to three hours per day, and consequently fewer flares are observed at these wavelengths. We kept only two of these lines (the O IV line at 55.44 nm and the Si XII line at 49.94 nm). Furthermore, because during flares the dominant spectral lines of the spectrum can change with respect to those of a quieter Sun, we analyzed a few flare spectra to determine other lines of interest, with the objective to cover the largest range of temperature possible. These lines were identified with the use of the CHIANTI database (Dere et al. 1997; Landi et al. 2006) , by simulating two spectra for flare and active region in order to ensure that the dominant line in the integrated spectral bins is the same for large and small flares. The flare spectrum simulated with the CHIANTI database is based on a differential emission measure (DEM) computed from a flaring region of the Sun (Dere and Cook 1979) and not an integrated Sun; therefore we do not expect to observe the same lines in the EVE irradiance spectrum but we used the ratio of the flare intensity to the active region intensity as a criterium to determine which line is dominant. Table 1 shows the lines that we finally used, with the lines that are not present in the EVE data product marked with an asterisk.
Determination of the power-law exponent
We start this section by making explicit the relationships between the scaling exponents α x and α y of two power-law distributed variable x and y. Let us first assume that x and y are the flare fluences at two different wavelengths (SXR and EUV e.g.), and that:
• x is distributed according to a power-law with scaling exponents α x : P(x) = C 1 x −α x • x and y are related through y ∼ x γ .
As P(y)dy = P(x)dx, it is straightforward to verify that
The uncertainty U(α y ) on α y can be computed with
We therefore have two ways to estimate the exponent of the distribution function for the flare fluence of one line. The first one is to compute the probability distribution function (PDF) and to fit it with a power-law. The second one, which is particularly relevant when the number of flares with high enough contrast is too small to build a reliable PDF, is to plot the flare fluence of the line versus the flare fluence observed in the 0.1 nm-0.8 nm by GOES, and then apply Equation (2). Indeed the GOES SXR fluence is well known to have a power-law distribution with exponent slightly below 2 (see Veronig et al. (2002a) and reference therein). For the flares that we are considering in this study, we found α GOES = 1.86 (see Figure 3) , which was determined by using the 1-minute data of the GOES satellite. with γ = 0.75 ± 0.03 (bottom panel of Figure 4 ), when considering flares above the M1 level only. By applying the relationship eq.2 between the exponents above, this value of γ leads to α 304 = 2.15 ± 0.07 for the value of the power-law exponent of the PDF of the flare fluence at He II 30.4 nm. This compares very well to the value of 2.16±0.07 found by fitting the PDF. Let us also note that γ decreases when we include C-class flares, or equivalently that the scaling exponent increases. We attribute this to the fact that for these smaller flares, part of the flares observed at 30.4 nm are below the noise level between the GOES start and end-times; the flare fluence is then artificially increased by the noise.
The same procedure is illustrated for the hot coronal emission produced by the Fe XX ion at 13.28 nm in Figure 5 . By applying again Equation (2), the scaling of the Fe XX line fluence to the SXR fluence leads to a value of 1.83±0.04 for the scaling exponent of the PDF, in good agreement with the value 1.88±0.03 found by fitting the PDF. Here, the α value found with the C-class flares included is very similar (1.87±0.04), suggesting that this line has good contrast all over the flare duration as defined by GOES.
Computing a robust power-law distribution requires many flares observations but only hot coronal lines have a large contrast enough to compute their flare fluence over several flare magnitudes. Therefore, we first determined γ by scaling the flare fluence of a spectral line E(λ) to the flare fluence in the SXR E S XR and next applied Equation (2) to compute the scaling exponent α of the fluence distribution.
Flare fluence computation
The flare fluence is defined as follows
where I(λ, t) is the irradiance at time t during the flare, I bg (λ) is the background value, and t st and t end are the start-and end-time of the flare. I bg (λ) was determined as the median of the solar irradiance during 10 minutes before the start of the flare. The integration time is an important parameter for computing the fluence. The end-time of the flare indicated by the GOES flare catalog is the time at which the 0.1-0.8 nm flux comes back to less than half of its value at peak time. This usually underestimates the length of the flare, at least for the hot lines. The starting time of the flare is less difficult to define but we must be sure to include the emission during the impulsive phase. Here again, we considered several definitions of the start-and end-time for our study: 1) we attempted to determine the start-and end-time for each line and each flare in a similar manner to what is done for GOES; 2) the integration is made from 5 minutes before the GOES start-time to 20 minutes after the GOES end-time, and 3) the integration is made between the GOES start-and end-time.
Methods 2) and 3) are similar because they assume the same start-and end-time for all lines, but method 2) ensures that no flare emission is missed during the integration. For lines with shorter duration (e.g. lines with lower contrast or "impulsive" profile), we expected that the integration over a longer time period would not change the fluence values because the background is removed before the integration. However, this revealed 2) the GOES start-time and the GOES end-time (red diamonds) 3) 6minutes centered around the GOES peak time to not be the case, as illustrated in Figure 6 , which shows that integrating over both a too long or too short time with respect to the flare duration leads to an under-estimation of γ, and therefore an overestimation of the scaling exponent. In the case of a too long integration time, noise will artificially increase the fluence for the smallest flares as explained previously. It is more difficult to explain why this is also the case for a very short interval centered around the peak time, where noise should not play a role; one possible explanation is that using a short and fixed integration time leads to an underestimation of the fluence for the larges flares since, in proportion, less and less of the flare emission is taken into account. Therefore, method 3) was found more reliable. For method 1), the determination of the start time was found to be not robust enough to be used. However, we could determine the end-time of the flare as the time at which the background-removed solar flux reaches 25% of its peak value or one standard deviation of the time series outside of the flare. The main effect is to increase the flare duration for most wavelengths; this method is however more reliable at wavelengths where the flare contrast is large. Finally, we have compared the values of the scaling exponent using both method 1) and 3) and the values usually agree within the error bars (see Figures 8 and 9 and next section).
We checked that not other flares occur during the integration time and used only line fluences that have a signal to noise ratio (SNR) larger than two sigma. The signal to noise ratio S (E) of the fluence E for each flare and line is defined as
where σ pre f lare is the standard deviation of the time series measured before the flare. We required that S (E) > 2 to consider the flare fluence in the statistics. Figure 7 shows the SNR for different lines. One can see that basically only flares above the M-class can be used. While the fluence of the Fe XVIII line at 9.39 nm has generally a good SNR, the Fe X line at 17.22 nm cannot be used at all. The set of lines that we used and that is shown in Table 1 is based on the criteria (S (E) > 2) and on the requirement that the fluxes computed with fixed and non-fixed spectral limits are in good agreement. We are interested in chromopsheric (low temperature) UV lines but they have usually a relatively small contrast and basically show up clearly only for M-flares and above. In order to compare meaningfully different lines, all the scaling are done on flares above the M1 level in the following, although C-class flares are also shown in the plots.
Results and Discussion
Figures 8 and 9 show the scaling of the flare fluence for 16 spectral lines, and the determination of the γ exponent, such that E(λ) E γ S XR . The black diamonds represents flare fluence computed using the EVE spectral lines product with fixed spectral integration limits and all flares with S (E) > 2 are plotted. Red diamonds are the fluences that we computed by determining for each spectrum the blue and red limits of the integration for a spectral line. Only flares with S (E) > 2 and that have a SXR class larger than M1.0 are plotted. In both cases, the fit is performed on flare above the M1 level only, to avoid taking into account flares with too small contrast and that does not appear to belong to the distribution. Some lines have larger scatter than others; this is the case for the Fe XV line at 28.42 nm and the Fe XVI line at 33.54 nm. Some lines also have a smaller number of "valid" flares : O IV at 55.44 nm, Si XII at 49.94 nm, both observed by MEGS-B. Let us note that because of several wavelengths are missing in the MEGS B spectrum product, we could not validate the fluences computed from the EVE line product for these lines by reproducing them with the spectrum product. The scattering and small number of points for the regression are reflected in the 1-σ uncertainty of γ, which is then used to compute the uncertainty on α represented in Figure 11 . From the top left panel of Figure 8 to the bottom panel of of Figure 9 , there is a small tendency for the scaling to steepen; in other world, γ is slightly increasing or the scaling exponent of the PDF α is slightly decreasing with the temperature of formation of the lines. Figure 10 shows similar result for the H I Lyman-α line. We used the same methods than for the other lines and applied them on the 1-minute observations of the Extreme Ultraviolet Sensor (EUVS) onboard the GOES 15 satellites (Viereck et al. 2007 ). The channel E of the GOES/EUVS instrument is a broad passband centered around Ly-α. Because of strong degradation, the absolute value of this channel is scaled to the value of a 1 nm bin around Ly-α as observed by SORCE/SOLSTICE. The scaling is made on the basis of a quiet Sun reference spectrum, which may affect the flare fluence. This channel also suffers from geocoronal hydrogen absorption a few hours per day. These effects may partly explain the scatter observed on Figure  10 , but the scatter could also reflect the complexity of the formation of the Ly-α line, which is the most intense line of the solar spectrum. More detailed analysis of Ly-α flare profiles are worthwhile, but Figure  10 already shows a reasonable scaling of its fluence with the GOES SXR fluence. The values of γ indicated on the figure lead to a value of α between 2.3 and 2.9. Figure 11 shows that the He II and O IV lines, which form at small temperature, have scaling exponents above two and are larger than the other lines. While the result for the O IV lines is more uncertain since we could not reproduce it using directly the spectrum, the α value for the He II line is more robust; even if it is larger than the value of 2.16 found for the ESP diode centered around 30.4 nm (see Figure 4) , this could be explained by the fact that the ESP 304 bandpass includes more emission from "hot" material. It also agrees with the value found for Ly-α. Both the He II and H Ly-α lines are strongly optically thick and are coming from the most abundant elements in the Sun. The flare fluences computed for lines forming between about Log(T)=5.5 and Log(T)=6.5 have similar scaling exponents between 1.9 and 2.1. Lines forming at very high temperature, around 10 7 K, look to have scaling exponents slightly smaller, around 1.8. These differences are however small and could be explained by uncontroled biases in our analysis; in particular, we are forced to recognize that the lines with the smaller scaling exponent, which are the hotter ones, are also the ones with the larger contrast. This study suggests, but doest not clearly show, that EUV chromospheric lines might have a larger scaling exponent that the coronal emission. We discuss now why it could be so. The fact that different spectral lines might have different scaling exponents can be understood by geometrical consideration: coronal lines are mostly formed in the hot thermal plasma that is contained in the V ∼ sL volume of a loop (with s being the loop footprints area and L the length of the loop), while, during flare, the increase of chromospheric lines relies on the energy received by the loop footpoint and provided at first by the energetic particles (during the impulsive phase) and later on and for longer by conduction. Even if schematic, these different physical processes can account for the fact that chromospheric lines do not scale linearly with coronal ones. This different geometry is also well shown by Warmuth and Mann (2013a,b) who found, using RHESSI observations of hard X-rays emission for 24 flares, that the thermal source volume of the flares is well correlated with the SXR GOES class while the non-thermal footpoint areas are not.
The fact that α chromosphere < α corona would also mean that when considering smaller flares, in the sense of the X-ray classification, the chromospheric emission becomes more and more important with respect to the coronal one. This can hardly be explained if the chromospheric flare signal depends mostly on the energy provided by conduction from the hot coronal loop. The finding of Warmuth and Mann (2013b) that the non-thermal footpoints area, and therefore one of the parameters governing the energy received by the chromosphere, is not correlated with the soft X-ray class (while thermal volumes are) may explain this behavior. Longcope (2014) recently studied flares for which no HXR signatures are observed and where conduction is though to be the only energy driver between the corona and the chromosphere. In his model, the flare energy is deposited at the loop apex and is transported from the corona to the chromosphere by conduction only. Simulating a number of flares with different energies, he found that both the evaporation and condensation velocity scale with the flare energy, but that the condensation velocity has a steeper slope. If we associate the chromospheric emission with the energy brought by condensation, this result is in contradiction with the conclusion suggested in this paper. We also note that there is no evidence in the literature that the flare coronal emission, as observed in SXRs for example, would scale differently depending on the presence or not of HXR signatures of the flare.
Finally, if the scaling between flare chromospheric and coronal emissions would hold down to smaller and smaller flares (of class A and B for example) one should see relatively large increase of chromospheric emission for these flares, which is not what is a priori observed; one possible explanation would be that the chromospheric contrast, even in solar images, is too small to be detected. Another possibility is that the observed scaling in this study is specific to large (say above the C1 level) flares and that the exponent of the power-law, or, less probably, the shape of the PDF, changes when getting to smaller flares. This will need to be investigated in the future.
Conclusion
We have investigated the scaling of the flare fluence for different lines formed from slightly above the chromosphere to the corona. Line fluxes already available in the SDO/EVE data have been recomputed and we also identified other lines of interest for this study. In order to deal with small contrasts, we investigated the probability distribution function of the flare fluence for these lines by looking at the scaling of the lines flare fluence with the SXR fluence as observed by GOES in the 0.1-0.8 nm. We found a small tendency for lines forming at very high temperatures to have smaller exponent (about 1.8) than lines forming between about Log(T)=5.5 and Log(T)=6.5 (around 2). The Lyman-α lines of He II and H seem to have a larger value of the scaling exponent yet, above 2. However, colder lines also have lower contrast and in despite of our effort, we could not exclude that some biases are responsible for the described behavior. More work is needed to confirm or reject the hypothesis of different scalings for emissions forming at different layers, where the energy is transferred in different ways.
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