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Magnetic induction can be regarded as a negative feedback effect, where the motive-force opposes
the change of magnetic flux that generates the motive-force. In artificial electromagnetics emerging
from spintronics, however, this is not necessarily the case. By studying the current-induced domain
wall dynamics in a cylindrical nanowire, we show that the spin motive-force exerting on electrons
can either oppose or support the applied current that drives the domain wall. The switching into the
anomalous feedback regime occurs when the strength of the dissipative torque β is about twice the
value of the Gilbert damping constant α. The anomalous feedback manifests as a negative domain
wall resistance, which has an analogy with the water turbine.
I. INTRODUCTION
Magnetization dynamics and electron transport are
coupled together in a reciprocal manner. Their interplay
introduces a variety of feedback phenomena [1–12]. For
example, when a background magnetization varies slowly
over space and time, conduction electron spins will follow
the magnetization orientation. By doing so, the electron
wave function acquires a geometric phase changing with
time, which behaves as a time-varying magnetic flux and
produces a spin motive-force (SMF) according to Fara-
day’s effect [13, 14]. As a feedback, electrons driven by
the SMF react on the magnetization via the spin-transfer
torque (STT) [15–17]. This reaction leads to a modified
magnetic damping, which hinders the magnetization dy-
namics that generates the SMF [8]. In parallel, when a
magnetic texture is driven into motion by a current, it in
turn exerts SMFs on the electrons, resulting in a modi-
fied electrical resistivity that inhibits the growth of the
driving current [2, 3].
Similar feedback mechanisms also apply to magnetic
heterostructures [11]. For example, spin current pumped
from a precessing ferromagnet into an adjacent normal
metal experiences a backflow, which, in turn acts on the
ferromagnet through STT [18]. Because of the backflow-
induced STT, the effective spin-mixing conductance on
the interface is renormalized [19]. If the pumped spin
current is absorbed by a second ferromagnet instead of
flowing back, it will mediate a dynamical interlayer cou-
pling between the two ferromagnets [4, 10]. Recently, it
has also been shown that in the presence of the spin Hall
effect, spin pumping and spin-backflow are connected
through a feedback loop due to the combined effect of
the spin Hall and its reverse process [11, 12]. This novel
feedback mechanism, despite quadratic in the spin Hall
angle, gives rise to a crucial nonlinear damping effect
that qualitatively changes the dynamical behavior of the
magnetization.
In electromagnetics, a negative feedback is ensured by
the Lenz law [20], which requires that the emf generated
by Faraday’s effect must oppose the change of magnetic
flux that causes the emf. For instance, an electric motor
works simultaneously as a dynamotor so that the induced
emf counteracts the applied emf. As a result, the electric
current flowing through its coil is attenuated and the
resistance from I − V measurement is larger than the
resistance of the coil. In the context of spintronics, the
current-induced magnetization dynamics plays the role
of an electric motor, which in turn drives the current in
a similar fashion as a dynamotor. Regarding the Lenz
law, one may expect an increased resistivity.
In this paper, however, we show that this naive expec-
tation is not always correct. The feedback acting on the
driving current can also give rise to a reduced resistiv-
ity. As an example, we study the current-driven domain
wall (DW) dynamics in a nanowire with cylindrical sym-
metry [21], and demonstrate that when the DW is set
into motion by an applied current, its reaction in the
form of SMF can either propel or repel the electron mo-
tion, creating either a negative or a positive DW resis-
tance. The sign of the DW resistance reflects the style
of the feedback, which depends only on two phenomeno-
logical parameters—the Gilbert damping constant α and
the strength of the dissipative torque β. To interpret
such an anomalous feedback phenomenon, we make an
analogy to the working mechanism of a water turbine. It
is observed that if a DW propels electrons along with its
motion, just like a rotating turbine wheel carriers water,
a negative DW resistance is produced.
The paper is organized as follows. In Sec. II, we es-
tablish the general formalism. In Sec. III, we apply the
formalism to a slowly-varying spin texture and derive the
feedback-induced change of dissipations. In Section IV,
we explore the current-driven DW dynamics in a cylindri-
cally symmetric nanowire, and derive the DW resistance
in terms of α and β. In Section V, we provide an intuitive
interpretation of the anomalous feedback.
II. DYNAMIC FEEDBACKS
As illustrated in Fig. 1, the interplay between local
magnetization and conduction electrons is resolved in
a dynamic feedback loop connecting energy dissipation
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FIG. 1. (Color online) The interplay between magnetization
and conduction electrons generates a dynamic feedback loop
that connects the magnetic and electronic dissipations.
channels of each individual process. Under the adiabatic
assumption [22], we regard the magnetic order parame-
ter m(r, t) as a slowly-varying vector in space and time
so that conduction electron spins are able to adjust to
the magnetization direction. Given the magnetic free en-
ergy U [m(r, t)], we define the effective magnetic field as
Heff = −δU/δm. In the diffusive region, nonlocal pro-
cesses are suppressed, and the coupled dynamics of the
system is described by
(1−αˆm×)m˙ = γHeff ×m+ τ (j), (1a)
j = Gˆ(m)E + ε(m˙), (1b)
where γ is the gyromagnetic ratio, αˆ is the magnetic
damping tensor, Gˆ(m) is the conductivity tensor. The
STT τ and the motive force ε are local functions of j and
m˙, respectively; they mix the dynamics of m with that
of electrons. Note that τ and ε may also depend on the
spatial gradient of the magnetization ∇m. With proper
initial conditions, the evolution of m and j can be solved
by iterations of Eq. (1) on discretized spacetime grid. At
any particular point (r, t), one is allowed to eliminate j
(or m˙) by substituting Eq. (1b) into Eq. (1a) [or Eq. (1a)
into Eq. (1b)] if both τ and ε are local functions of the
space and time coordinates.
Such an elimination operation fulfills the feedback loop
illustrated in Fig. 1. For example, if E = 0, the current
j is only induced by the motion of m through ε, which
is simultaneously reacting on m by virtue of τ . In this
regard, we can eliminate j by inserting Eq. (1b) into
Eq. (1a), which modifies the magnetic damping tensor
αˆ. In a parallel sense, if the magnetization dynamics is
solely driven by j (no magnetic field), it also generates a
feedback on j and renormalizes the conductivity tensor
Gˆ. The latter corresponds to the elimination of m˙ by
inserting Eq. (1a) into Eq. (1b).
The dynamic feedback effects can be further elucidated
by energy dissipations. Swapping the roles of the ther-
modynamic forces Heff and E with the corresponding
currents m˙ and j [23], we can rewrite Eq. (1) as[
Heff
E
]
=
[
L11 L12
L21 L22
] [
m˙
j
]
. (2)
Here, L11 is pertaining to the Gilbert damping, L12 the
current-induced torque, L21 the motive force, and L22
the electrical resistivity. The Onsager’s reciprocity rela-
tion implies that LT12(m,Heff) = L21(−m,−Heff) [24].
If magnetization and current decouple, i.e., L12 = 0, the
magnetic free energy dissipates only through the Gilbert
damping U˙m = −Heff · m˙ = −L11m˙2, while the elec-
tron free energy dissipates only through the Joule heating
U˙e = −E · j = −L22j2. However, when the STT (L12)
and the motive force (L21) are introduced, a feedback
loop will connect the two channels of energy dissipation
as shown in Fig. 1. For example, the magnetic dissipation
is implemented by not only the Gilbert damping, but also
the Joule heating, since a magnetic precession inevitably
drives the electron motion that carries away the magnetic
energy and subsequently dissipates into heat. This mani-
fests as a renormalization of the magnetic damping tensor
αˆ (thus L11). In a similar fashion, electron current can
excite magnetic precession, which takes away the elec-
tron kinetic energy and damped into heat through the
Gilbert damping. As a result, the resistivity tensor L22
is effectively modified. The rates of free energy loss are
thus
U˙m = −m˙
[
L11 − L12L−122 L21
]
m˙ ≡ −L11m˙2, (3a)
U˙e = −j
[
L22 − L21L−111 L12
]
j ≡ −L22j2, (3b)
where L11 and L22 are the response coefficients modified
by the dynamic feedback.
In general, if a system is driven by a set ofN thermody-
namic forces [or currents in the “swapped” convention,
see Eq. (2)] X1, X2, · · ·XN , there are N currents (or
forces) J1, J2, · · · JN satisfying Ja = LabXb, where the
repeated index is summed. By a straightforward deriva-
tion elaborated in the Appendix, the renormalized energy
dissipation rate through a particular channel k is
U˙k = − X
2
k
[L−1]kk
, (4)
where L−1 denotes the inverse of the response matrix.
For N = 2, Eq. (4) reduces to Eq. (3). We mention
that Eq. (4) is quite general, where the thermodynamic
forces (or currents) can be magnetic, electric, thermalic,
etc. However, to simplify the following discussions, we
do not include any thermoelectric effect, although they
may become important in many circumstances [9].
III. SPIN TEXTURE
A. Damping
As mentioned earlier, a spacetime dependent magne-
tization m(r, t) drives local spin currents via the SMF.
The SMF that exerts on spin-up electrons is opposite
to its counterpart that exerts on spin-down electrons:
ε↑ = −ε↓, where the spin direction is determined with
respect to the local and instantaneous m(r, t). Since the
spin current is polarized along m, we only keep its flow
3direction in the subscript, so the i-component of the spin
current density is
jsi =
µB
e
(G↑ikε
↑
k −G↓ikε↓k)
=
µBh¯G
c
ik
2e2
[(∂tm× ∂km) ·m+ β∂tm · ∂km], (5)
whereGcik = G
↑
ik+G
↓
ik is the ik-component of the conduc-
tivity tensor, µB is the Bohr magneton, and the Lande´ g-
factor of electrons is taken to be 2. The term proportional
to β is the dissipative SMF [25, 26], which is the recipro-
cal effect of the dissipative STT; β is a phenomenological
constant that characterizes the relative strengths of the
dissipative contribution.
As a feedback effect, the locally pumped spin current
acts on the magnetization through the STT. Define the
electron velocity field as u = js/Ms, where Ms is the
saturation magnetization. Then the STT consists of two
orthogonal terms [17]
τ = (ui∂i)m− βm× (ui∂i)m. (6)
Inserting Eq. (5) into Eq. (6) yields a damping term that
renormalizes the original Gilbert damping. The Landau-
Lifshitz-Gilbert (LLG) equation becomes
∂tm = γHeff ×m+m× (D · ∂tm), (7)
where D is the damping tensor that can be decomposed
into Dˆ = Dˆ0 + Dˆ′, where Dˆ0 = α0Iˆ is the original Gilbert
damping, and the feedback correction is
Dˆ′ = η[Sˆ + Aˆ] (8)
with η = µBh¯/(2e
2Ms). In Eq. (8), the element of the
symmetric part is
Sab = Gcik [(m× ∂im)a(m× ∂km)b
−β2(∂im)a(∂km)b
]
, (9)
and that of the antisymmetric part is
Aab = βGcik [(∂im)a(m× ∂km)b − (a ⇀↽ b)] , (10)
where summations over repeated indices are assumed.
In matrix form, the feedback correction can be written
as Dˆ′ = η TSTT ⊗ TSMF = ηGcik[(m × ∂im) + β∂im] ⊗
[(m × ∂km) − β∂km]. This suggestive form interprets
the feedback loop as two combined processes: a dynamic
m pumps a local spin current, which in turn acts on m
itself, implementing the feedback effect. When β → 0,
Eq. (8) reduces to Eq. (11) in Ref. [8].
Here is an important remark. Although equations (8)–
(10) are similar to the results derived in Ref. [6, 7], the un-
derlying physics is fundamentally distinct. In Ref. [6, 7],
the damping renormalization is attributed to the current-
induced noise, and thermal fluctuation is the primary
stimulus. Consequently, the coefficient of the damping
tensor depends on temperature. By contrast, our results
are valid even at zero temperature.
B. Resistance
When closing the feedback loop the other way around,
i.e., current
STT−−−→ LLG SMF−−−→ current, we will obtain the
feedback modification of the resistance. To perform this
calculation, we start with the LLG equation
∂tm = γHeff ×m+ αm× ∂tm
+ (ui∂i)m− βm× (ui∂i)m, (11)
then combine all ∂tm terms so that
∂tm =
γ
1 + α2
[Heff ×m+ αm× (Heff ×m)]
+
1 + αβ
1 + α2
(ui∂i)m+
α− β
1 + α2
m× (ui∂i)m, (12)
where u = PµBj
c/(eMs) with P = (n
F
↑ −nF↓ )/(nF↑ +nF↓ )
the polarization of carrier density at the Fermi level. The
charge current density is now driven by both the SMF
and an external electric field E,
jci =j
c(E)
i + j
c(smf)
i = G
c
ikEk
+ Gsik
h¯
2e
[(∂tm× ∂km) ·m+ β(∂tm · ∂km)], (13)
where Gsik = G
↑
ik − G↓ik is the ik-component of the spin
conductivity. It should not be confused that for the SMF-
induced electron flow, the spin current depends on the
charge conductivity [see Eq. (5)], whereas the charge cur-
rent depends on the spin conductivity [8].
When substituting the LLG equation into the SMF to
eliminate ∂tm, terms involving Heff result in nonlinear
dependence between jc and E, which in principle should
be solved numerically. Nevertheless, those terms can be
discarded in many special cases. For instance, if the mag-
netic free energy is invariant under a particular motion
of m, we have Heff ‖ m at all times, thus those terms
vanish identically. In such circumstances, E is linear in
jc, and the feedback can be expressed analytically as a
renormalization of the resistivity tensor. We will restrict
the following discussion to this category.
To proceed, we insert Eq. (12) into Eq. (13) and make
the approximation that Heff ‖m. After some manipula-
tions, we obtain
jci +G
s
ikRk`jc` = GcikEk, (14)
where the element of the feedback matrix Rˆ is
Rk` = PµBh¯
2e2Ms
[
α(1− β2)− 2β
1 + α2
∂km · ∂`m
+
1 + 2αβ − β2
1 + α2
(∂km× ∂`m) ·m
]
≡ PµBh¯
2e2Ms
[f(α, β)gk` + h(α, β)Ωk`]. (15)
The symmetric part of Rˆ is proportional to the quantum
metric gk` = ∂km · ∂`m [27], while the antisymmetric
4part is proportional to the Berry curvature Ωk` = (∂km×
∂`m) ·m. To appreciate the physical meaning of Rˆ, we
turn to the resistivity by multiplying [Gˆc]−1 on Eq. (14),
which gives E = ρˆjc. The resistivity tensor is
ρˆ = ρˆ0(1 + Gˆ
sRˆ), (16)
where ρˆ0 = [Gˆ
c]−1 is the bare resistivity tensor without
feedback, and GˆsRˆ is the feedback-induced renormaliza-
tion. Depending on the spatial pattern of m(r, t) and
the relative ratio between α and β, a particular element
of Rˆ can be either positive or negative.
IV. DOMAIN WALL RESISTANCE
Transverse DWs in thin cylindrical magnetic nanowires
have two salient features that arouse recent interest [21].
(1) The inner structure of these DWs remain unchanged
during their propagation, thus our assumption Heff ‖m
is respected at all times. (2) These DWs are massless and
the critical currents required to initiate their motions are
zero. Because of the latter property, the DW resistance
practically measurable from I-V curve solely stems from
the dynamic feedback effect, whereas the conventional
theory based on stationary DW configurations [28, 29] is
incomplete.
Such a DW is a one-dimensional soliton characterized
by two spherical angles θ and φ specifying the local ori-
entation of the magnetization
θ(x, t) = 2 arctan e[x−xc(t)]/w, (17a)
φ(x, t) = φ(t), (17b)
where xc(t) is the center of the DW, and w is the width
of the DW (supposed to be much larger than the lat-
tice spacing). In one dimensions, the antisymmetric part
of Eq. (15) vanishes, Ωˆ = 0; Rˆ has only one compo-
nent, and Gs = PGc. In this case, Eq. (14) reduces
to ρjc = E, where ρ =
[
ρ0 + P
2ηf(α, β)|∂xm|2
]
with
η = µBh¯/(2e
2Ms). The profile function given by Eq. (17)
yields |∂xm|2 = 1/[w2 cosh2(x/w)]. By integrating ρ
over x ∈ (−∞,+∞), we obtain the total resistance
R = R0 +
α(1− β2)− 2β
1 + α2
[
P 2µBh¯
e2Ms
]
1
Aw
, (18)
where A is the area of the cross section of the cylindrical
nanowire. The second term of Eq. (18) is ascribed to the
dynamic feedback effect, which scales inversely with w.
Since P 2µBh¯/(e
2MsAw) > 0, the sign of this correction
is only determined by f(α, β) = [α(1−β2)−2β]/(1+α2).
Consider α  1 and β  1, then f(α, β) ≈ α − 2β. As
a result, the dynamical correction of the DW resistance
is positive for β < α/2, and negative for β > α/2. Using
typical material parameters of permalloy, the feedback-
induced resistance of a 100nm wide DW with A ∼30nm2
is in the range of 10−5 to 10−4 Ω.
A negative DW resistance indicates that the feedback
exerting on the electrons by the DW is positive. To be
specific, when the DW is set into motion by a current,
it propels the electrons in their direction of motion, thus
reducing the electrical resistance. In terms of the Lenz
law, this means that the SMF induction enhances the
flux (geometric phase) change by making the electrons
more mobile, contrasting to the normal case where the
SMF opposes the flux change. It worths emphasizing that
such an anomalous situation is unique to cylindrically
symmetric nanowires, while nanostrips are not applicable
as the approximation Heff ‖m is invalid.
V. DISCUSSION
Different from the static DW resistance [28, 29] that
is absorbed by R0 in our theory, the feedback-induced
DW resistance is associated with the DW dynamics. The
peculiarity of using a cylindrical nanowire is that the
threshold current to initiate the DW dynamics is tech-
nically zero [21]. So, what we mean by DW resistance
refers to the difference in R when comparing the results
of I−V measurements between a freely moving DW and
a pinned DW on identical cylindrical nanowires under
the same voltage drop.
The key to understand why such difference is negative
for β > 2α lies in the reaction SMF that propels the
electrons along the direction of the DW motion. It con-
tradicts the case of an electric motor where the back emf
induction opposes the driving current and raises the sys-
tem resistance. At the same time, we need to justify that
such an anomalous feedback effect does not violate any
fundamental physical law. To this end, we make a heuris-
tic analogy between the current-induced DW dynamics in
cylindrical nanowires and a water turbine with constant
pump, where the rotating wheel represents our moving
DW. In fact, the linear velocity of the DW is proportional
to its angular velocity, and their ratio is independent of
the current [21]. Therefore, it is equivalent to character-
ize the DW motion by its angular velocity, which is more
current without turbine
I
!
terminal 
velocity
pump
I
!
! !
FIG. 2. (Color online) Comparison between an electric motor
driven by a constant voltage and a water turbine driven by
a constant pump. The overall current I as a function of the
angular velocity ω signals the nature of the feedback effect.
5transparent to compare with a turbine wheel. Drawing
such an analogy is to show that a negative resistance is
not surprising, while the analogy itself is by no means
exact.
As schematically illustrated in Fig. 2, the working
mechanism of a water turbine is compared with an elec-
tric motor. They have one thing in common: the steady-
state angular velocity ω increases with decreasing load.
So by controlling the load, one can tune ω in both cases.
However, the feedback mechanisms in the two cases are
remarkably different. In an electric motor, if one raises ω
by reducing the load, the back emf induced by Faraday’s
effect will get larger, which counteracts the applied volt-
age more strongly and reduces the overall current. Con-
sequently, the resistance read off from the I − V curve
increases. This realizes the usual negative feedback effect
and respects the Lenz law since I decreases when the mo-
tor rotates faster. In sharp contrast, if one increases ω of
a water turbine, the water flows more easily in the pipe as
the turbine blades less block the water. As a result, the
“resistance” of the entire turbine system appears to be
smaller. This feature marks an anomalous feedback: the
water current increases when the turbine rotates faster.
Ignoring the mass and friction of the wheel, the max-
imum achievable angular velocity (in the limit of zero
load), hence the maximum water current, is set by the
water flow in the absence of the turbine. Now go back
to our DW dynamics: reducing the DW pinning corre-
sponds to reducing the load on a water turbine, which
enhances the driving current in just a similar way as the
enhancement of water flow.
Finally, we comment on why the anomalous feedback
is more likely to occur in one dimensions. Since α, β  1,
the second term of Eq. (15) dominates the first term, and
its coefficient is unlikely to flip sign unless β is greater
than unity. However, in higher dimensions, the second
term always exist, so the first term that could lead to the
anomaly is suppressed. Although the second term only
refers to the transverse components of the transport, the
boundary conditions on the edges can considerably com-
plicate the effective value of the longitudinal component
and obscure the observation.
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Appendix: Derivation of Eq. (4)
If all channels are in open circuit conditions except for
a particular channel k, only the current Jk is nonzero
even in the presence of all N thermodynamic forces
X1 · · ·XN . The energy dissipation rate is then
U˙k = −JkXk = −LkkX2k −
N∑
i6=k
LkiXiXk, (A.1)
where the first term is the usual dissipation term. We
now eliminate those cross terms XiXk (i 6= k) in terms
of X2k . Since all currents but Jk are zero, multiplying Xk
on Ji = LijXj with i 6= k gives:

L11 L12 · · · L1,k−1 L1,k+1 · · · L1N
...
...
. . .
...
...
. . .
...
Lk−1,1 Lk−1,2 · · · Lk−1,k−1 Lk−1,k+1 · · · Lk−1,N
Lk+1,1 Lk+1,2 · · · Lk+1,k−1 Lk+1,k+1 · · · Lk+1,N
...
...
. . .
...
...
. . .
...
LN1 LN2 · · · LN,k−1 LN,k+1 · · · LNN


X1Xk
...
Xk−1Xk
Xk+1Xk
...
XNXk

= −X2k

L1k
...
Lk−1,k
Lk+1,k
...
LNk

. (A.2)
The coefficient matrix consists of the remaining elements
of L after taking away the k-th row and the k-th column.
Regarding the Cramer’s rule, the cross term is solved as
XiXk = X
2
k
Aki
Akk for i 6= k, where Aij is the i, j-th alge-
braic cofactor (minor) of L. Inserting this relation into
Eq. (A.1), and considering the identity of row expansion
det[L] =
∑N
i=1 LkiAki, we finally obtain
U˙k = −
[
Lkk +
det[L]− LkkAkk
Akk
]
X2k = −
X2k
[L−1]kk
,
which proves Eq. (4).
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