ABSTRACT Motivation: The huge growth in gene expression data calls for the implementation of automatic tools for data processing and interpretation.
INTRODUCTION
Scientists have been successful in cataloguing genes through genome sequencing projects, and they can now generate vast quantities of gene expression data using microarrays. However, owing to the sheer size of the datasets involved and the complexity of the problems to be tackled, novel approaches to data mining and understanding, relying on artificial intelligence tools, are necessary.
These tools can be divided in two main families: tools for supervised learning, which make use of prior knowledge to group samples into different classes, and unsupervised tools, which rely only on the statistical properties of the data themselves (Hastie et al., 2001) . Both approaches have been used for a variety of applications and both have advantages and disadvantages, the choice of a specific tool depends on the purpose of the investigation and the structure of the data. Among various applications, we recall the following:
Diagnostic: It finds gene expression patterns specific to given classes mainly dealt with supervised methods (Ando et al., 2002; Mukherjee et al., 1999) .
Clustering: It is aimed at grouping genes that are functionally related without attempting to model the underlying biology (Eisen et al., 1998; Törönen et al., 1999; Tamayo et al., 1999) .
Model-based approach: The generation of a model that justifies the grouping of specific genes and trains the parameters of the model on the dataset (Bussermaker et al., 2001; di Bernardo et al., 2005; Yeung et al., 2001) . Projection methods: They decompose the dataset into components that have the desired properties (Jolliffe, 2002; Alter et al., 2000; Misra et al., 2002 , Chang et al., 2003 . To this class belong some methods like principal components analysis (PCA), independent components analysis (ICA) and probabilistic principal surfaces (PPS) which are discussed in this paper.
Moreover, many of these applications can suffer from poor data visualization techniques.
Regarding the clustering problems, the most commonly used clustering algorithms, such as the hierarchical clustering (Eisen et al., 1998) and k-means (Duda et al., 2001) suffer from some limitations, namely:
(1) they need an arbitrary and an a priori choice of the correct number of clusters, and this greatly affects the success of the clustering procedure;
(2) some of them, like hierarchical clustering, cannot properly handle large experimental datasets which are typically noisy and incomplete (i.e. they contain a large fraction of missing data points);
(3) they do not feature a user-friendly data visualization, which is quite crucial for further analysis and understanding in case of large amount of data.
Ã To whom correspondence should be addressed. In this work we propose a new approach, based on a solid mathematical formalism, able to visualize and cluster noisy gene expression data with missing data points. The method can be divided in two parts: the preprocessing of the data, which as widely occurs, is specifically tailored to the characteristics of the dataset under examination, and the clustering and visualization part which is of more general applicability. The method was tested against the microarray dataset of cell-cycle in yeast Saccharomyces cerevisiae made publicly available by Spellman et al. (1998) (see also Cho et al., 1998) . The Spellman dataset consists of four synchronization experiments (alpha factor arrest, elutriation and arrest of CDC15 and CDC28 temperature-sensitive mutants) which were performed for a total of 73 microarrays during cell-cycle. A detailed description of the dataset can be found in Spellman et al. (1998) .
PREPROCESSING
Microarray data are very noisy, and thus preprocessing plays an important role. Preprocessing is needed to filter out noise and to deal with missing data points. We used a two-step preprocessing phase: a preliminary noisy gene rejection, followed by a non-linear PCA features extraction. The structure of noise affecting gene expression data has been studied in a series of papers (Townsend, 2004; Wolfinger et al., 2001) where it has been proved to be quite involved. For the case of Spellman dataset, since inherent replications of the data are not available, it is impossible to perform a careful noise estimation. Furthermore, in this dataset we had only one time sequence for each gene. The number of points in each sequence ranges from 14 to 24. This prevented the application of widely used statistical methods of the noise estimation like ANOVA model to microarrays and bootstrap methods (Kerr and Churchill, 2001; Wolfinger et al., 2001) , calculation of the statistical significance of an observed change in expression level using a ratio distribution (Ermolaeva et al., 1998; Chen et al., 1997 ), Bayesian method for transcript level estimation (Tseng et al., 2001; Townsend and Hartl, 2002) , method based on multiple repetition of the signal (Hughes et al., 2000) or finally advanced normalization method to correct for systematic bias (de Lichtenberg et al., 2005) .
We illustrate below a simple method for noise estimation relying on the periodicity behavior of the gene expression, followed by a non-linear PCA features extraction.
Noisy gene rejection
Our input data are the time-courses of the relative abundance of each gene's mRNA in the test sample compared with its abundance in a reference sample (to be precise the log 2 of this ratio, and hereafter denoted for simplicity as gene expression). These signals are periodic (the period being determined by the life time from one division of yeast cell to the next division) with each period depending on the temperature and density of the cells culture, the kind of nutrient source, yeast strain and other parameters. According to Spellman et al. (1998) (Spellman et al., 1998) . In order to have the same analysis for each experiment, and since a experiment only covers one and half a period we had to choose half period correlation.
Once we obtained the values of T, F
gives an estimate of the signal and Df
)/2 of the noise. In supplemnentary figure 'CDC15-delta.gif', the distribution of Df a , defined as the average of Df a (t) on the period T, for CDC15 is plotted. The distribution has average equal to À0.01 and variance equal to 0.26. Moreover its skewness and kurtosis are À0.3 and 5.7, respectively. We have checked using a t-test, that the distribution is extracted by a zero average theoretical distribution at 99% confidence level. It is worth observing that a x 2 goodnessof-fit test for both Gaussian and asymmetric Laplace distributions (Purdom and Holmes, 2005) does not give a satisfactory significance level, even if, the Laplace distribution provides a much better fit, namely x 2 % 400 for $70 d.o.f. Despite the fact that we cannot separate the additive and multiplicative components, the distribution variance provides an order of magnitude of the noise, which is sufficient for our filtering procedure.
By denoting with s a the root-mean-square for the noise of gene a, we can define the noise-over-signal ratio (n/s) for the gene a as
, where the denominator represents the effective value of the signal ( Figure ' CDC15-n2s.gif', in the Supplementary material, reports the distribution of R a for CDC15 experiment).
Genes for which all the experiments a, CDC15 and CDC28 yield R a > 0.5 were excluded from the sample being too noisy, thus reducing the number of genes to be further preprocessed from 6125 to 2679. The 0.5 threshold was found to be a compromise between a reasonable value for the noise-to-signal ratio and also capable to retain most of the genes analyzed by Spellman ( Figure ' CDC15-n2s.gif'). Small variations of this threshold would change the number of filtered genes by few hundreds and does not sensibly modify our results.
Non-linear PCA-based feature extraction
The second step of preprocessing is the extraction of the principal components (eigenvectors) of the autocorrelation matrixes of the genes which passed the filtering procedure. This step is used to deal with missing data points.
Features extraction process is based on a non-linear PCA method which can estimate the eigenvectors from unevenly sampled data. This approach is based on the STIMA algorithm described in Ciaramella et al. (2004) and Tagliaferri et al. (1999 Tagliaferri et al. ( , 2001 ).
Normalization of input vectors
As a first step, the mean value of the raw microarray signal was calculated and subtracted, in order to obtain a vanishing mean process, and divided by its standard deviation. In this way, for each gene we obtained four normalized signals (one for each experiment) with vanishing mean value and SD ¼ 1, which were grouped into a single vector. For genes with no missing points, the resulting vector was 73 dimensional (18, 24, 17 and 14 data points for the alpha, CDC15, CDC28 and elutriation experiments, respectively).
One of the main problems of the microarray's data is the presence of missing points. We used only genes whose microarray signal had more than 10 time points for each experiment, and this reduces the 2679 noise filtered genes to 2445.
2.2.2 PCA neural nets for feature extraction PCA is a widely used technique in data analysis (Hyvärinen et al., 2001 , Ciaramella et al., 2004 Tagliaferri et al., 1999 Tagliaferri et al., , 2001 Oja et al., 1991 Oja et al., , 1996 .
PCAs can be neurally realized in various ways (Ciaramella et al., 2004; Tagliaferri et al., 1999 Tagliaferri et al., , 2001 Joutsensalo, 1994, 1995; Oja et al., 1991) . In our case we used a non-linear PCA neural network (NN) consisting of a one-layer feedforward NN able to extract the principal components of the autocorrelation matrix of the input sources.
The parameters of the NN and those we need in the learning process may be summarized as follows: the NN is composed by N · p connections, where N and p are the number of input and output neurons, respectively. The parameter N is the embedding dimension calculated considering the features of the signals for each gene and for each experiment (we denote with D the number of elements for each experiment) and p is the number of principal eigenvectors that we need. We denote with Briefly, we have to determine, using a learning algorithm (i.e. descent gradient), the weights matrix W ¼ [w(1), . . . , w( p)]. These vectors correspond to our p principal components that are in other words the p feature vectors used as input to the PPS approach.
In details, we then have the following general algorithm:
Step 1: the column weight vectors w 0 (i) 8i ¼ 1, . . . , p are initialized using the first eight orthonormalized signal patterns since in our experiments we are considering N ¼ 8 and p ¼ 1. The learning threshold «, the learning rate m and the objective function f(·) [and the corresponding derivative g(·)] are initialized as well. The pattern counter k and the epoch counter t are set to zero. The value N ¼ 8 is fixed by looking for a compromise between different requirements: (1) to get the same number of data points for each gene in each experiment in order to avoid different statistical weights for the experimental datasets; (2) to keep the largest possible time window for each gene expression in order to save the largest amount of information and properly train the NN and (3) to avoid discarding from the analysis a large number of genes owing to the presence of too many missing data points. Moreover, the small dimension of the analyzed time series in addition to the use of N ¼ 8 does not allow to consider p > 1.
Step 2: We input the k-th input pattern
T to the NN where N is the number of input neurons of the NN.
Step 3: the output for each neuron at the k time is
Step 4: 8i ¼ 1, . . . , p the weights
is the derivative of the objective function f(·) and e k (i) is
where I(i) ¼ i in the hierarchical case and I(i) ¼ M in the symmetric case.
Step 5:
N is the number of patterns) then GO TO STEP 2.
Step 6: convergence test. If
ðw tþ1 ði‚ jÞ À w t ði‚ jÞÞ < « then GO TO STEP 8.
Step 7: t ¼ t + 1. GO TO STEP 2.
Step 8. End.
Summarizing, after applying our non-linear PCA-based feature extractor method, we obtained for each of the 2445 genes a 32-dimensional feature vector (one 8-dimensional principal component for each of the four experiments) which can be fed into the PPS model.
PPS: THEORETICAL DESCRIPTION
PPS (Chang, 2000; Chang and Ghosh, 2001 ) are a non-linear extension of principal components, in that each node on the PPS is the average of all data points that project near/onto it. From a theoretical standpoint, the PPS are a generalization of the Generative Topographic Mapping (GTM) (Bishop et al., 1998) , which can be seen as a parametric alternative to Self Organizing Maps or SOM (Kohonen, 1995) . Some advantages of PPS include their parametric and flexible formulation for any geometry/topology in any dimension, guaranteed convergence (indeed the PPS training is accomplished through the Expectation-Maximization algorithm). PPS are governed by their latent topology and owing to their flexibility a variety of PPS topologies can be created, among which also is the 3-dimensional (3D) sphere. A sphere is finite, unbounded and symmetric, with all nodes distributed at the edge, and it is therefore suitable for emulating the sparseness and peripheral property of high-dimensional data. Furthermore, the sphere topology can be easily comprehended by humans and thereby used for visualizing high-dimensional data.
PPS define a non-linear, parametric mapping y(x; W) from a
, where usually Q < D. The (continuous and differentiable) function y(x; W) maps each of the M points in the latent space (where M is the number of latent variables which is fixed a priori) to the correspondent point into the data space. Since the latent space is Q-dimensional, these points will be confined to a Q-dimensional manifold non-linearly embedded into the Ddimensional data space (Fig. 1) . PPS build a constrained mixture of Gaussians (where the priors are all fixed to 1/M)
and each component has the form:
where t is a point in the data space and P À1 m denotes the noise variance. The covariance is defined as
where a, a clamping factor which determines the orientation of the covariance, is bound in the interval 0 < a < (D/Q). Moreover, fe q ðxÞg Q q¼1 is the set of orthonormal vectors tangent to the manifold at y(x; w) and fe d ðxÞg D d¼Qþ1 is the set of orthonormal vectors orthogonal to the manifold in y(x; w).
The complete set of orthonormal vectors (Dempster et al., 1977) can be used to estimate the PPS parameters W and b, while the clamping factor is fixed by the user and is assumed to be constant during the EM iterations. The form of the mapping y(x; w) is defined as a generalized linear regression model y(x; w) ¼ Wf(x), where the elements of f(x) consist of L fixed basis functions ff l ðxÞg L l¼1 , and W is a D · L matrix. If Q ¼ 3 is chosen, a spherical manifold (Chang, 2000) can be constructed using a PPS with nodes fx m g M m¼1 arranged regularly on the surface of a sphere in R 3 latent space, with the latent basis functions evenly distributed on the sphere at a lower density (Staiano, 2003) .
After a PPS model is fitted to the data, several visualization possibilities are available like the projection of the data are projected into the latent space as points onto a sphere. The latent manifold coordinates n of each data point t n are computed as
where r mn ¼ p(x m j t n ), the latent variable responsibilities, are given by
Since kx m k ¼ 1 and P m r mn ¼ 1, for n ¼ 1, . . . , N, these coordinates lie within a unit sphere, i.e. k n k 1.
Having projected the data into the latent sphere, a typical task performed by most data analyzers is the localization of the most interesting data points, for instance the ones lying far away from more dense areas (outliers), or those lying in the overlapping regions between clusters, and to investigate their characteristics by linking the data points on the sphere with their position in the original dataset. For instance, in the genetic application described here if the raw data were available, the user might want to visualize the object corresponding to the data point selected on the sphere. The user is also allowed to select a latent variable and color all the points for which that specific latent variable is responsible (Fig. 2) . Furthermore, the latent variables responsibilities can be plotted on the sphere in order to obtain the data probability density function visualization (Fig. 3) . Note that dense areas (in red) correspond to genes that have similar properties, moreover, they might contain more than one cluster, and this calls for further investigations. When a latent variable is selected, each projected point for which the variable is responsible is colored (for instance, as in this case, in red). By selecting a data point the user is provided with information about it: coordinates and index corresponding to the position in the original catalog.
Another advantage of the 3D sphere representation is that, unlike 2D plot (i.e. hierarchical clustering, etc.), it is possible to observe the distribution of the different clusters on the sphere and observe which clusters are similar to each other as the dense regions that are in close proximity. All these advanced visualization options and successful applications to other research fields (i.e. in astrophysics) have been discussed in Staiano et al. (2005) .
NEGENTROPY CLUSTERING (NEC)
The main purpose of any clustering algorithm is to separate classes arbitrarily distributed in data space, in an unsupervised way. The simplest methods make use of vector quantization techniques (Duda et al., 2001) , i.e. k-means, fuzzy C-Means, SOM, etc.
PPS may be combined with an agglomerative approach based on a Negentropy (hereafter NEC) information, to merge similar regions into clusters. The only a priori information that we need is a dissimilarity threshold. This quantity is used as a method to guide the search for substructures in the data. We clusterize for different threshold values ranging in a fixed interval, looking for a region of stability in the number of clusters. The use of a non-Euclidian metric for clustering was also explored in Martins et al. (2004) who used an approach based on Neural Networks and Kullback-Leibler divergency, but it is computationally expensive. Futhermore, Negentropy is a very important measure of non-Gaussianity. It is strongly connected to ICA. The goal of ICA is to find a linear representation of non-Gaussian data so that the components are statistically independent, or as independent as possible (Hyvärinen et al., 2001) . ICA has been applied to microarray cell-cycle data (Lee and Batzoglou, 2003) , and first proposed by Liebermeister (2002) . To introduce the concept of Negentropy one needs to define the differential entropy H of a set of random vectors y ¼ (y 1 , . . . , y n ) T with density f(y) as follows:
Differential entropy can then be normalized to give rise to the definition of Negentropy, which has the appealing property of being invariant for linear transformations. The definition of Negentropy J is given by
where y Gauss is a Gaussian random vector of the same covariance matrix as y. Negentropy can also be interpreted as a measure of non-Gaussianity and since it is invariant for invertible linear transformations, it is obvious that finding an invertible transformation that minimizes the mutual information is roughly equivalent to finding directions in which the Negentropy is maximized (Hyvärinen et al., 2001) . The classical method to approximate Negentropy is by using higher-cumulants, using the polynomial density expansions. This gives the approximation
where the random variable y is assumed to be of zero mean and unit variance and the kurtosis kurt(y) is defined as
We note that the first term in the right-hand side of Equation (8) is vanishing in the case of random variables with (approximately) symmetric distributions, which is quite common. This method however suffers from the non-robustness encountered with kurtosis, and this suggests to introduce a more sophisticated approximation of Negentropy.
The approximation we used is J(y) / [E{G(y)} À E{G(y)}]
2 , where y is a Gaussian variable with vanishing mean value, and unit variance (i.e. standardized). The variable y is assumed to have vanishing mean value and unit variance, as well. We note that choosing a G that does not grow too fast, one obtains more robust estimators. The following choices of G have proved very useful:
Thus we obtain approximations of Negentropy that give a very good compromise between the properties of the two classic nonGaussianity measures given by kurtosis and Negentropy. They are conceptually simple, fast to compute, yet have appealing statistical properties, especially robustness (Hyvärinen et al., 2001) . It is worth stressing that in our experiments we also used other definitions of Negentropy, reported in Hyvärinen et al. (2001) and more robust than ours, but in this particular case we obtained similar performances.
Negentropy can be used to agglomerate with an unsupervised method the clusters (regions) found by the PPS approach. The only a priori information is a dissimilarity threshold. In practice, this approach measures whether two clusters can be modeled by one single Gaussian or not, in other words, if the two regions can be considered to be aligned or as part of a greater dataset. In particular, the plot on the top of Figure 4 represents two separated Gaussian distributions and their contours as well as a Gaussian distribution obtained by merging the two distributions. In this case we obtain a Negentropy measure of 2.6261 (using the G 1 function with a 1 ¼ 0.1). On the other hand, at the bottom of Figure 4 we show two overlapped Gaussian distributions with the contour of the A multi-step approach to gene expression analysis Gaussian distribution obtained on the overall dataset. In this case the Negentropy information is of 0.005 using the same function and the same settings.
RESULTS
Non-linear PCA was used to extract the first eigenvector of the autocorrelation matrix of the 2445 genes that passed the filtering procedure, followed by a PPS with 98 latent variables and 38 latent basis functions and a clamping factor a set to 0.7. All these parameters were set empirically. After the completion of the training phase we projected the data into the latent space and computed the responsibility for each latent variable.
The NEC algorithm started with 98 clusters (the number of latent variables used with PPS, i.e. the number of components of the mixture).
As output we obtained 56 clusters. Figure 5 shows the projection of genes which belong to some relevant clusters. For each of them we derived an archetype, defined as the mean of the data points in each cluster, and the SD with respect to the archetypes. The resulting error bar plots for clusters 23 and 49 are shown in Figure 6 , as example (see Supplementary material for the other clusters).
We also computed the biological P-values of our clusters using the GOTerm Finder tool from the S.cerevisiae database (Christie et al., 2004) . GOTerm Finder searches for significant shared Gene Ontology (GO) terms, or parents of the GO terms, used to describe the genes in a given list. The biological reliability of our clustering algorithm is confirmed by the fact that many clusters (22 out of 56) show very low Bonferroni-corrected P-values according to the GOTerm Finder tool (refer to Supplementary files for a complete list of significant biological pathways found in each cluster). Thus confirming that according to database annotations the genes in each cluster share a common biological pathway.
In-depth biological validation of our approach and the discovery of novel functions of known genes are outside the scope of this work that aimed at presenting a new robust methodology for gene clustering. However, as an example of genes that get clustered together by the algorithm, we describe in detail two clusters, namely 23 and 49. The remaining clusters are shown in the Supplementary material. These clusters are very different: cluster 23, consists of cellcycle regulated genes, the other, cluster 49 has no intersection with Spellman data. Notice that since the exact composition of all the Spellman's clusters is not available, the following comparison has been carried out by using the only available data.
Cluster 23 consists of 52 genes. In this cluster 24 genes intersect with Spellman's CLN2 cluster. These genes are: YAR007C, YBR070C, YCL024W, YDL003W, YDR528W, YGR109C, YGR152C, YGR221C, YHR153C, YIL066C, YJL181W, YKL045W, YLL022C, YLR103C, YLR313C, YML027W, YML102W, YMR179W, YOL007C, YOL017W, YPL153C, YPL256C, YPR174C and YPR175W. All of these genes are strongly cell-cycle regulated. Their peak expression occurs in mid-G 1 phase, they are strongly induced by GAL-CLN3 but are strongly repressed by GAL-CLB2. Out of the remaining 28, 25 genes, are also cell-cycle regulated and their peak of expression occurs in the G 1 phase (except of YFL060C with the peak in S-phase). Most of these genes are involved in the processes of DNA repair and replication. The genes YMR048W, YCL022C, YCL023C, YGR151C and YIL141W are cell-cycle regulated, have peak of expression in G 1 phase, but have unknown functions. The remaining three genes of the cluster (YLR376C, YLR095C and YMR177W) are not cell-cycle regulated.
Cluster 49 comprises 56 genes with no common intersection with Spellman clusters. A more detailed analysis of the biological significance of this cluster showed that 26 genes out of 56 (i.e. 46%) (ECM1, DBP10, RRP1, SSF2, UTP4, LCP5, CGR1, LSG1, ROK1, NOP7, UTP8, NSR1, RPF1, IMP3, RIX1, RPF2, SOF1, EMG1, RSA3, UTP21, ERB1, NOP15, NOP8, RRP6, RRP12 and NOP53 ) are involved in the same two cellular processes: (1) cytoplasm organization and biogenesis and (2) ribosome biogenesis and assembly with both p ¼ 2.79 e À23 . A set of 22 genes (DBP10, RPC53, UTP4, LCP5, CGR1, ROK1, NOP7, UTP8, NSR1, RPF1, IMP3, RIX1, RPF2, SOF1, EMG1, UTP21, ERB1, NOP8, RRP6, RPA43, RRP12 and NOP53) among the 56 genes in this cluster is involved in biopolymer metabolism. Finally, eight genes (YIL096C, YIL110W, YLR287C, YMR310C, YNL313C, YNR046W, YPR136C and YOL022C) have still unknown function.
We also evaluated the noise filtering step in our approach to verify that we did not filter out cell-cycle regulated genes. This was achieved using the benchmark B1, a list of known cell-cycle genes, described in the article of de Lichtenberg et al. (2005) . A total number of 84 genes out of 113 of B1 passed our noise filtering step, whereas only 29 genes from B1 were excluded from the analysis as noisy.
DISCUSSION AND CONCLUSIONS
We present a new and complete machine learning data mining framework consisting in a noise filtering procedure, a non-linear PCA NN for feature extraction, and PPS combined with an agglomerative approach based on a Negentropy aimed at preprocessing and clustering gene microarray data. The approach has been applied to microarray dataset of cell-cycle in yeast S.cerevisiae, and could be used for more general time-dependent signals by properly modifying the noise estimation method.
The noisy gene rejection method, which represents the first step of our algorithm, makes use of a noise estimation based on the periodical behavior of cell-cycle regulated gene expression in microarray data. Genes which pass the filtering procedure undergo a features extraction process, based on a non-linear PCA method, which allows us to obtain a matrix of eigenvectors from unevenly sampled data. The results of the above preprocessing are then analyzed by a PPS algorithm which has proven to be a very powerful and efficient model in several data mining activities, and in particular for high-dimensional data visualization and clustering. Spherical PPS, which consists of a spherical latent manifold lying in a 3D latent space, better deal with high-dimensional data. The sphere, in fact, is able to capture the sparsity and periphery of data in large input spaces which are owing to the curse of dimensionality (Bishop, 1995) . The regions found by PPS are then agglomerated by NEC in a completely unsupervised way. This 3D sphere is an innovative way of looking at gene expression data as compared with hierarchical clustering that displays a 2D plot. Our visualization captures the information on clusters of genes that do share similar behavior. These would be represented on the sphere as dense regions that are in close proximity.
Other neural-based methods have already been investigated with success on microarray data, e.g. in Törönen et al. (1999) and Tamayo et al. (1999) , SOM have been used for both visualization and clustering purposes. However, SOMs, while nice and understandable and appealing in a number of application fields, are less flexible in the sense that gives no way to directly interact with data and exhibits strong border effects on 2D neurons grid since its manifold is bounded.
As shown in the paper by de Lichtenberg et al. (2005) the jungle of available clustering methods often leads to contradictory results, and often, it is difficult to choose a specific benchmark. To understand the result obtained and to test our method we compared our results with those obtained in Spellman et al. (1998) . The authors clustered the genes using the hierarchical bottom-up algorithm introduced by Eisen et al. (1998) which groups the genes that have similar relative concentration profiles during cell life cycle. It has to be stressed that the preprocessing adopted by Spellman is not optimal since it is based on Fourier analysis, which cannot be effectively applied to a time series which covers only two or one and . The archetype behavior with corresponding standard deviation for two particularly significant clusters found in our analysis (for the other clusters see supplementary material). We report on the horizontal axes, for each of the four microarray experiments, the 8D parameter vector extracted by non-linear PCA (see Section 2.2 for further details). The dashed vertical lines separate the four experiments which are, starting from the left, a, CDC15, CDC28 and Elutriation, respectively.
half cellular period. The clustering sequence is represented by a hierarchical tree where it is not obvious when to stop the agglomerative process. Stopping it at an early stage could result in a large number of small clusters, thus missing the recognition of underlying similarities among nearby clusters. On the other hand allowing agglomeration to continue for too many iterations, would result in fewer, larger clusters, thus potentially obscuring important substructures. While there is no objective criteria to decide where to stop the hierarchical tree, in our method the number of clusters is automatically determined. Nevertheless, Spellman's classification scheme, in spite of the weaknesses of the adopted clustering algorithm, is strongly supported by a deep analysis of the clusters meaning performed using a biological approach.
