Abstract-This paper presents a novel auto-calibration technique for eliminating sensor mismatch in CMOS-based chemical imagers. Designed using an 8 8 array comprising of pH-sensitive ion-sensitive field-effect transistors (ISFETs), the chemical imager is capable of implementing a gradient-based calibration algorithm by biasing programmable-gate (PG) ISFETs at a common operating point when exposed to a solution of homogenous pH. The system was fabricated in a typical 0.35-m CMOS technology and demonstrated a fast rate of convergence (500 ms per iteration) while a convergence accuracy of 45 mV on a gain of 10 (0.5% relative standard error and 2% pixel-to-pixel variation) was achieved. A maximum pH sensitivity of 57 mV/pH is also reported.
I. INTRODUCTION
T HE analysis of biological systems and miniaturization of analytical chemical methods are few of the driving forces behind research in the field of lab-on-chip. Lab-on-chip is a multidisciplinary approach to designing integrated micro-scale devices for monitoring and performing biochemical assays. Technology miniaturization allows for controlled transport and manipulation of biological molecules and cells [1] , [2] , while spatiotemporal chemical and optical detection can be achieved by integrating CMOS-based micro-sensors onto a single platform [3] . CMOS technologies provide an excellent means to meeting modern-day performance criteria through very large-scale integrated (VLSI) circuits with complex multiplexing schemes, embedded sensors, programmable memory, batch fabrication, and low cost.
Since their invention in the 1970s [4] , ion-sensitive field effect transistors (ISFETs) have demonstrated great potential for being integrated into micro-chemical sensing systems [5] , [6] . The ISFET is essentially a floating gate metal-oxide-semiconductor FET (MOSFET) where the gate oxide is replaced by a sensing membrane. Depending on the specificity of the membrane, it can be used to detect various analytes such as H , Na , and K . One of the main advantages of ISFETs is their ability to be tesselated to form large chemical sensor arrays, which are used for detecting spatiotemporal ionic concentration profiles. Potential applications include the monitoring of electrochemical activity of a living cell population [7] as well as multiparameter detection [8] .
Despite technological advancements of CMOS-based ISFETs, they often suffer from large threshold voltage mismatch and drift [9] . These nonidealities are largely due to trapped charge which mainly reside in the passivation layer of the floating gate of the device [10] - [12] . So far, few efforts have proved to be effective in minimising nonidealities within an array of ISFETs. In [10] , UV radiation was used to match the threshold voltages of a 2 2 ISFET array. However, this method required an external calibration source and threshold voltages only converged after 10 h of UV exposure. Electron tunneling and pFET hot-electron injection can be used to automatically adapt the charge on a floating gate amplifier [13] . This technique eliminates drift by continuously restoring the desired operating point and minimizes device mismatch in an array of floating gate amplifiers. In [14] , hot-electron injection was used to change the charge on the floating gate of the ISFET and program its threshold voltage. However, this required programming voltages of 5 V or greater and was susceptible to degradation of the gate oxide. In [15] , a programmable-gate (PG) ISFET was proposed, whereby the ISFET operating point could be programmed by applying voltage bias to a control gate capacitor attached to the floating gate of the device. This allowed to counteract the effects of trapped charge as well as drift.
In this paper, we present a novel auto-calibration technique based on the PG-ISFET approach. This method was demonstrated via an 8 8 chemical imager that was fabricated in a commercially available 0.35-m CMOS process. The system overcomes the need for an external UV source and long threshold voltage convergence time. The paper is organized as follows. The system architecture is described in Section II, with the fabrication of the device outlined in Section III. In Section IV, the proposed calibration algorithm is described, while supporting measured results are presented in Section V.
II. SYSTEM OVERVIEW The top-level system architecture of the chemical imager is shown in Fig. 1 the programmable gate voltages of each pixel, a programmable gain amplifier (PGA) for signal amplification, a 10-b ADC for data acquisition, and the timing circuits used to clock each pixel sequentially.
A. PG-ISFET Integrated Pixel
The schematic of a PG-ISFET pixel is shown in Fig. 1 . Each PG-ISFET is biased using a unity-gain buffer interface at pixel level. The outputs are switched (i.e., rows selected) into a shared column bus at the pixel level while output columns are selected at the column header.
The PG-ISFET floating-gate voltage is established by a weighted sum of the voltages applied to the reference electrode and the control-gate potential
where , , , and follow the same definition as a conventional MOSFET [16] . When the ISFET is biased, free ions that exist in the solution bind to the passivation surface causing an accumulation of charge, which in turn modulates the floating-gate voltage of the device, thus creating a dependence on pH according to (3) whereby represents the effect of nonidealities (i.e., trapped charge and pixel mismatch), is the bias voltage of the reference electrode, is the thermal voltage of the device, is a grouping of nonchemically related potentials, and is a number ranging from 0 to 1 that describes the reduction in sensitivity from the Nernstian response, typically 59 mV/pH [4] . From (1), we can see that the control gate voltage can be used to counteract the effects of , as was demonstrated in [15] .
B. System Operation
The system uses a common programming/calibration interface based on the SPI protocol to load data serially into the RAM [17] , [18] . This data is comprised of -b words for the chemical imager calibration and an additional 2-b word to control the programmable amplifier gain. Master reference circuits are also common providing a 1-A PTAT generated current bias, 1.21-V bandgap voltage reference, and power on reset signals to the various circuits.
A timing generator based on a state-machine first defines the different phases and array control signals (e.g., -and -pixel select signals) to poll through the sensor pixel array. The outputs are sampled using a single 10-b successive approximation analog-to-digital converter (DAC). The output signal is then buffered through a PGA and passed to the converter for data acquisition. The PGA is designed as a noninverting operational amplifier with programmable feedback networks setting the gain.
A key innovation of this system is that the programmable gate input is fed from a DAC that is driven by an LUT (RAM-based loaded at initialization). This has been implemented to calibrate out sensor nonidealities including drift, spatial (static) noise, and gain mismatch.
III. FABRICATED SYSTEM
The proposed experimental platform was designed and fabricated in a commercially available 0.35-m CMOS technology. The array is described elsewhere [17] , [18] and combines two additional subsystems (optical detection and magnetic actuation) to the chemical sensing modality. In this paper, only the chemical sensing subsystem is discussed. A microphotograph of the fabricated system is shown in Fig. 2(a) , illustrating the chip floor plan. high transconductance efficiency and chemical sensing dimensions of 50 m 50 m. A control gate capacitance of 500 fF was used to offer compensation in the range of 6 V using a 3.3-V supply.
A. Instrumentation
The chemical imager chip and various hardware components were integrated onto a single platform, as shown in Fig. 3(a) . The chemical imager is programmed and controlled from a MATLAB GUI interface, via a Microchip 18LF4680 PIC microcontroller. Communication with the PC was established using a standard UART interface, and SPI pins were set up to program the chip and external DACs.
A finite state machine was implemented to facilitate the transfer of instruction bits between MATLAB and the microcontroller as well as for setting up software handshake routines during real-time data acquisition. The sensor array is polled by a clock signal generated by the microcontroller, while each end-of-conversion (EOC) signal triggers the microcontroller to sample a 10-b digital output word from the chip. The sampled data is then ordered and stored in memory. Completion of data acquisition from a single frame is followed by transferring the data to MATLAB to be displayed as chemical images.
An auxiliary cartridge shown in Fig. 3(b) was designed for wire bonding and encapsulating the chemical imager. The cartridge also provides an elevated platform for fluidic assays to be conducted on. The chip was encapsulated using glob-top resin to provide mechanical support for bond wires and to prevent contamination of the device from chemicals. The cartridge is interfaced to the development board via corresponding connectors. A 2-ml fluidic well was also fabricated and adhered to the cartridge using epoxy resin. An external Ag/AgCl electrode was used as a fluid reference which was grounded on the PCB.
IV. CALIBRATION ALGORITHM
Using an array of PG-ISFETs offers the capability to calibrate out sensor nonidealities by biasing each PG-ISFET at a common operating point using each pixel's individual control gate voltages stored in the RAM. The calibration process aims to bias the PG-ISFET array at mid supply range (1.65 V) when the device is exposed to pH 7 buffer solution, achieving the maximum dynamic range for a 3.3-V supply. Calibration is achieved when the mean squared error between the PG-ISFET array output and the operating point is minimized as (4) where the mean squared error is a function of the programmable gate voltage . is the chemical output and is the operating point of the ISFET array. is minimized when (5) A general algorithm which can be used to optimize the problem involves searching for a sequence that starts from an initial point , while converging to the set , as described here. 1) Fix a point and set . . Set and go to
Step 2). A gradient-based algorithm was implemented for calibrating the chemical imager, where the research direction was selected to be the anti-gradient: and can be computed by any line search method such that . Since is the floating gate voltage of the ISFET, is the ratio of ISFET capacitances multiplied by the chemical gain, which is a nonzero constant. Therefore, is minimized only for . The algorithm can be simplified by grouping and as , thus eliminating the need for a line search algorithm. Due to noise and quantization error, searching for a converging sequence may result in oscillations near the operating point. To ensure convergence, the algorithm is modified such that it terminates when converges to the set , where is the threshold error. The calibration algorithm is summarized as follows.
1) Fix the initial control gate bias and set . 2) Poll the sensor array and obtain data from a single frame.
Compute
Step 2). This algorithm optimizes the control gate vector through a negative feedback system based on the difference between the operating point and the actual readout. During each iteration, the sensor array is polled and data from a single frame is acquired. If the terminating condition is not met, the readout data is used to compute new control gate vectors which form a -b instruction set. The instruction set is then sent to the microcontroller to be clocked into the RAM block of the chemical imager. As the chemical readout converges to the operating point, the step size reduces and fine tunes the search process. Once the optimum control gate vector is found, the algorithm is terminated. A flowchart of the calibration algorithm is shown in Fig. 4 . Fig. 5 . Polling a frame from the sensor array. The output of each pixel is the red trace, the control gate voltage is the yellow trace, the CTS signal is the blue trace, and the EOC signal is the green trace. The monotonically increasing chemical output is interleaved with optical readout data [17] and [18] .
Changing the values of and will affect the speed of convergence and accuracy of the algorithm. For example, choosing a small step size
improves accuracy yet decreases the speed of convergence, while choosing a large threshold error leads to a faster rate of convergence at the expense of accuracy. The selection of appropriate values for and optimizes the performance of the calibration algorithm and is discussed in Section V.
V. MEASURED RESULTS

A. Data Acquisition and PG-ISFET Biasing
The functionality of the PG-ISFET array was assessed by programming a series of control gate vectors into the chemical imager. When each pixel is addressed, a 10-b instruction word is decoded and is used to bias a PG-ISFET. Fig. 5 illustrates the sensor readout from the chemical imager without exposure to fluid. A monotonically decreasing control gate vector was programmed (yellow trace) and the corresponding chemical readout was recorded (red trace). Since the floating gate of the PG-ISFET is interfaced to the inverting input of the PGA and compared against midsupply, the chemical readout increases with decreasing control gate bias.
B. Sensor Calibration
The algorithm is dependent on two user defined parameters: step size along the research direction and the mean squared error threshold . Since the output is scaled by the chemical gain, the step size was arbitrarily set to . The inverse relationship is practical as a change in control gate bias leads to a larger change in output voltage when a larger gain is utilized.
To determine the optimal error threshold , 20 iterations of the calibration algorithm were used to monitor variations in the mean squared error, as shown in Fig. 6 . Oscillations due to noise and quantization error were observed after the tenth iteration. The minimum error also increases with chemical gain due to the scaling of 10-b DAC resolution. A gain of 1 results in a resolution of 3.2 mV and a minimum mean squared error of , which is 10 times less of that when . Hence, was chosen to be a function of where , as illustrated in Fig. 6 .
The implemented algorithm was used to bias the chemical imager at 1.65 V using a pH 7 buffer solution, where it demonstrated a fast rate of convergence (approximately 500 ms for each iteration). The auto-calibration process is illustrated in Fig. 8 , whereby the control gate vector is modified with each iteration, such that convergence is achieved when all PG-ISFETs are biased at a common operating point. What can be seen is the output of the chemical imager is initially around 2.5 V and converges to an operating point of 1.65 V across all of the pixels once the calibration is completed in seven iterations. The algorithm achieved a convergence accuracy of 45 mV (2% pixel-to-pixel variation) on a gain of 10 and an average standard deviation of 9 mV (0.5% relative standard error).
C. PH Sensitivity
The pH sensitivity of the platform was evaluated with solutions of varying pH. The device was first calibrated with a pH 7 buffer solution and the chemical readout was recorded with solutions of known pH. In all experiments, an Ag/AgCl reference electrode was used to maintain the fluid potential at 0 V while the chemical readout was allowed to settle for 120 s before a measurement was taken. Fig. 7 demonstrates the system response to varying pH levels. The chemical readout from all 64 pixels was averaged for each pH level and fitted to a first order polynomial using the method of least squares. The system demonstrated a chemical sensitivity of 57 mV/pH on a gain of 10, which is very close to the Nernstian sensitivity of 59 mV/pH [4] .
VI. CONCLUSION
A novel auto-calibration technique for eliminating sensor nonidealities has been presented in this paper. We described a novel 8 8 chemical imaging array that enables the calibration of individual programmable gate-ISFET pixels. The system specifications are summarized in Table I . One key advantage of this system is that all circuitry is integrated onto a single platform and there is no requirement for any external calibration source. An auto-calibration algorithm was also implemented to optimize the control gate vector required to bias the PG-ISFET array at midsupply voltage (1.65 V). This is carried out by iteratively updating the control gate vector based on the error between the desired operating point and actual readout. Calibration data stored in a lookup table is then used to bias the PG-ISFET array at the desired operating point. To the best of our knowledge this is the first in-pixel ISFET calibration technique (see Table II for a comparison with other work).
The algorithm was used to calibrate the chemical imager using a pH 7 buffer solution, where it demonstrated a fast rate of convergence (approximately 500 ms for each iteration) and a convergence accuracy of 4.5 mV (pixel-to-pixel variation), where is the gain of the PGA. Auto-calibration was also employed in characterizing the pH sensitivity of the chemical imager. The system demonstrated a sensitivity of 57 mV/pH and could be used to image variations in solution pH. The system outperforms previous efforts at minimizing sensor nonidealities in terms of speed of convergence and allows all PG-ISFETs in the array to respond to a change in solution pH with the same relative change in output voltage. The high speed of convergence also allows the auto-calibration technique to remain practical if the array was scaled up in size.
The PG-ISFET utilized a control gate capacitor which increases the total capacitance on the floating-gate node. This effectively decreases voltage contribution due to a pH change by dividing down the voltage generated on the sensing membrane , but is offset by increasing . However, a higher gain amplifies the calibration error, which results in a reduction in convergence accuracy. To improve the system's convergence accuracy, a higher resolution DAC and noise filters can be implemented in future versions. By reducing quantization error and noise, we aspire to improve the pixel-to-pixel variation while maintaining pH sensitivity.
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