We estimate the output loss associated with deliberate disinflation -the sacrifice ratio -for six small open economies, through the simulation of estimated VAR models where the historical monetary policy has been identified. Compared to estimates of other studies, our estimated sacrifice ratios are quite low for Norway and Sweden, quite high for Canada and the Netherlands, and relatively precisely estimated. A low sacrifice ratio implies, ceteris paribus, that inflation can be stabilized within narrower bands for a given variability of output. Varying sacrifice ratios across inflation-targeting countries may suggest that the inflation-rate bandwidth should also vary. JEL-codes: E32, E52, E58.
Introduction
High and variable inflation may lead to welfare losses. During the 1990s, economic policymakers have become increasingly concerned with inflation stabilization. This is reflected for instance by the introduction of explicit inflation targets for monetary policy in many industrialized countries. The increased focus on inflation stabilization by policy makers has contributed towards bringing inflation rates down from the high rates experienced in many countries in the 1970s and 1980s. However, disinflation policies and contractive monetary policy stances have often been associated with more or less persistent output reduction. In this paper we estimate the sacrifice ratio, i.e. the accumulated output loss due to a given permanent reduction in inflation. In addition to policy credibility and expectations formation, we believe that an important factor determining the sacrifice ratio is the degree of nominal inertia in the economy. The sacrifice ratio may thus serve as a convenient empirical indicator of the degree of overall nominal inertia in an economy. A high degree of nominal inertia implies, ceteris paribus, an unfavorable trade-off between inflation and output stabilization (i.e., a given inflation stabilization results in large output fluctuations). If output fluctuations are costly, such an unfavorable trade-off should induce the central bank to stabilize inflation less strictly in order to avoid large output fluctuations. Obtaining good estimates of the sacrifice ratio is therefore important for considerations of the optimal bandwidth for the inflation rate under inflation targeting, the current monetary regime of many small open economies. Relatively few estimates of sacrifice ratios are available for our sample countries and those that have been provided vary considerably. Furthermore, the statistical precision of the estimates has rarely been explicitly addressed.
In this study we therefore estimate sacrifice ratios for some small open economies that pursue inflation targeting (directly, or, like the Netherlands, within EMU) with an estimation method that allows for explicit consideration of precision. Further, our methodology allows the sacrifice ratio to measure the cost of deliberate disinflation policy in contrast to, e.g., the output cost of a series of negative cost-push shocks. Foreshadowing the results, our sacrifice ratio estimates are relatively low for Norway and Sweden and relatively high for Canada and the Netherlands, and more precisely estimated compared to those reported in other studies.
For Norway, Sweden, Switzerland and the United Kingdom, our point estimates are well below unity. In view of this, the optimal inflation-rate bandwidth may be narrower than believed so far -in particular for Norway and Sweden where our sacrifice ratio estimates are low compared to those of other studies. Further, to the extent that the 'true' sacrifice ratio varies among countries, as our results and those of other authors seem to indicate, the optimal inflation-rate bandwidth should, ceteris paribus, also vary. It may therefore appear peculiar that most inflation-targeting central banks apply very similar inflation-rate bandwidths.
To derive our sacrifice ratio estimates, we first estimate vector autoregressive (VAR) models for the sample countries. This method identifies the interest rate reaction function (i.e., the systematic part of the monetary policy) that has been pursued over the sample period. We then simulate the estimated VAR models, computing the sacrifice ratio from a disinflationary shock and assuming that the economy was initially in steady state with an inflation rate one percentage point above the historical average. Using the VAR models with the historically identified monetary policy reaction functions, we evaluate the output loss as inflation is reduced to the historically given average inflation rate.
The use of the historically given interest rate reaction function is essential to our VAR analysis. The sacrifice ratio estimates will reflect the efficiency of the historical estimated policy. One could instead be tempted to derive optimal inflation-targeting policies for the VAR models and then carry out the same disinflationary experiment in order to remove the effect of inefficiencies in policymaking across countries. The reduced-form nature of the identified VAR model will, however, not allow us to do so. The reason is that we expect the parameters of the VAR models to be sensitive to changes in policy; hence our analysis would have been more vulnerable to the Lucas critique. Using the historically given interest rate reaction function, we implicitly assume that the historically given level of policy credibility applies when the central bank achieves the steady-state inflation rate. Thus, we do not take account of the fact that it may take time for the central bank to build credibility for a new (and lower) steady-state inflation rate. In view of the relatively high degree of openness and transparency of inflation-targeting regimes, permanent changes in the inflation target (i.e., steady-state inflation rate) could have a more immediate effect on private-sector behavior than under other monetary regimes. Since credibility for a new inflation target may thus be established relatively soon, this process may only have a modest impact on the results.
Further, disregarding the process of establishing credibility for a new target inflation rate does not influence on how well the estimated sacrifice ratios reflect the degree of nominal inertia at a given inflation rate.
The remainder of the paper is structured as follows: Section two briefly reviews the literature on estimating sacrifice ratios. Section three discusses the mechanisms that produce variation in the sacrifice ratio and illustrates in particular how the degree of nominal inertia contributes positively to the sacrifice ratio in a simple theoretical macroeconomic model. Section four then discusses our empirical modeling approach and presents the estimated VAR models for the sample countries. In section five we simulate our empirical models to estimate the sacrifice ratios. Section six provides some concluding remarks.
A brief review of the empirical literature
Early studies of the sacrifice ratio proceeded by estimating a Phillips curve -i.e. the relation between output and inflation in long time series (Okun, 1978; Gordon and King, 1982) . In some later studies, sacrifice ratios have been esimated through simulation of VAR models (Cecchetti, 1994; Cecchetti and Rich, 2001; Corbo et al., 2001 ). The present paper has most in common with Cecchetti and Rich (2001) .
In an influential paper, argues that deliberate and accidental inflation reductions should not be treated equally, and that it may be problematic to constrain the sacrifice ratios to be constant within a time series. Ball thus identifies episodes of disinflation across countries and over time, with annual and quarterly data, attempting to capture the effects of deliberate disinflation. A unique sacrifice ratio is estimated for each disinflation episode.
1 Benjamin Friedman's (1994) discussion in the same volume, points out that the peculiarities of the measurement of output lost under disinflations in Ball's study could either work to enlarge or shrink the resulting estimate of the sacrifice ratio for any episode, and that the latter seem more likely in view of the small average size of Ball's estimates.
A similar approach to , focusing on episodes, is applied by in estimation on annual data of sacrifice ratios (during periods of disinflation) and "benefit ratios" (during periods of reflation). The entire sample is divided into inflation and disinflation periods. In contrast to Ball, Jordan does not a priori rule out the possibility that the data may carry important information on the output costs of disinflation in times where inflation is stable or rising. An important problem with the approaches to the sacrifice ratio of and is that all periods of disinflation are viewed as resulting from demand-management policies, leaving no role for supply shocks. This is unrealistic, as supply and cost-push shocks are also known to influence price setting. 2 1 Episodes of disinflation are identified based on an eight-quarter moving-average series of CPI inflation. An episode emerges whenever this series drops by more than two percentage points from its previous peak. Important assumptions in Ball's study are, first, that output is at its steady state level at the start of each disinflation episode, second, that output is again at trend four quarters after the end of a disinflation episode, and third, that there are no supply shocks. The totality of these assumptions may cast doubts on the generality of the results. 2 However, estimates of sacrifice ratios by various methods for Canada reported by Johnson and Gerlich (2002) shows that not explicitly allowing for supply shocks need not have severe consequences.
More generally, the output effects of disinflation may differ depending on the factors that cause the disinflation. For instance, the output effects of a reduction in inflation brought about through a series of negative cost-push shocks may be quite different compared to a situation where inflation is reduced through a reduction in aggregate demand. Since we focus on the output effects of a deliberate attempt by the policymaker to reduce inflation, a method that identifies the role that monetary policy plays is required. Our VAR method, which identifies the historical strategy the central banks have used in order to stabilize inflation, satisfies this requirement. Furthermore, our method does not suffer from the unavailability of test statistics associated with the more informal approaches.
Other studies in the VAR tradition have reported very large standard errors for the sacrifice ratio point estimates. Although the standard errors of our point estimates are large, they are lower than in related VAR-based studies we are aware of. From a technical perspective, the parameter richness of VAR models makes parameter uncertainty increase rapidly in the size of the model, in terms of lag length and the number of endogenous variables (Cecchetti and Rich, 1999) . Imprecise point estimates may also stem from imprecisely measured endogenous variables. For instance, potential output is rarely measured accurately. The finding of large standard errors should therefore not be surprising. In our view, the low degree of precision of the point estimates is more likely to reflect such technical factors than the averaging of sacrifice ratios that vary over time, due to time-varying policy credibility. In particular, it may be difficult to instantly and permanently improve policy credibility through the introduction of a new monetary regime. First, although subsequent changes may entail costs, any such bold decisions are known by the public to be reversible. Second, while the type of monetary regime may provide quite specific policy guidelines, the central banks will have some operational leeway. In particular, an inflation target can usually be fulfilled in several ways as regards the time-path of the short-term interest rate.
Theory: Expectations, credibility and nominal inertia
What mechanism gives rise to high sacrifice ratios? New Keynesian theory (e.g., Taylor, 1979; Calvo, 1983; Clarida et al., 1999) suggests that prices are set in a staggered manner and are fixed for a certain time period. In such a setting, price setters are concerned with how prices of competing goods are expected to develop -and thus of the future monetary policy stance. If it is costly to set a price that deviate from the prices of competing goods, firms are likely to change prices slowly in response to a given change in the monetary-policy stance (see Ball and Romer, 1990) . The degree of nominal inertia is thus a key determinant of the sacrifice ratio. However, since the future also matters, the price setters' expectation formation is a complementary factor. For instance, under rational expectations and assuming that monetary policy is expected to be contractive, also in the future, price-setters will conclude that, for a given degree of nominal inertia, the benefits from adjusting prices are large. In this setting overall nominal flexibility may be high and a contractive monetary-policy stance will impact relatively modestly on output. If rational expectations' formation plays a crucial role in price setting, the degree of policy credibility may influence the sacrifice ratio. In particular, Lucas (1972 Lucas ( , 1973 and Sargent and Wallace (1975) emphasized the role of credibility, paving the way for the controversial concept of costless disinflation within the New Classical framework.
3 Ball (1994b Ball ( , 1994c extends the discussion to the New Keynesian theory where price adjustment is costly and shows that the sacrifice ratio may even be negative given a perfectly credible disinflation. In the completely forward-looking model of Calvo (1983) , credible disinflation is achieved immediately without any loss/change in output. Under rational expectations and costly price adjustments, imperfect credibility is an essential ingredient in accounting for a positive sacrifice ratio.
Under non-rational expectations formation, e.g., adaptive expectations formation, inflation will tend to be structurally persistent. A contractive monetary policy stance will then have a smaller effect on prices and, consequently, a larger effect on output (see Ball, 1995) . 
The role of nominal inertia in an open economy model
This section serves to illustrate how nominal inertia produces a high sacrifice ratio and to present a plausible description of the monetary-policy transmission mechanism. The model presented is due to Ball (1999b) and assumes that price setters form expectations in a backward-looking manner. Thus, expectations about future policy (and thus credibility) play no direct role in the price setting. The exclusion of forward-looking components in this model allows us to focus on the role of price inertia in determining the sacrifice ratio. While inclusion of forward-looking elements would certainly make our illustrative exercise more complex, it is an open issue whether it would lead to enhanced understanding. Indeed, the empirical evidence of forward-looking components in pricing remains sparse and controversial (see Fuhrer, 1997) . Moreover, the purpose in this section is merely illustrative.
3 The effect of credibility, however, remains controversial. For instance, empirical evidence of a 'credibility bonus' from the introduction of inflation targeting regimes in several industrial countries during the 1990s was not found by Bernanke et al. (1999) , but was reportedly found by Corbo et al. (2001) . 4 Time series of inflation tend to be highly autocorrelated (Fuhrer and More, 1995; Piero, 2001; Driscoll and Holden, 2003) . This is, however, not a sufficient condition for a high sacrifice ratio. Inflation persistence may be due to other mechanisms than expectations formation. For instance, it may be the result of policy (policy-induced persistence) where policy has been pursued to accommodate inflation, or it may merely indicate the lack of a credible nominal anchor in the economy.
In any event, exclusion of forward-looking elements in the theoretical model does not imply any restrictions on our VAR models. Accordingly, the validity of the sacrifice ratio estimates presented in section 5 is not dependent on any particular view of how (rational) expectations and credibility may influence the sacrifice ratio.
Specifically, we consider a slightly modified version of the Ball (1999b) small open economy model, summarised by three equations:
y e e π π γ θ ε The model builds on Svensson (1997) and Ball (1999a) in the Neo Keynesian tradition.
Equation (1) is an open economy Phillips curve with an aggregate demand channel and an exchange rate cost channel. Prices are set with a one-period lag and there is complete structural inflation persistence. This equation can be derived from mark-up pricing and adaptive expectations in wage setting (see Leitemo, 2003 and Ball, 1999b) . Equation (2) is a dynamic IS-curve with output persistence. Hence, aggregate demand responds gradually, with a lag to changes in the interest rate and the exchange rate. Equation (3) is the real uncovered interest parity condition. 6 Financial market agents are assumed to form rational expectations.
A key element in the analysis is the parameter γ which can be interpreted as reflecting (inversely) the degree of nominal inertia in the model. If nominal inertia is high (i.e., if γ is low), output may deviate from the flexible-price level of output without affecting price inflation much, and vice versa. Moreover, if the economy is subject to a cost-push shock, the central bank must contract the economy more than otherwise in a situation with a high degree of nominal inertia. Hence, the degree of nominal inertia influences the short-run inflationoutput trade-off, and thus how much inflation variability we should expect for a given level of output variability.
The monetary transmission mechanism of the model can be illustrated by a temporary increase in the interest rate, which will reduce aggregate demand both by postponing consumption into the future and by producing an immediate exchange rate appreciation (making domestic goods more expensive relative to foreign goods). Through the uncovered interest rate parity condition, the exchange rate is relatively appreciated if the interest rate (differential) is expected to be positive in the future but is expected to depreciate at the rate of the current interest-rate differential. Thus, the interest rate affects the exchange rate both directly (through the current interest rate differential) and through an interest-rate expectations channel (e.g., through expected future interest rate differentials). The reduction in aggregate demand has a negative impact on inflation. In addition to this aggregate demand channel, inflation is affected directly by movements in the exchange rate through the exchange rate's influence on imported goods prices.
The above model leaves the interest rate as an exogenous variable. We assume that policy is conducted efficiently according to a targeting rule (see, e.g., Svensson, 1997) . Further, we assume that the objective of the central bank is to stabilize inflation and the output gap, i.e.,
where * π is the inflation target, δ is a discount factor and λ is the relative weight on output stabilization. The central bank is assumed not to possess commitment technology and minimizes the loss function under discretion subject to the model given by equations (1)-(3). Clarida et al. (1999) show that the optimal discretionary policy becomes a linear function of the state variables of the particular model considered. In the above model { the state variables and the optimal interest rate rule is therefore given by value. We believe that our current formulation of the exchange-rate process is more in line with theoretical research stressing the forward-looking nature of asset markets. 
where the φ s are functions of the coefficient in the model and the parameters in the loss function. 7 If policy is subject to unsystematic deviations from the optimal path (interest-rate shocks), the interest rate would follow a process
where t ξ is a white-noise interest-rate shock. It seems plausible that the nominal interest rate is set without error, in which case the real interest rate is affected by shocks to inflation. As the only forward-looking variable in the model, the real exchange rate is given by (assuming policy shocks)
where the ν 's are functions of the same determinants as the φ 's.
The model is too complicated to be solved analytically. We therefore need to seek numerical 7 An analytical derivation of the optimal discretionary policy in the current model is difficult due to the transmission lags in the model. However, we follow Söderlind (1999) in computing the optimal discretionary policy using numerical methods in the remainder of the paper.
Assuming that the shock happens at time 0 1 t = and that the monetary policy-maker is somewhat concerned with output stability, setting 0.5 λ =
, the expected development of the endogenous variables is given by figure 3.1. The central bank raises the real interest rate in response to the change in its inflation target, and the exchange rate appreciates immediately. The changes in both the interest rate and the exchange rate depress output in period 2. Due to the exchange rate appreciation, inflation falls in that period. The effect of the exchange rate on inflation in period 3, however, is offset by the reduction of aggregate demand. From period 2 onwards, the exchange rate appreciates from a relatively depreciated level due to a negative real interest rate. The output gap is gradually closed, and the inflation rate falls to hit the new target at the time when the output gap is completely closed (i.e., equals zero).
As noted above, the sacrifice ratio measures the cumulative output loss under disinflation, relative to potential output, formally: 
where 0 t denotes the start of the disinflation period, t E is the expectations operator conditional on information at time t, Y is actual production, and * Y is potential production.
.
In the applied theory model, the sacrifice ratio is a function of the model coefficients. At benchmark coefficient values it equals 2.3 per cent. Note however that if we ignore discounting, the sacrifice ratio will only be a function of the degree of nominal inertia (measured inversely by γ ). A permanent reduction in the inflation rate can only be achieved by a temporary reduction in output. Temporary real exchange rate movements only have a temporary effect on inflation. Hence, the parameter θ will not have any effect on the sacrifice ratio. Likewise, the parameters α , β and ρ only affect how the interest rate should be set in order to achieve a given path for inflation and output. Since the policymaker only has inflation and output objectives, these parameters will have no impact on the sacrifice ratio. the benefits of lower inflation in the future will be strongly discounted and dominated by the cost of immediately felt output movements. Hence, the policymaker will find it advantageous to spread the output loss so thinly over time that the main part of the output loss occurs far into the future where it is strongly discounted. The incentive to do so will increase in the degree of nominal inertia. Given sufficient discounting of future output losses, the sacrifice ratio may therefore fall at high and increasing nominal inertia.
Having established that the sacrifice ratio may serve as an indicator of the degree of nominal inertia, we may proxy the degree of nominal inertia implicitly by considering the sacrifice ratio in models where direct estimation of the degree of nominal inertia is cumbersome or impossible, for instance in VAR models. As mentioned above, the degree of nominal inertia is an important factor in determining the short-run inflation-output trade-off which is important in determining the optimal band width for the inflation rate under inflation targeting.
Empirical modeling
The vector autoregressive (VAR) models introduced by Sims (1970; 1980) We apply the same VAR framework for all six countries, with quarterly data. The endogenous variables are the logarithms of seasonally adjusted consumer price inflation ( π ), the output gap (y), the short-term nominal interest rate (i), and the change in the nominal effective exchange rate ( e ∆ ). We choose a lag length of six quarters, which seems reasonable in view of the sample length and the frequency of the data. The data is obtained from the Due to evidence of unit roots in the nominal exchange rate in our sample, this series was differenced once for all countries. 9 For further details, see appendix II.
As a measure of the output gap, we have used the difference between the actual output series and the Hodrick-Prescott detrended series of the logarithm of real GDP (with a standard 1600 penalty parameter for quarterly data). 10 We allow for a constant term in all equations. Further, the short-term interest rates of Germany and the Unites States, real output growth in the United States and the change in the dollar price of oil, are allowed as exogenous variables.
Initially all exogenous variables were included with a lag-length of six quarters.
Subsequently, the lag-length was gradually reduced until the last lag was significant at a 5 per cent level in one of the equations of the respective VAR. The models were identified based on the ordering of the variables: π , y, i, and e ∆ . Thus, whereas the exchange rate can be influenced contemporaneously by all other endogenous variables, contemporaneous exchange rate changes can only influence the other endogenous variables with a lag. Such an identification scheme is made in accordance with the theoretical model presented in the previous section. 11 There appears to be consensus that monetary policy influences the economy with a lag and that inflation is the slowest relevant variable to react (see Svensson, 1997) . By imposing this identification scheme on data, consistent with economic theory, we hope to obtain increased precision in our estimation.
All sample periods cover several monetary-policy regimes in which inflation stabilization has been pursue more or less directly and vigorously (e.g., exchange rate stabilization, monetary growth targeting etc.). Although the inflation targeting regimes are likely to be maintained, such variation can be expected also in the future, as the central banks may learn from previous policy experiences and as new governors with varying approaches to inflation targeting may be appointed. The estimated instrument reaction functions will represent a time-weighted average of the 'true' reaction functions over time. In view of the variations in policy over time, it is not likely to be precisely estimated. One possible way around this problem could be to restrict the sample period to that of explicit inflation targeting. This approach is unsatisfactory because our VAR modeling implies a high demand on data points to produce reasonably precise estimates (due to the high number of estimated coefficients) -even when the data-generating process remains constant. Attempts to restrict the sample periods to the available approximately one decade of 'inflation targeting data' (not reported) did not result in improved precision of point estimates and model parameters. Due to this result, and because monetary policy may change without explicit regime changes, we decided to stick to the longer sample periods. Thus, while we acknowledge the problem caused by nonconstancy of policy in the study, we see no easy way around this problem.
Model properties
The properties of the dynamic model may be studied through the response of a variable to a particular shock to the model. Since we focus on the effect of monetary policy on inflation, the shock to the short-term interest rate (the central banks' instrument) is of interest for the purpose of evaluating and providing a compact account of the properties of our models. 12 The responses to this shock will indicate the extent to which the models generate the expected effects, in view of economic theory, to changes in monetary policy. The effects on CPI inflation and output gaps of a one-percentage-point interest rate increase are shown in figure   4 .1.
Overall, and as expected in view of the predictions from the theoretical model, there is a (weak) tendency for the interest rate increase to reduce both the inflation rate and the output gap after some time. However, there are notable deviations from this pattern; the inflation rate tends to rise in Sweden and Switzerland, and the output gap tends to rise in Canada. Also, the confidence bands (± 2 standard errors of the point estimates) are quite wide.
First, consider the response of the inflation rate. This response is stronger in the United Kingdom than in the other countries and comparatively weaker in Canada and Sweden. In
Norway, Sweden and Switzerland, a short-lived initial increase in inflation appears in the first two years after the shock. In all countries, except for Canada and Sweden, there seems to be a persistent decline in the inflation rate from about year two and onwards.
Second, consider the output gap response. This response is mainly negative, as expected from the theoretical model. It is quite immediate in the Netherlands and comparatively large and persistent in the Netherlands and the United Kingdom, and, particularly, in Switzerland. The response is more short-lived and much smaller in Norway and Sweden. In Canada, the negative output response emerges much more slowly. The initial reaction is also an expansion and thus of the "wrong" sign. The United Kingdom after a shock to the interest rate, but fall below the initial level after about two years. They find an even stronger 'price puzzle' in models for Italy, Germany and France, where prices seem to increase both in the short and the long run after a shock to the interest rate. Similarly, Bagliano et al. (1999) find that prices in Germany are expected to rise in the long run after a positive shock to the interest rate, and Hubrich and Vlaar (2000) report that German inflation only falls in the first quarter after a contractionary monetary policy shock. However, Cushman and Zha's (1997) VAR study of the Canadian economy finds broader support for the theoretical proposition that prices falls after a monetary policy shock.
In conclusion, although the effects of interest rate shock in our VAR models may deviate from the theoretical predictions, the properties of our empirical models do not appear more puzzling than what is common in other VAR studies, where, in the words of Jacobsson et al.,
"… it seems hard to get empirical support even for the very reasonable idea that a contractionary monetary policy shock leads to lower inflation" (2002: 3). The current paper thus suffers from some of the same weaknesses as other VAR studies, though in our view, not seriously.
The policy experiment of disinflation
In this section we estimate the sacrifice ratios for Canada, Norway, the Netherlands, Sweden, Switzerland and the United Kingdom through simulation of the estimated VAR models.
We assume that the economy is in equilibrium at the start of the disinflation period, as is common in other empirical approaches to the sacrifice ratio. The monetary authority then wishes to reduce the inflation rate by one percentage point, to a level equal to the historical average rate of inflation. If the common assumption of long-run superneutrality of money holds, i.e. that monetary policy -in particular the choice of steady-state level of inflationhas no real effect in the long run, the historical average rate of inflation will work as well as any other inflation level as the new inflation target. Finally, we assume that the monetary policymaker uses the historical (identified) strategy to reduce inflation. Since policy is as in earlier periods, we would expect no change in the parameters of the VAR models. While this does in isolation make the analysis less vulnerable to the Lucas critique, it also implies an implicit assumption that the central bank's policy credibility is independent of the choice of steady-state inflation. We are therefore not able to analyze how the establishment of credibility for a new inflation target will affect the sacrifice ratio. Nonetheless, for the purpose of measuring the degree of nominal inertia (at the existing steady-state inflation level), this is not an important objection.
Since the variables are measured as deviations from their historical average (an estimate of the unconditional expectations), a change in the inflation target implies that the disinflationary experiment can be carried out by shocking the vector of state variables that are affected by the change in the unconditional expectations, as in the disinflationary experiment of section 3.2.
Since lagged interest rates appear as state variables in the VAR model, these variables will also need to be shocked. The unconditional expectations of the nominal interest rate are related to the unconditional inflation expectations through the Fisher identity, i.e. Ei Er E Er
where the operator E denotes unconditional expectations and we have used that the unconditional expectations are equal to the inflation target. Since the lag length is six quarters for all countries, the disinflation experiment is represented by shocking 0.01 reduced the cost of keeping inflation at the historically given average throughout the estimation period. This hypothesis appears to be weakened, however, by the observation that the Netherlands, which also has relied extensively on income policies, has the largest estimated sacrifice ratio of the sample countries.
Second, the standard errors of the sacrifice ratio point estimates are large, as in Cecchetti and Rich's (2001) VAR study for the United States. However, the magnitude of our confidence bands ranges from only 20 (Sweden) to 41 per cent (Switzerland) of those of Cecchetti and
Rich based on 4-dimensional VAR models. 13 Our increased precision compared to Cecchetti and Rich's study, is partly due to inclusion of 'exogenous' variables intended to proxy developments in the global economy. Inclusion of these variables results in a better statistical fit between our models and the data, but may of course also imply problems in the form of simultaneity biases. For instance, the United-States and sample countries variables might both reflect a third variable, say 'world' or 'industrialized-country' variables in which case the 'exogenous' variables would not be independent from the endogenous ones. For the relatively small countries of our sample, this problem may not be very serious. Between the sample countries, the problem may be more serious for a country of relatively large size and economic diversity, like the United Kingdom, than for a smaller country with less diversified production structures, such as Norway. The economies of the former kind of countries are likely to mimic global economic developments more closely than those of the latter kind.
Third, the sacrifice ratio estimates are reasonably similar across the six countries, with the possible exception of the Netherlands. The average individually estimated sacrifice ratio is 1.20 (0.73 excluding the Netherlands). Within our sample, the sacrifice ratio thus appears high for the Netherlands, a bit lower for Canada and quite low for the other four countries.
The finding of quite similar sacrifice ratios may indicate that the standard errors associated with the simulation of individual country estimates exaggerate the true uncertainty.
5.1
Comparing our results with sacrifice ratio estimates from some other studies , and Corbo et al. (2001) have estimated sacrifice ratios for the countries in our sample, and Johnson and Gerlich (2002) (2001), we find a considerably higher sacrifice ratio for the Netherlands than for the other countries of the sample.
Given that individual-country sacrifice ratio estimates are imprecise, we may be more confident with the average estimates across studies. Our average sacrifice ratio across sample countries of 1.20 does appear reasonable: It is lower than the one of Jordan (1997) of 2.62, but higher than the averages of and Corbo et al. (2001) of 0.93 and 0.59, respectively. Similarly, the average individual-country estimates across studies indicate similar relative sizes of our sacrifice ratio estimates and those of the other studies for the countries in our sample (except for Switzerland). In particular, the estimates for Norway and Sweden seem to indicate comparatively low sacrifice ratios, whereas those for Canada and the Netherlands seem to indicate comparatively high sacrifice ratios. This makes us more confident of our results.
Concluding remarks
In this paper, we have estimated sacrifice ratios for Canada, Norway, the Netherlands, Sweden, Switzerland and the United Kingdom. For this purpose, we use a methodology based on simulation of estimated VAR models in which the historical monetary policy is identified.
The sacrifice ratio is estimated under the historically identified policy, with given central bank credibility and reaction functions.
Our methodology makes the sacrifice ratio reflect the cost of deliberate disinflation policy in contrast to, e.g., the output cost of a series of negative cost-push shocks. Given that a low sacrifice ratio reflects, ceteris paribus, a favorable (or 'low') short-run inflation-output tradeoff, our results indicate that the monetary authorities of Norway and Sweden, and, to a lesser extent, of Switzerland and the United Kingdom, could be well advised to pursue relatively strict inflation targets, whereas the authorities of Canada, and, even more so, of the Netherlands, may find strict anti-inflation policies more costly in terms of output fluctuations.
Our relative individual-country sacrifice ratio estimates are of similar size compared to other studies. This strengthens the result that the sacrifice ratios wary across the sample countries and, ceteris paribus, that their monetary authorities could benefit from introducing countryspecific inflation-target bandwidths.
To the extent that introduction of inflation targeting regimes in the sample countries during the last decade has increased the credibility of low-inflation monetary policies, it is possible that our sacrifice ratio estimates are upwardly biased, in which case strict inflation-targeting may be pursued at even lower cost in terms of output variability. cent. We then change the parameters one by one, holding every thing else constant. The associated change in the sacrifice ratio of the model is plotted in the graph panel. This exercise demonstrates that variation in the parameter γ, measuring the relative weight on output stabilization, is by far the most important for the sacrifice ratio.
Appendix II. Data description
The data frequency is quarterly. For all series, we use logarithms. Because of evidence of unit roots in Augmented Dickey-Fuller tests, the nominal effective exchange rate series have been differenced once.
Consumer price inflation
For all countries, we rely on consumer prices, code Q…64ZF in the IFS database.
Interest rate
We use the following interest rates, with IFS catalogue codes in brackets: For Canada, the Overnight Money Market rate (Q…50BZF), for Germany, the Netherlands, Norway and Sweden the Overnight Call Money rate (Q…60BZF), for the United Kingdom the overnight interbank rate (Q…60BZF), and for the United States the federal funds rate (Q…60BZF).
GDP gap
For all countries (except Norway, where we use Mainland GDP, obtained from Statistics Norway), we use the real GDP series. The IFS catalogue codes are Q…BVR..ZF for all remaining countries except for Sweden, where the corresponding code is Q…BVP..ZF(?). To calculate the output gap, we apply the Hodrick-Prescott detrended measure, 1600 penalty parameter on the second derivative of the trend (as is standard with quarterly data).
Nominal effective exchange rate
For all countries, we use the nominal exchange rate series Q… AHXZF.
Oil price
We use the dollar price for Brent Blend, Q.11276AADZF.
