Abstract| The purpose of this note is to point out logical error in the proof of main result in the above paper and to give a counterexample to show the invalidity.
The proof of Theorem 1 in the above paper 2], proceeds as follows : Since condition i) of Theorem 1 ensures that of Lemma 1 holds, the authors then proceeded to show that the conditions of Theorem 1 imply condition ii) of Lemma 1. Thereby inferring that conditions of Theorem 1 imply conclusion of lemma 1. Herein lies the logical error since the authors also needed to prove the converse of the implication that conditions of Theorem 1 imply condition ii) of Lemma 1. We provide a counterexample to show that converse does not hold in general.
Counterexample Consider the following system, for some initial condition yo 2 IR ? f0g, _ y(t) = fc(t; y(t); y(t ? 2 )) ; y(to) = yo (1) where fc(t; y(t);y(t ? 2 )) = ( f(t) T(jy(t)j ? jy(t ? 2 )j; ) + g(t) ) y(t Notationally F (t ; x ) implies a union of sets F (t1; x1) for all t1 2 t , x1 2 x , that is, for jt1 ? tj , jx1 ? xj .
Proof of the Counterexample Before we delve into showing an existence of the function that would make y(t) unbounded, we investigate system response of the discontinuous version of (1) . By doing so we illuminate the unbounded property of (1), we then show an existence of a function which retains this property.
Consider the following discontinuous right-hand side system version of (1) Recognize that (4) can be written as follows
2 )j (6) For the subsequent part of the proof we take yo > 0 and to = 0 without loss of generality. Notice that x(t) x(0) 8 t 2 ? 2 ; 0] so we start with solution of (6). The switch to solution of (5) occurs at t = 2 since x( 2 ) = x(0)e ?0:05 2 +0:25 sin(2 2 ) = x(0):
so the switch is well-de ned. Next switching occurrence, at t = ts, satis es . . .
where n is some nonnegative integer. Furthermore x(t) < x(n ) 8 t 2 (n + 1 2 ) ; (n + 1) )
since _ x(t) > 0 within this time segment. We now proceed onto incorporating the behavior of system (4) by letting x(n ) be equal to y(n ) then running the two systems, (1 and 4) in forward time till (n+1) . Using the system response x(t) within this typical time section, namely n ; (n + 1) ], we will show two properties of y(t) that would a rm that y(t) is unbounded.
Since continuity of a function implies its upper semicontinuity we thus let F (t; y) = fc(t; y(t); y(t ? 2 )). Similarly let F (t; x) be f d (t; x(t); x(t ? 2 )). De ning = maxfjy(t)j; jy(t ? 2 )jg and assigning a = n ; b = (n + 1) with t o = to; to = n ; yo = y(n ) and xo = yo then we assert, by invoking Theorem 2, an existence of = ( ) > 0 such that solution of (1) exists for n < t < (n + 1) and furthermore max jy(t) ? x(t)j < :
Notice the inclusion
is satis ed because ( f(t) T( jx(t)j ? jx(t ? 2 )j ; ) + g(t) ) x(t) (f(t) sgn( jx(t)j ? jx(t ? 2 )j] (1+ ) ) + g(t) ) x(t) (f(t) sgn( jx(t)j ? jx(t ? 2 )j ) + g(t) ) x (t) F (t ; x (t); x (t ? 2 )) coF (t ; x (t); x (t ? 2 ))] .
Next, with the system (1) as de ned above, we prove the two properties satis ed by y(t) namely y(t) < y((n + 1) ) 8 t 2 (n + 1 2 ) ; (n + 1) ) so that y(t) is well-de ned (i.e no occurrence of shattering and/or such complications) during the next time section of (n+ 1) ; (n + 2) ]. y(t) is unbounded.
We begin by con ning t 2 n ; (n + 1) ] for some nonnegative integer n and noticing that the value of the only local maxima of h(t) within n ; (n+1) ]. By introducing ( ) into T (:) of (1) ( jx(t)j )
The last inequality (denoted hereafter as the`error bound') will be of importance in the forthcoming analysis. Immediately aftert = 2 ; y(t) goes through the transition from _ y(t) < 0 to _ y(t) > 0 and thereafter _ y(t) remains positive till t = . Let te be such thatte > 2 (takingte = te ? n ) and y(te) = y(n + 2 ). Inorder to have y(t) satisfy (7) Using system (1) of the above counterexample there is a continuous function V : to ? 2 ; 1) IR 7 ?! IR 0 V (t; y(t)) = e ?0:5 sin(2t) y 2 (t); such that u(jy(t)j) V (t; y(t)) v(jy(t)j) ; y(t) 2 IR if jy(t)j > jy(t ? 2 )j, t to then _ V (t; y(t)) ?w(jy(t)j).
In conclusion we have a continuous right-hand side] system (1) which satis es all the hypothesis of Theorem 1 in 2] however the conclusion of the above counterexample contradicts with that of Theorem 1. Thereby rendering Theorem 1 as invalid.
