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ON THE SCHRO¨DINGER-POISSON-SLATER SYSTEM:
BEHAVIOR OF MINIMIZERS, RADIAL AND NONRADIAL
CASES
DAVID RUIZ
Abstract. This paper is motivated by the study of a version of the
so-called Schro¨dinger-Poisson-Slater problem:
−∆u+ ωu+ λ
„
u
2
⋆
1
|x|
«
u = |u|p−2u,
where u ∈ H1(R3). We are concerned mostly with p ∈ (2, 3). The
behavior of radial minimizers motivates the study of the static case
ω = 0. Among other things, we obtain a general lower bound for the
Coulomb energy, that could be useful in other frameworks. The radial
and nonradial cases turn out to yield essentially different situations.
1. Introduction
Our starting point is the system of Hartree-Fock equations:
(1)
−∆ψk+(V (x)−Ek)ψk+ψk(x)
∫
R3
|ρ(y)|2
|x− y| dy−
N∑
j=1
ψj(x)
∫
R3
ψj(y)ψk(y)
|x− y| dy = 0,
where ψk : R
3 → C form an orthogonal set in H1, ρ = 1N
∑N
j=1 |ψj |2, V (x)
is an exterior potential and Ek ∈ R. This system appeared in Quantum
Mechanics in the study of a system of N particles. With respect to the
Hartree equations, it has the advantage of being consistent with the Pauli
exclusion principle.
In (1), the last term is usually called the exchange term, and is the most
difficult term to be treated. A very simple approximation of this term was
given by Slater [27] in the form:
N∑
j=1
ψj
∫
R3
ψj(y)ψk(y)
|x− y| dy ∼ Csρ
1/3ψk,
where Cs is a positive constant.
Key words and phrases. Schro¨dinger-Poisson-Slater equation, Coulomb energy.
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By a mean field approximation, the local density ρ can be estimated as
ρ = |u|2, where u is a solution of the problem:
−∆u(x) + V (x)u(x) +Bu(x)
∫
R3
|u(y)|2
|x− y| dy = C|u(x)|
2/3u(x).
This system receives the name of Schro¨dinger-Poisson-Slater system (see
[3, 4, 5, 22]).
In this paper we are interested in the following version of the Schro¨dinger-
Poisson-Slater problem:
(2) −∆u+ u+ λ
(
u2 ⋆
1
|x|
)
u = |u|p−2u,
where λ > 0. We are concerned with the case p ∈ (2, 3), and we mainly
consider positive solutions. The case p ≥ 3 is different and has been studied
in [2, 18, 25].
In recent years problem (2) has been object of intensive research, see
[2, 11, 12, 13, 14, 17, 18, 19, 23, 24, 25, 26, 31]. We point out that (2)
presents a combination of repulsive forces (given by the nonlocal term) and
attractive forces (given by the power term). As we shall see, the interaction
between them gives rise to non expected situations.
The associated energy functional is Iλ : H
1(R3)→ R,
Iλ(u) =
1
2
∫
R3
(|∇u|2 + u2) dx+ λ
4
∫
R3
∫
R3
u2(x)u2(y)
|x− y| dx dy −
1
p
∫
R3
|u|p dx.
The original motivation of this paper is the following. In [25] it is shown
that Iλ|H1r is bounded below for any positive value of λ, where H1r denotes
the Sobolev space of radial functions. Moreover, when λ is small, there exist
nontrivial radial minimizers that blow up as λ→ 0.
One could ask how is the profile of those solutions as λ→ 0. A partial an-
swer is given in [13, 24]. In those papers, by using a perturbation technique,
solutions of (2) with a certain behavior are found (for λ small). Moreover,
those solutions correspond to local minima of Iλ|H1r and their energy tend
to −∞ as λ → 0, so it is quite reasonable to think that those solutions
correspond to global minima. However, those solutions are provided only if
p < 18/7. This exponent appears also in more recent work on concentration
on spheres, see [17].
At this point, some natural questions arise: what is the meaning of the
value p = 18/7? How do minimizers behave if p ∈ (18/7, 3)? Observe that
the most important case in applications, p = 8/3, belongs to this interval.
In this paper we find answers to both questions.
By making the change of variables v(x) = ε
2
p−2u(εx), ε = λ
p−2
4(3−p) , we
arrive to the problem:
(3) −∆v + ε2v +
(
v2 ⋆
1
|x|
)
v = |v|p−2v.
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This motivates the study of the limit problem:
(4) −∆v +
(
v2 ⋆
1
|x|
)
v = |v|p−2v.
Problem (4) can be thought of as a zero mass problem (see [7]), but under
the action of a nonlocal term. To start with, H1(R3) is not the right space
to study it. It seems quite clear that the right space should be:
E = E(R3) = {u ∈ D1,2(R3) :
∫
R3
∫
R3
u2(x)u2(y)
|x− y| dx dy < +∞}.
The double integral expression is the so-called Coulomb energy of the wave,
and has been very studied, see for instance [20]. In other words, E(R3) is the
space of functions in D1,2(R3) such that the Coulomb energy of the charge
is finite. We also denote Er = E(R
3) the subspace of radial functions.
One of the main goals of this paper is the following general inequality:
Theorem 1.1. Given α > 1/2, there exists c = c(α) > 0 such that for any
u : RN → R measurable function, we have:
(5)
∫
RN
∫
RN
u2(x)u2(y)
|x− y|N−2 dx dy ≥ c
(∫
RN
u(x)2
|x|N−22 (1 + |log |x||)α
dx
)2
.
In particular, E ⊂ L2(R3, |x|− 12 (1 + |log |x||)−α dx) continuously.
We are not aware of any lower bound for the Coulomb energy in this fash-
ion. We think that this inequality can be very useful in other frameworks,
such as the Hartree equation or the Thomas-Fermi-Von Weizsa¨cker model
(see [8, 9]). We also show that Theorem 1.1 is “almost sharp”: in the right
term, the exponent N−22 is optimal and a logarithmic factor is needed, see
Remark 3.3.
By combining inequality (5) with the results of [29, 30], we obtain the
following result, that shows the significance of the exponent 18/7 in the
radial case.
Theorem 1.2. Er(R
3) ⊂ Lp(R3) continuously for p ∈ (187 , 6], and the inclu-
sion is compact for p ∈ (187 , 6). Moreover, Er(R3) is not included in Lp(R3)
for p < 187 or p > 6.
With this result in hand, we obtain that for p ∈ (187 , 6], the functional
J : Er → R,
J(v) =
1
2
∫
R3
|∇v|2 dx+ 1
4
∫
R3
∫
R3
v2(x)v2(y)
|x− y| dx dy −
1
p
∫
R3
|v|p dx,
is well-defined, C1, and its critical points correspond to solutions of (4).
Moreover:
Theorem 1.3. For any p ∈ (18/7, 3), J is coercive and weak lower semi-
continuous. Therefore, it attains its infimum, which is negative. As a con-
sequence, (4) has a positive solution in E.
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We do not think that the above solution belongs to L2(R3), so it does not
correspond to a real physical situation. However, it can be used to describe
the asymptotic behavior of the minimizers of Iλ:
Theorem 1.4. Suppose that p ∈ (18/7, 3) and let uλ be a minimizer of
Iλ|H1r . Then, as λ→ 0,
uλ = ε
− 2
p−2 vε
(x
ε
)
,
where ε = λ
p−2
4(3−p) and d(vε,K)→ 0. Here K ⊂ E is the set of minimizers:
K = {v ∈ E : J(v) = minJ},
and d(v,K) = inf{‖v − w‖E : w ∈ K}. In particular, given λn → 0, we
have that εn → 0 and vεn → v in E (up to a subsequence) where v is a
minimizer of J .
We point out that, as λ → 0, radial minimizers behave differently de-
pending on p. For p > 18/7 minimizers tend to concentrate around zero
and blow up in L∞ norm. On the other hand, for p < 18/7, it is reasonable
to think that the solutions given in [13, 24] are minimizers; those solutions
spread out and are bounded in L∞(R3).
So far, we have always considered the radial case. The last section of the
paper is devoted to investigate the nonradial case. We point out that the
situation in both cases turns out to be very different.
To start with, we have the following result (to be compared with Theorem
1.2):
Theorem 1.5. E(R3) ⊂ Lp(R3) for any p ∈ [3, 6), and the inclusion does
not hold for p < 3.
Moreover, from [25] we know that if p ∈ (2, 3), Iλ|H1r is always bounded
below and attains its infimum. It is also easy to prove that the map λ 7→
inf Iλ|H1r is continuous and tends to −∞ as λ→ 0. However:
Theorem 1.6. If p ∈ (2, 3), there exists λ0 > 0 such that inf Iλ=0 for
λ ≥ λ0 and inf Iλ = −∞ for λ < λ0.
As we see, the nonlocal term leads to different situations in the radial and
nonradial cases. In order to study in depth this phenomenon, we consider
the problem in a ball:
(6)
−∆u+ u+ λ
(
u2 ⋆ 1|x|
)
u = |u|p−2u, in B(0, R)
u(x) = 0 in ∂B(0, R).
In the following theorem we obtain a result of breaking of symmetry of
minimizers:
Theorem 1.7. Suppose that either:
(1) p ∈ (2, 3), λ ∈ (0, λ0) and R large enough,
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or
(2) p ∈ (18/7, 3), λ small.
Then, inf Iλ|H10 (B(0,R)) is attained at a nonradial function.
Observe that here the well-known Gidas-Ni-Nirenberg result ([15]) does
not hold (because of the nonlocal term). Nonradial ground states have
been found in other frameworks previously, like in the He´non equation, see
[28]. However, observe that in our case it is a free minimizer of the energy
functional, not a minimizer under a certain constraint. In particular, it is
an orbitally stable solution in the sense of [10] (see also Remark 5.3).
The paper is organized as follows. In Section 2 we establish some notations
and we present a preliminary study of the space E. In Section 3 we prove
Theorem 1.1, which provides us with a general inequality that will be used
in the following section. Section 4 is devoted to the radial case; we prove
Theorems 1.2, 1.3, and 1.4. In Section 5 we deal with the nonradial case,
and prove Theorems 1.5, 1.6 and 1.7.
2. Preliminaries
In this section we establish some notation that will be used throughout
the paper. We also define the space E and study some basic properties of
it.
We will use the following common notations:
• C∞0 (RN ) is the set of C∞ functions with compact support.
• H1(R3) = {u ∈ L2(R3) : |∇u| ∈ L2(R3)} is the usual Sobolev space,
and ‖ · ‖H1 denotes its norm.
• D1,2(RN ) = {u ∈ L 2NN−2 (RN ) : |∇u| ∈ L2(RN )}, with the usual
norm ‖u‖D = ‖∇u‖L2 .
• Given any Ω ⊂ RN a smooth domain, we denote by H10 (Ω) as the
completion of C∞0 (Ω) with the ‖ · ‖H1 norm.
• We write C∞0,r(RN ), H1r (RN ), D1,2r (RN ), H10,r(B(0, R)) to denote the
corresponding subspaces of radial functions.
Definition 2.1. We define the space E:
E = E(RN ) = {u ∈ D1,2(RN ) :
∫
RN
∫
RN
u2(x)u2(y)
|x− y|N−2 dx dy < +∞}
That is, E(RN ) is the space of functions in D1,2(RN ) such that the Coulomb
energy of the charge is finite. We denote by Er = Er(R
N ) to the subspace
of radial functions.
We begin by studying some elementary properties of E:
Proposition 2.2. Let us define, for any u ∈ E,
‖u‖E =
(∫
RN
|∇u(x)|2 dx+
(∫
RN
∫
RN
u2(x)u2(y)
|x− y|N−2 dx dy
)1/2)1/2
.
6 DAVID RUIZ
Then, ‖ · ‖E is a norm, and (E, ‖ · ‖E) is a uniformly convex Banach space.
Moreover, C∞0 (R
N ) is dense in E, and also C∞0,r(R
N ) is dense in Er.
Proof. We will need the following general result, that must be well-known.
Its proof is elementary and will be skipped.
Lemma 2.3. Let X be a vectorial space, p, q two uniformly convex norms
on X, and ‖x‖ =
√
p(x)2 + q(x)2. Then ‖ · ‖ is also a uniformly convex
norm.
As usually, (see [8, 9, 20]), let us define
D(f, g) =
∫
RN
∫
RN
f(x)g(y)
|x− y|N−2 dx dy.
The inequality D(f, g)2 ≤ D(f, f)D(g, g) is well-known, see [20], page 214.
We now show that ‖ · ‖E is a uniformly convex norm. By Lemma 2.3, it
suffices to deal with T (u) = D(u2, u2)1/4. First, we show that it satisfies the
triangular inequality. Actually,
D((u+v)2, (u+v)2) = D(u2, u2)+D(v2, v2)+4D(u2, uv)+4D(v2, uv)+4D(uv, uv)+2D(u2 , v2).
We now estimate:
D(u2, v2) ≤
√
D(u2, u2)D(v2, v2).
In the next computation, we just use Ho¨lder inequality:
D(uv, uv) =
∫
RN
∫
RN
u(x)v(x)u(y)v(y)
|x− y|N−2 dx dy ≤
√
D(u2, u2)D(v2, v2).
Moreover:
D(u2, uv) ≤ (D(u2, u2)D(uv, uv))1/2 ≤
(
D(u2, u2)
√
D(u2, u2)D(v2, v2)
)1/2
.
An analogous estimate works for D(v2, uv). Putting all estimates together,
we obtain T (u+ v) ≤ T (u) + T (v).
With respect to uniform convexity, we can argue as before to obtain the
following inequality: for any u, v ∈ E,
T
(
u+ v
2
)4
+ T
(
u− v
2
)4
≤ T (u)
4 + T (v)4
2
.
This readily implies that T is uniformly convex.
In order to show that E is a Banach space take a Cauchy sequence un in
E. Clearly, un is a Cauchy sequence in D
1,2; we now show that un(x)un(y)
|x−y|N−22
is
also a Cauchy sequence in L2(R2N ). Indeed:∫
RN
∫
RN
(u(x)u(y) − v(x)v(y))2
|x− y|N−2 dx dy =∫
RN
∫
RN
(u(x)u(y) − u(x)v(y) + u(x)v(y)− v(x)v(y))2
|x− y|N−2 dx dy ≤
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2
∫
RN
∫
RN
u(x)2(u(y) − v(y))2 + v(y)2(u(x)− v(x))2
|x− y|N−2 dx dy =
2
∫
RN
∫
RN
(u(x)2 + v(x)2)(u(y) − v(y))2
|x− y|N−2 dx dy = 2D(u
2 + v2, (u− v)2) ≤
2
√
D(u2 + v2, u2 + v2)D((u− v)2, (u− v)2).
So, un → u in D1,2 and un(x)un(y)
|x−y|N−22
→ ψ(x, y) in L2. Passing to a sub-
sequence and by uniqueness of pointwise convergence we conclude that
u(x)u(y)
|x−y|N−22
= ψ(x, y).
Finally, observe that C∞0 (R
N ) is dense inH1(RN ), and hence C∞0 (RN )
E ⊃
H1(RN ). So, it suffices to show that H1(RN ) is dense. Take u ∈ E, and
choose ξ ∈ C∞0,r(RN ), ξ(x) = 1 for x ∈ B(0, 1). It follows easily that
un(x) = ξ(
x
n )u(x) belongs to H
1(RN ) and un → u in E.
Analogously we can argue for the radial case.

Let us define φu =
1
4pi|x|N−2 ⋆ u
2; then, u ∈ E if and only if both u and φu
belong to D1,2(RN ). In such case, −∆φu = u2 in a weak sense, and∫
RN
|∇φu(x)|2 dx =
∫
RN
φu(x)u(x)
2 dx =
∫
RN
∫
RN
u2(x)u2(y)
4π|x− y|N−2 dx dy.
Proposition 2.4. Given a sequence {un} in E, un ⇀ u in E if and only
if un ⇀ u in D
1,2 and
∫
RN
∫
RN
u2n(x)u
2
n(y)
|x−y|N−2 dx dy is bounded. In such case,
φn ⇀ φu in D
1,2, where φn = φun .
Proof. Clearly, the implication to the right is obvious. Suppose now that
un ⇀ u in D
1,2(RN ) and
∫
RN
∫
RN
u2n(x)u
2
n(y)
|x−y|N−2 dx dy is bounded. In particular,
‖un‖E is bounded.
Suppose, reasoning by contradiction, that un does not converge weakly
to u in E. So, there exists a neighborhood of u in the weak topology and
a subsequence (still denoted by un) such that un /∈ V . Being E uniformly
convex, it is reflexive (see [6], Theorem III.29), and hence un ⇀ v in E (up
to another subsequence) for some v ∈ E. But this implies that un ⇀ v in
D1,2(RN ), and by uniqueness, v = u. This contradicts un /∈ V .
In order to prove that φn ⇀ φu in D
1,2, observe that φn is bounded in
D1,2(RN ), and therefore φn ⇀ φ in D
1,2 for some φ (up to a subsequence
but, again, this suffices).
Take any ρ ∈ C∞0 (RN ) and compute:∫
RN
∇φ · ∇ρ←
∫
RN
∇φn · ∇ρ =
∫
RN
u2nρ→
∫
RN
u2ρ.
The last convergence follows from the fact that (un)|K → u|K strongly in
L2 for any compact set K. Hence, −∆φ = u2, that is, φ = φu. 
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3. A lower bound of the Coulomb energy
In this section we study some bounds of the Coulomb energy, that will
be of use later on. In particular, we prove Theorem 1.1, in which a lower
bound of the Coulomb energy is given.
First, by using Hardy-Littlewood-Sobolev inequality (see [20], page 98),
we have the following bound on the Coulomb energy:
(7)
∫
RN
∫
RN
u2(x)u2(y)
|x− y|N−2 dx dy ≤ C‖u‖
4
L
4N
N+2
.
In particular, we have that D1,2(RN ) ∩ L 4NN+2 (RN ) ⊂ E(RN ) continuously.
Let us consider now Er(R
N ) the subspace of E of radially symmetric
functions. In such case, also φu is a radial function. For this subspace, we
obtain another upper bound:
‖φu‖2D =
∫
RN
|∇φu(x)|2 dx =
∫
RN
φu(x)u(x)
2 dx ≤ C‖φu‖D
∫
RN
u(x)2|x|−N−22 dx⇒
(8)
∫
RN
∫
RN
u2(x)u2(y)
|x− y|N−2 dx dy ≤ C
(∫
RN
u(x)2|x|−N−22 dx
)2
.
In the estimates above we have used the point-wise estimate:
v(x) ≤ C‖v‖D|x|−
N−2
2 ∀ x 6= 0,
for some C > 0 and for every v ∈ D1,2r (RN ). This estimate appears in [7]
(page 340) for |x| > 1, but a rescaling argument implies its validity for any
x 6= 0. Therefore, we have that D1,2r (RN ) ∩ L2(RN , |x|−N−22 dx) ⊂ Er.
We point out that estimate (8) does not hold if u is not radial, as one can
easily check by making use of translations.
Both (7) and (8) are upper bounds of the Coulomb energy, which provide
us with sufficient conditions for u to belong to E. In this section we prove
Theorem 1.1 which provides us with a necessary condition, that is, a lower
bound. As far as we know, no lower bound of the Coulomb energy has been
given in the literature so far.
The main result of this section is the following:
Theorem 3.1. Let q > 0, α > 1/2. Then there exists c = c(q, α) > 0 such
that for any f : RN → [0,+∞) measurable, we have:
∫
RN
∫
RN
f(x)f(y)
|x− y|q dx dy ≥ c
(∫
RN
f(x)
|x| q2 (1 + |log |x||)α
dx
)2
.
Observe that Theorem 1.1 follows trivially from the above result.
Proof. We begin by estimating:
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∫
RN
∫
RN
f(x)f(y)
|x− y|q dx dy ≥
∫
RN
∫
|y|<2|x|<4|y|
f(x)f(y)
|x|q/2|y|q/2
|x|q/2|y|q/2
|x− y|q dx dy ≥
c(q)
∫
RN
∫
|y|<2|x|<4|y|
f(x)f(y)
|x|q/2|y|q/2 dx dy =
c(q)
∫ +∞
s=0
∫ 2s
r=s/2
(
1
rq/2
∫
|x|=r
f(x) dσx
)(
1
sq/2
∫
|y|=s
f(y) dσy
)
dr ds.
The rest of the proof is based on the following lemma:
Lemma 3.2. Let α > 1/2; then, there exists c = c(α) > 0 such that for any
h : (0,+∞)→ (0,+∞) measurable function, there holds:∫ +∞
s=0
∫ 2s
r=s/2
h(r)(1 + | log r|)αh(s)(1 + | log s|)α dr ds ≥ c
(∫ +∞
0
h(r) dr
)2
.
Indeed, we can define:
h(r) =
1
rq/2(1 + | log r|)α
∫
|x|=r
f(x) dσx.
We now apply the previous lemma and finish the proof of Theorem 3.1.
In order to prove the lemma, the following inequality will be of use: for
any two sequences of nonnegative numbers {an}, {bn} (n ∈ Z), we have:(
+∞∑
n=−∞
an
)2
≤
(
+∞∑
n=−∞
1
bn
)(
+∞∑
n=−∞
bna
2
n.
)
This inequality is quite well-known, but we show briefly the proof for con-
venience of the reader. Below we use the inequality ab ≤ 12 (γa2 + γ−1b2):
 ∑
|n|≤K
an


2
=
∑
|n|≤K
∑
|m|≤K
anam ≤ 1
2
∑
|n|≤K
∑
|m|≤K
bn
bm
a2n +
bm
bn
a2m =
∑
|n|≤K
∑
|m|≤K
bn
bm
a2n =

 ∑
|n|≤K
1
bn



 ∑
|n|≤K
bna
2
n

 .
Take K → +∞ and we are done.
Let us take bn = (1 + |n|)2α and an =
∫ 2n+1
2n
h(r) dr. Then:
(∫ +∞
0
h(r) dr
)2
=
(
+∞∑
n=−∞
an
)2
≤ C(α)
+∞∑
n=−∞
(1 + |n|)2αa2n =
C(α)
+∞∑
n=−∞
(
(1 + |n|)α
∫ 2n+1
2n
h(r) dr
)2
=
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C(α)
+∞∑
n=−∞
(
(1 + |n|)α
∫ 2n+1
2n
h(r) dr
)(
(1 + |n|)α
∫ 2n+1
2n
h(s) ds
)
.
Now, for n ≥ 0, we have that r > 2n, hence n < log2 r = log2(e) log r, so
1 + n ≤ C(1 + log r).
Moreover, if n < 0, we estimate 2n+1 > r ⇒ 0 ≥ n + 1 > log2 r =
log2(e) log r. We take absolute values and obtain that |n|−1 < log2 e| log r|,
so 1 + |n| ≤ C(1 + | log r|). Analogously, 1 + |n| ≤ C(1 + | log s|) in any
integral term above.
Hence:
+∞∑
n=−∞
(
(1 + |n|)α
∫ 2n+1
2n
h(r) dr
)(
(1 + |n|)α
∫ 2n+1
2n
h(s) ds
)
≤
C
+∞∑
n=−∞
∫ 2n+1
2n
∫ 2n+1
2n
h(r)(1 + | log r|)α h(s)(1 + | log s|)α dr ds ≤
C
∫ +∞
s=0
∫ 2s
s/2
h(r)(1 + | log r|)αh(s)(1 + | log s|)α drds.

Remark 3.3. Observe that in (5) the exponent N−22 is the same as in
inequality (8) for radial functions. With respect to the logarithmic term, we
do not know whether inequality (5) holds for some smaller value of α or
not. However, we show now that (5) does not hold if α < N−22N . Indeed, by
combining (7) with the thesis of Theorem 1.1, we conclude the inclusion:
(9) L
4N
N+2 (RN ) ⊂ L2(RN , |x|−N−22 (1 + |log |x||)−α dx).
Actually one can check that inclusion directly by using Ho¨lder inequality if
α > N−22N . But (9) is false for α <
N−2
2N , as one can easily check by using
the function:
f(x) =
1
|x|N+24 (1 + |log |x||)β
,
where N+24N < β ≤ 1−α2 . Hence, the thesis of Theorem 1.1 does not hold with
α < N−22N .
Observe that the previous argument implies that Lemma 3.2 is not true
for any α < 1/2. Indeed, if α < 1/2, we can always choose N large enough
so that α < N−22N . Observe now that Lemma 3.2 would imply (5), which is
false by the previous argument.
Remark 3.4. By using translations, we can obtain the following general-
ization of Theorem 3.1:
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Let q > 0, α > 1/2. Then there exists c = c(q, α) > 0 such that for any
f : RN → [0,+∞) measurable and any z ∈ RN , we have:∫
RN
∫
RN
f(x)f(y)
|x− y|q dx dy ≥ c
(∫
RN
f(x)
|x− z| q2 (1 + |log |x− z||)α
dx
)2
.
4. The radial case
From now on we will restrict ourselves to the case N = 3, since this is the
most interesting case in applications. In this section we are concerned with
the radial case, and we will prove Theorems 1.2, 1.3 and 1.4.
First of all, if u is a radial function, φu is also radial, and can be written
as (see [13, 24]):
φu(r) =
1
r
∫ +∞
0
u2(s)smin{r, s} ds.
Therefore,
‖φu‖2D =
∫
R3
φu(|x|)u2(|x|) dx = 4π
∫ +∞
0
∫ +∞
0
u2(r)u2(s)rsmin{r, s} dr ds.
Proof of Theorem 1.2. Take any γ > 12 , and define V (x) = (1 + |x|)−γ .
Following [29, 30], let us define:
H1r (R
3, V ) := D1,2r (R
3) ∩ L2(R3, V (x) dx).
In that space we consider the norm ‖u‖2HV =
∫
R3
|∇u(x)|2 + V (x)u2(x) dx.
By Theorem 1.1 we obtain Er(R
3) ⊂ H1r (R3, V ). The spaces of radial
functions H1r (R
N , V ) have been studied in [29, 30]: there it is proved that
H1r (R
3, V ) ⊂ Lp(R3) for p ∈
[
2(4 + γ)
4− γ , 6
]
with continuous inclusion. Observe now that fixed p > 187 , we can take
γ > 12 such that p =
2(4+γ)
4−γ .
We can now prove the compact inclusions as usually, combining the con-
tinuous inclusions with asymptotic estimates. Fix p ∈ (187 , 6) and assume,
without loss of generality, that un ⇀ 0 in E. In particular, un ⇀ 0 in D
1,2
and un ⇀ 0 in L
q for every q ∈ (187 , 6].
We have the asymptotic estimate |un(x)| ≤ C‖un‖D|x|−1/2 ≤ C ′|x|−1/2
(actually, a better estimate can be given, see [29, 30]). Choose δ > 0 such
that p− δ > 187 . We have:∫
B(0,R)c
upn =
∫
B(0,R)c
uδnu
p−δ
n ≤ CR−δ/2
∫
RN
up−δn ≤ C ′R−δ/2.
So, given ε > 0, we can choose R > 0 such that
∫
B(0,R)c u
p
n < ε for every
n ∈ N. On the other hand, un → 0 in Lp(B(0, R)), and this finishes the
proof of compactness.
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By using dilatations, it is easy to see that E is not included in Lp(R3) for
p > 6. In order to deal with the case p < 18/7, we prove the following
Claim: Given p < 18/7, M > 0, T > 0, there exists a function u ∈ E
with compact support such that ‖u‖E ≤ 1 , u = 0 in B(0,M),
∫
R3
|u|p > T .
Indeed, for any ε ∈ (0, 1) define R = ε−8/7, S = ε−2/7 and:
uε(r) =
{
0 if |r −R| ≥ S,
ε S−|r−R|S if |r −R| < S.
We compute the norm of uε in E:∫ +∞
0
u′(r)2r2 dr ≤
∫ R+S
R−S
ε2
S2
(R + S)2 dr = 2
ε2
S
(2R)2 ≤ 8,
∫ +∞
0
∫ +∞
0
u2(r)u2(s)rsmin{r, s} dr ds ≤
∫ R+S
R−S
∫ R+S
R−S
ε4(R+ S)3 dr ds ≤ 4S2ε4(2R)3 ≤ 32.
Moreover: ∫ +∞
0
u(r)pr2 dr ≥
∫ R+S/2
R−S/2
(ε
2
)p
(R − S/2)2 dr ≥
S
(ε
2
)p
(R/2)2 =
1
2p+2
εpSR2 =
1
2p+2
εp−
18
7 .
Hence, the claim follows by taking ε small enough (and dividing by a
convenient constant).
Observe that the above claim readily implies that there is no continuous
inclusion E ⊂ Lp(R3) for p < 187 . We now show briefly that there is no
inclusion at all, continuous or not. By the above claim, we can construct a
sequence un such that ‖un‖E ≤ 2−n,
∫
R3
|un(x)|p dx = 1 and with disjoint
support. Observe that v =
∑+∞
n=1 un ∈ E and ‖v‖E ≤ 1. Moreover, since un
have disjoint support, we have:∫
R3
|v(x)|p dx =
+∞∑
n=1
∫
R3
|un(x)|p dx = +∞.

Remark 4.1. We conjecture that E is not included in L18/7(R3).
Proof of Theorem 1.3. By Theorem 1.2, J is well-defined, and it can be
checked that J is C1 and that:
J ′(u)(v) =
∫
R3
∇u · ∇v dx+
∫
R3
∫
R3
u2(x)u(y)v(y)
|x− y| dx dy −
∫
R3
|u|p−2uv.
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Take u ∈ E, and define:
M(u) =
∫
R3
|∇u|2 dx+
∫
R3
∫
R3
u2(x)u2(y)
|x− y| dx dy.
Define λ = M(u)−1/3, and v(x) = λ2u(λx). Observe that: M(v) =
λ3M(u) = 1, so, ‖v‖E ≤
√
2. By Theorem 1.2, there exists C > 0 such that∫
R3
|v|p < C. Now observe that ∫
R3
|u|p = λ3−2p ∫
R3
|v|p. Summing up:
J(u) ≥ 1
4
M(u)− 1
p
∫
R3
|u|p dx ≥ 1
4
M(u)− C
p
M(u)
2p−3
3 ≥ 1
8
M(u)− C ′.
For last inequality just observe that the function g(s) = s8 − Cp s
2p−3
3 is
bounded below for p < 3. Hence, J is coercive.
By using the compactness of the inclusion E ⊂ Lp(R3), it is easy to show
that I is weakly lower semicontinuous.
In order to finish the proof of Theorem 1.3 we just need to show that
minJ < 0. For that, fix u ∈ Er, and define again vλ(x) = λ2u(λx). Hence:
J(vλ) =
λ3
2
∫
R3
|∇u|2 dx+ λ
3
4
∫
R3
∫
R3
u2(x)u2(y)
|x− y| dx dy −
λ2p−3
p
∫
R3
|u|p dx.
So, for λ small, J(vλ) takes negative values.

Proof of Theorem 1.4. By making the change of variables ε = λ
p−2
4(3−p) ,
v(x) = ε
2
p−2u(εx), problem (2) is equivalent to:
(10) −∆v + ε2v +
(
v2 ⋆
1
|x|
)
v = |v|p−2v.
Let us define the associated functional Jε : H
1
r (R
3)→ R,
Jε(v) =
1
2
∫
R3
(|∇v|2 + ε2|v|2) dx+1
4
∫
R3
∫
R3
v2(x)v2(y)
|x− y| dx dy−
1
p
∫
R3
|v|p dx.
Observe that Jε(v) = ε
6−p
p−2 Iλ(u).
Take uλ minimizer of Iλ, and define vε through the above change of vari-
ables: clearly, vε is a minimizer for Jε.
First, we claim that min Jε → minJ as ε → 0. First, observe that
minJε > min J . Take any δ > 0 and choose v ∈ E such that J(v) =
minJ . Since C∞0,r(R
3) is dense in Er (see Proposition 2.2), we can choose
ρ ∈ C∞0,r(R3) such that J(ρ) < min J + δ. Hence, we can choose ε0 > 0 such
that for ε ∈ (0, ε0), Jε(ρ) < min J + 2δ. Since δ is arbitrary, we conclude
the proof of the claim.
Hence, minJ ← min Jε = Jε(vε) ≥ J(vε) ≥ minJ , so vε is minimizing for
J . Suppose, reasoning by contradiction, that there exists c0 > 0 and εn → 0
such that d(vεn ,K) > c0. Since J is coercive (Theorem 1.3), we have that vεn
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is bounded in E, and hence it converges weakly to some v ∈ E. Moreover,
J is weakly lower semicontinuous, so v ∈ K.
Recall that J(vεn) → J(v), and, by Theorem 3.1,
∫
R3
|vn|p →
∫
R3
|v|p.
From these facts we deduce that ‖vεn‖E → ‖v‖E . Since E is uniformly
convex, we conclude that vεn → v strongly in E (see [6], Proposition III.30).
This is a contradiction with d(vεn ,K) > c0 > 0.

5. The nonradial case
In this final section we consider the nonradial case, and we will prove
Theorems 1.5, 1.6, 1.7.
We start with some estimates that will be of use later on. Given any
u ∈ C∞0 (R3) with support included in B(0,M), e ∈ R3 with |e| = 1, and
N ∈ N, we define:
(11) uN (x) =
N∑
i=1
u(x+ iN2e).
Observe that uN is a sum of translations of u, and if N
2 > 2M the
summands have disjoint support. In such case we have:
(12)
∫
R3
|∇uN |2 dx = N
∫
R3
|∇u|2 dx,
(13)
∫
R3
|uN |p dx = N
∫
R3
|u|p dx,
∫
R3
∫
R3
u2N (x)u
2
N (y)
|x− y| dx dy =
N∑
i,j=1
∫
R3
∫
R3
u2(x+ iN2e)u2(y + jN2e)
|x− y| dx dy =
N
∫
R3
∫
R3
u2(x)u2(y)
|x− y| dx dy +
N∑
i 6=j
∫
R3
∫
R3
u2(x+ iN2e)u2N (y + jN
2e)
|x− y| dx dy.
Now we compute:
N∑
i 6=j
∫
R3
∫
R3
u2(x+ iN2e)u2(y + jN2e)
|x− y| dx dy =
N∑
i 6=j
∫
B(0,M)
∫
B(0,M)
u2(x)u2(y)
|x− y + (j − i)N2e| dx dy ≤
N∑
i 6=j
∫
B(0,M)
∫
B(0,M)
u2(x)u2(y)
N2 − 2M dxdy =
N2 −N
N2 − 2M
(∫
R3
u2(x) dx
)2
.
So, we get:
ON THE SCHRO¨DINGER-POISSON-SLATER SYSTEM 15
(14)
∣∣∣∣
∫
R3
∫
R3
u2N (x)u
2
N (y)
|x− y| dx dy −N
∫
R3
∫
R3
u2(x)u2(y)
|x− y| dx dy
∣∣∣∣ ≤ C,
where C > 0 is a constant depending on the original function u and is
independent of N .
Proof of Theorem 1.5. First, we show that E ⊂ L3(R3). Actually, this
is well-known from [21]. Recall that −∆φ = u2, and φ ∈ D1,2(R3). By
multiplying by |u| and integrating, we obtain:
(15)
∫
R3
|u|3 =
∫
R3
〈∇φ,∇|u|〉 ≤ 1
2
∫
R3
|∇u|2 + |∇φ|2 dx.
Recall now that:∫
R3
|∇φu(x)|2 dx =
∫
R3
∫
R3
u2(x)u2(y)
4π|x− y| dx dy.
This implies that E ⊂ L3(R3). Moreover, E ⊂ D1,2(R3) ⊂ L6(R3) by
Sobolev embedding. By interpolation we conclude that E ⊂ Lp(R3) for all
p ∈ [3, 6].
Let us now show that E is not included in any Lp space for p < 3. Fix
u ∈ C∞0 (R3); for N ∈ N define uN as in (11). Take also λN = N−1/3, and
define vN = λ
2
NuN (λNx). By using (12), (13), (14), we obtain:∫
R3
|∇vN |2 dx = λ3N
∫
R3
|∇uN |2 = C1.
∫
R3
∫
R3
v2N (x)v
2
N (y)
|x− y| dx dy = λ
3
N
∫
R3
∫
R3
u2N (x)u
2
N (y)
|x− y| dx dy
≤ λ3N (C2N + C3) ≤ C4.
∫
R3
|vN |p dx = λ2p−3N
∫
R3
|uN |p dx = C5λ2p−3N N.
Above, Ck are positive constants that depend upon u, but are independent
of N . So, {vN} is a bounded sequence in E such that
∫ |vN |p dx → +∞ if
p < 3.
This already implies that there is no continuous inclusion from E in
Lp(R3). Now, we can argue as in the proof of Theorem 1.2, to conclude
that E is not included in Lp.

We now turn our attention to Theorem 1.6. First of all, we remind a
result of [25] (Theorem 4.3):
Proposition 5.1. For any λ > 0 and p ∈ (2, 3), Iλ|H1r (R3) is coercive and
weak lower semicontinuous. In particular, it has a minimum.
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As we see, Theorem 1.6 is in contrast with the above result.
To start with, let us consider the map m : [0,+∞)→ [−∞,+∞), m(λ) =
inf Iλ. It is easy to check thatm is nondecreasing and upper semicontinuous,
and m(0) = −∞.
Moreover, mλ ≤ Iλ(0) = 0 for any λ ∈ R. Actually, in [25] it is proved
that mλ = 0 for λ large and p ∈ (2, 3). Let us reproduce the proof here, for
the sake of completeness:
Iλ(u) =
1
2
∫
R3
(|∇u|2 + u2) dx+λ
4
∫
R3
∫
R3
u2(x)u2(y)
|x− y| dx dy−
1
p
∫
R3
|u|p dx =
1
2
∫
R3
(|∇u|2 + u2) dx+ πλ∫
R3
|∇φu|2 dx− 1
p
∫
R3
|u|p dx.
Then, if λπ ≥ 12 , we can use inequality (15) to conclude:
Iλ(u) ≥
∫
R3
(
1
2
u2 + |u|3 − 1
p
|u|p
)
dx ≥ 0.
Proof of Theorem 1.6. With all these preliminaries, Theorem 1.6 follows
from the following
Claim: If mλ < 0, then mλ = −∞.
If mλ < 0, we can use density of C
∞
0 (R
3) in H1(R3) to find u ∈ C∞0 (R3)
such that Iλ(u) < 0. Given such function u, define uN as in the beginning
of the section. By (12), (13), (14),
Iλ(uN ) ≤ NIλ(u) +C,
where C > 0 is independent of N . So, we conclude that limN→+∞ Iλ(uN ) =
−∞.

As we have seen, Theorems 1.5 and 1.6 make clear the differences between
the radial and nonradial cases. This phenomenon is due to the nonlocal term
given by the Coulomb energy; observe that this term increases when we make
Schwartz rearrangements.
In order to obtain more consequences from this, let us consider the prob-
lem:
(16)
−∆u+ u+ λ
(
u2 ⋆ 1|x|
)
u = |u|p−2u, in B(0, R)
u(x) = 0 in ∂B(0, R).
As always, p ∈ (2, 3). The associated energy functional is nothing but
Iλ|H10 (B(0,R)) (in the radial case, Iλ|H10,r(B(0,R))). Define:
m(R,λ) = inf Iλ|H10 (B(0,R)), m¯(R,λ) = inf Iλ|H10,r(B(0,R)).
Lemma 5.2. The infima that define m and m¯ are achieved.
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Proof. The proof follows from [25]. Indeed, as in (15),
(17) cλ
∫
B(0,R)
|u|3 = cλ
∫
B(0,R)
〈∇φ,∇|u|〉 ≤ 1
4
∫
B(0,R)
|∇u|2+λ
4
∫
R3
|∇φ|2 ,
where cλ =
√
λ
2 > 0. Let us point out that φ =
1
4pi|x| ⋆ u
2, so −∆φ = u2 in
R
N , so φ is not equal to zero on the boundary.
We have:
Iλ(u) ≥
∫
B(0,R)
(
1
4
|∇u|2 + 1
2
u2 + cλ|u|3 − 1
p+ 1
|u|p+1
)
dx ≥
∫
B(0,R)
1
4
|∇u|2 dx−C.
Therefore, Iλ|H10 (B(0,R)) is coercive. It is not difficult to check that it is also
weak lower semicontinuous, so the existence of a minimum holds. The same
arguments work in the radial case.

Proof of Theorem 1.7.
(1) Suppose that p ∈ (2, 3), λ ∈ (0, λ0), where λ0 is given in Theorem
1.6.
It suffices to show that for R large, m(R,λ) < m¯(R,λ). Have in mind
Theorem 1.6 and Proposition 5.1, so:
lim
R→+∞
m(R,λ) = inf Iλ = −∞, lim
R→+∞
m¯(R,λ) = inf Iλ|H1r (R3) > −∞.
Then, for R large, m(R,λ) < m¯(R,λ).
(2) We now assume p ∈ (18/7, 3) and R fixed.
This case does not follow as above, since limλ→0m(R,λ) = limλ→0 m¯(R,λ) =
−∞.
We make again the change of variables: v(x) = ε
2
p−2u(εx), ε = λ
p−2
4(3−p) , to
arrive to the problem:
(18)
−∆v + ε2v +
(
v2 ⋆ 1|x|
)
v = |v|p−2v, in B(0, R/ε)
v(x) = 0 in ∂B(0, R/ε).
As in the proof of Theorem 1.4, define
Jε(v) =
1
2
∫
R3
(|∇v|2 + ε2|v|2) dx+1
4
∫
R3
∫
R3
v2(x)v2(y)
|x− y| dx dy−
1
p
∫
R3
|v|p dx.
Define c(ε) = inf Jε|H10 (B(0,R/ε)), c¯(ε) = inf Jε|H10,r(B(0,R/ε)). Since Jε(v) =
ε
6−p
p−2 Iλ(u), we have that:
c(ε) = ε
6−p
p−2m(λ,R), c¯(ε) = ε
6−p
p−2 m¯(λ,R).
Observe now that c¯(ε) ≥ inf J0|E > −∞ (Theorem 1.3). We now claim
that limε→0 c(ε) = −∞, and this finishes the proof.
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Take M > 0 arbitrary; by Theorem 1.5, E is not included in Lp(R3), and
there exists u ∈ C∞0 (R3) such that ‖u‖E ≤ 1,
∫
R3
|u|p > M . Now choose
ε > 0 small enough such that:
supp u ⊂ B(0, R/ε) and ε2
∫
R3
|u|2 ≤ 1.
In such case, u ∈ H10 (B(0, R/ε)) and c(ε) ≤ Jε(u) ≤ 3−M .

Remark 5.3. Being u a nonradial minimizer of Iλ|H10 (B(0,R)), we have a
family of minimizers {u ◦ g : g ∈ O(N)}. This implies that the minimum
is degenerate, and hence it does not satisfy the conditions of [16] for orbital
stability. Let us denote by K the set of minimizers of Iλ|H10 (B(0,R)); then, K
is orbitally stable in the sense of [10].
Remark 5.4. In the above result we have emphasized the breaking of symme-
try of the minimizer: let us now consider briefly the multiplicity of positive
solutions.
Under the conditions of Theorem 1.7 we actually obtain the existence
of two solutions, a minimizer for m(R,λ) and a different one for m¯(R,λ).
Moreover, m(R,λ) is negative and by taking λ smaller (if necessary), m¯(R,λ)
is also negative. So, both minima are negative, and hence they yield two pos-
itive nontrivial solutions.
Even more, observe that 0 is a local minimum of Iλ|H1(R3). It is not
difficult to show that the Palais-Smale condition holds (remember that Iλ is
coercive). The well-known mountain-pass theorem ([1]) implies the existence
of a third nontrivial solution.
Everything said above can be applied to the functional:
I+λ (u) =
1
2
∫
R3
(|∇u|2 + u2) dx+λ
4
∫
R3
∫
R3
u2(x)u2(y)
|x− y| dx dy−
1
p
∫
R3
(u+)p dx.
By the maximum principle, we obtain the existence of three positive solu-
tions.
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