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be	 present	 in	 unsampled	 locations.	 Standard	 geostatistical	methodology	 assumes	
that	the	choice	of	sampling	locations	is	independent	of	the	values	of	the	variable	of	
















should	be	aware	of	 the	potential	bias	 resulting	 from	preferential	 sampling	and	ac‐
count	for	it	in	a	model	when	a	survey	is	based	on	non‐randomized	and/or	non‐sys‐
tematic	sampling.
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1  | INTRODUC TION

















on	a	 large	spatial	scale	(Kery	et	al.,	2010).	 Indeed,	 it	 is	often	infea‐
sible	to	collect	data	based	on	a	well‐designed,	randomized,	and/or	
systematic	sampling	scheme	to	estimate	the	distribution	of	a	specific	




















not	 informative	and	 that	 they	have	been	chosen	 independently	of	
what	values	are	expected	to	be	observed	in	a	specific	location.	This	








Diggle	 et	al.,	 2010;	Dinsdale	&	Salibian‐Barrera,	 2018).	 This	 paper	
seeks	 to	 address	 preferential	 sampling	 in	 the	 context	 of	 fisheries	
ecology,	where	this	 issue	 is	particularly	relevant	since	the	 identifi‐
cation	and	management	of	 sensitive	habitats	 (e.g.,	 through	marine	








is	quite	difficult	 to	use	 in	practical	 situations,	 especially	when	 the	









ally	 efficient	 way	 using	 integrated	 nested	 Laplace	 approximation	
(INLA)	and	associated	software	Rue,	Martino,	and	Chopin	(2009)	in	
a	fast	computational	way.
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abundance	 is	higher,	 and	 thus,	basic	 statistical	model	assumptions	
are	violated.


















and	Stoyan	 (2008).	Examples	 include	 locations	of	species	 in	a	par‐
ticular	area,	or	parasites	in	a	microbiology	culture.	Spatial	point	pro‐
cesses	are	mathematical	models	(random	variables)	used	to	describe	
and	analyze	 these	 spatial	patterns.	A	 simple	 theoretical	model	 for	


















patterns	 relative	 to	 observed	 and	 unobserved	 abiotic	 and	 biotic	
mechanisms.	Here,	 spatial	 structures	 in	an	observed	point	pattern	
may	reflect	dependence	on	known	and	measured	covariates,	as	well	
as	 on	 unknown	 or	 unmeasurable	 covariates	 or	 biotic	mechanisms	












spatial	 field.	 In	practice,	only	very	 few	samples	might	be	available	
in	some	areas	if	 it	 is	assumed	that	abundance	is	particularly	low	in	
these	 areas.	 The	 LGCP	model	 fitted	 to	 the	 sampling	 locations	 re‐
flects	areas	with	low	species	abundance	that	have	resulted	in	areas	
with	 fewer	 sampling	 locations.	To	 incorporate	 such	 information	 in	






This	 results	 in	 a	preferential	 sampling	model	 that	 consists	of	
two	 levels,	where	 information	 is	 shared	between	 the	 two	 levels,	
the	mark	model	and	the	pattern	model.	 In	particular,	 the	mark	Y 
is	assumed	to	follow	an	exponential	family	distribution	such	as	a	
Gaussian,	 lognormal	 or	 gamma	 distribution	 for	 continuous	 vari‐












































2.2 | Fitting models with INLA
Model‐fitting	 methods	 based	 on	 Markov	 chain	 Monte	 Carlo	
(MCMC)	can	be	very	 time‐consuming	 for	 spatial	models,	 in	par‐
ticular	LGCPs.	Nevertheless,	LGCPs	are	a	special	case	of	the	more	
general	class	of	 latent	Gaussian	models,	which	can	be	described	
as	 a	 subclass	 of	 structured	 additive	 regression	 (STAR)	 models,	






nested	 Laplace	 approximation	 (INLA).	 INLA	provides	 a	 fast,	 yet	
accurate	 approach	 to	 fitting	 latent	Gaussian	models	 and	makes	
the	 inclusion	 of	 covariates	 and	marked	 point	 processes	mathe‐
matically	tractable	with	computationally	efficient	inference	(Illian	
et	al.,	2013;	Simpson,	Illian,	Lindgren,	Sørbye,	&	Rue,	2016).




















leads	 to	 biased	 results.	 This	 can	 be	 easily	 seen	 by	 comparing	 the	
preferential	sampling	approach	with	the	following	simpler	model:	





















grid	 using	 the	RandomFields	 package	 (Schlather,	Malinowski,	Menck,	
Oesting,	&	Strokorb,	2015).
For	each	of	the	100	simulated	Gaussian	spatial	random	fields	that	
represent	the	distribution	of	a	species	 in	 the	study	area,	 two	sets	of	
100	samples	were	reproduced,	one	distributed	preferentially	and	one	




Both	 preferential	 and	 non‐preferential	 models	 were	 fitted	 to	
















(2 log 휅, log 휏)∼MN(흁z,흆z)
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the	compromise	between	 the	 fit	 and	 the	parsimony	of	 the	model,	
the	LCPO	is	a	“leaveoneout”	cross‐validation	index	to	assess	the	pre‐
dictive	power	of	 the	model,	and	the	MAE	 indicates	 the	prediction	
error.	 Lower	 values	of	DIC,	 LCPO	and	MAE	 suggest	better	model	
performance.	 Finally,	 a	 sensitivity	 analysis	with	different	 pc.priors	
was	 carried	out	 to	 assess	 their	 influence	on	 the	 final	 inference	of	
the	range	and	variance	of	a	simulated	Gaussian	spatial	random	field.
2.5 | Spatial distribution of blue and red shrimp 
in the Western Mediterranean Sea
In	 this	 section,	 we	 illustrate	 how	 preferential	 sampling	 can	 be	
accounted	 for	 in	 the	concrete	data	example	 from	the	context	of	
fishery	data.	Fishery‐dependent	data	derived	from	opportunistic	
sampling	on	boats	 from	the	commercial	 fleet	present	a	standard	
example	 of	 preferential	 sampling,	 since	 clearly	 fishers	 preferen‐
tially	fish	in	areas	where	they	expect	to	find	large	amounts	of	their	
target	species.

























































correlation	 (r)	 index	 between	 the	 predicted	 abundance	 estimates	
and	 an	 external	 database	 of	 observed	 abundance	 values	 in	 the	








(2 log 휅, log 휏)∼MN(흁w,흆w)
Δdj=dj−dj+1∼N(0,휌d), j=1,… ,m
휌d∼LogGamma(4,0.0001)
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fishery‐independent	data	collected	during	the	MEDITS	(EU‐funded	















In	 addition,	 as	 it	 can	 be	 appreciated	 in	 the	 example	 shown	 in	
Figure	4,	which	presents	the	results	of	one	of	the	one	hundred	sim‐
ulations	for	explanatory	purposes,	even	if	none	of	the	models	was	
able	 to	make	 optimal	 predictions	 at	 low	 abundance	 locations,	 the	
non‐preferential	model	performed	significantly	worse.











3.2 | Distribution of blue and red shrimp in the 
Western Mediterranean Sea
All	 possible	models	 derived	 from	 6	were	 run.	 Among	 them,	 the	
most	 relevant	 results	 are	 presented	 in	 Table	1.	While	 analyzing	
the	data,	we	observed	that	both	the	bathymetric	and	the	spatial	
terms	of	 the	 LGCP	accounted	 for	 approximately	 the	 same	 infor‐
mation.	 As	 a	 consequence,	 full	 models	 did	 not	 converge	 in	 the	







































Preferential data Random data
Type of data
MAE




The	best	model	 (based	on	 the	DIC	and	LCPO)	was	 the	prefer‐
ential	 one	 with	 an	 shared	 spatial	 effect	 (i.e.,	Model	 5	 in	 Table	1).	
The	second	most	relevant	model	in	term	is	DIC,	and	LCPO	was	the	
F I G U R E  4  Simulated	abundance	against	predicted	abundance	in	the	non‐preferential	model	(left)	and	in	the	model	with	the	preferential	
correction	(right)	for	one	of	the	one	hundred	simulations	performed.	The	non‐preferential	model	predicts	worse	than	the	preferential	model	
at	low‐abundance	areas
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Finally,	 for	model	 validation,	 the	 final	 preferential	model	 ob‐
tained	 a	 reasonably	 high	 value	 for	 Pearson's	 r (r	=	0.47)	 in	 the	
cross‐validation	with	the	MEDITS	dataset	with	respect	to	the	non‐















spatial	management.	 However,	 as	 shown	 by	 our	 results,	 using	 a	














non‐preferential	model,	 it	 is	clear	that	 it	would	not	be	appropri‐
ate.	This	could	result	in	extremely	large	area	being	recommended	
TA B L E  1  Model	comparison	for	the	abundance	of	the	blue	and	
red	shrimp	(Aristeus antennatus)	based	on	DIC,	LCPO	and	
computational	times
Model DIC LCPO Times (s)
1 Intc	+	Depth +19 +0.05 3
2 Intc	+	Spatial +9 − 24
3 Intc	+	Depth	+	Spatial +11 +0.01 57
4 Intc	+	Depth +52 +0.24 21
5 Intc	+	Spatial − − 171
6 Intc	+	Spatial	+	Depth +5 +0.02 212
7 Intc	+	Depth	+	Spatial +10 +0.01 2,275
8 Intc	+	Depth	+	Spatial +3 +0.03 3,470
Notes.	DIC	and	LCPO	scores	are	presented	as	deviations	from	the	best	
model.	Intc:	Intercept;	Bold	terms:	shared	components.
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for	 protection,	 which	 is	 usually	 difficult	 to	 implement	 in	 most	
contexts,	 especially	 given	 the	 social	 and	 economic	 relevance	of	
fishing	 (Reid,	Almeida,	&	Zetlin,	 1999).	Moreover,	 the	 results	 of	
the	cross‐validation	with	an	external	independent	dataset	further	
highlighted	 how	 the	 correction	 of	 the	 preferential	model	 is	 im‐
portant	to	reflect	the	real	distribution	of	a	species.
Nevertheless,	even	if	the	preferential	model	improves	the	es‐
timation	of	 the	bathymetric	 effect,	 new	observations	 at	deeper	
waters	could	further	improve	this	relationship	and	better	under‐
stand	 the	 blue	 and	 red	 shrimp	 distribution	 in	 this	 area	 (Gorelli,	
Sardà,	&	Company,	2016).
Similarly,	 the	simulated	example	showed	 that	not	 taking	 into	ac‐
count	the	preferential	sampling	model	could	lead	to	misleading	results.









ibility	 in	 fitting	 complex	 models	 and	 its	 computational	 efficiency	
(Paradinas	et	al.,	2015).
This	 modeling	 could	 be	 expanded	 to	 the	 spatiotemporal	 do‐
main	by	incorporating	an	extra	term	for	the	temporal	effect,	using	
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parametric	 or	 semiparametric	 constructions	 to	 reflect	 linear,	
non‐linear,	 autoregressive	 or	more	 complex	 behaviors	 that	 could	
be	very	important	to	describe	the	distribution	of	a	particular	spe‐
cies.	 Moreover,	 although	 we	 presented	 a	 case	 study	 related	 to	
abundance	data,	this	approach	could	be	also	extended	for	species	
presence–absence	 data	 that	 are	 more	 common	 when	 SDMs	 are	
performed.	 In	 particular,	 using	 occurrences	 the	modeling	 frame‐
work	will	be	the	same	as	 the	one	described	 in	our	study,	but	 the	
Gaussian	 field	will	 be	 an	 approximation	 of	 the	 probability	 of	 the	
species	presence.
Finally,	 it	 is	 worth	 to	 be	 noting	 that,	 as	 shown	 by	 Howard,	
Stephens,	 Pearce‐Higgins,	 Gregory,	 and	 Willis	 (2014),	 even	 using	
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