Abstract. We consider the Linial-Meshulam model for random 2−complexes. We prove a sharp threshold for the appearance of spanning 2−spheres, that is, subcomplexes homeomorphic to spheres, which exhaust all of the vertices.
Introduction
An old solved problem in random graph theory is the question of a threshold for Hamiltonian cycles. It was proven in [6] that the threshold is Θ( logn n ). At first sight this result is surprising, as the first moment estimate would indicate a threshold of Θ( 1 n ). A second thought shows that in fact below Θ( logn n ) there are isolated vertices with high probability, and hence no Hamiltonian cycles.
We are interested in the analogous question in higher dimensions. For this purpose, one must define a generalization of the concept of a Hamiltonian cycle to uniform hypergraphs, and indeed, several such definitions exist in the literature (see for example [1, 4] ). The most popular defines a Hamiltonian cycle in a d-uniform hypergraph to be an ordering of the vertices such that every d consecutive vertices form an edge. In this definition, a Hamiltonian cycle is always a "1-dimensional" object.
Another way to view a Hamiltonian cycle is as a spanning subgraph that is homeomorphic to a circle. From this point of view, the right way to define a Hamiltonian cycle in a uniform hypergraph is as a spanning subhypergraph whose geometric realization is homeomorphic to a sphere. In this paper, we address the following question for d = 2: Given a random (d + 1)-uniform hypergraph, where each hyperedge appears with probability p, what is the threshold for the appearance of a spanning subhypergraph whose geometric realization is homeomorphic to a d-sphere?
Using results of [8] , a first moment argument reveals that the threshold should be at least c √ n for some specific constant c. In [5] it was proven that if {s n } is a family of hypergraphs on n vertices homeomorphic to spheres, and if the degree of each vertex is uniformly bounded in n by some fixed ∆, then for p = ω( ∆ 2 n ), then s n will asymptotically almost surely appear in the random hypergraph.
1.1. The main result. Let H ∼ H(n, p) be a random 3-uniform hypergraph on n vertices, where each of the n 3 possible triangles appears with probability p independently of the other triangles. For a set S of triangles, we write S ⊆ H to denote the event that the edge set of H contains S.
Let S n be the set of triangulations of a sphere using n labeled vertices, where double edges or loops are not allowed. Equivalently, S n is the set of 3-uniform hypergraphs whose geometric realization is homeomorphic to a sphere. Sections 2 and 3 establish some properties of planar graphs and triangulations. We prove Theorem 1.1 in Section 4.
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Planar graphs
We shall need several facts about planar graphs. We recall them below. A planar graph is a graph that can be embedded in the plane. Throughout this paper, when we speak of planar graphs, we will assume that they are already embedded in the plane, where the embedding is defined up to an isotopy, that is, a continuous transformation that doesn't create intersections. We sometimes say that two planar graphs are isomorphic if one can be obtained from the other via an isotopy. Thus defined, it is easy to see that the number of planar graphs on m labeled vertices is finite. In [2] the asymptotic behavior of this number was found. for some constants g and q.
We will be interested in graphs that are embedded in the sphere. Note that such a graph can be thought of as planar graph, if one chooses a face of the graph to be the outer face, and by stretching it maps the rest of the sphere onto a plane. Different choices for the outer face may however result in different planar graphs. Since a planar graph on m vertices has O(m) faces, the number of planar graphs and the number of graphs that are embedded in the sphere differ by at most a multiplicative factor of O(m).
Let G be a graph embedded in the sphere, and let C 1 , C 2 , C 3 be three different connected components of G. We say that C 2 separates C 1 from C 3 if there is no continuous path from C 1 to C 3 on the sphere that does not intersect C 2 .
Another concept that we will need is that of an automorphism of a planar graph. The permutation group S m acts on the set of labeled planar graphs on m vertices by relabeling their vertices. We define Aut(G) to be the set of permutations π ∈ S m such that π.G is equivalent to G via an isotopy.
Let P m denote the set of pairs (G, c) such that G is a spanning graph on m vertices embedded in the sphere, and c is a 2-coloring of G's faces in black and white such that each edge of G bounds exactly one white face and one black face. Henceforth, we will only be interested in graphs in P m , and we will assume implicitly that they come equipped with a 2-coloring c. Note that the existence of such a 2-coloring implies that the vertex degrees are all even.
Given such a graph G, let r = r(G) be the number of its connected components, and let F b = F b (G) and F w = F w (G) be the set of its white and black faces respectively. For convenience, we write W = |F w | and B = |F b |. For a face f we denote by l f the number of connected components of G it touches. 
Proof. By Euler's formula f − e + v = r + 1. In this case v = m and 3f ≤ 2e always, since every face is bounded by at least three edges, and every edge belongs to exactly two faces. Thus, m − e 3 ≥ r + 1, and the first part follows. Note that 3W, 3B ≤ e,, since each face is bounded by at least three edges, and any edge belongs to exactly one white and one black face.
For the third part, observe that all of the degrees in G must be even. Since there are no isolated vertices, it follows that any connected component of G is made of at least 3 vertices, and so the number of connected components is at most ⌊ m 3 ⌋. For the last part, consider the bipartite graph H = (V 0 ∪ V 1 , E H ), defined as follows. V 0 is the set of faces of G, V 1 is the set of connected components of G. To define the edges, choose a face of G to be the outer face, stretching the sphere into a plane. Now the notion of a face surrounding a connected component of G is well defined, and we place an edge between a face F and every connected component that it surrounds. Let d F be the degree of F in H, and note that d F = l F − 1 for every face except the outer face, F 0 , for which d F 0 = l F 0 . The degrees of the vertices in V 1 are all one. By part (c),
Let G be a connected planar graph on v vertices. We are interested in the maximum possible value of B − W .
We consider two cases: In the white case, we assume that the outer face is colored white, and that all of the faces that share an edge with the outer face are colored Black. In the black case, the outer face is colored black and all adjacent faces are colored white. Lemma 2.3.
• In the white case,
Proof. We say that G is a counterexample if it violates the inequality in the first item. Consider the case that W = 0, that is, there are no white face apart from the outer 3 face. Assume that there exists such a counterexample, and let G be such a graph in which the number of black faces is minimal.
LetG be the graph whose vertices are the (black) faces of G, and in which two vertices are connected if the corresponding faces share a vertex. Note that two faces cannot share two vertices, because that would create a white face. Note further thatG is connected if and only if G is connected, and has no cycles, as these would imply the existence of a white face in G. Therefore,G is a tree. Let f be the face corresponding to a leaf ofG. We obtain a new graph G ′ from G by deleting f from G. We observe that v ′ := V (G ′ ) ≤ v − 2, and that the number B ′ of black faces in G ′ is equal to B − 1. We have:
contradicting the minimality of G. Assume now that W > 0. Let G be a counterexample in which the number of white faces is minimal. Let w be a white face, and let x = a 0 , a 1 , ..., a p be the vertices of w in a counterclockwise ordering from the point of view of w. Let w = w 0 , b 0 , w 1 , b 1 , ..., w l , b l be the faces adjoining x, in a counterclockwise ordering from the point of view of x, where one of the white faces w i may be the outer face. Our aim is to split x into two vertices so that the resulting graph has one more vertex and one less white face than G.
Let e 0 and e 1 be the edges of x that bound w, and let e 2 , ..., e 2k+1 be the remaining edges of x, in a counterclockwise ordering, so that e 2i , e 2i+1 bound the face w i and e 2i+1 , e 2i+2 bound the face b i . We split x into two vertices x 1 , x 2 , where the edges e 1 , e 2 are connected to x 2 and the remaining edges are connected to x 1 , and we push x 1 , x 2 slightly apart so that w and w 1 are merged into one white area. Let G ′ denote the resulting planar graph.
Clearly, G ′ has one vertex more and one white region less than G. Note that G ′ is connected, as x 1 is connected to x 2 by the path x 1 , a 1 , ..., a p , x 2 . Therefore, if B ′ , W ′ , v ′ are the number of black faces, the number of white faces and the number of vertices in G ′ respectively, then we have:
which is a contradiction to the minimality of G.
For the second item of the lemma, note that we could have stated the first item in a more symmetrical way by considering a mapping of G onto the sphere S 2 . In this case, the outer face would be mapped to some face of the sphere, and we would have
2 ⌋, where here W counts the white faces of G including the outer face. In the case where the outer face is colored black, we can again consider a mapping of G onto the sphere and obtain B − W ≤ ⌊ v−3 2 ⌋ from the first part. Therefore, if we do not count the outer face, we get B − W ≤ ⌊ v−5 2 ⌋ as desired.
Triangulations
A triangulation of a surface is a graph embedded in the surface such that no two edges intersect and all of the faces are triangles. We are interested in triangulations in which the graph is simple. Sometimes we identify a triangulation and its set of triangles. The following theorem is based on techniques of Tutte [8] . See also [3] , section 2.9.3.
Theorem 3.3. T k,m , the number of triangulations of a polygon with m boundary vertices and k labeled internal vertices is
The number of triangulations of a sphere on n labeled vertices, |S n |, satisfies
where z is some constant.
The second part follows from the first one by noting that (2n − 4)|S n |, the number of sphere triangulations with a distinguished triangle, is 2 n 3 T n−3,3 . Now, up to a constant factor by the first part of the theorem, T n−3,3 is
where ≃ stands for asymptotic equality up to a multiplicative constant. The result for |S n | now follows.
Lemma 3.4. Let m 1 , . . . , m l be positive integers whose sum is M , and let k be a non negative integer. Then
for some constant c.
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Proof. Consider all triangulations of a polygon with m 1 boundary points, and
labeled internal points. On the one hand, the number of such triangulations is
by Theorem 3.3. On the other hand, one can construct
different triangulations in the following way: Let p 1 , . . . , p l−1 be the last l − 1 points. For p i choose m i neighbors from the remaining k + i≥2 m i points, and order them cyclically. For every 2 ≤ i ≤ l put triangles between p i and every pair of consecutive neighbors of p i . Then complete the triangulation to a whole polygon triangulation. There are T k,m 1 ,...,m l ways to perform the last step, and
or equivalently,
By standard estimations, the right hand side is no more than
Consider now
It can be written as
4M
Write x = k + i≥2 m i , we would like to show
This is equivalent to
f (α) ≥ 0 for α ≥ 0, tends to 0 when α → 0, and to 1 when α → ∞, thus, it is bounded by some constant c 2 .
Collecting all of the above, we get
for some constant c, as claimed.
Proof of Theorem 1.1
The proof item (a) of Theorem 1.1 is based on a simple first moment argument. Let X denote the number of triangulations contained in H. Then X = s∈Sn X s , where X s is the indicator random variable of the event that s ⊆ H. Therefore
Markov's inequality now implies that Pr(X ≥ 1) = o(1).
The main content of this paper is the proof of the Item (b) of Theorem 1.1. Our proof is based on the second moment method. For convenience we write
. By Chebyshev's inequality, it suffices to show that
Now,
On the other hand, E[X] 2 = |S n | 2 p 4n−8 and so it suffices to prove that
The next step is to change the order of summation. We call a collection of triangles F completable if there is a triangulation in S n containing F , and we sum over all completable F 's:
The following lemma is reminiscent of Lemma 9 from [7] . It states that we can pay a small penalty and make the weaker assumption that s ∩ s ′ contains F , rather than
Lemma 4.1.
Proof. We change the order of the summation.
In our case p = o(1), and so the ratio between o(1) ). Therefore by changing ε slightly we can compensate. That is, it suffices to show that for any ε > 0 we have
where the sum is taken over all completable F 's. Next, we deal with the extremal cases in which F is either the empty set or is a complete triangulation of the sphere. Clearly, the summand that corresponds to F = φ is one. On the other hand, the summand that corresponds to F ∈ S n is o(1) because
Thus, it suffices to show that for any ε > 0 we have
where the sum is taken over all nonempty completable sets F that are not in S n . 
4.1.
Step two: Analysis in terms of boundary graphs. For a completable F , let X(F ) ⊂ S n denote the set of triangulations containing F . Then |{(s, s ′ ) : F ⊆ s∩s ′ }| = |X(F )| 2 , so we would like to get some good bounds on |X(F )|. We define the boundary ∂F of F to be the set of edges contained in a single triangle of F , and we say that a vertex is an interior vertex of F if it is contained in a triangle of F , but not in a boundary edge. The boundary of F is a planar graph, and F induces a 2-coloring of its faces: color a face white if it is covered by triangles in F and black otherwise.
For a given k ≥ 0 and a planar graph G ∈ P m , we denote by M (G, k) the number of ways to triangulate the black faces using k interior vertices. We denote the number of vertices spanned by a graph G by m(G).
In fact, |X(F )| only depends on ∂F , the induced 2-coloring, and the number I(F ) of interior vertices in F . Indeed, |X(F )| = M (∂F, n − m(∂F ) − I(F )). Note further that by proposition 3.2 the number of triangles |F | in F also only depends on ∂F and on I(F ).
For a given planar graph G ∈ P m , letḠ denote the same graph, but with the colors switched. That is, black faces are colored white and white faces are colored black.
Armed with these new insights, we may rewrite the sum in 1 as follows.
We now turn to bound the expressions M (G, k). Namely, given a planar graph together with a 2-coloring of its faces and a number k, we want to count the ways to triangulate the black faces using k interior vertices. If there are b black faces, then we need to partition the interior vertices into b sets, one for each of the vertices, and then we can use the bounds on T m 1 ,...,m l ,k proved in Lemma 3.4.
For a face f , let l f be the number of its boundary components, that is, the number of connected components of G it touches. Write m
for the number of edges in the connected components which touch f.
We have
The reason for the inequality is that the m Write m f = m f i . By Proposition 2.2 one can still say that the sum of m f over all faces f of one color is less than 3m, the bound for number of edges. The same proposition shows that b, the number of faces of one color, is less than m.
Equation 2, together with Lemma 3.4 implies that
for some constant c. We want to prove
For this, note that by Theorem 2.1
By Equation 3 the last expression is bounded by
Notation 4.2.
A connected component C of G is said to be lonely if it does not separate any two connected components of G. For a face f of the graph G and a connected planar graph T , write r 0 T (f ) for the number of boundary components of f which belong to a lonely connected component of G isomorphic to T. Write r T (f ) for the number of boundary components of f which belong to a connected component of G isomorphic to T, and r
Let T i be the isomorphism type of a cycle of length i, and let T 5,1 (f ) be the isomorphism type of two triangles that share a single vertex.
Note that
This is due to the fact that renaming the isomorphic lonely components inside any face f results in a graph that is isomorphic to G. Write
It will be enough to prove that A m (G) is bounded, uniformly on P m , by some function g(n, m) with m g(n, m) = o(1).
The following proposition and definition will be useful for the understanding of A m . Then we have:
Proof. Consider first the case n = 2. We consider several different cases. If l 2 ≥ 4, the result is directly seen to hold. If l 1 ≥ 7 2 and l 2 < 3, then (k 1 + m 1 )
2 is maximized when k 1 = k, and
If l 1 ≥ 7 2 and l 2 = 3, then again (k 1 + m 1 )
, and so it remains to show that
This is a consequence of the fact that m 2 ≥ 3 and that 
where δ − is Kronecker's delta. Here again we are using the fact that 
. The result for general n follows now by a simple induction, since for n ≥ 3, the n = 2 step gives
. . , l n ), where l 1 , . . . , l n are natural numbers, as follows. Let s be an index with l s ≥ l s ′ for any s ′ . Define
For a planar graph G ∈ P m , define the number
4.2.
Step three: Reduction to flat graphs. We now define an operation on planar graphs which will simplify the graph, at the cost of increasing A m by a controlled quantity.
Definition 4.5. Let G ∈ P m be a planar graph, and let f 1 , f 2 be two white faces. A flattening from f 2 to f 1 is the operation of taking all connected components of G touched by f 2 , except for the one which separates f 1 and f 2 , and moving them, together with the parts of G which lay in the planar region they bound, to the interior of f 2 .
A flat graph is a planar graph such that at most one white face touches more than one component of the graph. Proof. We shall choose one white face f 1 that all the flattening steps will be to it. We assume f 1 itself touches more than one component of G, if such f 1 cannot be found, then there are no white steps, G ′ = G and the claim follows. We also assume that no other white face touches more components of G than f 1 . In addition, if l f 1 ≥ 4, then among those faces which touch the maximal number of components of G, f 1 is the one which touches the largest number of edges of G. Otherwise among those faces which touch the maximal number of components of G, f 1 is the one which touches the least number of edges of G. The flattening steps will not change those assumptions.
Consider a step from f 2 to f 1 . For convenience write a i , b i , c i for r 0
respectively, for i = 1, 2. Set m
(f i ). Write l ′ i for the number of other components of G f i touches, except the one which separates f 1 , f 2 . For the separating component which touches f i , write m 0 i for the number of edges of it which touch f i . Write m ′ i for the number of edges of G which touch f i but not included in the separating component or in the lonely components of types T 3 , T 4 , T 5,1 . We also assume that the separating component is not one of lonely components, otherwise there is no possibility to perform a flattening move.
We first show
where a = a 1 +a 2 , b = b 1 +b 2 , etc., and (
) is defined to be 1 if the denominator vanishes.
If
Thus,
In addition
and the inequality follows.
In this case Equation 5 is a consequence of Proposition 4.3 and 6.
Consider the general case, l ′ 1 + a 1 + b 1 + c 1 ≥ 3. For any k 1 , k 2 ≥ 0 whose sum is k,
Otherwise we have:
where in the one before last passage we have used the fact that for any connected component of G which touches a face f, the number of edges which touch f is at least 3. Indeed, (m 0 2 +m ′′ 2 )/3 is a lower bound for l 2 −1, which is greater than l ′ 2 +a 2 +b 2 +c 2 − 
where
a+b+c is defined to be 1 if the nominator and denominator vanish.
Combining the above, we see that for any fixed k 2 ,
Since
2 ≤ 2, 5 follows. Iterating 5 over the different possible white faces sequentially, the 100e 3m ′ 2 are collected to give at most (100e 9 ) m , as there are at most m steps, and the all the m ′ 2 are distinct and sum to at most 3m. The ( a 1 +b 1 +c 1 a+b+c ) 3 terms give a telescopic product which is no more than 
4.3.
Step four: Analysis for flat graphs. We start with a simple analytic result. 
Proof. Denote k/m by α. For non negative l, enough to estimate
Now, (1 − ε) α/2 (1 + α) has a finite positive maximum C ′ ε , and the whole expression is thus bounded by (C ′ ε ) m m l . If −10 ≤ l ≤ 0,
Choose C ε = max{C ′′ , C ′ ε }. Let G be a flat graph. Call the white face which touches more than one connected component of G, the distinguished face. If there is no such white face, choose any white face f with smallest m f to be the distinguished one. Denote the distinguished face by f 1 . Although G is embedded in the sphere, by choosing the distinguished face to be the outer face we may assume that G is planar. For any face f , any connected component of G which touches it and does not separate it from the distinguished face will be called a hole. We also say that the corresponding connected component of G is surrounded by f. A white (black) hole is a hole surrounded by a white (black) face. In a flat graph all white holes are surrounded by the distinguished face. for m ≥ 600, and a is some constant. The theorem follows.
