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Abstract
We present a novel approach to multi-engine machine translation, using a feature-
based classification algorithm. Instead of just using language models, translation
models, or internal confidence scores, we sought out other features that could be used
to determine which of two translations to select.
We combined the outputs from a phrase-based system, Moses [Koehn et al., 2007]
and a tree-to-tree system [Cowan et al., 2006]. Our main result is a 0.3 to 0.4 im-
provement in BLEU score over the best single system used, while also improving
fluency and adequacy judgements. In addition, we used the same setup to directly
predict which sentences would be judged by humans to be more fluent and more ade-
quate. In those domains, we predicted the better sentence 6% to 7% more often than
a baseline of always choosing the single best system.
Thesis Supervisor: Michael Collins
Title: Associate Professor of Computer Science
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Chapter 1
Introduction
With a diverse selection of machine translation systems available, methods of combin-
ing their outputs to create better systems are attractive. We present a novel method
for choosing between candidate translations.
Previous work on multi-engine machine translation has used language models and
translation models [Nomoto, 2004], [Paul et al., 2005], or internal confidence scores
as far back as [Frederking and Nirenburg, 1994]. Using some simple formula, the
candidate with the best score was chosen. We propose the use of arbitrary features.
We feed these features into an off-the-shelf classification learning algorithm.
Depending on the idiosyncrasies of individual machine translation systems, any
number of features could give clues to which did a better job. Anything from the
length of the original sentence to the part of speech of the last word in a candidate
translation could be a useful clue as to which translation is best.
In Chapter 2 we describe relevant previous work. In Chapter 3 we describe the
setup of our system, and how we selected features. In Chapter 4 we describe our
results. In Chapter 5, we conclude with some thoughts on future work.
13
14
Chapter 2
Background
In this chapter, we start by describing BLEU, a standard scoring metric for machine
translation. We then introduce statistical machine translation including the original
IBM models. We then describe two different state-of-the-art approaches to machine
translation, phrase based translation, and syntax based translation. We finally go
over some previous work on combining machine translation systems.
2.1 BLEU scoring
Important for any machine translation system is a method of evaluating its perfor-
mance. One common method is that of BLEU scoring [Papineni et al., 2001]. In
BLEU scoring, one or more reference translations is available for each sentence. Over
a corpus of test sentences, n-gram precision scores are calculated, where n ranges
from 1 to 4. That is, for every word (or 2, 3, or 4-gram) in a candidate translation,
the word is checked for existence in the reference translation. The geometric average
of these corpus precision scores is taken. It is important to note that the geometric
average would likely be 0 for most single sentences, which is why the corpus scores
are used. The other part of a BLEU score is a multiplicative brevity penalty if the
candidate sentences are consistently shorter than the reference translations.
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2.2 Statistical Machine Translation
Statistical machine translation starts with some large amount of training data, usually
in the form of a parallel corpus : pairs of sentences in two languages that mean the
same thing. Modern statistical machine translation began with the IBM models
[Brown et al., 1994]. A sequence of models were developed, starting with the simplest,
IBM Model 1, and building up to the most complex, IBM Model 5.
Suppose we are trying to translate from a French string f to an English string
e. Then, starting with all English strings as possible translations, we can write that
P(e|f) is the probability that e is the translation of f . We can further define some a
priori probability of a sentence P(e).
Using Bayes rule, we can rewrite our desired quantity:
P(e|f) = P(e)P(f |e)
P(f)
(2.1)
Since f is already known, our goal becomes to find:
eˆ = argmax
e
P(e)P(f |e) (2.2)
We call P(e) a language model probability and P(f |e) a translation model proba-
bility. One might wonder how Equation (2.2) is an improvement over just estimating
P(e|f) to begin with. The answer is that in practice, we have yet to come up with
translation models that are good at creating well-formed sentences, so separating
the problem into two parts helps. This separation is known as the noisy channel
model, because it takes the view that a native French speaker is actually thinking
of an English string, but the string gets transmitted through a noisy channel before
appearing as a French string. The IBM Models attempt to estimate a translation
model probability.
The IBM models use a concept called alignment. Each English word in a candidate
translation is aligned to some number of the French words in the original string. Often,
in practice, an English word is aligned to exactly one French word, but it could also
16
be aligned to zero or many French words.
IBM Model 1 takes the simple, brute force approach, of assigning a uniform prob-
ability to all alignments. IBM Model 1 has nothing to say about the order of words
in a sentence, leaving that problem entirely for the language model. Using a parallel
corpus, English words are given probabilities of aligning with French words, based on
how often they appear together in paired sentences.
IBM Model 2 goes further, assigning alignment probabilities based on where in the
sentences English and French words appear. IBM Model 2 learns that if an English
word appears at the end of a sentence, and a French word appears at the beginning
of a corresponding sentence, then their alignment is less likely than if they were both
at the beginning.
IBMModels 3-5 get progressively more complex, but they continue to rely on these
word-based alignments. These word-based alignments are a good starting point, but
they have trouble learning multiple word phrases, like “kick the bucket”, and they
are even more hopeless at making use of syntactic information.
2.3 Phrase Based Translation
Phrase-based systems represent the state-of-the-art in statistical machine translation
[Och and Ney, 2003]. Unlike the original IBMmodels [Brown et al., 1994], which only
have alignments between individual words, phrase-based systems allow alignments be-
tween phrases–multiple consecutive words. As such, they can easily translate phrases
like “kick the bucket”.
As the IBM models learn word-based alignments, phrase-based systems must learn
phrase alignments. As described in [Koehn et al., 2003], one way to do this is to start
with the same word alignments as the IBM models, and then to take any multiply
aligned sets of words and use those as the phrase alignments. Other approaches, such
as attempting to limit phrases to those that appear to have some kind of syntactic
meaning, have had less success. Using these phrase alignments, phrase-based systems
build up a phrase translation table as well as distortion probabilities for where in the
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new sentence a phrase might appear.
The particular phrase based system used in this paper is a freely available trans-
lation system called Moses [Koehn et al., 2007].
2.4 Syntax Based Translation
While phrase based translation systems may be the current state-of-the-art, they have
certain limitations. They have no way of accounting for long distance dependencies
between words. They have trouble translating between languages with different word
order, such as subject-object-verb in German and subject-verb-object in English. For
these, and other reasons, smarter translation systems that take syntax into account
are desired.
There are a variety of syntax based approaches in the literature, but one was cho-
sen for used in this paper. [Cowan et al., 2006] parses a German sentence, translates
that German parse tree directly to an English parse tree, and finally reconstructs an
English sentence.
[Cowan et al., 2006] starts by parsing a German sentence and breaking it into
clauses, translating each clause separately. Included in each clause are any placehold-
ers for modifier clauses, such as subject and object. The clauses are then translated
and reordered according to the appropriate word order in English.
2.5 Combining Translation Systems
The idea of combining various machine translation systems has been around at least
since [Frederking and Nirenburg, 1994]. They devised a semi-automated system that
took three of the best translation systems of the time, and created a new transla-
tion. In the field of speech recognition, system combination has been quite successful
[Fiscus, 1997]. However, the task of combining translation systems is harder, because
there could be many right answers.
Since 1994, there have been a number of efforts to combine multiple machine trans-
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lation systems. Broadly, they fall into two general categories. There are systems that
choose a translation from among the candidate translations such as [Nomoto, 2004]
and [Paul et al., 2005]. There are also systems that create an entirely new consen-
sus translation, often taking chunks from the various candidate translations such
as [Jayaraman and Lavie, 2005], [Matusov et al., 2006], and [Rosti et al., 2007]. Our
system is of the former type, the simpler of the two.
Recent work evaluating multi-engine machine translation [Macherey and Och, 2007]
has shown that for systems to usefully combine they ought to be diverse, and they
ought to be of comparable performance. The phrase based system and syntax based
system we chose fit these requirements.
19
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Chapter 3
Experimental Setup
3.1 Data
We started with 6188 German sentences from the Europarl corpus [Koehn, 2005],
which had already been translated to English using both the phrase based system
Moses [Koehn et al., 2007], and the tree to tree system [Cowan et al., 2006]. The
Europarl corpus also comes with English translations of each of these sentences.
Also available was some of the internal data from each translation system. From
the tree to tree system, we had the German parse tree that was used. From the phrase
based system, we had the trace, which is a breakdown of the German and English
phrases, along with translation probabilities of each phrase.
3.2 Metrics
As the goal was to select the better translation from the different systems, two tasks
were chosen to quantify results.
3.2.1 Improving BLEU Score
The most commonly used metric for evaluating machine translation systems is BLEU
score [Papineni et al., 2001]. BLEU is made up of two parts: a precision score, based
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on the geometric average of 1-gram, 2-gram, 3-gram, and 4-gram precision to the ref-
erence translation, and a brevity penalty, which penalizes a system if its translations
are on average shorter than the reference translation.
Both parts of the BLEU score can only be calculated across a set of translations;
the larger the set, the more robust the score. If we attempt to use BLEU on a
single sentence, the precision score is often 0 (if there are no 4-gram hits), and the
brevity penalty is often useless, because it’s perfectly reasonable to have an individual
sentence which differs in length compared to the reference translation.
For this task, the available sentences were broken up into two sets of 3000 sen-
tences each. One set was used for training, and the other for testing. The goal was
to selectively choose translations from the test set to achieve a larger BLEU score
than either individual system alone. In an attempt to avoid over-fitting, four such
3000/3000 splits of the data were made, and changes in the model were tested against
all four splits. While not perfect, we believe this had a simplifying effect on our model.
Ideally, a new test set would be used now that the model is stable.
3.2.2 Predicting Human Judgements
While BLEU is a useful scoring system, because it is fully automated, and relatively
simple, it has its drawbacks. Most notably, it does not do a good job of testing for
whether a translation is actually a fluent sentence. For this reason, we also used
human evaluations to compare 600 translations for both fluency and adequacy. For
fluency, a human was given the two candidate translations, and asked which one was
more fluent, or whether they were about the same. For adequacy, a human was also
given a reference translation, and then asked which sentence better communicated the
meaning of the reference translation, including fluency, or whether they were about
the same. Each of the 600 sentences was judges by two humans for fluency and then
for adequacy. This data was originally used in [Cowan, 2008].
For this experiment, our goal was to predict human judgements, by training on
human judgements of the same type. First, for fluency, to make the data more clear-
cut, we removed sentences where the humans disagreed, or where neither system did
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better, leaving only 309 sentences where both human agreed that a particular system
did better. In 199 of these, the tree to tree translation was more fluent, and in 110
of these the phrase based system was more fluent. Then, on a given sentence, we
trained on most or all of the other 308 sentences, attempting to predict which system
would do better.
For adequacy, we used the corresponding setup, narrowing the sentence pool down
to 294 sentences, 168 of which had better tree translations, and 126 of which had
better phrase translations.
We also used these human judgements to further evaluate our original system
designed to improve BLEU score.
3.3 Learning Algorithm
The main approach used for all three tasks was to extract features from the data,
and then pass those features on to a classification learning algorithm. Such learning
algorithms take a feature vector for each example, including a boolean prediction
value for training.
3.3.1 Boolean Prediction
For the human judgements, the prediction value for training was obviously whether
the tree system or phrase system did better. However, as mentioned earlier, the
BLEU score cannot reasonably be used on individual sentences. We still need to
come up with some boolean value that would tell us whether we should use the tree
translation or the phrase translation.
To solve this problem, we start by calculating the BLEU score for the phrase
system in the 3000 sentence training set (the phrase system BLEU score is higher than
the syntax system). We then swap in one tree translation at a time, recalculating the
BLEU score, noting how much it went up or down.1 We then pick a threshold  of
1This is locally equivalent to a variant of BLEU in which the n-gram precisions are multiplied by
some weights (4-grams count more than 1-grams, because they are more rarely correct), and then
added. This alternative formulation could be easily calculated on a per-sentence basis.
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how much of a change is large enough, and divide the training sentences into three
categories:
1. The tree system is better.
2. The phrase system is better.
3. There is little difference between the two systems.
We keep the sentences where there is a big difference between the translations,
and we throw out the rest. There is a tradeoff on choosing  here. With a smaller
, there will be more data to train on, but with a larger , the examples trained on
are expected to be more useful. In practice, we chose an  that kept about half the
training examples.
3.3.2 Feature Extraction
We tried using a variety of features that we expected might be correlated to BLEU
score or human judgements. First, we will list large classes of features that were tried,
and then we will go into more detail about ones that were actually found useful.
Language model Trigram language model, for English.
Sentence length For German and English.
Unigram counts For German and English.
Parts of speech The phrase and tree translations were parsed using a version of
the Collins parser [Collins, 1999], and we attempted to extract useful features
from the parsed sentences. We counted how many of each tag (usually part of
speech) occurred in each sentence. We also extracted the first and last parts of
speech.
German parse tree For the tree translations, we had available the German parse
tree used. From this, we can extract features similar to those used in the English
parses mentioned above.
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Better BLEU score
Tree Phrase
Better Tree 486 487
Language Model Phrase 219 452
Table 3.1: Breakdown of sentence pairs by comparing BLEU score and comparing
language model score.
Phrase trace For the phrase based translations, we had available the breakdown of
the phrases used, called a trace. One interesting characteristic of these phrases
was their length. We might expect that longer phrases would mean the phrase
translation did a better job. There are many phrases in a given sentence, so a
variety of methods were tried to extract a small number of features out of the
phrase lengths, including the average, maximum, and minimum phrase length,
and counts of how many phrases of each length.
3.3.3 Useful Features
Now we will describe in more detail which features were found to be useful, and
in what form they were actually used. For the data presented in this section, we
started with a 3000 sentence training set, and then only used the 1644 sentences
where swapping in the tree translation had a large effect on the BLEU score. We
found similar patterns in the human judgements data.
Language model This feature was used by taking the language model score for
the tree translation, and subtracting the language model score for the phrase
translation. Thus, a positive number should mean that the tree translation
is better, and a negative number should mean that the phrase translation is
better. A classification algorithm is free to use more fine-grained views than
“positive” and “negative”, but in Table 3.1 we show the breakdown of sentences
in those terms to show that there is a useful difference.
Sentence length Again, an intuitively interesting number is the difference in lengths
of the two translations. This is especially interesting when trying to optimize
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Better BLEU score
Tree Phrase
|Tree| > |Phrase|+1 292 319
|Tree| ≈ |Phrase| 316 426
|Tree| < |Phrase|-1 97 194
Table 3.2: When the length of a tree translation is more than one larger than the
length of the phrase translation, the two systems had similar numbers of translations
that increased the BLEU score. However, when the lengths are about the same, or
the tree translation is smaller than the phrase translation, the number of helpful tree
translations gets progressively smaller.
Better BLEU score
Tree Phrase
Final part of speech Verb 305 322
in phrase translation Noun 267 418
Table 3.3: When the phrase translation ends in a verb, there is a good chance it was
supposed to move somewhere else in the sentence.
BLEU score, because it can directly influence the brevity penalty. This number
was used in the model, and a courser view of the data can be seen in Table 3.2.
Unigram counts Unigram counts did not turn out to be very useful. They can
quickly add a large number of features to a model, which seem to be mostly
noise.
Parts of speech Counting parts of speech, similarly to counting unigrams, seemed
to only add noise. However, we did find one useful feature from the part of
speech tags: the part of speech of the last word in the sentence. The intuition
for this feature is that it serves as a sort of poor man’s language model. Some
parts of speech are less likely to end sentences.
In this particular case of translating from German to English, verbs at the end
of a German sentence are often supposed to move to the middle in the English
translation. While more specific parts of speech were used in the model, Table
3.3 shows a split in the data if the phrase translation ends in a verb or a noun.
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Better BLEU score
Tree Phrase
Final part of speech Verb 530 614
in German sentence Noun 104 217
Table 3.4: When the German sentence ends in a verb, there is a good chance it is
supposed to move, but the phrase translation will have trouble figuring that out.
German parse tree Similarly to the English parse tree, the most useful feature
we found was the part of speech of the last word. Again, to see that this is
interesting, we have picked out the nouns and verbs to show in Table 3.4.
Phrase trace Surprisingly, we did not find a way to extract data from the trace that
significantly helped.
3.3.4 Classification Algorithm
After extracting features, there is still the task of choosing a learning algorithm, and
for some learning algorithms, there are various parameters that can be set. A collec-
tion of learning algorithms, called Weka [Witten and Frank, 2005], were tried during
the development of our model. Weka provides a unified format to input training and
testing data. See Figure 3-1 for an example of a training file. The testing file takes
essentially the same form.
We tried using naive Bayes, k nearest neighbor, support vector machines, decision
trees, and boosting learning algorithms. We now briefly go into each type of learning
algorithm.
Naive Bayes Naive Bayes makes an assumption that each attribute is an indepen-
dent predictor of the classification. It can then independently calculate the
mean and variance of each attribute, and come up with a likelihood that an
example with a particular attribute should be given a particular classification.
The model is simple, and had no parameters to tune. It turned out to get better
results (see Chapter 4) than other classifiers tried.
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@relation predicting_tree_or_phrase_translations
@attribute tree-phrase_language_model real
@attribute tree-phrase_length integer
@attribute tree_FINAL_POS { PRP$, SBAR, WDT, JJ, WP, comma, PRP, RB, NNS,
NNP, WRB, NPB, VP-A, S-A, SBAR-A, WHADVP, NP-A, PP, S, EX, ADVP,
VBD, MD, SG-A, VBG, VBN, VBP, VBZ, NN, NP, CC, PDT, CD, JJS, JJR,
SG, ADJP, DT, POS, TO, VB, RBR, VP, IN, QP, NNPS, WHNP, OTHER}
@attribute phrase_FINAL_POS { PRP$, SBAR, WDT, JJ, WP, comma, PRP, RB,
NNS, NNP, WRB, NPB, VP-A, S-A, SBAR-A, WHADVP, NP-A, PP, S, EX, ADVP,
VBD, MD, SG-A, VBG, VBN, VBP, VBZ, NN, NP, CC, PDT, CD, JJS, JJR, SG,
ADJP, DT, POS, TO, VB, RBR, VP, IN, QP, NNPS, WHNP, OTHER}
@attribute german_FINAL_POS { ADJA, ADJD, ADV, AP, APPR, APPRART, ART,
CARD, FM, KON, NE, NN, NP, PDAT, PDS, PIAT, PIS, PN, PPER, PPOSAT,
PRELAT, PRELS, PRF, PROAV, PTKA, PTKNEG, PTKVZ, S, TOP, VAF, IN,
VAINF, VAPP, VMFIN, VMINF, VP, VVFIN, VVINF, VVIZU, VVPP, PP, PWAT,
OTHER}
@attribute better_bleu {Tree, Phrase}
@data
-0.189738128637,2,NNS,NNS,NN,Phrase
0.06276059928,4,NNS,NN,VVINF,Tree
0.039087912504,6,NNP,VBN,VMFIN,Tree
-0.052395594112,1,JJ,VBN,VVPP,Phrase
-0.118058794842,-1,NNS,NN,VVPP,Phrase
-0.068339338897,-4,CD,NN,VVFIN,Phrase
0.057411416289,11,NNS,NNS,NN,Tree
0.290631053632,1,NNS,VBP,VVINF,Tree
-0.14959015979,-2,PRP,OTHER,VVINF,Phrase
-0.056347139572,1,NN,JJ,VMFIN,Phrase
Figure 3-1: The first 20 lines of a training file. The @relation tag simply names the
data. The @attribute tags describe the range of possible values for each attribute:
the difference in language models is a real number, the difference in lengths is an
integer, and the parts of speech take on specific categorical values. The last attribute
is the value we are trying to predict. Below the attribute definitions, the data begins,
with one line per example.
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K Nearest Neighbor Perhaps the simplest classifier to understand, k nearest neigh-
bor maps the n features into n-dimensional space, and to predict the classifica-
tion of a new example, it looks at the nearest k examples, giving them each a
vote. We found that k nearest neighbor did decently well, especially for values
of k ≈ 100, but never quite as well as naive Bayes.
Support Vector Machines A linear SVM views a feature vector with n items as
points in n-dimensional space. It then tries to find a hyperplane to divide the
data in a way that minimizes classification errors and maximizes the distance
from any correctly classified example to the hyperplane. Non-linear SVMs,
using kernels, can also be used, which can map the feature vectors to points in
larger dimensional spaces.
Using Weka, there are two main parameters that can be varied: the complexity
constant C which bounds the coefficients defining the hyperplane, and the ex-
ponent E for the kernel polynomial. We focused on linear kernels, varying C,
but we also tried varying E. Many of these did better than the baseline (always
use the phrase system), but beating naive Bayes proved harder.
While we could easily overfit parameters to do quite well on any particular
training/testing split, we did not find parameters that did well on all four splits
of the data. Similarly, we could easily add features that overfit the data for a
particular split, but the gains rarely carried over to the other splits.
Decision Trees Decision trees split the data into smaller and smaller parts based
on one variable at a time. They then assign a particular classification to each
leaf. The main parameter to choose is how small the leaves are allowed to be,
but there are also various other choices like pruning parameters. With various
leaf sizes, we were able to get some gains, but none as high as naive Bayes.
Boosting Boosting is a method of taking a number of weak learners, like individual
decisions in decision trees, and combining them to make a stronger learner.
Weka makes available two boosting algorithms: AdaBoost and LogitBoost.
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Both were able to do better than the baseline, but not as well as naive Bayes.
One interesting question is why naive Bayes does better than all these other,
more sophisticated learning algorithms. One possibility is the fact that our end goal
is not actually classifying as many instances correctly as possible, at least for the
improving BLEU metric. We care significantly more about correctly classifying the
examples where one system did much better than the other. For example, support
vector machines are designed to maximize the distance between a hyperplane and the
nearest examples, but we don’t care very much about the nearest examples. Perhaps
naive Bayes does a better job of our actual classification goal.
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Chapter 4
Results
In this chapter, we start by presenting our main result of increased BLEU score,
analyzing that change in some detail. We then continue by showing that the same
combined system also increases fluency and adequacy scores. We then switch to
a different task of directly predicting fluency and adequacy scores, using the same
features.
4.1 Improving BLEU Score
The 6188 sentences were split four times into 3000 training sentences and 3000 testing
sentences. In each split of the data, the BLEU score of the phrase system was about
1.1 higher than the BLEU score of the tree system. Our combined system consistently
outperformed the phrase system by between 0.3 and 0.4. See Table 4.1. Our combined
system chooses about twice as many phrase translations as tree translations, which
is not surprising given that the phrase system started out with a higher BLEU score.
We will now dig deeper into how the BLEU score actually changed. For the
remainder of this section, we will only show statistics from one split in the data, as
the data in other splits was similar.
BLEU score, as noted in Section 2.1, is made up of n-gram precision scores and
a brevity penalty. Before combining, the phrase system did better on the precision
scores, and the tree system did better on the brevity penalty. As seen in Tables 4.3
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BLEU score Split 1 Split 2 Split 3 Split 4
Tree 21.49 21.57 21.56 21.32
Phrase 22.64 22.58 22.60 22.38
Combined 23.02 23.00 22.95 22.66
Table 4.1: The 6188 sentences were split four times into 3000 training sentences and
3000 testing sentences. Each time, the combined BLEU score was between 0.3 and
0.4 better than the phrase system alone, which was in turn about 1.1 better than the
tree system alone.
Sentences chosen Split 1 Split 2 Split 3 Split 4
Tree 1118 1044 929 1004
Phrase 1882 1956 2071 1996
Table 4.2: The combined system chooses phrase translations about 2/3 of the time,
and tree translations about 1/3 of the time.
and 4.4, our combined system was able to essentially take the best of both worlds.
Our combined system had precision scores that were only slightly worse than those
of the phrase system, and it had a brevity penalty that was only slightly worse than
that of the tree system. Together, this led to an increase in BLEU score.
4.2 Human Evaluation
We also want to know how well our BLEU model did on human fluency and adequacy
judgements. Starting with the 600 sentences described in Section 3.2.2, 284 of them
were in our 3000 sentence test set. For each sentence, there were two human fluency
Precision scores 1-gram 2-gram 3-gram 4-gram overall
Tree 56.32 27.38 15.50 9.01 21.54
Phrase 59.70 29.59 17.11 10.31 23.63
Combined 57.98 29.11 16.93 10.22 23.25
Table 4.3: The BLEU overall precision score is a geometric mean of 1-gram through
4-gram precision scores. Scores listed here are just for Split 1 of the data. The
combined system does only slightly worse than the phrase system on precision. The
combined system comes closer to the phrase system on n-gram precisions for larger
values of n.
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Brevity Penalty
Tree 0.998
Phrase 0.958
Combined 0.991
Table 4.4: In brevity penalty, the tree system does better than the phrase system.
The combined system does only slightly worse than the tree system.
Better fluency judgement
Tree Equal Phrase
Predicted to have Tree 122 51 39
better BLEU score Phrase 131 103 122
Table 4.5: Of the tree sentences chosen, 122 (21% of total) judgements were more
fluent, and 39 (7% of total) were less fluent.
judgements and two human adequacy judgements.
The combined system does quite well compared to the phrase system in fluency
judgements. 72% of sentences were either the same, or judged to be equally fluent.
21% of sentences were judged to be more fluent in the combined system. 7% of
sentences were judged to be more fluent in the phrase system. A more detailed
breakdown is shown in Table 4.5.
The combined system also does well compared to the phrase system in adequacy
judgements. 72% of sentences were either the same, or judged to be equally fluent.
19% of sentences were judged to be more fluent in the combined system. 9% of
sentences were judged to be more fluent in the phrase system. A more detailed
breakdown is shown in Table 4.6.
We can compare these results to those in [Cowan, 2008]. Cowan compared the
Better adequacy judgement
Tree Equal Phrase
Predicted to have Tree 109 54 49
better BLEU score Phrase 108 115 133
Table 4.6: Of the tree sentences chosen, 109 (19% of total) judgements were more
adequate, and 49 (9% of total) were less adequate.
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Better fluency judgement
New system Equal Baseline (Phrase)
New Tree 45% 26% 29%
System Combined 21% 72% 7%
Table 4.7: In the combined system, many sentences were the exactly the same as the
baseline, explaining the large 72%. But most of the tree sentences chosen (21% of
total) were judged to be more fluent.
Better adequacy judgement
New system Equal Baseline (Phrase)
New Tree 36% 31% 33%
System Combined 19% 72% 9%
Table 4.8: In the combined system, many sentences were the exactly the same as the
baseline, explaining the large 72%. But many of the tree sentences chosen (19% of
total) were judged to be more fluent.
fluency and adequacy of the tree system to that of the phrase system, whereas we are
comparing our combined system to the phrase system.
As seen in Table 4.7, Cowan found that the tree system had better fluency judge-
ments 45% of the time and worse fluency judgements 29% of the time, for a gain of
16% over the baseline. Our combined system, despite choosing the phrase baseline
about 2
3
of the time, still kept most of the gain in fluency found by Cowan in the tree
system, with a gain of 14% over the baseline.
As seen in Table 4.8, Cowan’s tree system had only a small (3%) gain in adequacy.
However, our combined system did significantly better, with a 10% gain in adequacy
over the baseline.
4.3 Predicting Human Evaluations
When trying to improve the BLEU score, our baseline was the phrase system. How-
ever, in the human judgements, the tree system did better. In this section, we use
human evaluations to predict human evaluations, using the tree system as a baseline.
For fluency, the tree system did better about 64% of the time. To beat this
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Better fluency judgement
Tree Phrase
Predicted to Tree 168 58
be better Phrase 31 52
Table 4.9: A total of 83 phrase sentences were chosen. Compared to the tree baseline,
52 of these sentences were better, and 31 were worse.
Better adequacy judgement
Tree Phrase
Predicted to Tree 128 66
be better Phrase 40 60
Table 4.10: A total of 100 phrase sentences were chosen. Compared to the tree
baseline, 60 of these sentences were better, and 40 were worse.
baseline, we needed to choose sentences that were more fluent more than 64% of the
time. As seen in Table 4.9, we were able to beat this baseline by 21 sentences. Starting
with 309 sentences, we correctly predicted the more fluent sentence 220 times, for a
rate of 71%.
For adequacy, the tree system did better about 57% of the time. To beat this
baseline, we needed to choose sentences that were more adequate more than 57% of
the time. As seen in Table 4.10, we were able to beat this baseline by 20 sentences.
Starting with 294 sentences, we correctly predicted the more adequate sentence 188
times, for a rate of 63%.
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Chapter 5
Conclusion
Our system for combining the output of two translation systems has led to a better
combined system. There are a number of extensions that could be considered for
future work.
5.1 More than two systems
One obvious extension is to use more than two different systems. While not a new
idea, adding more systems may offer unique challenges for classification algorithms,
which are often simplest when predicting between two classes.
5.2 More data
Our experiments were run with a limited supply of translations. One simple task
would be to see how well the model scales with more training data.
Furthermore, each sentence had only one reference translation, while BLEU is
designed to work with one or more reference translation. Usually one reference trans-
lation is sufficient; it may not capture all possible good translations, but it is hopefully
unbiased. However, we used the reference translation to train our classification model
on which translations were better than others. Here, we might expect to do signifi-
cantly better with more reference translations for training.
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5.3 Picking features
We mostly experimented with simple features, and manually chose the ones that
had predictive value. Other pairs of systems might not care about the final part
of speech. Future work could widen the range of features and automatically choose
between them.
38
Bibliography
[Brown et al., 1994] Brown, P. F., Pietra, S. D., Pietra, V. J. D., and Mercer, R. L.
(1994). The mathematic of statistical machine translation: Parameter estimation.
Computational Linguistics, 19(2):263–311.
[Collins, 1999] Collins, M. (1999). Head-Driven Statistical Models for Natural Lan-
guage Parsing. PhD dissertation, University of Pennsylvania.
[Cowan, 2008] Cowan, B. (2008). A Tree-to-Tree Model for Statistical Machine Trans-
lation. PhD dissertation, Massachusetts Institute of Technology.
[Cowan et al., 2006] Cowan, B., Kucerova, I., and Collins, M. (2006). A discrimina-
tive model for tree-to-tree translation. Proceedings of EMNLP, pages 232–241.
[Fiscus, 1997] Fiscus, J. (1997). A post-processing system to yield reduced word
error rates: Recognizer Output Voting Error Reduction (ROVER). Automatic
Speech Recognition and Understanding, 1997. Proceedings., 1997 IEEE Workshop
on, pages 347–354.
[Frederking and Nirenburg, 1994] Frederking, R. and Nirenburg, S. (1994). Three
heads are better than one. Proceedings of the fourth conference on Applied natural
language processing, pages 95–100.
[Jayaraman and Lavie, 2005] Jayaraman, S. and Lavie, A. (2005). Multiengine ma-
chine translation guided by explicit word matching.
[Koehn, 2005] Koehn, P. (2005). Europarl: A parallel corpus for statistical machine
translation. MT Summit, 5.
[Koehn et al., 2007] Koehn, P., Hoang, H., Birch, A., Callison-Burch, C., Federico,
M., Bertoldi, N., Cowan, B., Shen, W., Moran, C., Zens, R., et al. (2007). Moses:
Open source toolkit for statistical machine translation. Proceedings of the Annual
Meeting of the Association for Computational Linguistics, demonstation session.
[Koehn et al., 2003] Koehn, P., Och, F. J., and Marcu, D. (2003). Statistical phrase-
based translation. In NAACL ’03: Proceedings of the 2003 Conference of the
North American Chapter of the Association for Computational Linguistics on Hu-
man Language Technology, pages 48–54, Morristown, NJ, USA. Association for
Computational Linguistics.
39
[Macherey and Och, 2007] Macherey, W. and Och, F. J. (2007). An empirical study
on computing consensus translations from multiple machine translation systems.
In Proceedings of the 2007 Joint Conference on Empirical Methods in Natural
Language Processing and Computational Natural Language Learning (EMNLP-
CoNLL), pages 986–995.
[Matusov et al., 2006] Matusov, E., Ueffing, N., and Ney, H. (2006). Computing
consensus translation from multiple machine translation systems using enhanced
hypotheses alignment.
[Nomoto, 2004] Nomoto, T. (2004). Multi-engine machine translation with voted lan-
guage model. In ACL ’04: Proceedings of the 42nd Annual Meeting on Association
for Computational Linguistics, page 494, Morristown, NJ, USA. Association for
Computational Linguistics.
[Och and Ney, 2003] Och, F. J. and Ney, H. (2003). A systematic comparison of
various statistical alignment models. Comput. Linguist., 29(1):19–51.
[Papineni et al., 2001] Papineni, K., Roukos, S., Ward, T., and Zhu, W. (2001).
BLEU: a method for automatic evaluation of machine translation. Proceedings
of the 40th Annual Meeting on Association for Computational Linguistics, pages
311–318.
[Paul et al., 2005] Paul, M., Doi, T., Hwang, Y., Imamura, K., Okuma, H., and
Sumita, E. (2005). Nobody is Perfect: ATR’s Hybrid Approach to Spoken Language
Translation. Proc. of IWSLT.
[Rosti et al., 2007] Rosti, A.-V., Ayan, N. F., Xiang, B., Matsoukas, S., Schwartz,
R., and Dorr, B. (2007). Combining outputs from multiple machine translation
systems. In Human Language Technologies 2007: The Conference of the North
American Chapter of the Association for Computational Linguistics; Proceedings
of the Main Conference, pages 228–235, Rochester, New York. Association for
Computational Linguistics.
[Witten and Frank, 2005] Witten, I. H. and Frank, E. (2005). Data Mining: Prac-
tical machine learning tools and techniques. Morgan Kaufmann, San Francisco,
California, second edition.
40
