Computer simulations of (i) a [C 12 in-plane modulation is seen for ii and iii. In case ii, the optimal arrangement of charge and neutral tails is achieved by layering parallel to the surface, while in case iii weaker dispersion and packing interactions are unable to bring aliphatic tails together into mesoscopic islands, against overwhelming entropy and Coulomb forces. The onset of in-plane mesophases could greatly affect the properties of long-chain RTIL used as lubricants.
From a more fundamental point of view, the interest is enhanced by the surprising variety of properties and behaviours that RTIL display, making them important prototypes of molecular Coulomb liquids 5 . The spontaneous formation of mesoscopic structures (mesophases) in RTIL, in particular, first predicted by computer simulations 6, 7, 8, 9 , and later confirmed by experiments 10 , is among the most fascinating phenomena discovered in these systems. alkane tails, pushed out of these charged regions, group together under the effect of packing and van der Waals attraction. Since the alkane chains cannot be physically separated from the cationic imidazolium ring to which they are connected by a covalent bond, a mesoscopic density and charge modulation is established, giving rise to the optimal separation of ionic moieties and alkane tails that is compatible with the molecular topology. This picture is confirmed by the dependence of the mesophase stability on the length of the alkane tail attached to the imidazolium cation. Mesophases are observed only for RTIL's of sufficiently long tail ([C n mim][X] with n > ∼ 6), whose dispersion and steric interactions are weaker but nevertheless comparable to Coulomb forces.
Further insight on the origin and properties of mesophases could be gained by investigating systems of reduced dimensionality, since the interactions giving rise to the mesoscopic modulation are affected to a different degree by a change in the number of dimensions. The net effect of dimensional changes on the stability of mesophases, however, is difficult to predict a priori. Reducing dimensionality reduces the strength of Coulomb interactions, thus reducing the primary driving force for the mesophase formation. On the other hand, decreasing dimensionality limits screening and enhances fluctuations, possibly lending stability to mesophases.
We apply molecular dynamic simulations to investigate the stability and role of mesophases for long alkane tail RTIL in quasi-2D systems. Three different cases are considered. In the first case (i) The S αβ (q)'s from the simulation display the characteristic pre-peak due to mesoscopic structures in fluid-like systems.
No mesophase is observed in cases ii and iii. More precisely, for case ii, corresponding to a thin [C 12 mim][Tf 2 N] film adsorbed into the asymmetric potential well at a vacuum/solid interface, the optimal combination of Coulomb and dispersion interactions is achieved by layering in the z direction, without in-plane modulation. The alkane tails, in particular, tend to stick out of the contact plane, leaving behind a thin layer of ionic moieties. In other terms, the film lowers its potential energy by exposing the inert alkane tails to the vacuum side, at the same time gaining entropy from the increased isomerisation freedom of tails in the peripheral location. In-plane mesophases, therefore, may become stable only when a nearly 2D configuration is enforced by a sufficiently high normal load. In case iii, Coulomb forces dominate the picture, giving rise to a fairly ordered in-plane ionic configuration. Excluded volume and dispersion interactions are not sufficiently strong to bring tails together into neutral clusters, and thus the structure factor lacks the pre-peak marking supra-molecular length scales. In other terms, similarly to what has been found for 3D systems, mesophases in 2D are observed only for systems of sufficiently long tail, and the simulation results emphasise the need of comparable strength for Coulomb, packing and dispersion forces.
Temperature, 2D density and normal load (∼ 10 2 MPa) similar to those used in our simulations of case i are found in RTIL's applications as lubricants 4 . Mesophases, therefore, could arise from 2D homogeneous systems through a phase transition, taking place when the applied normal load forces both tails (of sufficient length) and ionic heads to lay in a nearly 2D space of nanometric thickness. The mesophase transition, in turn, could greatly affect the performance of the thin film as a lubricant.
Our investigation is different but related to a previous study 11 , devoted to the computa- The systems we consider are nearly 2D, being extended along xy, and confined to nanometric thickness along z. However, Ewald sums are far more efficient for 3D periodicity than , in such a way that we can neglect interactions among replicas in the z direction.
The effect of confinement in between two planar surfaces perpendicular to the z axis is represented by a very idealised, purely repulsive potential given by:
which is applied to all RTIL atoms, see Fig. 2 . In all cases, the parameter k w is set to As a comparison (see Fig. 2 ), we consider an asymmetric external potential meant to mimic the attractive well outside a solid surface interacting with the adsorbate with dispersion forces:
The parameters σ w = 3Å, ǫ w = 0.8 kJ/mol, and 4πρ = 0.5Å −3 are gauged to reproduce the interaction of SiO 2 with carbon atoms 16 in a united-atoms representation of alkane chains.
As in the case of eq. (1), potential (2) is applied to all RTIL atoms, and the model, therefore, does not quantitatively represent any real interface. Nevertheless, we think that it offers the qualitative comparison that it is intended to provide.
Molecular dynamics simulations have been performed using the DL POLY package 17 , slightly modified to include the external potentials of the form (1) and (2).
To The lateral periodicity in the x and y directions is set to L x = L y = 136Å, corresponding to a surface area A = 185 nm 2 , and to a surface density of 1.384 ion pairs per nm 2 .
To speed up equilibration, simulations have been carried out, first of all, at high temperature (T = 500 K), then T has been progressively decreased in step of 50 K. Relaxation, as detected by the drift in the running average of the potential energy following each temperature variation, turns out to be very slow, especially at the lowest temperatures. In addition to the expected high viscosity of [C 12 mim][Tf 2 N], the long relaxation times are probably due to the fairly high normal load applied to the simulated sample, increasing the activation barriers for all dynamical processes in the RTIL. At each temperature, the sample has been equilibrated for at least 200 ps. Production runs lasting 10 ns have been carried out at T = 500 K, T = 400 K, and T = 300 K.
The normal load applied to the RTIL film has been estimated by averaging the force on RTIL atoms due to the external potential. Since this potential depends only on z, the applied force is strictly directed along z. At constant area and number of ions, the measured load raises, as expected, with increasing temperature, going from P = 276 ± 0.5 MPa at T = 300 K, to P = 318 ± 0.6 MPa at T = 400 K, and P = 359 ± 0.7 MPa at T = 500 K. The film is liquid-like down to T = 300 K, even though at this temperature and pressure the mobility is fairly low (see Fig. 3 ). Ionic self-diffusion is quantified using the 2D version of An Einstein-like relation has been used to estimate the ionic conductivity, based on the computation of the mean-square charge displacement:
where
A is the area of the interface, and Z + , Z − are equal to +1 and −1 for cations and anions, respectively. In our computations, the limit implied in eq. 3 is estimated from the average slope of | Z + ∆ + (t) + Z − ∆ − (t) | 2 over the same time interval (1 ≤ t ≤ 5 ns) considered in the computation of the diffusion coefficient. The result, i.e., σ = 148 ± 6 × 10 −12 S at T = 500 K, σ = 26.1 ± 2 × 10 −12 S at T = 400 K, and σ = 6.7 ± 1 × 10 −12 S at T = 300 K deviates significantly from the prediction of the Nernst-Einstein relation:
where n is the 2D density of ion pairs, and K B is the Boltzmann constant. Introducing the values of the diffusion coefficient estimated by simulation gives σ N E = 484 ± 20 × 10 −12 S at T = 500 K, σ N E = 90 ± 6 × 10 −12 S at T = 400 K, and σ N E = 31 ± 4.5 × 10 −12 S at T = 300 K. The deviation of molar conductivity from the Nernst-Einstein relation is often expressed by introducing the parameter 25 ∆ defined as:
Then, for our system, we find ∆ = 0.78 at T = 300 K, ∆ = 0.71 at T = 400 K, and ∆ = 0.69 at T = 500 K, emphasising both the strong ionic association in this system, and the slow thermal dissociation with increasing T . This is not surprising for [C 12 mim][Tf 2 N], whose low average charge density favours bonding patterns somewhat different from those of ideal Coulomb systems.
Even more than in the case of self-diffusion, comparing the conductivity computed for our nearly 2D samples with experimental data is affected by the different dimensionality. As a result, the conductivities we obtain for our systems appear to be a few orders of magnitude lower than experimental values for the same or similar RTILs. We emphasise, however, that we are comparing quantities that are not even dimensionally equivalent.
A simulation snapshots from the [C 12 mim][Tf 2 N] simulation at T = 300 K in the d = 2.5Å potential is displayed in Fig. 4 , while an expanded view of the same configuration is given in is not comparable to the thick layering that has invariably been found in simulations of the RTIL's free surface 11, 26, 27 . The effect of temperature on the density and charge profiles is marginal for 300 ≤ T ≤ 500.
Moreover, even a superficial analysis of simulation snapshots reveals a characteristic structure consisting of ion chains and hydrocarbon islands, which are apparent in the We focus our analysis on the in-plane arrangement of ions, and we compute the in-plane (2D) ion-ion structure factors S ++ , S +− , S −− , shown in Fig. 8 , upon replacing again each cation and [Tf 2 N] − anion by a single particle, as already done for visualising the RTIL structure in Fig. 7 . Even though this analysis is based directly only on the configuration of the ionic moieties, the in-plane distribution of tails is described implicitly by the ionic structure factors, that provide a complementary view also of the alkane groups. The characteristic signature of mesophases is represented by a secondary peak in the structure factor at a wave vector corresponding to a periodicity longer than the typical molecular size, that is reflected in the main peak of the S αβ . The mesophase formation, however, becomes more apparent if we combine the ionic structure factor into the Bathia-Thornton form 23 :
These combinations of the partial structure factors provide a fair diagonalisation of the S αβ (q) matrix, separating particle particle (S N N ) from charge-charge (S QQ ) correlations, since the mixed charge-particle correlation nearly vanishes. Moreover, and more importantly, as demonstrated in Fig. 9 a sizable pre-peak is apparent in S N N at q = 0.225Å The result for the iii simulations, therefore, confirm that neutral tails of sufficient length are required to give rise to mesophases and to the pre-peaks that are their distinctive diagnostic feature.
The absence of long range order in a system that locally tends to adopt an ionic crystallike structure is likely to be due, first of all, to the limited time allowed by simulation, that is typically shorter than the time needed to reach a well ordered configuration, even when this is the most stable one from a thermodynamic point of view. However, it might also be due to the random perturbation represented by the floppy neutral tails, which might prevent long range order. The RTIL slab is tilted to show its aspect ratio. 
