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Polymer electrolyte fuel cells (PEFCs), while a promising clean energy technology, suffer
from a lack of durability, especially tolerance to impurities. This work studies both foreign
cationic contamination in the cathode, and detection of fuel impurities through the development
of a hydrogen contaminant detector (HCD).
The role of mass transport in foreign cationic contamination of PEFCs is studied through the
extraction of a gas diffusion media (GDM) from a cell that experienced sudden shutdown during
in situ foreign cation contamination. Significant cation salt precipitation is examined using x-ray
computed tomography, with the distribution examined using an in-house Matlab code. Results
show that the microporous layer (MPL) restricted capillary transport of the dissolved cations
towards the catalyst layer, causing the cationic salt concentration to build and precipitate within
the GDM. A computational model is developed to model the coupled water and cation transport
in the GDM and membrane electrode assembly (MEA), and further shows that the increased
capillary resistance encountered as the water transitions from the macroporous carbon paper
substrate to the MPL, acts to restrict the transport of water and foreign cations to the MEA.
The impact of foreign cations on catalyst layer thinning is subsequently examined. Four
hundred hour long tests were run on baseline and Ca2+ contaminated PEFCs. Significant catalyst
layer thinning observed only on the cation contaminated cell is proposed to occur due to proton
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depletion and subsequent carbon corrosion. The computational model is used to show that
foreign cations accumulate towards the cathode (occupying 80% of the sulfonic acid sidechains),
which result in a depletion of protons. To sustain oxygen reduction, it is hypothesized that
carbon oxidation occurs to generate protons and continue oxygen reduction in the cathode.
Finally, development of a HCD is discussed; specifically work towards characterizing the
response

to

carbon

monoxide

impurities.

Electrochemical

impedance

spectroscopy

measurements are performed and analyzed using electrochemical equivalent circuits (EEC).
Fitting the data to EECs shows that different circuits are required to match the baseline and COcontaminated EIS spectra, in which both the oxidizing and reducing electrodes contribute into
the measured response.
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Chapter 1 INTRODUCTION
1.1) Fuel Cell Background & Development
As society progresses towards renewable energy sources, several technologies are going to be
incorporated into the energy infrastructure to replace non-renewable energy systems. Wind,
solar, hydrodynamic and geothermal energy systems are among the technologies that provide
reliable energy with low pollution that reduce the demand for fossil fuels. Due to their highpower density, high efficiency and low emissions, fuel cells present an option for alternative
clean power generation for both stationary and transportation applications.1 Through a chemical
reaction between fuel and oxygen, chemical energy is converted to electrical power in a process
capable of high thermodynamic efficiency. Where the ideal Carnot cycle requires a large
temperature difference for high efficiency (η = 1 − TC /TH ), fuel cells offer high thermodynamic
efficiencies over 90% (η = ∆G/∆H) at lower temperatures.2
The first fuel cell is credited to William Grove in 1839, and the technology has evolved in the
following 180 years, with significant advances in development concurring with the “space race”
of the 1960’s as NASA deployed fuel cells for their Gemini and Apollo missions.1 Today fuel
cells are used for both stationary and mobile power generation. For transportation requirements,
polymer electrolyte fuel cells (PEFCs) are seen as one of the leading candidates for electrical
power generation due to their high power density, quick start-up time, and capability to rapidly
respond to changes in power requirements.3 Three automakers at present (March 2018) are
commercially producing fuel cell powered vehicles: Honda’s Clarity, Hyundai’s Tucson, and
Toyota’s Mirai, while several other major OEM’s are investing and developing fuel cell
vehicles.4 Further application of the technology by the U.S. Naval Research Laboratory has
employed PEFCs in unmanned aerial vehicles5,6 and unmanned undersea vehicles.7
1

1.2) Polymer Electrolyte Fuel Cells
PEFC is a low temperature (60-100°C), solid electrolyte, hydrogen-fueled fuel cell.3 The
overall chemical reaction of hydrogen with oxygen produces water and electricity. At the anode,
hydrogen fuel is oxidized (Eq. 2), splitting the hydrogen molecule into protons and electrons.
The electrolyte membrane permits proton transport between the anode and cathode, while
resisting electrical transport, producing electrons that move through the external circuit providing
electrical power.8 At the cathode, the oxygen combines with the protons and electrons to form
water.
Overall

H2 + ½O2 → H2 O

𝐸 = 1.23𝑉

(1)

Anode

H2 → 2H + + 2e−

𝐸 0 = 0.00𝑉

(2)

Cathode

½O2 + 2H + + 2e− → H2 O

𝐸 0 = 1.23𝑉

(3)

1.2.1 PEFC Architecture
A schematic of a sample laboratory scale PEFC is shown in Figure 1.1. At the center of the
system is the membrane electrode assembly (MEA), surrounded by diffusion media (DM) and
gaskets. Reactant gases enter through flow channels machined in a bipolar plate. Current
collectors and end plates surround the components to apply compression and electrical
connections.

2

Figure 1.1: Laboratory scale fuel cell.

PEFCs use a solid polymer membrane to separate the electrodes, with the requirements
that the electrolyte display high protonic conductivity and electrical insulation; along with being
electrochemically and thermally stable9 with low gas permeability to prevent gas crossover.10
The most common membrane used in the literature for PEFCs is Nafion®, originally developed
by DuPont. Nafion® is a mixture of two polymers consisting of a polytetrafluoroethylene
(Teflon) backbone for mechanical stability with perfluorinated sulfonic acid (PFSA) sidechains
for cation mobility.11 An example structural polymer chain is shown in Figure 1.2.
Due to its copolymer structure, it has a mixed hydrophobic-hydrophilic nature.11 The
hydrophobic Teflon chains provide stability and structure in the presence of water, while the
hydrophilic PFSA sidechains are responsible for both the swelling of the electrolyte and the
proton mobility. Protons, which bond to water molecules forming hydronium ions (H3O+), move
from sidechain to sidechain through the membrane facilitating ion conduction from anode to
cathode.

3

Figure 1.2: An example Nafion® chain showing the Teflon backbone with sulfonic acid side chains.12 A full
Nafion® polymer chain would consist of repeating sections.

On either side of the membrane, the electrodes are located. They can either be applied directly
to the membrane, via spray coating or decal transfer (forming a catalyst coated membrane,
CCM), or applied to the diffusion media forming a gas diffusion electrode (GDE).13 PEFC
electrodes are a combination of catalysts, ionomer, and open pore space. The electrochemical
reactions occur at the intersection of the three regions, called the triple phase boundary. Platinum
is the most common catalyst for hydrogen oxidation and oxygen reduction in polymer electrolyte
fuel cells. To more efficiently utilize the platinum surface and increase the surface area to mass
ratio, small 2-4nm platinum particles are dispersed on the surface of carbon supports.14 At the
4

anode, hydrogen adsorbs on the catalyst surface, separating into protons and electrons. Protons
are carried to the membrane through the ionomer network; thin (10nm) Nafion® chains
intermixed with the solid catalyst, while electrons are removed through the electrically
conductive carbon supports and catalyst to the external circuit. In the cathode, oxygen traverses
the void space of the catalyst layer, and adsorbs on the surface of the platinum. Protons leaving
the membrane move though an ionomer network to the surface of the catalyst and electrons are
conducted through the conductive carbon supports and platinum, the oxygen reduction reaction
can take place.
The diffusion media (DM) allows reactants to move from the gas flow channels and spread
across the entirety of the electrodes along with facilitating product water removal from the cell.15
The DM usually consists of two layers, a macroporous gas diffusion layer (GDL) and a
microporous layer (MPL). Samples of the Freudenberg C4 and SGL 29BC GDL and MPLs are
shown in Figure 1.3. The GDL section is typically made from a carbon paper or carbon cloth,
formed from carbon fibers (≈6-10µm in diameter) secured with a binder, creating pores on the
order of 1-10 micron in diameter.15,16 Teflon may be added to the carbon surface to increase its
hydrophobicity which helps facilitate water removal.17,18 The MPL is similarly formed from
carbon powder and Teflon19 with pores one micron or less in diameter to create a region of high
capillary pressure to facilitate water removal. Experiments show that the addition of an MPL can
significantly improve cell performance by reducing the water saturation inside the DM allowing
for improved reactant transport to the electrodes.20–22

5

Figure 1.3: SEM micrographs of SGL 25BC gas diffusion layer with Teflon coating (top, left) and
microporous layer (top, right) and Freudenberg C4 carbon paper gas diffusion layer with no Teflon coating
(bottom, left) and microporous layer (bottom, right).

1.2.2 Losses in PEFCs
The electrochemical process of converting hydrogen and oxygen into water and electricity
can produce achievable efficiencies of over 60% (due to irreversible losses) at low temperatures.
Losses can be related to slow electro-kinetics of the oxygen reduction reaction, mass transport of
the reactant gases to the electrodes, and ohmic resistance of the electrolyte.

6

A sample polarization curve is shown in Figure 1.4. When using hydrogen and oxygen as
reactants, the thermodynamic potential of the reaction is 1.23V, however operation at the open
circuit potential (OCP) is always lower (around 1.0V) due to reactions that result from species
crossover through the membrane and electron transport across the electrolyte.23 At low
overpotentials (potentials near OCP) activation losses are dominant. Kinetics of the reactions,
especially the slow, multistep oxygen reduction, causes high voltage losses. In the middle of the
polarization curve, ohmic losses dominate the shape of the scan. This linear decrease in potential
with current is dominated by ionic and electronic resistances. Ionic resistance transporting
protons in the membrane and ionomer, along with electrical resistance and contact resistance in
the cell components contribute to this region of the polarization curve. The section of the curve
at high current densities is characterized by a steep decrease in voltage marking the mass
transport dominated region. In this region, transport of the reactant species to the catalyst surface
is the limiting condition as the reactant is fully consumed at the surface creating the limiting
current of the cell.12

Figure 1.4: Sample polarization curve showing the areas dominated by electro-kinetics, ohmic resistance and
mass transfer.24

7

1.3) Durability Issues in PEFC Commercialization
The U.S. Department of Energy’s Fuel Cell Technology Office provides targets for areas of
fuel cell advancement, along with the current status of development.4 Among the areas of interest
are performance, cost, and durability requirements. As shown in Figure 1.5, while power to
weight, power to volume and cold start metrics have mostly been met, significant progress
towards improved durability and cost reduction are needed for fuel cell systems to become
competitive against conventional engine systems.

Figure 1.5: Fuel Cell Technology Office spider plot detailing current status of fuel cell systems for light duty
automotive applications against 2020 and 2025 targets. 25

Cost reduction will require a multipronged approach. Current cost of the Toyota Mirai
($57,500), while most likely heavily subsidized, is not competitive against conventional internal
combustion engine vehicles.26 The scale up to mass production should decrease the cost of
certain components like the Nafion® membrane, however, precious metal catalysts (e.g.
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platinum) still account for significant portion of the system cost.4 To combat this, ongoing
research aims towards more efficiently utilizing lower loading platinum catalysts or replacing the
precious metal catalyst entirely. Recent progress with platinum group metal (PGM) free
electrodes has been aimed at utilizing lower cost materials (such as iron, carbon) as catalysts for
the hydrogen oxidation and oxygen reduction reaction. While ORR activity measured using the
rotating disk electrode technique displays adequate ORR activity, performance in MEAs is still
lacking, requiring high catalyst loadings and thick catalysts layers. Optimization of the structure
and morphology is ongoing to optimize the requirements for electro-kinetics, species transport
and water removal.26–29
Likewise, improvements to PEFC durability necessitate a bilateral approach, wherein
improvements to component durability will need to be examined in parallel with impurity
tolerances (and mitigation) to maintain performance. The Department of Energy has set a target
of 5000 hours (with future increases up to 8000 hours) for polymer electrolyte fuel cell lifetime
to compete with the 150k mile durability of automotive internal combustion engines. Materials
development and systems engineering will be required to address improvements to reduce carbon
support corrosion, platinum dissolution and membrane thinning.4 Degradation of balance of plant
(BOP) components, including sealants, greases,30,31 cleansers,32 and cell hardware,33,34 have been
studied to examine the effect of compounds leeching into the cell catalyst layer and membrane.
Fuel or airborne impurities also pose significant issues for contamination as many compounds
accelerate performance degradation by reducing electrochemical surface area, changing the
transport properties of the electrolyte and diffusion media, or reducing the kinetics of the
reactions.
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1.3.1 Fuel Contamination
Hydrogen generation, transport, and storage provide a significant possibility for
contamination in PEFC anodes. At present, 95% of hydrogen production comes from the process
of reforming hydrocarbons into hydrogen gas at high temperature (700-1000°C) and pressure (325bar).35 The primary hydrocarbon used in this process is natural gas, in a process called steam
methane reforming, where methane reacts with steam to form hydrogen gas and carbon
monoxide (Eq. 4).
CH4 + H2 O → 3H2 + CO

(4)

The CO generated in this reaction is converted into hydrogen and carbon dioxide through a water
gas shift reaction:
CO + H2 O → CO2 + H2

(5)

The Society of Automotive Engineers (SAE International) provides the tolerance limits for
impurities in fuel through its J2719 Hydrogen Fuel Quality standards.36 The standard includes all
contributions from hydrogen production, transport, storage, and delivery for fuel cell vehicles,
and includes numerous contaminants generated throughout the process (CO, CO2, NH3, H2S,
hydrocarbons, alcohols). For carbon monoxide, the upper limit is 0.2ppm in the hydrogen fuel.
Carbon monoxide needs to be removed as it will preferentially bond to platinum, reducing the
available surface sites for hydrogen oxidation leading to a loss of power and performance.37 The
strong bond formed between carbon monoxide and platinum during poisoning can be broken
with the CO oxidizing into carbon dioxide through the application of high potential (via pulsing
or voltammetry), or oxygen bleeding.38,39 Carbon monoxide tolerant platinum alloy catalysts
(e.g. PtRu) have been developed to improve tolerance and reduce the CO bond strength and
lower the potential required for CO removal.40,41
The study of residual hydrocarbons, aldehydes, alcohols and ammonia in hydrogen fuel has
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shown various responses in the literature. At low concentration, several of these contaminants do
not pose significant sources of degradation.42 For example, five percent ethelyne in hydrogen
fuel results in a 5mV drop in potential with no major change in decay rate due to hydrogen
dilution. Similar effects are seen with acetaldehyde, formaldehyde, toluene, and benzene.
However, care needs to be taken when determining the tolerances of impurities as the
decomposition of these molecules can produce harmful compounds, such as acetaldehyde, which
may convert into carbon monoxide or methane, which can impact the catalyst or membrane.43,44
1.3.2 Cathode Contamination
Cathode contamination has several different sources, especially when air is used as the
oxygen source. Airborne impurities, dust and debris will remain a significant source of
contamination. One class of impurities, that has been intensely studied, due to their
electrochemical impact on performance and durability, are foreign cations. Foreign cations can
be incorporated into the design of PEFCs as a way to increase the platinum catalyst’s tolerance to
impurities41,45 (e.g. Ru, Co) and improve membrane durability46,47 (e.g. Mn, Ce, through
scavenging hydroxyl and hydroperoxy radicals which attack and degrade the membrane
structure), or can be introduced into the cell as a roadside impurity (e.g. deicing salt), or from
degradation of balance of plant components, these ionic impurities reduce cell performance in a
multitude of ways.
From an electrochemical standpoint, cations severely reduce the polymer electrolyte
membrane’s ability to act as an efficient proton conducting material.48–50 Since cations usually
have a higher affinity for the sulfonic acid groups in the membrane51,52, they replace protons
when present in the membrane and ionomer. Additionally, the presence of cations changes the
polymer electrolyte membrane water uptake; typically dehydrating the membrane53,54, which
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contributes to the reduction in ionic conductivity of the membrane and ionomer in electrode
layers, hindering proton transport during operation. As the proton flux to the cathode is reduced,
the oxygen reduction kinetics and the cell limiting current are reduced as well50, as oxygen
permeability through the ionomer is reduced Further these impurities can stiffen the membrane,
changing the mechanical properties, leading to an increased stiffness, and a more brittle
electrolyte more susceptible to fracture.55
1.4) Research Motivation, Scope, and Structure
The motivation behind this research is to deepen the understanding of the role that transport
phenomena plays on PEFC durability related to contamination from impurities by incorporating
several diagnostic tools including materials characterization, computational analysis and
experimental testing. The first part of this work aims to improve the understanding of the
coupled transport of water and foreign cationic impurities. Further, to maintain durability,
development of an impurity detecting sensor is provided. The dissertation is separated into four
chapters; three corresponding to foreign cation contamination of PEFCs, and one detailing work
related to development of a hydrogen contaminant detector, with a novel detection mechanism
using electrochemical impedance spectroscopy (EIS).
The second chapter examines diffusion media extracted from PEFCs run during in situ
foreign cation contamination. During testing, the cells showed no change to the natural short
term decay pattern of PEFCs, but upon teardown, showed significant salt precipitation within the
DM. The diffusion media were imaged using micro X-ray Computed Tomography (µXCT), with
the salt precipitates analyzed to study the salt distribution to determine link between the coupled
water and cation transport and transport properties of the diffusion media.
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The third chapter develops a numerical model which couples foreign cation transport with
water saturation inside the DM. Since cation mobility is water saturation dependent, the coupled
transport is modeled across the entire anode DM – MEA – cathode DM region. A case is
presented for the low current density operation of a fuel cell to examine the saturation-cation
distribution to further examine the role of the MPL in foreign cation contamination.
The forth chapter details the role of foreign cations in catalyst layer thinning. Four hundred
hour long tests showed significant uniform thinning of the cathode catalyst layer in a cation
contaminated PEFC, which is not observed in the baseline non-contaminated case. A carbon
corrosion mechanism is proposed, with the numerical model adapted for this case to provide
evidence towards this hypothesis. Accelerated stress tests are also provided to clarify the
differences in the decay mechanisms.
The fifth chapter focuses on the development of an electrochemical hydrogen contaminant
detector (HCD) to sense the presence of impurities in hydrogen fuel. Experimental tests, showing
the response to carbon monoxide are provided, along with electrochemical impedance
spectroscopy (EIS) measurements. Analysis of the EIS data using electrochemically equivalent
circuits (EECs) shows that carbon monoxide impacts both electrodes and this can be utilized as
an alternative detection mechanism.
Finally, in the sixth chapter conclusions are presented, focusing on this work’s scientific
contributions and highlights area for further research.
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Chapter 2 LINKING OF FOREIGN CATION TRANSPORT TO LOCAL WATER
SATURATION PROFILE
2.1) Introduction
Early studies of cationic contamination have focused on studying the electrochemical aspects
of cation poisoning as discussed in Chapter 1. To do this, polymer electrolyte fuel cell (PEFC)
experiments had been designed to directly expose the catalyst coated membrane (CCM) to the
foreign cation being studied. These tests had soaked the CCM in a solution containing the
cationic species for a specific period of time designed to uptake a desired cation concentration
level.1–6 The PEFC was then assembled with the cation contaminated CCM, and cell
characterization began. While this is a valid method for understanding the electrochemical
impact of cation contamination, this type of testing has a very limited scope. An example of
direct cation contamination of the polymer electrolyte is shown by the leeching of cobalt cations
from Pt − Co catalysts directly into the ionomer and membrane reported by General Motors.6,7
This is a specific poisoning phenomenon that assumes that the cation has already reached the
ionomer and membrane, in which case, the ex-situ membrane soaking method and subsequent
testing is valid. Yet, when the impurity introduction is entrained with the cathode gas flow, the
contamination phenomenon becomes more complex, as additional transport processes become
involved. Towards this end, a different set of experiments that draw impurities into the cathode
from with the process air are needed to understand how the mass transport affects contamination
of the cell.
These experiments use modified testing protocols that were developed to incorporate cation
transport into the realm of performance characterization.8–15 These in situ tests were designed to
mix cations with the cathode air stream at a relative humidity above 100% to maintain a liquid
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water-based transport mechanism for dissolved cations. This is done by installing a nebulizer, or
similar device into the inlet gas line, whereby a water solution containing dissolved cations can
be aerosolized into the inlet gas stream (see Figure 2.1). Among the cations studied using this
method have been K + , Ba2+ , Ca2+ , Co2+ , Al3+ , and Fe3+ , which have been shown to incite
varying degrees of increased performance degradation in concentrations as low as 5ppm and at a
current density of 1.0A/cm2 .9–13 However, documented results at lower current densities show
an additional phenomenon related to mass transport is introduced when cation transport is
included in the contamination experiments.

Figure 2.1: Schematic of in-situ experimental setup for cation impurity injection during cell operation.

Results by Wang et al.14,15 observed no significant change in performance for PEFCs exposed
to 5ppm Ca2+ at lower current densities (0.2A/cm2 and 0.6A/cm2 ), until teardown, where
cationic salts were observed to have formed inside the porous diffusion media (Figure 2.2). The
diffusion media (DM), designed to spread the reactant gases over the catalyst layer, was found to
contain significant salt precipitates on the surface; sufficient to block the outlet port and cause an
end to testing in the lowest current density case. Subsequent testing by Uddin et al. found similar
salt deposits while studying the distributed effects on performance during in situ contamination
testing studies.13
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Figure 2.2: Salt precipitation on the surface of cathode DM removed from PEFC’s contaminated by 5ppm
CaSO4 operated at 0.2 A/cm2 (left) and 0.6 A/cm2 (right).

Complimenting these results, Uddin et al.16 examined the role of the DM in the contamination
via an ex situ contamination method. After assembling PEFCs with two commercial CCMs to
establish a baseline performance, the cells were disassembled and the CCMs exposed to identical
cation solutions. The first CCM was immersed in a cation solution to uptake impurity cations,
mimicking the standard ex situ soaking method. The second CCM was likewise soaked in a
cation solution, but not directly in contact with the solution. Rather, the surface of the CCM was
covered by the diffusion media and a gasket so that the cationic solution needed to penetrate the
DM to reach the membrane. After reassembling these CCMs into cells, subsequent testing found
that the cell directly exposed to the cation solution had an 82% decrease in performance, as
measured in power density, but the CCM which was covered by the DM and gasket had only a
6% decrease in performance. Additional testing showed that the overall hydrophobicity of the
diffusion media was responsible for preventing contamination of the cell.
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To further examine the role of the diffusion media in cationic contamination, the objective of
this work is to understand the link between the current density (i.e. water production), liquid
saturation, and cation transport inside PEFCs. By measuring the water flow out of the cell
(collected in water traps during the experiment) a model is developed to analyze the water
distribution in the cathode. Based on this model, we hypothesize that at low current densities,
water production and electro-osmotic drag are insufficient to maintain a saturated cathode,
creating evaporation fronts in the diffusion media. This removes the liquid water bridge
necessary for cation transport to and contamination of the CCM. To confirm the hypothesis, in
this chapter, we investigate the cationic salt precipitation inside the DM from the experiments
reported in Ref. [14] using non-destructive micro X-ray Computed Tomography (XCT) to
examine where the cationic salts deposited and understand what impact the diffusion media had
on the water and cation transport.
XCT enables a three dimensional analysis of the diffusion media structure to examine the
precipitation of the cationic salts and understand their distribution within the structure, without
relying on a surface analysis or indirect measurement from ex situ contamination methods. By
utilizing the magnification capabilities of a commercial imaging system, micron-scale resolution
is able to resolve the features of both the diffusion media sample and the salt deposits. These can
be qualitatively analyzed to determine the location of salts precipitates and define the role that
the diffusion media played in preventing the contamination. This technique has been extensively
used in the study of macroporous diffusion media (gas diffusion layers) to understand porosity
distributions and the impact of wet proofing (PTFE application)17–22, effective transport
properties23–28, and water saturation.29–36 In regards to water management, Hartnig et al.37 used xray imaging to examine the evolution of water saturation inside cells operating at various current
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densities. That work showed little to no saturation of the DM at low current, with high levels of
saturation pooling within the porous substrate at elevated current densities. Further work,
including analysis of water saturation inside dual layer diffusion media by Lee et al. 38 showed
dependence of the water saturation on the current density, but also showed significantly reduced
water saturation inside the MPL due to its high hydrophobicity, resulting in low water
accumulation in the catalyst layer.
2.2) Analysis of Water Distribution
2.2.1 In Situ Foreign Cation Contamination Testing
Full details of the experimental setup and results are presented in Ref. [14], but are briefly
described here to provide context for the forthcoming water transport model and XCT analysis.
For the samples examined, the objective of this experiment was to examine the impact of 5ppm
calcium sulfate (CaSO4 ) at current densities of 0.2A/cm2 and 0.6A/cm2 on operating PEFCs.
The cation concentration is based on the dry air volume flow rate. Cells were assembled using
commercially available cell components to maintain consistency between experiments. The fuel
cell hardware from Fuel Cell Technologies (Albuquerque, NM) used graphite flow fields, gold
plated current collectors, and aluminum end plates. Catalyst coated membranes (CCMs) were
purchased from GORE® PRIMEA® A510.1/710.18/C510.4 (W.L. Gore, Elkton, MD) containing
0.4 mg/cm2 platinum loading in both electrodes. The diffusion media, which was Freudenberg
H2315-C4 (Freudenberg FCCT SE & Co. KG Germany), consisted of a macroporous carbon
paper gas diffusion layer (GDL) with an applied microporous layer (MPL). The carbon paper
substrate (GDL) section of the DM was not wet-proofed and was found to be naturally
hydrophilic, while the MPL was hydrophobic.39 The cell pinch during assembly was controlled
through Teflon gaskets to compress the thickness of DM and CCM by 15%.
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Calcium sulfate was chosen as our contaminant cation after an extensive down selection
process. Calcium ranks as the fifth most abundant element in the earth’s crust, and the fifth most
prevalent ion dissolved in seawater. Further, air quality measurements by the U.S. Environmental
Protection Agency predict calcium concentrations in air around 0.5ppmv around the Los Angeles
region.14 While these airborne concentrations may appear low, the extreme environments PEFCs
may be exposed to during operation may pose severe calcium contamination scenarios (such as
naval applications). Additionally, the divalent nature of the cation factors into the choice of
contaminant to deepen the understanding of the effect of multivalent cations on PEFC
performance. Sulfate was chosen as the anion as experimental measurements by Qi et al.4 show
minimal effect of the sulfate anion in PEFC experimental cell performance. Additionally,
sulfuric acid is commonly used with water in catalyst ink solutions for electrode fabrications.14
Cell testing begins with conditioning at 0.6V overnight until stable performance was
measured. Operating conditions for this break in included an operating temperature of 80°C,
100%/75% relative humidity in the anode / cathode, stoichiometric flow of 2/2 on both anode
and cathode with no back pressure. Further characterization of the cell prior to the start of testing
was conducted, including hydrogen crossover, cathode cyclic voltammetry for electrochemical
surface area (ECSA) measurements, and polarization scans.
At the start of contamination testing, non-contaminated hydrogen and air were injected at the
relative humidity of 25%/125% in the anode and cathode respectively. Anode humidification
was controlled by setting the dew point temperature on the test stand saturator to control the flow
rate of water. Hydrogen flow rate was set at 1.75slpm. Cathode air flow and humidification is
generated from two sources. The test stand supplied humidified air at a 1.26slpm flow rate. An
additional 0.4slpm air flow was passed through the nebulizer (ES-2040, Elemental Scientific Inc,
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Omaha, NE), which aerosolized liquid water into a mist flow. The water flow rate of 130µL/min
was controlled by a high performance liquid chromatography pump (LabAlliance, Series III).
The total flow rate of water was equivalent to a relative humidity of 125%. For baseline
performance, the nebulizer solution is pure DI water; however, upon contamination testing, this
is changed to a 2.85mM calcium sulfate solution. All testing occurred with a cell temperature of
80°C, and gas lines are overheated by 10°C to prevent condensation of water vapor.
In situ contamination was controlled by a nebulizer installed upstream of the cathode inlet,
which would inject aerosolized water droplets containing dissolved Ca2+ cations into the airflow.
The solution concentration is controlled to achieve the 5ppm Ca2+ concentration desired for
testing. By maintaining 125% relative humidity in the supply line, foreign cations were
transported into the cathode via the entrained mist. Inside the cell, the inlet water concentration
gradient (25% /125% relative humidity in the A/C), coupled with a pressure gradient (1.5psig/
15psig in A/C) was designed to enhance water transport across the PEM in an effort to facilitate
cation transport towards and through the membrane. Operating conditions are listed in Table 2.1.
Table 2.1: Operating conditions for cells analyzed with XCT.

Cell Current
Anode Flow Rate
Anode Stoich. Ratio
Anode Back Pressure
Anode Inlet RH
Anode Outlet RH
Cathode Flow Rate
Cathode Stoich. Ratio
Cathode Back Pressure
Cathode Inlet RH
Cathode Outlet RH
CaSO4 Conc.

0.2
1.75
25
1.5
25
59
1.66
19.9
15
125
95
5

0.6
1.75
8.36
1.5
125
60
1.66
6.65
15
125
105
5

A/cm2
slpm
psig
%
%
slpm
psig
%
%
ppm

Cell potential, as a function of time, is shown in Figure 2.3 for the two current densities. In
both cases, a baseline performance is established before contamination is initiated. After starting
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contamination, it is observed that neither cell experiences a change in performance as both
maintain their baseline performance decay rate. Contamination of the cell at 0.6 A/cm2
continued for 72 hours with no evidence of electrochemical degradation during galvanostatic
testing or during end of test diagnostics (including ECSA measurements and polarization scans).
At 0.2 A/cm2 , no performance change was observed for 35 hours following contamination until
a sudden spike was observed in the cell resistance. Testing was ended after 45 hours of exposure
due to calcium sulfate deposits plugging the cathode outlet port. These deposits formed as the
water from the salt water solution evaporated on the cathode side, and the salt precipitated inside
the cell. Upon teardown following the testing of the cell, large salt deposits were visible in the
gas flow channels and on the GDL (see Figure 2.2). The continual buildup of these salts, which
initially results in an increased oxygen concentration (resulting in a temporary increase in cell
voltage), which coincides with a jump in the cell’s resistance prior to the shutdown of the cell. It
is hypothesized that this resistance increase is due to partial loss of electrical contact between the
diffusion media and flow plate caused by salt precipitation at the interface, and a maldistribution
(non-uniformity) of the current created when salt precipitates block gas channels redistributing
gas transport along the cathode. This culminates in significant mass transport losses during
operation, as seen after the 55hr mark in the figure. Post test diagnostics of the cell could not be
completed due to the blocked outlet port.
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Figure 2.3: Cell performance during 5ppm CaSO4 operated at 0.2 A/cm2 (left) and 0.6 A/cm2 (right). No
change in performance is observed in either experiment until the blockage of the cathode outlet at the end of
the 0.2 A/cm2 experiment.14

These mass transfer effects are important when salt precipitation occurs during operation. It is
believed that the salts precipitated during operation for two reasons. First, following shutdown,
each cell was purged with dry nitrogen, which would remove liquid water (and the dissolved
cations) from the cathode. Secondly, since there is no significant change in calcium sulfate
solubility between room temperature and the operating temperature, cationic salts would not
precipitate due to a change in solubility following shutdown.
2.2.2 Analysis of Water Distribution
To understand why foreign cation contamination of the CCM was not observed during testing
and why precipitation is observed at the lower current density, a water balance analysis is
conducted. With knowledge of the inlet and outlet water flow rate measurements (taken during
testing, as reported in Ref. 14), the local water concentration can be estimated through the
cathode (white line along flow field in Figure 2.5) as a function of water crossover across the
membrane.
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Water transport across the membrane is a complex interaction between multiple phenomena;
namely electro-osmosis, diffusion, and permeation due to pressure gradient across the CCM.
This can be balanced across the membrane with Eq. 1 to determine the net flux of water across
the membrane:
i
κ
j"w,A→C = nd + (−Dw,CCM ∇Cw ) + (− ∇P)
F
ν

(1)

Each of these components can be individually calculated using few assumptions. The first
assumption, applied to all components, that there is single phase mass transport in the anode and
cathode catalyst layers. This can be justified by examining the salt precipitation observed in the
results of XCT imaging shown in the results and discussion section to follow. Because of this,
we assume permeation of water is not significant as it requires presence of liquid water at the
catalyst layer-membrane interface.40
Due to the high stoichiometric flow of reactants (Table 2.1) and the absence of significant
performance degradation observed during testing, the current distribution across the cell is
assumed uniform and the electro-osmotic drag is thus constant. The electro-osmotic drag
coefficient is unity for a Nafion® membrane in a water vapor environment.41
As measured during testing by Wang14, the water concentration differential is different at the
inlet and the outlet. This creates a non-constant diffusive flux resulting in a variable water
crossover profile. We can estimate the local diffusive flux by linearly interpolating between the
two known diffusive fluxes; those at the inlet and outlet of the cell. These fluxes need to be
calculated from the measured water concentrations.
Back diffusion is a complex series of diffusion processes including transport across the anode
and cathode diffusion media, water uptake (and desorption) of the membrane and diffusion
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within the membrane, as shown in Figure 2.4. Estimation of the diffusive fluxes (j"diff ) is
performed by assuming a uniform single phase mass transfer resistance network:
j"diff = −

∆Cw
∑R i

(2)

(analogous to heat transfer resistance networks) beginning at the interface between the cathode
carbon paper substrate (GDL) and MPL. In this method, the diffusive flux can be directly related
to the concentration differential and used to predict the water transport across the membrane.
The mass transfer resistance assumes single phase water transport beginning at the MPLcarbon paper substrate interface, across the MPL, including phase transfer for water uptake (open
pore phase to ionomer phase), diffusion across the membrane, phase transfer (ionomer phase to
open pore phase), and diffusive transport across the diffusion media). A sample a mass transfer
resistance network is shown in Figure 2.4 depicting these individual resistance components.
When water is present in the cathode, the water concentration is equal to the saturation
concentration at the interface between the carbon paper substrate and MPL.

Figure 2.4: Sample mass transport resistance network across the fuel cell, beginning at the cathode carbon
paper-MPL interface and ending at the DM-flow field interface.

The total resistance network is also assumed uniform across the entire length of the cell (e.g.
∑R in = ∑R ex ) through which, we can relate the water flux to the concentration differentials at
the only location with known concentrations (inlet and outlet).
j"diff,in = j"diff,ex

∆Cin
∆Cex
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(3)

Through this relation, the combined net water fluxes at the inlet and outlet ( j"w,A→C,in, j"w,A→C,ex )
can be related, giving a series of two equations and three unknowns ( j"w,A→C,in, j"w,A→C,ex , j"diff,ex ).
i
i
∆Cin
j"w,A→C,in = nd + j"diff,in = nd + j"diff,ex
F
F
∆Cex

(4)

i
j"w,A→C,ex = nd + j"diff,ex
F

(5)

Further, by assuming a linear diffusive flux distribution between the inlet and outlet, we can
introduce a third equation. This third equation assumes that with a linear distribution, the average
water flux across the membrane is equal to the average of the inlet and exit fluxes.
j"w,A→C,ave = 0.5( j"w,A→C,in + j"w,A→C,ex )

(6)

This average water flux is calculated from the overall water crossover calculated from balancing
water flow in/out of the anode and cathode and any water generation (Eq. 4). In this way the set
of equations are closed, allowing for calculation of average water crossover ( j"w,A→C,ave ) and the
diffusive flux at the inlet/exit.
j"w,A→C,ave = 1⁄A (ṅ w,in − ṅ w,ex + ṅ w,gen )

(7)

To convert the local diffusive crossover molar flux to a local molar flow rate, we integrate the
diffusive flux across the membrane along the flow length (x):
x

ṅ w,diff,A→C (x) = w ∫ j"diff (t)dt

(8)

0

where t is a dummy variable and w is the width of the flow channel.
By combining the local water crossover due to diffusion and electro-osmotic drag with the
water generation, the total molar flow rate of water (ṅ w,C ) in the cathode can be predicted (Eq.
9).
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x

ṅ w,C (x) = ṅ w,in + ṅ w,A→C (x) + w ∫ (i(t)⁄nF) dt

(9)

0

Further, this can be broken down into liquid and vapor phase molar flow rates. This is done
by relating the correlating the partial pressure of water vapor to the fraction of water vapor
flowing in the cell:
Pv
ṅ w,v (x)
=
Ptot ṅ air (x) + ṅ w,v (x)

(10)

From which, the liquid phase molar flow can be computed as:
ṅ w,l (x) = ṅ w,C (x) − ṅ w,v (x)

(11)

The culmination of this analysis is shown in Figure 2.5, estimating the molar flow rate of
liquid water through the cathode. The continuous drop in liquid flow is a function of back
diffusion (from cathode to anode) exceeding the electro-osmotic drag. This is expected, as the
experiment was designed to transport water across the diffusion media and towards the
membrane to facilitate cation transport. This can be also used to explain the different levels of
precipitation visually observed on the surface of the diffusion media, and why electrochemical
degradation of the membrane is not measured during contamination.
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Figure 2.5: [left] Flow path described by the water balance calculation, starting at the inlet (x=0) and ending
at the outlet (x=1); and [right] liquid water molar flow rate interpolated from the inlet and outlet water
concentrations.

To answer the first question, why heavy salt precipitation is observed at low current density
(0.2A/cm2 ) and not at the higher current density (0.6A/cm2 ), the location of liquid water
provides the fundamental answer. In both experiments, the water content of the cathode exceeds
that of the anode for the entire flow length through the cell, but with more water generated at
0.6A/cm2 , the cathode to remain saturated from inlet to outlet, but at 0.2A/cm2 less water is
generated and the liquid phase is removed from the cathode flow. Since liquid water is required
for cation mobility, all cationic salts inside the cell are trapped and precipitate once their
concentrations exceed the saturation level. With a fully saturated cathode at 0.6A/cm2 , cations
are transported out of the cell, resulting in little precipitation, because at the 5ppm equivalent
cation flow rate, water at the outlet is still not fully saturated with the cations.
To understand why electrochemical degradation is not observed in these two tests, an analysis
of the water transport across the diffusion media is presented. When liquid saturation is present
in the flow channels, it is able to wet the hydrophilic (i.e. untreated) carbon paper substrate,
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carrying the cations into the DM. Once there, capillary flux and the imposed pressure differential
transport the liquid water across the diffusion media towards the membrane, since there is a net
water transport towards the anode as shown earlier. However, we hypothesize that the liquid
pressure is not sufficient to break through the highly hydrophobic MPL, which results in an
evaporation front within the DM, as the water transport across the MPL has to continue in vapor
phase. The relative location of the evaporation front is not fixed across the thickness of the DM:
as the local water concentration decreases, evaporation front moves away from the MPL towards
the channel. The exact location of this front is unknown but evidence to support this theory from
XCT analysis showing a movement of cationic salt precipitates is presented in the next section.
Lacking this saturation bridge required for cation mobility, cations cannot reach the catalyst
layer; hence the foreign cation contamination of the PEM is prevented, as reported by Wang. 14
However, as the cathode loses water to anode, the concentration of the dissolved ionic species
exceeds the saturation concentration, and precipitation of the cationic salts ensues. This
precipitation blocks pores of the DM, increasing mass transport resistances, or in extreme cases
complete clogging of gas lines leading to the sudden failure of the PEFC. By analyzing the DM
following the contamination testing with XCT analysis as presented in the next section, we
present a link between water distribution and transport, properties of diffusion media and foreign
cation transport inside PEFCs.
2.3) Image Acquisition and Processing
2.3.1 X-ray Tomographic Imaging
X-ray imaging operates on the principle of attenuation described by the Beer-Lambert Law21:
t
I(x, y, E)
= exp [− ∫ μ (x, y, z, E)dz]
I0 (x, y, E)
0
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(12)

Solid materials, such as the carbon fibers of the diffusion media and salt deposits, absorb x-ray
photons at different rates resulting in a transmitted beam (I) with lower intensity than the
incident beam (I0 ) had before passing through the sample. The absorption is dependent on two
factors: the thickness of the sample (t), and the sample’s attenuation coefficient (μ). The
attenuation coefficient is a material specific constant which characterizes the sample’s ability to
absorb photons normalized by its thickness. The product of these two parameters dictates the
amount of absorption from the incident beam, generating contrast in a two dimensional
radiograph whereby different materials can be distinguished. Further, the attenuation coefficient
is a function of the incident energy of the x-ray (E), so by optimizing the x-ray voltage, a high
degree of contrast between phases can be observed.
The attenuation of the x-ray beam produces only a two dimensional radiograph of the sample.
To construct a three dimensional tomography, a series of projections is taken as the sample is
rotated 180° about its central axis and reconstructed into a three dimensional structure. For the
samples analyzed, 2000 radiographs were taken for this purpose. In addition to these images, a
series of reference projections were also taken periodically, without the sample in the field of
view, to account for changes in beam intensity during imaging. Mathematical operations related
to the reconstruction software utilized are proprietary, but corrections for beam hardening and
sample movement in the course of imaging are incorporated. Typically, three dimensional
reconstruction is performed using a process called filtered back projection. More details on this
process are available in Ref. [42,43].
Sample imaging was performed using an Xradia MicroXCT-400 (Pleasanton, CA). This
system consists of an x-ray source, which generates a cone shaped beam with accelerating
voltages ranging from 20kV to 90kV that can be tuned to optimize the contrast between the
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sample and background. A sample stage in front of the source permits movement in four degrees
of freedom (x, y, z, θ) to position the sample and rotate it during the image acquisition process.
Beyond this stage, a detector (consisting of a scintillator and optical magnification lenses) is used
to record the transmitted x-ray photon signal and magnify the image resulting in micron-scale
image resolution.
Little sample preparation is required for XCT imaging. Following the experimental cell
testing, the contaminated cathode diffusion media were stored intact until imaging. To prepare
the GDL samples for imaging, it was removed from the CCM and 1.0cm by 1.5cm sections were
cut out of the GDL. These sections were then mounted on a sample holder provided with the
MicroXCT-400 system. Samples were cut this large to permit additional testing of the samples in
future experiments, while still being able to reproduce sufficient contrast in the tomography with
a small distance between the source and sample.
2.3.2 Image Processing
Once the tomography is reconstructed, it is exported as a series of 8-bit greyscale images,
each containing the two dimensional data from a single row of the tomographic volumetric data.
These images could then be stacked together to rebuild the three dimensional structure. To
perform the quantitative data analysis, a clear segmentation of the solid (carbon and salt) pixels
from the background (air) pixels is needed. Optimally, this thresholding would have a
mathematical foundation related to the pixel intensity histogram, but as shown in Figure 2.6, the
pixel histogram from the raw dataset displays a nearly unimodal distribution, where the solid and
void pixel distributions overlap and delineation of the phases is impossible.
To establish a mathematical basis for pixel segmentation, the data was processed through a
modified procedure originally developed at the Paul Scherrer Institute in Switzerland.52 This
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procedure (as revised) is performed in three steps, and is accomplished using the commercial
image processing software Avizo® and is similar to image processing procedures reported
elsewhere in the literature.22 Step one applies an anisotropic diffusion filter to the set of images.44
This filter was chosen as the anisotropy of the filter works to smooth the image by diffusing
pixel intensities in regions of low contrast, while preventing diffusion in regions of high contrast
to preserve the edges between solid and void regions. Filter application is performed over a 3D
space, not individually to each 2D slice, which has been reported to create errors in quantitative
analysis.45
The result of this filtering is shown also in Figure 2.6, which shows two distinct peaks in the
pixel intensity histogram. Step two involves separating the solid and void regions of the intensity
histogram. The choice for the segmentation threshold is the intensity with the minimum pixel
count between the two peaks. We find this threshold sufficient to produce a porosity distribution
and bulk porosity that roughly matches our measurements based on data from mercury intrusion
porosimetry (for a non-contaminated sample) for while minimizing the difference in porosity
generated by changes to the pixel thresholding.
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Figure 2.6: Pixel intensity histogram from tomographic imaging of a fresh, non-contaminated GDL as
obtained (left) and following anisotropic diffusion filtering (right) which shows a distinct peak separation
between solid void pixels after image processing.

It should be noted that, following image processing, all solid pixels are lumped into a single
peak, so segmentation of the GDL carbon fibers and cationic salt deposits is impossible. For this
reason, we compare the net porosity distribution (carbon and salt) against a different noncontaminated baseline to determine the salt distribution.
The final step in processing the data series, involves removing isolated solid voxels not
connected to the bulk diffusion media. Inside the GDL, the carbon fibers are connected with a
binder, and salt deposits rest on the surfaces of these fibers which generate solid objects on the
order of several hundred thousand voxels in size. While one goal of filtering is to remove noise,
a small subset remains in the form of isolated pixel clusters of small volume. The limit for cluster
removal is set to 105 voxels (≈ 7.5 × 10−5 mm3 in a region of interest 0.1225mm3 in volume).
The removal of these clusters completes the image processing sequence.
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2.3.3 Image Analysis
Quantitative analysis is performed using an in house code developed in Matlab. The code
imports the filtered and thresholded two dimensional images, assigning a value (0 or 1) to each
pixel based on whether the pixel corresponded to solid or void regions. Following this
designation, the code loops through the images, calculating both in-plane and through-plane
porosity distributions. These profiles were then compared to the porosity profiles of fresh,
uncontaminated GDL samples to show the changes in porosity following the salt contamination.
Additional capabilities of the code allow for visualization of individual phases with specific
color designations, but are not shown since we could not separate carbon and salt pixels.
2.4) Results and Discussion
2.4.1 Salt Precipitation Patterns
Initial analysis of the both contaminated cathode DMs focused on large field of view, low
resolution (3.4μm voxel size) imaging to examine the salt deposition patterns throughout the cell.
With a field of view of 4.0mm x 4.0mm, these first radiographs were taken at three different
locations, corresponding to the inlet, center and outlet locations of the cells to inspect the salt
deposition in the GDL prior to obtaining higher resolution images for processing. Figure 2.7
displays the two diffusion media (top) and six exported greyscale radiographs (A − F). While the
salt appears white visually, the radiographs depict precipitated salt deposits inside the carbon
paper diffusion media as black. Contrast in these images is generated by the differences in x-ray
attenuation and thickness (according to the Beer Lambert law), whereby thick, highly absorbing
salt deposits appear black against the lightly absorbing DM fibers which appear grey.
For the low current density sample (0.2A/cm2 ), two different precipitation patterns are
observed depending on where the location the sample was taken. Near the inlet (image A), the
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salts appear randomly distributed beneath the surface (minimal amounts of salt are visible on the
surface in this region). Towards the middle of the DM (image B), the precipitation has a
crystalline structure which is highly aligned with the ribs (lands) of the flow field. The crystal
growth extends under the entire area of the rib, but only partially blocks the area under the gas
channels. This aligned deposition is also present near the outlet of the cell (image C), albeit with
a lower salt quantity.
At the higher current density (0.6A/cm2 ), only small quantities of salt are visible on the
surface following contamination. This is complimented by x-ray radiographs which show minor
salt deposits within the DM. It is interesting to note that in this case, the precipitates also appear
to be aligned with the flow field ribs, specifically at the edge of the rib.
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Figure 2.7: X-ray projections obtained for different regions of the salt contaminated cathode DM. Visually,
salt appears white on the surface of the DM, whereas, salt precipitates in radiographs are black against the
fibers of the carbon paper GDL in grey. Operating conditions (Table 2.1) play a significant role in the
cationic salt precipitation.
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2.4.2 Low Current Density (𝟎. 𝟐𝐀/𝐜𝐦𝟐 ) Precipitation - Inlet
For the low current density case (0.2A/cm2 ) visual inspection shows little salt precipitation
on the surface of the DM near the inlet. Contrary to this, the radiographic projection from Figure
2.7 shows significant deposition within the GDL substrate. This salt precipitation appears to be
randomly distributed, representative of the dependence of the cationic salt’s mobility on the
water transport mechanism, forming where liquid water pooled within the macroporous carbon
paper GDL prior to evaporating and crossing the MPL.
High resolution tomographic imaging was performed (pixel size 0.89μm) to examine the
salt’s distribution within the macroporous regions of the DM. Following the reconstruction and
filtering of the three dimensional image, statistical analysis of the contaminated GDL porosity
was performed to determine the effective porosity of the contaminated DM, as shown in Figure
2.8.
Inspection of the reconstructed carbon paper substrate (GDL) surface facing the flow field
shows no indication of cationic salt contamination with only the carbon fibers visible. However,
inspection of the reverse side, where the MPL was applied (and was removed for visualization
purposes), shows significant portions of the carbon fibers are intertwined with salt deposits.
Comparing the contaminated through-plane porosity distribution with a porosity distribution
from a fresh non-contaminated sample shows that cationic salts had built up near the interface
between the GDL and MPL, resulting in a maximum local porosity loss of 30% within the GDL.
Similar analysis of the in-plane porosity distribution shows no preferential precipitation location,
rather confirming apparent random nature to the distribution pattern.
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Figure 2.8: Salt contamination in an inlet section of the GDL from the 0.2A/cm2 contamination test shown
from the gas flow channel side (top left) and MPL side (bottom left) and porosity calculations for through
plane porosity [right, top] and in-plane porosity [right, bottom].

These results are significant, as they show the buildup of salts at the carbon paper substrate
(GDL)-MPL interface providing evidence for the lack of a saturation bridge across the DM. The
hydrophilic nature of the non-wetproofed carbon paper substrate permits water transport in liquid
phase through capillary action. However, the MPL has a very large breakthrough pressure due to
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the reduced pore size and hydrophobic behavior due to presence of PTFE. This significantly
reduces the flux of liquid water across the MPL, resulting in an evaporation front, whereby water
is transported in vapor phase across the MPL.
While the MPL may be acting as a barrier to cationic contamination, this buildup of salts has
a secondary impact on the performance of the cell. Calcium sulfate has a very low solubility
(2.05g/L at 25℃ with no significant increase at higher temperature), and will precipitate when
the salt exceeds its dissolved saturation concentration.14 As the salt precipitates due to
evaporation of the MPL-GDL interface, it blocks pores and reduces the diffusion of oxygen to
the catalyst layer. An analogy to this is seen in geological sequestration, where displacing
subsurface groundwater with greenhouse gases (carbon dioxide) leads to the precipitation of
mineral salts (including calcium sulfate), detrimentally reducing permeability and mass transport
in the porous soils46, or in maintaining pressure in oil reservoirs, where injection of water
(contaminated with dissolved anodic species) can lead to precipitation of mineral salts and pore
blockage.47
2.4.3 Low Current Density (𝟎. 𝟐𝐀/𝐜𝐦𝟐 ) Precipitation - Center
In contrast to the random precipitation nature near the inlet of the low current density test, the
remaining regions of the low current density test and the entirety of the high current density test
show precipitation patterns highly aligned with the flow plate ribs (lands) in contact with the
DM.
Following testing, the heaviest salt precipitation is located from the center to exit of the low
current density test. In this situation, the GDL surface shows significant salt deposits that are
aligned with the current collector ribs (lands) of the flow plate. As shown by the cathode water
concentration plot (Figure 2.5), the relative humidity of the cell drops below 100% (exiting at
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95%). As the water evaporates, salts carried into the cell precipitate inside the cathode within the
diffusion media and flow channels during operation. This precipitation led to the growth of salt
deposits that clogged the outlet port, resulting in ending the experiment reported in Ref. [14].
To obtain a complete set of data covering an entire rib and flow channel section of the GDL, a
series of four tomographies were obtained and stitched together (using Xradia’s proprietary
stitching plugin) to cover the entire 2mm region of interest shown in Figure 2.9. Reconstructed,
the tomography displays significant salt deposition under the rib, which has a distinct crystalline
nature. This growth is seen to occur under the rib as the precipitate growth is flush with the
surface of the GDL, indicating that the salt growth is constrained by the rib wall. At both
interfaces between the rib and flow channel, salt deposits are observed to extrude beyond the
surface of the GDL and out into the channels machined into the flow plate.
Examining the in-plane distribution of the precipitates confirms that under the flow channels,
there is little deviation from the bulk porosity (83%) calculated from the non-contaminated
baseline sample, except near the interface between the rib and flow channel. Near this region, the
porosity begins to decrease as heavy salt deposits begin to form under the ribs and continues
under the ribs where salt crystals have formed. Analysis of the through-plane porosity changes is
presented for both the under rib and under channel (groove) sections of the tomography.
For the through-plane porosity calculations, under the flow channel there is no significant
change in the porosity distribution, when compared to a non-contaminated baseline. In contrast
to this, under the ribs there is significant salt precipitation, this time from the GDL surface,
extending across the GDL thickness towards the MPL. At its maximum, near the GDL surface,
the salt deposits reduce the local porosity by up to 40%, though through the core of the GDL, the
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salt reduces its porosity by just 10%. As reported previously, this precipitation works to reduce
the ability of the DM to effectively disperse reactant under the ribs (lands) of the flow plate.

Figure 2.9: XCT tomography across a rib/channel interface shown for a region of GDL with aligned
precipitation [left]. Through plane porosity [right, top] and in plane porosity [right, bottom].

It is hypothesized that the lower water concentration in the middle to outlet of the cell
changes the in-plane water distribution and the way the salts precipitate. At the inlet, a high level
of water saturation exists both under the flow channels and under the ribs. As the water content
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along the flow path decreases (Figure 2.5), the water content changes to where there is less
saturation under the ribs compared to the channels. This is a case, of water moving from the
cathode flow channel across the diffusion media towards the membrane, where the primary
transport direction is through plane moving from the gas channel towards the catalyst. This is in
contrast to when water moves from the catalyst back to the cathode flow plate (where water
accumulates in the DM under the ribs of the flow plate). As such, we hypothesize that the
regions under the ribs are less saturated than the region under the flow channel due to increased
transport distance. The dissolved cation concentration under the ribs soon exceeds the cationic
salt’s saturation level and precipitation nucleates and furthers the growth of salt crystals. Further
analysis of water distribution (e.g. using neutron radiography) may be useful to understand the
aligned precipitation pattern observed, although the structure of these cationic salts provides
sufficient evidence about the distribution of water inside the cell.
2.4.4 High Current Density (𝟎. 𝟔𝐀/𝐜𝐦𝟐 ) Precipitation
Similarly, for the contaminated sample from the 0.6A/cm2 experiment, the salt precipitates
appear aligned with the interface between the ribs and channels of the flow field. Very minimal
salt is observed for this experiment due to the reactant flow remaining supersaturated throughout
the cathode, which carried most of the cationic salts out of the cell during operation. Nonuniformities in cell temperature (between 2 − 3℃ at 0.6A/cm2 )48,49 may also factor into the
precipitation of salts at this current density. Due to the exothermic oxygen reduction reaction in
the cathode catalyst layer, through-plane thermal gradients across the cathode, cause the
temperature of the diffusion media to be higher than the temperature of the gas channels. As
water passes into the DM, the temperature (and consequently the water saturation pressure)
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increases, evaporating some of the water in the cathode leading to the observed precipitation of
CaSO4.
Remaining salt precipitates form isolated clusters, typically a couple hundred micron in size.
Imaging one cluster (Figure 2.10), shows that though small, these clusters can significantly
reduce porosity locally (up to 25% in this case). In the case of these precipitates, the deposition
once again occurs near the DM surface exposed to the gas flow channels. The impact on mass
transport due to changes in porosity would not be as significant as in the low current density
case, as fewer deposits are present within the DM.

Figure 2.10: Through-plane porosity distribution for an inlet section of the GDL from the 0.6A/cm2
contamination experiment.

2.5) Conclusions
Precipitation of foreign cations within the diffusion media following in situ
contamination with CaSO4 (at a concentration corresponding 5ppm in dry air basis) of PEFCs
was studied using X-ray Computed Tomography. Reconstructed three dimensional tomographies
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were obtained at different locations and found that the diffusion media overall acts as a filter
preventing the cationic salt solution from reaching the membrane-electrode assembly and the
dissolved salts precipitate in the diffusion media, particularly due to the highly hydrophobic
nature of the MPL. For low current density operation (0.2A/cm2 ), subsurface salts were
observed to precipitate at the interface between the hydrophilic GDL and hydrophobic MPL as
increased breakthrough pressure of the MPL severely restricting liquid water flow into the MPL.
As the water concentration gradient dropped towards the center and outlet of the cell, salt
precipitation preferentially occurred under the ribs of the flow plate, extending across the entire
GDL thickness, but not penetrating into the MPL. These salt precipitates reduce the porosity of
the diffusion media by up to 40%, leading to significantly increased mass transport resistances.
At a higher current density (0.6A/cm2 ), minimal salt precipitation was observed in isolated
clusters due to a fully saturated cathode that carried most of the dissolved salts out of the cell.
While this case highlights a salt with low solubility, in the case of cationic salts with higher
solubility, the location and the morphology of the salt precipitates may change, however when
the water generation rate is insufficient to maintain a saturation bridge across the diffusion
media, the restricted liquid flux through the MPL would similarly prevent contamination of the
membrane and catalyst layers with foreign cations.
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Chapter 3 COMPUTATIONAL MODELING OF CATIONIC TRANSPORT IN PEFCs
3.1) Introduction
To compliment experimental studies on foreign cationic contaminants, several models of
electrochemical contamination have been developed to understand the fundamental mechanisms
behind performance degradation. Kienitz et al.1 developed a steady state model of a polymer
electrolyte membrane (PEM) based on the Nernst-Plank equation that was able to show the
reduced proton flux and membrane conductivity due to the presence of contaminants inside the
PEM. This model also showed that cationic presence reduced the maximum (limiting) current of
the cell, and that reduced water content of the PEM would further reduce the max current
(although water content of the PEM was not related to the cation occupancy).
Uddin and Pasaogullari2 generated a one dimensional model of cationic contamination in a
membrane electrode assembly (MEA) using a mixed domain approach. This case solved species
equations for gas phase hydrogen, oxygen and water in the open pore space of the anode and
cathode catalyst layers, which was coupled with water transport in the PEM and ionomer. Cation
transport within the MEA was governed by the Maxwell-Stefan approach3, which accounted for
cation flux due to both concentration and potential gradients within the membrane and catalyst
layer ionomer. This model examined performance change due to four factors related to
contamination: cation transport, water transport, oxygen transport and equilibrium potential.
Though results showed that the cationic presence was primarily concentrated in the cathode
catalyst layer, coupling the contamination with PEM water content showed that the water content
of the membrane was severely decreased due to lowered water diffusivity and water uptake. The
combined effect of these factors predicted a severe drop of 66% in the protonic flux across the
membrane.
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Cho and Van Zee4 developed a transient, two-dimensional, isothermal model to study the time
dependent impact of balance of plant leachates on PEFC voltage loss that accounted for both
adsorption onto the catalyst surface and ion exchange within the membrane. This model
accounted for species transport (including contaminants) along a flow channel, with diffusion
through a single layer macroporous diffusion media (DM), into a catalyst layer, and polymer
membrane. When isolating the impact of cationic contamination of the ionomer, the authors
showed an increased rate of voltage degradation as the cation began to occupy the sulfonic acid
sites, reducing ionic conductivity and proton concentration in the cathode, which continued until
all the acid sites are occupied by the contaminant.
To build this model and facilitate the cationic transport through the cathode, the authors
assumed that cations were transported through the gas diffusion media dissolved in liquid water
since cations do not exist in the gas phase. Specifically, they approximated the transport as a
diluted gas stream where the liquid water was aerosolized in the flow channel and remained
atomized as water diffused across the GDL and catalyst.4 However, experimental observations
from neutron radiography5 and x-ray tomography (XCT)6 show that there is a high degree of
liquid saturation through the gas diffusion media, and computational models7,8 have shown that
liquid transport is highly dependent on the capillary flux in porous media. It is this liquid bridge,
which extends from the flow channel (through the DM) to the catalyst layer that acts to transport
contaminant cations to the electrolyte.
In this paper, we generate a one dimensional, isothermal, multiphase model to examine the
water transport inside a two layer DM consisting of a macroporous GDL (i.e. carbon-paper) with
a microporous layer (MPL). The model accounts for convective, diffusive and capillary fluxes,
and the modeling domain is based on the laboratory scale fuel cell setup used by Wang et al. 9,
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from which the salt precipitated diffusion media was acquired by x-ray tomographic imaging in
the previous chapter. In these experiments, a series of PEFCs were contaminated with
5ppm CaSO4 at different operating currents (0.2A/cm2 , 0.6A/cm2 ) did not show the effects of
foreign cation contamination of the catalyst layers or the membrane. Voltage decay rates for the
two cells operating at the lower current density showed no significant change in performance
during contamination. This work examines the impact of the DM wettability on the capillary
transport of water within the DM to understand the interaction between the saturation profile
within the diffusion media and the cation transport within the cell.
3.2) Model Development
3.2.1 Computational Domain
A schematic of the modeling domain is presented in Figure 3.1. The domain is representative
of the experimental fuel cells tested in the cation contamination tests of Ref. [9]. At the center of
the domain is the membrane electrode assembly (MEA), comprised of the anode catalyst layer
(ACL), polymer membrane (PEM), and cathode catalyst layer (CCL). Surrounding this region is
the gas diffusion media. The diffusion media consists of three regions to mimic the transport
properties inside a combination of MPL (hydrophobic layer) and GDL (non- wet proofed carbonpaper substrate).

Figure 3.1: Schematic of the computational domain including the GDM and MEA.

Numerous studies have examined the interface between the GDL and MPL. Cross sectional
visualizations of various GDL/MPL gas diffusion media with both SEM and XCT8,10 show that
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during manufacturing, there is not a sharp interface between the GDL and the applied MPL.
Rather there exists a zone where the two regions blend together. This creates a distinct interface
zone between the two porous media, where the properties are not unique to either the GDL or
MPL. Following the method of Preston et al.8, this interface is modelled as a distinct region,
where the properties of the interface zone are predicted by a third order polynomial. The
constants of this polynomial are derived based on four boundary conditions for the generic gas
diffusion media property phi (ϕ)

GDL-Interface Boundary

ϕ(x) = ϕGDL

dϕ
= 0
dx

MPL-Interface Boundary

ϕ(x) = ϕMPL

dϕ
= 0
dx

This method is used to calculate the DM properties of porosity, permeability and contact angle.
Table 3.1: Gas Diffusion Media Properties

Layer
GDL

MPL
Interface

Description
Porosity
Contact Angle
Permeability
Thickness
Porosity
Contact Angle
Permeability
Thickness
Thickness

Value
0.80
75°
68.75 × 10−14 m2
150μm
0.40
120°
1.00 × 10−14 m2
40μm
60μm

Ref.

3.2.2 Model Assumptions
The following assumptions are used in deriving this model:
1. One dimensional model
2. Steady state and isothermal
3. Ideal gas mixtures
4. There are no dissolved reactants in liquid water (ωw,l = 1; ωi,l = 0 for O2 H2 )
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11
12

7
7

5. The fraction of dissolved cations in the liquid phase is negligible (ωCa2+,l ≅ 0)
3.2.3 Multiphase Mixture Model Development
Transport equations for the model are based on the Multiphase Mixture (M2) model of Wang
and Cheng.13 This model was developed to describe the individual component transport in a
multiphase environment and has been used extensively in liquid transport inside the porous
media of PEM fuel cells. There are two primary advantages for implementing this approach to
multiphase modeling; the first being the use of a single equation to describe each species (rather
than using multiple equations per species to describe each individual phase), and secondly, the
model does not require a constant gas pressure assumption. Relaxing the assumption of constant
gas pressure, required by other multiphase models like the unsaturated flow theory, permits a gas
phase velocity, whereby water flow is not limited to strictly capillary flux.7 Properties of the
mixture are determined based on the species’ properties and are allowed to change based on the
local saturation level.
Building off this approach, within the open pore space of the gas diffusion media and catalyst
layer, four species are modelled in this paper, including the reactants (hydrogen and oxygen),
product (water), and the contaminant cation (Ca2+ ). All four share the same general species
transport conservation equation shown in Eq. 1, which is written to solve for the species mass
fraction in the domain.13
ε

∂
(ρωi ) + ∇ ∙ (γcr ρu
⃗ ωi )
∂t

(1)

eff
= ∇ ∙ [Deff
i,l ∇ρl ωi,l + Di,g ∇ρg ωi,g ] − ∇ ∙ [(ωi,l − ωi,g )jl ] + Si

This equation accounts for diffusive transport of the liquid and vapor phases (first two terms on
the right hand side), as well as a convective flux resulting from a modified advective transport
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term (second term on left hand side) and capillary flux (third term on right hand side). Species
consumption/production is finally accounted for in the source/sink term on the right hand side. It
should be noted that these equations reduce to their single phase form for single phase transport
when gas phase concentration is below the saturation value.
The water species concentration, as shown in Eq. 2 below, is a modified version of the species
transport equation written in terms of molar concentration.
1
Cw,sat
∇ ∙ (γc ρu
⃗ Cw ) = ∇ ∙ [[ε(1 − s)]τ Dw,g ∇Cw,g ] + ∇ ∙ [(
−
) ⃗jl ] + hm (λeq − λ)
Mw
ρg

(2)

This form accounts for the same species transport mechanisms described in Eq. 1. The vapor
phase diffusion flux is modified by the Bruggeman correlation2 to account for flow through
porous media and loss of pore space due to liquid saturation. The advective correction factor
accounts for the difference in phase velocities, and can be written for water as:
γcr = 1⁄C

H2 O

(

λg CH2 O,sat
λl
+
)
M H2 O
ρg

(3)

The capillary flux for liquid water transport is given by:
j⃗l =

λl λg
κ∇PC
ν

(4)

where the λl and λg terms are the relative mobilities of liquid and gas phases defined as,
k rl⁄
νl
λl =
k rg
k rl⁄
νl + ⁄νg

λg = 1 − λl

(5)

and the k rl and k rg terms are the individual phase relative permeability,
k rg = (1 − s)3

k rl = (s)3

(6)

which are dependent on the liquid saturation (s), which is defined based on the local water
concentration.
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s=

(CH2 O − CH2 O,sat )Mw
ρl − CH2 O,sat Mw

(7)

The driving force behind the capillary flux (j⃗l ) is a capillary pressure gradient, where the
capillary pressure is often expressed as a function of liquid saturation
Pc = σ cos(θ) √ε⁄κ J(s)

(8)

through the use of the Leverett function
J(s) = [

1.417(1 − s) − 2.120(1 − s)2 + 1.263(1 − s)3
1.417s − 2.120s2 + 1.263s3

θ < 90°
θ > 90°

(9)

Thereby, the capillary flux can be related to the water concentration as follows:
j⃗l =

λl λg d
κ [σ cos(θ) √ε⁄κ J(s)]
ν dx

(10)

At the GDL-MPL interface zone, where the gas diffusion media properties are dependent on
position, the chain rule needs to be applied to the model to correctly predict the capillary flux
component.
Last term in Eq. 2 is a modified phase change that accounts for water exchange between the
ionomer and the open pore phase in catalyst layers. For a calculation of the mass transfer
coefficient, see Appendix A. Water content and diffusive water transport through the MEA is
accounted for using the model of Uddin and Pasaogullari2 (see Eq. 17). Water generation due to
electrochemical reaction is included in this membrane phase water.
The net convective flux at each cell face is determined from the continuity equation
∇ ∙ (ρu
⃗)=S

(11)

where the flux across each cell face in the open pore space is dependent on the local reactant
consumption and water uptake/transfer with the PEM in the catalyst layers.
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The governing equation for reactant transport of hydrogen and oxygen exploits the principle
of an individual phase diffusive mass flux to incorporate the convective and capillary flux
contributions into a single gas phase velocity
ρg u
⃗ g = −jl + λg ρu
⃗

(12)

By incorporating this relationship into the governing equation for reactant transport, the species
conservation equations for hydrogen and oxygen are as follows:
∇ ∙ (u
⃗ g CH2 ) = ∇ ∙ ([ε(1 − s)]τ DH2 ∇CH2 ) +

ja
nF

(13)

∇ ∙ (u
⃗ g CO2 ) = ∇ ∙ ([ε(1 − s)]τ DO2 ∇CO2 ) +

jc
nF

(14)

where the source terms in each equation are related to the molar consumption of reactants at a
selected current density.
Dissolved cation transport in the open pore regions of the diffusion media similarly exploits
the liquid mass flux to determine a liquid phase velocity:
ρl u
⃗ l = jl + λl ρu
⃗

(15)

which is then used in the contaminant species equation:
∇ ∙ (u
⃗ l CCa2+ ) = ∇ ∙ ([εs]τ DCa2+ ∇CCa2+ ) + S

(16)

In this equation, since the cations are assumed to be dissolved in the liquid phase, the effective
diffusivity is corrected for changes due to porosity and local liquid saturation. The source term in
the equation is active only in the catalyst layer accounts for cation uptake into the membrane.
3.2.4 Ionomer Phase Transport
For transport inside the membrane and ionomer network, an additional series of equations are
provided. For water absorbed in the electrolyte, Eq. 17, water transport across the membrane is
solved in terms of the water content of the membrane.
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ρl
I
jc
κ
1
) λ]) + hm (λeq − λ) − ∇ (nd ) +
+ ∇ ∙ (− P)
EW
F
nF
ν
M

0 = ∇ ∙ (DCL ∇ [(

(17)

where the water content is defined as the number of water molecules per sulfonic acid sites.
Water transport inside the membrane and ionomer is driven by the balance between diffusion
(first term on right hand side), electro-osmotic drag (third term) and permeability (fifth term),
which is only active when liquid water is present in the catalyst layer. At the cathode, water is
generated based in the Butler-Volmer kinetics (forth term), and in both catalyst layers, water
content can be exchanged between the ionomer phase and membrane phase via an effective mass
transfer coefficient (second term, see Appendix 1 for coefficient estimation calculation).
Cation transport is governed by the Maxwell-Stefan approach to mass transfer inside the
MEA, balancing cation diffusion with migration. For a detailed derivation of the governing
equation, the reader is directed to the work of Uddin and Pasaogullari.2 The governing equation
solves for the foreign cation occupancy inside the membrane, yCa2+ (≡ CCa2+ ⁄CSO−3 ).
0 = ∇ ∙ (Ctot (−zCa2+ D21 + D22 )∇yCa2+ +

FCtot
(−zCa2+ D21 + D22 )∇ϕe yCa2+
RT
(18)

FCtot
(D21 )∇ϕe )
+
RT
3.2.5 Numerical Method
The governing equations for species transport are discretized using the Finite Volume
method14, implementing a first order upwind discretization scheme to compute the convectivediffusive flux through each cell. A Gauss-Seidel iterative solver15 is used to solve the discretized
set of algebraic equations within MATLAB.
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Table 3.2: Physical and electrochemical properties used in computational model.

Description
Anode/Cathode Catalyst Layer Thickness
Membrane Thickness
Faraday’s Constant
Universal Gas Constant
Cell Temperature
H2 O Gas Phase Diffusivity in Anode
H2 O Gas Phase Diffusivity in Cathode
H2 O Liquid Phase Density
H2 O Liquid Phase Dynamic Viscosity
H2 O Gas Phase Dynamic Viscosity
H2 O Mass Transfer Coefficient
Surface Tension
H2 Diffusivity in Anode
H2 Dynamic Viscosity
O2 Diffusivity in Cathode
O2 Dynamic Viscosity
Ca2+ Diffusivity in Liquid Water
Anode Boundary H2 Concentration
Cathode Boundary O2 Concentration
Cathode Boundary Ca2+ Concentration
Anode Boundary Relative Humidity
Cathode GDL Saturation
Operating Current

Value
10μm
30μm
96485 C/mol
8.314 J/mol − K
80℃
1.1028 × 10−4 m2 /s
0.7350 × 10−4 m2 /s
975 kg/m3
365.0 × 10−6 Pa ∙ s
11.1 × 10−6 Pa ∙ s
105 mol/m3 − s
0.0625 N/m
2.59 × 10−4 m2 /s
9.90 × 10−6 Pa ∙ s
1.22 × 10−4 m2 /s
23.35 × 10−6 Pa ∙ s
0.79 × 10−9 m2 /s
40 mol/m3
21 mol/m3
2.85 mol/m3
25%
10%
0.2 A/cm2

Ref.
2
2

2
2
16
16
2
12
2
16
2
16
17

9
9
9

3.3) Results and Discussion
The carbon fiber material that forms the structure of PEFC GDLs is naturally hydrophilic 18 in
the absence of a hydrophobic polytetrafluoroethylene (PTFE) treatment. The dual layer
Freudenberg C4 DM used by Wang et al.9 were examined by Park11, who characterized the
wettability of the GDL layer. These results confirmed that carbon paper substrates (which are not
wet proofed) are hydrophilic, with an equilibrium contact angle of 75° 19, while the MPLs have a
very high degree of hydrophobicity. In this situation, in the assumed interface zone, there
becomes a point where the DM switches from hydrophilic to hydrophobic as shown in Figure 3.2
during the transition between the GDL and MPL:
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Figure 3.2: Contact angle inside the DM assuming a continuous contact angle profile.

The GDL-MPL interface that transitions from hydrophilic to hydrophobic is critical in the
contamination of the cathode catalyst layer and membrane. Shown in Figure 3.3, an evaporation
front occurs before the liquid can saturate the hydrophobic sections of the DM or the MPL.

Figure 3.3: Liquid saturation profile across the cathode GDM.

The evaporation front within the gas diffusion media is a critical component to understanding
cation contamination of PEFCs. As the DM becomes hydrophobic, the liquid water reaches a
point at which it cannot penetrate due to the requirements for a continuous capillary pressure:
i.e., the capillary pressures must be in equilibrium between the different wettability regions.
Returning back to the capillary pressure definition of Eq. 8, the Leverette function can be
rewritten in terms of the non-wetting phase saturation (sNW )
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J(s) = 1.417sNW − 2.120sNW 2 + 1.263sNW 3

(19)

where sNW can be written in terms of the liquid saturation (s)
sNW = [

θ < 90°
θ > 90°

1−s
s

(20)

Plotting the capillary pressure at this interface in Figure 3.4 shows that there is only one
instance where this can occur with this Leverett approach: at a non-wetting phase saturation of
zero. This means that the GDL requires its non-wetting gas phase volume fraction to be zero
(fully saturated with liquid phase), and the MPL requires the non-wetting liquid phase saturation
to be zero. With the partial saturation of the GDL set as a boundary condition, the equilibrium
conditions are not met to have the liquid phase break through into the hydrophobic MPL region,
so an evaporation front is formed.

Figure 3.4: Capillary pressure calculation based on the definition of Eq. 8. The two curves are plotted against
the non-wetting phase saturation of the DM (𝐬𝐍𝐖 = 𝐬 in the MPL and 𝐬𝐍𝐖 = 𝟏 − 𝐬 in the GDL).

It should be noted that there is a small amount of numerical error remaining in the code which
results in a lower than measured water crossover flux. Physically, at the evaporation front, the
water vapor concentration should be at the saturation concentration; however there is a slight
overshoot at this location where the water vapor concentration in the cell next to the front is
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slightly below the saturation concentration. As a consequence, this lowers the water vapor
concentration in the catalyst layer, which results in the cathode catalyst layer having a lower
water content than it physically should have. This manifests itself as a slightly lower water
content gradient than would be expected, resulting in a decreased water crossover flux.
The solution for the cation contamination shows that the balance of convection and diffusion
results in a nearly constant cation concentration through the GDL section of the gas diffusion
media, which begins to drop as the liquid saturation enters the transitional region between the
GDL and MPL. With the absence of a liquid bridge transporting the cations to the catalyst layer,
the cation concentration drops to zero at the saturation front, preventing contamination of the
electrolyte. Under steady state conditions, maintaining a constant contaminant concentration at
the cathode boundary, the cell will end up building up its cation concentration across the
saturated GDL, up until the point where the dissolved contaminant reaches its saturation
concentration and precipitation would occur within the DM.

Figure 3.5: Cation contaminant distribution within the DM.

While the model may be predicting an evaporation front at the cathode MPL, it is strictly
looking at the role of wettability in an idealistic homogeneous gas diffusion media in preventing
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cationic transport across the cathode DM to the CCL and PEM. There remain several three
dimensional factors that can permit liquid saturation crossing the hydrophobic MPL. One of
these factors, proposed by Weber18, theorizes a dual hydrophilic and hydrophobic pore network,
where liquid water follows a pathway defined by connected by hydrophilic pores until the liquid
pressure becomes sufficient to penetrate into the hydrophobic pores. A saturated hydrophilic
pore network extending across the DM (and specifically through the MPL) would be one
transport mechanism to bring cations to the catalyst layer, where uptake with the ionomer and
membrane can take place.
A second factor not considered in the model is the manufacturing of the diffusion media.
Examining the structure of the DM using x-ray tomography (see Figure 3.6) shows that inside
the MPL there exist several large cracks on the order of hundreds of micron in length. These
generate very large pores within the MPL that may provide secondary water transport pathways
through which liquid saturation may cross to the catalyst layer.
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Figure 3.6: XCT visualization of MPL surface showing very thin, but long cracks throughout the MPL
surface that may provide pathways for liquid penetration and cathode contamination.

3.4) Conclusions
A model was developed to predict the multiphase water transport across a PEFC with a
hydrophilic GDL and hydrophobic MPL which couples the resulting saturation profile to the
dissolved cation transport within the cell. By assuming a smooth transition between the transport
properties of the two gas diffusion media, there exists a location where the diffusion media
changes from hydrophilic to hydrophobic. At this point, an evaporation front occurs preventing
the liquid water from saturating the hydrophobic region of the gas diffusion media. Since liquid
water is required for dissolved cations to reach the catalyst layer and contaminate the electrolyte,
the presence of the evaporation front also prevents cation transport across the hydrophobic MPL
and uptake into the electrolyte.
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Future work in modeling the coupled water saturation-dissolved cation transport should be
focused on better approximating the relationship between saturation and capillary transport in the
diffusion media to build upon cation mobility. While the Leverett approach has been used for
relating the capillary pressure to water saturation, more accurate models are available that better
approximate the non-idealities and heterogeneous transport inside diffusion media. These models
that incorporate the mixed wettability of diffusion media with pore-size distributions can lead to
a better approximation of water transport, which will provide a more realistic interaction with the
cation transport.
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List of Symbols
C
Molar Concentration (mol/m3 )
D
Diffusion Coefficient (m2 /s)
EW Membrane Equivalent Weight
Faraday’s Constant
F
Mass Transfer Coefficient
hm
(mol/m3 )
J
jc
jl
kr
M
n
nd
PC
S
s
u
y
z

Leverette Function
Current Density (A/m2)
Capillary Flux (mol/m2 s)
Relative Permeability
Molar Mass (kg/mol)
No. electrons per mole species
Electro-osmotic Drag Coefficient
Capillary Pressure (Pa)
Source Term
Saturation
Velocity (m/s)
Cation Occupancy in Electrolyte
Cation Charge

Subscripts
Anode
a
Cathode
c
Gas Phase
g
Species Index
i
Liquid Phase
l
Superscripts
Effective Value
eff

γ
ε

Advection Correction Factor (m3 /kg)
Porosity

θ

Contact Angle (°)

κ

Permeability (m2 )

λ
λg
λl
ν
ρ
σ
τ
ϕe
ω

Sat
w
H2
O2
Ca2+

eq

PEM Water Content
(mol H2 O/mol H2 SO2−
4 )
Relative Mobility of Gas Phase
Relative Mobility of Liquid Phase
Kinematic Viscosity (m2 /s)
Density (kg/m3 )
Surface Tension (N/m)
Tortuosity
Electrolyte Phase Potential (V)
Mass Fraction

Saturation Condition
Water
Hydrogen
Oxygen
Calcium

Equilibrium
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Chapter 4 ROLE OF FOREIGN CATIONS IN CATALYST LAYER THINNING
4.1) Introduction
In this chapter, the influence of foreign cationic contamination on the thinning of the cathode
catalyst layer during non-accelerated testing is explored. Long duration (400hr) testing was
conducted using commercial catalyst coated membranes (CCMs) which showed significant
catalyst layer thinning in a calcium cation contaminated cell. This thinning of the cathode
catalyst layer was not observed in a non-contaminated baseline cell. While foreign cations are
known to cause several degradation mechanisms in polymer electrolyte fuel cells (PEFCs), no
study has examined the influence of foreign cationic contamination on carbon corrosion, which
is hypothesized to cause the thinning of the catalyst layer observed during testing.
Cationic contamination has not been directly linked to causing or accelerating carbon
oxidation. Carbon corrosion is one of the major degradation mechanisms of PEFCs; limiting
PEFC durability, with various causes including transient processes like fuel starvation1–3 and
repeated startup/shutdown cycling (where the cathode potential can exceed 1.2V)1,3,4, while
additional cases having been reported as occurring during normal operating conditions with
potentials as low as 0.55V.4,5
Typically PEFC electrodes consist of platinum catalyst nano-particles (2-3 nm) are dispersed
over high surface area carbon support particles, ~20-30 nm in diameter.1 While carbon supports
may provide structure and electrical conductivity to the catalyst layer, they are subject to
corrosion, which occurs when the cathode potential exceeds 0.207 V (vs. RHE) at 25°C.2
C + 2H2 O → CO2 + 4H + + 4e− (0.207 V vs. RHE)

(1)

Equilibrium potential for this reaction reduces to 0.161V (vs RHE) at 80°C. A parallel pathway,
resulting in CO exists (C + H2 O → CO + H + + e− , 0.518 V vs RHE), however occurs at a rate
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that is an order of magnitude slower that the carbon dioxide formation pathway, and is often
neglected.1
In cases of fuel starvation, depletion of hydrogen in certain regions of the anode results in
lack of protons. To compensate for this, the carbon oxidation occurs in the cathode to supply
protons to the anode as a reverse current.6 This is similar to starting a PEFC purged with air,
where oxygen is present in the anode upon hydrogen reintroduction, generating high potentials in
the anode (0.8V), which can push cathode potentials well above 1.0V, initiating carbon oxidation
and supplying protons for oxygen reduction in the anode.2 In both cases, the oxidation of carbon
support provides the protons for irregular electrochemical reactions under non-standard cell
operating conditions.
Loss of carbon due to oxidation has many effects on the performance of PEFCs. Corrosion of
the support leads to both electrical isolation and agglomeration of the platinum catalysts 7,
resulting in electrochemical surface area (ECSA) losses of over 50% for certain carbon materials,
with limited Pt agglomeration shown by transmission electron microscope (TEM) studies,
confirming that isolation is the main culprit for ECSA loss.8 This is compounded as the loss of
carbon leads to compaction of the catalyst layer (thinning and loss of porosity) which increases
the resistance to oxygen transport4,7,8, further reducing long term performance of the PEFC. This
is magnified by an increase in carbon hydrophilicity caused by the formation of surface oxides
during the corrosion process, which retards liquid water removal from the catalyst layers.8
There is not a single well-defined model for carbon corrosion in PEFCs.3,5 Certain
characteristics of the process are known, including its dependence on relative humidity and that
the carbon corrosion rate decreases with time as carbon is removed from the catalyst layers and
passive surface oxides are generated on the carbon surface.1,2,5 However, multiple oxidation
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pathways exist for carbon corrosion, depending on the carbon-oxygen interface (platinum or
ionomer).
For direct oxidation of (graphitic) carbon (in cases of fuel starvation or start/stop cycling),
Gallagher and Fuller5 proposed a carbon oxidation model that is highly dependent on carbon
surface oxides, including COH, an intermediate product experimentally known to be present
during this process. This model includes two types of carbon surface sites. The first are sites
where water can adsorb on the surface and form initial surface oxides (including COH, reactions
2-3). Once these have adsorbed/formed on the surface, sites proceed with additional steps
wherein intermediary products are formed (including the rate determining step in reaction 4) and
consumed as the carbon is oxidized into carbon dioxide. It should be noted that many of the
reaction pathways proposed following reaction 4 are based on the stoichiometry of the overall
reaction and have no experimental evidence of these being the proper intermediate steps.5
C + H2O → COH + H+ + e− (0.2V vs. RHE)

(2)

C + H2O → C(H2O)ads

(3)

C(H2O)ads + COH → COCOH + 2H+ + 2e−

(4)

According to Pandy et al.9 complete carbon corrosion of the surface COH via this pathway
requires high potential (0.95V vs. RHE) to completely oxidize to carbon dioxide.
C-COH + H2O → C + CO2 + 3H+ + 3e− (0.95V vs. RHE)

(5)

The addition of platinum to the carbon oxidation process however changes the corrosion
process and potentials required for complete oxidation.9,10 It is through this platinum pathway
that we hypothesize that carbon corrosion occurs when foreign cations are present in the cathode.
This section provides an overview of the experimental methodology and the results from
experiments where CCMs contaminated with foreign cations operated for an extended period.
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Catalyst layer thinning is discussed by comparing the post-mortem cross-section scanning
electron microscopy (SEM) images to uncontaminated CCMs operated similarly.
The rest of this chapter is organized as follows: It is hypothesized that due to the presence of
foreign cations in the cathode catalyst layer, proton flux to and proton occupation of the sulfonic
acid side chains in the ionomer is significantly restricted in the cathode catalyst layer, especially
near the cathode diffusion media. The computational model described previously is adapted to
determine the distribution of foreign cations and to examine how foreign cations affect the
protonic current distribution in a contaminated CCM and show the proton depletion in the
cathode catalyst layer. During long term testing, it is proposed that as current is drawn from the
cell, there are two sources of protons in the cathode catalyst layer: those generated in the anode
and those generated in the cathode from carbon support oxidation (icathode = iH+ + icor), where
iH+ is the protonic current from the anode that is equal to the external current and icor is the
internal current in the cathode due to carbon oxidation. Following, the results of the accelerated
stress tests (ASTs) for carbon corrosion are presented, which show minimal effect of the foreign
cations, and further confirm our hypothesis of the role of cation accumulation. ASTs confirm this
phenomenon occurs over long term testing under sufficiently high loads, not under accelerated
stress tests with low currents.
4.2) Cell Testing
4.2.1 Components and Test Conditions
Cell assembly, testing and contamination were performed in accordance with our previous
foreign cation contamination experiments.11–17 The CCMs were GORE® PRIMEA® catalyst
coasted membranes (GORE® PRIMEA®, W. L. Gore and Associates) with a Pt loading of 0.4
mg/cm2 for both anode and cathode. Freudenberg H2315-C4 gas diffusion layers (Freudenberg
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FCCT SE & Co. KG, Germany) were used during assembly. A set of 25cm 2 single-cell hardware
(Fuel Cell Technology, Albuquerque, NM, USA) was used for each test. The cell hardware
consisted of two aluminum end plates, two gold-plated current collectors, and two machined
graphite flow fields with single serpentine and triple serpentine flow channels on the anode and
the cathode, respectively.
Calcium sulfate (99.99% pure, Sigma-Aldrich®, St. Louis, MO, USA) was used as the
contaminant. Contaminated CCMs were prepared by soaking in a cationic solution consisting of
0.9 mM of CaSO4 and 29.1 mM of H2 SO4 with full details described elsewhere.11 Ion exchange
capacity (IEC) measurements were performed to determine the milli-equivalent of ion exchange
group in 1 g dry ionomer. The procedure used was similar to that in Ref. [11] and showed the
IEC of the contaminated CCM is decreased by 58% compared to the as-received CCM as
calcium cations replaced protons in the electrolyte. This is in agreement with the results
presented by Qi et al.18 who measured the Ca2+ exchange isotherms (cation uptake) for Nafion
membranes soaked in cation solutions.
Two fuel cells were built, one with an as-received CCM, and the other with the contaminated
CCM. After assembly, the cells were conditioned using a constant voltage break-in procedure
and run overnight until a stable performance was achieved. For break-in, the cell voltage was set
at 0.6 V with cell temperature of 80°C, H2/air stoichiometric flow of 2/2, anode/cathode relative
humidity (RH) of 100%/75%, without backpressure. Ultra-high purity hydrogen (99.9998%)
from a HOGEN Hydrogen Generator (Proton Energy Systems Inc., Wallingford, CT) and zero
grade air (99.8%, Airgas Inc., Hastings, NE, USA) are used in fuel cell testing. Following breakin, beginning of test characterization, including polarization curves, cyclic voltammetry (CV) for
electrochemical surface area, and linear sweep voltammetry (LSV) for hydrogen crossover were
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measured. The operating conditions for polarization curve measurements were similar to those
for conditioning. H2 crossover and CV curves were measured using a potentiostat/galvanostat
(Solartron SI 1287). During both H2 crossover and CV experiments, the cathode was purged with
N2, while H2 is fed through the anode with flow rates of 250 sccm.
Operating conditions during the 400 hour long experimental tests were identical for the
baseline and contaminated cells. An operating temperature of 80°C was maintained with
25%/125% relative humidity in the anode/cathode. Hydrogen flow rate was maintained at
1.66slpm while the air flow rate in the cathode was 1.76slpm. Anode backpressure was set to
1.5psig, while cathode backpressure was set to 15psig.
4.2.2 Cell Test
The as-received baseline CCM was operated in galvanostatic mode at 400mA/cm2 for
400 hours. Shown in Figure 4.1 are the cell potential and resistance data, measured by current
interrupt method, showing the voltage decay rate is 49 µV/h, with an average cell voltage from
100 hours to 300 hours is 0.73 V. End of test (EoT) polarization scans (not shown) also display
little change in the performance following the 400hr current hold.

Figure 4.1:Cell performance of the baseline test measured at 400mA/cm2 showing stable performance during
400hr test duration. Operating conditions: cell temperature: 80°C; flow rate H 2/air: 1.66/1.75 slpm; A/C:
25/125% RH, 1.5/15 psig back pressure.
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The calcium contaminated CCM was broken-in with the same methodology as the baseline
CCM. During this time, the contaminated cell was unable to reach the 400mA/cm2 current
density of the baseline cell. Hence, the contaminated cell was tested in potentiostatic mode at an
average potential equal to that of the baseline test for comparison. Figure 4.2 shows the cell
performance of the contaminated CCM tested at 0.73 V. A sharp drop in performance is
observed during the first 125 hours of testing, the current density decreases from 100 mA/cm2 to
16 mA/cm2. We believe that the redistribution of the cations and accumulation in the cathode
occurs during this initial period, resulting in significant decay in performance. Then the current
density remains steady for the next 275 hours and drops by only 3 mA/cm2. The cell voltage
fluctuation after approximately 125 hours is due to the electronic load operating near its low
power range. During this time, it is not possible to get an accurate measurement of the cell
resistance as the cell is running below the minimum current required by the current interrupt
method.

Figure 4.2: Cell performance of contaminated CCM measured at 0.73V. Operating conditions: cell
temperature: 80°C; flow rate H2/air: 1.66/1.75 slpm; A/C: 25/125% RH, 1.5/15 psig back pressure.
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The loss in cell performance mostly originates from Ca2+ cations replacing protons in the
sulfonic acid side-chains of the ionomer resulting in a decrease of the proton conductivity. This
ionic conductivity loss stems from multiple, coupled effects including a drop in ionic
conductivity for Nafion (from 105.9±1.7 mScm−1 for H-form membrane to 14±1.4 mScm−1 for
Ca-form membrane), and a reduction in water content.11–14,15
4.2.3 SEM Imaging of Cathode Catalyst Layers
Following both tests, the cells were disassembled and the CCMs were examined using SEM
(FEI Quanta 250, FEI, Hillsboro, OR, USA) and energy dispersive X-ray spectroscopy (EDX).
The cross section samples of the CCMs were prepared by casting them in epoxy and polishing,
and multiple samples from fuel cell inlet, middle, and outlet were examined, with elemental
maps and elemental (Pt M-absorption edge) intensity profile (from line scans) of the crosssection collected. For each sample, multiple line scans were collected and averaged to obtain the
element intensity profile. To measure the thickness of the various layers of the CCMs, first, the
interface of the layers was found from the first derivative of the average intensity profile, then
the thickness measured. The uncertainty in the thickness is determined from full width at half
maximum (FWHM) of the intensity profile.
Representative SEM cross sections of the baseline test CCM, and the Ca2+ contaminated
CCM after the 400 hour testing are presented in Figure 4.3 along with a cross section from an asreceived, untested CCM for comparison. Corresponding Pt maps (from EDX), and average line
scan profiles for three samples are also provided. Table 4.1 summarizes the catalyst layer
thickness and the average Pt intensity derived from the SEM images and EDX analyses. For an
as-received CCM, the average thickness of the cathode catalyst layer is uniform at 12μm
throughout the entire length of the sample with a slightly higher platinum intensity near the
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membrane. Following testing of the non-contaminated as-received baseline, the cathode catalyst
layer thickness remains near its beginning of test measurement, with platinum dispersed
throughout the layer in the same manner as before testing. Only localized thinning of the catalyst
layer is observed upon a more critical inspection of the samples (shown in Figure 4.4). Localized
thinning has been reported for CCMs after extended operating periods, and can be expected.6,19
In contrast to the non-contaminated baseline, the cathode catalyst layer of the contaminated
cell is significantly thinner across the entire active area of the CCM. The cathode catalyst layer
thickness of the contaminated CCM reduced from 12μm to 6μm, the contaminated CCM did not
retain its initial thickness anywhere in the cell.

Table 4.1: Average catalyst layer thickness and Pt intensity of as-received CCM, baseline posttest CCM,
and Ca2+ contamination posttest CCM.

CCM
As-received CCM
Baseline test
2+
Ca contaminated test

Average
cathode
thickness
(µm ±1)
12
10
6

Average
anode
thickness
(µm, ±1)
11.75
11
11
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Average
cathode Pt
intensity
(±100)
3000
2860
2850

Average anode Pt
intensity
(±100)
2900
2800
3000

Figure 4.3: Representative membrane/electrode assembly cross sections imaged by SEM (left), corresponding
Pt maps (middle), and average line scan (right) of (a) as-received CCM, (b) baseline test CCM, and (c) Ca 2+
contaminated CCM after 400 hour fuel cell test. (CCL-cathode catalyst layer, MEM-membrane, ACL-anode
catalyst layer).
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Figure 4.4: Localized catalyst layer thinning near the outlet in baseline test. Membrane electrode assembly
cross section imaged by SEM (left), corresponding Pt map (middle), and Pt line scan (right) after a long
duration fuel cell baseline test. (CCL-cathode catalyst layer, MEM-membrane, ACL-anode catalyst layer).

There are multiple mechanisms that can cause the thinning of the cathode catalyst layer seen
in the contaminated CCM. The primary mechanism for catalyst layer thinning is the loss of
material from the cathode catalyst layer (e.g. loss of platinum or loss of carbon). The cathode
catalyst layer of the contamination test CCM loses half of its thickness, but the total Pt content is
largely unchanged as evidenced by the EDX profiles. We reach this conclusion because, the Pt
signal appears much brighter in the EDX map, the Pt intensity is higher in the line scan (Figure
4.3) for the contaminated samples, and the total Pt intensity is unaffected (Table 4.1). It needs to
be mentioned here that the penetration depth of the X-ray may be different between
contaminated and uncontaminated CCMs, due to apparent densification of the catalyst layer in
the contaminated CCM. Since the Pt signal looks much brighter in the contaminated CCM, it
contains more Pt in a smaller space. So, penetration depth of the X-ray should be smaller in
contaminated CCM due to higher atomic number of Pt compared to carbon. Despite the lower
penetration depth, total Pt intensity in the contamination test cell was comparable with the
baseline test cell. Therefore, the only possible element loss that may cause significant catalyst
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layer thinning is carbon. Hence, it is hypothesized that the Ca2+ ion directly increases the carbon
oxidation reaction rate resulting in catalyst layer thinning of the cathode.
4.3) Mechanism for the Thinning of the Catalyst Layer
We hypothesize that the lack of protons to sustain the oxygen reduction reaction in a large
portion of the cathode catalyst layer is the major reason for the increased catalyst layer thinning.
The lack of protons causes oxidation of the carbon, similar to fuel starvation,6 resulting in
thinning of the catalyst layer.
We estimate the average carbon loss due to foreign cations is around 50%, as the average
thickness of the cathode catalyst layer of contaminated CCM is ~6μm versus ~12μm for the
baseline CCM. The CCMs have a nominal loading of 0.4 mg Pt/cm2 on either side with 50% wt.
Pt on C. The carbon loss is then ~0.2 mg/cm2 (=0.0167 mmol/cm2). Complete oxidation of
carbon (Eq. 1) produces 4 e− , hence the total charge generated by carbon corrosion is 6.45 C/cm2
(q=4nF), corresponding to an average carbon corrosion current density of ~4.48μA/cm2 over
400 hours of testing, much smaller than the cell current.
The required low current density and relatively high cathode potentials make accelerated
carbon corrosion a feasible mechanism. Next section describes a numerical model that predicts
the distribution of foreign cations, and shows that in a large fraction of the cathode catalyst large
there is minimal proton concentration as foreign cations accumulate due to migration.
4.3.1 Numerical Model
Using Uddin and Pasaogullari’s20 model for foreign cation transport, the model previously
described was adapted to examine the cation distribution in the membrane-electrode assembly.
For detailed description of model equations, the reader is referred to Ref. [20], however the
model is briefly described below:
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The modeling domain includes the CCM, namely the anode catalyst layer, the polymer
electrolyte membrane (PEM), and the cathode catalyst layer. The CCM is pre-saturated with
foreign cations (Ca2+) and it is assumed to be uniformly distributed prior to cell operation under
potential differential. The amount of foreign cations (Ca2+) is estimated from the IEC
measurements described earlier.
In this model, three charged species are considered in the PEM: positively charged proton
(H+), one foreign cation (Ca2+) and the negatively charged sulfonic acid side-chains. Sulfonic
acid side-chains are considered as stationary species. Through electro-neutrality, the cation
occupancies (yi ≡ Ci /CSO−3 ) can be related: yH+ = 1 − 2yCa2+ for divalent Ca2+, therefore, the
following species conservation equation is solved for H+ and Ca2+ .
∇(−Nj ) + Su = 0

(6)

Here, N represents the total flux of cation j, which Serincan et al.21 derived the cation flux
equation using generalized Maxwell-Stefan (MS) approach. The source term includes generation
and consumption of the cations (active here for protons).
{N} = −2cso−3 [B]−1 {∇y} −

2Fcso−3
[B]−1 {z ∙ y}∇ϕ
RT

(7)

where y is the relative occupancy and [B] is a matrix including binary diffusivities and relative
occupancies. The total cation flux is a balance of diffusion (first term on the right hand side) and
migration (second term) due to the electrolyte phase potential. The elements of [B] are22
n

yk
Djk

(8)

yj
Djk

(9)

Bjj = ∑
k=1
k≠j

Bjk = −

Binary diffusion coefficient, Djk is calculated by23
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xj

Djk = (Dj,M ) × (Dk,M )

xk

(10)

where Dj,M and Dk,M are self-diffusivities of species j and k.
Self-diffusivity of proton is calculated from Nernst-Einstein relation as
κH+ = cH+ Dj,H+

zH2 + F 2
RT

(11)

where κH+ is the conductivity of proton. An expression for conductivity of membrane in pure
proton form is used from Springer et al.24 to determine the self-diffusivity of H+:
1
1
κH+ = (0.5139λ − 0.326 )exp [1268 (
− )]
303 T

(12)

Self-diffusivity of Ca2+ is calculated using a relation incorporating the polymer volume
fraction for a water swollen membrane (Vp ) and the foreign cation’s aqueous diffusion
aq

coefficient (DCa2+ ). Parameter b is an empirical parameter has a value of 1.3 for divalent
cations.23,25
aq

Dj,Ca2+ = DCa2+ exp [−b

Vp
]
1 − Vp

(13)

Boundary Conditions - As evidenced from our prior experiments,15 there is no mechanism to
remove foreign cations from the CCM in an operating fuel cell, hence we expect the cations to
remain inside the CCM during the cell operation, therefore no-flux boundary conditions are
applied for the foreign cations at the catalyst layer-diffusion media interfaces, i.e. the outer
boundaries of the CCM modeling domain. Similarly, proton flux is also zero at these interfaces
as the diffusion media cannot conduct protons.
Model Parameters - The physical and electrochemical properties for the model remain the same
as used by Uddin and Pasaogullari20, except for changes required Ca2+ instead of Na+, and
adjusting the relative humidity for the experimental test conditions. Properties related to Ca2+ are
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listed in Table 4.2. The initial foreign cation occupancy is based on the IEC measurements. Due
to a lack of information on the water uptake for Ca2+ form membranes, the Na+ water uptake
curve used by Uddin and Pasaogullari is maintained for this model.

Table 4.2: Physical and Electrochemical Properties Modified for Ca 2+ Contamination.

Description
Relative Humidity at Anode
Relative Humidity at Cathode
Ca2+ Cation Charge (z)
Electro-osmotic Drag Coefficient for Water for Ca2+ Ionomer (nd)
𝑎𝑞
Aqueous Diffusion Coefficient of Ca2+ (𝐷𝐶𝑎2+ )
Volume Fraction of Polymer in Ca2+ form Nafion (Vp)
Initial Ca2+ Cation Occupancy

Value
25%
100%
2
11
0.79×10-9 m2/s
0.710
60%

Ref.

26
27
23
18

Model Results - Figure 4.5 shows the proton flux (i.e. protonic current density) across the
membrane-electrode assembly, for both contaminated and uncontaminated cases at a potential of
0.73 V, similar to the potential controlled in the contaminated CCM testing (potentiostatic
testing) and potential measured in the uncontaminated case (galvanostatic testing). As seen, the
protonic current is significantly lower when the CCM is pre-contaminated with foreign cations
(Ca2+), mostly due to reduced effective proton conduction; however other effects described by
Uddin and Pasaogullari20, including the effect of foreign cations on oxygen transport,
equilibrium potential and on water transport are also accounted for and affect the overall cell
operation. It is seen that that majority of the hydrogen oxidation reaction occurs near the
membrane in the anode catalyst layer as the relative humidity in the anode is quite low (25%).
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Figure 4.5: Protonic current density distribution along the CCM thickness for the contaminated and the noncontaminated case. Operating conditions: cell voltage: 0.73 V; RH anode/cathode: 25%/100%; cell
temperature: 80°C.

Figure 4.6 shows the fraction of sulfonic acid side chains (SO3-) attached to protons and
foreign cations (Ca2+). This is identical to the distribution of protons and foreign cations fraction
in the ionomer across the CCM, with the exception that each Ca2+ occupies two sulfonic acid
side chains (SO3-) due to its valance.

Figure 4.6: Fraction of the sulfonic acid side chain occupied by protons and foreign cations, across the CCM.
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As shown in the figure, due to a balance of migration and diffusion, foreign cations
accumulate in the cathode side, severely restricting proton access to many active catalyst sites (as
high as 80%). We postulate that in these regions of the catalyst layer, lack of proton access
accelerates the carbon corrosion.
4.3.2 Carbon Corrosion
Following the soaking of the CCM in a cationic solution, based on the IEC measurements,
58% of the sulfonic acid sidechains are occupied with foreign calcium cations, which have
replaced protons in the membrane. During the operation, the foreign cations rearrange
themselves as the cation flux balances diffusion and migration (a function of the electrolyte
phase potential). As cations are unable to exit the CCM, the model shows that Ca2+ cations
accumulate in the cathode catalyst layer, lowering the proton flux, leading to a depletion of
protons in the cathode catalyst.
While there is a depletion of protons in the cathode, high potential (0.73V) and abundance of
oxygen exist. The protons generated in the anode and transported to the cathode do participate in
the oxygen reduction. And this occurs in the catalyst region nearest to the membrane. But there is
still a lack of protons for the available oxygen, especially in the region farthest from the
membrane. We hypothesize that this is where carbon oxidation is more prevalent, as illustrated in
Figure 4.7. To maintain the ORR in the cathode, protons need to be generated. Similar to how
protons can be generated through carbon oxidation in the anode during fuel starvation, carbon
oxidation in the cathode can provide the protons necessary for sustaining oxygen reduction.
However this can only occur if the operating potential of the cell is high enough to promote
carbon corrosion.
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Figure 4.7: Hypothesized carbon corrosion process. In the area nearest the membrane, where protons are
available, the ORR proceeds as normal. Farther from the membrane, where the proton depletion is the
highest, protons necessary for continued oxygen reduction are generated through carbon oxidation.

The presence of platinum in PEFC catalyst layers does promote alternate carbon corrosion
pathways8–10 that differ from those presented by Gallagher and Fuller.5 These pathways require
lower potentials for carbon oxidation than are required for direct conversion of surface carbon
oxides into carbon dioxide. This mechanism begins with the adsorption of hydroxyl radicals on
the platinum surface (reaction 14) can reduce the potential necessary for converting the carbon
surface oxides into carbon dioxide (either through reactions 15 and 16 or solely reaction 17) to
levels seen during normal operation.
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Pt + H2O ↔ Pt(OH)ads + H+ + e− (0.7V vs. RHE)

(14)

Pt(OH)ads + C ↔ Pt + C(OH)ads

(15)

C-OH + C(OH)ads → C + CO2 + 2H+ + 2e− (0.2V vs. RHE)

(16)

C-C-OH + Pt(OH)ads → C+ CO2 + Pt + 2H+ + 2e− (0.65V vs. RHE)

(17)

The potentials required for these steps all are below the operating potentials for the two cells
presented in this paper, which means that either Pt reaction pathway can promote carbon
corrosion. Thus, it is proposed that foreign cation contamination can lead to carbon corrosion by
depleting the cathode catalyst of protons, and initiating the carbon oxidation reaction as a means
of supplementing protons in the catalyst layer to sustain oxygen reduction.
4.4) Accelerated Stress Testing
Accelerated stress tests for carbon corrosion, are run to complement our findings on the
effect of foreign cations on the rate of carbon corrosion and to provide a more complete
understanding of the carbon oxidation process. These tests are designed to promote carbon
corrosion at elevated potentials above 1.0 V seen in conditions simulating start-stop testing. For
accelerated stress testing, two additional fuel cells are built; one with an as-received CCM, and
the other with the contaminated CCM. Conditioning of each cell was performed as described in
the Cell Test section (§4.2.2). Following this, the cells were both exposed to the U.S. DRIVE
Fuel Cell Tech Team (FCTT) protocol for accelerated testing for measuring catalyst support
durability.28 The cells were operated on H2/N2 at 80°C with flow rates of 100sccm, 100% RH and
no backpressure in the anode/cathode. Each cell was cycled between 1.0V and 1.5V for 5000
cycles at a scan rate of 0.5V/s. Polarization scans and CVs are recorded at the beginning of test,
after 10, 100, 200, 500, 1000, 2000 cycles, and at the end of test. During testing, a portable
carbon dioxide meter (CO2Meter Inc., Ormond Beach, FL) was connected in line with the
86

cathode vent line to measure the carbon dioxide concentration exiting the cell in real time. The
vent line was heated to 105°C to prevent condensation of water which CO2 would dissolve in,
and consequently affect the CO2 emissions.
Significant ECSA loss was observed in both ASTs, with the as-received CCM’s ECSA
decreased from 45m2/g down to 11m2/g and the contaminated CCM’s ECSA decreasing from
21m2/g down to less than 1m2/g. Carbon dioxide emissions measured during the AST (recorded
as ppmv) are presented in Figure 4.8. There is little difference in both the profiles of the carbon
dioxide emissions and the integrated total carbon loss between the as-received and contaminated
cells after completion of the 5000 triangular sweep cycles. The total carbon loss (as measured
from the CO2 emissions), for the as-received membrane was calculated to be 37.7%, while
37.2% carbon loss was computed for the contaminated membrane.

Figure 4.8: Carbon dioxide emissions during the AST of the as-received and contaminated CCMs.
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The peaks appearing in the plot are representative of intermittent breaks in cycling, where
polarization scans and cyclic voltammetry were measured. Upon each restart of the AST, an
increased carbon corrosion rate is observed which decays with time. This is expected for carbon
corrosion experiments, primarily due to exposure to oxygen during the polarization scans. The
decreased rate of corrosion with time is caused by multiple factors, including the mass loss of
carbon, which reduces the amount of carbon surface sites that can be oxidized. The buildup of
passive surface oxides further reduces the carbon sites available for oxidation. Additionally, the
reduction of surface oxides (namely COH into Cx O2 and Cx O3 ) reduces the surface concentration
of intermediate carbon oxidation species present during the carbon oxidation process.5
The lack of difference in the carbon dioxide emissions is confirmed in the SEM imaging of the
two CCMs performed after disassembly of the two cells. As shown in Figure 4.9, the cathode
catalyst layer for both the as-received and contaminated cells become significantly thinner across
the entire active area of the CCM. For the inlet and outlet regions presented, the cathode catalyst
layer is thinnest, decreasing from an initial thickness of 11μm down to 4μm after the AST.
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Figure 4.9: Catalyst coated membrane cross sections imaged by SEM of (a) as-received CCM, (b) baseline cell
(inlet), (c) baseline cell (outlet), (d) contaminated cell (inlet), and (e) contaminated cell (outlet).

The results from the two different tests (the AST and the 400 hour potentiostatic/galvanostatic
holds) appear to provide conflicting evidence for the role of foreign cations in carbon corrosion.
However, these results first need to be evaluated for the conditions in which the cells were
operated. While both CCMs were contaminated using the same method, test conditions were
significantly different. For the long duration 400 hour hold, the cell is operating under an H2-air
environment, in which the oxygen reduction reaction occurs. When foreign cations are present,
this reduces the flux of protons across the catalyst layer, while the potential still promotes
oxygen reduction across the entire surface of the catalyst layer. To generate the protons that are
necessary to support to oxygen reduction, carbon is oxidized, generating carbon dioxide, protons
and electrons which can react with oxygen, producing a current over the long duration of testing.
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Under the AST, where oxygen is not present, a different reaction occurs in the cathode, hydrogen
evolution (2H + + 2e− → H2 ) at very low rates (~4mA/cm2). The much lower current densities
observed during the AST, require a much lower proton flux, so that even in the case of foreign
cation contamination causing a low proton occupancy in the cathode ionomer, there are sufficient
protons in the cathode. Since there is very minimal electrolyte phase potential gradient in the
AST, there is very little migration of the foreign cations towards the cathode, leaving a uniform
Ca2+ distribution in the CCM that does not deplete protons in the cathode catalyst layer. Thus,
the magnified effect from reduced proton flux and lack of protons seen in the presence of oxygen
is not present in the AST, and thus the AST does not show the impact of foreign cations on
carbon corrosion, resulting in the same amount of carbon corrosion in the as-received and
contaminated CCMs.
4.5) Conclusions
We examined the role that foreign cation contamination plays in carbon corrosion. Two cells,
one as-received baseline and one Ca2+ contaminated, were tested for 400 hours. Following
testing and disassembly, the CCMs were examined with SEM and it was found that the
contaminated CCM had significant, uniform catalyst layer thinning, while the baseline CCM had
only limited localized thinning. Platinum mass loss was not found to have occurred; leading to
the conclusion that carbon mass loss was the cause for the thinning. To understand how the
foreign cations affected the performance of the cell, a numerical model was employed to
examine the distribution of the cations during operation. It was found that cations preferentially
accumulated in the cathode, leading to proton depletion in the cathode catalyst layer. In the
absence of protons required for oxygen reduction, a carbon corrosion mechanism is proposed,
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whereby oxidation of the carbon support can generate protons in the cathode that can react with
oxygen, leading to the thinning of the cathode catalyst layer during operation.
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Chapter 5 DEVELOPMENT OF A HYROGEN CONTAMINANT DETECTOR (HCD)
5.1) Motivation & Background
The most prevalent current method for the generation of hydrogen is through reforming
hydrocarbons; primarily natural gas in a process called steam methane reforming.1 This process
converts methane (or higher carbon content hydrocarbons and alcohols) into a mixture consisting
of hydrogen and several byproducts. Included among these byproducts are residual
hydrocarbons, sulfur compounds, carbon monoxide (CO), and carbon dioxide (CO2 ).2
As the development and commercialization of polymer electrolyte fuel cells for energy
generation proceeds, hydrogen generated from hydrocarbons, coal or biomass will continue to be
utilized for fuel in the foreseeable future. As such, research has been performed to develop
standards for allowable limits on impurities present in hydrogen fuel to maintain PEFC durability
especially in automotive applications. This culminated in J2719, SAE International’s® Hydrogen
Fuel Quality for Fuel Cell Vehicles3, which sets the limits for impurities in hydrogen fuel
designated for automotive applications.
To maintain durability of the fuel cell engine, prevention of anode contamination through
fueling standards is required to maintain performance throughout the fuel cell lifecycle. To test
for the compliance of the hydrogen fuel with fuel quality standards, an electrochemical sensor is
being developed to detect the presence of impurities in a hydrogen environment. This chapter
details the development of a hydrogen contaminant detector (HCD), from its design, to
experimental testing, and signal response analysis. Specific attention is paid to the role that
transport phenomenon plays in delivering the impurities to the sensing tip. For contaminated
fuel, the sensor is exposed to the presence of carbon monoxide in hydrogen gas. Carbon
monoxide has been studied extensively as a PEFC contaminant due to its propensity to adsorb on
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the catalyst surface and block platinum catalytic surface area where the hydrogen oxidation
reaction occurs.4–6 This leads to a tolerance limit of only 0.2 ppm CO in order to maintain fuel
cell performance and durability over the life of an automobile.3
5.2) Sensor Design
The sensor design exploits the poisoning phenomena of platinum catalyst as a diagnostic tool
for measuring the quality of the hydrogen fuel. Under standard operating conditions (hydrogen
only), a steady signal would be measured. However, in the presence of impurities, the signal
response would change due to changes in the electrochemical properties of the signal. Properties
of contaminants can be exploited in the design to rapidly produce a signal response that would
trigger shutdown of the fueling line, preventing contaminants from entering the fuel cell.
Examples of these poisoning phenomena are seen with carbon monoxide and ammonia. For
carbon monoxide impurities (which bond to the platinum catalyst surface, reducing the
electrochemical surface area and lowering performance),4,5,7,8 the HCD is designed to accelerate
that specific poisoning phenomena by employing low surface area platinum-based catalysts that
can be quickly covered from the contamination. For additional species like ammonia, alterations
to the electrolyte properties cause changes to the sensor response that are sufficient to quantify
the level of contamination.2
5.2.1 Electrodes
Sensor electrodes are constructed from a pair of 0.010" (254 μm) diameter wires. The
working electrode (hydrogen oxidation) is a pure platinum wire, while the counter electrode
(hydrogen evolution) is a platinum−10% rhodium alloy. The wires are embedded in a ceramic
insulation and form a flat planar sensing tip as shown in Figure 5.1, in which both electrodes are
exposed to the same environment. To maintain consistent surface finish and remove oxides and
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impurities from the electrodes, the sensing tips are cleaned and polished prior to applying the
electrolyte and testing. Other candidates for the counter electrode include platinum alloys with
30% rhodium, 30% ruthenium, or 20% iridium.

Figure 5.1: Schematic diagram of the HCD tip.

This design allows for a small electrochemical surface area (ECSA) for the hydrogen
oxidation (HOR) and hydrogen evolution (HER) reactions. The polishing promotes a consistent
surface finish with low surface roughness, that would generate multiple lattice planes9 and would
be quickly susceptible to ECSA loss due to contaminant adsorption. The relatively small number
of platinum surface sites on the electrodes would adsorb impurities like carbon monoxide onto
the surface, resulting in a rapid change in the signal response due to fewer surface sites for
hydrogen oxidation and evolution. These very low surface area electrodes will react much
quicker than a high surface area catalyst such as platinum nanoparticles dispersed on carbon
supports.
5.2.2 Electrolyte
The solid electrolyte at the tip of the HCD is a key factor in the design and has two main
requirements. First, it must act as a proton conducting medium that is stable in the hydrogen fuel
environment. Secondly, it must also enable gas transport. As the electrolyte is applied to and
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coats the tip of the HCD, the reactant gases are required to permeate through the electrolyte layer
to reach the electrodes. These requirements dictate a thin permeable electrolyte that maintains
structure and adhesion with the electrode surfaces (maintaining the triple phase boundary). It
should be noted that this requirement for gas permeability is unlike the requirements for
electrolytes in electrochemical cells that act as a separator.
For testing under atmospheric pressures, the primary electrolyte choice is Nafion®. The
electrolyte is formed by casting a Nafion® solution on the sensing tip. With Nafion®,
humidification is required for proton conductivity. This limits its use in the dry hydrogen fueling
station environment but does allow for study of the signal response to the presence of impurities
on the electrodes, specifically carbon monoxide.
Several other electrolytes were also examined during the course of this development, among
them phosphoric acid and an ionic liquid are presented here. Due to their liquid structure, each
utilize a Nafion® matrix as a support structure for the electrolyte. Additional work in developing
electrolytes to work in a dry, pressurized environment is ongoing but not described here.
5.2.3 Experimental Design
The experimental setup is shown in the piping and instrumentation diagram (P&ID) of Figure
5.2. During testing, the sensor is fitted inside a ¼" Swagelok tee. For pure non-contaminated
hydrogen flow, ultra-high purity hydrogen gas is supplied from a HOGEN Hydrogen Generator
(Proton Energy Systems Inc., Wallingford, CT). To maintain constant humidity required for
ionic conductivity of the Nafion® electrolyte layer, humidified hydrogen gas is mixed with dry
hydrogen to maintain 80% relative humidity throughout testing. Heated gas lines have been
added to maintain constant temperature throughout the tubing and prevent condensation of the
gas/water mixture.
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Figure 5.2: Experimental testing rig.

A continuous supply of dry gas to the HCD (either H2 or H2 /CO mix) is maintained to
prevent the H2 /CO mix from passing through a liquid water reservoir, due to the high solubility
of CO in water. The experimental setup is designed to prevent CO gas from dissolving in the
water, whereby the CO concentration in gas could not be controlled definitively. The H2 /CO
mix gas is supplied from a hydrogen/100ppm CO cylinder (Airgas Inc., Hastings, NE, USA),
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which can be tuned by mixing with the dry hydrogen gas to form desired CO concentrations
(5ppm, 10ppm, 20ppm) at constant relative humidity.
Once the HCD has been fabricated, it is conditioned at 80% relative humidity overnight with
an applied potential of 600 mV until a steady state current is measured prior to recording any
reported measurements. Following this break in period, diagnostic characterizations were carried
out prior to carbon monoxide contamination, including linear sweep voltammetry (LSV), cyclic
voltammetry (CV) and electrochemical impedance spectroscopy (EIS) measurements. EIS
measurements were performed at two different potentials: 300 mV and 600 mV. In both cases,
the amplitude of AC voltage signal was cycled at 10% of the applied potential (e.g. 30 mV and
60 mV). The frequency in which the AC signal was cycled ranged from 1 MHz to 0.1 Hz, with
ten sample points per decade recorded. EIS measurements are taken using an Autolab
potentiostat (USTAT 200 Bipotentiostat, Metrohm Autolab B.V., the Netherlands).
Operating on pure hydrogen gas at 80% RH, a potential gradient of 600 mV is applied
between the working and counter electrodes and held until a steady state current is reached. At
this point, carbon monoxide is introduced via switching the dry gas flow from pure hydrogen to a
mixture of pure hydrogen and H2 /CO mix cylinder. For 20ppm CO concentrations presented in
this chapter, the dry gas is switched fully to the H2 /CO mix cylinder.
5.2.4 Signal Processing
During contamination testing, current measurements are recorded at sampling rates ranging
from 0.05Hz to 1Hz depending on the length of the test. Data was processed with Matlab to
determine the presence of carbon monoxide. In this chapter, the threshold for CO presence is
detected by observing changes to the steady state current. The first derivative of the current
signal is computed between each data point. Due to signal noise, a Butterworth filter10 was
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applied to the measured data. The threshold for triggering the contaminant presence alarm was
chosen based on the steady state current measured on pure hydrogen.
5.3) Signal Response with Nafion® Electrolyte
Several different electrolyte thicknesses were tested during the development of the sensor.
Multiple Nafion® solutions (5 wt. % and 20 wt. %) were used in casting electrolyte layers to
balance HCD response time with durability. Results from these trials are presented below.
Initial design of the HCD utilized a 5 wt. % Nafion® solution (DuPont, Willmington, DE) for
the electrolyte casting. Testing, beginning with breakin and initial characterization (EIS, LSV,
CV), was run followed by carbon monoxide contamination. Carbon monoxide was introduced
following a short hydrogen baseline period, with the CO present in the HCD environment in
multiple five minute increments. Results from the experiment are shown in Figure 5.3 below.

Figure 5.3: HCD response to 20ppm CO in hydrogen. The red box identifies when CO is detected by the HCD
through changes in the slope of the current. Upon the initial CO contamination (6-11 minutes), there is a 30
second delay in measuring the impurity presence. This increases to a 40 second delay upon the reintroduction of CO.
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The red highlighted areas on Figure 5.3 mark the times when the current decay rate (µA/min)
surpasses the threshold set to indicate the presence of impurities. Carbon monoxide has a short
30 second delay time between its introduction into the line and adsorption onto the platinum
electrode surface. Upon removal from the gas line, the decay ceases, and a self-recovery period
begins with partial CO oxidation occurring, freeing surface platinum sites for hydrogen reaction.
Reintroducing carbon monoxide results in a similar decay with a 40 second lag time. The
threshold for contamination (decay rate of 0.1µA/min) does cause one false positive signal at the
beginning of the test due to an initial rapid decay upon applying the potential to start the test.
While a rapid response is seen with an electrolyte cast from a 5 wt. % solution, the Nafion ®
layer is not durable, as seen in Figure 5.4. Scanning electron microscope (SEM) images show
that the electrolyte is initially cast as a continuous thin film that covers the electrodes, ceramic
insulation, and sheath. However, following testing, the electrolyte has degraded with time. At the
end of testing, the thin Nafion® layer has torn and delaminated until only the edges of the
electrodes are in contact with the electrolyte, resulting in a loss of stability as the triple phase
boundary across the entirety of the electrode is removed. Among the options to address this
issue, a stronger, more durable electrolyte is needed, and a higher Nafion® content (20 wt. %)
solution was selected for testing.
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Figure 5.4: HCD tip with electrolyte before (left) and after testing (right). A thin continuous Nafion® layer is
initially cast from the 5 wt. % solution. During testing, the electrolyte degrades and tears off the electrode
surface during testing leaving only regions around the perimeter of the electrode in contact with Nafion ®.

The electrolyte layer formed from the 20 wt. % solution (ChemoursTM, Wilmington, DE)
produces a similarly uniform film that is thicker that does not shear during testing. SEM images
show a thick 50µm electrolyte layer covering the electrodes, which does not tear even following
weeks of testing.
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Figure 5.5: HCD tip cast from a 20 wt. % Nafion® solution, forming a thick continuous electrolyte across the
HCD tip (left). Cross sectional view of the Nafion® electrolyte formed from a 20 wt. % solution, showing a
50µm thick layer.

The thicker electrolyte layer requires a longer, 24 hour conditioning period before providing a
steady current as hydrogen absorbs into the electrolyte and equilibrium water uptake is reached.
The thicker electrolyte also creates an increased mass transport resistance reducing in a lower
baseline hydrogen-only current (from nearly 30µA to around 8µA). When carbon monoxide is
introduced into the gas line, the change in decay rate is again observed when CO reached and
adsorbs onto the electrodes, but with an increased response time of 35 minutes. As the thickness
increases, the distance required for diffusion through Nafion® increases, as does the amount of
CO solubility, resulting in an increased permeability and the delayed response time. The tradeoff
between durability and stability remain areas to address.
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Figure 5.6: HCD response with an electrolyte cast from 20 wt. % solution. A long period for conditioning is
required before a steady state is reached (top) Upon introduction of CO, the delayed response time of 35
minutes is caused by the increased resistance to CO transport through the thicker electrolyte.

In addition to casting electrolyte layers, solid polymer electrolytes were also incorporated. A
small piece of commercial, pre-cast Nafion® 112 (50µm thick) was stretched taught on the tip,
wrapped and secured around the sheath forming a strong electrolyte with resistance to shearing.
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To enhance adhesion between the Nafion® sheet and the electrodes, the HCD was dipped in 5 wt.
% Nafion® solution to improve proton transport at the catalyst-electrolyte interface.
Following conditioning, the baseline current remains an order of magnitude lower (0.3µA)
than the HCD formed from the 20 wt. % Nafion® solution as seen in Figure 5.7, despite having a
similar electrolyte thickness. This can be due to a reduced adhesion between the electrode and
electrolyte, but the current measured is also a factor of the hydrogen permeability. The hydrogen
permeability of commercial Nafion® 112 is measured in our lab from hydrogen crossover as
≈1.8×10-14 mol/m-s-Pa (see Appendix B for more details). This number agrees with Kocha et
al.11, who measured hydrogen permeability coefficients around 10-14 mol/m-s-Pa for hydrated
Nafion® around 25°C. This creates a limiting current of roughly 0.36µA based on the hydrogen
permeability for a 50µm thick electrolyte. What this also indicates, is that the casting and drying
of electrolytes from a Nafion® solution, does form an electrolyte layer that is more permeable
than a commercially cast Nafion® electrolyte since a higher current is able to be generated at a
similar thickness, indicating less resistance to hydrogen transport through the electrolyte.

Figure 5.7: HCD response using a solid polymer electrolyte (left). Due to the thick low permeable membrane,
no CO response is recorded as the CO molecule is unable to penetrate the electrolyte.

While the commercial Nafion® 112 membrane has low permeability for hydrogen, creating a
low baseline current, no change in the natural performance is observed when carbon monoxide is
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introduced. Since CO is a much larger molecule than the hydrogen molecule, its permeability is
lower. In this test, CO is unable to penetrate through the electrolyte layer and adsorb on the
catalyst surface, hence no response to the contamination is observed.
5.4) Alternative Electrolytes
Along with developing the HCD in ambient pressure and humidified conditions, alternate
electrolytes that can operate in dry environments, which would enable it to operate in directly in
the fueling line, were examined. Towards this end, testing with two additional alternate
electrolyte materials are presented. Those electrolyte materials are phosphoric acid and an ionic
liquid (-amine).
5.4.1 Phosphoric Acid
Phosphoric acid fuel cells are commercially available for stationary power generation. As a
liquid electrolyte, the acid necessitates a solid matrix for support (often a polymer electrolyte or
porous silicon carbide) but does not require water to enable proton conduction.12 For HCD
development, a solid Nafion® electrolyte is used as the matrix to hold the phosphoric acid during
testing. Once a solid Nafion® layer is cast and conditioned, the HCD tip is doped with a 85%
phosphoric acid solution (Sigma Aldrich, St. Louis, MO) for these tests.
Initial performance from an HCD operating on a Nafion® electrolyte compared to a
phosphoric acid electrolyte show the enhanced proton transport possible with this new electrolyte
under identical operating conditions (including 80% relative humidity).
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Figure 5.8: HCD current measured with on Nafion® and phosphoric acid electrolytes (80% RH).

However, when the humidity is removed and carbon monoxide is introduced, there is no change
in the natural response. As shown in Figure 5.9, hydrogen transport across the solid electrolyte
continues, as does proton conduction, but there was no response to carbon monoxide.
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Figure 5.9: HCD response to CO contamination with a phosphoric acid doped electrolyte in a dry gas
environment (0% RH).
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When water is reintroduced into the environment (Figure 5.10), however, the response to
carbon monoxide is rapid, within a few minutes. Following the contaminant exposure, the gas
was returned to pure humidified hydrogen and a period of partial recovery began.
This result is highly dependent on the solid polymer matrix. When Nafion® uptakes water, it
swells, specifically gaining water in the hydrophilic side chains.13 As the water is incorporated
into the solid polymer matrix, water swells the hydrophilic regions, expanding the space within
the solid polymer, creating transport paths in which larger gas molecules can occupy and
permeate through the electrolyte (see Figure 5.11). When dry, these side chains contract. While
the small hydrogen molecule can permeate through (as seen with current generated on dry
hydrogen), larger molecules lose their gas transport pathway, as they are now too large to pass
through the hydrophilic regions and cross to the electrodes, preventing electrode adsorption and
signal response found when hydrated in a humid environment (Figure 5.12).
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Figure 5.10: HCD response to CO contamination with a phosphoric acid doped electrolyte in a humidified
environment (80% RH).
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Figure 5.11: With water present in the hydrogen environment and uptaken inside the hydrophilic side chains,
the electrolyte swells. Included in the region where water is retained, expansion between the sidechains is
large enough for larger impurity molecules (like CO) to permeate through and contaminate the electrodes.
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Figure 5.12: Schematic of CO interaction with a dry Nafion ® electrolyte. Without water present, the
hydrophilic side chains contract. In this 2D view, CO molecules are unable to permeate through the Nafion ®
electrolyte as the molecule is unable to penetrate through remaining open gaps.
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5.4.2: Ionic Liquid Electrolyte
In addition to the phosphoric acid experiments, ionic liquids have been proposed for proton
conductivity. Additional sensors were fabricated with solid Nafion® electrolytes that were then
doped in ionic liquid solutions. For the case presented, an amine (1-ethyl-3-methylimidazolium
trifluoromethanesulfonate) was used as the proton transport carrier.14 Cases were run in 80% RH
environments. After a steady operating current is measured, the HCD is again exposed to 20ppm
carbon monoxide (Figure 5.13). In this case, an immediate response is seen as an increase in the
decay rate of the HCD, indicating the presence of impurities.
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Figure 5.13: HCD response to CO contamination using an -amine based electrolyte (80% RH).

While the HCD response is rapid at 80% RH, another trial at 30% RH is tested to see the
response to CO contamination. Once the carbon monoxide was removed, the performance
recovered to almost its initial pre-CO baseline. As seen in Figure 5.14, when the RH is lowered,
there is an immediate decline in the current, eventually leveling off at two orders of magnitude
lower than the baseline current at 80% RH. At this level, no response to CO was visible, but
upon returning to 80% RH and rehydrating, the HCD returned to its initial baseline currents.
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Figure 5.14: HCD performance with -amine electrolyte at various RH. Spikes indicate periods where testing
was interrupted for diagnostic measurements (EIS, LSV, CV) and restarted.

While the -amine was tested as an electrolyte that would not require humidification, its
incorporation within the Nafion® matrix did not replace the Nafion’s role in proton transport.
Unlike the phosphoric acid, the -amine did not significantly affect the conductivity. Hence, when
water was removed from the system, the Nafion® electrolyte affected both the baseline current
and contamination response. The lower water uptake reduced the ionic conductivity, while the
contraction of the electrolyte from lower water uptake, prevented the transport of large impurity
molecules to the electrodes, where contamination could be measured.
5.5) The Influence of Carbon Monoxide on Hydrogen Evolution
In addition to the design, fabrication, and experimental testing of the HCD, work related to
understanding the role that contaminants have on the system response from an electrochemical
viewpoint was also performed. Tests including linear sweep voltammetry, cyclic voltammetry,
and electrochemical impedance spectroscopy (EIS) measurements have been performed to
characterize the HCD under baseline (pure hydrogen) and contaminated (H2 /CO) conditions.
This section of the chapter details the analysis of the impedance spectra measured before and
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after carbon monoxide introduction to understand how carbon monoxide contamination affected
the electrodes and how this could be used as an alternate method of determining the quality of
hydrogen fuel.
5.5.1 Experimental Testing
For this HCD, following a conditioning period on pure hydrogen, diagnostic characterizations
were carried out prior to carbon monoxide contamination, including EIS measurements. EIS
measurements were performed at two different potentials: 300 mV and 600 mV. After the initial
diagnostics, the sensor was run overnight on pure hydrogen at 80% RH at a flow rate of 500
sccm to obtain a steady state operating current. After which, the dry gas portion of the mix was
switched to a hydrogen/100 ppm CO mixture and contamination occurred over a period of six
hours at a concentration of 20 ppm, on a dry gas basis. During this time, a steady decrease in
current is measured (see Figure 5.15) as CO diffuses through the electrolyte and adsorbs onto the
platinum surface, reducing the active area of the electrodes. Following this contamination period,
the gas is switched back to pure hydrogen and post-CO EIS measurements are immediately
taken.
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Figure 5.15: Electrochemical response to 20 ppm CO in the hydrogen gas flow.
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5.5.2 EIS Measurements
Figure 5.16 shows the Nyquist plots for the four data sets collected before and after CO
contamination. Prior to CO exposure, both EIS measurements show two semicircular curves, one
with a smaller diameter formed from impedance data collected at high frequency and another
larger semicircle at low frequency. After CO exposure, there are significant increases in the
diameters of the two semicircles for both 300 mV and 600 mV potentials. While the
measurement taken at 600 mV resembles an amplified version of the pre-CO baseline, there is an
additional component (almost a horizontal line) visible in between the semicircles at high and
low frequency in the 300 mV data.

Figure 5.16: EIS measurements with/without adsorbed CO at 300 mV (left) and 600 mV (right).

5.5.3 Equivalent Circuit Development
One methodology for interpreting impedance spectra is to utilize equivalent electrical circuit
(EEC) to model the data, wherein circuit elements are representative of chemical and physical
processes. Several different types of equivalent circuits have been developed to describe EIS
measurements of PEFC performance changes due to CO poisoning. While the hydrogen
oxidation/evolution in the presence of CO is a different phenomenon, both can be studied using
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an appropriate EEC. For modeling the effect of contamination on the HCD, circuits used in the
literature to describe a fuel cell were selected to provide a baseline for describing the sensor
performance.
For EEC analysis of EIS measurements, there is no unique equivalent circuit for a given set of
data, meaning that individual components can be interchanged or replaced with new elements
that reproduce a similar response. With that said, there are common equivalent circuits that are
repeatedly found in the literature. For this dissertation, two separate circuits will be analyzed to
understand the influence of carbon monoxide on the HCD performance.
One example equivalent circuit commonly used in fuel cell cases is depicted in Figure 5.17.15

Figure 5.17: Equivalent electrical circuit used to model the behavior of the EIS data for the HCD.

In this circuit, there are three elemental groups in series; one for each electrode (working and
counter) and a series resistance representing the ionic resistance of the electrolyte.16,17 For each
electrode, there are four elements which represent the electrochemical kinetics and diffusion like
phenomenon in the system. It is common in PEFC15, hydrogen pump,17 and sensor16 literature to
have a resistor (R) and capacitor (C) in parallel, to represent the charge transfer resistance (e.g.
R1 ) and double layer capacitance of the electrodes respectively. For this case, the capacitor is
replaced with a constant phase element (Q), which accounts for the non-idealities of the
electrode resulting in variable time constants associated with the reaction rates (e.g. Q1 ).18
Sometimes neglected in equivalent circuits is an additional parallel resistor/constant phase
element (CPE) in series with the charge transfer resistance (e.g. Q2 R 2 and Q5 R 5 ). For systems in
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which long time scale (diffusion like or adsorption) factors are important, these two elements
capture the effect of these phenomena, especially in low frequency arc of the EIS data. For the
relatively thick electrolyte film, the diffusive transport of hydrogen and carbon monoxide are
important to capturing the behavior of the system and are thus included in the equivalent circuit
model.
An alternative circuit is presented in Figure 5.18. This equivalent circuit was modified by
removing the elements relating to the long (diffusive) time scales on one of the electrodes
because significant diffusion like losses were unlikely at the hydrogen evolution electrode. The
elements on the hydrogen oxidation electrode remain the same, incorporating the components for
the electrochemical kinetics and long time scale (diffusion like or adsorption) phenomena, along
with the resistance element for the electrolyte resistance.

Figure 5.18: Modified equivalent circuit used to model the EIS behavior of the HCD with no long time scale
elements on the hydrogen evolution electrode.

To model the test data, we used the equivalent circuit fitting and simulation software included
with the potentiostat data gathering software, Nova 2.1.2 (Metrohm Autolab B.V., the
Netherlands). While elements on both electrodes are calculated to a best fit, we set the value for
the electrolyte resistance (R 3 in Figure 5.17), based on the measured data. All data collected is
found to be repeatable when rerun.

116

5.5.4 Equivalent Circuit Fitting: Simplified Evolution Electrode
The EIS spectrum was first modeled using the circuit with the simplified evolution electrode.
The fits generated for the pre-CO spectrum are shown in Figure 5.19, with the element values
calculated in Table 5.1. The fits produce a robust representation of the data at high frequency
with deviations observed in low frequency range of the data. These deviations could be related to
the loss of information for long time scale phenomenon at low frequency.
What this simplified circuit represents is a two-electrode system, where the working and
counter electrodes incorporate different phenomenon. Hydrogen oxidation on the working
electrode includes the double layer capacitance and charge transfer resistances (Q1 and R1
respectively) relating to the high frequency components of the impedance plots. However, long
time scale phenomenon components are also present, represented by the parallel CPE/resistor
(Q2 and R 2 ) added to incorporate diffusive transport like hydrogen gas permeation through the
electrolyte, adsorption onto the catalyst surface, as well as proton conduction from the working
to counter electrodes. The counter electrode, where hydrogen evolution occurs, is simply a
parallel CPE/resistor (Q4 and R 4 ) to capture the short time scale double layer capacitance and
charge transfer resistances of the reaction, where the long time scale phenomenon is neglected,
as the removal of the evolved hydrogen from the surface is assumed to be fast.
The discrepancy in electrolyte resistances (at 300 mV and 600 mV) set prior to CO exposure
can be hypothesized to be related to changes to the reaction distribution with current. By
operating at a higher current, new previously inactive platinum catalyst sites (at low current)
could become active, whereby additional ion conduction pathways are required to facilitate the
increased proton transport from the newly active platinum catalyst sites.
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Figure 5.19: Equivalent circuit fits to the pre-CO EIS data measured at 300 mV (top) and 600 mV (bottom).
Table 5.1: Circuit element values as fitted for the modified equivalent circuit in Figure 5.18.

Working
(Oxidation)
Electrode

Electrolyte
Counter
(Evolution)
Electrode

Elements
Q dl
Q1
N
R1
R ct
Q diff
Q2
Ndiff
R2
R diff
R3
R el
Q dl
Q4
N
R4
R ct
χ2

300mV
pre-CO
post CO
1.20 × 10−4
6.01 × 10−8
0.766
0.120
6460
2384
−5
7.78 × 10−11
12.9 × 10
0.473
1.06
86406
1.10 × 1012
100
200
−10
4.69 × 10−4
8.97 × 10
0.916
0.043
9567
-700
0.024
0.449

600mV
pre-CO
post CO
9.43 × 10−9
1.36 × 10−5
0.868
0.121
6775
1129
−5
1.26 × 10
1.04 × 10−10
0.456
1.05
64555
1.10 × 1012
200
230
4.41 × 10−10
0.971
7449
0.068

9.80 × 10−6
0.247
-719
0.345

Units
Mho*sN
Ohms
Mho*sN
Ohms
Ohms
Mho*sN
Ohms

Beginning from the same equivalent circuit as the pre-CO baseline (Figure 5.18), the data
measured post-CO was fitted and analyzed using the same procedure. Results of the fitting are
shown in Figure 5.20, which shows a poor match to the data, coupled with unrealistic element
values (infinite resistances and negative resistances) also displayed in Table 5.1. In both cases
(300 mV and 600 mV), the fittings capture the high frequency portion of the EIS data reasonably
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well, but are unable to capture the low frequency end of the spectrum. So while the equivalent
circuit in Figure 5.18 may produce a representative model for the sensor under normal (H2 only)
operation, it does not contain the representative elements to capture the changes to the sensor that
occur with the CO poisoning, even with significant changes to the values of the elements.

Figure 5.20: EEC fits to the measured post-CO EIS data measured at 300 mV (top) and 600 mV (bottom)
using the equivalent circuit of Figure 5.18.

5.5.5 Equivalent Circuit Fitting: Identical Oxidation & Evolution Electrodes
Because our equivalent circuit does not capture the sensor’s characteristics at low frequency,
elements related to low frequency impedance need to be incorporated into the equivalent circuit
development. And, since the required fit is lacking information around the low frequency end of
the data spectrum, the first attempt to better model the data involves returning the parallel
CPE/resistor commonly used for incorporating diffusion like phenomenon (as depicted in Figure
5.17) into the hydrogen evolution electrode portion of the EEC. These elements do not
necessarily have to relate strictly to hydrogen diffusion through the electrolyte; it may also be
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related to proton conduction in the electrolyte, hydrogen adsorption on the electrode surface, or
changes to the kinetics and charge transfer resistance of the electrodes, but their addition
suggests that the response due to contamination of the HCD is related to both the hydrogen
oxidation and hydrogen evolution electrodes. That is, carbon monoxide adsorbs onto both
platinum electrodes, impacting the ECSA available for oxidation and evolution.
It should be noted that this modified EEC will not be unique, and that several combinations of
various elements in the circuit will also produce equivalent mathematical fits. The key being that
each element needs to correspond to a distinct physical or chemical phenomenon and it is that
analysis that this work is focused on: trying to understand both changes observed in the sensor
with CO exposure and the link between the chosen elements and the changes that occur.
The mathematical fits to the electrical circuit of Figure 5.17 were initially performed again
using the best estimate of the electrolyte’s ionic resistance as the only set value. Reaching a
converged solution resulted again in unrealistic element values including infinite and negative
resistances, especially on the long time scale elements (e.g. R 2 and R 5 in Figure 5.17). To help
correct for this physically unreasonable fit, those two resistance values were likewise set at fixed
values based on the pre-CO working electrode value and adjusted to maintain positive element
values throughout the circuit. Table 5.2 lists the element values computed to the data to the fitted
post-CO circuit of Figure 5.17 compared to their pre-CO baseline (from the same circuit).
The corresponding fits for the EEC models are shown in Figures 5.21 (pre-CO) and 5.22
(post-CO). The results again have strong fit to the high and mid-frequency ranges, with a closer
approximation to the low frequency impedance, due to the addition of elements for the long time
scale phenomena. Corresponding to the changes in the sensor following CO exposure, there are
significant changes to the element values, primarily in relation to the elements related to the low
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frequency data. Long time scale resistance elements (R 2 and R 5 ) increase at both 300mV and
600mV from their initial pre-CO contamination baseline, which could result from carbon
monoxide impacting the hydrogen transport, adsorption, or reaction distribution. However, not
all of the data is as clear. At 300 mV, there is an order of magnitude increase in the charge
transfer resistance element (R1 ) on the hydrogen oxidation electrode, but an order of magnitude
decrease in the evolution electrode. Further, only decreases are seen to the charge transfer
resistances (R1 and R 4 ) following carbon monoxide contamination at 600mV, which is the
opposite effect that is traditionally seen with CO poisoning.
Table 5.2: Circuit element values as fitted for equivalent circuit in Figure 5.17 for pre-CO and post-CO conditions.

Elements
Qdl

Q1
Working
(Oxidation)
Electrode

Electrolyte

N
Rct
Qd
Nd
Rd
Rel

R1
Q2
R2
R3

Qdl

Q4
Counter
(Evolution)
Electrode

N
Rct
Qd
Nd
Rd

R4
Q5
R5
χ2

300mV
pre-CO
post CO
3.57
8.71 × 10−7
× 10−10
0.328
1.1
31
368
−10
2.26 × 10
1.25 × 10−5
0.994
0.699
18400
70000
95
200
1.84
1.35 × 10−5
× 10−10
0.515
1.0176
47100
1614
8.64 × 10−6 5.14 × 10−5
0
0.173
44100
70000
0.010
0.018

600mV
pre-CO

post CO

units

4.32 × 10−11

2.12 × 10−10

Mho*sN

1.1
1403
4.95 × 10−8
0.585
12960
185

1.1
805
1.26 × 10−5
0.603
60000
230

1.14 × 10−6

1.62 × 10−10

0.700
4610
1.06 × 10−5
0.561
48115
0.011

1.035
4432
7.43 × 10−6
0.171
60000
0.033

Ohms
Mho*sN
Ohms
Ohms
Mho*sN
Ohms
Mho*sN
Ohms

There are several mechanisms that result in changes to the impedance. Carbon monoxide
present on the surface alters the electrochemical reaction first by changing the hydrogen
oxidation/evolution reaction location. With CO adsorbed onto the catalyst surface, hydrogen is
required to react on the remaining available platinum surface sites, changing the reaction
distribution. This can then be coupled with possible CO oxidation to generate competing
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reactions that change the way hydrogen oxidation and evolution occur. But, a more rigorous
analysis of the data is required along with a more detailed understanding of the elements’
contribution to the kinetics and physics of the contamination. Mass transport, adsorption and
reaction kinetics are convoluted in the EIS measurements, with equivalent circuit modeling
unable to resolve the contributions of each individually.

Figure 5.21: EEC fits to the pre-CO measured EIS data at 300 mV (top) and 600 mV (bottom) using the
equivalent circuit of Figure 5.17.

122

Figure 5.22: EEC fits to the measured post-CO EIS data measured at 300 mV (top) and 600 mV (bottom)
using the equivalent circuit of Figure 5.17.

An experiment that can decouple hydrogen mass transport from the electro-kinetics will
provide detailed measurements of the role carbon monoxide plays on the HCD response.
Towards this end, a new series of experiments is under development and execution. Using a
liquid electrolyte and commercial platinum electrodes, these experiments are designed to isolate
the effect of contamination on the electrodes, removing the influence of hydrogen and carbon
monoxide convection and mass transport. HCD performance can be simulated through the purge
gas (pure hydrogen or hydrogen-carbon monoxide mixture) where the direct influence of carbon
monoxide on each electrode’s electrochemical mechanisms can be analyzed in a clean and
controlled environment.
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5.6) Conclusions
In this chapter, work towards the development of a hydrogen contaminant detector has been
described. In studying the HCD response to carbon monoxide, the HCD exploits the carbon
monoxide’s preferential adsorption on a platinum catalyst as a mechanism for detecting the
presence of impurities. When tested under humidified ambient pressure conditions, the HCD
worked as a reliable sensor when using a Nafion® electrolyte for a proof of concept. There is
however a tradeoff in the design. A thin continuous electrolyte optimizes the transport of
hydrogen and impurities, however is prone to degradation and delamination of the electrode
surface. A thicker, more stable film is also required to prevent the degradation of the electrolyte,
but this results in increased mass transport resistance, increasing the time before the presence of
contaminants is detected. To address this, future work in generating a more permeable, porous
electrolyte needs to be performed.
Additional work towards the development of electrolytes that do not require humidification
was performed. Phosphoric acid housed in a Nafion® matrix showed high performance in a dry
gas environment, exceeding the performance of humidified Nafion®. However, when tested with
CO present in the gas stream, no change in the natural response of the sensor was recorded when
dry, only when the gas stream was humidified. It is hypothesized that the hydrophilic side chains
that swell with water when in a humid environment act as a transport path for large molecules
like CO. These large molecules cannot penetrate through the electrolyte when dry (and the
Nafion® contracts), preventing the HCD from signaling their presence. Smaller hydrogen
molecules are able to penetrate through the gaps in the Nafion’s molecular structure, thus
penetrating the electrolyte layer, reacting at the electrode and generating a signal, as long as the
electrolyte will conduct protons. Future work still needs to be performed in developing
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electrolytes that remain stable, permeable to gases and operate in a dry environment for this
device to operate directly in the hydrogen fueling station.
In addition to the development of the HCD itself, work towards understanding the
mechanisms affecting the electrochemical response were examined using electrochemical
impedance spectroscopy. The increase in measured impedance characteristic of carbon monoxide
poisoning was modeled with electrochemical equivalent circuits used to represent the data. To fit
the data to the EECs, different equivalent circuits were analyzed to find the best equivalent
circuit to model the pre-contamination and post-contamination impedance spectra. No definitive
correlations about the impact of CO contamination could be determined from the model fit
parameters, as the convolution of reaction kinetics and transport phenomena appear strongly
coupled. What the circuits do suggest is that for the hydrogen evolution electrode is that
additional circuit elements are necessary to model the low frequency end of the spectrum. These
elements are the result of carbon monoxide adsorption on the reducing electrode surface
impacting the HCD response in conjunction with carbon monoxide adsorption on the oxidation
electrode. Further work on deepening the understanding of the effect of carbon monoxide
adsorption on the evolution electrode and its impact of hydrogen evolution will be useful to learn
not only the fundamental mechanisms responsible for HCD contamination and its signal
response, but also of the feasibility of impedance spectroscopy as a separate detection
mechanism with rapid response time.
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Chapter 6 CONCLUSIONS AND FUTURE WORK
Contamination of polymer electrolyte fuel cells is one of the major limitations to durability.
Impurities from both the fuel and cathode air stream can lead to accelerated degradation and loss
of performance critical to sustaining the fuel cell over its expected lifetime. This work has
examined the role that transport phenomena have in the mobility of foreign contaminants and the
effects on the fuel cell system using experimental, computational and materials characterization
tools to deepen the understanding of the mechanisms involved.
6.1 Foreign Cation Transport & Effect of Water Saturation
Foreign cations are known to degrade the solid polymer membrane’s proton conductivity
properties, reduce the water content, and impact oxygen transport through the ionomer. In this
dissertation, the impact of water saturation in the cathode on foreign cation mobility is studied.
Diffusion media samples taken from in situ foreign cation contamination fuel cell tests, were
imaged using x-ray computed tomography to examine cationic salt precipitates formed. Salt
deposits were found to have formed throughout the macroporous carbon paper substrate, but not
found to have significantly penetrated into the microporous layer, catalyst layer or membrane.
Through a water balance model, it was hypothesized that water generation and electro-osmotic
drag were insufficient to maintain a saturated cathode. Specifically, the water supplied at the
cathode inlet, which provides mobility for cation transport, was insufficient to break through (or
sufficiently saturate) the highly hydrophobic microporous layer, which restricted cation transport
towards the catalyst layer and membrane. Cationic salts then precipitated when their
concentration exceeded the dissolved salt saturation concentration. This leads to an additional
degradation mechanism, wherein precipitated salts can hinder mass transport, either by
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restricting reactant distribution evenly across the entirety of the catalyst layer, or by blocking
flow channels.
The work was complimented with a computational model coupling foreign cation transport
with water saturation (as cations are not mobile in the gas phase). The transition between a
hydrophilic carbon paper substrate and a fully hydrophobic microporous layer leads to an
evaporation front inside the diffusion media, as water is unable to break into the hydrophobic
regions, supporting the hypothesis that low water generation rates and electro-osmotic drag are
insufficient to maintain a saturation bridge across the diffusion media. Lacking this liquid waterbased mobility, foreign cations entrained with the gas flow are prevented from reaching the
catalyst layer and contaminating the electrolyte.
This finding shows the critical link between water saturation inside the diffusion media and
transport of foreign cations entrained with air or from corrosion of balance of plant components.
The complex interaction between capillary transport and cation transport is necessary to maintain
a water-based transport mechanism to permit external foreign cations to enter into the ionomer
and membrane. For cells that operate under a fully saturated cathode, where water generation and
electro-osmotic drag are sufficient to maintain a high degree of water present across the entirety
of the cathode (catalyst layer, diffusion media and flow channels), foreign cations have the
mobility to enter into and contaminant the electrolyte. Lacking this saturation bridge, external
foreign cations cannot sufficiently penetrate into the catalyst layer and degrade the ionic
conductivity properties of the electrolyte.
Future work towards deepening the understanding between capillary transport and foreign
cation transport opens two areas of interest. First, from a design standpoint, since foreign cations
are dependent on saturation for mobility, designing diffusion media to more efficiently remove
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product water and reduce the saturation in the cathode not only would improve reactant
transport, but would reduce the mobility of foreign cations, acting to retard their transport
mechanism, thus reducing the effect that they have on the polymer electrolyte contamination.
Secondly, from a computational viewpoint better approximating the relationship between
saturation and capillary transport in the diffusion media is needed to build upon cation mobility.
While the Leverett approach has been used for relating the capillary pressure to water saturation,
more accurate models are available that better approximate the non-idealities and heterogeneous
transport inside diffusion media. These models that incorporate the mixed wettability of
diffusion media with pore-size distributions can lead to a better approximation of water transport,
which will provide a more realistic description of the cation transport.
6.2 Foreign Cation Induced Carbon Corrosion Mechanism
For the first time, a mechanism has been introduced to relate the effect of foreign cations on
carbon corrosion. Long duration testing of polymer electrolyte fuel cells has shown high levels
of uniform carbon corrosion in Ca2+ contaminated cells, not seen in baseline cells. Through the
use of the computational model, accumulation of cations in the cathode due to the balance
between diffusion and migration is shown leading to proton depletion in the catalyst layer. When
operating at a relatively high potential (0.73V), there is sufficient potential for platinuminfluenced carbon oxidation as a means to generate protons to sustain the oxygen reduction
reaction.
This shows that foreign cation contamination not only creates electrochemical degradation of
the electrolyte but acts to damage the catalyst layer. Through removing carbon supports, there is
electrochemical surface area loss (isolation of platinum catalysts) and loss of electrode structure
and morphology leading to increased mass transport resistances and reduced fuel/oxidant
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utilization efficiency. Addressing this problem is similar to addressing the corrosion due to startstop cycling, where lower surface area carbon supports provide fewer sites for carbon oxidation
and are more resistant to carbon corrosion. Future work related to carbon corrosion involves
developing an experiment to prove this proposed carbon corrosion mechanism hypothesis.
6.3 Detection of Contaminants in Hydrogen Fuel
The present process for hydrogen generation requires the reformation of hydrocarbons into
not only hydrogen, but carbon monoxide and other impurities which are harmful to fuel cell
performance. Coupled with the transport, storage and dispensing mechanisms, there are several
routes for harmful contaminants to enter into the hydrogen fuel used in automotive fuel cells that
can lead to degradation and power loss if they are not properly removed. The development of an
electrochemical hydrogen contaminant detector is discussed, highlighting the role that transport
phenomena play in the detection mechanism and the effect of contaminants on the electrodes is
discussed.
Further development should focus on creating a stable, gas-permeable electrolyte. Since the
electrolyte layer is cast on top of the electrodes, it must allow fuel (and impurity) transport to the
electrodes while maintaining proton conductivity. Electrolyte layers cast from low concentration
Nafion solutions provided quick response time (30 seconds), but low durability, suffering from
tearing and delamination. Thicker electrolytes cast from higher Nafion content solutions (20 wt.
%) proved more resistant to tearing, but increased the mass transport resistance for impurities,
increasing the response time (over 30 minutes). Further, operating in dry environments resulted
in no response to contaminants. Water proved critical to impurity transport and detection, as it
expanded the hydrophilic channels hypothesized responsible for the transport of large molecules.
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Future development of a highly permeable electrolyte is critical to the rapid detection of
contaminations. Either a physical or chemical process will be necessary for improving the
response time but enhancing the gas transport to the electrodes. Physical removal of electrolyte
through a process such as laser drilling can create pores where gases can pass through, while
maintaining a proton conducting network. Chemical formulations for the electrolyte ink can also
provide improved gas transport. Introduction of insulating particles (for example, titanium oxide
or perovskites) to act as a support structure that Nafion chains would wrap around (similar to
how Nafion chains wrap around carbon and platinum particles in fuel cell catalyst layers), would
form a stable proton conducting network which is permeable to gas transport allowing for
durability of the hydrogen contaminant detector and rapid response time.
Enhanced understanding of the carbon monoxide poisoning phenomena was presented
through a study of the electrochemical impedance spectra (EIS). Modeling the impedance spectra
with equivalent circuits showed that different circuits were required for the fit the data measured
before carbon monoxide poisoning and after. Specifically, prior to carbon monoxide exposure,
the impedance spectra were modeled by different circuits for the hydrogen oxidation and
evolution electrodes. For the hydrogen oxidation electrode, circuit elements relating to both
reaction kinetics (high frequency impedance) and transport phenomena (low frequency
impedance) are necessary. Prior to CO poisoning, for the hydrogen evolution electrode, only
high frequency data was necessary for fitting the circuit to the measured data. However, after
exposure and contamination with carbon monoxide, extra circuit elements were necessary to
model the evolution electrode, specifically elements related to the low frequency impedance.
This shows that carbon monoxide plays a critical role on both electrodes in this hydrogen
contaminant detector configuration which exposes both electrodes to the same environment.
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Future work related to this aspect of development involves deepening the understanding of
the fundamental mechanisms at play with carbon monoxide contamination. Measurements with
the current design are a convolution of effects from electrode poisoning to transport across the
electrolyte. Decoupling the effects of transport from contaminant adsorption has been ongoing.
In doing this, platinum electrodes are being tested in liquid electrolytes purged with hydrogen
and hydrogen-carbon monoxide mixtures. Detailed analysis of electrochemical tests, including
EIS and cyclic voltammetry measurements (to observe carbon monoxide oxidation peaks
associated with both the oxidation and evolution electrodes) will examine the influence of
contamination on the entire system. As part of this work, with a more complete understanding of
the impedance spectra, an alternative detection scheme based on the impedance could be
exploited as a means of detecting impurities.
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APPENDIX A: Mass Transfer Coefficient Correlation

Reference: F.P. Incropera, D.P. DeWitt, T.L. Bergman and A.S. Lavine, Fundamentals of Heat
and Mass Transfer 6th Ed., p. 436, John Wiley and Sons, Hoboken, NJ, 2007.
Objective: Compute the mass transfer coefficient (hm ) relating the water uptake between the
void phase water concentration and ionomer phase water content
Assumptions
1) Ionomer chains are 10nm in diameter
2) Mass transfer out of Nafion can be assumed as external flow across a cylindrical tube bank
3) 20% of catalyst layer is filled with ionomer

Figure A1: Idealized catalyst layer structure with ionomer distribution simulating a tube bank.

Step 1:
Nusselt number correlation for convective heat transfer over tube banks is:
hd
1/3
Nu =
= CRem
D Pr
k

A1

The mass transfer alternative form of this equation can be written for the Sherwood number:
hm d
1/3
A2
Sh =
= CRem
D Sc
DAB
to determine the mass transfer coefficient in units of [m/s] (i.e., m" = hm ∆C)
where the dimensionless numbers are:
Reynolds number

Schmidt number

133

Re =

ud
ν

Sc =

(A3)

ν
DAB

(A4)

Step 2:
Water “phase change” is defined based on the water content of the membrane, so the phase
change needs to be written in terms of water content instead of water concentration
hm (Ceq − C) = h′m (λeq − λ)

(A5)

which is done by relating the water concentration to water content
ρ
C = ( dry⁄EW) λ

(A6)

such that the mass transfer coefficient of the catalyst layer becomes
ρ
h′m = ( dry⁄EW) hm

(A7)

where the dry weight density and equivalent weight are properties of the membrane
Membrane density: ρdry = 1980 kg/m3
Membrane equivalent weight: EW = 1.100 kg/mol
Step 3:
To convert this equation into a CFD source term requiring units of [mol/m3 − s], we need to
know the ionomer surface area per unit volume in the catalyst layer
(A8)
h̃m = h′m (A⁄V)
Previously, we assumed 20% of the catalyst layer is filled with ionomer
Vionomer
= 0.20
VCL
where the volume of an individual ionomer can be described by the volume of a cylinder
(A9)
Vionomer = 0.25πd2 t
To determine the ionomer spacing (L in Fig. A2), we can exploit the geometric symmetry of the
tube bank assumption and compute the surface area per unit volume from the control volume
marked by the dashed lines. It is further assumed that each ionomer spans the entire length of the
catalyst layer.
The region of interest is the square box that connects the four centers of neighboring ionomer
tubes, spanning the catalyst from the MPL to the PEM. Since four quarters of ionomer are
present in the RIO, the total ionomer volume is equivalent to a single cylinder.
Vionomer 0.25πd2 t
(A10)
=
VCL
L2 t
which reduces to
0.25πd2
0.2 =
L2
or, the distance between the centers of the ionomers are:
L ≈ 20nm
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Figure A2: Ionomer configuration frontal view (left) and side view (right). Dashed lines marking the spacing
of the catalyst layer ionomer.

The surface area per unit volume is then:
A πdt
=
V L2 t

(A11)

or, based on the spacing:
A
10nm
2
=π
≈ 7.85 × 107 m ⁄m3
V
20nm
Sample calculation:
The following calculation is based on the mass transport in the mixed wettability case with a
cathode evaporation front at the hydrophobic/hydrophilic interface.
Calculate the Schmidt number:
Cathode gas Kinematic Viscosity: ν = 1.980 × 10−5 m2 /s
Cathode gas phase diffusion coefficient: Dw = 7.35 × 10−5 m2 /s
Effective cathode diffusion coefficient: Deff = 1.86 × 10−5 m2 /s
Deff = Dw ετ = (7.35 × 10−5 m2 /s)(0.4)1.5
Sc =

(1.980 × 10−5 m2 /s)
(1.86 × 10−5 m2 /s)
Sc = 1.065

Calculate the Reynolds numbers
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Vapor density in cathode: ρv = 0.93 kg/m3
Cathode gas Kinematic Viscosity: ν = 1.980 × 10−5 m2 /s
CCL gas phase convective flux: (ρu)g = 1.62 × 10−3 kg/m2 − s
CCL gas velocity: ug = 1.74 × 10−3 m/s [= (ρu)g /ρg ]
Hydraulic diameter of cylindrical ionomer chains: d = 10nm
Re =

(1.74 × 10−3 m/s)(10−8 m)
(1.980 × 10−5 m2 /s)
Re = 8.79 × 10−7

Mass transfer correlation A2 is valid in the range of 0.4 < Re < 4.0 with the following constants
C = 0.989
m = 0.330
Extrapolation of the mass transfer correlation A2
1/3
Sh = 0.989Re0.33
D Sc

Sh = 0.989(8.79 × 10−7 )0.33 (1.065)1/3
Sh = 0.0101
Calculation of mass transfer coefficient
hm = ShDAB d−1
hm = (0.0101)(1.86 × 10−5 m2 /s)(10−8 )−1
hm = 18.85 m/s
Convert to water content form [hm (Ceq − C) = h′m (λeq − λ)]
h′m = (

ρdry
⁄EW) hm

1980 kg/m3
h′m = (
) (18.85 m/s)
1.100 kg/mol
h′m = 33932 mol/m2 − s
Convert into CFD source term (multiply by area to volume ratio)
h̃m = h′m (A⁄V)
2
h̃m = (33932 mol/m2 − s) (7.85 × 107 m ⁄m3 )

h̃m = 2.665 × 1012 mol/m3 − s
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APPENDIX B: Estimation of the Hydrogen Permeability and Limiting Current of HCD
Linear sweep voltammetry measurements are one method of measuring the amount of hydrogen
crossover in a PEFC. For this test, hydrogen is passed through the anode and nitrogen (an inert
gas) is passed through the cathode. Hydrogen can permeate through the solid electrolyte
membrane and cross into the cathode. A potential scan is applied to the cathode, where the
hydrogen which has crossed over is oxidized, creating a small current. The hydrogen crossover is
measured through the current generated. A sample linear potential sweep is shown in Figure B.1
for a catalyst coated membrane including a Nafion 112 electrolyte, which shows a crossover
current density of ≈0.7mA/cm2.
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Figure B1: Crossover measurement conducted from the PEFC with a 50µm thick Nafion membrane.

The crossover current density can be converted into a molar flux through Faraday’s Law:
n" =

i
nF

B1

Where 0.7mA/cm2 is equivalent to a hydrogen crossover flux of 3.63 × 10-5 mol/m2-s
The permeability (κ) can be estimated through Darcy’s Law:
n" = κ

∆P
t

The pressure gradient ∆P is the hydrogen partial pressure gradient across the electrolyte.
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B2

