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Using daily station observations over the period 1951–2013 in a region of south-east Australia, we sys-
tematically compare how the horizontal resolution, interpolation method and order of operation in
generating gridded data sets affect estimates of annual extreme indices of temperature and precipitation
maxima (hottest and wettest days). Three interpolation methods (natural neighbors, cubic spline and
angular distance weighting) are used to calculate grids at ﬁve different horizontal gridded resolutions
ranging from 0.25° to 2.5°. In each case the order of operation in which the grid values of the hottest and
wettest day are calculated is varied: either they are estimated from daily grids or from station points and
then gridded. We ﬁnd that the grid resolution-despite showing more regional detail at high resolution –
has relatively limited effect when considering regional averages. However, the interpolation method and
the order of operation can substantially inﬂuence the actual gridded values. And while the difference due
to the order of operation is not substantial when using natural neighbor and cubic spline interpolation, it
is particularly apparent for indices calculated from daily gridded estimates using the angular distance
weighting method. As expected given the high spatial variability of precipitation ﬁelds, precipitation
extremes are most sensitive to method, but temperature extremes also exhibit substantial differences.
For the annual maximum values averaged over the study area, the differences may be up to 2.8 °C for
temperature and 60 mm (about a factor 2) for precipitation. Differences are seen most prominently in
return period estimates where a 1 in 100 year return value calculated using the angular distance
weighting daily gridded method is equivalent to about a 1 in 5 year return value in most of the other
methods. Despite substantial differences in the actual values of gridded extremes, analyses suggest that
the impact on long-term trends and inter-annual variability is small.
& 2015 Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Changes in the mean climate state are often used as indicators
of a changing climate, but the impacts of climate change are par-
ticularly experienced through climate extremes (such as ﬂoods,
droughts and heat waves). Indices of temperature and precipita-
tion extremes, such as the hottest or wettest days of the year, cann open access article under the C
e Manila University Campus,be used to monitor when changes in climate extremes occur (e.g.,
Kiktev et al., 2003; Alexander et al., 2006; Donat et al., 2013a) as
well as to examine changes in the present and future climate and
its impacts (e.g., Sillmann and Roeckner, 2008; Alexander and
Arblaster, 2009; Orlowsky and Seneviratne, 2011; Sillmann et al.,
2013).
The need to distinguish extreme behavior on the basis of the
space and time scales involved becomes paramount when com-
parison between observed and modeled extremes is performed,
often in order to assess the processes driving extremes or to in-
vestigate future changes. To adequately compare observations and
models, observations generally have to be ‘gridded’ (i.e., convertedC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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climate models have to be ‘downscaled’ (i.e., data values relevant
for observation sites have to be inferred from gridded values).
Thus, care must be taken to distinguish between gridded products
whose values may either represent regularly spaced, point loca-
tions or area averages.
At the core of the problem is the fundamental mismatch be-
tween the spatial representativeness of in situ observations on the
one hand, which are necessarily collected at observation sites
(points), and that of gridded climate model output which re-
presents area mean values, on the other hand. In general, global
observational datasets of climate extremes (e.g. Alexander et al.,
2006; Donat et al., 2013a) are constructed by calculating indices at
observation sites and then interpolating them to produce grids of
similar dimension to global climate models. This makes them
structurally different from the climate model simulated ﬁelds of
the same indices which are usually calculated from daily gridded
ﬁelds, creating an ‘issue of scale’ when comparing the observed
and modeled datasets (Alexander and Tebaldi, 2012). Scale mis-
match, often referred to as the ‘problem of a change in support’ by
statisticians, more importantly affects phenomena such as pre-
cipitation whose spatial features are discontinuous, or extremes
calculated from daily or sub-daily data. In addition, the current
spatial resolution of global climate models is generally insufﬁcient
to easily provide detail on extremes at local and regional levels.
Being aware of these scaling issues is important to avoid the
misinterpretation of the results when comparing observed and
modeled extremes.
While it may be difﬁcult at present to produce observational
datasets that are fully comparable with model output, previous
studies which have tried to address at least some aspects of these
issues of scale (e.g. Chen and Knutson, 2008, Yin et al., 2014, Donat
et al., 2013b) suggest that they are important when it comes to
understanding and assessing changes in extremes.
To date, however, relatively little work has been done in sys-
tematically assessing these scaling issues with respect to their
impacts on the estimation of extremes of climate variables. Studies
which have discussed its effects, such as those on extreme tem-
peratures globally (e.g. Donat et al., 2014), have been limited by
the issue that the station networks used for calculating the daily
and annual extremes grids have not been identical. And although
previous studies that assess aspects of the sensitivity of daily ex-
tremes to interpolation method and station network density do
exist (e.g. Hofstra et al., 2010), we are not aware of previous stu-
dies investigating scaling issues related to grids of precipitation
and temperature extremes based on identical station networks.
We therefore assess how these scaling issues impact various sta-
tistics of extremes, and in particular how much the order of op-
eration in which extremes are calculated matters (i.e., extremes
calculated from daily grids, as would be the case when calculating
extremes from climate model data, versus gridded point-based
extremes, as is the case for many gridded observational datasets of
extremes). Focusing on a small region with relatively good ob-
servational coverage, we explore the sensitivity of typical appli-
cations when analyzing extremes as a function of grid resolution,
interpolation method and order of operation when calculating
grids of annual extremes. These applications include representa-
tion of long-term changes, inter-annual variability, spatial pat-
terns, and extreme value analysis. It should be noted, however that
the purpose of this study is not to ﬁnd the ‘best’ method for
gridding extremes data but rather to show how large interpolation
and scaling errors could be when using a range of techniques that
are commonly used in climate science. Our hope is that the
magnitude of the errors displayed here can be used to inform
detection and attribution and model evaluation studies.2. Data and methods
For this study we focus on extremes with potentially signiﬁcant
impacts i.e. the hottest and wettest days of the year: termed TXx
(unit: °C) and Rx1day (unit: mm) respectively (Zhang et al., 2011),
two of the 27 core indices recommended by the Expert Team on
Climate Change Detection and Indices (ETCCDI). To investigate
systematic changes related to scaling issues we calculate grids for
a 15°x15° region in south-east Australia spanning 139 °E to 154 °E
longitude and 24°S to 39°S latitude, a region with a reasonably
high density of station data for the period 1951 to 2013 (Fig. 1a and
1b). Data were obtained from the Global Historical Climatology
Network (GHCN)-Daily dataset (Menne et al., 2012) and the sta-
tions chosen were those used in the GHCNDEX dataset (Donat
et al., 2013b) for TXx and Rx1day. Stations within 2° around the
chosen domain were also used to ensure that there is sufﬁcient
support to calculate grid values in the cells at the edges of the
domain. There is maximum of 129 stations available with tem-
perature data while the number of stations with precipitation data
was as high as 2173. However, the actual number of available
station data could be substantially lower than these for certain
time periods for both temperature and precipitation indices, par-
ticularly prior to 1960 and after 2000 (Fig. 1c and 1d), due to
stations opening or closing or not having made enough mea-
surements throughout the year to calculate values for TXx or
Rx1day. Despite the changes in the number of available stations,
we make use of the full dataset in our analysis as we are less
concerned with the uncertainty related to network density but
rather with the uncertainty related to issues of scale and the
structural uncertainty related to methodological framework. Note
that, as we are using an identical set of input stations for all grids,
changes in the station network density would affect all of the
gridded ﬁelds and therefore do not affect the comparisons dis-
cussed in this study.
Note also that the station data have not been homogenized for
this study. We aimed to investigate the methodological un-
certainties related to the order of operation using the densest
possible station network and using only homogeneous stations
would have substantially reduced the number of stations we could
work with. Furthermore, as we use exactly the same input stations
for all methods, any potential inhomogeneities will affect all of the
constructed grids and therefore would not affect our conclusions.
Statistical methods used to assess our results throughout the
paper are as follows. When calculating differences we calculate
signiﬁcance at the 10% level using the Student t-test. Linear trends
are calculated using Sen's trend estimator (Sen, 1968) and trend
signiﬁcance is estimated at the 5% level using the Mann–Kendall
test (Mann, 1945; Kendall, 1975). Correlations with the El Niño-
Southern Oscillation (ENSO) index are calculated using the
Spearman rank-order method. Calculations of the pattern corre-
lation were centered (i.e. the mean over the study area is removed
prior to comparison of two patterns). Applied methods of extreme
value analysis and considered interpolation methods, grid re-
solutions and aggregation methods used are outlined in the fol-
lowing sections.
2.1. Grid size and order of operation
To determine the sensitivity to horizontal resolution, the sta-
tion data were interpolated at ﬁve different resolutions (latitude
by longitude): 0.25°x0.25°, 0.5°x0.5°, 1.0°x1.0°, 1.5°x1.5° and
2.5°2.5° (Fig. 1a and b).
To determine how the order of calculation affected the esti-
mates of TXx and Rx1day, two approaches for calculating the
gridded annual extremes were implemented. The ﬁrst approach
involved calculating the annual extremes of the indices from the
Fig. 1. The distribution of (a) temperature and (b) precipitation stations over south-east Australia; and the number of (c) temperature and (d) precipitation observations per
year during the period 1951–2013. In (a) and (b), grid locations for the different horizontal resolutions are shown as thin dotted lines¼0.25 °, thin dashed lines¼0.5 °, thin
solid lines¼1.0°, red lines¼1.5° and blue lines¼2.5°. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this
article.)
F.B. Avila et al. / Weather and Climate Extremes 9 (2015) 6–168daily values for each station and then interpolating these to the
grids (henceforth, xgrid). The second approach interpolated the
daily station data to the grids before calculating the annual ex-
tremes at each grid-point (henceforth, gridx). In all cases raw va-
lues are interpolated.
2.2. Methods of interpolation
To determine the effect of different interpolation methods, we
chose three methods which span a range of relatively different
construction techniques but are also commonly used in the de-
velopment of climate datasets. The methods chosen were: natural
neighbour, cubic spline and angular distance weighting and are
described as follows.
2.2.1. Natural neighbour
Natural neighbour interpolation (NAT), ﬁrst introduced by
Sibson (1981), is a method of spatial interpolation based on Vor-
onoi tessellation of a discrete set of spatial points. It uses a
weighted average method that selects its “natural” neighbors by
ﬁnding points that share an interface which is equally close to
each point and thus avoids having to choose a ﬁxed number of
neighboring points or points within a ﬁxed distance. Weights are
calculated based on proportional areas, rather than distances. The
method results in an interpolated surface that has a continuous
slope at all points, except at the original input points. That is, the
observations are exactly reproduced by the method at each ob-
servation site. It is a relatively fast and simple approach that has
been used in previous climate applications (e.g. Hofstra et al.,
2008).2.2.2. Cubic spline
The cubic spline interpolation (CSS) uses a ﬁnite sequence of
cubic polynomials deﬁned on non-overlapping domains and con-
nected at predeﬁned points (in this case, the point observations).
The second derivative of each polynomial is commonly set to zero
at the endpoints, providing a boundary condition that completes
the system of equations. This produces a so-called “natural” cubic
spline and leads to a simple tri-diagonal system that can be solved
easily to give the coefﬁcients of the polynomials. In this particular
implementation, tension splines were used to interpolate the
randomly-spaced observation data onto the domain grid. In Aus-
tralia, the Bureau of Meteorology and Commonwealth Scientiﬁc
and Industrial Research Organization (CSIRO) produces a
0.05°0.05° (approximately 5 km x 5 km) daily gridded tem-
perature and rainfall product called AWAP (Australian Water
Availability Project) which uses a similar, although somewhat
more sophisticated implementation of the CSS method (Hutch-
inson, 1995; Jones et al., 2009) when calculating climatological
ﬁelds. In particular, AWAP uses a geostationary anomaly-based
approach, which can better take account of elevation, when
gridding daily data.
2.2.3. Angular distance weighting
In climate applications, the angular distance weighting (ADW)
technique (Shepard, 1968) is commonly used to interpolate irre-
gularly-spaced station data, including extremes indices, onto a
regular grid (e.g., New et al., 2000; Alexander et al., 2006; Caesar
et al., 2006; Hofstra and New, 2009; Donat et al., 2013a). The
method determines a correlation structure based on the input
observations. From this, a radius of inﬂuence is deﬁned to de-
termine which observations will contribute to that gridbox value.
Fig. 2. Difference between interpolation methods for TXx (averaged over the per-
iod 1961–1990) at horizontal resolutions (a) 0.25°x0.25° and (b) 1.5°x1.5°. Columns
indicate the interpolation methods being compared: NAT-CSS (left), NAT-ADW
(center) and CSS-ADW (right). Rows indicate the gridding approach: grid of annual
extreme (xgrid, top) and extreme from daily grid (gridx, bottom). Black dot markers
indicate signiﬁcant difference (pr0.1; Student's t-test).
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on a function ﬁtted to the correlations of all paired stations which
decays to below 1/e. Grid box values are then calculated as a
weighted average of all stations within one DLS from the grid box
center (for details see Alexander et al. (2006), Appendix A1). In
this implementation of the method (following Alexander et al.,
2006 and Donat et al., 2013a) a minimum of three stations is re-
quired to calculate a gridbox value. For the xgrid approach, the DLS
was calculated based on the annual station extremes, while for the
gridx approach the DLS was calculated from the correlation of
monthly average temperatures and precipitation amounts.
2.3. Extreme value analysis
A common end-user application when analyzing extremes is
the calculation of return periods and their associated event in-
tensities (i.e. return values). To this end, statistical methods that
belong to the ﬁeld of extreme value statistics (Coles, 2001) are
applied. The speciﬁc purpose of such methods is to extrapolate the
probability of event intensities that lie beyond the range of ob-
served values (such as might be expected in a changing climate).
Such estimates are frequently used in climate impact assessments,
infrastructure planning, attribution studies as well as model eva-
luation (e.g. Ekstrom et al., 2005; Kharin and Zwiers, 2005; Frei
et al., 2006; Kharin et al., 2007; Rajczak et al., 2013).
We compare results based on ﬁts of Generalized Extreme Value
(GEV) distributions for the different gridding methods, orders of
operation and horizontal resolution to investigate their sensitivity.
The three parameters (location, scale and shape) of a GEV dis-
tribution are estimated based on a maximum likelihood procedure
(as implemented in the R-package “extRemes” (Gilleland and Katz,
2011)) ﬁtted to both variables TXx and Rx1day. Fitting is under-
taken for each grid-point separately and regional estimates are
obtained by averaging a respective return value for each return
period (from 2 to 200 years) across all grid-points within the study
area. Note therefore that the number of contributing grid-points
differs depending on the considered resolution. The implementa-
tion is undertaken in this way to avoid violating one of the as-
sumptions of the proper application of GEV statistics, since re-
gionally averaged maxima commonly follow a Gaussian rather
than GEV distribution.
Based on the methods described above, the next section as-
sesses the extent of structural uncertainty and scaling effects on
the calculation of gridded annual maxima.3. Results
Note that in order to minimize the number of ﬁgures shown in
the main text, average and trend maps at only two grid resolutions
(0.25°x0.25° and 1.5°x1.5°) are shown for TXx and Rx1day. Maps
for the other grid resolutions (0.5°x0.5°, 1.0°x1.0° and 2.5°x2.5°)
show similar patterns and are therefore not shown. Note also that
in south-east Australia while the annual maximum temperature is
expected to occur during the austral summer, the day of annual
maximum precipitation could take place in any season.
3.1. Time average
Fig. 2 shows the difference between the interpolation methods
for the 0.25°x0.25° grid (Fig. 2a) and the 1.5°x1.5° grid (Fig. 2b).
The results show that, for xgrid, in most areas the actual values of
gridded extremes between NAT and CSS are similar. ADW shows
the largest differences to both of the other gridding methods,
being up to 5°C cooler inland and 4 °C warmer along the east and
south coasts. This is more obvious when considering the higherresolution output.
When considering the gridx approach, the CSS method is
warmer in some regions while largely similar to NAT in most
others. The difference between ADW and the other methods is
even more pronounced, with differences of up to 9 °C in some
regions and 5 °C along the coast.
These differences are clearly seen in the TXx average for the
period 1961–1990, shown in Fig. S1 for the 0.25°x0.25° grid (Fig.
S1a) and the 1.5°x1.5° grid (Fig. S1b). These ﬁgures illustrate how
the ADW grids are considerably smoother compared to the other
methods because temperature values within a larger radius (as
deﬁned by the decorrelation length scale) are used for calculation
of the grid box values. Large-scale patterns for the high and low-
resolution grids are similar, with the higher resolution grids pro-
viding greater detail.
In this case the interpolation method makes a greater differ-
ence than the order in which extremes are calculated. In particular,
TXx calculated using ADW shows much more spatially smooth
values from the eastern/southeastern coast towards the interior of
the continent while both the NAT and CSS methods show a more
heterogeneous pattern and more regional detail over the same
region. Moreover, CSS shows generally hotter maximum tem-
peratures, over a larger region.
The difference between interpolation methods is more obvious
for Rx1day (Figs. 3 and S2). While the difference between inter-
polation methods is relatively small for xgrid (with ADW showing
some regions with differences up to 40 mm along the east coast),
Fig. 3. As Fig. 2 but for Rx1day.
Fig. 4. Difference between gridding approaches (xgrid–gridx) for TXx, averaged
over the period 1961–1990, at horizontal resolutions (a) 0.25°x0.25° and
(b) 1.5°x1.5°. Columns indicate the different interpolation methods used: natural
neighbor (left), cubic spline (center) and angular distance weighting (right). Black
dot markers indicate signiﬁcant difference (pr0.1; Student's t-test).
Fig. 5. As Fig. 4 but for Rx1day.
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100 mm). For gridx, ADW is systematically drier compared to NAT
and CSS across the entire region with differences about 40 mm in
the west (where actual values are approximately 30–50 mm) and
about 100 mm in the east (where actual values are up to about
200 mm along the coast). Hence, differences are about half of the
actual Rx1day values. Comparing NAT and CSS, there are smaller
differences with CSS showing higher values in some regions.
These differences are illustrated further in Fig. S2. While the
spatial patterns for both approaches are generally similar for NAT and
CSS, there is a marked difference with ADW. While ADW-xgrid, like
the NAT and CSS, show generally wet extremes along the east coast,
which gradually decrease towards the south-west, ADW-gridx shows
an almost homogeneous pattern with much lower values along the
coast. As with TXx, the main difference between the grid resolutions
is in the level of detail displayed, with higher grid resolutions pro-
viding more spatial detail. For ADW, the parameter chosen for the
search radius can have a substantial impact on the results, with a
large search radius value generally leading to grids which are
smoother when calculating grid box values as weighted average, thus
removing regional detail.
Fig. 4 shows the difference between the two gridding approaches
(i.e. xgrid versus gridx) for TXx using the different interpolation
methods. For both high and low-resolution grids, the CSS method
shows the least difference between the approaches although differ-
ences are statistically signiﬁcant (pr0.1) in some regions, particu-
larly regions with sparse data or along coastal or mountainous
margins. The ADW method shows the greatest difference with xgrid
resulting in warmer extremes than gridx. The NAT method shows
considerably smaller differences than the ADW but also results in less
extreme values for gridx compared to xgrid in many regions with theexception of a small area along the southwest Victorian coast similar
to differences seen in CSS in this region.
This subtle difference between approaches is shown more clearly
in Fig. S1, with the grids of annual extremes (xgrid) having higher
extreme temperature values than the extremes calculated from daily
grids (gridx). This is expected as the annual extremes may occur on
different days and thus might be averaged out when calculating
extremes from grids of daily data but all local maxima contribute to
the annual extremes calculated directly from the daily station data.
Similar results may be seen in the case of Rx1day (Fig. 5), with
ADW showing a large and signiﬁcant difference in scale, such that
xgrid is as much as 50 mm wetter than gridx for large portion of the
study region. Again, NAT also shows systematically lower values in
gridx compared to xgrid, although differences are smaller than for
ADW. The difference between the two approaches is least when the
CSS interpolation method is used and the bias appears less systematic.
3.2. Area-average time series
The time series of the area-averaged values of TXx and Rx1day
for the period 1951–2013 are shown in Fig. 6 for the 0.25°x0.25°
Fig. 6. Time series of area averaged values for (a) TXx and (b) Rx1day for the different resolutions, interpolation methods and gridding approaches. The colors indicate the
different horizontal resolutions (black for 0.25°x0.25°; red for 1.5°x1.5°). The line styles indicate the interpolation method used (solid for NAT; dashed for CSS; and ﬁne
dashed for ADW). The line thicknesses indicate the gridding approach used (thin lines for the xgrid and thick lines for gridx). Note that a 21-year Gaussian ﬁlter has been
applied to the time series. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
Table 1
Correlation coefﬁcients of TXx and Rx1day with NIÑO 3.4 index from 1951 to 2013.
xgrid gridx
NAT CSS ADW NAT CSS ADW
TXx
0.25°0.25° 0.33 0.30 0.35 0.35 0.31 0.30
0.5°0.5° 0.32 0.28 0.34 0.33 0.28 0.31
1.0°1.0° 0.32 0.28 0.34 0.34 0.29 0.31
1.5°1.5° 0.34 0.30 0.33 0.36 0.30 0.30
2.5°2.5° 0.31 0.31 0.32 0.36 0.32 0.32
Rx1day
0.25° 0.25° 0.51 0.49 0.51 0.55 0.53 0.50
0.5° 0.5° 0.50 0.49 0.51 0.55 0.52 0.49
1.0° 1.0° 0.49 0.46 0.50 0.53 0.49 0.50
1.5° 1.5° 0.55 0.54 0.52 0.59 0.58 0.49
2.5° 2.5° 0.52 0.45 0.50 0.53 0.52 0.46
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Figures only show averages calculated from stations which have 63
years (i.e. 100% complete) of data. However using a lower toler-
ance level (e.g. at least 30 of the 63 years i.e. 48% complete) shows
very similar results. Fig. 6a shows that, regardless of the horizontal
resolution, the TXx area average from the ADW-gridx is system-
atically lower: by about 2 °C compared to ADW-xgrid and NAT-
gridx; and by about 3 °C compared to the rest of the grids. For NAT,
gridx values are systematically lower than the xgrid values al-
though differences are smaller (about 1 °C) compared to ADW. For
CSS, the gridded values are similar for both approaches. In terms of
area averages, the horizontal resolution used does matter, but the
difference is approximately constant in time, at least for this ex-
ample. There tends to be ‘family’ groupings in the area averages
calculated from each interpolation method and approach (i.e., the
lines for each interpolation methods remain close together). And
while the systematic difference due to the horizontal resolution,
interpolation method and gridding approach allows most of the
areal averages to track each other closely within the period 1960–
2000, there is a marked separation between them prior to and
after this period, when there is a smaller number of available
observations (see Fig. 1c).
Similarly, Rx1day (Fig. 6b), shows differences between the
different resolutions, interpolation procedure and gridding order,
as well as the impact of the number of observations used. So even
when the trends are similar, it is important to consider these
factors when calculating the gridded indices and analyzing the
areal averages.
3.3. Temporal correlation with an ENSO index
Gridded observational datasets are also often used to in-
vestigate empirical relationships between climate events and
large-scale modes of variability (Alexander et al., 2009; Arblaster
and Alexander, 2012; King et al., 2013b; Min et al., 2013). There-
fore, we examine the sensitivity of inter-annual variability, taking
for example the temporal correlations of the gridded extremes
indices (averaged over the whole south-eastern Australia gridded
region) with an El Niño-Southern Oscillation (ENSO) index. The
NIÑO 3.4 index, which is based on sea surface temperature (SST)
anomalies averaged over the NIÑO 3.4 region [120°W–170°W and
5°S–5°N] (Trenberth, 1997), was obtained from the website of the
Climate Diagnostic Center (CDC) of the National Center forAtmospheric Research (NCAR). Results from this analysis (Table 1)
show that, as expected, there is a positive correlation between the
NIÑO 3.4 indices and TXx, but a negative correlation with Rx1day.
The correlations between south-east Australian temperature and
precipitation extremes with NIÑO 3.4 are relatively similar across
the different resolutions, methods and approaches. However, in
many cases (except for Rx1day with ADW) the correlation was
slightly higher when the annual extreme indices were calculated
from daily grids compared to gridded annual extreme indices. The
correlation does not depend much on the horizontal resolution
because the spatial scale of NIÑO 3.4 is far greater than the re-
solution considered here.
Note that higher correlation would be expected when using
seasonal indices (e.g. over the austral summer) when NIÑO
3.4 anomalies are generally most pronounced. However, our aim
here is to investigate the sensitivity of correlations rather than
actually quantifying the relationships, so using annual indices
calculated over the calendar year is appropriate in this case. Also
note that correlations may be asymmetric for positive and nega-
tive NIÑO 3.4 values (e.g. King et al., 2013b). In general though, our
results indicate that the biases seen, for example in Fig. 6, have
very little impact on the year to year variability of TXx and Rx1day
and thus relationships with large-scale modes of variability appear
to be insensitive to scaling or interpolation method.
Fig. 7. Linear trend for TXx over the period 1951–2013 at horizontal resolutions
(a) 0.25°x0.25° and (b) 1.5°x1.5°. Trends are calculated only for grid boxes with at
least 30 years of data and black dot markers indicate signiﬁcant trends (pr0.05;
Mann–Kendall test).
Fig. 8. As Fig. 7 but for Rx1day.
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The spatial trend patterns for TXx from 1951 to 2013 are shown in
Fig. 7. As expected from the Fig. 6 results, there is a large area with
increasing trends in TXx over this period. The spatial patterns for the
different interpolation methods are similar regardless of the ap-
proach, although there are also some noticeable differences. While all
grids show signiﬁcant warming in the southern part of the study
area, there are differences in the northern part where both NAT and
CSS, using both approaches, show signiﬁcant trends over large sec-
tions which are weaker in ADW. While ADW-xgrid shows regions in
the north of the domain with statistically signiﬁcant trends, values
are generally smaller than for NAT and CSS. This region of warming is
not apparent in ADW-gridx. There are also cooling trends in the
coastal areas shown in NAT and CSS but not in ADW. As expected, the
patterns are similar between grid resolutions but the spatial patterns
are more detailed in the higher grid resolution.
Similarly, results for Rx1day (Fig. 8) show all the interpolation
methods have similar trends although the spatial patterns are
more heterogeneous, particularly for NAT and CSS. All grids show a
tendency towards less extreme precipitation along the east coast
of south-east Australia and more extreme precipitation in the
western part of the study area. This is interesting as this coastal
strip with a drying trend has been found to be a separate climate
entity (Timbal, 2010), being separated physically and climatologi-
cally from the rest of eastern Australia by the Great Diving Range
and not as strongly inﬂuenced by ENSO (Nicholls et al., 1997;Risbey et al., 2009) compared to the rest of the domain under
consideration. The spatial patterns for NAT and CSS are more si-
milar with isolated regions of trends towards either wetter or drier
extremes. In contrast, ADW-gridx has larger regions which trend
toward either wetter or drier extremes.
3.5. Intercomparison of spatial patterns of annual grids
We investigate pattern correlations to assess how similar the
spatial patterns are between the different grids at different years.
The time series of annual pattern correlations between different
gridding methods and different interpolation at each of the ﬁve
resolutions are shown in Fig. 9 for the period from 1951 to 2013.
For TXx (Fig. 9a), the intercomparison of pattern correlations
shows that the CSS and NAT extremes grids are most similar to
each other in terms of spatial features of the gridded ﬁelds. In
contrast, ADW shows the lowest pattern correlations with the two
other methods (as may be expected from the average ﬁelds, shown
for example in Fig. S1). Comparing the two approaches, xgrid
versus gridx, we ﬁnd highest correlation values for NAT, indicating
that spatial patterns are most similar between both approaches
with this method. Slightly lower correlations between xgrid and
gridx ﬁelds are found with CSS and ADW. Compared to the lower
resolution grids (not shown), there is a tendency to have higher
pattern correlations with higher resolution grids, but this is likely
related to the larger sample size (i.e. more grid boxes in the higher
resolution domain). Spatial correlations are high throughout the
period 1960–2000 when station density is highest. The lower
correlations towards the beginning (prior to 1960) and end (post
Fig. 9. Time series of pattern correlations at 0.25°x0.25° for (a) TXx and (b) Rx1day. Correlations between interpolation methods are shown by solid lines while those
between approaches are shown by dashed lines.
Fig. 10. Generalized extreme value (GEV) estimates expressed as return periods of (a) TXx and (b) Rx1day using different interpolation methods and gridding approaches:
ADW (black: xgrid, gray: gridx), NAT (blue: xgrid, blue-green: gridx) and CSS (red: xgrid, orange: gridx). The results for the different horizontal resolutions are shown in
columns, from left to right: 0.25°x0.25°, 0.5°x0.5°, 1.0 °x1.0°, 1.5 °x1.5 ° and 2.5°x2.5°. The median GEV parameters (location, scale and shape) are also shown in the upper left
corner of each panel. Note that, depending on the resolution, the number of considered grid-cells to calculate the shown values differs. (For interpretation of the references to
color in this ﬁgure legend, the reader is referred to the web version of this article.)
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of the station network (see Fig. 1c).
Similarly the temporal evolution of the pattern correlation for
Rx1day are shown in Fig. 9b. In general, pattern correlations for
Rx1day are lower than for TXx, reﬂecting the higher spatial
variability of extreme precipitation ﬁelds compared to extreme
temperature ﬁelds. Rx1day grids calculated using ADW generally
have the lowest spatial correlation compared to others. As with
TXx, the lower correlations prior to 1960 and after 2000 reﬂect the
sensitivity of the methods to the changing number of observations
through time (see Fig. 1d). Extremes calculated using the gridx
approach led to higher correlations between the different inter-
polation methods than the xgrid approach. Comparing the grids
using different approaches (gridx vs xgrid), those using the NAT
method generally indicates the highest correlations.
3.6. Representation of extreme value estimates
The sensitivity of the different gridding approaches in terms of
generalized extreme value (GEV) estimates is presented in Fig. 10.
All panels depict return values (y-axis) as a function of return
period (x-axis) for a spectrum of event intensities that statistically
occur between once in 2 years to once in 200 years.
Obvious and systematic differences among the different ap-
proaches and systematic patterns can be found for both TXx
(Fig. 10a) and Rx1day (Fig. 10b). Consistent throughout both vari-
ables, the largest differences between the different gridding stra-
tegies shows up in the comparison of the three interpolation
methods. The largest event intensities are estimated for CSS fol-
lowed by NAT and then ADW. Relative differences between the
interpolation methods are most striking for large return periods
although the uncertainty ranges at these return period estimates
will also be larger.
Assessing the difference between temporal aggregation ap-
proaches (gridx versus xgrid) shows the largest differences for the
ADW method, with gridx estimates (gray) being much smaller
than their xgrid counterpart (black). For instance, the event in-
tensity of a 100–200 year event in ADW-gridx roughly equals a 5–
10 year event in ADW-xgrid. This can primarily be attributed to the
decorrelation length scale (DLS, see also Alexander et al., 2006)
used, as highlighted in Fig. S4.
For small return periods (o20 years), the CSS and NAT inter-
polation methods lie in a similar range as ADW-xgrid, however,
with slightly larger (lower) event intensities for temperature
(precipitation). For large return periods (420 years) CSS and NAT
show distinctly larger event magnitudes. For NAT, gridx estimates
are smaller than xgrid, but converge toward large return periods.
For CSS, the picture is more diverse with more or less equal values
at small return periods but diverging behavior for large return
periods in which CSS-gridx shows the largest values.
For precipitation, CSS and NAT interpolation methods produce
particularly heavy-tailed extreme value ﬁts, concurrent with positive
values for the shape parameter. In general, and in the case of pre-
cipitation, daily aggregation (gridx) results in rather heavy-tailed GEV
ﬁts compared to annual aggregation strategies (xgrid). On the con-
trary, all methods realistically capture a distribution that is char-
acterized by an upper bound for temperature extremes which makes
sense from a physical point of view. This is associated with negative
estimates for the shape parameter. For both TXx and Rx1day, the
estimated location parameters are most sensitive to the different
gridding strategies. However, note that in the case of Rx1day, the
scale parameter that governs the width of the GEV distribution is
systematically smaller for ADW compared to CSS and NAT. For ADW-
gridx estimates, this is particularly pronounced and scale parameters
are considerably small compared to all other results.
As we discuss regionally aggregated results, differencesbetween the different resolutions (columns from left to right) are
rather small. Slight differences exist particularly when using the
CSS interpolation method where event intensities tend to be sys-
tematically larger at high resolution, compared to coarse resolu-
tion output.4. Discussion
Several previous studies have investigated uncertainties in
gridded datasets of temperature and precipitation related to in-
terpolation method, station network and data quality and length
(e.g. Hofstra et al., 2008; Dunn et al., 2014; Yin et al., 2014; Gervais
et al., 2014). For example, Hofstra et al. (2008) compared six dif-
ferent interpolation methods and found that, in general, the
greatest differences were found within single methods at seasonal
scales. Since the availability of daily observations varies in time
and space, this generates biases in subsequent interpolation
methods (e.g. Hofstra et al., 2010), affecting grid-box trends of
temperature and precipitation and having the most notable impact
on higher percentile extremes when the station network is sparse.
The difference in this study is that we are aiming to system-
atically quantify the uncertainties that are introduced when ex-
tremes indices are calculated at station locations prior to gridding
(as in many existing global datasets e.g. HadEX2, GHCNDEX)
compared to when annual maxima are calculated from daily grids
(as would be the case in model output and reanalyses). In model
evaluation terms, this has led to an ‘apples and oranges’ compar-
ison and in many cases it was unclear how large these scaling
effects were (Zhang et al., 2011). This analysis has shown that the
magnitude of gridded extremes indices may differ substantially
between the different approaches with for example, Rx1day in
some instances varying by a factor of two.
Besides these scaling issues related to the order of operation in
which the grids of annual extremes are calculated, we also docu-
ment the reasonably substantial differences that occur through the
use of different gridding methods. The methods used here have
some fundamental differences in how the grid box values are
calculated. While CSS ﬁts splines that might result in higher values
than at any observed site (“overshooting”), NAT and ADW calculate
grid box values as a weighted average, meaning that grid values
can never be higher than that observed. In addition, ADW calcu-
lates particularly smooth ﬁelds compared to the other two meth-
ods due to the large search radius used for calculating weighted
average grid box values. In Fig. S4, we show that the size of this
search radius, or decorrelation length scale (DLS), in ADW can
have a substantial affect on the calculated return period estimates
for extremes. For example, a 40 °C extreme temperature event that
is estimated to occur once every 2 years when DLS is set to 300 km
can show a much different result (once every 10 years) when DLS
is set to 600 km. It is worth noting that gridded global datasets
containing ETCCDI indices use the ADW method with various
length scales depending on index and latitude band (Alexander
et al., 2006; Donat et al., 2013a, 2013b). Note also that here we use
monthly average temperature and precipitation to calculate the
decorrelation length scale that is then used to calculate daily grids.
Correlations of monthly means are (expected to be) higher than
correlations of daily data, in particular for precipitation. Therefore,
one could argue that we use too large a radius to calculate grids of
daily ﬁelds – and this clearly contributes to our ﬁnding that ADW
produces too smooth grids at daily resolution.
In Australia, the most commonly used daily gridded dataset is the
AustralianWater Availability Project (AWAP)(Hutchinson, 1995; Jones
et al., 2009). It has been shown to reasonably represent extremes
where data are plentiful (e.g. south-east Australia) but to show biases
in data sparse regions (King et al., 2013a). Because AWAP is a pre-
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we have discussed here. However, we can assess the differences
between AWAP and the gridded products that we have developed
here to give us further indication of any interpolation error. Fig. S5
shows the differences between the annual temperature and pre-
cipitation extremes derived from AWAP and the other three inter-
polated products (developed using the gridx approach) at 0.5°x0.5°
resolution. From this we see that NAT and CSS grids are most similar
to AWAP while the ADW grid is the most different from AWAP. For
TXx, both NAT and CSS show extremes which are warmer (by as
much as 11 °C) than AWAP on some regions along the east and
south-east coast, and slightly cooler (by approximately 3 °C) on some
regions away from the coast. The locations where temperatures are
much warmer than AWAP generally coincide with the high Alpine
regions in south-east Australia. This is reﬂective of the fact that
AWAP takes account of elevation when calculating daily values
through an anomaly-based approach. Most of the study area how-
ever shows differences of less than 1 °C. In contrast, ADW show less
warm (approximately 9 °C) extremes along the coast and a larger
region of colder (as much as 6 °C) extremes away from the coast.
For Rx1day, NAT shows the greatest similarity to AWAP, with
regional differences of less than 10 mm. CSS also shows regional
differences but at a larger scale and larger magnitude (as much as
30 mm wetter than AWAP). ADW, on the other hand, shows drier
extremes than AWAP: by as much as 80 mm along the eastern
coast and 20 mm for the rest of the study region.5. Conclusions
Many existing gridded products of temperature and precipita-
tion extremes use a construction method which may make them
incompatible for comparison with extremes calculated from cli-
mate model simulations. However, little work has been performed
in quantifying this incompatibility and identifying whether there
are systematic biases between the observed datasets and the cli-
mate model output. We therefore systematically investigate un-
certainties in gridded products of annual maxima of temperature
and rainfall by ﬁxing the station network over an area of south-
east Australia and using different resolutions, interpolation
methods and order of operation.
Our results showed that the interpolation method chosen can
affect spatial smoothing and the grid size chosen affects local
detail, both of which can be particularly important for extremes.
All methods showed signiﬁcant biases when compared to each
other although the Angular Distance Weighting (ADW) method
showed the largest differences from the other two methods. The
order in which extremes are calculated (i.e., whether extremes are
calculated at station locations and then gridded or whether ex-
tremes are calculated from daily grids) also indicates signiﬁcant
biases when the gridded ﬁelds are compared ‘within’ each meth-
od, although again ADW has the largest differences. In the ADW
method, this ‘scaling issue’ can lead to regional differences of up to
2.8 °C for TXx and up to 60 mm for Rx1day. However, it is im-
possible to say whether order of operation or interpolation
method dominates the results generally, since scaling appears to
dominate in ADW but seems to have a comparable inﬂuence to
interpolation for the other methods employed.
Despite substantial differences in the actual gridded values (up
to around 3 °C for TXx and 30 mm for Rx1day), the regional
average time series are highly correlated with each other irre-
spective of which method, resolution or aggregation method is
used. Also irrespective of the approach the results have little im-
pact on the signiﬁcant correlations that south-east Australian
temperature and rainfall extremes have with ENSO. In terms of
linear trends, all temperature grids show generally similar trendstowards warmer extremes, although the spatial patterns differ
among the different methods, with NAT and CSS showing similar
spatial patterns, which are noticeably different from ADW. The
precipitation grids show spatially variable trends with changes
towards decreasing precipitation extremes along the east coast
and increasing trends in some inland areas. Pattern correlation
analysis shows that, irrespective of the interpolation method or
approach, TXx generally shows higher spatial correlation than
Rx1day. It also shows that the spatial correlation is lower during
periods when the number of available stations is low. In terms of
return period estimates, the ADW method shows a prominent
difference from the other methods in that a 1 in 100 year event
calculated using the ADW method has an equivalent return period
of about 1 in 5 years calculated using the other methods.
The results from this study indicate that scaling issues matter
especially when actual values of annual extremes are of concern.
There also appears to be a substantial time invariant bias between
interpolation methods. However while there are biases in the ac-
tual values produced depending on the interpolation method, re-
solution and order of operation used to calculate the extremes (at
least for annual maxima in south-east Australia), these biases tend
to have a much more limited effect on large-scale trends and es-
timates of inter-annual variability.Acknowledgments
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