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Abstract—The running time for high fidelity simulation
of large-scale mobile ad hoc networks can be prohibitively
high. The execution time of physical effects calculations for
a single transmission alone can grow unmanageable to ac-
count for all potential receivers. Discrete event simulators
can also suffer from excessive generation and processing of
events, both due to network size and model complexity. In
this paper, we present three levels of abstracting the IEEE
802.11 RTS/CTS channel access mechanism. In the process
of assessing their ability to mitigate runtime-cost while
retaining comparable results to that of a commercially
available simulator, OPNET, we found that the abstractions
were better suited to collecting one metric over another.
I. INTRODUCTION
Meaningful simulation of ad hoc wireless networks is
a time-intensive task and reducing the execution time is
important, particularly when planning networks for use in
military operations. For such simulations, the desired scale
can range from hundreds to thousands of radios and the
results are often needed within hours or days. For large
ad hoc networks, the most computation-intensive tasks
in simulation are computing interference and determining
which receivers are in range of a transmitter. In both
cases, O(N2) physical layer calculations are required for
a wireless system of N nodes, which scales poorly.
There are several proposals to improve the running
time necessary to calculate the inter-nodal interference.
Naoumov and Gross [1] introduce a 3D array of pointers
to nodes ordered by x- and y-coordinates which they use
to reduce the amount of space searched for nodes within
range of the transmitter. We employ a similar approach
but, while [1] focuses on reducing the number of potential
interferers; we reduce the number of calculations necessary
to determine the set of potential receivers. Using simula-
tion, we present several techniques to improve scalability
and decrease running time of an IEEE 802.11b wireless
model while achieving equivalent results.
The rest of this paper is organized as follows: Section II
contains a survey of related research. Section III presents
our models and the parameters used in our simulator. Sec-
tion IV describes our proposed abstraction models. Section
V introduces our method of validation and highlights the
differences between our simulator and OPNET Modeler
[2]. In Section VI we compare and discuss results gathered
from both simulators. Section VII concludes our paper and
suggests possible avenues of future work on this topic.
II. SURVEY OF LITERATURE
Previous studies of mobile network simulation suggest
two primary methods for improving simulation perfor-
mance, parallel programming (assuming multiple proces-
sors are available) [3] [4] [5] and model abstraction [6]
[7] [8]. Each of these methods involves certain trade-offs.
A parallelized approach may scale well without losing
accuracy but at a high cost in computing resources, while
abstraction improves execution time but may sacrifice some
degree of accuracy.
The physics of radio transmission introduce challenges
to simulation not present with wired networks [9]. In a
radio-connected network the distances at which a transmis-
sion can be completed and at which a node may interfere
with communication may be different [1]. Takai, et al.
[10] provide a good description of several approaches
to modeling the physical layer and the consequences of
choosing one over another. A simulation is a simplification
of a real-world system [11] and careful consideration must
be given to the details omitted. A good summary of the
issues involved is given by Heidemann, et al. [9]. Cavin, et
al. [12] discuss issues relating to the accuracy of mobile ad
hoc network simulators and ways of analyzing the results.
A highly detailed network model often greatly reduces
scalability; however, abstractions can reduce the reliability
of the results. Blum, et al. [13] introduce a ‘dual mode’
approach and Naoumov and Gross [1] reduce execution
time by exploiting the probability that nodes will be
spread throughout the modeled space. Perrone and Nicol
[7] use the Barnes-Hut (N-body) algorithm based on the
observation that the gravitational pull between objects in
astrophysical models is similar to signal attenuation models
of wireless models in that both decay exponentially with
distance. The amount of detail that can safely be abstracted
out depends on what network behavior is being studied, as
discussed by Liu, et al. [14] and by Zhong and Rabaey [15].
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Golmie, et al. [16] and Heindl and German [17] present
approaches to modeling the IEEE 802.11 protocol.
III. MODELS
A packet-based, discrete-event simulator (DES) was
developed for the purposes of this study. Work so far has
produced models at the physical, datalink, and application
layers in addition to mobility models. Nodes are all mod-
eled homogeneously and have the following characteristics:
A. Mobility
A random waypoint (RWP) model captures the net-
work’s dynamic topology. Initial node positions are chosen
uniformly from the entire 1 km by 1 km simulation space.
Nodes travel at a constant speed of 1 m/s, and choose des-
tinations uniformly from the arena without a ‘pause time’
between waypoints. This movement model was configured
both for simplicity and to avoid the transient behavior
inherent in certain RWP models in which nodes experience
a ‘slowdown’ over time [18].
B. Traffic
The application layer consists of a basic source and sink.
Nodes generate packets for the duration of the simulation.
Inter-generation time (elapsed time between sequential
packet-generation events at a given node) is modeled as
a Poisson process with a mean in seconds. Packet sizes
are chosen from an exponential distribution with a mean
of 128 Bytes. The destination of each packet is picked
uniformly from the full set of nodes.
C. Transmission
At the physical layer, the Friis transmission equation
governs signal attenuation:
Pr =
PtGtGr λ
2
(4pi)2 dα
(mW) (1)
with the following variables and units; the transmitted and
received powers, Pt and Pr, in mW, and the distance
between transmitter and receiver d in meters. Transmitter
and receiver antenna gains, Gt and Gr, are set to 2
and assumed to be uniform. The wavelength λ in meters
is derived from the first IEEE 802.11b DSSS channel’s
center-frequency of 2.412 GHz. The pathloss constant α is
set to 4 to model stronger signal attenuation than freespace
[19].
A bit error rate (BER) model is used in addition to
(1) to evaluate a signal’s likelihood for success. It maps
received power and interference levels to a BER assuming a
differential phase shift keying (DPSK) modulation scheme:
BER = 0.5 exp
(
Eb
No + I/data rate
)
(2)
where Eb is the received energy per bit (Pr/data rate),
I/data rate is the interference energy per bit, and No
accounts for noise from the environment and the receiver’s
electronics. No is derived from an acheivable BER at a
given receiver sensitivity and data rate. At 11 Mbps, nodes
were assumed to experience a BER of 10−4 at a receiver
sensitivity of Pr = −95 dBm. These parameters assume
zero interference (I = 0 mW) which allows (2) to be
rearranged to solve for No. Use of (2) during simulation
is then carried out for a calculated received power Pr and
aggregate interference power I with the pre-solved No.
Transmission success is determined by modeling the
number of errors N incurred during transmission as a
binomial random variable N ∼ B(n, p) with n bits and a
BER of p. Since error correction is not modeled, a single
error will result in a dropped frame. The probability of
frame success equates to generating 0 errors and simplifies
to (1− p)n.
The simulator maintains a network-wide list of trans-
mitting frames. The list is updated dynamically as frames
start and finish transmitting. Whenever a frame is added,
the BER is recalculated for every frame on the list to
reflect new interference conditions. Each frame’s new BER
is then used to predict the number of errors over the
entire length of the frame. If any errors are predicted, the
transmission attempt corresponding to the frame is marked
as failed. Additionally, transmission times do not include
propagation delay.
IV. ABSTRACTIONS
Our simulator’s datalink layer contains three abstractions
of the IEEE 802.11 Standard. Sources used in implementa-
tion include [19] and [20]. Given the infrastructureless na-
ture of ad hoc networks, all abstractions use the distributed
coordination function (DCF) to handle media access con-
trol. A network allocation vector (NAV) is used in conjunc-
tion with binary exponential back-off to determine medium
access. Physical carrier sensing (via beaconing) is not
simulated, but virtual carrier sensing is accomplished by
the request-to-send/clear-to-send (RTS/CTS) mechanism.
Every frame initiates an RTS/CTS sequence, regardless
of its size. Packets are not fragmented, and large packets
are dropped immediately upon reaching the datalink layer.
Packets’ sizes are increased at the datalink layer to account
for frame headers and physical layer overhead (to match
OPNET), which amounts to 292 Bytes. Frame queues are
maintained with a maximum size of 32 KB of simulated
data, and frames are dropped after four transmission at-
tempts. The exact implementation of RTS/CTS for each
model differs, as each model adds an additional degree
of abstraction to the previous one. Note that nodes use
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only one of the abstractions during any given simulation
to maintain homogeneity.
A. Event-Compression Model
Of the three abstractions to be presented, the Event-
Compression model strays the least from the validation
model (discussed in Section V) in terms of implementation.
Specifically, its most significant abstractions are the use of
a collapsed-RTS/CTS and implicit acknowledgement. Both
assume that the DATA frame’s size, large relative to the
size of the control frames, will take the bulk of transmission
time from transmitter to receiver. The RTS and CTS control
frames are transmitted instantaneously, and are not mod-
eled by separate events. The ACK frame is also abstracted
away by implicitly ‘notifying’ the transmitter of the DATA
frame’s reception. Control frame ‘transmissions’ do not
produce interference for DATA frames. The abstractions
present in this model recognize the link between the
number of events in a simulation and a DES’s running
time: they seek to reduce the number of events generated
and processed during simulation.
Under this model, the RTS/CTS algorithm begins when
a node’s NAV indicates that the medium is free. The
node takes the next DATA frame from the buffer and then
calculates the reach of an RTS frame through physical
layer calculations for every potential receiver, and updates
the NAV of these nodes (potential receivers must also be
idle). If the DATA frame’s destination is included in this
set of nodes, then the reach of the CTS (using the DATA
frame’s destination as the source) is calculated and NAVs
are updated in the same manner. Finally, if the original
source was included in the set of nodes that could hear
the CTS, then the RTS/CTS is successful and the DATA
frame is transmitted. The transmitter is notified of the
DATA frame’s status through the implicit ACK, and will
retransmit if allowed.
For one RTS or CTS frame, this procedure involves
physical layer calculations for nearly every node (excluding
the transmitter) in the network. In terms of Figure 1, the
Event-Compression model evaluates the control frame’s
reception at every node within the entire square. While
computationally costly, this should be the most accurate
of the three models. For pseudocode, see the Event-
Compression RTS/CTS procedure at the end of the paper.
B. Neighbor List Model
While it is important to cut down on the number of
events generated and processed during simulation, reducing
the amount of computation per event is also crucial. The
Neighbor List model is similar to the Event-Compression
model, but contains modifications to the manner in which
RX
TX
Fig. 1. A sample network topology illustrating the different nodes
and regions considered by the datalink abstractions when calculating
the reach of RTS/CTS control frames. The arrow marks the control
frame transmission from the transmitter TX to the target receiver RX.
The circular region marks the area swept out by the neighbor distance.
the reach of control frames is calculated in an effort to
reduce runtime. Each node maintains a list of ‘reachable’
neighbors that is updated periodically. Reachable nodes are
those within the threshold distance required to successfully
receive an interference-free transmission, where the ‘neigh-
bor distance’ dmax is found by re-formulating (1):
dmax =
(
PtGtGr λ
2
Pr (4pi)
2
)1/α
(meters) (3)
Pr assumes the value of the receiver sensitivity to produce
the threshold distance for communication. The average
number of neighbors then depends on the fraction of the
area swept out by the neighbor distance to the entire area:
N
pid2max
A
(4)
where N is the total number of nodes. Furthermore, the
neighbor list update interval is specified as a function of
node velocity v:
tint =
1
2dmax
‖v‖ (seconds) (5)
tint is the time a node takes to travel half the neighbor
distance.
The neighbor list is used as the abridged list of potential
receivers when calculating the reach of RTS and CTS
frames. The motivation for this abstraction stems from
two observations. One is that a neighbor list represents
the ‘best-case reach’ for a transmission and any attempt to
broadcast a control frame would be successfully forwarded
only to a subset of a properly updated neighbor list.
Additionally, the topology of the network will remain
effectively constant for appropriately chosen time intervals.
The benefits of this abstraction will vary according
to the transmit power and speed assigned to nodes. Pt
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indirectly affects dmax through (3) and (4), and can cause
the neighbor distance to encompass a significant portion of
the simulation space. As the neighbor distance approaches
the magnitude of the simulation space’s dimensions, the
Neighbor List abstraction’s performance should approach
that of the Event-Compression model. Similarly, as node
mobility increases, the neighbor list will be updated at a
more rapid pace (5), to the point that the extra time spent
updating neighbor lists supercedes the time saved in the
RTS/CTS reach calculations.
The method that calculates the neighbor list and the
method to determine the neighbor list update rate are
heuristics employed in an attempt to cut down computation.
For one RTS or CTS frame, physical layer calculations are
only needed for each neighbor, specified by (4). Instead
of performing physical layer calculations on the entire net-
work, only a subset of nodes is involved, which will reduce
simulation runtime. Referring to Figure 1, the Neighbor
List abstraction only evaluates the control frame’s reception
within the circular region. The Neighbor List RTS/CTS
procedure, located at the end of the paper, illustrates this
in pseudocode.
C. Simplified Neighbor List
The Simplified Neighbor List extends the Neighbor
List abstraction by simplifying the transmission of control
frames even further. A neighbor list is maintained in the
same manner as described in Section IV-B. This model
then calculates the RTS or CTS frame’s reception only at
the intended receiver and then assumes that all remaining
potential receivers (i.e., remaining nodes in the neighbor
list) successfully receive the frame. Looking at Figure 1,
the Simplified Neighbor List abstraction evaluates control
frame reception at the target destination RX only. All other
nodes within the circular neighbor region automatically
‘receive’ the control frame. The Simplified Neighbor List
RTS/CTS procedure is explained in pseudocode at the end
of the paper.
For one RTS or CTS frame, physical layer calculations
are only needed for its intended recipient. This returns even
bigger computational savings over the Event-Compression
abstraction. Additionally, this particular abstraction is less
dependent upon the selection of transmit power because
only one set of physical layer calculations is performed
for each RTS or CTS frame.
V. VALIDATION MODEL
OPNET Modeler 10.5 [2] was used in the effort to
validate the results returned by the three data link ab-
stractions. The same parameters and models were used in
both simulators wherever possible, usually matched to the
OPNET models’ default settings, but due to differences in
model and structural design, not all settings are identical.
The following provides an overview of the OPNET con-
figuration.
The mobility model and traffic generator in OPNET are
configured to behave exactly as described in Sections III-
A and III-B. However, in order to randomize the starting
locations for nodes, 500 seconds of simulated time are
added to the beginning of each run to give nodes time
to randomize their positions through the execution of the
movement model. The collection of statistics is delayed
until the 500-second startup time has passed.
OPNET’s physical layer calculations and transmission
handling differ from that described in Section III-C. While
OPNET eventually calculates the number of errors in a
received frame, it defines the bit error rate as a function
of the signal’s SINR, but the implementation reduces to a
table-lookup with interpolation to find BER given an SINR:
SINR = 10 log10
(
Pr
I +N
)
(6)
Pr and I are both calculated using (1). The background
noise term N is essentially a constant 8.80× 10−14 W in
OPNET’s default noise model.
Like our simulator, the default OPNET settings fail a
frame if at least one error is detected. OPNET calculates
the number of errors in a received frame by recording the
BER as it changes during the course of transmission (for
instance, when another node starts or stops transmitting).
For each change in BER, OPNET stores the old BER value
and the length of the frame portion transmitted under that
specific BER. Upon finishing the frame, each segment and
BER measurement is used to compute the total number of
errors for the entire frame.
Additionally, OPNET modeled the effects of propagation
delay. Differences in OPNET at the datalink layer were
mainly concerned with the transmission of control frames
(RTS, CTS, and ACK), which were not abstracted. As a
result, transmitted control frames generated interference
and took a non-zero amount of time to transmit (not
instantaneous).
VI. RESULTS
Both the abstractions and OPNET were run to produce
two metrics, goodput ratio and end-to-end (ETE) delay.
Goodput ratio is defined as the fraction of goodput over
offered load. Goodput, in kbps, is the time rate of bits
pushed up from the datalink layer (sum of successfully
received packets’ sizes over simulation duration). Offered
load, also measured in kbps, is the time rate of bits created
at the application layer (sum of created packets’ sizes over
simulation duration).
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Fig. 2. The goodput ratio results illustrate the similarity (in trend and
values) of the abstracted models to the OPNET model. (Packet Inter-
generation Mean = 1.6 seconds)
ETE delay metric essentially measures the time from
transmitter to receiver for a one-hop transmission, which
includes, queueing delays, medium contention, any propa-
gation delay (if modeled) and transmission delay. The ETE
delay is clocked from the moment a packet is sent down
to the datalink layer at the ‘source’ until the corresponding
packet is pushed up by the destination’s datalink layer.
Simulations were set up over a 1000m x 1000m area
and individual runs were specified to last for 3600 seconds
(1 hour) except in the case of OPNET, which required
500 seconds extra to start up the movement model. Data
were collected and averaged over 20 independent simula-
tions/runs.
In Figure 2, the effects of scaling nodes’ transmit power
on goodput ratio were recorded for a network size of 30
nodes, a fixed packet inter-generation time of 1.6 seconds,
and transmit powers from 0.125 mW doubled up to 1024
mW. All four models display the same trend that intuitively
suggests nodes can reach a larger portion of the network
with a stronger transmission power. This trend should also
level off, presumably at the point where nodes are already
able to reach the entire network and any benefits from
increasing transmit power are negated by the resulting
interference generated. Additionally, the low goodput ratios
are likely due to random packet destinations combined with
the lack of routing. Overall, the three abstractions show
close alignment with the results from OPNET.
Figure 3 reveals negligible effects of network size on the
goodput ratio curves for the Event-Compression model. For
space, the equivalent of the other models’ graphs are not
included because they illustrate the same behavior.
Figure 4 displays ETE delay dependency on normalized
offered load. The transmit power was fixed at 100 mW
while decreasing the inter-generation mean (which has the
effect of increasing the offered load per node). In the three
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Fig. 3. The effect of network size on goodput ratio is shown for only
the Event Compression model but reveals the general trend seen in the
other models. (Packet Inter-generation Mean = 1.6 seconds)
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but differing trends. (Transmit Power = 100 mW, Packet Inter-generation
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abstracted models, ETE delay decidedly increases with the
offered load per node. This is supported by the claim that
higher offered loads cause more packets to be enqueued
at the datalink layer which in turn creates longer queueing
delays. While the abstracted models and OPNET return
results of the same magnitude, the latter displays a different
trend.
The second ETE delay plot, Figure 5, shows the effect
of network size on ETE delay. The Event-Compression
model was again chosen to show general model trends by
simulating a network at multiple node-counts with each
network size testing multiple offered loads. Transmit power
and inter-generation mean are set in the same manner as
the other ETE delay simulations. The offered loads are nor-
malized by the number of nodes for comparison between
different network sizes. The results indicate that denser
networks produce slightly higher ETE delays. Larger net-
work sizes should lead to longer queueing delays due to
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increased medium contention. Additionally, the relatively
close grouping of the Event-Compression model’s results
are indicative of what is seen from the other three models.
Figure 6 displays the runtime properties of each model
as the number of nodes is increased. Transmit power was
set to 100 mW and the inter-generation mean was set to 3.2
seconds. Each model’s runtimes are reported as a factor of
their respective 10-node runtimes. Even though the OPNET
model scaled better than the Event-Compression model, its
absolute runtime was roughly twice as high throughout.
Lastly, progression from Event-Compression to Neighbor
List to Simplified Neighbor List yields better scaling and
roughly translates into a drop from quadratic to linear
scaling with network size.
VII. CONCLUSION
In this report we detailed three abstractions of the IEEE
802.11 RTS/CTS mechanism. The design of the abstrac-
tions sought to decrease scaling of simulation runtime with
network size by combining events and reducing the number
of receivers considered at the physical layer for control
frames. In particuler, the ‘best’ abstraction was the Sim-
plified Neighbor List which acheived near-linear scaling.
We found that all three abstractions yielded goodput ratio
results very comparable to the OPNET validation model
but contained some discrepancy in the data trends for ETE
delay measurements. Future work in this area includes
studying additional protocol abstraction methods as well
as further developing the notion that different forms of
protocol abstraction are best suited for collecting particular
data. Such a study would attempt to yield guidelines in
choosing the best method given a desired metric.
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1: procedure EVENT-COMPRESSION RTS/CTS .
2: upon node s is IDLE and has frame to send to node d
3: set rts flag = false
4: set cts flag = false
5: retrieve entire set of nodes, L
6: for every node i in L such that i 6= s do
7: compute transmission attempt from s to i
8: if attempt == valid then
9: if i == d then
10: set rts flag = true
11: else
12: NAV/backoff timer of i adjusted
13: if rts flag == true then
14: for every node i in L such that i 6= d do
15: compute transmission attempt from d to i
16: if attempt == valid then
17: if i == s then
18: set cts flag = true
19: else
20: NAV/backoff timer of i adjusted
21: if (rts flag == true)&(cts flag == true) then
22: proceed to original frame transmission
23: else
24: backoff and attempt later
1: procedure NEIGHBOR LIST RTS/CTS .
2: upon node s is IDLE and has frame to send to node d
3: set rts flag = false
4: set cts flag = false
5: retrieve neighbor list, nls, of node s
6: for every node i in nls such that i 6= s do
7: compute transmission attempt from s to i
8: if attempt == valid then
9: if i == d then
10: set rts flag = true
11: else
12: NAV/backoff timer of i adjusted
13: if rts flag == true then
14: retrieve neighbor list, nld, of node d
15: for every node i in nld such that i 6= d do
16: compute transmission attempt from d to i
17: if attempt == valid then
18: if i == s then
19: set cts flag = true
20: else
21: NAV/backoff timer of i adjusted
22: if (rts flag == true)&(cts flag == true) then
23: proceed to original frame transmission
24: else
25: backoff and attempt later
1: procedure SIMPLIFIED NEIGHBOR LIST RTS/CTS .
2: upon node s is IDLE and has frame to send to node d
3: set rts flag = false
4: set cts flag = false
5: retrieve neighbor list, nls, of node s
6: for every node i in nls such that i 6= s do
7: if i == d then
8: compute transmission attempt from s to d
9: if attempt == valid then
10: set rts flag = true
11: else
12: NAV/backoff timer of i adjusted
13: if rts flag == true then
14: retrieve neighbor list, nld, of node d
15: for every node i in nld such that i 6= d do
16: if i == s then
17: compute transmission attempt from d to s
18: if attempt == valid then
19: set cts flag = true
20: else
21: NAV/backoff timer of i adjusted
22: if (rts flag == true)&(cts flag == true) then
23: proceed to original frame transmission
24: else
25: backoff and attempt later
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