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C∗-ALGEBRAS ASSOCIATED WITH TOPOLOGICAL GROUP
QUIVERS II:
K-GROUPS
SHAWN J. McCANN
Abstract. Topological quivers generalize the notion of directed graphs in which
the sets of vertices and edges are locally compact (second countable) Hausdorff
spaces. Associated to a topological quiver Q is a C∗-correspondence, and in turn,
a Cuntz-Pimsner algebra C∗(Q). Given Γ a locally compact group and α and
β endomorphisms on Γ, one may construct a topological quiver Qα,β(Γ) with
vertex set Γ, and edge set Ωα,β(Γ) = {(x, y) ∈ Γ × Γ
∣∣α(y) = β(x)}. In [52], the
author examined the Cuntz-Pimsner algebra Oα,β(Γ) := C∗(Qα,β(Γ)) and found
generators (and their relations) of Oα,β(Γ). In this paper, the author uses this
information to create a six term exact sequence in order to calculate the K-groups
of Oα,β(Γ).
1. Introduction and Notation
1.1. Background. Given a quintuple Q = (X,E, r, s, λ), whereX and E are locally
compact (second countable) Hausdorff spaces, r and s are continuous maps from
X to E with r open, and λ = {λx}x∈E is a system of Radon measures, one can
create a corresponding Cuntz-Pimsner C∗-algebra C∗(Q). In [24], Exel, an Huef
and Raeburn define C∗-algebras associated with a system (B, α, L) where α is an
endomorphism of a unital C∗-algebra B and L is a positive linear map L : B → B
such that L(α(a)b) = aL(b) for all a, b ∈ B called a transfer operator. In fact, the
C∗-algebra they generate is a Cuntz-Pimsner algebra and under certain restrictions,
a C∗-algebra associated with a topological quiver; in particular, when B = C(Td)
the continuous function on the d-torus, F ∈ Md(Z) and α is the endomorphism
α(f)(e2piit) = f(e2piiF t)
for f ∈ C(Td) and t ∈ Rd. Exel, an Huef and Raeburn then determine a six term
exact sequence in which to use to calculate the K-groups of these C∗-algebras. In
[52], the author considers a certain class of topological quivers (which extend the
notions of Exel, an Huef and Raeburn) Q = (Γ,Ωα,β(Γ), r, s, λ) where Γ is a locally
compact group, α and β are endormorphism of Γ,
Ωα,β(Γ) = {(x, y) ∈ Γ× Γ
∣∣α(y) = β(x)}
and λ is an appropriate family of Radon measures. The resulting Cuntz-Pimsner C∗-
algebra, denoted Oα,β(Γ), was then examined and certain generators and relations
where found. We now proceed to generalize the six term exact sequence considered
in [24] to C∗-algebras of the form Oα,β(Γ) where Γ is a compact group.
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1.2. Notation. The sets of natural numbers, integers, rationals numbers, real num-
bers and complex numbers will be denoted by N, Z, Q, R, and C, respectively.
Convention: N does not contain zero. Z+0 will denote the set N ∪ {0}, R
+ denotes
the set {r ∈ R
∣∣ r > 0} and R+0 = R+ ∪ {0}. Finally, Zp denotes the abelian group
Z/pZ = {0, 1, ..., p−1 mod p} and T denotes the torus {z ∈ C
∣∣ |z| = 1}.Whenever
convenient, view Zp ⊂ T by Zp ∼= {z ∈ T
∣∣ zp = 1}.
For a topological space Y , the closure of Y is denoted Y . Given a locally compact
Hausdorff space X , let
(1) C(X) be the continuous complex functions on X ;
(2) Cb(X) be the continuous and bounded complex functions on X ;
(3) C0(X) be the continuous complex functions on X vanishing at infinity;
(4) Cc(X) be the continuous complex functions on X with compact support.
The supremum norm is denoted || · ||∞ and defined by
||f ||∞ = sup
x∈X
{|f(x)|}
for each continuous map f : X → C. For a continuous function f ∈ Cc(X), denote
the open support of f by osupp f = {x ∈ X
∣∣ f(x) 6= 0} and the support of f by
supp f = osuppf.
For C∗-algebras A and B, A is isomorphic to B will be written A ∼= B; for
example, we use C(Td)⊗MN (C) ∼= MN(C(T
d)). Moreover, A⊕n denotes the n-fold
direct sum A⊕· · ·⊕A. Given a group Γ and a ring R, a normal subgroup, N , of Γ is
denoted N ✁Γ and an ideal, I, of R is denoted I✁R. Note if R is a C∗-algebra then
the term ideal denotes a closed two-sided ideal. Furthermore, End(Γ) (End(R)) and
Aut(Γ) (Aut(R)) denotes the set of endomorphisms of Γ (R) and automorphisms of
Γ (R), respectively. For a map γ : Γ → Aut(A), the fixed point set is denoted Aγ
and defined by
Aγ = {a ∈ A
∣∣ γ(g)(a) = a for each g ∈ Γ}.
Let α ∈ C(X) then α# ∈ End(C(X)) denotes the endomorphism of C(X) defined
by
α#(f) = f ◦ α for each f ∈ C(X).
Let S be a set and define the Kronecker delta function δ : S × S → {0, 1} by
δrs := δ(s, r) =
{
0 if s 6= r
1 if s = r
.
The set of n by n matrices with coefficients in a set R will be denoted Mn(R) and
for any F ∈ Mn(R), the transpose of F is denoted F
T . Given a function σ : R→ S,
we may create an augmented function σn : Mn(R)→Mn(S) via
σn((ri,j)
n
i,j=1) = (σ(ri,j))
n
i,j=1
for each (ri,j)
n
i,j=1 ∈ Mn(R). Given vectors v = (v1, ..., vn) of length n and w =
(w1, ..., wm) of lengthm, denote (v, w) to be the vector (v, w) = (v1, ..., vn, w1, ..., wm)
of length n +m.
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2. Preliminairies
2.1. Hilbert C∗-modules. We begin by defining Hilbert C∗-modules. Further de-
tails and references can be found in [48, 63].
Definition 2.1. [48] If A is a C∗-algebra, then a (right) Hilbert A-module is a
Banach space EA together with a right action of A on EA and an A-valued inner
product 〈·, ·〉A satisfying
(1) 〈ξ, ηa〉A = 〈ξ, η〉Aa
(2) 〈ξ, η〉A = 〈η, ξ〉
∗
A
(3) 〈ξ, ξ〉 ≥ 0 and ||ξ|| = ||〈ξ, ξ〉
1/2
A ||A
for all ξ, η ∈ EA and a ∈ A (if the context is clear, we denote EA simply by E).
For Hilbert A-modules E and F , call a function T : E → F adjointable if there
is a function T ∗ : F → E such that 〈T (ξ), η〉A = 〈ξ, T
∗(η)〉A for all ξ ∈ E and
η ∈ F . Let L(E ,F) denote the set of adjointable (A-linear) operators from E to F .
If E = F , then L(E) := L(E , E) is a C∗-algebra (see [48].) Let K(E ,F) denote the
closed two-sided ideal of compact operators given by
K(E ,F) := span{θE,Fξ,η
∣∣ ξ ∈ E , η ∈ F}
where
θE,Fξ,η (ζ) = ξ〈η, ζ〉A for each ζ ∈ E .
Similarly, K(E) := K(E , E) and θEξ,η (or θξ,η if understood) denotes θ
E,E
ξ,η . For Hilbert
A-module E , the linear span of {〈ξ, η〉
∣∣ ξ, η ∈ E}, denoted 〈E , E〉, once closed is a
two-sided ideal of A. Note that E〈E , E〉 is dense in E ([48]). The Hilbert module E
is called full if 〈E , E〉 is dense in A. The Hilbert module AA refers to the Hilbert
module A over itself, where 〈a, b〉 = a∗b for all a, b ∈ A.
An algebraic generating set for E is a subset {ui}i∈I ⊂ E for some indexing set I
such that E equals the linear span of {ui · a
∣∣ i ∈ I, a ∈ A}.
Definition 2.2. [37] A subset {ui}i∈I ⊂ E is called a basis provided the following
reconstruction formula holds for all ξ ∈ E :
ξ =
∑
i∈I
ui · 〈ui, ξ〉 (in E , || · ||.)
If 〈ui, uj〉 = δ
j
i as well, call {ui}i∈I an orthonormal basis of E .
Remark 2.3. The preceding definition is in accordance with the finite version in
[37], but many other versions exist such as in [24] where {ui}
n
i=1 is called a finite
Parseval frame, or in [68] where this is taken as the definition for finitely generated.
There has been substantial work done on similar frames (see [32]).
The following notions of C∗-correspondence and morphism may be found in [56,
9, 10, 11, 24, 25, 26, 39]
Definition 2.4. [10, 11] If A andB are C∗-algebras, then anA−B C∗-correspondence
E is a right Hilbert B-module EB together with a left action of A on E given by a
∗-homomorphism φA : A → L(E), a · ξ = φA(a)ξ for a ∈ A and ξ ∈ E . We may
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occasionally write, AEB to denote an A − B C
∗-correspondence and φ instead of
φA. Furthermore, if A1EB1 and A2FB2 are C
∗-correspondences, then a morphism
(pi1, T, pi2) : E → F consists of ∗-homomorphisms pii : Ai → Bi and a linear map
T : E → F satisfying
(i) pi2(〈ξ, η〉A2) = 〈T (ξ), T (η)〉B2
(ii) T (φA1(a1)ξ) = φB1(pi1(a1))T (ξ)
(iii) T (ξ)pi2(a2) = T (ξa2)
for all ξ, η ∈ E and ai ∈ Ai.
Notation 2.5. When A = B, we refer to AEA as a C
∗-correspondence over A. For
E a C∗-correspondence over A and F a C∗-correspondence over B, a morphism
(pi, T, pi) : E → F will be denoted by (T, pi).
Definition 2.6. [56] If F is the Hilbert module CCC where C is a C
∗-algebra with
the inner product 〈x, y〉B = x
∗y then call a morphism (T, pi) : AEB → C of Hilbert
modules a representation of AEB into C.
Remark 2.7. Note that a representation of AEB need only satisfying (i) and (ii)
of definition 2.4 as it was unnecessary to require (iii). For a proof, see [52, Remark
2.7].
A morphism of Hilbert modules (T, pi) : E → F yields a ∗-homomorphism ΨT :
K(E)→ K(F) by
ΨT (θ
E
ξ,η) = θ
F
T (ξ),T (η)
for ξ, η ∈ E and if (S, σ) : D → E , and (T, pi) : E → F are morphisms of Hilbert
modules then ΨT ◦ ΨS = ΨT◦S. In the case where F = B a C
∗-algebra, we may
first identify K(B) as B, and a representation (T, pi) of E in a C∗-algebra B yields
a ∗-homomorphism ΨT : K(E)→ B given by
ΨT (θξ,η) = T (ξ)T (η)
∗.
Definition 2.8. [56] For a C∗-correspondence E over A, denote the ideal φ−1(K(E))
of A by J(E), and let JE = J(E)∩ (ker φ)
⊥ where (ker φ)⊥ is the ideal {a ∈ A
∣∣ ab =
0 for all b ∈ ker φ} . If AEA and BFB are C
∗-correspondences over A and B re-
spectively and K ✁ J(E), a morphism (T, pi) : E → F is called coisometric on K
if
ΨT (φA(a)) = φB(pi(a))
for all a ∈ K, or just coisometric, if K = J(E).
Notation 2.9. We denote C∗(T, pi) to be the C∗-algebra generated by T (E) and
pi(A) where (T, pi) : E → B is a representation of AEA in a C
∗-algebra B. Further-
more, if ρ : B → C is a ∗-homomorphism of C∗-algebras, then ρ ◦ (T, pi) denotes the
representation (ρ ◦ T, ρ ◦ pi) of E .
Definition 2.10. [56] A morphism (TE , piE) coisometric on an ideal K is said to be
universal if whenever (T, pi) : E → B is a representation coisometric on K, there
exists a ∗-homomorphism ρ : C∗(TE , piE) → B with (T, pi) = ρ ◦ (TE , piE). The
universal C∗-algebra C∗(TE , piE) is called the relative Cuntz-Pimsner algebra of E
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determined by the ideal K and denoted by O(K, E). If K = 0, then O(K, E) is
denoted by T (E) and called the universal Toeplitz C∗-algebra for E . We denote
O(JE , E) by OE .
2.2. Topological Quivers.
Definition 2.11. [56] A topological quiver (or topological directed graph) Q =
(X,E, Y, r, s, λ) is a diagram
EX Y..........................................
s
......................................
.
.
.
.
r
where X,E, and Y are second countable locally compact Hausdorff spaces, r and
s are continuous maps with r open, along with a family λ = {λy|y ∈ Y } of Radon
measures on E satisfying
(1) supp λy = r
−1(y) for all y ∈ Y , and
(2) y 7→ λy(f) =
∫
E
f(α)dλy(α) ∈ Cc(Y ) for f ∈ Cc(E).
Remark 2.12. If X = Y then write Q = (X,E, r, s, λ) in lieu of (X,E,X, r, s, λ).
Remark 2.13. The author provides a broad history and a series of examples of
topological quivers in [51, 52].
Given a topological quiver Q = (X,E, Y, r, s, λ), one may associate a correspon-
dence EQ of the C
∗-algebra C0(X) to the C
∗-algebra C0(Y ). Define left and right
actions
(a · ξ · b)(e) = a(s(e))ξ(e)b(r(e))
by C0(X) and C0(Y ) respectively on Cc(E). Furthermore, define the Cc(Y )-valued
inner product
〈ξ, η〉(y) =
∫
r−1(y)
ξ(α)η(α)dλy(α)
for ξ, η ∈ Cc(E), y ∈ Y, and let EQ be the completion of Cc(E) with respect to the
norm
||ξ|| = ||〈ξ, ξ〉1/2||∞ = ||λy(|ξ|
2)||1/2∞ .
Definition 2.14. Given topological quiver Q over a space X , define the C∗-algebra,
C∗(Q) associated with Q to be the Cuntz-Pimnser C∗-algebra OEQ of the correspon-
dence EQ over A = C0(X).
2.3. Topological Group Quivers.
Definition 2.15. Let Γ be a (second countable) locally compact group and let
α, β ∈ End(Γ) be continuous. Define the closed subgroup, Ωα,β(Γ), of Γ× Γ,
Ωα,β(Γ) = {(x, y) ∈ Γ× Γ
∣∣α(y) = β(x)}
and let Qα,β(Γ) = (Γ,Ωα,β(Γ), r, s, λ) where r and s are the group homomorphisms
defined by
r(x, y) = x and s(x, y) = y
for each (x, y) ∈ Ωα,β(Γ) and λx for x ∈ Γ is the measure on
r−1(x) = {x} × α−1(β(x))
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defined by
λx(B) = µ(y
−1s(B ∩ r−1(x)) ∩ kerα) (for any y ∈ α−1(β(x)))
for each measurable B ⊆ Ωα,β(Γ) where µ is a left Haar measure (normalized if
possible) on r−1(1Γ) = {1} × kerα (a closed normal subgroup of Γ × Γ; hence, a
locally compact group). Note if r−1(x) = ∅ then α−1(β(x)) = ∅ and so λx = 0. This
measure is well-defined,
supp λx = {x} × y kerα = {x} × α
−1(β(x)) = r−1(x)
and y 7→ λy(f) is a continuous compactly supported function (cf. [52, Definition
3.1].
CallQα,β(Γ) a topological group relation. Define Eα,β(Γ) to be the C0(Γ)-correspondence
EQα,β(Γ) and form the Cuntz-Pimsner algebra
Oα,β(Γ) := C
∗(Qα,β(Γ)) = O(JEα,β(Γ), Eα,β(Γ))
and the Toeplitz-Pimsner algebra
Tα,β(Γ) := T (Qα,β(Γ)).
Remark 2.16. It will be implicitly assumed that Γ is second countable. Further-
more, since Γ is locally compact Hausdorff, r−1(x) is closed and locally compact.
Moreover, whenever r is a local homeomorphism, r−1(x) is discrete and hence, λx is
counting measure (normalized when | kerα| <∞.)
Example 2.17 ([52]). For the compact abelian group Td, note End(Td) ∼= Md(Z)
([67]); that is, an element σ ∈ End(Td) is of the form σF for some F ∈Md(Z) where
σF (e
2piit) = e2piiF t
for each t ∈ Zd. To simplify notation, use F and G in place of σF and σG whenever
convenient. For instance,
QF,G(T
d) := QσF ,σG(T
d)
and the C∗-correspondence
EF,G(T
d) := EσF ,σG(T
d)
where F,G ∈ Md(Z). We will consider the cases when these maps are surjective;
that is, detF and detG are non-zero.
Let F,G ∈ Md(Z) where detF, detG 6= 0. Then | ker σF | = | detF | and so, the
C(Td)-valued inner product becomes
〈ξ, η〉(x) =
1
| detF |
∑
σF (y)=σG(x)
ξ(x, y)η(x, y)
for ξ, η ∈ EF,G(T
d) and x ∈ Td. This is a finite sum since the number of solutions,
y, to σF (y) = σG(x) given any x ∈ T
d is | detF | <∞.
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Remark 2.18. The left action, φ, is defined by
φ(a)ξ(x, y) = a(y)ξ(x, y)
for a ∈ C(Td), ξ ∈ C(ΩF,G(T
d)) and (x, y) ∈ ΩF,G(T
d). Note: φ is injective. To see
this claim, let a ∈ C(Td) and assume φ(a)ξ = 0 for each ξ ∈ C(ΩF,G(T
d)). Then
a(y)ξ(x, y) = 0 for each (x, y) ∈ ΩF,G(T
d) and ξ ∈ C(ΩF,G(T
d)). Since s(ΩF,G(T
d)) =
{y ∈ Td
∣∣ (x, y) ∈ ΩF,G(Td)} = Td by the surjectivity of σF , a = 0.
Remark 2.19. It was shown in [52] that one may assume the matrix F is positive
diagonal.
Let F = Diag(a1, ..., ad) ∈ Md(Z), G = (bjk)
d
j,k=1 ∈ Md(Z) where aj > 0 for each
j = 1, ..., d, detG 6= 0 and let Gj denote the j-th row of G, (bjk)
d
k=1. Further, let
N = detF =
∏d
j=1 aj > 0 and let
I(F ) = {ν = (νj)
d
j=1 ∈ Z
d
∣∣ 0 ≤ νj ≤ aj − 1}.
The C(Td)-valued inner product becomes
〈ξ, η〉(x) =
1
N
∑
σF (y)=σG(x)
ξ(x, y)η(x, y)
for all ξ, η ∈ C(ΩF,G(T
d)) and x ∈ Td.
Given ν ∈ I(F ), define uν ∈ C(ΩF,G(T
d)) by
uν(x, y) = y
ν =
d∏
j=1
yνj
for (x, y) ∈ ΩF,G(T
d). It was shown in [52] that {uν}ν∈I(F ) is a basis for EF,G(T
d)
and also the following:
Theorem 2.20. [52, Theorem 3.23] Let F = Diag(a1, ..., ad), G ∈ Md(Z) where
detF, detG 6= 0 and let Gj be the j-th row vector of G. Further, let I(F ) denote
the set {ν = (νj)
d
j=1 ∈ Z
d
∣∣ 0 ≤ νj ≤ aj − 1}. Then OF,G(Td) is the universal C∗-
algebra generated by isometries {Sν}ν∈I(F ) and (full spectrum) commuting unitaries
{Uj}
d
j=1 that satisfy the relations
(1) S∗νSν′ = 〈uν, uν′〉 = δ
ν′
ν ,
(2) UνS = Sν for all ν ∈ I(F ),
(3) U
aj
j S = SU
Gj , for all j = 1, ..., d and
(4) 1 =
∑
ν∈I(F ) SνS
∗
ν =
∑
ν∈I(F ) U
νSS∗U−ν
where Uν denotes
∏d
j=1 U
νj
j . Furthermore, Tα,β(Γ) is the universal C
∗-algebra gener-
ated by isometries {Sν}ν∈I(F ) and commuting unitaries {Uj}
d
j=1 that satisfy relations
(1)-(3)
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3. Six Term Exact Sequence for Oα,β(Γ)
In this section, we follow and extend the approach of [24] to create a six term
exact sequence. Let Γ be a compact group with α, β ∈ End(Γ). Suppose the left
action for the correspondence, φ, is injective where φ is defined by
φ(a)ξ(x, y) = a(y)ξ(x, y)
for a ∈ C(Γ), ξ ∈ C(Ωα,β(Γ)) and (x, y) ∈ Ωα,β(Γ). Furthermore, we shall assume
the existence of an orthonormal basis (see Defintion 2.2) {ui}
N−1
i=0 for Eα,β(Γ).
In order to construct our exact sequence for K∗(Oα,β(Γ)), note the short exact
sequence
0 ker q Tα,β(Γ) Oα,β(Γ) 0,....................................
ι
..................................
.
.
.
.
q
....................................
.
.
.
.
.................................
.
.
.
.
where q : Tα,β(Γ)→ Oα,β(Γ) is the canonical quotient map and ι : ker q → Tα,β(Γ) is
the inclusion homomorphism, induces the six-term exact sequence of K-groups (see
[65])
(3.1)
K0(ker q) K0(Tα,β(Γ)) K0(Oα,β(Γ))
K1(Oα,β(Γ)) K1(Tα,β(Γ)) K1(ker q)
...................................................
.
.
.
.
ι∗
..........................................
.
.
.
.
q∗
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
δ0
...................................................
.
.
.
. ι∗
..........................................
.
.
.
. q∗
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
δ1
Let (T, p˜i) denote the universal Toeplitz representation on Eα,β(Γ); that is, pi = q◦p˜i
is the morphism C(Γ) → Oα,β(Γ). As shown in [60, Theorem 4.4], the homomor-
phism p˜i : C(Γ) → Tα,β(Γ) induces an isomorphism of Ki(C(Γ)) onto Ki(Tα,β(Γ)).
Thus we may replace Ki(Tα,β(Γ)) with Ki(C(Γ)) provided we can identify the re-
sulting maps. We intend to show that (3.1) induces the six-term exact sequence
(3.2)
K0(C(Γ)) K0(C(Γ)) K0(Oα,β(Γ))
K1(Oα,β(Γ)) K1(C(Γ)) K1(C(Γ))
..........................................................
.
.
.
.
1− Ω∗
.................................................
.
.
.
.
pi∗
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..........................................................
.
.
.
.
1− Ω∗
.................................................
.
.
.
. pi∗
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
for pi = q ◦ p˜i : C(Γ) → Oα,β(Γ) and an appropriately chosen homomorphism Ω :
C(Γ)→MN(C(Γ)).
Lemma 3.1. Define Ω : C(Γ) → MN (C(Γ)) by Ω(a) = (〈ui, a · uj〉)
N−1
i,j=0. Then
Ω is a unital homomorphism and Ω(α#(a)) is the diagonal matrix β#(a)1N for all
a ∈ C(Γ).
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Proof. Let a, b ∈ C(Γ). Then the (i, j)-entry of Ω(a)Ω(b) is
(Ω(a)Ω(b))i,j =
N−1∑
k=0
〈ui, a · uk〉〈uk, b · uj〉
= 〈ui, a · (
∑
k
uk · 〈uk, b · uj〉)〉
= 〈ui, a · (b · uj)〉
= Ω(ab)i,j .
Furthermore, for a∗ denoting the map a∗(x) = a(x) for x ∈ Γ,
Ω(a∗) = (〈ui, a
∗ · uj〉)i,j = (〈a · ui, uj〉)i,j = (〈uj, a · ui〉
∗)i,j = Ω(a)
∗
and
Ω(1) = (〈ui, uj〉)i,j = (δ
j
i )i,j = 1N .
Finally, let x ∈ Γ. Then
Ω(α#(a))i,j(x) = 〈ui, α
#(a) · uj〉(x)
=
∫
r−1(x)
ui(e)a(α(s(e)))uj(e) dλx(e)
=
∫
r−1(x)
ui(e)a(β(x))uj(e) dλx(e)
= a(β(x))
∫
r−1(x)
ui(e)uj(e) dλx(e)
= a(β(x))〈ui, uj〉(x)
= δji β
#(a)(x);
hence, Ω(α#(a)) = β#(a)1N .

In order to describe ker q, use the notation E⊗k := Eα,β(Γ)
⊗k for the k-fold internal
tensor product of C∗-correspondences ([48]) Eα,β(Γ)⊗ · · ·⊗ Eα,β(Γ), which is itself a
C∗-correspondence over A = C(Γ). For the universal covariant representation (T, p˜i) :
Eα,β(Γ) → Tα,β(Γ) (that is, q(Tj) is the isometry Sj with T (uj) = Tj ,) there is, in
fact, a Toeplitz representation (T⊗k, p˜i) of Tα,β(Γ) such that T
⊗k(ξ) =
∏k
i=1 T (ξi)
for all elementary tensors ξ = ξ1 ⊗ · · · ⊗ ξk where ξi ∈ Eα,β(Γ) (see [27, Proposition
1.8] where the term “Hilbert bimodule” is used instead of C∗-correspondence.) Note
Eα,β(Γ)
⊗0 := C(Γ) and T⊗0 := p˜i. By [27, Lemma 2.4],
Tα,β(Γ) = span{T
⊗k(ξ)T⊗k
′
(η)∗
∣∣ k, k′ ≥ 0, ξ ∈ E⊗k, η ∈ E⊗k′}.
Next, let p =
∑N−1
j=0 TjT
∗
j . The proceeding lemmas and propositions are essentially
those found in [24, Lemma 3.2, Lemma 3.3 & Proposition 3.4] with some changes.
Lemma 3.2. With the preceding notation:
(1) p is a projection which commutes with p˜i(a) for all a ∈ C(Γ)
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(2) 1− p is a full projection in ker q
(3) (1− p)T⊗k(ξ) = 0 for all ξ ∈ E⊗k and k ≥ 1
(4) ker q = span{T⊗k(ξ)(1− p)T⊗k
′
(η)∗
∣∣ k, k′ ≥ 0, ξ ∈ E⊗k, η ∈ E⊗k′}
Proof. (1) Recall that T ∗i Tj = p˜i(〈ui, uj〉) = δ
j
i . Thus, p
2 = p and p∗ = p. Further-
more,
pp˜i(a)p =
N−1∑
j,k=1
TjT
∗
j p˜i(a)TkT
∗
k =
N−1∑
j,k=0
Tjp˜i(〈uj, a · uk〉)T
∗
k
=
N−1∑
j,k=0
T (uj〈uj, a · uk〉)T
∗
k =
N−1∑
k=0
T (
N−1∑
j=0
uj〈uj, a · uk〉)T
∗
k
=
N−1∑
k=0
T (a · uk)T
∗
k = p˜i(a)p
and so,
pp˜i(a) = (p˜i(a)∗p)∗ = (pp˜i(a)∗p)∗ = pp˜i(a)p = p˜i(a)p.
(2) Recall φ(a) =
∑N−1
j=0 θa·uj ,uj , so
ΨT (φ(a)) =
N−1∑
j=0
T (a · uj)T (uj)
∗ = p˜i(a)p
and
q(1− p) = q(p˜i(1)− p˜i(1)p) = q(p˜i(1)−ΨT (φ(1))) = 0.
Hence, 1− p = p˜i(1)− p˜i(1)p ∈ ker q and since ker q is the ideal in Tα,β(Γ) generated
by {p˜i(a) − ΨT (φ(a))
∣∣ a ∈ C(Γ)} and 1 − p ∈ ker q, ker q is the ideal generated by
{p˜i(a)(1− p)
∣∣ a ∈ C(Γ)}. Hence 1− p is full.
(3) Let ξ ∈ Eα,β(Γ) then
pT (ξ) =
N−1∑
j=0
T (uj)T (uj)
∗T (ξ) =
N−1∑
j=0
T (uj〈uj, ξ〉) = T (ξ).
Thus, (1− p)T (ξ) = 0. Now for k > 1, let ξ = ξ1 ⊗ ...⊗ ξk. Then
(1− p)T⊗k(ξ) = (1− p)
k∏
j=0
T (ξj) = 0
and hence, by linearity and continuity, (3) has been proven.
(4) Since ker q = Tα,β(Γ)(1−p)Tα,β(Γ), the description of Tα,β(Γ) preceding Lemma
3.2 paired with (3) gives the desired result.

Lemma 3.3. There exists a homomorphism ρ : C(Γ) → ker q ⊂ Tα,β(Γ) such that
ρ(a) = p˜i(a)(1− p) and ρ is an isomorphism of C(Γ) onto the full corner C∗-algebra
C
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(1− p)ker q(1− p).
Proof. By the previous lemma,
(1− p)p˜i(a)(1− p) = p˜i(a)(1− p) ∈ ker q.
Thus, ρ(a) = p˜i(a)(1− p) defines a homomorphism ρ : C(Γ)→ (1− p) ker q(1− p) ⊂
ker q. Using the previous lemma,
(1− p) ker q(1− p) = span{(1− p)T⊗k(ξ)(1− p)T⊗k
′
(η)∗(1− p)
∣∣ k, k′ ≥ 0, ξ ∈ E⊗k, η ∈ E⊗k′}
= span{(1− p)p˜i(a)(1− p)p˜i(b)∗(1− p)
∣∣ a, b ∈ C(Γ)}
= span{p˜i(a)(1− p)
∣∣ a ∈ C(Γ)} = ran ρ.
Hence, ρ is surjective.
In order to show the injectivity of ρ, choose a faithful representation pi0 : C(Γ)→
B(H) and consider the Fock representation (TF , piF ) of Eα,β(Γ) induced from pi0 as
described in [27, Example 1.4]. The underlying space of this Fock representation
is F (Eα,β(Γ)) ⊗A H := ⊕k≥0(E
⊗k ⊗A H) where A = C(Γ) acts diagonally on the
left and Eα,β(Γ) acts by creation operators. Then TF (ξ)
∗ is an annihilation operator
vanishing on the subspace A⊗A H of F (Eα,β(Γ))⊗A H. Now, for a ∈ A,
0 = (TF × piF )(ρ(a)) = (TF × piF )(p˜i(a)(1− p) = piF (a)(1−
N−1∑
j=0
TF (uj)TF (uj)
∗).
Since TF (uj)
∗ vanishes on A⊗A H , we have that ρ(a) = 0 implies
piF (a)(1−
N−1∑
j=0
TF (uj)TF (uj)
∗)(1⊗A h) = 0
for all h ∈ H and so, piF (a)(1 ⊗A h) = 0 for all h ∈ H. Thus, a ⊗A h = 0 for all
h ∈ H and hence, pi0(a)h = 0 for all h ∈ H which implies a = 0 since pi0 is faithful.
Hence, ρ is injective.

Lemma 3.4. [24, Lemma 3.5] Suppose that A is a C∗-algebra, r ≥ 1 and N ≥ 2
are integers, and
{bj,s;k,t
∣∣ 0 ≤ j, k < N and 0 ≤ s, t < r}
is a subset of A. For m,n satisfying 0 ≤ m,n < rN − 1, define
cm,n = bj,s;k,t where m = sN + j and n = lN + k, and
dm,n = bj,s;k,t where m = jr + s and n = kr + t.
Then there is a scalar unitary permutation matrix U such that the matrices C :=
(cm,n)m,n and Dm,n := (dm,n)m,n are related by C = UDU
∗.
The following is standard (and also appears in [24]):
Lemma 3.5. Suppose that S is an isometry in a unital C∗-algebra A. Then
U :=
(
S 1− SS∗
0 S∗
)
is a unitary element of M2(A) and its class in K1(A) is the identity.
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Proposition 3.6. Let (T, p˜i) denote the universal Toeplitz representation on Eα,β(Γ)
and let {uj}
N−1
j=0 be an orthonormal basis of Eα,β(Γ). Further, let p =
∑N−1
j=0 TjT
∗
j
where Tj = T (uj). Then, with the maps Ω : C(Γ) → MN (C(Γ)) and ρ : C(Γ) →
ker q ⊂ Tα,β(Γ) defined by
Ω(a) = (〈ui, a · uj〉)
N−1
i,j=0
and
ρ(a) = p˜i(a)(1− p)
as in Lemmas 3.1 and 3.3, the following two diagrams (i = 0, 1) commute:
(3.3)
Ki(C(Γ)) Ki(C(Γ))
Ki(ker q) Ki(Tα,β(Γ))
..........................................................
.
.
.
.
1− Ω∗
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
p˜i∗
.....................................................
.
.
.
.
ι∗
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
ρ∗
Proof. First, let i = 0. Let z = (zs,t) ∈ Mr(C(Γ)) be a projection and let p˜ir denote
the augmentation map, p˜i ⊗ idr, of p˜i on Mr(C(Γ)). Then
ρ∗([z]) = [(ρ(zs,t))s,t] = [(p˜i(zs,t)(1− p))s,t] = [p˜ir(z)]− [p˜ir(z)(p1r)]
and
p˜i∗ ◦ (1− Ω∗)([z]) = [p˜ir(z)]− p˜i∗ ◦ Ω∗([z]).
Hence, it suffices to show that
p˜i∗ ◦ Ω∗([z]) = [p˜ir(z)(p1r)].
Note that
Ω∗([z]) = [(Ω(zs,t))s,t] = [((〈uj, zs,t · uk〉)j,k)s,t],
so
p˜i∗ ◦ Ω∗([z]) = [((p˜i(〈uj, zs,t · uk〉))j,k)s,t] = [p˜irN ◦ Ωr(z)].
Set bj,s;k,t = p˜i(〈uj, zs,t · uk〉) and C = (cm,n)m,n = p˜irN(Ωr(z)) as in Lemma 3.4.
Let
T =


T01r T11r ... TN−11r
0 0 ... 0
...
... ...
...
0 0 ... 0

 ∈MN (Mr(Oα,β(Γ))).
Then TT ∗ = p1r ⊕ 0r(N1) and since p˜ir(z) is a projection which commutes with p1r,
(p˜ir(z)⊕ 0r(N−1))T
is a partial isometry which implements a Murray-von Neumann equivalence between
T ∗(p˜ir(z)⊕ 0r(N−1))T
and
(p˜ir(z)⊕ 0r(N−1))TT
∗(p˜ir(z)⊕ 0r(N−1)) = p˜ir(z)(p1r)⊕ 0r(N−1);
thus,
[p˜ir(z)(p1r)] = [T
∗(p˜ir(z)⊕ 0r(N−1))T ].
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Furthermore,
T ∗(p˜ir(z)⊕ 0r(N−1))T = T
∗

p˜ir(z)T0 ... p˜ir(z)TN−10 ... 0
... ...
...

 = (T ∗j p˜ir(z)Tk)j,k
so the (j, k) entry is (p˜i(〈uj, zs,t · uk〉))s,t. Recall bj,s;k,t = p˜i(〈uj, zs,t · uk〉) and so
T ∗(p˜ir(z)⊕0r(N−1))T = D = (dm,n)m,n as in Lemma 3.4. Thus, by Lemma 3.4, there
exists a unitary U such that C = U∗DU which gives us
[p˜ir(z)(p1r)] = [D] = [C] = [p˜irN ◦ ΩR(z)]
as desired.
For the case i = 1, let u ∈ Mr(C(Γ)) be a unitary. Note ρ∗ : K1(C(Γ)) →
K1(ker q) is the composition of a unital isomorphism of C(Γ) onto (1−p) ker q(1−p)
with the inclusion of (1−p) ker q(1−p) as a full corner in the non-unital algebra ker q;
that is, [u] 7→ [ρr(u)] = [p˜ir(u)((1−p)1r)] 7→ [p˜ir(u)((1−p)1r)+p1r] ∈ K1((ker q)
+) =
K1(ker q). Furthermore,
p˜i∗ ◦ Ω∗([u]) = [p˜ir(u)]− [p˜irN ◦ Ωr(u)]
and hence, we need only show
[(p˜ir(u)((1− p)1r) + p1r)⊕ 1r(N−1)] = [p˜ir(u)⊕ 1r(N−1)]− [p˜irN ◦ Ωr(u)]
in K1(Tα,β(G)).
We take a brief moment to make an aside: If C ∈ M2rN (Tα,β(Γ)) is invertible
with K1-class the identity 1 then the K1-class is unchanged by pre- and post-
multiplication by C. In particular, when C is equal to:
(1) (Lemma 3.5) a unitary of the form(
S 1− SS∗
0 S∗
)
where S is an isometry
(2) an upper- or lower-triangular matrix of the form(
1 A
0 1
)
or
(
1 0
A 1
)
(which are connected to 1 via t 7→
(
1 tA
0 1
)
and likewise for the transpose)
(3) any constant invertible matrix in GL2rN (C) (because GL2rN(C) is path con-
nected); this implies that row and column operations may be used without
changing the K1-class.
Recall: T =


T01r T11r ... TN−11r
0 0 ... 0
...
... ...
...
0 0 ... 0

 .
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With this in mind, calculate
[(p˜ir(u)((1− p)1r) + p1r)⊕ 1r(N−1)]
=
[(
(p˜ir(u)((1− p)1r) + p1r)⊕ 1r(N−1) 0rN
0rN 1rN
)][(
T 1rN − TT
∗
0rN T
∗
)]
=
[(
(p˜ir(u)((1− p)1r) + p1r)⊕ 1r(N−1) 0rN
0rN 1rN
)][(
T (1− p)1r ⊕ 1r(N−1)
0rN T
∗
)]
=
[(
((p˜ir(u)(1− p)1r) + p1r)⊕ 1r(N−1))T p˜i(u)((1− p)1r)⊕ 1r(N−1)
0rN T
∗
)]
and recall (1− p)Ti = 0 by Lemma 3.2(3), hence (1− p)1rT = 0 and
[(p˜ir(u)((1− p)1r) + p1r)⊕ 1r(N−1)]
=
[(
T p˜ir(u)((1− p)1r)⊕ 1r(N−1)
0rN T
∗
)]
=
[(
T p˜ir(u)((1− p)1r)⊕ 1r(N−1)
0rN T
∗
)][(
1rN T
∗(p˜ir(u)⊕ 1r(N−1))
0rN 1rN
)]
=
[(
T p˜ir(u)⊕ 1r(N−1)
0rN T
∗
)]
since TT ∗ = p1r⊕0r(N−1) and (p1r)p˜ir(u) = p˜ir(u)(p1r). Using elementary operations,
compute
[(p˜ir(u)((1− p)1r) + p1r)⊕ 1r(N−1)]
=
[(
p˜ir(u)⊕ 1r(N−1) T
T ∗ 0rN
)]
=
[(
p˜ir(u)⊕ 1r(N−1) T
T ∗ 0rN
)][(
1rN −(p˜ir(u∗)⊕ 1r(N−1))T
0rN 1rN
)]
=
[(
p˜ir(u)⊕ 1r(N−1) 0rN
T ∗ −T ∗(p˜ir(u
∗)⊕ 1r(N−1))T
)]
=
[(
1rN 0rN
−T ∗(p˜ir(u
∗)⊕ 1r(N−1)) 1rN
)][(
p˜ir(u)⊕ 1r(N−1) 0rN
T ∗ −T ∗(p˜ir(u
∗)⊕ 1r(N−1))T
)]
=
[(
p˜ir(u)⊕ 1r(N−1) 0rN
0rN −T
∗(p˜ir(u
∗)⊕ 1r(N−1))T
)][(
1rN 0rN
0rN −1rN
)]
= [p˜ir(u)⊕ 1r(N−1)] + [T
∗(p˜ir(u
∗)⊕ 1r(N−1))T ].
Furthermore,
[T ∗(p˜ir(u
∗)⊕ 1r(N−1))T ] = [p˜irN(Ωr(u
−1))] = −[p˜irN (Ωr(u))].
Hence,
[(p˜ir(u)((1− p)1r) + p1r)⊕ 1r(N−1)] = [p˜ir(u)⊕ 1r(N−1)]− [p˜irN ◦ Ωr(u)]
as desired.

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Theorem 3.7. Let (S, pi) = q ◦ (T, p˜i) be the universal Cuntz-Pimsner covariant
representation of Eα,β(Γ) in Oα,β(Γ). Then the following diagram is exact:
(3.4)
K0(C(Γ)) K0(C(Γ)) K0(Oα,β(Γ))
K1(Oα,β(Γ)) K1(C(Γ)) K1(C(Γ))
..........................................................
.
.
.
.
1− Ω∗
.................................................
.
.
.
.
pi∗
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
ρ−1∗ ◦ δ1
..........................................................
.
.
.
.
1− Ω∗
.................................................
.
.
.
. pi∗
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
ρ−1∗ ◦ δ0
Proof. Note ρ : C(Γ) → ker q is an isomorphism onto a full corner, implying ρ∗ is
an isomorphism. Further note p˜i∗ : Ki(C(Γ))→ Ki(Tα,β(Γ)) is an isomorphism (see
comments prior to Lemma 3.1). Then (3.1) and the previous proposition give the
stated result.

4. K-groups of OF,G(Γ)
In this section, the approach of [24] is made easier and extended. For this section,
let α, β ∈ End(C(Td)) defined by α = σ#F and β = σ
#
G where F = Diag(a1, ..., ad) ∈
Md(Z)
+ and G ∈ Md(Z) such that detF > 0 and detG 6= 0. We know there exists
an orthonormal basis for EF,G(T
d), {uj
∣∣ 0 ≤ j ≤ N −1}; this is the basis {uν}ν∈I(F ),
described in Section 3.3, reindexed by 0, 1, ..., N − 1. Let Uj be the unitary defined
by Uj(x) = xj for x = (xi)
d
i=1 ∈ T
d for j ∈ {1, ..., d}. Further, let
Ik = {J ⊂ {1, ..., d}
∣∣ |J | = k, J = {j1 < ... < jk}}
and J ′ = {1, ..., d} \ J in increasing order. Define
Ek =


{[1]0} if k = 0
{[UJ ]0 = [Uj1 ]0 ∧ ... ∧ [Ujk ]0
∣∣J ∈ Ik} if k > 0 is even
{[UJ ]1 = [Uj1 ]1 ∧ ... ∧ [Ujk ]1
∣∣J ∈ Ik} if k > 0 is odd
If it is understood, the notation [·] will be used in lieu of [·]i.
It is well known (see [34] and [33, Example 3.11 and 3.15]) that
K0(C(T
d)) ∼=
∧
evens
Zd = Z2
d−1
with basis {Ek}k even and
K1(C(T
d)) ∼=
∧
odds
Zd = Z2
d−1
with basis {Ek}k odd. For subsets J and I of the same size, define FJ,I to be the
square submatrix of F whose entries belong to the rows in J and the columns in I.
With these identifications, the (K1-group) induced map α∗|∧1 Zd : span{[Uj]}
d
j=1 →
span{[Uj]}
d
j=1 is multiplication by F
T = F, and β∗|∧1 Zd : span{[Uj ]}
d
j=1 → span{[Uj ]}
d
j=1
is multiplication by GT , the transpose of G. We have
β∗([Uj ]) = [β(Uj)] = [U
Gj ] = [
∏
k
U
bjk
k ] =
∑
k
bjk[Uk].
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Do likewise to prove α∗|∧1 Zd is multiplication by F. One can also check that α∗ and
β∗ act on
∧0
Zd by
α∗[1] = [α(1)] = 1 = [β(1)] = β∗[1]
since α and β are group homomorphisms.
Lemma 4.1. For 1 ≤ k ≤ d, the matrix Ak representating α∗| :
∧k
Zd →
∧k
Zd
with respect to the basis Ek is the diagonal matrix Diag(aI)I∈Ik (aI =
∏
i∈I ai) and
matrix Bk representating β∗| :
∧k
Zd →
∧k
Zd is (detGJI)I,J∈Ik .
Proof. Begin by noting, Ak =
∧k F T and Bk = ∧k GT . Let [UI ] ∈ Ek with I =
{i1 < ... < ik}. Then
β∗([UI ]) = (
k∧
GT )[UI ] = (
k∧
GT )([Ui1 ] ∧ ... ∧ [Uik ])
= GT [Ui1 ] ∧ ... ∧G
T [Uik ]
=
d∑
m1,...,mk=1
bi1,m1...bik ,mk([Um1 ] ∧ ... ∧ [Umk ])
=
∑
[UJ ]∈Ek,J={m1,...,mk}
bi1,m1 ...bik ,mk [UJ ]
=
∑
[UJ ]∈Ek
∑
σ∈Sk
bi1,σ(j1)...bik ,σ(jk)([Uσ(j1)] ∧ ... ∧ [Uσ(jk)])
=
∑
[UJ ]∈Ek
∑
σ∈Sk
(−1)deg σbi1,σ(j1)...bik ,σ(jk)([Uj1] ∧ ... ∧ [Ujk ])
=
∑
[UJ ]∈Ek
detGI,J [UJ ]
where Sk denotes the symmetric group on k elements. The result for Ak follows by
specializing to the diagonal case.

Let Ak and Bk (for k = 0, ..., d) denote the matrices described in Lemma 4.1; that
is, A0 = B0 = 1, Ak = Diag(aI)I∈Ik and Bk = (detGJI)I,J∈Ik for k ∈ {1, ..., d}.
From Lemma 3.1, the map Ω(σ#F ) : C(T
d) → MN(C(T
d)) is the diagonal matrix
Ω(σ#F (a)) = σ
#
G (a)1N and so, for α = σ
#
F , β = σ
#
G and d = (ds,t) ∈Mr(C(T
d)),
Ω∗ ◦ α∗([d]) = [(Ω ◦ α)r(d)]
= [(Ω(α(ds,t))s,t]
= [(β(ds,t)1N)s,t]
= N [βr(d)]
= Nβ∗[d]
where Ωr, αr, βr denote the appropriate augmented maps on Mr(C(T
d)). Using the
previous lemma and the above equation, the matrix Ck representing Ω∗ on
∧k
Zd
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satisfies
CkAk = NBk
where it is expected that Ck is a matrix with integer entries for each k = 0, ..., d.
Recall Ak = Diag(aI)I∈Ik . Let I
′ = {1, ..., d} \ I ordered so that I = {i1 < ... <
ik}, I
′ = {ik+1 < ... < id}. Then set C0 = N = detF ∈ Z and
Ck = BkDiag(aI′)I∈Ik = (aJ ′ detGJI)I,J∈Ik
for k = 1, ..., d. Note that A0 = B0 = 1 by the calculations before Lemma 4.1.
Hence,
C0A0 = NB0
and
CkAk = BkDiag(aI′)I∈IkDiag(aI)I∈Ik
= BkDiag(aI∪I′)I∈Ik
= BkDiag(a1,...,d)I∈Ik
= BkDiag(N)I∈Ik = NBk
for k = 1, ..., d.
In order to calculate theK-theory of OF,G(T
d), one needs only to calculate ker(1−
Ck) and coker(1− Ck) for each k = 0, ..., d as the next theorem will demonstrate.
Theorem 4.2. Let F = Diag(a1, ..., ad), G ∈Md(Z) such that detG 6= 0 and aj ∈ N
for each j = 1, ..., d. With Ck defined as above and OF,G(T
d) defined as in Example
2.17,
(1) K0(OF,G(T
d)) =
( ⊕
0≤k≤d, even
coker(1− Ck)
)
⊕
( ⊕
0≤k≤d, odd
ker(1− Ck)
)
, and
(2) K1(OF,G(T
d)) =
( ⊕
0≤k≤d, odd
coker(1− Ck)
)
⊕
( ⊕
0≤k≤d, even
ker(1− Ck)
)
.
Proof. By 3.4 in Theorem 3.7,
K0(C(T
d) K0(C(T
d)) K0(OF,G(T
d))
K1(OF,G(T
d)) K1(C(T
d)) K1(C(T
d))
....................................................................................................................
.
.
.
.
⊕
0≤k≤d, even
1− Ck
.......................................................................................................
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.................................................................................................................
.
.
.
. ⊕
0≤k≤d, odd
1− Ck
.......................................................................................................
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
is exact, so there are two exact sequences
0
⊕
0≤k≤d, even
coker(1− Ck) K0(OF,G(T
d))
⊕
0≤k≤d, odd
ker(1− Ck) 0.............................. ...................................... ...............................................................
and
0
⊕
0≤k≤d, odd
coker(1− Ck) K1(OF,G(T
d))
⊕
0≤k≤d, even
ker(1− Ck) 0............................... ..................................... ...............................................................
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which split since
∧k
Zd and hence, ker(1− Ck) is free for each k. Thus,
K0(OF,G(T
d)) =
( ⊕
0≤k≤d, even
coker(1− Ck)
)
⊕
( ⊕
0≤k≤d, odd
ker(1− Ck)
)
and
K1(OF,G(T
d)) =
( ⊕
0≤k≤d, odd
coker(1− Ck)
)
⊕
( ⊕
0≤k≤d, even
ker(1− Ck)
)
.
Definition 4.3. A matrix Z ∈Md(Z) is called an integer dilation matrix provided
each eigenvalue λ of Z satisfies |λ| > 1.
Remark 4.4. The case where F is an integer dilation and G = 1d was computed
in [24, Theorem 4.9] where it was found that
K0(OF,1(T
d)) =
( ⊕
0≤k≤d, even
coker(1−Qk)
)
⊕
( ⊕
0≤k≤d, odd
ker(1−Qk)
)
and
K1(OF,1(T
d)) =
( ⊕
0≤k≤d, odd
coker(1−Qk)
)
⊕
( ⊕
0≤k≤d, even
ker(1−Qk)
)
for the matrix Qk satisfying the relation
Qk(detFJI)I,J∈Ik = N1(dk)
.
Recall the Smith normal form of F, F = UDV where U, V ∈Md(Z) are unimodular
matrices and D = Diag(aj)
d
j=1 ∈ Md(Z) is a positive diagonal matrix. Then by
properties of matrix minors,
(detFJI)I,J∈Ik = UkDkVk
where Uk = (detUJI)I,J∈Ik , Vk = (det VJI)I,J∈Ik and Dk = Diag(aI)I∈Ik . Also note
for (U−1)k = (det(U
−1)JI)I,J∈Ik ,
Uk(U
−1)k = (UU
−1)k = 1(dk)
;
that is, Uk is unimodular. Hence, for G = U
−1V −1, QkUkDkVk = N1(dk)
implies
U−1k QkUk = U
−1
k V
−1
k Diag(aI′)I∈Ik = BkDiag(aI′)I∈Ik = Ck.
Therefore,
ker(1− Ck) = ker(U
−1
k (1−Qk)Uk)
∼= ker(1−Qk)
and likewise,
coker(1− Ck) ∼= coker(1−Qk);
that is, Theorem 4.2 extends Theorem 4.9 of [24].
Here we first consider the case where F = n1d and G ∈Md(Z). To this end, note
that Ck has a simple form. First of all, note Ak is n
k1(dk)
and hence,
Ck = n
d−kBk. (see the calculations preceding Theorem 4.2.)
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Theorem 4.5. For d ∈ N, let G ∈ Md(Z) (detG 6= 0) and n ∈ N. Then with
Ck = n
d−kBk where Bk = (detGJ,I)I,J∈Ik ∈M(dk)
(Z) as above,
(1) If d > 1 and n > 1, then
(a) K0(On,G(T
d)) =


⊕
0≤k≤d, even
coker(1− Ck) if detG 6= 1
Z⊕
( ⊕
0≤k≤d−1, even
coker(1− Ck)
)
if detG = 1
(b) K1(On,G(T
d)) =


⊕
0≤k≤d, odd
coker(1− Ck) if detG 6= 1
Z⊕
( ⊕
0≤k≤d−1, odd
coker(1− Ck)
)
if detG = 1
(2) If n = 1 and G is an integer dilation matrix, then
(a) K0(On,G(T
d)) = Z⊕
( ⊕
1≤k≤d, even
coker(1− Ck)
)
(b) K1(On,G(T
d)) = Z⊕
( ⊕
1≤k≤d, odd
coker(1− Ck)
)
(3) If d = 1, then
(a) K0(On,m(T)) = Zn−1 and K1(On,m(T)) = Zm−1 for n > 1 and m 6= 0, 1
(b) K0(O1,m(T)) = Z and K1(O1,m(T)) = Z⊕ Zm−1 for m 6= 0, 1
(c) K0(On,1(T)) = Z⊕ Zn−1 and K1(On,1(T)) = Z for n > 1
Proof. For (1), let d, n > 1 and detG 6= 1. Then C0 = n
d 6= 1 and Cd = detG 6= 1;
that is, 1− C0 and 1− Cd are injective. Furthermore, for 1 ≤ k ≤ d− 1,
Ck = n
d−k(detGJ,I)J,I∈Ik .
Since the characteristic polynomial of a matrix is monic, it follows from Gauss’
Lemma that any rational eigenvalue of a matrix in Md(Z) must actually be an
integer. That is, 1
nd−k
/∈ σ((detGJ,I)I,J) if and only if 1 /∈ σ(Ck). Thus, 1 − Ck is
injective for each k = 1, ..., d − 1 and so, ker(1 − Ck) = 0 for each k = 0, ..., d. By
Theorem 4.2,
K0(On,G(T
d)) =
⊕
0≤k≤d, even
coker(1− Ck),
and
K1(On,G(T
d)) =
⊕
0≤k≤d, odd
coker(1− Ck).
Now assume detG = 1, then, as above, ker(1 − Ck) = 0 for k = 0, ..., d − 1. But
ker(1−Cd) = Z and coker(1−Cd) = Z whether d is even or odd. Theorem 4.2 gives
K0(On,G(T
d)) = Z⊕
( ⊕
0≤k≤d−1, even
coker(1− Ck)
)
and
K1(On,G(T
d)) = Z⊕
( ⊕
0≤k≤d−1, odd
coker(1− Ck)
)
.
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For (2), let n = 1 and |λ| > 1 for all eigenvalues λ of G. Then C0 = 1 and
Cd = detG 6= 1. We now wish to show that det(1 − Ck) 6= 0 for k = 1, ..., d. To
this end, choose a basis of Cd such that G becomes upper triangular (not necessarily
with integer entries); that is,
G =


a11 a12 ... a1d
0 a22 ... a2d
...
. . .
. . .
0 0 ... add

 .
Then Ck is lower triangular with diagonal entries detGII =
∏
i∈I aii 6= 1 (since
|λ| > 1 for all λ ∈ σ(G)) and so det(1 − Ck) 6= 0. Hence, 1 − Ck is injective for
k = 1, ..., d and ker(1− C0) = coker(1− C0) = Z. Theorem 4.2 now gives
K0(On,G(T
d)) = Z⊕
( ⊕
1≤k≤d, even
coker(1− Ck)
)
,
and
K1(On,G(T
d)) = Z⊕
( ⊕
1≤k≤d, odd
coker(1− Ck)
)
.
Finally, let us prove (3). If n > 1 and m 6= 0, 1 then 1 − n and 1 − m are
injective and coker(1 − n) = Zn−1 := Z/(n − 1)Z; likewise, coker(1 −m) = Zm−1.
Thus, K0(On,m(T)) = Zn−1 and K1(On,m(T)) = Zm−1. If n = 1 and m 6= 0, 1, then
ker(1 − n) = coker(1 − n) = Z, coker(1 − m) = Zm−1 and ker(1 − m) = 0 thus,
K0(O1,m(T)) = Z and K1(O1,m(T)) = Z⊕Zm−1. If n > 1 and m = 1, then similarly,
K0(On,1(T)) = Z⊕ Zn−1 and K1(On,1(T)) = Z.

Corollary 4.6. Let d = 2, n = 1, and 1 /∈ σ(G), the spectrum of G. Then
(1) if detG = 1, then
(a) K0(O1,G(T
2)) = Z2
(b) K1(O1,G(T
2)) = Z2 ⊕ coker(1−GT )
(2) if detG 6= 1, then
(a) K0(O1,G(T
2)) = Z⊕ Z1−detG
(b) K1(O1,G(T
2)) = Z⊕ coker(1−GT )
Proof. Begin with calculating C0 = n
2 = 1, C1 = nG
T = GT and C2 = detG. With
1 not an eigenvalue of G, it is guaranteed that det(1 − GT ) 6= 0 and hence, 1 − C1
is injective. This leaves us to calculate
(1) ker(1− C0) = Z
(2) coker(1− C0) = Z
(3) ker(1− C1) = 0
(4) coker(1− C1) = coker(1−G
T )
(5) ker(1− C2) =
{
Z if detG = 1
0 if detG 6= 1
, and
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(6) coker(1− C2) =
{
Z if detG = 1
Z1−detG if detG 6= 1

We now calculate the K-theory when F,G ∈ Md(Z) are both diagonal matrices.
Let F = Diag(a1, ..., ad) and G = Diag(b1, ..., bd) be diagonal integral matrices of
non-zero determinant and such that 1 ≤ a1 ≤ ... ≤ ad. Let f denote the number of
1’s in F ; that is, 1 = a1 = ... = af < af+1 ≤ ... ≤ ad. Let aI =
∏
i∈I ai for I ∈ Ik.
Then Ak = Diag(aI)I∈Ik , Bk = Diag(bI)I∈Ik and
Ck = (detF )BkA
−1
k = Diag(bIaI′)I∈Ik .
So ker(1 − Ck) = Z
dk where dk is the number of 1’s in Ck; that is, the number of I
making bIaI′ = 1. Furthermote, bIaI′ = 1 implies bI = aI′ = 1 and so {f+1, ..., d} ⊂
I. So let v be the number of negative ones in {bf+1, ..., bd} and let p be the number
of ones in the same set. Then
dk =
∑
r∈I
(
v
2r
)(
p
(k − d+ f)− 2r
)
where I = {r ∈ N
∣∣ 0 ≤ 2r ≤ v, p− (k − d+ f) ≤ 2r ≤ k − d+ f}.
Lemma 4.7. With the context of the preceding paragraph, let p > 0 be the number
of ones while v is the number of negative ones. Let pk(p, v) be the number of
combinations of choosing k digits of 1′s and −1′s that multiply to 1 and let vk(p, v)
be similar, but multiplying to −1; that is,
pk(p, v) =
∑
0,k−p≤2r≤v,k
(
v
2r
)(
p
k − 2r
)
and
vk(p, v) =
∑
0,k−p≤2r+1≤v,k
(
v
2r + 1
)(
p
k − 2r − 1
)
for 0 < k ≤ p, p0(p, v) = 1 if p > 0, and v0(p, v) = vk(p, v) = pk(p, v) = p0(0, v) = 0
for k > p. Then
∑
0≤k≤p
pk(p, v) =
{
2p if v = 0 and p > 0
2p+v−1 if v 6= 0
.
Proof. First realize that pk(p, v) + vk(p, v) =
(
p+v
k
)
since it is the number of combi-
nations of choosing k digits to multiply to either 1 or −1. Thus,∑
k
pk(p, v) +
∑
k
vk(p, v) =
∑
k
(
p+ v
k
)
= 2p+v.
So if v = 0, then the proof is done.
Assume v 6= 0 and let v be odd. Then claim vk(p, v) = pp−k(p, v). This can
be easily seen by realizing that, for each choice of k digits to multiply to −1, the
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remaining digits multiply to 1. Thus,
∑
k vk(p, v) =
∑
k pp−k(p, v) =
∑
k pk(p, v)
and so,
∑
k pk(p, v) =
1
2
2p+v = 2p+v−1.
Now let v be even. Then, for even k 6= 0
vk(p, v)− vk(p, v − 1) =
∑
0,k−p≤2r+1≤v,k
(
v − 1
2r + 1
)(
p
k − 2r − 1
)
−
∑
0,k−p+1≤2r+1≤v,k
(
v − 1
2r + 1
)(
p
k − 2r − 1
)
=
∑
0,k−p≤2r+1≤v,k
[
(
v
2r + 1
)
−
(
v − 1
2r + 1
)
]
(
p
k − 2r − 1
)
=
∑
0,k−p≤2r+1≤v,k
(
v − 1
2r
)(
p
k − 2r − 1
)
=
∑
0,(k−1)−p≤2r≤v−1,k−1
(
v
2r
)(
p− 1
(k − 1)− 2r
)
= pk−1(p, v − 1).
Since v − 1 is odd and v0(p, v) = 0, we get∑
k
vk(p, v) =
∑
k>0
vk(p, v − 1) +
∑
k>0
pk−1(p, v − 1) = 2
p+v−2 + 2p+v−2 = 2p+v−1
and consequently, ∑
k
pk(p, v) = 2
p+v−1.

Theorem 4.8. Let F = Diag(a1, ..., ad) and G = Diag(b1, ..., bd) be diagonal integral
matrices of non-zero determinant and such that 1 ≤ a1 ≤ ... ≤ ad. Let f > 0 denote
the number of 1’s in F , let v be the number of negative ones in {bf+1, ..., bd} and let
p be the number of ones in that same set. Then
(1) if p = 0 and v = 0, then
(a) K0(OF,G(T
d)) =
⊕
0≤k≤d, even
[
⊕
I∈Ik
Z1−bIaI′ ]
(b) K1(OF,G(T
d)) =
⊕
0≤k≤d, odd
[
⊕
I∈Ik
Z1−bIaI′ ]
(2) if p = 0 and v > 0, then
(a) K0(OF,G(T
d)) = Z2
v−1−1 ⊕
( ⊕
0≤k≤d, odd
[
⊕
I∈Ik,bIaI′ 6=1
Z1−bIaI′ ]
]
(b) K1(OF,G(T
d)) = Z2
v−1−1 ⊕
( ⊕
0≤k≤d, odd
[
⊕
I∈Ik,bIaI′ 6=1
Z1−bIaI′ ]
)
(3) if v = 0, p > 0, we have
(a) K0(OF,G(T
d)) = Z2
p
⊕
( ⊕
0≤k≤d, even
[
⊕
I∈Ik,bIaI′ 6=1
Z1−bIaI′ ]
)
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(b) K1(OF,G(T
d)) = Z2
p
⊕
( ⊕
0≤k≤d, odd
[
⊕
I∈Ik,bIaI′ 6=1
Z1−bIaI′ ]
)
(4) if v 6= 0, p > 0, then
(a) K0(OF,G(T
d)) = Z2
p+v−1
⊕
( ⊕
0≤k≤d, even
[
⊕
I∈Ik,bIaI′ 6=1
Z1−bIaI′ ]
)
(b) K1(OF,G(T
d)) = Z2
p+v−1
⊕
( ⊕
0≤k≤d, odd
[
⊕
I∈Ik,bIaI′ 6=1
Z1−bIaI′ ]
)
Proof. Begin by calculating
(1)
⊕
k, even(odd)
ker(1− Ck) =
⊕
k, even(odd)
Zdk
(2)
⊕
k, even(odd)
coker(1− Ck) =
⊕
k, even(odd)
( ⊕
bIaI′ 6=1,I∈Ik
Z1−bIaI′
)
⊕
( ⊕
k, even(odd)
Zdk
)
.
Thus,
K0(OF,G(T
d)) =
( ⊕
0≤k≤d, even
coker(1− Ck)
)
⊕
( ⊕
0≤k≤d, odd
ker(1− Ck)
)
=
( ⊕
k, odd
Zdk
)
⊕
( ⊕
k, even
( ⊕
bIaI′ 6=1,I∈Ik
Z1−bIaI′
)
⊕
( ⊕
k, even
Zdk
)
=
(⊕
k
Zdk
)
⊕
( ⊕
k, even
( ⊕
bIaI′ 6=1,I∈Ik
Z1−bIaI′
)
= Z
∑
k dk ⊕
( ⊕
k, even
( ⊕
bIaI′ 6=1,I∈Ik
Z1−bIaI′
)
.
Similarly for K1;
K1(OF,G(T
d) = Z
∑
k dk ⊕
( ⊕
k, odd
( ⊕
bIaI′ 6=1,I∈Ik
Z1−bIaI′
)
.
If p = 0 and v = 0, then there is no way to multiply to get 1. Hence, 1 − Ck is
injective for all k and the result follows readily. If p = 0 and v > 0, then dk = 0 for
all odd k or k > v and dk =
(
v
k
)
for all even k ≤ v. Thus,
∑
k
dk =
∑
2≤2k≤v
(
v
2k
)
= (
∑
0≤2k≤v
(
v
2k
)
)− 1 = 2v−1 − 1
and the rest follows.
If p > 0, then
dk =
∑
r∈I
(
v
2r
)(
p
(k − d+ f)− 2r
)
where I = {r ∈ N
∣∣ 0 ≤ 2r ≤ v, p− (k− d+ f) ≤ 2r ≤ k− d+ f}. Let k′ = k− d+ f
and then
dk = pk′(p, v)
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where pk′(p, v) was defined in the above lemma and so,∑
k
dk =
∑
k
pk(p, v) =
{
2p if v = 0
2p+v−1 if v 6= 0
and once again the rest follows.

Remark 4.9. If f, the number of ones in F, is 0 then Ck is injective for k =
0, ..., d − 1. It is then very simple to calculate the K-groups whether detG = 1 or
detG 6= 1.
Corollary 4.10. If F = n1d, G = m1d ∈ Md(Z) where n ∈ N and m ∈ Z are
non-zero, then
(1) if either n > 1 or |m| 6= 1, then
(a) K0(On,m(T
d)) =
⊕
0≤k≤d, even
Z
(dk)
1−nd−kmk
(b) K1(On,m(T
d)) =
⊕
0≤k≤d, odd
Z
(dk)
1−nd−kmk
(2) if n = m = 1, then K0(O1,1(T
d)) = K1(O1,1(T
d)) = Z2
d
(3) if n = 1, m = −1, then K0(O1,−1(T
d)) = K1(O1,−1(T
d)) = Z2
d−1
⊕ Z2
d−1
2
5. Acknowledgements
This paper is the second product of my doctoral dissertation at the University
of Calgary. It would not have been possible without Dr. Berndt Brenken for his
insight on corrections and enhancements of the material discussed here.
I am also indebted to NSERC, the Department of Mathematics and Statistics at
the University of Calgary and the Department of Mathematics and Statistics at the
University of Regina in providing funding to finance my mathematical studies.
References
[1] an Huef, A., and Raeburn, I., The ideal structure of Cuntz-Krieger algebras, Ergodic Theory
Dyn. Sys. 17 (1997) 611-624.
[2] Bates, T., Hong, J. H., Raeburn, I., and Szymanski, W., The ideal structure of C∗-algebras
of infinite graphs, Illinois J. Math 46 (2002), 1159-1176.
[3] Bates, T., Pask, D., Raeburn, I., and Szymanski, W., The C∗-algebras of row-finite graphs,
New York J. Math. 6 (2000), 307-324.
[4] Blackadar, B., K-theory for Operator Algebras, M. S. R. I. Monographs, vol. 5, Springer-
Verlag, Berlin and New York, 1986.
[5] Blackadar, B., Operator Algebras: Theory of C*-Algebras and von Neumann Algebras, En-
cyclopaedia of Mathematical Sciences, vol. 122, Springer-Verlag, Berlin, 2006.
[6] Brenken, B., The local product structure of expansive automorphisms of solenoids and their
associated C∗-algebras, Can. J. Math., 48, (1996), 692-709.
[7] Brenken, B., C∗-algebras associated with topological relations, J. Ramanujan Math. Soc. 19,
No. 1 (2004), 1-21.
[8] Brenken, B., Endomorphisms of type I von Neumann algebras with discrete center, J. Operator
Theory 51 (2004), no. 1, 19-34.
C
∗-ALGEBRAS ASSOCIATED WITH TOPOLOGICAL GROUP QUIVERS II 25
[9] Brenken, B., The isolated ideal of a correspondence associated with a topological quiver. New
York J. Math., 12, (2006), 1-16.
[10] Brenken, B., A Dynamical Core for Topological Directed Graphs, Munster J. of Math. 3 (2010),
111-144.
[11] Brenken, B., Topological Quivers as Multiplicity Free Relations, Math. Scand., 106, (2010),
217-242.
[12] Brown, N.P., and Ozawa, N., C∗-Algebras and Finite-Dimensional Approximations, Graduate
Studies in Mathematics, 88. Amer. Math. Soc. Providence, Rhode Island, 2008.
[13] Conway, J.B., A Course in Functional Analysis, Second Edition, Graduate Texts in Mathe-
matics, 96. Springer, New York, 1990.
[14] Cuntz, J., Simple C∗-algebras generated by isometries. Comm. Math. Phys. 57 (1977), no. 2,
173-185.
[15] Cuntz, J., and Krieger, W., A class of C∗-algebras and topological Markov chains, Inventiones
Math., 56 (1980), 251-268.
[16] Davidson, K., C∗-Algebras by Example, Fields Institute Monograph, Amer. Math. Soc. Prov-
idence, Rhode Island, 1996.
[17] Deaconu, V., Groupoids associated with endomorphisms, Trans. Amer. Math. Soc. 347 (1995),
1779-1786.
[18] Deaconu, V., A path model for circle algebras, J. Operator Theory 34 (1995), 57-89.
[19] Deaconu, V., Generalized Cuntz-Krieger algebras, Proc. Amer. Math. Soc. 124 (1996), 3427-
3435.
[20] Deaconu, V., Continuous graphs and C∗-algebras, in Operator theoretical methods (Timisoara,
1998), 137-149, Theta Found., Bucharest, 2000.
[21] Deaconu, V., and Muhly, P., C∗-algebras associated with branched coverings, Proc. Amer.
Math. Soc. 129 (2001), 1077-1086.
[22] Dummit, D.S., and Foote, R.M., Abstract Algebra, 3rd edition, Wiley and Sons, 2004.
[23] Evans, D.E., The C*-algebras of topological Markov chains, Lecture Notes, TokyoMetropolitan
University (1983).
[24] Exel, R., an Huef, A., and Raeburn, I., Purely Infinite Simple C∗-algebras associated to Integer
Dilation Matrices, Indiana Univ. Math. J. 60 (2011), no. 3, 1033-1058.
[25] Fowler, N.J., Laca, M., and Raeburn, I., The C∗-algebras of infinite graphs, Proc. Amer.
Math. Soc. 8 (2000), 2319-2327.
[26] Fowler, N.J., Muhly, P.S., and Raeburn, I., Representations of Cuntz-Pimsner Algerbas, Indi-
ana Univ. Math. J., 52(3) (2003), 569-605.
[27] Fowler, N.J., Raeburn, I., The Toeplitz algebra of a Hilbert bimodule, Indiana Univ. Math. J.
48 (1999), 155-181.
[28] Gabriel, P., Unzerlegbare Darstellungen I (Oberwolfach 1970), Manuscr. Math. 6 (1972), 71-
103.
[29] Hajac, P. M., Matthes, R., and Szyman´ski, W., Graph C∗-algebras and Z2-quotients of quan-
tum spheres. Proceedings of the XXXIV Symposium on Mathematical Physics (Toru, 2002).
Rep. Math. Phys. 51 (2003), no. 2-3, 215-224.
[30] Hajac, P.M., Matthes, R., and Szyman´ski, W., Quantum real projective space, disc and
spheres, Algebr. Represent. Theory 6 (2003), 169-192.
[31] Hong, J.H., and Szyma nski, W., Quantum spheres and projective spaces as graph algebras,
Comm. Math. Phys. 232 (2002), 157-188.
[32] Han, D., Jing, W., Larson, D., and Mohapatra, R., Riesz bases and their dual modular frames
in Hilbert C∗-modules. J. Math. Anal. Appl. 343 (2008), no. 1, 246-256.
[33] Hatcher, A., Algebraic Topology, Cambridge University Press, New York, 2001.
[34] Ji, R., On Crossed Product C∗-Algebras Associated with Furstenberg Transformations on Tori,
PhD Thesis, State University of New York, Stony Brook, 1986.
26 SHAWN J. McCANN
[35] Kadison, R.V., and Ringrose, J.R., Fundamentals of the theory of operator algebras. Vol. I.
Elementary theory, Graduate Studies in Mathematics, 15. Amer. Math. Soc., Providence, RI,
1997.
[36] Kadison, R.V., and Ringrose, J.R., Fundamentals of the theory of operator algebras. Vol. II.
Advanced theory, Graduate Studies in Mathematics, 16. Amer. Math. Soc., Providence, RI,
1997.
[37] Kajiwara, T., and Watatani, Y., Hilbert C∗-bimodules and continuous Cuntz-Krieger algebras.
J. Math. Soc. Japan 54 (2002), no. 1, 35-59.
[38] Katsura, T., On C∗-algebras associated with C∗-correspondences. J. of Functional Analysis
217 (2004), 366-401.
[39] Katsura, T., A class of C∗-algebras generalizing both graph algebras and homeomorphism C∗-
algebras. I. Fundamental results. Trans. Amer. Math. Soc. 356 (2004), no. 11, 4287-4322.
[40] Katsura, T., A class of C∗-algebras generalizing both graph algebras and homeomorphism C∗-
algebras. II. Examples. Internat. J. Math. 17 (2006), no. 7, 791-833.
[41] Katsura, T., A class of C∗-algebras generalizing both graph algebras and homeomorphism C∗-
algebras. III. Ideal structures. Ergodic Theory Dynam. Systems 26 (2006), no. 6, 1805-1854.
[42] Katsura, T., A class of C∗-algebras generalizing both graph algebras and homeomorphism C∗-
algebras. IV. Pure infiniteness. J. Funct. Anal. 254 (2008), no. 5, 1161-1187.
[43] Kumjian, A.,Notes on C*-algebras of graphs, Contemporary Math. 228 (1998) 189-200.
[44] Kumjian, A., and Pask, D., Higher rank graph C∗-algebras, New York J. Math. 6 (2000), 1-20.
[45] Kumjian, A., and Pask, D., Actions of Zk associated to higher rank graphs, Ergodic Theory
& Dynamical Systems, 23 (2003), 1153-1172.
[46] Kumjian, A., Pask, D., and Raeburn, I., Cuntz-Krieger algebras of directed graphs, Pacific J.
Math. 184 (1998), 161-174.
[47] Kumjian, A., Pask, D., Raeburn, I., and Renault, J., Graphs, groupoids, and Cuntz-Krieger
algebras, J. Funct. Anal. 144 (1997), 505-541.
[48] Lance, E.C., Hilbert C∗-modules: A toolkit for operator algebraists, London Mathematical
Society Lecture Note Series, vol. 210, Cambridge University Press, 1995.
[49] Mann, M.H., Raeburn, I., and Sutherland, C.E., Representations of finite groups and Cuntz-
Krieger algebras, Bull. Austral. Math. Soc. 46 (1992), 225243.
[50] Mann, M.H., Raeburn, I., and Sutherland, C.E., Representations of compact groups, Cuntz-
Krieger algebras, and groupoid C∗-algebras in Miniconference on probability and analysis
(Sydney, 1991), 135144, Proc. Centre Math. Appl. Austral. Nat. Univ., 29, Austral. Nat.
Univ., Canberra, 1992.
[51] McCann, S.J., C∗-algebras associated with topological group quivers, PhD Thesis, University
of Calgary, Calgary, Alberta, Canada, 2012.
[52] McCann, S.J., C∗-algebras associated with topological group quivers I: generators, relations
and spatial structure, preprint
[53] Muhly, P., and Solel, B., Tensor algebras over C∗-correspondences (representations, dilations,
and C∗-envelopes), J. Funct. Anal. 158 (1998), 389-457.
[54] Muhly, P., and Solel, B., On the Morita Equivalence of Tensor algebras, Proc. London Math.
Soc. 81 (2000), 113-168.
[55] Muhly, P., and Tomforde, M., Adding tails to C∗-correspondences, Doc. Math. 9 (2004), 79-
106.
[56] Muhly, P., and Tomforde, M., Topological quivers. Internat. J. Math. 16 (2005), no. 7, 693-755.
[57] Munkres, J. R., Topology, 2nd edition, Prentice-Hall, 2000.
[58] Pask, D., and Sutherland, C.E., Filtered inclusions of path algebras; a combinatorial approach
to Doplicher-Roberts duality, J. Operator Theory 31 (1994), 99-121.
[59] Paulsen, V.I., Completely bounded maps and operator algebras, Cambridge Studies in Ad-
vanced Math., 78, Cambridge University Press, Cambridge, 2002.
C
∗-ALGEBRAS ASSOCIATED WITH TOPOLOGICAL GROUP QUIVERS II 27
[60] Pimsner, M., A class of C∗-algebras generating both Cuntz-Krieger algebras and crossed prod-
ucts by Z, in Free Probability Theory, fields inst. Commun., vol. 12, Amer. Math. Soc.,
Providence, 1997, pages 189-212.
[61] Schweizer, J., Crossed Product by C∗-correspondences and Cuntz-Pimsner Algebras, ‘in C∗-
algebras, Proceedings of the SFB-Workshop on C∗-algebras, Muenster, 1999,’ (Eds.) J. Cuntz,
S. Echterhoff, Springer Verlag, Berlin, 2000.
[62] Stacey, P.J., Crossed products of C∗-algebras by endomorphisms, J. Austral. Math. Soc. (Series
A) 54 (1993), 204-212.
[63] Raeburn, I., Williams, D.P., Morita Equivalence and Continuous-Trace C∗-Algebras, Math.
Surveys & Monographs, vol. 60, Amer. Math. Soc., Providence, 1998.
[64] Rieffel, M., C∗-algebras associated with irrational rotations, Pacific J. Math. 93(2) (1981),
415-429.
[65] Rφrdam, M., Larsen, F., Lausten, N.J., An Introduction to K-theory for C*-algebras. 256
pp. London Mathematical Society, Student Text 49, Cambridge University Press, Cambridge,
2000.
[66] Rφrdam, M., Stφrmer, E., Operator Algebras and Non-Commutative Geometry, Vol VII:
Classification of Nuclear C*-Algebras. Entropy in Operator Algebras. Encyclopaedia of Math-
ematical Sciences 126. Springer Verlag, Heidelberg, 2001.
[67] Walters, P., An introduction to ergodic theory, Springer, New York, 1982.
[68] Yamashita, S., Circle Correspondence C∗-algebras, Houston J. Math. 37 (2011), no. 4, 1181-
1202.
