In the present study, we consider the selection of model selection criteria for multivariate ridge regression. There are several model selection criteria for selecting the ridge parameter in multivariate ridge regression, e.g., the C p criterion and the modified C p (M C p ) criterion.
Introduction
In the present paper, we deal with a multivariate linear regression model with n observations of a p-dimensional vector of response variables and a k-dimensional vector of regressors ′ , X, and E = (ε 1 , . . . , ε n ) ′ be the n × p matrix of response variables, the n × k matrix of non-stochastic centerized explanatory variables (i.e., X ′ 1 n = 0 k ) of rank(X) = k (< n), and the n × p matrix of error variables, respectively,
where n is the sample size, 1 n is an n-dimensional vector of ones, and 0 k is a k-dimensional vector of zeros. Suppose that n − k − p − 2 > 0 and ε 1 , . . . , ε n i.i.d.
desirable properties as the estimator of PMSE as described by, e.g., Fujikoshi, Yanagihara, and Wakaki (2005) , and Yanagihara and Satoh (2010) .
Unfortunately, optimizing θ by minimizing M C p , i.e., an unbiased estimator of PMSE, does not always minimize the PMSE ofŶ θ . This indicates that there will be an optimal model selection criterion for selecting θ. Thus, we propose a generalized C p (GC p ) criterion that includes the C p and M C p criteria as special cases (originally, the GC p criterion was proposed by Atkinson, 1980 , for selecting variables in the univariate linear model). The GC p criterion is specified by a non-negative parameter λ, which is referred to as the penalty parameter. From the viewpoint of making the PMSE of the predictor of Y after optimizing θ small, we select the optimal penalty parameter λ, which is basically the selection of the model selection criterion. In the present paper, we optimize λ by the following three methods:
• (Double optimization): We optimize θ and λ simultaneously by minimizing GC p and the penalty selection criteria, respectively.
• (Optimization of λ with an approximated value of an optimal θ): We optimize λ by minimizing the penalty selection criterion made from the approximated value of optimal θ.
• (Asymptotic optimization of λ) : We calculate an asymptotic optimal λ from an asymptotic expansion of the PMSE. We then estimate the asymptotic optimal λ.
From the optimization of the model selection criterion, we will perform a reasonable optimization of θ.
The remainder of the present paper is organized as follows: In Section 2, we propose the GC p criterion, which includes criteria proposed by Yanagihara and Satoh (2010) as special cases. In Section 3, we propose three optimization methods for λ. In Section 4, we compare the optimization methods by conducting numerical studies. Finally, technical details are provided in the Appendix.
Generalized C p Criterion
In this section, we propose the GC p criterion for optimizing the ridge parameter, which includes C p and M C p criteria proposed by Yanagihara and Satoh (2010) . Moreover, we present several mathematical properties of the optimal θ by minimizing the GC p criterion.
The PMSE ofŶ θ is defined as
where U is a random variable matrix that is independent of Y and has the same distribution as Y .
The C p criterion proposed by Yanagihara and Satoh (2010) is a rough estimator of the PMSE ofŶ θ , which is defined by
where W θ is a residual sum of squares matrix defined by
is an unbiased estimator of Σ defined by S = W 0 /(n − k − 1). From the definition of the C p criterion, the first term of C p measures the closeness of the ridge regression to the data, and the second term evaluates the penalty for the complexity of the ridge regression.
However, the C p criterion has the bias to the PMSE. The where λ is a non-negative parameter. Note that GC p (θ, 1) = C p (θ) and GC p (θ, c M ) = M C p (θ). In this criterion, the penalty for the complexity of the model, which is in the second term of (2.1), becomes large when λ becomes small. This means that λ controls the penalty for the complexity of the model in the criterion (2.1). Hence, we can regard λ as a penalty parameter. In the present paper, we consider the optimization of λ to obtain the optimal θ, which further reduces the PMSE.
When λ is fixed, the optimized ridge parameterθ(λ) is obtained bŷ
Sinceθ(λ) is a minimizer of GC p (θ, λ), the following equation holds:
Note thatθ(λ) changes with λ.
Here, we obtain the following mathematical properties ofθ(λ) (The proof is provided in Appendix A.1.):
where 
2.θ(λ) is not
We suppose that d i = O(n). However, we must use an iterative computational algorithm to optimize θ because we cannot obtainθ(λ) in closed form. In order to reduce the number of computational tasks, we consider approximatingθ(λ) using an asymptotic expansion. Equation (2.3) implies asymptotic expansion of the GC p criterion. From this expansion, we obtain the asymptotic expansion ofθ(λ) as the follows:
(2.6)
The proofs of this theorem are given in Appendix A.2. Note thatθ (L) (λ) can be used as an approximated value ofθ(λ). There is a one-to-one correspondence betweenθ (1) (λ) = pb 1 /(λa 1 ) and λ, andθ (1) (λ) satisfies the properties 1, 2, and 4 in Theorem 2.1.
Optimization of Penalty in the GC p Criterion

Double optimization of θ and λ
In the previous section, we considered the model selection criterion for selecting θ, which can be regarded as an estimator of PMSE[Ŷ θ ]. By minimizing the estimator of PMSE ofŶ θ , we expect to reduce the PMSE ofŶ θ . However, since the optimal ridge parameter will be changed by the data, it is important to reduce not the PMSE ofŶ θ but rather the PMSE ofŶθ, i.e., the predictor of Y after optimizing θ. In this section, we consider optimizing λ
Without a loss of generality, we can assume that the covariance matrix of y i is I p in the PMSE[Ŷθ (λ) ]. Therefore, from Efron (2004) , we obtain PMSE[Ŷθ (λ) ], which is a function of λ, as follows:
where (A) ij are the (i, j)th elements of A. Sinceθ(λ) depends on (Y ) ij , we can see that
The first term of the above equation is calculated as
Next, we consider obtaining the second term of (3.1). Note that
Hence, we derive
Based on this result, we need only obtain ∂θ(λ)/∂(Y ) ij in order to calculate PMSE[Ŷθ (λ) ].
This derivative leads to the following theorem (The proofs are given in Appendix A.3.):
where
. By neglecting the terms that are independent of λ, we define the penalty selection criteria for optimizing λ as follows: Definition 3.1. The penalty selection criteria to optimize λ are defined as
whereθ(λ) is given by (2.2) and
Here, note that C 
by neglecting terms that are independent of θ and λ. Using these criteria, λ and θ are optimized as follows:
These optimization methods are similar to those reported by Ye (1998) 
Optimization of λ with approximatedθ(λ)
In the previous subsection, we proposed penalty selection criteria for selecting λ. These criteria are made from the optimal θ obtained by minimizing the GC p criterion. This indicates that we need to repeat the optimization of θ until obtaining the optimal λ. Hence, a number of computational tasks are required for such an optimization. In this subsection, we try to reduce the number of computational tasks by using the approximatedθ(λ), which is given by (2.6) . Thus, we propose the penalty selection criterion when the approximatedθ(λ) is used. As such, we calculate ∂θ (L) (λ)/∂(Y ) ij . The following lemma is useful for obtaining such a derivative (The proof is provided in Appendix A.4.): Lemma 3.1. For any ℓ, the first derivative of a ℓ with respect to (Y ) ij is calculated as
By using this lemma and (2.6), we obtain the following theorem:
The proof of this theorem is presented in Appendix A.5. Whenθ (1) (λ) is used, we obtain
Thus, by neglecting terms that are independent of λ, the penalty selection criteria with θ (1) (λ) are defined as follows:
Definition 3.2. Penalty selection criteria to optimize λ whenθ (1) (λ) is used are defined as follows:
p (λ) can be regarded as simple bias-corrected C (1) p (λ). At least, whenθ (1) 
p (λ) completely corrects the bias of C (1) p (λ). If we use aθ (L) (λ) other thanθ (1) (λ), the penalty selection criteria becomes more complicated as the number of L increases. As an example, we describe the penalty selection criteria forθ (2) (λ) in Appendix A.6. From the viewpoint of an application, C (1) p (λ) and M C (1) p (λ) are useful because these are the simplest criteria among all L. When we use C (1) p (λ) and M C (1) p (λ), the optimal θ and λ are given as follows:
Asymptotic optimization for λ
In previous subsections, we proposed the penalty selection criteria. When such criteria are used to optimize λ, we must perform an iterative procedure. In this subsection, we consider the non-iterative optimization of λ. This requires the calculation of an asymptotic optimal λ, which minimizes an asymptotic expansion of PMSE[
The following theorem gives such an asymptotic optimal value of λ (The proof is provided in Appendix A.7.):
] asymptotically is given by
).
By replacing a * 1 with a 1 , we estimate λ * as follows:
Numerical Study
In this section, we conduct numerical studies to compare the PMSEs of predictors of Y consisting of the ridge regression estimators with optimized ridge and penalty parameters.
Let R q and ∆ q (ρ) be q × q matrices defined by R q = diag(1, . . . , q) and (∆ q (ρ)) ij = ρ |i−j| .
The explanatory matrix X was generated from
k , and W is an n × k matrix, the elements of which were generated independently from the uniform distribution on (−1, 1). The k × p unknown regression coefficient matrix Ξ was defined by Ξ = δF Ξ i , where δ is a constant, and F is defined as F = diag(1 κ , 0 k−κ ), which is a k × k matrix, and Ξ i is defined as the first five rows of Ξ 0 when k = 5, Ξ 0 when k = 10, and Ξ 1 when k = 15. 
Here, δ controls the scale of the regression coefficient matrix, and F controls the number of non-zero regression coefficients via κ (the dimension of the true model). The values of the elements of Ξ 0 and Ξ 1 , which is an essential regression coefficient matrix, are the same as in Lawless (1981) . Simulated data values Y were generated by N n×3 (XΞ, Σ ⊗ I n )
repeatedly under several selections of n, k, κ, δ, ρ y , and ρ x , where
, and the number of repetition was 1000. At each repetition, we evaluated r(XΞ,Ŷθ) = Recall that GC p (θ, λ) is defined in (2.1). Here, λ and θ are optimized by the following methods:
Method 2:θ = arg min
Method 4:θ = arg min
Method 5:θ =θ (1) (λ) andλ = arg min
p (λ), whereθ (1) (λ) and C (1) p (λ) are defined in (2.6) and by Definition 3.2.
Method 6:θ =θ (1) (λ) andλ = arg min
For the purpose of comparison with the proposed methods, we prepare conventional optimization methods, which are obtained using the following methods:
GC p (θ, 1).
In Methods 3 through 8, the fminsearch function in Matlab is used to find the minimizer of the penalty selection criterion or model selection criterion. In the fminsearch function, the Nelder-Mead simplex method (see, e.g., Lagarias et al., 1998 ) is used to search the value that minimizes the function. When Methods 1 through 4 are used, an optimal θ is searched using the fminsearch function. We can see that computational speeds of Methods 1 and 2 are the same as those of Methods 5 and 6. Furthermore, the computational speeds of Methods 5 and 6 are almost the same as those of Methods 7 and 8 because these four methods optimize one parameter. It is easy to predict that the computational speeds of Methods 3 and 4 are slower than the other methods because Methods 3 and 4 optimize two parameters simultaneously.
In this paper, we proposed Methods 1 through 6 as referred to above, and these methods can be regarded as the estimation methods for the optimal λ. To obtain the optimal λ, called λ * * , which minimizes the PMSE, we divided [0, 2] into 100 parts and used each point. Tables 1 through 4 show the averages of (λ − λ * * ) 2 across 1000 repetitions, which is referred as the mean squared error (MSE) ofλ, for each method.
In the Theorem 2.2, we derived the expansion forθ(λ) and we suggested to use the first term of the expansion which is referred asθ (1) (λ). To compare theθ(λ) andθ (1) (λ), we show the scatter plots in some situations when we fix λ as 1 or 2 in Figure 2 . In each scatter plot, the line means the 45-degree line which means the line ofθ(λ) =θ ( are the best and the second best when κ and δ is small. When κ is equal to k = 10 and δ is large, Method 6 is the best method. On the other hand, when k = κ = 15 and δ is large, Method 6 or 2 is the best in ρ y is small or large. Consequently, Method 6 and 5 was, on average, the best and the second best method except k = 15. When k = 15, Method 5 was the best. Hence we recommend using Method 6 to optimize the penalty parameter λ.
From the figure 2 shows the scatter plot forθ (1) (λ) andθ(λ), we can see the dispersion in each situation. We note that λ become large, the difference betweenθ(λ) andθ (1) (λ) becomes small. Also when ρ y or n become large, the difference betweenθ(λ) andθ ( Occasionally, Method 7 improves the PMSE more than Method 8, especially when κ and δ become large. Consequently, Method 6 was, on average, the best method. In particular, it strongly improved the PMSE when δ and κ are small. Based on these results, we recommend using Method 6 to optimize the multivariate ridge regression.
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Since d j > 0 and θ ≥ 0, we havė
with equality if and only if θ = 0 or θ → ∞, anḋ 
On the other hand, from (A.1) and (A.2), we derive
where r λ,j is given by (2.5). Note that ϕ j (θ|λ) ≤ 0 when θ ∈ [0, (r Thus,θ(λ) = ∞ when λ < min j=1,...,k pd j /∥z j ∥ 2 is satisfied.
Using Equation (2.3) andĠ C p (θ, λ) = λġ(θ) + 2pḣ(θ), we have
. Sinceθ(λ) satisfies (2.2), i.e.,θ(λ) is the minimizer of GC p (θ, λ), GC p (θ, λ) is a convex function around the neighborhood ofθ(λ). Hence, we haveG C p (θ(λ), λ) > 0. Using this result and Equation (A.3), we obtain
We deriveġ(θ(λ)) ≥ 0 becauseġ(θ) is a strictly monotonic decreasing function of θ ∈ [0, ∞].
Hence, ∂θ(λ)/(∂λ) ≤ 0 is obtained. This implies thatθ(λ) is a monotonic decreasing function with respect to λ.
A.2. Proof of Theorem 2.2
In this subsection, we present the proof of Theorem 2.2, which describes the expansion ofθ(λ). In order to prove this theorem, we expand the GC p criterion in (2.1) under fixed λ.
Based on this result, the GC p criterion is expressed as
By Taylor expansion around θ = 0, we have
Then, the following equation is derived:
Using the above equation andθ(λ) satisfying (2.3), we obtain the equation in Theorem 2.2.
A.3. Proof of Theorem 3.1
In this subsection, we prove Theorem 3.1, which shows the risk function with respect 
M 0 . By simple calculation, we havė
Thus, the theorem is proved.
A.4. Proof of Lemma 3.1
In this subsection, we prove Lemma 3.1, which shows the derivative of a ℓ for any ℓ.
we need only obtain the derivative of V . We can see that
where e i·n is the n-dimensional vector, the ith element of which is one and other elements of which are zeros. Thus, we obtain
(∂V )/(∂(Y ) ij )}, we derive this lemma.
A.5. Proof of Theorem 3.2
From (3.2), we obtain
Hence, we need only calculate ∂θ (L) (λ)/(∂(Y ) ij ). Using Theorem 2.2, we derive the derivative as follows:
Recall thatθ (0) (λ) = 0. From Lemma 3.1, we have
Thus, we obtain
We derive this theorem by substituting these results into (3.2).
A.6. The criteria for optimizing λ when we useθ (2) (λ)
In this subsection, we calculate the criterion for optimizing λ when we useθ (2) (λ). From (2.6), we obtainθ
Hence, the third term of (3.1) is obtained using the result of ∂θ (1) (λ)/(∂(Y ) ij ) as follows:
.
From Lemma 3.1, we obtain
Thus, we have
When we use Theorem 3.2, we obtain the same result. Using this result, we obtain the C p type criteria for optimizing λ are defined as
A.7. Proof of Theorem 3.3
In this subsection, we show an asymptotic expansion PMSE[Ŷθ (λ) ] of and calculation to obtainλ 0 . Since PMSE[Ŷθ (λ) ] is obtained as (3.3), we consider expanding each term for obtainingλ 0 . We obtain
Hence, we obtain
Since S is an unbiased estimator of Σ, we have
, we can expand the above equation as follows:
From
By substituting these results into PMSE[Ŷθ (λ) ] in (3.3) , we obtain the asymptotic expansion of PMSE[Ŷθ (λ) ], as follows:
From (2.6), which is proved in Appendix A.2,θ(
consider minimizing the following approximated PMSE:
Hence we obtain the asymptotic optimal λ * , which minimizes the second term of the above equation as in Theorem 3.3. 
