Generating Safe Diversity in NLG via Imitation Learning by Zhou, Giulio & Lampouras, Gerasimos
Generating Safe Diversity in NLG via Imitation Learning
Giulio Zhou
Huawei Noah’s Ark Lab
London, UK
giuliozhou@huawei.com
Gerasimos Lampouras
Huawei Noah’s Ark Lab
London, UK
gerasimos.lampouras@huawei.com
Abstract
Deep-learning models for language generation
tasks tend to produce repetitive output. Vari-
ous methods have been proposed to encourage
lexical diversity during decoding, but this of-
ten comes at a cost to the perceived fluency
and adequacy of the output. In this work,
we propose to ameliorate this cost by using
an Imitation Learning approach to explore the
level of diversity that a language generation
model can safely produce. Specifically, we
augment the decoding process with a meta-
classifier trained to distinguish which words
at any given timestep will lead to high-quality
output. We focus our experiments on concept-
to-text generation where models are sensitive
to the inclusion of irrelevant words due to the
strict relation between input and output. Our
analysis shows that previous methods for diver-
sity underperform in this setting, while human
evaluation suggests that our proposed method
achieves a high level of diversity with minimal
effect to the output’s fluency and adequacy.
1 Introduction
The use of deep-learning models for language gen-
eration tasks has become prevalent in recent years
as they achieve high performance without manu-
ally engineered rules or features (Wen et al., 2015b;
Mei et al., 2016; Dusˇek et al., 2018). However,
while the produced texts are qualitatively accept-
able according to most evaluation criteria, they of-
ten appear to be repetitive and unengaging. Li
et al. (2016) attribute this problem to using the
maximum-likelihood objective function for train-
ing as it encourages the generation of highly fre-
quent words and sentence structures, i.e. models
overfit and do not learn to exploit the lexical and
structural diversity that is present in the dataset.
Here we focus on concept-to-text Natural Lan-
guage Generation (NLG), where the input is a mean-
ing representation (MR) and the output is an ut-
terance expressing the input in natural language.
Due to the stricter relation between input and out-
put, it is more challenging to promote diversity
in concept-to-text than other language generation
tasks. Diverging from greedy inference can lead
to error propagation that negatively affects the out-
put’s relevance to the input. However, assuming the
output is sequentially decoded, most research on
concept-to-text diversity focuses on sampling over
the probability distribution (Wen et al., 2015b).
More complex decoding strategies for diversity
have been proposed for open-domain NLG, where
the input is a natural language text and the out-
put is a relevant response. Fan et al. (2018) limit
the decoding distribution to a fixed number of the
Top-k words (Top-k sampling), while Holtzman
et al. (2019) limit the distribution to the smallest
subset of words whose cumulative probability does
not exceed a predefined parameter p (Nucleus sam-
pling). Nucleus sampling improves over Top-k
by retaining a dynamic number of words per de-
coding step, but the probability mass p remains a
constant parameter. However, these strategies are
sensitive to their parameters k and p and there is no
established methodology to tune them so that the
output fluency and adequacy do not suffer while
also achieving high diversity.
In this paper, we focus on promoting safe di-
versity, i.e. promote words that lead to diverse
output and are not liable to lead to disfluent word
sequences through error propagation. We propose
a Meta-Classifier for Diversity in NLG (MCD-NLG)
that leverages a diversity-specific training signal
to distinguish which words in the decoding distri-
bution can be safely generated by the NLG model.
Our approach is only applied during decoding and
is orthogonal to the architecture of the NLG model,
which we assume as pretrained. Unlike previous
decoding strategies, MCD-NLG is fully trained on
the same data as the NLG model, and depends on
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Figure 1: Example decoding for [INFORM(WELCOME); INFORM(BYE)]; diverging at the third time step.
no manually tuned parameters.
As there is no explicitly annotated data for safe
diversity, we propose an expert policy to infer
which words are safe based on what the NLG model
can produce without negatively affecting the out-
put’s quality. We then adapt and apply three Imi-
tation Learning (IL) frameworks on MCD-NLG; IL
is a family of meta-learning frameworks designed
to train models based on expert demonstrations.
Through this, MCD-NLG is fitted to the level of
diversity captured by the NLG model.
We present experimental analysis on the applica-
tion of IL to MCD-NLG and compare against related
approaches for output diversity. Additionally, this
paper explores the concept-to-text application of
diversity methods originally proposed for open-
domain NLG. Automatic and human evaluation
suggests that MCD-NLG produces diverse output
while maintaining its fluency and adequacy1.
2 Related Work
There have been a number of different approaches
to encourage output diversity in open-domain NLG.
Li et al. (2016) propose mutual information maxi-
mization as a diversity focused objective function,
while Zhang et al. (2018) propose variational in-
formation maximization in combination with ad-
versarial learning. Zhao et al. (2017) produce di-
verse output by augmenting the input encoding
with diversity-specific information through Con-
ditional Variational Autoencoders. Going further
with modifying the encoding, Gao et al. (2019)
reshape the whole embedding space of the input,
arguing that a more structured latent space leads
to more diverse output. We explore the applica-
tion of these methods to context-to-text NLG in
later sections, but we find that they underperform
compared to their open-domain use. These meth-
ods promote semantic diversity, and might be in-
1Our implementation will be made publicly available on
acceptance of the paper.
compatible with context-to-text where the output
semantics are strictly bounded by the input.
Research on neural output diversity for context-
to-text NLG is limited and mostly focused on differ-
ent decoding strategies (e.g. beam search). Most re-
cently, Deriu and Cieliebak (2017) proposed ”forc-
ing” the output of the first decoding step, arguing
that greedy inference from different starting points
leads to diverse but fluent sentences. They achieve
this by augmenting the input to bias the first step
of the decoding process towards particular words
observed in the data. However, the application of
their method is limited to the first decoding step.
Imitation Learning frameworks have been ap-
plied on a variety of structured prediction NLP
tasks, such as dependency (Goldberg and Nivre,
2013) and semantic parsing (Vlachos and Clark,
2014). Most related to this work, the LOLS frame-
work was applied to concept-to-text NLG from un-
aligned data (Lampouras and Vlachos, 2016).
3 Meta-Classifier for Diversity
Concept-to-Text NLG is the task of converting a
machine-interpretable MR into natural language
text. The input MR consists of one or more pred-
icates; each predicate has a set of attributes and
corresponding values. The predicate dictates the
communication goal of the output text, while at-
tributes and values dictate content. For exam-
ple, the MR [INFORM(REST-NAME = MIZUSHI,
OKASAN)] denotes that the output should inform
the user of two restaurants called “Mizushi” and
“Okasan”. Concept-to-text datasets usually provide
multiple output references per MR. Specifically,
the MultiWOZ dataset (Budzianowski et al., 2018)
provides 1872 distinct references for the MR [IN-
FORM(WELCOME); INFORM(BYE)], e.g. “Glad to
help. Enjoy!”, “Glad to assist you. Goodbye.”
We treat NLG as a structured prediction problem,
where the output is a sequence of words constructed
via sequential decoding. The NLG model we use
Figure 2: Overview of the meta-classifier; dotted lines
denote MCD-NLG, solid denotes NLG model.
in our experiments is based on the Semantically
Conditioned Long Short-term Memory (SCLSTM)
architecture proposed by (Wen et al., 2015b), but
our method is orthogonal to the architecture of the
NLG model. Figure 1 shows a partial example of
the diversity exhibited by a trained NLG model, for
the previously mentioned MR. At each timestep
we can examine the distribution that results from
decoding and sample accordingly to promote diver-
sity; the words are shown in descending probability.
However, only a subset of words in the vocabulary
will lead to fluent and adequate sequences. As men-
tioned before, we denote these as safe words. For
example, in t = 3 choosing the word “have” seems
like a sensible choice given the history; one can
imagine that this may lead to an output like “glad
to have been of help!” Unfortunately, due to the
NLG model being imperfect, this leads to the disflu-
ent output “glad to have been help better.” On the
other hand, the word “assist” may have lower prob-
ability than “have” but it leads to the same subtree
as “help”, and thus to fluent output.
As briefly mentioned in the introduction, we pro-
pose to use a meta-classifier (see Figure 2), external
to the NLG model, that learns to distinguish which
words in the decoding distribution are safe. The
meta-classifier is designed as a simple feed-forward
neural network composed of alternative linear and
ReLU layers ending with a softmax function. It
considers each word in the NLG model vocabulary
individually, and the output for each is a probabil-
ity distribution over two values: 0 and 1, with one
denoting a safe word.
The input c for a given word is a concatenation
of the last three embeddings, current control vector
and hidden state of the SCLSTM cell (eq. 1).
c =[ht, tanh(Wdcdt),Wwrxit+1,
Wwrxt−2,Wwrxt−1,Wwrxt]
(1)
where Wwr is a word embedding weight matrix,
Wdc is the input representation weight matrix, xt
is the word at step t, ht is the hidden state at step
t, dt is the input representation, and xit+1 is the
i-th word of the decoding distribution for the next
timestep t+ 1.
From the meta-classifier’s output we can infer
a vocabulary-length binary vector B that indicates
which words are safe. In order to also consider
the NLG decoder’s probability distribution, we only
sample amongst the top consecutive safe words in
B that are assigned a non-zero probability.
4 Imitation Learning
Since diversity-specific labels are not explicitly
available in the data, we employ an expert pol-
icy to infer which words words are safe, and use
Imitation Learning (IL) approaches to mimic the
expert. IL is a family of meta-learning frameworks,
that train a policy pi using demonstrations provided
by an expert piref . In this work, the policy pi refers
to the meta-classifier. The expert policy piref acts
as a dynamic oracle that returns whether a word is
safe; we discuss the expert further in section 4.1.
We explore the application of three IL frame-
works for training MCD-NLG: Exact Imitation,
DAGGER (Ross et al., 2011) and Locally Optimal
Learning to Search (Chang et al., 2015, LOLS). We
will briefly explain how we adapt these frameworks
for diversity training, but a detailed explanation of
the involved algorithms is out of the paper’s scope.
Exact Imitation refers to training policy pi di-
rectly on the labels provided by the expert policy
piref . In practice, for each training instance in our
data, we use the underlying NLG model to generate
a sentence. On each decoding step, we call piref
to determine the safe words and train pi. We also
sample the next word in the sentence from piref .
We note that IL is applied exclusively on MCD-NLG
and the underlying NLG model remains constant.
DAGGER improves over Exact Imitation by gen-
erating the NLG sentence using a mixture of the
piref and pi policies, i.e. by sampling amongst the
words considered safe by either piref or pi. This
way pi is exposed to sentences it would not have
encountered using piref for sampling, particularly
xt x
i
t+1 Greedy decoding Prec
i Out
my favourite is Itacho . do 0.908 1
my personal favorite is Itacho . 1.0 1
my recommendation is the hotel Hilton 0.524 0
my computer shows this . I 0.658 0
my opinion . I would recommend 0.708 0
my suggestion would be the Itacho 1.0 1
my apologies . I would suggest 0.608 0
Table 1: Example of piref training signal inferrence.
to sentences produced by pi itself, in a sense expos-
ing it to its own errors and helping ameliorate error
propagation. As in Exact Imitation, we call piref to
determine the safe words and train pi. Before we
apply DAGGER, we need to perform one iteration
of Exact Imitation to initialise pi.
LOLS generates the NLG sentence using only
the pi policy, again initialised via Exact Imitation.
Additionally, at each decoding step the training
signal is provided by either piref or pi according to
a probability p. This probability is initially set to
p = 1.0, i.e. to always obtain the training signal
via piref , but it exponentially decays after every
iteration with a rate of p = (1−β)i, where β is the
learning rate. Further details on how pi can provide
a training signal can be found in section 4.1.
DAGGER and LOLS iteratively adjust the train-
ing signal and increasingly expose pi to training
instances that are more similar to what pi is likely
to encounter during testing time. This helps address
error propagation, but also helps tune MCD-NLG
to the level of diversity that the NLG model can
comfortably produce. Specifically, LOLS has the
advantage of potentially improving over piref as it
exploits training signal from pi itself.
4.1 Inferring Training Signal from Policies
During IL, we employ a dynamic oracle piref that
determines whether a word xit+1 is safe. To min-
imise the computational cost, piref is limited to
consider only i ∈ {0...n}; in this work we consider
the top n = 25 words in the decoding distribution.
Intuitively, we need to examine whether the impact
of each xit+1 on the decoding process will lead to a
fluent and adequate sentence. To obtain sentences
that are affected by xit+1, we force x
i
t+1 in step t+1
and use the NLG model to greedily generate the rest
of the sentence. We then calculate the n-gram over-
lap between the n sentences and a set of references.
To make the calculations more consistent, we limit
the produced sentences to the previous word xt,
xit+1, and the next 4 words x
∗
t+2 . . . x
∗
t+5. This is
similar to the focused costing approach proposed
by Goodman et al. (2016).
An example application of piref is shown in Ta-
ble 1 for the MR [INFORM(REST-NAME = ITACHO),
REQUEST(REST-TYPE)]. Note that the previous
word xt is the same for all examined xit+1, while
x∗t+2 . . . x∗t+5 differ. The n-gram overlap is calcu-
lated via modified 4-gram precision, i.e. BLEU-4
score (Papineni et al., 2002) without the brevity
penalty. Since the expert hypotheses are all fixed
in size, we cut the brevity penalty to speed up the
calculation of the expert.
The expert considers the words and corre-
sponding modified 4-gram precisions Preci in
ascending i, validating a word i if Preci ≥
max(Prec0, . . . , P reci−1).
To promote more diversity through piref ,
the aforementioned reference sets are obtained
by decomposing the corresponding MR into
its attributes, and then retrieving from the
training instances all the references these at-
tributes correspond to. For example, for [IN-
FORM(WELCOME); INFORM(BYE)] we would
also retrieve all references corresponding to [IN-
FORM(WELCOME); REQUEST(NAME)] as they
share the INFORM(WELCOME) attribute.
In the LOLS framework, we also obtain training
signal via pi. In this work, this is similar to how we
calculate piref but instead of greedily generating
the rest of the sentence for each xit+1, we generate
by sampling using pi. In order to allow a broader
exploration and generate a more consistent signal
when sampling, multiple hypotheses are produced
and precision is averaged over them.
5 Experiments
The following experimental analysis is performed
with the MultiWOZ dataset (Budzianowski et al.,
2018). MultiWOZ contains human-to-human writ-
ten conversations, annotated with MRs which en-
ables its use for context-to-text research. The con-
versation concern a user trying to use a virtual assis-
tant to perform certain tasks, e.g. book a restaurant
or a taxi, find attractions. The dataset is comprised
of 55026, 7290 and 7291 utterances for training,
validation and testing respectively. In the training
set, there are 486 different attributes, 8635 unique
MRs and a total of 46671 distinct sentences.
5.1 System Configurations
Apart from the experiments with SpaceFusion (Gao
et al., 2019), all our experiments make use of
SCLSTM as the underlying NLG model. Using the
implementation provided by Budzianowski et al.
(2018)2, the model has been trained with 4 hidden
layers, states of size 100 and 0.25 dropout, Adam
(Kingma and Ba, 2015) as loss optimiser, learning
rate of 0.005 and gradient clipping at 0.5. Early
stopping was applied when validation loss did not
decrease within 6 epochs.
For the meta-classifier, we used 3 linear/ReLU
layers with 512 as hidden state size, trained for 30
epochs per each dataset iteration with Stochastic
Gradient Descent and a learning rate of 0.05. For
LOLS, exponential decay is performed with a pa-
rameter β of 0.1. We initialise the meta-classifier
using a single iteration of Exact Imitation over the
full dataset. Due to time constraints, for the fol-
lowing training iterations with any of the IL frame-
works, only 10% randomly selected sentences are
used per iteration. We perform our experiments
with the meta-classifiers generated by our last iter-
ation.
In addition to our proposed method, we explore
six different techniques for variety: sampling Beam
Search, First Word Control (Deriu and Cieliebak,
2017), MMI-AntiLM (Li et al., 2016), SpaceFusion
(Gao et al., 2019), Top-k (Fan et al., 2018) and
Nucleus Sampling (Holtzman et al., 2019).
Beam Search and MMI are performed with beam
size = 10 and the sentences are selected among the
top 10 beams with the criteria described in Section
5.2. For the MMI objective function we implement
MMI-antiLM as suggested by Li et al. (2016). For
the auxiliary language model, we use a 2-layer, 650
vector size LSTM3, trained for 40 epochs on the
MultiWOZ references. At decoding, the MMMI-
antiLM parameters are set as λ = 0.5 and g = 5.
SpaceFusion4 is trained using the configuration
provided with the code. Tests on different settings
did not achieve significant improvements.
For First Word Control, we select all the words
that appear more than 60 times as first word in the
training references, resulting in a set of 67 different
possible first words. SCLSTM is modified as in
Deriu and Cieliebak (2017) and trained with the
2https://github.com/andy194673/nlg-sclstm-multiwoz/
3https://github.com/pytorch/examples/tree/master/
word language model
4https://github.com/golsun/SpaceFusion
configuration described in Section 5.1. At infer-
ence time, one sentence is generated per each first
word and the output is selected with the criteria
described in Section 5.2.
For Top-k and Nucleus Sampling, since the pa-
rameters k and p are not tunable, we report the
results for ranges 2-10 for k and 0.10-0.95 for p.
5.2 Reranking
For each input, we generate 10 possible outputs and
rerank them with two different criteria. We first
select the utterances with lowest slot error (ERR)
Wen et al. (2015a), and then sort them according
to their normalised sentence probability. The fi-
nal output is sampled uniformly from the top 5
most probable remaining sentences. This is applied
on all considered models in order to minimise the
effect of random sampling on the results.
5.3 Evaluation Metrics
To measure the diversity of the outputs we com-
pute Self-BLEU (Zhu et al., 2018) and diversity-n
(Li et al., 2016). In our experiments, we will be
reporting 1 - Self-BLEU to make the score easily
interpretable (the higher the score, the more diverse
the system output is), while for distinct-n we pro-
vide the percentage of distinct uni-grams, bi-grams,
four-grams and distinct whole sentences.
Correctness of the output is evaluated with slot
error, i.e. the percentage of values in the MR
that are missing from the output, and repeated /
hallucinated values in the output. Overall perfor-
mance is evaluated with BLEU-4, METEOR (Lavie
and Agarwal, 2007) and MoverScore (Zhao et al.,
2019). We should note that word overlap metrics
can be unreliable when evaluating systems with
a high level of diversity in the output. Since ev-
ery MR is aligned with a limited set of references,
more diversity will lead to less overlap between
the output and the references. BLEU is particularly
problematic, as it has been shown not to be reliable
discriminator between high quality systems even
when not considering a particularly diverse output
(Novikova et al., 2017). For this reason, we further
support our experiments with human evaluation.
5.4 Analysis of Previous Diversity Methods
Please consult Table 2 for automatic evaluation
metrics for previous diversity methods. We can
see from the low numbers in the diversity metrics
(1 - Self-BLEU and distinct-n) that none of these
methods produce much output diversity in the task
Greedy Beam FWC MMI SF
BLEU 0.654 0.663 0.592 0.486 0.4655
METEOR 0.496 0.496 0.479 0.479 0.430
Mover 0.804 0.799 0.721 0.649 0.671
Slot Error 4.071 1.608 0.305 2.091 52.980
1-SB 0.014 0.017 0.018 0.044 0.002
Dist-1 0.004 0.004 0.004 0.006 0.002
Dist-2 0.022 0.024 0.023 0.049 0.007
Dist-4 0.079 0.087 0.095 0.156 0.019
Dist-Sent 0.307 0.482 0.491 0.487 0.100
Table 2: Automatic evaluation results for greedy and
previous works on variety.
of concept-to-text NLG. Below, we provide some
brief analysis on the results.
Beam Search: similarly to what has been reported
in open-domain NLG research (Li et al., 2016), Ta-
ble 2 shows that Beam Search produces greedy-
like outputs with minimal variations. For example,
for the MR [REQUEST(TRAIN-LEAVE)] the top 3
beams obtained are “What time would you like to
leave?”, “What time would you like to leave by?”
and “What time would you like to depart?”.
MMI-AntiLM: using Beam Search with an MMI
as objective function improved the diversity of the
output at the expense of performance evaluation
metrics. However, an analysis of the text revealed
that this diversity was the result of the generation
of unfluent words at the beginning of the sentence.
Some example outputs are: “Glad no most cer-
tainly help. Goodbye.”, “Okay glad well, have a
great day.” and “Yeah anytime glad well.”
First Word Control: despite being proposed for
concept-to-text NLG, First Word Control did not
achieve more diversity than sampling Beam Search.
Given the limits imposed on the list of available
words to start a sentence, we have observed that
often the forced first word is either having no affect
on the sentence, or it has a catastrophic effect. In
the first case, for the MR [REQUEST(TAXI-LEAVE)]
forcing “okay”, “alright” or “great” will not affect
the rest of the output as it is decoded in a greedy
way, e.g. “Alright! What time would you like to
leave?” In the latter case, forcing the first word may
lead to non-relevant output which in turn is filtered
out by the output selection process. For example,
forcing domain specific words in the beginning (e.g.
“booking”) will result in incoherent sentences.
SpaceFusion: compared to the above methods
SpaceFusion obtained the lowest scores for both
diversity and performance. This makes sense as the
method was not designed for concept-to-text NLG
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Figure 4: Close up of the distribution produced by the
concept-to-text NLG model.
nor for lexical variety in general, and the trained
autoendoder tends to produce identical or almost
identical sentences as the S2S encoder. The joint
training collapses the sentence embeddings into a
similar representation, preventing the decoder from
distinguishing different autoencoder states. This
makes sense if we consider the strict semantic re-
lation between the MR and the reference, and the
similarities within the reference set and the fuse
regularisation term. The extremely high slot error
can be attributed to the lack of attention mechanism
in SpaceFusion. We conjecture that SpaceFusion
training might achieve a better performance with
an input-optimised model and parameters, but that
goes beyond the scope of this paper.
5.5 Top-k and Nucleus Sampling Analysis
Figure 3 shows how the quality of the texts pro-
duced by Top-k and Nucleus sampling when paired
with probabilistic sampling vary as their respective
parameters increase. Despite enlarging the sam-
ple pool results in the augmentation of diversity,
Top-k and Nucleus sampling performed compara-
bly across all the parameters, obtaining greedy-like
results. Figure 4a shows the average probability
of the top-10 words. Since most of the probability
mass is clustered in the top 4 words, with the top-1
taking 70% of it, we can conclude that concept-to-
text NLG probabilistic sampling is not favourable
as little to no variety will be introduced.
In addition to probabilistic sampling, Figure 3
shows the performance of Top-k and Nucleus sam-
pling when paired with uniform sampling. For
Top-k (Figure 3a), while the diversity in the text in-
creases drastically, the BLEU score drops exponen-
tially over k. The score halves even for k = 2 (one
step beyond greedy decoding) and reaches a 0.005
BLEU score at k = 10. Figure 4b shows that 42%
of the generated words have a probability of 1.0 (or
nearly 1.0). Even though diversity methods aim to
reduce the bias towards highly probable words, it is
safe to assume that in concept-to-text NLG, words
with a probability of 1.0 are likely to be the sole
correct output. For this reason, when k increases,
errors on these cases become more probable. In ad-
dition, despite the fact that reference-based metrics
might fail in evaluating correctly a text containing
a high level of diversity, it is fairly reasonable to
assume the incorrectness of the output produced
by top-k due to the high correlation of automatic
metrics with human judgement when evaluating
low-quality text (Zhao et al., 2019).
On the other hand, Nucleus Sampling paired
with uniform sampling is able to introduce diversity
in a more controlled way, outperforming Top-k by
maintaining a high level of BLEU while steadily
increasing the diversity generated. (Figure 3b).
Despite the improvements of Nucleus Sampling
over the above models, we cannot determine the
best value of p that allows us to achieve the most
diverse text without compromising fluency and rel-
evancy. The inadequacy of automatic metrics in
capturing such quality criteria makes it impossi-
ble to tune a hard parameter such as Nucleus’ p
since it is not possible to determine reliably the
best parameter without dropping the quality of the
outputs.
5.6 Evaluation of MCD-NLG
Table 3 shows our three MCD-NLG models trained
with Exact Imitation, DAGGER and LOLS. All the
systems obtained comparable results for both per-
formance and diversity based on automatic evalua-
tion metrics suggesting that the benefits of a more
Exact DAGGER LOLS Nucleus
BLEU 0.326 0.334 0.334 0.488
METEOR 0.393 0.395 0.395 0.434
Mover 0.646 0.645 0.649 0.710
Slot Error 0.897 0.762 0.897 0.753
1-SB 0.104 0.096 0.096 0.101
Dist-1 0.007 0.007 0.007 0.008
Dist-2 0.064 0.061 0.061 0.072
Dist-4 0.429 0.415 0.417 0.342
Dist-Sent 0.961 0.957 0.957 0.919
Table 3: Automatic evaluation results for cutting the
tail methods and uniform sampling.
Fluency Adequacy
raw z-score raw z-score
Greedy 82.555 0.334 84.233 0.205
Exact 73.892 0.028 79.790 0.057
DAGGER 71.824 -0.032 79.043 0.020
LOLS 73.343 -0.002 79.846 0.017
Nucleus 76.753 0.120 82.581 0.156
Table 4: Human Evaluation results.
broad and cautious exploration do not help the gen-
eration of higher quality texts. We conjecture that
these results are due to the high quality of the ex-
pert policy which is able to provide a reliable and
representative training signal for the diversity that
the NLG is capable of producing correctly.
Compared to previous diversity methods in Ta-
ble 2 our approaches shows a much higher level of
diversity in their output. However, we observe a sig-
nificant drop in the word overlap metrics (BLEU-4,
METEOR and MoverScore). As we mentioned in
section 5.3, these metrics rely on a limited set of
evaluation references, and are unfortunately unreli-
able when there is a high level of diversity in the
output. To accurately determine the quality of the
output, we will be performing human evaluation.
To provide context to our human evaluation we
will include the output of Nucleus sampling and
greedy decoding. We note that Nucleus sampling
can achieve any desired level of diversity by setting
different values to the parameter p. Since there is
no established methodology to tune the parameter
p, we set it to a value that leads to the same Self-
BLEU as our systems. This is done to achieve the
same level of diversity for all systems and compare
them solely on the output quality. The parameter
obtained is p = 0.84. Contrary to the word over-
lap metrics, we can consider Self-BLEU to be an
accurate metric as it does not rely on references.
We should note that the comparison between our
approach and Nucleus sampling is not fair, as we
in effect tune p on the testing data, providing an
advantage to Nucleus sampling. Nucleus sampling
obtained a higher BLEU score compared to the
MCD-NLG models, with a difference of 0.15 points.
Despite this gap in scores, the difference in per-
formance for semantic similarity based metrics is
more marginal, with a difference of only 0.04 for
METEOR and 0.05 for MoverScore.
We evaluate the fluency and adequacy of the
texts via Direct Assessment (Graham et al., 2017).
Direct Assessment is a human evaluation frame-
work that has been employed on MT (Bojar et al.,
2018), surface realisation (Mille et al., 2018) and
video captioning (Awad et al., 2019) output. We
used the publicly available code of Direct Assess-
ment5 to setup tasks on Amazon Mechanical Turk
(AMT) platform.
To minimise correlation between the criteria, sep-
arate tasks were created asking participants to as-
sess the fluency and adequacy of the provided texts;
a 100-point Likert scale was used. For fluency,
people were asked to judge how grammatical and
natural the text was. The task for adequacy was
more complicated as people were asked to com-
pare the text with a checklist of snippets that it
should include. We generated the checklist of snip-
pets through simple rule based NLG over the input
MRs (see Figure 5). We limited the crowd-workers
that could participate in the tasks to those resid-
ing in English-speaking countries, and who had a
high acceptance rate. Even so, after consulting the
reliability of the participants based on the Direct
Assessment platform analysis, we still had to filter
out 27% and 50% of those who assessed fluency
and adequacy respectively.
We sampled 1500 texts from each of the different
MCD-NLG configurations, Nucleus sampling and
greedy inference. We include the latter to provide a
benchmark for the other models. Table 4 shows the
raw and mean standardised z-scores of the human
assessments. To determine whether the observed
differences were statistically significant we used
the Wilcoxon rank sum test.
On both fluency and adequacy the greedy model
is better than all other systems, while Exact Imita-
tion and Nucleus are comparable on fluency. All
other configurations show no statistically signifi-
5https://github.com/ygraham/crowd-alone
Fluency Adequacy
raw z-score raw z-score
Exact 49.258 -0.041 65.357 0.012
DAGGER 53.593 0.080 64.265 -0.006
LOLS 54.324 0.104 65.509 0.065
Nucleus 39.762 -0.295 60.561 -0.017
Table 5: Human Evaluation results for texts always
sampling the last word of the reduced sample pool.
cant difference between them.
To better assess the edge cases of the decoding
strategies, we generate 750 texts from each of the
different MCD-NLG configurations, and Nucleus
sampling, by always sampling the least probable
word in the range that each method allows us. This
will help us determine the quality of the texts for
which the NLG model is least confident, but the
decoding strategies still consider to be safe to gen-
erate. The configuration of the evaluation remains
the same but on a smaller scale.
Table 5 shows the raw and mean standardised
z-scores of the human assessments for this setting.
Again most configurations show no statistically
significant difference between them, with the ex-
ception of LOLS and Nucleus on fluency.
We consider that the human evaluation shows
that our proposed approach is able to determine the
level of diversity that an NLG model can safely gen-
erate. While the generated fluency and adequacy is
lower than decoding with greedy inference (as is
to be expected), the gain in diversity is significant.
Compared with a Nucleus sampling configuration
that is manually tuned to the diversity exhibited
by our model, we show that MCD-NLG is better at
determining the edge cases where it can still safely
generate diverse output.
6 Conclusion
In this paper, we proposed MCD-NLG, a meta-
classifier that exploits diversity-specific training
signals to determine which words in the decoding
distribution lead to safe diverse generation. Due to
the lack of explicit training signal for diversity, we
adapted three Imitation Learning frameworks and
showed that their application helps MCD-NLG deter-
mine the level of diversity that the underlying NLG
model is comfortable to produce. Our experimental
results show that MCD-NLG leads to highly diverse
output while minimising the cost to the quality of
the text. We also show that MCD-NLG is better at
Figure 5: Evaluation platform for assessment of output adequacy.
determining the edge cases where it can still safely
generate diverse output even though the NLG model
assigns a lower probability. Additionally, we pre-
sented a thorough analysis of the application of
open-domain diversity methods to concept-to-text
NLG. In future work, we aim to adapt MCD-NLG
for open-domain language generation.
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