Abstract: The number of model-based approaches in modern engine control units (ECUs) increases permanently with the increase of engine complexity. Therefore the efficient storage and the fast computation of these models is a challenging task. Due to their fast computation properties most ECUs utilize 2-dimensional grid map structures. Higher dimensional relations need then to be mapped with nested structures of several 2-dimensional grid maps. The determination of suited structures is a time-consuming task and the number of utilized 2-dimensional grid maps may be large for higher dimensional relations. Therefore in the following a grid map structure, a LOLIMOT structure, a Kernel method and an adaptive polynomial approach are compared with respect to model accuracy, computation time and required memory. Conclusions about the implementation on state of the art ECUs are given. As model output the NO x emissions of a DTH Z19 Opel CR-Diesel engine with VGT-turbocharger and exhaust gas recirculation are regarded. Model structures are presented for a global model approach comprising the engine operation point as input, and for a global-local approach predicting the output by weighting local models.
INTRODUCTION
Due to more and more stringent emission regulations, the complexity of the Diesel engine increases permanently. Simultaneously the number of model-based approaches in the ECU increases. Therefore the efficient storage and fast computation of these models is a challenging task since also real time computation has to be guaranteed. High dimensional models are necessary to achieve good model qualities. However most ECUs only provide the implementation of grid map models with a maximum of two inputs. Therefore alternative model structures are presented and compared with respect to computing time, model quality and required memory. Each model structure is implemented as a global and a global-local model approach. The difference between these approaches is presented in the subsequent section. In the section thereafter the applied model structures are introduced and finally compared to each other in the last section. A conclusion about the application of the presented model structures in modern ECUs is given.
The ECU implementation of complex models is also discussed in Nelles et al. (2008) . Especially the implementation of the LOLIMOT structure is presented. Schilling (2008) and Tschanz et al. (2010) present emission models in a structure adapted to the working principle of common ECUs. Emissions are predicted by base grid maps for stationary driving conditions and the deviations for transient driving are modelled by correction terms. Further emission models for NO x and soot are described in Sequenz et al. (2010b) and Mrosek et al. (2010) where the global-local model structure is introduced. This is also included in the following comparison. To compare the different model structures, the prediction of NO x is regarded. The formation of NO x depends on several engine states and requires therefore a high dimensional model. Furthermore, NO x is relevant for the legislative regulations and a simulation of NO x is especially important for aftertreatment systems like DeNOx or SCR catalysts. It shall be mentioned that the presented model structures are not limited to model NO x . The same model structures are applicable to model soot, torque, or any other nonlinear relation. The measurements are taken on a DTH Z19 Opel CR-Diesel engine equipped with a VGTturbocharger, a high-pressure and a low-pressure exhaust gas recirculation.
GLOBAL AND GLOBAL-LOCAL STRUCTURES
The presented model structures can be divided into global and global-local model structures. The global model approach is illustrated in Fig. 1 . The inputs for the emission model are the engine speed n eng , the desired injection quantity u inj , the air mass per cycle m air , the intake pressure p 2i , the intake temperature T 2i and the crank angle of 50% mass fraction burnt ϕ Q50 . The last model input can either be calculated from in-cylinder pressure measurements or it can be modelled, see Fig. 1 . For the global model approach all inputs are introduced equivalent to the model structure. Global refers here to the equal treatment of the engine operation point, defined by the engine speed n eng and the desired injection quantity u inj , to the other inputs. The general form of the global approach can be written aŝ
For the global-local model approach the same model inputs are applied. However the engine speed n eng and the desired injection quantity u inj are regarded separately. They are determined by the drivers request and are not included in the local models. The local models are identified for fixed engine operation points (n eng , u inj ). Thus for each operation point a local model is parametrised. These local models are composed to a global model output by means of weighting functions. The block-diagram for the globallocal approach is given in Fig. 2 . The equation for the global-local approach can therefore be given aŝ
where M denotes the number of local models andf j stands for the j-th local model which is weighted with respect to the engine operation point by Φ j (.). The weighting function Φ j (.) is given as a linear interpolation between the operation points and is illustrated in Fig. 3 . The summation of these local models results in a global model output. Therefore this model structure is denoted as global-local model structure. The engine operation points are equidistant distributed in engine speed and injection quantity dimension, see Fig. 3 . The training data is centred in the model centres and the validation data is centred in between. As the validation data has the maximum distance to the training data, the validation can be regarded as a global validation. The combustion is regarded as a batch process. Thus stationary measurements are utilised for model training and validation. Further details about the distribution and excitation signals can be found in Sequenz et al. (2010a) . 
Kernel Methods
Kernel methods are simple model approaches. They require only little training effort as most of the computational effort is done at model evaluation. For model output computation each measured datapoint is weighted with respect to a normalised activation function. The output is predicted by the equation
where u is the model input, (u i , y i ) are the N stored datapoints and K h (.) is the activation function given here as the gaussian
The activation function depends on the bandwidth parameter h which is the only parameter to be identified. The bandwidth is determined by minimising the crossvalidation error on the training data. It is a vector of the same dimension as the model input which is for the global model structure
respectively for the global-local model structure
For a one dimensional input the computation steps are illustrated in Fig. 4 . All measured datapoints (u i , y i ) are stored for model evaluation as shown in the top most plot. Each measured output is weighted with respect to a normalised activation function K h (u, u i ) (middle plot) and summed up to the model output as shown in the lower plot.
Figure 4. Calculation of the model output for a Kernel structure for a 1-dimensional input space.
As each measured datapoint has to be stored the computing time and the required memory depends on the dimensionality of the model input and the number of measurements. In the following the computation effort for the global model with a 6-dimensional input and N measured values is given. The number of multiplications is denoted by a ' * ', the number of additions by a '+' and the number of exponential function evaluation by 'exp'.
• evaluation of eq. (3): N ' * ' and N -1 '+'
• evaluation of eq. (4): 12N ' * ' and 11N '+' N 'exp' evaluations
Grid Map Models
Grid map models are the most employed model structures in common ECUs. They are fast to calculate and simple to interpret. However a major drawback is the high demand of memory. Therefore grid map structures are mostly limited to two inputs (Nelles et al., 2008) . Nested structures are utilized to map higher dimensional relations. In the following the applied grid map structure and its identification for the global-local NO x model is described. The global model can be defined in an analogue way.
The applied grid map model is identified directly from measurement data. Since the measurements are not taken exactly on the grid points, a Kernel method is applied to determine these values. The applied grid map structure for the global-local NO x model is illustrated in Fig. 5 . The composition of the grid map is based on the significance of the inputs. This significance can either be determined by correlation analysis (Benz, 2010) or by the outcome of the regressor selection strategy as described in section 3.4. From these results the air mass per cycle m air and the crank angle of 50% mass fraction burnt ϕ Q50 are selected as inputs for the base grid mapf bm (m air , ϕ Q50 ). For all grid maps the grid points are equidistant distributed. For the base grid map there are 25 grid points for m air between 0.2 -and 0.8 [kg/cyc] and 4 grid points for ϕ Q50 between 9 -and 20 [
• CA] after top dead centre (TDC). After determination of the base grid map, the model output of the 2-dimensional base grid map is subtracted from the measured output
Then the correction grid mapf cor1 depending on m air and p 2i is determined analogously using the outputỹ instead of y. The pressure p 2i is divided into 21 equidistant points over the operation range. For the second correction grid mapf cor2 , the temperature T 2i is divided in 19 equidistant points. The local model output of the presented grid-map structure can then be written aŝ
It shall be mentioned that the presented additive model structure (see Fig. 5 ) can be modified to a multiplicative model structure by changing the subtraction in eq. (7) to a division. There are various possibilities to define the grid map structure and a persistent search might improve the model quality. However the search of the 'best' suited gridmap structure is not the objective here.
For an analysis of the computing time, the necessary steps in grid map evaluation are reviewed in the following. Given a 2-dimensional grid map and a input on which the grid map shall be computed, the 4 surrounding points need to be determined. The stored values on these surrounding grid points are weighted with respect to a linear interpolation and summed up. To determine the weights of each grid point 8 additions and 8 multiplications are necessary.
To further determine the grid map output another 4 multiplications and 3 additions are required. Additionally for the applied grid map composition as shown in Fig. 5 two more additions are necessary. This sums up as follows:
• computation of grid map weight: 8 ' * ' and 8 '+' (3x)
• computation of grid map output: 4 ' * ' and 3 '+' (3x)
• combination of grid maps: 2 '+'
LOLIMOT
LOLIMOT is an abbreviation for local linear model tree. Its local models are of linear or to be more precise affine type and are weighted to a overall model output by means of gaussian weighting functions. Thus a smooth transition from one local linear model to another is given. The partition of the input space, where the local models are valid, is derived by a tree construction algorithm applying axisorthogonal splits. An illustration of the model structure is given in Fig. 6 . In the following the model structure is discussed shortly and the computation steps are analysed.
A detailed description of model identification can be found in Nelles (2001) . The model output can be calculated bŷ
where M L is the number of local linear models, u are the model inputs (see eq. (5) and eq.(6)), w 0,j , w 1,j , . . . , w p,j are the model parameters and Φ j is the normalised weighting function
Here u 0,j is the centre coordinate of the j-th local model and σ j is the standard deviation of the gaussian. Both are determined by the LOLIMOT tree construction algorithm.
Especially for high input dimensions the LOLIMOT structure requires less memory than grid map models. It is therefore suited to reproduce higher dimensional relations. A drawback is the increase of computing time with the increasing number of partitions. Due to the limitation to linear models, several partitions might be necessary for a satisfying model quality. In addition to the local model computations, several evaluations of the gaussian are necessary. This can be avoided by applying alternative weighting functions, as e.g. polynomials. Further the overall computing time depends on the number of inputs p and the number of local models M L . For the global model there are 6 inputs for each linear model and for the global-local approach it is p = 4.
• eval. of eq. (9):
Adaptive Polynomial Models
For the adaptive polynomial model approach, regressors are motivated by a Taylor series. As the number of regressors increases highly with polynomial order and number of inputs, a selection strategy is applied. This selection strategy enables an adaption to the nonlinearity and improves the model quality as nonsignificant regressors are deleted from the model. Furthermore less measurement data is necessary as less parameters need to be identified. The selection algorithm consists of a stepwise regression with replacement of regressors. It is described in more detail in Sequenz et al. (2009) . In the following the model structure is shortly introduced and subsequent the computing time is analysed. The set of potential regressors can be defined as
From that set the regressors x i are selected. The selection is performed separately for each local model such that each local polynomial adapts to the respective nonlinearity. The local model output calculates then tô
The regressors are selected such that the expected mean squared error is minimised. A criterion for this condition is given by Mallows' C p -statistic which consists of the normalised mean squared training error and a penalty term, penalising the number of selected regressors n
N denotes the number of measurements andσ 2 is an estimation for the error variance.
For the global-local approach the set of potential regressors (eq. (11)) comprises 31 regressors from which the significant are selected. For the global approach the set increases to 64 potential regressors. The evaluation of the global model is identical to a simple polynomial evaluation. For the global-local model a maximum of 4 simultaneous polynomial evaluations is necessary. As the set of potential regressors is the same for all local models, the regressors need only to be calculated once. For calculation of one regressor a maximum of one multiplication is necessary, since regressors such as u 1 need no multiplication and regressors such as u 1 u 2 2 come from one multiplication of the regressor u 1 u 2 with u 2 . Thus for a set of q regressors there are less than q multiplications necessary. The computation of the weights is based on a linear interpolation and is therefore the same as for the grid map weight computation. Instead of applying the weights to the local outputf LPM,j it is computationally advantageous to apply the weights to the local coefficients. These are q multiplications for each of the 4 local models and 3q additions. Finally the output can be computed by multiplying the weighted coefficients with the regressors (q − 1 since no multiplication is necessary for the offset) and summing up to the model output (q − 1 additions). This sums up as follows for the global-local adaptive polynomial model:
• regressor computation: < q ' * ' • weight computation :
8 ' * ' and 8 '+'
• weighting the coefficient: 4q ' * ' and 3q '+'
• output computation: q − 1 ' * ' and q − 1 '+'
COMPARISON OF THE MODEL STRUCTURES
In the following the presented model structures are compared with respect to model quality, computing time and required memory. The models are separately compared for the global approach and for the global-local approach.
From that a conclusion about the usability of the globallocal approach is given.
In Table 1 the model qualities for the global-local models are given. The error is given for the training data and for the validation data in coefficient of determination R 2 and root mean squared error RM SE. The validation data is centred in between the local models, such that it can be regarded as a global validation. The training data consists of 2637 stationary datapoints and the validation data of 1615. The measured NO x emissions range from 7.7 ppm to 1276.6 ppm. The results show that all model structures attain a R 2 above 0.98 on the training data. The models are therefore all able to model the NO x emissions with minor differences in accuracy. The validation error on the other hand shows some drawbacks for the Kernel method and the grid map structure. For the LOLIMOT model a maximum of 10 local models are identified for each of the 12 engine operation points. Some local models possess less than 10 partitions as not enough data is at hand for further partitions in some dimensions. Thus a total of 545 parameters need to be identified. Additional parameters need be stored for the local model centres and the standard deviations. For the adaptive polynomial approach 248 regressors are selected for the 12 local models. This is in average less than 21 regressors for each local model. For the grid map model the equidistant divisions require the storage of 1100 values. This might be reduced as for all local models the same equidistant distribution of grid points is used and thus some grid points are not in the operation range of the engine. In addition to these values also the grid map points themselves must be stored. The Kernel model consists of all measured datapoints plus the bandwidth parameters and requires thus the most memory. The results for the global model structures are given in Table 2 . In comparison to the global-local approach all model structures except the Kernel method perform significantly worse. This is because the Kernel model output depends mainly on the measured data in the neighbourhood of the input. As the measurement data is rasterised in the n eng , u inj -dimension (see Fig. 3 ) the weighting in these dimensions are similar for the global-local structure and the global structure. Hence for the Kernel method the global-local and the global model structure perform similar. The global LOLIMOT model consists of 38 local models. This is the maximum number of partitions for the given training data as not enough measurements are available for further partitions. The LOLIMOT model with 38 partitions is the best performing tested LOLIMOT model. A total of 266 parameters need to be identified for this model structure. The validation quality is comparable to the global-local structure. This is not surprising as the LOLIMOT partition algorithm also performs partitions in the engine operation dimension. The adaptive polynomial structure possesses 41 selected regressors. Considering this relatively small number of regressors the adaptive polynomial performs well on training and validation data. The results of Table 1 and 2 show that the adaptive polynomial with the global-local model approach is the best performing model. If accuracy is less important also a global polynomial model might be sufficient. The Kernel method and the grid map model on the other hand perform only satisfactorily on the training data. The results on the validation data suffer from a missing model structure. The LOLIMOT algorithm performs well for the global and the global-local approach but requires several partitions. This increases the computing time which will be considered in the following. The accuracy of the various models and the required memory is also sketched in Fig. 7 . The grid map models perform well for lower dimensions. The error is small due to their flexibility and the memory is acceptable. These advantageous do reverse for higher dimensions. Then the LOLIMOT and the adaptive polynomial model perform better and their required memory increases linearly with the dimension. The selection strategy makes the adaptive polynomial model superior to the LOLITMOT model.
For comparison of computing time, the required floating point operations (FLOPs) are counted for each model structure. The FLOPs are calculated as described in the previous section and are summarised in Table 3 for the global-local approach. It is distinguished between multiplications ' * ', additions '+' and evaluations of exponential functions 'exp'. For all global-local models an additional evaluation of a grid map is taken into account to determine the weights for the local models.
From the results in Table 3 can be seen that the Kernel method is not suited for an implementation on common ECUs. Besides the high demand of memory it also requires the most computing time. This might be reduced by choosing an alternative Kernel than the gaussian or alternative Kernel methods like support vector machines but it is still not suitable for an implementation on common ECUs. The grid map model on the other hand requires the lowest number of FLOPs. The LOLIMOT structure needs about 2-3 times of the grid map computing time but requires additional evaluations of the exponential function to determine the weights. The adaptive polynomial approach requires only slightly more FLOPs than the grid map structure and can therefore be considered for implementations on common ECUs. The comparison of the global approach in Table 4 shows a reduction of the required FLOPs for all model structures except the LOLIMOT structure. This is due to the gaussian weighting function. Because of its infinite decay all local models influence the global model output. The Kernel method does still not run in real time and the grid map is still the fastest model to calculate. The global polynomial which also showed a satisfactory model quality is also fast to calculate and might be sufficient for some applications. It shall be mentioned that the presented numbers of arithmetic operations may vary with the style of programming and are here given as an order of magnitude. Furthermore, LOLIMOT-models can be modified to a structure more suitable for an implementation on common ECUs. In Nelles et al. (2008) the gaussian weighting function is substituted by a polynomial approximation. On a desktop computer no significant differences are observed for the computation of the grid map, the LOLIMOT and the adaptive polynomial model. For the simulation of 2637 datapoints they are all in the range of 20 ms to 60 ms. The kernel method however required 3 min for the global case and 30 min for the global-local approach.
CONCLUSIONS
It has been shown that alternative model structures to 2-dimensional grid maps are possible for an implementation on common ECUs. An improve of accuracy is achieved by a moderate increase of computing time. Further the globallocal model structure in combination with adaptive polynomials showed the best accuracy. The time-consuming search of an appropriate grid-map structure can thus be avoided. The LOLIMOT model can also be considered as an alternative to grid-maps if some minor changes are performed on the weighting function. The Kernel method however is not suitable for an implementation on modern ECUs.
As the grid map models require a lot of memory for higher dimension relations, the alternative model structures seem to be promising there.
