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The concept of change and the ability for individuals to reduce their level of risk 
through targeted intervention is a core feature of current rehabilitation frameworks used with 
individuals who have engaged in sexually harmful behaviours. However, despite the large 
emphasis placed on dynamic risk factors and the acknowledgement of the ability for 
individuals to make prosocial change, relatively little attention is given to furthering our 
understanding of how dynamic risk meaningfully relates to the aetiology of sexual offending, 
and to developing theories of the mechanisms underlying the change process. The current 
thesis therefore addressed this gap in the literature by investigating the factors and 
characteristics that play a causal role in sexual offending behaviour, and by exploring the 
underlying nature of offender change to help inform ongoing theory generation in this area.  
Study One began with a validation of an influential theory of the aetiology of sexual 
offending, Ward and Siegert’s (2002) Pathways Model of Child Sexual Offending. The study 
used pre-treatment scores on a psychometric battery completed by 1,134 male sexual 
offenders against children to conduct a Latent Profile Analysis (LPA), which is a statistical 
technique used to identify meaningful latent classes of individuals within a given sample. 
Results suggested that the sample was best captured by five classes of individuals that 
mapped closely to the five hypothesised pathways in the Pathways model, with a few notable 
exceptions. Overall, the study provided tentative support for the Pathways Model and its 
proposed mechanisms and aetiological pathways, provided guidance for potential 
amendments to the model, and highlighted the heterogeneity in the offender population and 
causes of offending.  
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Studies Two, Three and Four then went on to explore the nature and characteristics of 
sexual offender change, with the aim of providing valuable insights to inform ongoing theory 
generation regarding the mechanisms and nature of change. Study Two provided the first 
known study to explore whether sexual offender treatment change is best conceptualised as 
categorical or dimensional, by using standardised residual change scores from 346 male 
sexual offenders against children to conduct a taxometric analysis of change. Results from the 
analysis suggested that offender change is best conceptualised as a categorical construct; that 
is, that differences in treatment change between individuals are best understood as differences 
in the types of change made, rather than simply the amount of change made.  
Study Three explored the implications of Study Two’s findings further by attempting 
to identify what these change categories might look like. The study used standardised residual 
change scores from 1,170 sexual offenders against children to conduct an LPA, which found 
that three classes provided a best fit for the data. These classes represented individuals who 
had made Poor Change, Moderate Change, or Good Change over the course of treatment, 
with individuals in the Good Change group reoffending at significantly lower rates than 
individuals in the other two groups. The study suggested that meaningful distinctions can be 
made between different kinds of change made over the course of treatment, but did not 
provide much information regarding the mechanisms underlying these change patterns.  
Study Four therefore provided a further investigation of these groups, by assessing the 
pre-treatment needs, static risk, and historical or demographic characteristics associated with 
each change group. Results indicated that there were no significant differences in static risk 
or most historic or demographic factors between groups, but that individuals in the Good 
Change group showed significantly lower rates of pre-treatment needs than individuals in the 
Poor Change group (with individuals in the Moderate Change group falling in between). This 
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suggested that perhaps individuals in the Good Change group were already on a pathway to 
desistance prior to entering treatment. 
Together, the results from this thesis suggest that internal factors, such as motivation 
to change and cognitive transformation (i.e. the adoption of a pro-social identity), may be key 
mechanisms underlying change demonstrated by offenders. They also highlight the 
heterogeneity of pathways into sexual offending and related treatment needs, and add to a 
growing body of research supporting the need for individualised assessment and intervention 
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Chapter One: Exploring Dynamic Risk Factors 
The accurate prediction of reoffending risk and identification of risk-relevant needs 
(i.e. criminogenic needs) are key components of modern efforts to reduce community harm 
and justify the continued restriction of personal liberty inherent in the custodial management 
of offenders. The assessment of risk and need plays an important role in decision-making at 
all stages of offender management and intervention, including for sentencing, custodial and 
living arrangements, and decisions regarding early release or indefinite detainment. 
Supporting these risk and need assessments is a large body of literature that provides 
evidence for the link between certain individual and environmental characteristics, and 
increased rates of recidivism (includng sexual offending; Hanson & Bussiere, 1998). 
 In general, these offence-related characteristics can be categorised as either historic 
factors that are changeable (e.g., number of previous victims), or psychological or 
environmental factors that do have the capacity to change (e.g., ability to regulate emotions). 
Unchangeable factors have historically been referred to as static risk factors, whereas those 
that are able to change (at least theoretically) are referred to as dynamic risk factors (Bonta & 
Andrews, 2016). Because of the utility of dynamic risk factors in informing treatment targets, 
and because of mounting evidence for the superior predictive ability of risk assessment tools 
that incorporate dynamic risk factors compared with purely static risk assessment tools 
(Hanson & Morton-Bourgon, 2009), dynamic risk is increasingly becoming a primary focus 
of sexual offending research and assessment.  
At the core of the assessment of dynamic risk and its role in informing offender 
management and treatment is the concept that an individual’s level of risk and need can 
change; that is, that past behaviour is not always the best predictor of future behaviour. 
Indeed, previous research has confirmed this concept by providing evidence that offenders 
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are able to display changes in dynamic risk over time (Nunes, Babchishin, & Cortoni, 2011; 
Olver, Nicholaichuk, & Wong, 2014). That said, given the importance of this concept of 
change to both risk management and modern offender treatment programmes, it is somewhat 
surprising that very little research to date has focussed on understanding the nature of this 
change, and confirming the assumption that pro-social change in criminogenic needs is 
predictive of reduced recidivism (Helmus, 2018).  
Although a large amount of research has focussed on the predictive validity of 
dynamic risk factors at pre- and post-treatment, this research is primarily driven by exploring 
statistical relationships between dynamic risk and recidivism, rather than generating theories 
about the causes of offender change and the constructs underlying the criminogenic needs 
being measured (Heffernan & Ward, 2015). This focus on the predictive ability of dynamic 
risk factors rather than the measurement of change across meaningful offence-related 
characteristics is perhaps why a number of previous studies have failed to find a significant 
link between changes in dynamic risk factors and comparable changes in recidivism rates 
(e.g., Barnett, Wakeling, Mandeville-Norden, & Rakestrow, 2013; Olver, Kingston, 
Nicholaichuk, & Wong, 2014). Current theory regarding the causes of sexual offending, 
desistance from this offending, and the mechanisms of sexual offender change is therefore an 
area that is still being explored in the literature.  
The current thesis focussed on this gap in the literature by investigating the factors 
and characteristics that play a causal role in sexual offending behaviour, and by exploring the 
underlying nature of offender change to help inform ongoing theory generation in this area. 
Study One began by testing the validity of an existing causal theory of sexual offending, 
Ward and Siegert's  (2002) Pathways Model of Child Sexual Offending. This theory 
represents a notable attempt in the literature to explain the underlying mechanisms driving 
offender behaviour, and validating this theory experimentally provides important information 
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regarding the aetiology of sexual offending (and therefore identifies potential areas of interest 
for change or desistance research).  
Studies Two, Three and Four then went on to explore the nature and characteristics of 
sexual offender change, with the aim of providing valuable insights to inform ongoing theory 
generation regarding the mechanisms and nature of change. Study Two began at the core of 
treatment change by exploring whether treatment change is better characterised as a 
dimensional or categorical construct using taxometric analysis; although treatment change is 
typically treated as dimensional in the existing literature, this assumption has not been tested 
up until this point. After finding that treatment change is best characterised as categorical in 
nature, Study Three explored this finding further by using latent class analysis to identify 
these categories of change and explore the patterns of change associated with these categories 
(including their link with recidivism). Study Four extended Studies Two and Three further by 
exploring the characteristics associated with change group membership and the implications 
of these characteristics for inferring potential explanatory theories regarding treatment 
change, and predicting how individuals will respond to treatment.  
Dynamic Risk Factors and Sexual Offending 
Although dynamic factors have received overall less attention than static factors in 
research on risk assessment, they remain highly promising not only with regards to the 
accurate prediction of recidivism, but also in identifying useful and effective treatment targets 
for offenders. The concept of dynamic risk factors and their ability to change over time is 
also central to the theory underlying modern sexual offending treatment and measurement of 
offender change. 
Given the central importance of dynamic risk factors to the research presented in this 
thesis, the remainder of this chapter focusses on providing an overview of current knowledge 
4 
 
of dynamic risk factors and their connection to sexual offending. A large amount of previous 
literature has discussed the utility of dynamic risk factors in the assessment of risk and 
identification of treatment targets, however focussed critique of the current conceptualisation 
and use of dynamic risk factors is comparatively rare (Mann, Hanson, & Thornton, 2010; 
Ward & Beech, 2014; Ward & Fortune, 2016). For this reason, this chapter focusses greater 
attention on critically exploring dynamic risk factors and how they are currently used in 
practice. This includes an exploration of some of the key challenges to the theory and utility 
of dynamic risk factors in explaining offending behaviour and informing treatment targets. 
The discussion begins with a brief overview of the context in which dynamic risk factors 
began to be applied to offender assessment, and is then followed by a discussion of some of 
the primary challenges to the concept and application of dynamic risk factors, including 
construct validity, methods used to identify dynamic risk factors, and how dynamic risk 
factors are being applied in practice. 
A Brief History of Risk Assessment 
Although consideration of the potential for further offending has always been one of 
the key considerations in offender management and treatment decisions, it is only relatively 
recently that specific tools have been developed for the quantifiable prediction of specific 
types of antisocial behaviour. The development of risk assessment approaches has previously 
been described as having progressed in four distinct generations (Andrews, Bonta, & 
Wormith, 2006). Although this was initially outlined in relation to the assessment of risk for 
general offenders, risk assessment approaches for the prediction of sexual offending has 
largely followed the same trajectory. 
First-generation: Unstructured clinical judgement 
First generation risk assessments refer to largely unstructured professional judgement, in 
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which the clinician or other decision-maker forms a subjective opinion on risk level, based on 
their knowledge and experience. This approach to sex offending risk assessment is now 
discouraged as research has shown that unstructured judgement typically has poor predictive 
accuracy (Hanson & Morton-Bourgon, 2009) and is often biased towards over-estimating risk 
(Craig, Browne, Stringer, & Beech, 2004). This bias is suggested to be due to a failure to 
consider the relatively low base rate of sexual recidivism in judgements of risk. In a meta-
analysis including 28,757 convicted sexual offenders from 100 samples, the observed rate of 
sexual recidivism was 11.5% over an average follow-up period of just under 6 years (Hanson 
& Morton-Bourgon, 2009). These base rates do not substantially increase even given a longer 
follow-up period; one study reported sexual recidivism rates of 26% for adult sexual 
offending and 32% for child sexual offending over a follow-up period of 25 years (Prentky, 
Lee, Knight, & Cerce, 1997), and a more recent study reported sexual recidivism rates of 
11.2% for child sexual offending and 13.5% for adult sexual offending with an average 
follow-up of 15 years (Vess & Skelton, 2010). Low base rates of reoffending make over-
estimation of risk more likely, in part leading to unnecessarily restrictive management and 
supervision decisions, and an over-allocation of treatment resources. However, although base 
rates of official sexual recidivism are relatively low, it is important to note that official 
recidivism rates are likely to under-represent the true rates of recidivism. This is because of 
the likelihood of undetected offences that are not captured in official records, and because of 
the impacts of judicial processes (such as plea-bargaining) that can obscure the true nature of 
the crime committed. This under-representation is something that should be considered when 
assessing the implications of official recidivism rates. 
Second-generation: Structured actuarial tools 
The next step in the progression of risk assessment approaches was the development 
of structured actuarial tools (Andrews et al., 2006). These tools typically include a pre-
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determined set of risk factors (i.e. characteristics shown to bear a statistical link with 
recidivism) that are rated according to a standardized scoring framework. Ratings of risk are 
then combined to derive a total risk score and/or risk band that corresponds to empirically-
derived estimates of risk. This approach to risk assessment therefore provides a way to 
quantify expected recidivism rates that avoids issues with the subjectivity and bias inherent in 
unstructured clinical judgement. Structured actuarial tools were initially comprised of static 
risk factors only i.e. those not able to be changed through treatment, such as previous sexual 
offences or age at first sexual offence. Some key static risk factors for sexual offending 
include prior sexual offending, having male or stranger victims, and a history of treatment 
dropout (Hanson & Bussiere, 1998). Tools comprising static factors only include the Static-
99 (Hanson & Thornton, 1999), the Sex Offender Risk Appraisal Guide (SORAG; Quinsey, 
Harris, Rice, & Cormier, 1998), and the Rapid Risk Assessment for Sexual Offense 
Recidivism (RRASOR; Hanson, 1997). 
The increase in predictive validity provided by second generation tools was 
demonstrated by Hanson and Morton-Bourgon's (2009) meta-analysis, in which empirical 
actuarial tools were found to be more accurate in predicting sexual recidivism than 
unstructured professional judgement (d = 0.67 and 0.42, respectively). These effect sizes are 
indicative of the size of the mean difference in scores between the recidivists and the non-
recidivists on a given measure, and can be interpreted as a medium effect for empirical 
actuarial tools and a small effect for unstructured professional judgement. Predictive accuracy 
can also be assessed using Area under the Curve (AUC) values. AUC values represent the 
probability that a randomly-selected recidivist will have a higher score on a given measure 
than a randomly-selected non-recidivist; a score of 0.5 means that the measure does no better 
than chance at predicting recidivism, whereas a score of 1 means that a measure perfectly 
predicts recidivism. The AUC value therefore gives an indication of the accuracy of a 
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measure in terms of its rate of true positives versus false positives. Effect sizes of d = 0.67 
and 0.42 convert to AUC values of 0.68 and 0.62, respectively. This means that in Hanson 
and Morton-Bourgon’s study, empirical actuarial tools were found to have a 68% probability 
of assigning a recidivist a higher score than a non-recidivist, whereas unstructured clinical 
judgement had a 62% probability of doing the same.  
In addition to improved predictive accuracy, risk assessments based on static risk 
factors are easily administered and scored, cost-effective, and enable the efficient screening 
of large numbers of individuals at a time. They can therefore be utilised relatively easy to 
inform sentencing and parole decisions (which must be undertaken for large numbers of 
offenders each year), and they can also contribute to the efficient allocation of individuals to 
appropriate treatment options or levels of intervention.  
One of the major issues with risk assessments based on static measures, however, is 
their lack of ability to identify potential treatment targets, and their failure to take into 
account any of the environmental or situational factors that may influence offending. Static 
risk factors are often based on demographic or historical factors, and are therefore 
unchangeable, and are therefore unable to reflect changes in risk that occur due to variations 
in situations or external influences over time, including treatment. It is also important to note 
that while static factors may be useful in predicting long-term recidivism rates for an 
aggregate of offenders, because static factors are poor indicators of change, they are of little 
help to predicting when an offender will reoffend (Hanson & Harris, 2001). For these 
reasons, and because of a growing body of literature demonstrating the empirical validity of 
dynamic factors in predicting risk (e.g., Hanson & Harris, 2000; Hudson, Wales, Bakker, & 




Third-generation: Risk/Need assessments 
 Andrews and colleagues (2006) define third generation risk assessments as being 
distinct from second generation tools in their systematic and objective consideration of 
individual needs, typically through the incorporation of dynamic risk factors. Dynamic risk 
factors are factors linked with offending that are amenable to change; key dynamic risk 
factors for sexual offending include substance abuse problems, pro-offending attitudes, and 
deviant sexual interest (Hanson & Harris, 2000). This provides an advantage over the second 
generation tools in that assessments are theoretically able to capture changes in risk over time 
or in response to direct interventions, and they are also able to be used to inform the selection 
of appropriate treatment targets. Examples of commonly-used third-generation risk 
assessments for sexual offending include the STABLE 2007 and the ACUTE 2007 (Hanson, 
Harris, Scott, & Helmus, 2007), and the Violence Risk Scale - Sexual Offense Version (VRS-
SO; Wong, Olver, Nicholaichuk, & Gordon, 2003).  
The sensitivity of third-generation measures to changes in risk-related factors over 
time suggests that they may be able to improve upon the predictive accuracy of static risk 
assessments, particularly for individuals who have completed treatment or for whom 
circumstances have substantially changed over time. Indeed, a number of studies have been 
able to show that assessments incorporating dynamic risk factors are able to provide 
incremental predictive validity beyond assessments incorporating static factors alone (Allan, 
Grace, Rutherford, & Hudson, 2007; Beggs & Grace, 2010; Craissati & Beech, 2003; Hanson 
et al., 2007). The size of this difference varies across studies and dynamic risk measures, 
however one study found an increase of 0.08 in AUC value when using post-treatment 
dynamic risk assessment as opposed to static risk assessments (Beggs & Grace, 2010). They 
found that the assessment incorporating dynamic risk measures gave a higher risk score to 
recidivists than non-recidivists 80% of the time, as opposed to 72% of the time for the static 
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risk measure. This increase in predictive accuracy lends support to the idea that dynamic risk 
factors are tapping into a distinct facet of risk that is not being captured by historical or other 
static factors alone.  
Structured professional judgement 
Before moving on to fourth-generation risk assessment tools, it is important to briefly 
discuss risk assessment approaches based on structured professional judgement (SPJ). 
Approaches based on SPJ use empirically-derived frameworks to guide the assessment of risk 
in a structured, but flexible, manner. Specific SPJ measures for sexual offending include the 
Sexual Violence Risk–20 (SVR-20; Boer, Hart, Kropp, & Webster, 1997) and its evolved 
version, the Risk for Sexual Violence Protocol (RSVP; Hart et al., 2003). Although Andrews 
and colleagues (2006) considered SPJ tools to fall within the first generation of risk 
assessment approaches, it could be argued that it is more appropriate to consider these tools 
as an alternative third generation approach. This is because although clinical judgement plays 
a primary role in this approach to risk assessment, in this case clinical judgement is applied in 
a guided manner to a pre-determined set of risk domains; examples from the RSVP include 
history of sexual violence, psychological adjustment, social adjustment, and mental disorder. 
This means that there are formal systems in place that reduce the level of subjectivity 
inherent in the unstructured clinical judgement approach.  
Instead, SPJ tools arguably allow for a greater utilisation of the unique knowledge of 
the offender and their circumstances that is held by the clinician to inform the assessment of 
treatment progress and risk, particularly in areas that are not fully captured by other dynamic 
tools. Such an approach acknowledges the complexity of risk assessment in the real world, in 
which a variety of factors, both psychological and external, can influence an individual’s 
behaviour at any given point in time. This complexity may be difficult to incorporate into a 
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fully actuarial tool, which must balance breadth of variables covered with the practicalities of 
the time and resources required to complete the measure. Approaches that allow for 
structured professional judgement therefore potentially provide a useful means of assessing 
real-world risk because of their ability to reflect change in the attitudes and behaviours of the 
individual across a wide range of areas, whilst still being based on a credible empirical 
foundation. Support has been found for the interrater reliability of SPJ approaches (e.g., 
intraclass correlation coefficients (ICC) in the “fair” to “excellent” ranges for the RSVP 
across the four studies overviewed by Judge, Quayle, O’Rourke, Russell, & Darjee [2014]). 
Structured professional judgement tools also potentially allow for the development of risk 
predictions for populations for which there are no specific actuarial tools, due to a lack of 
available empirical information (e.g., female sex offenders). 
 Despite the advantages of the SPJ approach, it is important that its limitations in terms 
of predictive accuracy are noted. Although a large meta-analysis found that SPJ tools were 
predictive of sexual recidivism, the predictive accuracy of this approach was lower than that 
obtained by empirical actuarial tools (d = 0.46 and 0.67, respectively; Hanson & Morton-
Bourgon, 2009). These effect sizes relate to small differences between mean scores on SPJ 
tools for recidivists compared with non-recidivists, and moderate differences for empirical 
actuarial tools. The effect sizes can also be interpreted as AUC values, with an AUC of 0.63 
for SPJ tools and 0.68 for empirical actuarial tools. Thus, although SPJ tools may be a useful 
inclusion to the overall approach to evaluating risk and treatment outcomes, it is important 
that this is augmented by information obtained from actuarial tools as part of a wider 
assessment of risk. Additionally, some research suggests that professional judgement may be 
more accurately applied to risk assessment only when adjusting risk levels downwards on the 




Fourth-generation: Case management 
Due to some concerns that risk assessments were being administered for individuals 
but that the results of these assessments were not then being used to inform case management 
and decision-making (Bonta & Andrews, 2016), fourth-generation tools were developed to 
more explicitly highlight the necessary links between assessment and case management. The 
tools include measurement of common risk-related factors to assess risk level, but they also 
include measurement of specific responsivity needs, planning of treatment targets and 
intervention, and recording of treatment progress.   
There are currently no fourth-generation tools that have been developed specifically 
for sexual offenders, although there has been some support for the ability for existing tools to 
predict sexual recidivism.  Wormith and colleagues (2012) examined the predictive accuracy 
of the Level of Service/Case Management Inventory (LS/CMI; Andrews, Bonta, & Wormith, 
2004) with a sample of 1,905 sex offenders and 24,545 non-sexual offenders (i.e. individuals 
who had a history of offending that did not include a sexual offence). They found that the 
LS/CMI was significantly predictive of sexual reoffending for both sexual offenders (AUC = 
.77) and non-sexual offenders (AUC = 0.75), indicating that fourth-generation tools may 
provide a promising direction for the development of future sexual offender risk assessments. 
Indeed, given previous findings that predictive accuracy is higher for measures when 
predicting outcomes that they were specifically designed for (Hanson & Morton-Bourgon, 
2009), it is important to assess whether fourth-generation tools developed specifically for the 
prediction of sexual offending may provide even greater levels of accuracy than tools 
developed for general or violent offending. Because of the lack of fourth-generation tools 
specific to sexual offending and the resultant lack of information about their efficacy with 
this specific population, it is difficult to draw any strong conclusions or make strong 
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comparisons between these and other existing measures in the prediction of sexual offending. 
They remain an area in need of further research, development and validation. 
The Construct Validity of Dynamic Risk Factors 
The most common interpretation of construct validity, as applied to dynamic risk 
factors, relates to whether the particular measure represents or measures what it is supposed 
to; this has been referred to as “fundamental” construct validity (Colliver, Conlee, & 
Verhulst, 2012). As such, much research has focused on determining the concurrent validity – 
the extent to which a particular measure correlates with existing measures of the same 
constructs – and the predictive validity – the extent to which a measure accurately predicts a 
specific relevant outcome measure – of dynamic risk assessments. Overall, research has 
supported the concurrent validity of common dynamic risk assessment tools, in that offenders 
who are categorised as high risk on one particular measure are likely to also be categorised as 
high risk on other measures (Beggs & Grace, 2010; Loza, Dhaliwal, Kroner, & Loza-Fanous, 
2000; Nunes & Babchishin, 2012). Thus on the surface it appears as if there is a strong 
empirical basis for the construct validity of dynamic risk assessment. However, scholars have 
recently questioned the idea that concurrent and predictive validity are the two most 
important measures of construct validity (Borsboom, Mellenbergh, & van Heerden, 2004; 
Colliver et al., 2012; Haig, 2012). Instead, they argue that a given measure should be 
considered to have good construct validity if it is able to demonstrate a causal or explanatory 
link between the attributes it measures and the outcome of interest (Borsboom et al., 2004). 
The implication is that dynamic risk factors could be considered to have good 
construct validity only if researchers are able to demonstrate a causative or explanatory link 
between dynamic risk measures and recidivism. In order to assess whether this is possible 
given the current evidence base, we first must take a step back and ask an important question: 
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what are dynamic risk factors? As defined by Bonta and Andrews (2016), dynamic risk 
factors are theoretically changeable factors that predict criminal behaviour, and that with 
changes we see corresponding changes in the likelihood of criminal behaviour. While this 
conceptualisation of dynamic risk factors, and therefore the assessment of dynamic risk, 
appears to at least theoretically meet the explanatory requirement of construct validity, there 
has been some recent doubt cast on whether the current reliance on correlational analyses and 
significance testing is a valid method of identifying truly causal factors relating to recidivism 
risk (Haig, 2012; Heffernan & Ward, 2015; Ward & Beech, 2014). Some scholars instead 
argue that the current conceptualisation of what constitutes as a “risk factor” may not be 
demonstrably valid in a more meaningful sense of the term. In particular, in many cases a 
statistical relationship between a given risk factor and future reoffending does not necessarily 
indicate that the factor is meaningful in terms of having a causal relationship to offending 
behaviour.  
 A further problem with validity in the area of dynamic risk relates to the multi-
dimensional and indistinct nature of many dynamic risk factors (Heffernan & Ward, 2015). 
“Cognitive distortions” provides a good example.  Typically, cognitive distortions are 
conceived of as non-normative belief structures that include justifications and rationalisations 
for sexual offending, and are regarded as a dynamic risk factor (T. A. Gannon, Ward, & 
Collie, 2007).  However, Ó Ciardha and Gannon (2011) noted that “cognitive distortions” has 
been applied to a multitude of different constructs including “maladaptive beliefs” (Ward, 
Hudson, Johnston, & Marshall, 1997), “defensiveness” (Rogers & Dickey, 1991), 
“rationalisations” (Neidigh & Krop, 1992), “incorrect or deviant cognitive practices” (Ward 
& Casey, 2010), and “etiological cognitions” (Ó Ciardha & Gannon, 2011). Although 
definitions may play a larger role in the conceptualisation of scientific phenomena than 
perhaps they should (Haig, 2012), the degree of variation in how ‘cognitive distortions’ are 
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defined poses a significant problem for developing valid measures of this dynamic risk factor 
(or dynamic risk assessments that incorporate cognitive distortions).  Without clear 
definitions of risk factors, it is uncertain which features of each factor are linked to 
recidivism, and how to create clear scoring guidelines. Such uncertainty will not only 
potentially degrade the accuracy and discriminative validity of a measure, but also inter-rater 
and test-retest reliability. It also has implications for construct validity – how can we be sure 
that we are measuring what we want to measure, when we are unable to define clearly what 
that is?  
The Data-Driven Approach to Dynamic Risk Factors 
One of the possible reasons for the lack of research exploring the construct validity of 
dynamic risk factors and their causal role in sexual offending is the data-driven nature of 
research used to identify dynamic risk factors. This data-driven approach often leads to an 
over-reliance on empirical evidence that is available to researchers – which may be affected 
by particular choices of questionnaires or measures used as dynamic risk indicators - and 
under-reliance on theory or aetiology to guide our understanding of dynamic risk factors as 
scientific phenomena, and how these factors might be combined into an overall meaningful 
measure of risk; as explained by Haig (2013, p. 137), ‘[d]ata themselves are of scientific 
interest and importance only because they serve as evidence for the phenomena under 
investigation.’  
Overreliance on the hypothetico-deductive methodology in psychological research, 
where empirical data are used to identify, describe and/or discover correlates of constructs to 
inform theory, has long been criticised (e.g., Cohen, 1994; Falk & Greenbaum, 1995; 
Rozeboom, 1960, 1997). By contrast, the abductive method may represent a more meaningful 
and valid approach to research (Borsboom et al., 2004; Haig, 2005, 2009, 2014). Haig (2014) 
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describes the abductive approach as ‘reasoning from factual premises to explanatory 
conclusions’ (p.60), noting that ‘phenomena, not data, serve as evidence for the abducted 
theories’ (p.61). This differs from a purely inductive approach, whereby conclusions or 
theories are the ‘same in kind’ as the data used to generate them, meaning that they are more 
descriptive than explanatory in nature (Haig, 2014).  As such, in using an abductive approach 
to theory generation we are more likely to develop meaningful knowledge about the 
phenomena of interest, including an understanding of aetiology, causal networks, and the 
potential for change or adaptation. 
 The abductive critique of the hypothetico-deductive method is clearly applicable to 
prior research on dynamic risk factors and assessment, which has been largely data-driven 
(attempting to identify the best predictors of recidivism among a set of candidate measures 
using regression-based statistical methods), rather than theory-driven (Heffernan & Ward, 
2015; Ward, 2016). One could argue that variables which were studied as potential dynamic 
risk factors – such as lack of empathy for victims – were selected based on prior theoretical 
grounds (e.g., Marshall, Hamilton, & Fernandez, 2001), however acceptance of these 
variables as dynamic risk factors was reliant largely on evidence of their ability to predict 
recidivism, ideally beyond the contribution made by static factors.  For example, an 
influential series of articles by Beech and colleagues showed that cluster analysis (a data-
driven exploratory technique) could be used to classify sexual offenders as ‘high deviance’ or 
‘low deviance’, and the deviance classification was subsequently shown to predict recidivism 
beyond the Static-99 (Beech, 1998; Beech, Friendship, Erikson, & Hanson, 2002; Fisher, 
Beech, & Browne, 1999).  
Recent conceptualisations of validity suggest that a construct (or attribute) is valid 
only insofar as it is shown to relate causally to a criterion (Borsboom, 2005; Borsboom et al., 
2004). However, data-driven approaches which merely demonstrate that dynamic risk factors 
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are correlated with recidivism fall short of providing evidence of a causal linkage.  This is 
likely to result in an incomplete picture of the risk posed by an individual offender that lacks 
an explanation of the aetiology or maintenance of behaviour. Consequently, implications for 
treatment formulation in terms of the most important needs to target to reduce risk are 
compromised.  A greater understanding of the aetiology of serious offending would allow us 
to develop more effective strategies for early intervention, ideally to reduce first-time sexual 
and violent offending rather than reoffending.  
The data-driven identification of dynamic risk factors can also have a negative impact 
other research in the area, including the measurement and exploration of offender change. As 
discussed further in the next chapter, although change is an area still relatively unexplored, 
results have been mixed for studies attempting to link change in dynamic risk to 
corresponding changes in recidivism rates (e.g., Barnett et al., 2013; Olver, Kingston, et al., 
2014; Olver, Nicholaichuk, et al., 2014). Authors of a recent meta-analysis of dynamic risk 
assessments noted that a potential reason for the relatively weak predictive validity of change 
scores is that many current dynamic risk factors used in assessment are best conceptualised as 
correlates of phenomena linked to offending (i.e., symptoms of offending), rather than factors 
related to the causes of offending (van den Berg et al., 2018). This weakens the ability of 
change in measured dynamic risk to predict or explain changes in recidivism rates, and calls 
into question the validity of using dynamic risk assessments to inform treatment targets and 
progress. If dynamic risk factors were more closely associated with the direct causes of 
offending, one would expect change in dynamic risk to be more strongly predictive of 
changes in recidivism rates. 
Leaving aside the issue of reliance on statistical significance testing (see Cumming, 
2012), there are two major potential problems with the data-driven approach for dynamic 
risk: 1) there is no guarantee that the risk factors are clinically meaningful in the sense that 
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they can be used to explain the aetiology or maintenance of offending (Heffernan & Ward, 
2015; Mann et al., 2010); and 2) the identification of important risk factors is reliant upon the 
data or measures available to a given researcher. 
The variability in the identification of risk factors caused by differences between the 
information contained in different datasets is displayed clearly by the emergence of 
competing “second-order” risk domains – composite risk factors that are predictive of 
reoffending, usually obtained by exploratory factor analysis on data from a psychometric 
battery.  One example of this approach from the sex offender literature is from Allan, Grace, 
Rutherford, and Hudson (2007). These authors used exploratory factor analysis to identify 
dynamic risk factors from a large psychometric battery (a total of 20 different measures, 
including multiple sub-scales for some measures) that had been completed by a sample of 
sexual offenders against children prior to undergoing prison-based treatment. Four risk 
domains were identified that were each significantly predictive of sexual recidivism: Social 
Inadequacy (containing measures relating to low social competence and negative mood); 
Sexual Interests (containing measures relating to levels of sexual fantasies); Anger/Hostility 
(containing measures relating to anger expression and regulation); and Pro-offending 
Attitudes (containing measures relating largely to distorted cognitions and attitudes). Allan et 
al. combined these risk factors into a measure of ‘Overall Deviance’ which was shown to 
increase the predictive accuracy for recidivism beyond the Static-99.  Previous researchers 
have also taken this approach for the development of general risk domains, however with 
slightly different results. For example, Olver, Nicholaichuk and colleagues (2014) identified 
three domains of dynamic risk for sexual offenders – Socioemotional Functioning, 
Anger/Hostility, and Misogynist Attitudes; Beech (1998) also identified three risk domains in 
his analysis of a psychometric battery, although these domains assessed conceptually 
different types of functioning: Social Competency, Pro-offending Attitudes, and Sexual 
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Interests. Although there is evidence of some overlap between these factors, it is clear that the 
identification of relevant measures of risk for a given offender population varies depending 
on the measures available to a given researcher.  
  Moving beyond a data-driven approach will require different ways to identify risk 
factors, and possibly different conceptualisations of risk factors. One approach that has been 
suggested elsewhere (Haig, 2005, 2012) is to modify our research methodologies to be more 
in line with an abductive approach to science, whereby theories are formed to explain 
patterns identified within the data (also called “phenomena”), rather than data analysis being 
used to directly generate theories. In terms of research into dynamic risk assessment, this 
would require increased utilisation of techniques such as confirmatory factor analysis, which 
can be used to test proposed models for dynamic risk factors. These could then be used to 
generate theories and hypotheses relating to relationships between certain risk factors or 
domains and recidivism (Haig, 2005). It would also require a greater emphasis on validating 
and replicating the findings of other research in order to ensure that we are identifying true 
phenomena rather than idiosyncrasies of particular datasets (Beech, 1998; Cumming, 2012).  
It is hoped that through changing how we identify dynamic risk factors, we might be able to 
develop a deeper and more meaningful understanding of how these factors contribute to the 
generation and maintenance of offending, as well as how these factors combine to determine 
the overall level of risk of an offender.  
The Application of Dynamic Risk Factors 
The Dual Uses of Dynamic Risk Assessments 
Reasons for the use of the hypothetico-deductive method are understandable when 
one considers the primary goal of risk assessments: to predict the likelihood of future 
offending for a given individual. Thus it is logical to identify dynamic risk factors by their 
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ability to predict reoffending beyond the static, actuarial factors that had already been shown 
to have predictive validity. However, this becomes an issue due to the use of risk assessments 
to assess individual needs (and therefore inform treatment decisions) as well as predict risk.  
Currently, both of these tasks are typically performed using the same tools, despite the 
differences in what is required of the tools for these two tasks: the assessment of needs is in 
essence a diagnostic task, in that the measure is being used to determine the presence or 
absence of a certain condition or characteristic (and in treatment contexts result in warranted 
causal inferences; Ward & Fortune, 2016), whereas the assessment of risk is a prognostic 
task, in that the measure is being used to assess the probability of a future outcome (Helmus 
& Babchishin, 2017).  
The difference between these two tasks has several practical implications for scale 
development, including the selection of items to include in the measure. Diagnostic scales are 
inherently norm-referenced (i.e., they are trying to capture the degree to which an individual 
displays a particular characteristic), whereas prognostic scales are inherently criterion-
referenced (i.e., they are designed to specifically predict a particular outcome (Helmus & 
Babchishin, 2017). Whereas norm-referenced scales should ideally include multiple items 
that assess the same construct in different ways to ensure the reliability of the ‘diagnosis’, 
criterion-referenced scales are solely concerned with predictive accuracy, and are therefore 
largely atheoretical. Because practical reasons often require measures to be as short as 
possible whilst still serving their purpose, criterion-referenced scales should ideally include a 
small number of items that each represent a distinct factor that has been linked with 
offending; overlap between what is predicted by different items is to be avoided. The primary 
concern here is efficiency and predictive accuracy of the scale, rather than the theoretical 
implications of the construct being measured. The implication is that in order to meet these 
competing requirements whilst ensuring that measures have construct validity where this is 
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important, we may need to develop different measures for assessing risk as opposed to 
identifying treatment targets (or incorporate two different scales into the one measure, similar 
to the format of fourth-generation tools). This implication suggests that it is unwise to 
translate dynamic risk factors from risk prediction measures into causal constructs to be used 
in the explanation of offending and to direct treatment, without considerable theoretical 
reworking (Ward & Fortune, 2016). 
This is particularly important where the risk assessments are currently being used in 
treatment. Merely demonstrating correlations between dynamic risk factors and recidivism 
falls short of providing evidence of a causal linkage, or of providing a strong explanatory 
theory behind the correlation. This is likely to result in an incomplete picture of the risk 
posed by an individual offender that is lacking in an explanation of the historical causes or 
current maintenance of behaviour. Consequently, implications for treatment formulation in 
terms of the most important needs to target to reduce risk are compromised.  A greater 
understanding of the aetiology of serious offending would allow us to develop more effective 
strategies for early intervention, ideally to reduce first-time sexual and violent offending 
rather than reoffending.  In moving away from the purely data-driven approach to risk/needs 
tool development, it is hoped that we can develop a deeper and more meaningful 
understanding of how these various factors may contribute to the generation and maintenance 
of offending, as well as how they combine to determine the overall level of risk of an 
offender. It also avoids issues with developing risk assessments that are generalisable and that 
can be used for offenders for whom it is difficult to obtain data. 
The Use of Dynamic Risk Factors in Practice Contexts 
Despite the concerns with the validity and explanatory depth of dynamic risk factors 
explored above, the assessment of dynamic risk factors is a common component of current 
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treatment delivery and decision-making. As with research conducted on dynamic risk factors, 
the ability for dynamic risk factors to be measured validly and reliably is of central import 
when these factors are applied to offender treatment and management. However, most studies 
of the reliability and validity of dynamic risk factors and assessments have been conducted in 
research rather than applied settings, in that the measures are generally used by researchers or 
developers rather than by professionals in a correctional context (e.g. parole officers, forensic 
psychologists and custodial officers). This raises questions about whether the reliability and 
validity of these measures will be maintained when they are no longer being scored by 
trained researchers or research assistants, but instead by staff who may have many other 
responsibilities. 
Reasons why we might expect differences in the scoring of these measures by 
correctional compared to research staff are the lack of specialised, standardised training; high 
levels of work-related stress (National Institute of Justice, 2007); and large workloads and 
time pressures leading to a greater reliance on clinical or professional judgment rather than a 
strict adherence to scoring guidelines (Jones, Brown, & Zamble, 2010; Public Safety Canada, 
2008). This would be particularly salient for measures that use a largely unstructured scoring 
format, allowing for a greater influence of personal heuristics and cognitive biases (Payne, 
Bettman, & Johnson, 1993). It has also been suggested by some researchers that this reliance 
on clinical judgement rather than the structured scoring criteria might result from a reluctance 
of professionals to accept the idea that their judgements might be less accurate than purely 
quantitative methods of assessing risk (Schlager, 2009; Schneider, Ervin, & Snyder-Joy, 
1996). There is also some evidence to suggest that the fear of political and professional 
implications of having rated someone as low risk who later goes on to reoffend (even if the 
rating was correct), leads correctional staff to manipulate dynamic scores in a way that over-
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estimates risk, with large resource and financial implications for the corrections service as a 
whole (Lanterman, Boyle, & Ragusa-Salerno, 2014; Schlager, 2009; Schneider et al., 1996). 
A further threat posed to the validity of risk assessment in applied settings is the 
quality of training provision for these measures. Previous research has indicated that there is 
a positive association between the quality of training provided to scorers and the predictive 
validity of risk assessment (Lowenkamp, Latessa, & Holsinger, 2004). For example, formal 
instruction on the use of the measures led by trained practitioners is superior to “bootstrap” 
training led by inexperienced or untrained colleagues, and the provision for hands-on practice 
improves quality (Lowenkamp et al., 2004; U.S. Department of Justice, 2007). The 
importance of training with risk assessment tools was highlighted by a series of meta-
analyses using a total of 101 validation studies on the Level of Service Inventory (LSI) risk 
assessment tool (Andrews et al., 2011). The studies were assessed on a number of factors that 
might moderate the predictive validity of the LSI, including length of follow-up, sample 
characteristics (such as gender and nationality), and LSI “allegiance” (defined as the level of 
involvement of the LSI developers in data collection for the study). Andrews et al. found that 
LSI allegiance was a significant moderator of the predictive validity of the LSI, with the 
stronger the allegiance, the higher the predictive validity. They suggested that LSI allegiance 
might be best understood as a proxy for the quality of the implementation and integrity in 
research methods (such as the selection of appropriate outcome measures).  Andrews et al.’s 
(2011) results highlight the importance of a close adherence to scoring and implementation 
guidelines that are developed during quality training, in order to ensure maximal utility of the 
risk assessment tool in question. 
Because performance in applied settings is essential for the utility of a risk assessment 
measure, it is important that we understand fully how reliability and validity of a given 
measure are affected by extending use from a research to an applied setting. Jones et al. 
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(2010) investigated the extent to which the predictive ability of risk as assessed by parole 
officers differed from the predictive ability of risk scored by researchers. They used a 
prospective design where risk was measured at multiple time points in order to best emulate 
real-world use of the measures. In order to further emulate real-world circumstances, parole 
officers provided crude proxy ratings of each area of dynamic risk based on their perceptions 
of offender circumstances and were not subject to quality assurance processes. Researchers, 
on the other hand, provided detailed and structured assessments of risk based on multi-
dimensional case review (including semi-structured interviews and file reviews) and were 
subjected to routine quality assurance (such as inter-rater reliability checks). Contrary to 
expectation, researchers found that the predictive ability of the ratings of the parole officers 
and researchers were not significantly different, with AUCs of .76 and .79, respectively, 
indicating medium-high levels of predictive validity. In addition, ratings of external acute risk 
factors (such as employment) were highly correlated between the two groups, although those 
for internal acute risk factors (such as stress) were not significantly correlated. Thus, the 
ability of parole officers to predict recidivism based on crude proxies of risk was equal to that 
of highly structured and multi-dimensional assessments of risk. Jones et al. suggested that 
perhaps the extensive level of interaction between parole officers and offenders enabled them 
to gain a better picture of important collateral information about the offender, such as family, 
education and interaction with other health providers.  
Although Jones et al.’s (2010) results are encouraging in that they suggest that risk 
assessment can be valid in an applied setting, it is important to note that the parole officers in 
this study were not expected to strictly adhere to scoring guidelines for each measure, but 
instead rated their perceptions of how a risk factor related to a given individual, in a similar 
way to the procedure used for structured clinical judgement tools. In other words, while it 
appears as though risk assessment can be accurate and valid in applied contexts, it is not so 
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clear that the validity of actuarial tools can be transferred as successfully between research 
and practical contexts. It is important to note that as actuarial measures of dynamic risk 
continue to improve in their level of predictive validity and in the provision of estimated 
base-rates of offending for different risk bands (e.g. for the VRS:SO; Olver, Beggs 
Christofferson, Grace, & Wong, 2014), it will become increasingly important that 
professionals are able to utilise structured risk assessment tools accurately. The ability of 
professionals to provide estimates of recidivism rates by risk level becomes even more 
significant as the possible sentencing options for high-risk offenders become increasingly 
restrictive and intrusive in the lives of offenders (e.g., preventive detention and extended 
supervision orders in New Zealand; Ryan, Wilson, Kilgour, & Reynolds, 2013). Thus, given 
that the extant literature largely supports the notion that the validity of risk assessment can 
change substantially depending on implementation and adherence to guidelines, more effort 
is warranted to ensure protocols are in place for effective training and ongoing quality 
assessment for those responsible for risk assessment in a professional context. 
Threats to the Validity of Dynamic Risk Measures: Socially Desirable Responding 
One important threat to the validity of dynamic risk measures, particularly those in 
which offender self-reports play a role, is impression management or socially desirable 
responding (SDR; see Tan & Grace, 2008, for review). SDR refers to the tendency of some 
individuals to respond in ways that are likely to elicit approval from others, and to refrain 
from responding in ways that would be met with disapproval (Crowne & Marlowe, 1964). In 
terms of self-report measures, this tendency means that individuals may be influenced to 
respond to individual items not only based on their beliefs relating to the item content, but 
also what they believe to be a socially appropriate response. Such patterns of responding pose 
a unique challenge within an offender population, where an idiosyncratic desire to appear 
“overly positive” (Paulhus, 2002) is further augmented by a penal system that creates clear 
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incentives for individuals to present in a positive way for parole boards, judges, probation 
officers, and other individuals making decisions affecting the length and type of custodial 
sentences (Davis, Thake, & Weekes, 2012).  
To the extent that offender self-reports are considered in classification and parole 
decisions, assessing the credibility of those reports is obviously important.  The inaccuracies 
in measurement that could potentially result from SDR threaten not only the classification 
and parole decisions, but also affect the ability to assess accurately the level of dynamic risk 
or need of an individual offender. Some psychometric measures used to assess dynamic risk 
factors have highly transparent items, so that it is fairly obvious to the responder as to what 
the test is measuring and therefore what the socially acceptable responses might be. For 
example, the Abel-Becker Cognitions Scale (ABCS; Abel et al., 1989), which is commonly 
used to assess offence-supportive beliefs and attitudes with sexual offenders against children, 
includes items such as “I show my love and affection to a child by having sex with her (him)” 
and “A child who doesn’t physically resist an adult’s sexual advances really wants to have 
sex with the adult”. Using transparent measures makes it relatively easy for offenders to 
minimise or deny problematic attitudes, and to exaggerate any positive or pro-social traits.  
Because of these potential problems with offender self-reports, researchers have often 
used measures of SDR as part of psychometric batteries to assess dynamic risk (e.g., Beech, 
1998).  Variance associated with SDR is then partialled out prior to making a dynamic risk 
classification (cf. Saunders, 1991).  Although this is a common practice, there is little 
evidence that correcting for SDR in this manner improves the accuracy of decision making in 
applied settings in general (R. E. McGrath, Mitchell, Kim, & Hough, 2010). Results with 
forensic samples are similar. Mills and Kroner (2006) found that using the impression 
management subscale of the Balanced Inventory of Desirable Responding (BIDR; Paulhus & 
John, 1998) to correct the self-reports of incarcerated offenders on a measure of dynamic risk 
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decreased, not increased, the predictive validity for recidivism (although note that the 
decrease was not statistically significant).  Recently, Stevens, Tan and Grace (2016) showed 
that correcting sexual offenders’ self-reported dynamic risk scores for SDR (measured by the 
Marlowe-Crowne Social Desirability Scale; Crowne & Marlowe, 1964) had virtually no 
effect on predictive validity for sexual recidivism.   
Because removal of SDR variance does not improve the correlation of self-report 
dynamic risk measures with recidivism, researchers have suggested that SDR scales like the 
BIDR or MCSDS may actually be measuring a personality trait or enduring disposition 
related to need for social approval.  According to this view, SDR may be correlated with 
dynamic risk factors (indeed, SDR was negatively correlated with dynamic risk in Mills & 
Kroner (2006) and Stevens et al. (2016); see also Mathie & Wakeling (2010), but is not 
related to recidivism risk directly). This view is consistent with a recent reinterpretation of 
SDR by Uziel (2010), who suggested that instead of response bias, measures of SDR should 
be regarded as ‘interpersonally oriented self-control’, that is, SDR reflects the individual’s 
ability to adjust to social situations and seek approval from others.   
Although further research is needed in order to more fully understand what SDR 
actually is, how it is structured, and how it affects risk assessment in different offender 
populations, overall research suggests that SDR may not be the large challenge that many 
assume it to be, and that its impact on the ability to measure dynamic risk with self-reports 
may be less severe than originally thought. 
Conclusions on Dynamic Risk Factors 
In terms of the overall accuracy and utility of risk assessment tools, the move towards 
a greater consideration of dynamic risk factors when assessing risk has been a promising step 
forward. Not only has the inclusion of dynamic factors shown to improve the predictive 
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validity of actuarial tools (Craissati & Beech, 2003; Gendreau, Little, & Goggin, 1996; 
Hanson & Harris, 2000), but these measures are also theoretically able to inform treatment 
targets, allow for the assessment of change in risk over time, and incorporate more 
meaningful risk factors that can be connected to the aetiology and maintenance of antisocial 
behaviour, all of which are important considerations for a rehabilitative approach to criminal 
justice (and which will be discussed further in the following chapter). However, it is 
important to note that the way in which these tools are developed and utilised will moderate 
the relationship between these theoretical benefits of incorporating dynamic risk factors and 
how these tools function in reality. 
 As discussed above, the current research methods used to identify dynamic risk 
factors, and the ways in which we combine and apply these factors to the measurement of 
risk, is possibly creating a disconnect between the theoretical conceptualisation of dynamic 
risk and what these tools are measuring in practice. While dynamic risk assessment tools may 
be reasonably accurate in their predictions of reoffending, it is important that we recognise 
that this does not necessarily mean that the risk factors used in these measures are 
psychologically meaningful, or that they contribute to our understanding of the aetiology of, 
or indeed to the desistance from, antisocial behaviour (Heffernan & Ward, 2015). As such, it 
is vital that we consider the methodology utilised when identifying important predictors of 
risk and remember that the development of meaningful knowledge about risk necessarily 
includes knowledge of aetiology and causal networks (Borsboom et al., 2004; Haig, 2005, 
2012). 
Addressing these applied and theoretical challenges related to the assessment of 
dynamic risk factors requires a change in the methodologies and analytical techniques used in 
dynamic risk research (e.g. increased use of causal modelling and confirmatory factor 
analysis), as well as a move towards a more theoretically-driven identification of relevant 
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dynamic risk factors. The current thesis provides a step in this direction by first validating an 
existing influential theory of child sexual offending aetiology, and then further exploring the 
nature of offender change, including whether change is best conceptualised as categorical or 
dimensional in nature. The aim of this thesis was to provide a more solid understanding of the 
meaningful causal factors involved in offending, and then apply this information to an 
abductive exploration of offender change (an area that is relatively unexplored currently), 
with the hopes that findings could be used to inform ongoing causal theory generation in this 
area. To provide the necessary background and context for this research, the following 






Chapter Two: Measuring and Conceptualising Offender Change 
As discussed at the beginning of the previous chapter, one of the major benefits of 
dynamic risk assessments is that they are theoretically able to assess changes in risk over 
time. However, due to the potential issues with the accuracy of clinical judgement outlined 
previously, it is important that any approach to offender change is structured and minimises 
the possibility of bias. Given previous findings, it is fair to hypothesise that unstructured 
clinical judgement will over-estimate the influence of time or treatment on offender change; 
although dynamic risk factors are indeed theoretically able to change, it is important to 
remember that most factors measured are relatively enduring, with pre-treatment assessments 
of risk commonly found to remain significantly predictive of recidivism with follow-ups of 
several years post-treatment (Beech et al., 2002). This suggests that dynamic factors may be 
more stable than one might initially consider them to be, leading evaluators to incorrectly 
quantify the extent to which these factors change over the course of an often relatively short 
period of treatment. Indeed, previous research has underscored issues with clinical judgement 
of change, showing that factors unrelated to treatment progress can affect ratings; for 
example, individuals with a more positive view of treatment and sex offenders are more 
likely to report identification of positive treatment outcomes (Kivlighan & Tarrant, 2001). 
Any adjustments to risk assessment on the basis of change observed over the course 
of a treatment programme will therefore need to acknowledge the gradual and complex 
nature of desistance from sexual offending. One issue here is the relatively small amount of 
research that has assessed whether a) dynamic factors really do change over time, and b) 





Do Dynamic Risk Factors Change Over Time? 
The link between offender change and the concept of dynamic risk is clear – after all, 
a crucial component of the concept of dynamic risk is that it is just that – dynamic, or in other 
words, changeable. Although it is important to acknowledge the criticism made by some 
authors that the measurement of change in dynamic risk is not meaningful in terms of 
addressing the causes of offending (e.g., Ward, 2016), nonetheless measured change may 
have practical importance in terms of predicting future risk.  However, the ability for 
dynamic risk factors to demonstrate change has seemed to be more readily accepted in theory 
than actually tested in research. For some oft-cited dynamic risk factors, although an 
empirical link with recidivism has been established and there may be face validity in terms of 
being changeable, studies have often only examined them at one point in time and this failed 
to demonstrate their ability to change in practice (e.g., Beech et al., 2002; Dempster & Hart, 
2002). 
Where more recent studies have begun to explore change, findings have been mixed. 
For example, a negligible amount of change was found in one study on psychometric test 
scores intending to tap into dynamic risk factors for violence, across a 20-month treatment 
programme for inpatient forensic mental health patients (Hildebrand & de Ruiter, 2012). 
Perhaps of more relevance to sexual offending-specific factors, one study of treated sexual 
offenders found no significant change on measures of cognitive distortions and deviant 
attraction post treatment (Jung & Gulayets, 2011). This raises questions about the nature of 
dynamic risk factors and whether they truly are changeable (and therefore whether 
assessments of risk should be amended), however this becomes less clear when one considers 
other possible reasons for the lack of measureable change on these factors, including 
ineffective treatment, or inappropriate or insensitive measurement techniques. This raises a 
problem evident in the psychometric assessment of dynamic risk factors: the difficulty in 
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determining whether null results regarding change across treatment are the result of true lack 
of change (i.e. a poor treatment effect due to programme ineffectiveness or participant factors 
such as poor motivation), insensitive measurement relating to the tests chosen, or, that the 
‘dynamic’ factors under investigation are not really dynamic.  
In contrast to studies reporting insignificant amounts of change over time, other 
studies have reported significant improvements between pre-treatment and post-treatment 
psychometric test scores relating to dynamic risk areas such as pro-criminal attitudes, 
family/marital relationships, and education/employment (Brooks Holliday, Heilbrun, & Fretz, 
2012). Likewise, substantial apparent changes from pre- to post-treatment have tended to be 
found when dynamic factors have been measured psychometrically among sex offenders 
(Hudson et al., 2002; Marques, Wiederanders, Day, Nelson, & Van Ommeren, 2005). One 
recent study examined treatment change based on a psychometric battery administered pre- 
and post-treatment to a sample of 267 men who had been convicted of a contact sexual 
offence (Olver, Nicholaichuk, & Wong, 2014). They found that on average the men made 
significant pre-post changes across almost all measures included in the battery, including 
measures of socioemotional functioning, anger/hostility, and misogynist attitudes. 
Furthermore, the authors found that the effect size of the changes were typically in the 
moderate range (d > .50). This replicated the findings of a previous study that examined pre-
post treatment change across a number of measures for 313 males who had been convicted of 
a sexual offence (Nunes et al., 2011). This study also found that, on average, the men 
demonstrated significant changes that were approximately moderate in size, including on 
measures of loneliness, cognitive distortions, and dynamic risk (measured using the Stable-
2000). When change was analysed at the individual level, they found that approximately one-




Results are therefore mixed regarding whether dynamic risk factors are truly dynamic, 
although the preponderance of more recent research suggests that individuals are indeed able 
to make change in these areas across time or after specialised treatment. However, even if 
dynamic risk factors are proven to be changeable, there is still a further question regarding 
whether this change is meaningful in terms of reoffending. This question is discussed in the 
following section.  
Does Change in Dynamic Risk Predict Change in Offending? 
In many studies in which dynamic risk changes have been explored, recidivism 
outcomes were not included in the investigations. Arguably, as well as needing to be 
empirically linked to recidivism, and changeable, it is also inherent in the definition of 
dynamic risk factors that any changes should be meaningful (i.e. linked to changes in actual 
reoffending risk). In fact, this is a central tenet of the needs principle of offender 
rehabilitation as described by Bonta and Andrews (2016). However, as noted by Serin, Lloyd, 
Helmus, Derkzen and Luong (2013), the question of whether changes (i.e. in dynamic risk 
factors) are reliably associated with recidivism likelihood is relatively unexplored. Research 
has only more recently begun to test the assumption empirically.  
In one test of the link between treatment change and outcome, Beggs and Grace 
(2011) demonstrated that specific within-treatment changes in dynamic risk factors in the 
desired direction, measured psychometrically, can be linked with reduced recidivism at 
follow-up. In doing so, they reported on the problematic nature of analysing raw change 
scores: on any given test, individuals with pre-treatment scores towards the more problematic 
end of the scale (indicating higher levels of dynamic risk) have the opportunity to show 
greater levels of change across treatment, as they have more ‘room to move’. However a 
further problem is also clear: given that both riskier scores and lower change should 
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theoretically be linked with higher recidivism, yet those with riskier scores have the 
opportunity to attain higher change scores, use of raw change scores on measures that were 
not specifically developed to measure change is inherently flawed. To manage this issue, 
Beggs and Grace employed a method of regression in which pre-treatment scores were 
partialled out of the prediction equation. This allowed a more meaningful pattern of results to 
emerge, in which positive treatment change was associated with reduced sexual recidivism 
overall, and for three out of four dynamic risk domains (employing the Allan et al. (2007) 
framework: social inadequacy, sexual interests, and anger/hostility; the fourth domain, pro-
offending attitudes, approached significance). This technique has subsequently been applied 
by Olver, Nicholaichuk, Kingston and Wong (2014) in their exploration of therapeutic 
change and recidivism using a psychometric risk prediction instrument (the Violence Risk 
Scale-Sexual Offense Version; VRS-SO).  
Additionally, and as mentioned previously, a recent meta-analysis assessed the 
predictive validity of change scores from six previously published studies, based on six 
unique samples comprising 1,980 participants (van den Berg et al., 2018). They found a 
fixed-effect weighted hazard ratio of 0.91 (95%CI [0.87-0.95]) after controlling for static and 
pre-treatment dynamic risk, indicating that prosocial change on dynamic risk assessments 
was significantly predictive of reductions in sexual recidivism. There was not enough 
information to run moderator analyses. Although change was found to be significantly linked 
with recidivism in this meta-analysis, the authors concluded that the small effect size 
suggested that only a small part of change in recidivism was attributable to the measured 
change in dynamic risk. They suggested that perhaps current approached to measuring 
treatment change were too focussed on correlates of offending (i.e. symptoms of offending), 
rather than measuring meaningful causal factors in offending. This suggests that in order to 
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more effectively and meaningfully measure offender change and desistance, we may need to 
change the typical approach to measuring change. 
In response to issues with the measurement of change in dynamic risk factors, other 
studies have employed a different method known as clinically significant change 
methodology to explore the link between within-treatment changes in dynamic risk and 
recidivism (e.g., Barnett et al., 2013; Olver, Beggs Christofferson, & Wong, 2015). This 
method avoids the problems associated with raw change scores, as in addition to considering 
change magnitude, post-treatment scores are evaluated against non-deviant norms to 
determine whether the individual has qualitatively “improved”, “recovered”,  is “already ok” 
(i.e., never scored outside the normative range), or remained “unchanged”. While this method 
offers a user-friendly and readily interpretable classification system for individuals based on 
what their dynamic risk test scores say about their treatment outcome, Olver and colleagues 
(2015) and others (e.g., Barnett et al., 2013) have overviewed the limitations of the method 
and noted mixed findings, in particular that the usefulness of the output is dependent on the 
quality of the measures used. In general, Olver et al. (2015) suggested that the use of a single, 
purpose-designed risk tool containing multiple dynamic factors, such as the VRS-SO or the 
STABLE 2007, may offer advantages over the psychometric battery approach for the 
consistent and meaningful applied measurement of dynamic risk factors, and change in these 
across treatment. 
One common factor in the change studies discussed above is that the assessment of 
dynamic risk occurred at only two points in time – prior to, and then following, treatment. 
Whilst studies employing this design have been very useful in terms of establishing empirical 
relationships between specific changes in dynamic risk and decreased recidivism, and 
exploring the clinical measurement of within-treatment changes, they have focused 
exclusively on the period of treatment engagement as the change mechanism for risk. 
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However, theoretically speaking, other factors could influence the presence or expression of 
dynamic risk (resulting in change), such as maturation (Hirschi & Gottfredson, 1983), social 
context and influences (Sampson & Laub, 1995), or in the case of sexual offending, age-
related decline in sexual response (Blanchard & Barbaree, 2005). It has also been suggested 
that including at least three waves of assessment increases the probability of detecting change 
(Brown, Amand, & Zamble, 2009). A recent multi-wave study by Greiner, Law, and Brown 
(2014) illustrated the tracking of seven major theorised dynamic risk factors (employment, 
personal/emotional factors, substance use, criminal attitudes, criminal associates, family 
functioning, and community functioning) among female offenders following their release 
from prison, across four assessment waves at six-monthly intervals. They found that all seven 
factors were significantly related to survival time without reoffending in the community, and 
that prediction was improved by their use of multiple assessments of dynamic risk across 
time. On the other hand, change across multiple waves using a well-validated dynamic risk 
tool for sex offenders, the STABLE 2007, has been found to not be associated with 
recidivism (Hanson et al., 2007). As such, although assessing dynamic risk factors at multiple 
time points both during and after treatment appears to be a promising technique in terms of 
improving the assessment of change, it is apparent that there are other factors that contribute 
to the mixed results of studies on change.  It is possible that part of the problem lies with our 
current conceptualisation of what constitutes a dynamic risk factor, as discussed in the 
previous chapter. 
Clearly, more research is needed on the assessment of changes in dynamic risk, with 
numerous challenges having been identified for applied settings. As discussed above, 
dynamic risk evaluations in applied settings typically have a great impact on individuals’ 
progress through the criminal justice system, and assessments of change (across treatment or 
with continued repeat assessments) are certainly no different. For clinicians this carries a 
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great responsibility, and the need to ensure that the methods we select to assess the changes 
made by our clients are both capable of detecting change that has occurred, and meaningful in 
terms of being predictive of actual reductions in the likelihood of recidivism. As noted by van 
den Berg and colleagues (2018), the modest ability for offender change to predict recidivism 
is perhaps indicative if the need to more closely scrutinise the current way in which change is 
measured and applied to judgements of offender progress and risk. In light of this, the next 
section discusses current approaches to the measurement of treatment change amongst 
offenders, and is followed by an exploration of how this measured change is used to 
conceptualise the mechanisms underlying change. 
Measuring Change in Dynamic Risk Factors 
Clearly, more research is needed on the assessment of changes in dynamic risk 
factors, with numerous challenges having been identified for applied settings. As discussed 
above, dynamic risk assessments in applied settings typically impact greatly on individuals’ 
progress through the criminal justice system, and assessments of change (across treatment or 
with continued repeat assessments) are certainly no different. For clinicians this carries a 
great responsibility, and the need to ensure that the methods we select to assess the changes 
made by our clients are both capable of detecting change that has occurred, and meaningful in 
terms of being predictive of actual reductions in the likelihood of recidivism. The issue of 
how to incorporate information related to individual change into assessments of risk becomes 
especially relevant when one considers the implications that a reduction in estimated risk may 
have for an individual and their progress through the system (and, by extension, implications 
for the community they will be returned to), including their chances for parole and what their 
parole conditions and level of oversight will be, decisions around whether to extend their 
custodial sentence, and the availability of particular rehabilitation programmes.  
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A majority of the existing literature assessing change across treatment for sexual 
offending has measured treatment change as if it were a dimensional construct (see Beggs, 
2010, for review). For example, one common method of measuring treatment change is to 
calculate the quantitative difference between pre- and post-treatment scores across a range of 
psychometric measures. Differences in the amount of change made are then used to test 
associations between change and outcomes of interest (such as recidivism; e.g., Allan, Grace, 
Rutherford, & Hudson, 2007; Beech & Ford, 2006) or factors thought to influence the 
amount of change made (such as therapist features; e.g., Marshall et al., 2002, 2003). Studies 
utilising this method to measure treatment change have typically found that individuals make 
pro-social change over the course of treatment on average, however there is a lack of reliable 
and consistent findings linking this pro-social treatment change to reduced recidivism 
(discussed further below).  
A similar method of measuring treatment change that is used in the literature is 
through assessing changes in dynamic risk based on risk assessment tools that incorporate 
some measure of treatment progress (Beggs, 2010). Some guided clinical judgement tools 
(such as the Structured Anchored Clinical Judgment [Thornton, 1997] and the Multifactorial 
Assessment of Sex Offender Risk for Recidivism [Barbaree, Seto, Langton, & Peacock, 
2001]) incorporate items relating to treatment progress into their post-treatment assessments 
of risk; however, these tools are used more for an overall assessment of post-treatment risk 
rather than a measure of overall treatment progress. Treatment change is sometimes measured 
using these risk assessment tools by calculating change as the difference between pre- and 
post-treatment risk scores. A recent meta-analysis used this approach to assess the predictive 
validity of change scores derived from dynamic risk assessment tools across nine studies and 
six unique samples (van den Berg et al., 2018). Overall, they found that change scores based 
on dynamic risk assessments were able to successfully predict sexual recidivism (d = .26, 
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95% CI [.10 - .42]), and added incremental predictive validity beyond that provided by static 
risk and pre-treatment dynamic risk alone. That said, they noted that the effect sizes for the 
predictive validity of treatment change are relatively small, which potentially indicates that 
current measurement of change is not focussed on factors that directly cause offending 
behaviour, or that we are not measuring change appropriately or effectively.     
Although most of these dynamic risk assessment tools do not explicitly incorporate 
measurement of treatment change, there is one exception: the Violence Risk Scale - Sexual 
Offense version (VRS-SO; Olver, Wong, Nicholaichuk, & Gordon, 2007), which includes a 
structured method for scoring overall treatment change. The VRS-SO calculates post-
treatment risk across a series of dynamic risk factors by adjusting pre-treatment scores based 
on progression through a series of “stages of change”. These stages of change are drawn from 
the Transtheoretical Model (Prochaska, Diclemente, & Norcross, 1992), and represent the 
internal change process occurring in individuals during treatment, providing a way to 
categorise individuals based on their intentions or demonstrated efforts to make change. The 
VRS-SO reduces dynamic risk factor scores by 0.5 points for each stage progressed through 
past the point of “Contemplation”; therefore, the method by which the VRS-SO calculates 
change is based on change categories, but is translated into a dimensional overall change 
score. Notably, there have been a number of studies that have shown total VRS-SO change 
scores to be a reliable and valid predictor of recidivism after controlling for static and pre-
treatment dynamic risk (Beggs & Grace, 2011; Olver, Sowden, et al., 2018; Olver et al., 
2007). The interrater reliability of VRS-SO stages of change scoring was also supported in a 
study by Olver and colleagues (2007), who found a “good” level of agreement in scoring 
(ICC = 0.68). This particular measure therefore allows for the identification of individual 
treatment targets, and provides a measure of static and dynamic risk, some assessment of 
responsivity issues, and information on treatment gains all incorporated into a single measure 
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(for these reasons, the VRS-SO could arguably be considered a fourth-generation, rather than 
a third-generation, dynamic risk assessment tool). 
A third way in which treatment change can be measured is through the use of tools 
specifically developed to measure change (Beggs, 2010). Examples of these tools include the 
Standard Goal Attainment Scaling (SGAS) for sexual offenders (Hogue, 1994) and the Sex 
Offender Treatment Intervention and Progress Scale (SOTIPS; McGrath, Lasher, & 
Cumming, 2012). Change is typically measured on these tools using structured scoring 
frameworks across items that encompass both common dynamic risk factors and treatment-
specific motivation or engagement items. Additionally, these measures can be scored 
multiple times across treatment to track progress and inform treatment targets. For example, 
the SOTIPS has previously been used to successfully guide collaborative treatment planning 
with offenders (Lasher, McGrath, Wilson, & Cumming, 2015). Importantly, change measured 
using both the SGAS and the SOTIPS has been found to significantly predict reoffending 
(Beggs & Grace, 2011; R. J. McGrath et al., 2012). 
Treatment Change: Categorical or Dimensional? 
Although there are multiple ways in which treatment change is measured in the 
literature, there is one shared feature of these approaches already mentioned above: treatment 
change is typically measured as a dimensional construct rather than as categorical. In each of 
the approaches outlined above, change is represented on a continuous scale, calculated 
through some method of collating differences between pre-and post-treatment scores across a 
series of dynamic risk factors or engagement/motivation-related factors. Even when treatment 
change is categorised for use in risk communication or prediction (e.g., as with the VRS-SO, 
for developing normed recidivism estimates [Olver, Mundt, et al., 2018]), categories are 
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typically arbitrarily assigned based on non-theoretical cut-points (e.g., cut-points based on 
one standard above or below the mean change score).  
However, whether treatment change is truly dimensional in nature has not explicitly 
been explored in the literature, for both sexual offending and offending more broadly. 
Despite the seemingly dimensional nature of treatment change, it is entirely possible that 
treatment change is best conceptualised as categorical rather than dimensional; its categorical 
nature could be obscured by the current use of continuous measures to capture treatment 
change. The fact that previous studies have been able to identify significant associations 
between treatment change (measured on a continuum) and recidivism may suggest that this 
distinction is not important in practical terms. However, there are important differences 
between categorical and dimensional constructs that have crucial implications for the way in 
which constructs are most effectively measured (in addition to theoretical implications; this is 
discussed further in Study Two). For example, measures of dimensional constructs are 
typically more complex and contain more items than measures of categorical constructs, as 
more information is needed to comprehensively capture the spectrum of possible scores (J. 
Ruscio, Haslam, & Ruscio, 2006). Conversely, measures of categorical constructs are 
generally shorter, with a focus on accurately discriminating between groups at points where 
there might be greater group overlap.  
In addition to the suggestion that we might be measuring the wrong factors when 
assessing treatment change (van den Berg et al., 2018), utilising measures that treat change as 
a dimensional construct when it is really categorical could be another explanation for the 
relatively small effect sizes found when previous studies have explored the link between 
treatment change and recidivism. It is notable that one of the dynamic risk tools that has been 
more successful at demonstrating a link between treatment change and recidivism – the VRS-
SO – utilises an underlying categorical framework to assess treatment progress (the 
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Transtheoretical Model’s stages of change), despite using continuous scales for overall 
treatment change and risk.  
The development of offender categories (or typologies) is not a new concept in 
forensic psychology (see Byrne & Roberts, 2007, for review). Indeed, typologies have also 
been developed based on individual characteristics or offending behaviour that are specific to 
sexual offending (see Robertiello & Terry, 2007, for review). Perhaps the most basic level of 
typology is the distinction often made between individuals who have offended against adults 
and those who have offended against children (Looman, Gauthier, & Boer, 2001). However, 
other more specific typologies have also been developed, including for sexual offending 
against the elderly (Burgess, Commons, Safarik, Looper, & Ross, 2007); juvenile sex 
offenders (Fox & DeLisi, 2018); high risk sex offenders (Kaseweter, Woodworth, Logan, & 
Freimuth, 2016); and groupings based on static risk (Ennis, Buro, & Jung, 2016), dynamic 
risk (Martínez-Catena, Redondo, Frerich, & Beech, 2017), and level of overall deviance 
(Beech, 1998). Perhaps the most researched sexual offender typologies are the Massachusetts 
Treatment Centre (MTC) typologies, developed separately for offenders against adults and 
offenders against children (Knight & Prentky, 1990). Subsequent validations and refinement 
of the MTC typologies have demonstrated that they are replicable and are meaningfully 
linked with offending aetiology and recidivism (Ennis et al., 2016); however, limitations have 
been noted regarding the relatively small representation of some of the groups identified in 
the development sample (Ward, Polaschek, & Beech, 2006). 
 The basic concept behind the development of typologies is the idea that offenders 
represent a heterogeneous population of individuals, who differ in terms of their behavioural 
patterns and psychological characteristics. By identifying common groupings of individuals 
within this broader offender population, it is hoped that risk management and intervention 
can be better targeted to the unique characteristics of each group (Byrne & Roberts, 2007; 
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Marshall, 1997). One more recent study focussed on this goal explicitly, by developing a 
typology of sexual offenders based on characteristics and behaviours relevant to treatment 
responsivity (Woessner, 2010). This concept of typologies can also be applied to treatment 
change in particular: it is possible that unique groupings of individuals exist that are distinct 
from one another in terms of the kind of change made over the course of treatment (i.e. as 
discussed above, it is possible that treatment change is categorical). For example, some 
individuals might have a greater propensity to make change in the area of sexual deviance but 
less so in the area of emotional dysregulation, and vice versa. This propensity could in turn be 
linked to the individual causal mechanisms driving the offending behaviour for a given 
individual (a concept explored further in Study One). Although many possibilities of 
categorical structure exist, current literature that has attempted to categorise individuals based 
on the change they have made over treatment is generally limited to arbitrary dichotomous 
categorisations based on low or high levels of change.  
For example, Marques and colleagues (2005) compared the recidivism rates of 259 
male sex offenders (child and adult offenders) who had been randomly assigned to treatment 
with 225 controls who volunteered for treatment but were randomly assigned to the control 
group, and 220 controls who were eligible for treatment but chose not to participate. As part 
of a wider set of analyses, Marques and colleagues used a 9-point scale derived from a range 
of post-treatment measures to identify whether treated participants derived benefit from the 
programme, or “got” the treatment. A median split was then used to divide the treated 
participants into groups of those who “Got It” and those who “Did Not Get It”. Although 
there was no significant difference between recidivism rates for the two groups overall, the 
authors found that high-risk offenders who “Got It” reoffended at a significantly lower rate 
than high-risk offenders who “Did Not Get It”. They also found significant differences in 
recidivism for offenders against children who “Got It” compared with offenders against 
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children who “Did Not Get It”.  Overall, the study showed that there may be some benefit 
derived from a simple categorisation of treatment change or progress (particularly for high-
risk offenders or offenders against children). However, as mentioned above, the categories in 
this study were determined by deciding arbitrary cut-off points on a continuous scale, and 
therefore may not be considered a “pure” categorical approach to measuring treatment 
change. 
A similar approach was taken by Scalora and Garbin (2003), who compared 
recidivism rates between a treated sample of 76 men who had been convicted of child sexual 
offending, and 118 untreated controls. Based on discharge documentation regarding treatment 
involvement and attainment of intervention goals, men were categorised as either 
“successfully treated” (those who had achieved treatment goals and were recommended for 
less restrictive placements) or “unsuccessfully treated” (those who prematurely disengaged 
from treatment or who made limited treatment progress). Overall, the authors found that 
successfully treated offenders were significantly less likely to reoffend than unsuccessfully 
treated offenders and offenders who did not participate in treatment at all. This represents an 
approach to treatment change classification that is less reliant on continuous scores of 
progress, however the authors note that overall judgements of progress were heavily based on 
risk assessment information contained in participant files. It is also notable that the 
definitions or characteristics of each treatment group were arbitrarily determined (in this case, 
based on whether perceived progress was high or low), rather than being theoretically or 
empirically derived.  
Findings in the literature do not always support the predictive accuracy of treatment 
change categories. Seager, Jellicoe and Dhaliwal (2004) categorised 109 treated male sex 
offenders as either “successfully” or “unsuccessfully” completing treatment, based on clinical 
evaluations of progress in key treatment components. The authors found that there was no 
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significant difference in recidivism rates between the successful and unsuccessful 
participants. In another study of treatment progress, Quinsey, Khanna and Malcolm (1998) 
mixed a categorical with a dimensional approach by rating treatment change for 193 male sex 
offenders on a 4-point scale, from “poor” (few or very few gains, with areas still requiring 
intervention) to “very good” (significant gains in all targeted areas). They also found that 
there was no significant difference in recidivism rates by rated treatment change.  
One notable feature of the two studies failing to find a significant association between 
treatment change group and recidivism was that ratings of progress in these studies were 
based purely on clinical judgement; as discussed in the previous chapter, clinical judgement 
is known to have lower predictive accuracy than more structured assessments of risk or 
change. Indeed, where studies have used more structured assessments to underlie the 
measurement or categorisation of change, stronger links between treatment change and 
offending are often discovered. This indicates that if treatment change were indeed found to 
be categorical in nature, it would be important that any methods developed to discriminate 
between categories are based on structured and empirical judgements of the factors of 
treatment change that are relevant to each of the treatment change groups identified. 
Identifying what these meaningful factors are for each group would be the first step in 
developing these kinds of treatment change measures.  
Treatment Change: A Summary 
The accurate measurement of treatment change is vital to modern approaches to 
offender management and intervention. Despite its importance in case management and 
decision-making (including parole decisions), relatively little attention has been paid to the 
predictive accuracy of treatment change in the literature, and to how treatment change might 
best be evaluated. From the relatively small number of studies that have been conducted, 
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mixed findings are emerging regarding the meaningfulness of treatment change in terms of its 
association with reductions in offending. This provides a challenge to our current approach to 
offender treatment and intervention that cannot be ignored. 
It is clear from the literature that the underlying nature of treatment change and how it 
should best be conceptualised and measured is still unclear. Although most of the literature 
treats change as if it were a dimensional construct, there are currently no studies that have 
explicitly tested this assumption. Furthermore, studies that have bucked this trend somewhat 
and treated change as a categorical construct typically employ an arbitrary and atheoretical 
approach to discriminating between treatment groups. This makes it difficult to interpret 
findings from these studies, particularly when there is no significant link found between 
treatment change groups and recidivism. 
A lack of understanding of the underlying nature of treatment change may be 
resulting in misinformed or inappropriate methods of measuring change, potentially partially 
explaining the mixed results regarding a link between treatment change and recidivism. It is 
therefore important that we take a step back and focus on exploring treatment change in more 
detail if we are to progress our knowledge and improve our methods for assessing change.  
The Current Research 
The preceding review of the literature provides an overview of the current state of the 
literature regarding dynamic risk factors and their application to assessing offender change. 
The review highlights that there are a number of notable gaps in the literature and important 
concerns regarding both dynamic risk factors and the measurement of treatment change. The 
current thesis is an attempt at addressing some of these gaps, with the aim of supporting 
ongoing research and theory generation that can be used to improve our current approach to 
offender management and treatment. A brief overview of the studies that follow is provided 
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below; note that full introductions (including rationale for each of the studies) are provided at 
the beginning of each study chapter.  
Study One 
Study One was a validation study of an influential theory of the aetiology of child 
sexual offending: Ward and Siegert’s (2002) Pathways Model of sexual offending against 
children. The Pathways Model is arguably one of the more comprehensive explanatory 
theories of child sexual offending, incorporating proposed causal mechanisms behind each of 
the hypothesised pathways to sexually harmful behaviour. The validation of a causal theory 
of child sexual offending provides an important contribution to our understanding of how this 
harmful behaviour can be prevented and managed, and is a direct response to the issues raised 
in Chapter One regarding the current lack of theory-based or abductive research related to 
sexual offending. Exploring the causal mechanisms of sexually harmful behaviour provides 
vital knowledge regarding sexual offending as a phenomenon, and informs ongoing efforts to 
identify dynamic risk factors or criminogenic needs that are meaningful and causally linked 
to offending. 
Study One utilised data obtained from a pre-treatment psychometric battery 
completed by 1,134 men convicted of sexual offences against children who engaged in an in-
prison treatment programme. This data included a range of measures capturing psychological 
deficits hypothesised in the Pathways Model (including anti-social cognitions, sexual 
deviance, emotional dysregulation, and intimacy deficits), as well as information collected on 
the history and demographics of participants. The validity of the pathways predicted in the 
Pathways Model were tested by conducting latent profile analysis (LPA) using the 
psychometric battery scores. LPA is a statistical technique that aims to detect mutually 
independent groups of individuals that are meaningfully different from one another based on 
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the variables used in the analysis. The aim of the study was to identify whether groups could 
be identified in the sample that represented the psychological profiles hypothesised for each 
of the pathways proposed by Ward and Siegert. Demographic variables and historical 
information were also assessed to explore fit with the hypotheses of the model.  
Study Two 
Study Two provided an exploration of the nature of change to identify whether 
treatment change is best categorised as a categorical or dimensional construct; this is the first 
study known to the author to assess this distinction. As the Pathways Model suggests, sexual 
offenders are generally accepted to be a heterogeneous group of individuals that differ in 
terms of their motivations for offending, and the mechanisms that maintain offending (Ennis 
et al., 2016). It seems to make intuitive sense that if different mechanisms underlie the 
sexually harmful behaviour that some individuals engage in, then needs targeted during 
treatment should also differ between individuals. This is indeed an underlying theory of the 
influential Risk-Needs-Responsivity (RNR) treatment model (Bonta & Andrews, 2016) and 
Good Lives Model (GLM; Ward, 2002). If distinct needs are causally related to offending for 
different individuals, and treatment is individually targeted based on these needs, then it is 
plausible that offenders may change in meaningfully different ways over the course of 
treatment too.  
Despite this possibility, current approaches to the measurement of treatment change 
either treat change as a dimensional construct, or use arbitrary and atheoretical methods to 
categorise offenders based on perceived amounts of treatment progress. Study Two therefore 
provided a vital first step toward developing a stronger understanding of the nature of change, 
and therefore how change is most effectively and accurately measured. This was achieved by 
obtaining pre- and post-treatment scores on the same psychometric battery used in Study 
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One, for 346 men who had been convicted of sexually offending against children. Raw 
change scores were calculated by subtracting post-treatment psychometric scores from pre-
treatment scores. To control for the impact of pre-treatment risk on overall change (Beggs & 
Grace, 2011), raw change scores were then converted into standardised residual change 
scores. The standardised residual changes scores were then used in a series of taxometric 
analyses to assess whether change is best conceptualised as categorical or dimensional in 
nature. 
Study Three 
Study Three extended the findings from Study Two (that treatment change is 
categorical) by using an exploratory approach to identifying categories of individuals who 
demonstrated similar types of treatment change to one another, but that are meaningfully 
distinct from other groups. Understanding the types of change demonstrated by the different 
groupings of individuals is important for developing measures that most appropriately assess 
change, and for developing theories of the mechanisms underlying change that are congruent 
with the categorical nature of change identified in Study Two. Identifying the most 
appropriate method for measuring and conceptualising change are in turn important for 
reliably and validly assessing any link between treatment change and recidivism, and has 
important implications for how change should be communicated and incorporated into risk 
assessment.  
Study Three therefore explored whether the change made by individuals over the 
course of treatment could be used to categorise individuals into meaningful groups, and if so, 
what the patterns of change looked like in each of these groups. This study used the same 
approach to measuring change as Study Two (i.e. standardised residual change scores, based 
on a pre- and post-psychometric battery), however the study employed a larger sample of 
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1,170 men who had been convicted of sexually offending against children. An LPA was 
conducted on the standardised residual change scores to identify any meaningful treatment 
change groups in the sample. The change and recidivism patterns of the resultant groups were 
also assessed. 
Study Four 
 Study Four extended the exploration of treatment change presented in Studies Two 
and Three by identifying whether there were key characteristics of individuals assigned to 
each of the treatment change groups that could help inform the development or validation of 
theories regarding the mechanisms underlying change. Where Studies Two and Three 
represented an exploration of the treatment change data to better understand treatment change 
as a phenomenon, Study Four was explicitly focussed on taking the next step in an abductive 
approach to science by examining what the research suggested in terms of causal theories to 
explain that phenomena (Haig, 2005). A further aim of Study Four was to replicate the 
findings of Study Three using a separate measure of treatment change, to ensure that the 
findings were robust, reliable and generalisable. 
 To replicate the findings of Study Three, Study Four involved scoring the VRS-SO 
for a sub-sample of 292 men who had been included in the previous study’s sample. The 
change profiles on the VRS-SO for this sub-sample were then compared to the change 
profiles expected based on their Study Three grouping, to assess whether change profiles 
could be replicated across different change measurement methods. This attempted replication 
was then followed by an assessment of the risk, criminogenic needs, and historical 
information of individuals across treatment groups, using the same full sample of 1,170 men 
included in Study Three. It was hoped that exploring these psychological and environmental 
factors would provide important information that could be used to link the findings from 
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Studies Two and Three to possible explanatory theories of the mechanisms underlying the 




Chapter Three/Study One: An Empirical Test of Ward and Siegert’s 
Pathways Model of Sexual Offending against Children 
Understanding the etiology of sexual offending against children is of great value to 
researchers and clinicians, and can inform prevention efforts targeting at-risk individuals 
before their first offense. As such, there have been a number of notable attempts to develop 
etiological theories of sexually harmful behavior against children. However, a disconnect is 
noticeable between the development of these theories and resulting empirical work to test 
their accuracy and apply findings to our conceptualisation of etiology and risk (Ward, 2014), 
which could partially be explained by the data-driven approach to much of the research on 
dynamic risk factors or criminogenic needs, as discussed in Chapter One. The current study 
aims to address this gap in the literature by testing the key hypotheses made by one promising 
theory: the Pathways Model of sexual offending against children. 
The Pathways Model 
The Pathways Model (Ward & Siegert, 2002) is arguably one of the more 
comprehensive models developed for explaining the etiology and maintenance of sexually 
harmful behavior against children, due to its multifactorial nature, explanatory depth, and the 
inclusion of developmental causal mechanisms as part of the model (T. Gannon, Terriere, & 
Leader, 2012). The Pathways Model proposes that the traits and behaviors displayed by 
individuals who sexually offend against children are caused by the interaction between four 
core sets of dysfunctional mechanisms (or vulnerabilities): intimacy/social skill deficits, 
emotional dysregulation, antisocial cognitions, and deviant sexual scripts. These 
vulnerabilities are proposed to arise from complex interactions between a range of biological, 
cultural, and environmental/situational factors. 
52 
 
The Pathways Model proposes that interaction between these primary vulnerabilities 
results in a number of distinct etiological pathways that lead to sexually harmful behavior. 
Each of these pathways is characterized by a core vulnerability that drives the sexually 
harmful behavior and is responsible for generating the cluster of psychological and 
behavioral characteristics unique to that pathway. The five hypothesized pathways are briefly 
outlined below. 
Pathway one: intimacy deficits. The first etiological pathway describes individuals 
who experience a primary or core dysfunction in their social skills and ability to form 
intimate relationships with other adults. The intimacy deficits experienced by these 
individuals are hypothesized to be caused by insecure attachment patterns, which result in 
unsatisfactory or dysfunctional adult relationships and related feelings of intense loneliness. 
Adults are the preferred sexual and intimate partners for individuals in this pathway, however 
difficulties with establishing intimacy with age-appropriate partners means that they might be 
prepared to substitute children into this partner role, viewing them as a “pseudo-adult”. These 
individuals are likely to focus their sexual needs and desires on children as well, thus leading 
to the sexually harmful behavior.  
Pathway two: deviant sexual scripts. The second etiological pathway includes 
individuals whose primary dysfunctions are associated with their sexual scripts; namely, 
these individuals possess distortions in their representation of appropriate contexts in which 
sex is sought. The cause of these distortions is theorized to be in premature sexualisation 
resulting from sexual abuse experienced as children. For these individuals sexual activity is 
seen as equivalent to intimacy, leading to a desire for impersonal sex, and a high number of 
short-term relationships or overt promiscuity. Children are chosen as sexual partners by these 
individuals largely as a result of opportunity or sexual need, rather than being a preferred 
choice of partner.  
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Pathway three: emotional dysregulation. The core vulnerability for individuals in the 
third etiological pathway is a lack of emotional competence. Although this emotional 
dysfunction may present in a range of ways, it is hypothesized that there are two main issues 
experienced by these individuals: under-regulation of emotions, and the use of maladaptive 
strategies to cope with negative emotions. Under-regulation of emotions describes an 
inability to control emotional states, which then leads to a loss of control over behavior. For 
example, an individual who is unable to control their anger proactively may sexually abuse 
children in order to “punish” the parent of the child. The second main dysfunction relates to 
the use of maladaptive coping strategies, including sex, to manage negative mood states. For 
these individuals, sex becomes intrinsically tied with well-being, possibly because of 
excessive masturbation during early adolescence and the absence of other strategies to 
improve self-esteem and mood. Thus, when negative moods such as anger, loneliness or 
anxiety are experienced, these individuals seek sex in order to escape these mood states.  
Pathway four: antisocial cognitions.   The fourth etiological pathway includes 
individuals with a primary vulnerability relating to the possession of beliefs or attitudes that 
support antisocial behavior in general. These individuals have normal sexual scripts, and their 
sexually harmful behavior is typically seen within the context of a wider pattern of criminal 
behavior, including property and violent offenses. This pattern of antisocial and/or criminal 
behavior is also likely to have been demonstrated in childhood and adolescence. For these 
individuals, children are selected as the target of their sexual desires as a result of their 
general exploitation of any opportunity for self-gratification. 
Pathway five: multiple dysfunctional mechanisms. The final etiological pathway 
outlined in the Pathways Model contains individuals who display difficulties with all four of 
the primary vulnerabilities outlined above. It is hypothesized that at the core of this pattern of 
multiple dysfunction are distorted sexual scripts driving both the general dysfunction and the 
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sexually harmful behavior. It is hypothesized that early sexualisation resulting from 
experiences of sexual abuse or exposure to sexual materials from a young age has led to a 
sexual preference for children or young people. It is also hypothesized that these individuals 
would display additional deviant sexual behavior, such as sadism or bestiality.   
Validations of the Pathways Model 
The comprehensiveness of the Pathways Model both in terms of the behaviors explained 
and the extent to which it incorporates previous models and literature is a major strength of 
the model. Because of its potential to increase our knowledge of psychologically meaningful 
risk factors, independent validation of the model is important (Gannon et al., 2012). To date, 
there have been three published empirical assessments of the Pathways Model; each of these 
is outlined below.  
Connolly (2004) used a qualitative approach to identify whether the early experiences 
and offending patterns of men convicted of sexual offences against children were congruent 
with the profiles hypothesized by the Pathways Model. Unstructured interviews were 
conducted with 13 New Zealand men incarcerated for sexual offenses against children. An 
inductive thematic analysis of these interviews revealed that a majority of the men (10 out of 
13) presented with profiles that were reasonably congruent with the hypothesized profile 
from one of the pathways, however Connolly was unable to identify any profiles that 
matched the hypothesized Antisocial Cognitions pathway.  
Middleton, Elliott, Mandeville-Norden, & Beech (2006) conducted an empirical study to 
investigate the applicability of the Pathways Model beyond contact offending, focussing 
instead on Internet offenders. A sample of 72 males who had been convicted of an index 
offense involving child pornography completed a range of psychometrics selected to measure 
the hypothesized core vulnerabilities for each pathway. Individuals were then manually 
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assigned into pathways according to relative elevations in their scores. Using this method, 
Middleton et al. were able to assign 33 out of 72 individuals (46%) to one of the hypothesized 
pathways; all of the five hypothesised pathways were identified as matching the profile of at 
least individual in this study.  
Although both these studies provided tentative support for the Pathways Model, there 
were several issues that required further investigation, including the possibility of additional 
etiological pathways beyond those originally proposed. Thus Gannon et al. (2012) conducted 
an exploratory study attempting to validate the Pathways Model with a sample of 97 men 
convicted of contact sexual offenses against children. Participants completed a number of 
psychometrics that measured characteristics related to the key vulnerabilities hypothesized in 
the model. A non-hierarchical k-means cluster analysis was then used to identify meaningful 
groupings of individuals on the basis of their psychometric scores; this allowed for the 
possibility of discovering unique clusters of individuals that differed from the original five 
pathways proposed in the model. As hypothesized, a five-cluster solution provided the best fit 
for the data, with the psychological profiles of three of these clusters matching those 
hypothesized for the Intimacy Deficits (n = 12), Antisocial Cognitions (n = 12), and Multiple 
Dysfunction (n = 4) pathways.  However, they failed to identify clusters that matched the 
Emotional Dysregulation and Deviant Sexual Scripts pathways. Instead, they identified one 
cluster they named Boy Predators (n = 18) because of their selective sexual interest in male 
children, and another they named Impulsive (n = 49) due to a small elevation in impulsivity 
scores; of note, this latter group showed relatively unremarkable scores on most other 
measures.  
Overall, research that has attempted to test the Pathways Model has obtained mixed 
results.  However, prior studies have been limited by small sample size, with only Middleton 
et al. (2006) identifying clusters with more than 15 individual members. This severely limits 
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the ability to further validate the identified clusters using corroborating historical or offense-
related characteristics. In addition, only Gannon et al. (2012) tested for the possibility of 
pathways additional to those presented in the original model. Given that two additional 
pathways were identified, it is important that this more exploratory approach to model testing 
is replicated independently in order to identify whether these additional pathways are evident 
in other samples. 
The aim of the present study was to test Ward and Siegert's (2002) Pathways Model 
using a similar approach to Gannon et al. (2012), except with a larger sample. In this way, we 
hoped to obtain clusters of sufficient size to allow for post-hoc analyses to further define the 
characteristics of the group members. We used Latent Profile Analysis (LPA) to extract our 
groupings from the pre-treatment psychometrics, as opposed to the k-means cluster analysis 
used by Gannon et al. (2012); the benefits of this technique are outlined below. Based on 
prior results and predictions of the Pathways Model, we predicted that five distinct groups of 
individuals would be obtained from the data, with each of these corresponding to one of the 
five pathways described by the Pathways Model.  
Method 
Participants 
All men (N = 1,474) who had participated in a high-intensity, prison-based treatment 
programme for sexual offenders against children in New Zealand between 1990 and 2007 
were identified. For 280 men the available file information on pre-treatment psychometrics 
was insufficient, and thus the final sample size was N = 1,134; this final sample includes all 
participants included in the Allan et al. (2007) paper. The majority of the sample (69.4%) 
identified as being of European descent, with 23.6% as New Zealand Māori, 5.2% as 
Pasifika, and 1.8% as other ethnicities. The majority of the final sample (n = 750; 66.1%) had 
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participated in treatment at the Kia Marama Special Treatment Unit in Rolleston, New 
Zealand, with the remaining 384 men (33.9%) participating at Te Piriti Special Treatment 
Unit, Auckland, New Zealand (based on the same treatment model as Kia Marama). Because 
the data was extracted from psychometrics administered pre-treatment, treatment non-
completers were eligible for inclusion in the sample. All men had provided written consent 
for their information to be used for research and evaluation purposes prior to the 
commencement of assessment and treatment. Ethics approval was obtained from the authors’ 
University ethics board prior to the research commencing. 
Psychometric battery 
The measures used in this study were completed by participants as part of a 
psychometric battery administered by clinical staff at the beginning of treatment. Because of 
the continuing evolution of the treatment programmes and the development or updating of 
psychometrics over time, the set of psychometrics completed by each participant was not 
identical across the sample. For this reason multiple psychometrics were used to measure 
each key psychological deficit outlined in the Pathways model. The use of different scales 
also ensured that multiple facets of each of the hypothesized deficits were able to be 
adequately captured. Brief descriptions of the self-report measures used to capture each 
deficit are provided below; for further information on the psychometric properties of these 
measures, see Allan et al. (2007). 
Anti-social cognitions  
The Abel-Becker Cognitions Scale (ABCS; Abel et al., 1989) was used to measure 
distorted attitudes and beliefs about sexual offending against children. Respondents indicate 
the extent to which they agree with 29 pro-paedophilic statements. Agreement is rated on a 5-
point scale (1 = strongly agree, 5 = strongly disagree), such that lower scores are indicative of 
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greater levels of support of sexually assaultive behavior against children. Example items 
include “A child who doesn’t physically resist an adult’s sexual advances really wants to 
have sex with the adult” and “I show my love and affection to a child by having sex with her 
(him)”. 
The Hostility Towards Women scale (HTW; Check, 1985) was used to measure 
negative beliefs about women, including the acceptance of aggressive motivations and 
behaviors directed at women. Responses for the 30 scale items are scored true/false, with 
higher scores being indicative of greater levels of aggression towards women. Example items 
include “It is safer not to trust women” and “I feel upset even by slight criticism by a 
woman”. 
The Rape Myth Acceptance Scale (RMAS; Burt, 1980) was used to measure attitudes 
supportive of sexual violence and aggression. The scale consists of nineteen statements about 
rape; the respondent’s agreement with each statement is rated on a 7-point scale such that 
higher scores are indicative of greater endorsement of rape myths. Sample items include 
“Any healthy woman can resist rape if she really wants to” and “When women go around 
braless or wearing short skirts and tight tops, they are just asking for trouble”. 
Deviant sexual scripts 
Wilson’s Sex Fantasy Questionnaire (WSFQ; Wilson, 1978) was used to measure the 
frequency or strength of different types of sexual fantasies. Four sub-scales comprised of 10 
items each are used to rate frequency of different types of fantasies, including intimate 
themes (e.g. sex with a partner), exploratory themes (e.g. group sex), impersonal themes, (e.g. 
sex with a stranger), and sado-masochistic themes (e.g. sex involving pain or use of force). 
Items are rated on a six-point frequency scale from 0 to 5, allowing for subscale totals to 




The State-Trait Anxiety Inventory (STAI; Spielberger, 1983) was used to measure 
general anxiety (T-scale) and current anxiety (S-scale). Both subscales consist of 20 items 
rated on a 4-point scale, with subscale totals ranging between 20 and 80.  
The State-Trait Anger Expression Inventory (STAXI; Spielberger, 1988) was used to 
measure several aspects of anger and anger expression. The STAXI consists of 44 items 
grouped into five major subscales rated on a 4-point frequency scale: (1) State Anger (10 
items) – the current intensity of anger; (2) Trait Anger (10 items) – level of general tendency 
towards experiencing anger; (3) Anger-in (8 items) – the degree to which anger is internally 
supressed; (4) Anger-out (8 items) – the degree of outward expression of anger towards 
others, either verbally or physically; and (5) Anger Control (8 items) – the degree to which 
expressions of anger are controlled. Because of continual revising of the assessment battery 
over time, some participants in our sample completed the revised version of the STAXI rather 
than the original measure. The STAXI-2 (Spielberger, 1999) is largely similar to the STAXI, 
however there are differences in the overall number of items (57 in the STAXI-2), and there 
are a total of 6 major subscales: (1) State Anger (15 items); (2) Trait Anger (10 items); (3) 
Anger Expression-In (same as Anger-in in STAXI; 8 items); (4) Anger Expression-Out (same 
as Anger-out in STAXI; 8 items); (5) Anger Control-Out (8 items) – the amount to which 
outwards expression of anger is controlled; and (6) Anger Control-In (8 items) – the amount 
to which feelings of anger are controlled through calming down or cooling off.  
Intimacy Deficits 
The Revised UCLA Loneliness Scale (UCLS; Russell, Peplau, & Cutrona, 1980) was 
used to measure experiences of loneliness. The scale consists of twenty statements rated on a 
4-point scale relating to perceived satisfaction or dissatisfaction with interpersonal 
60 
 
relationships, with higher scores indicating greater dissatisfaction.  
The Fear of Intimacy Scale (FIS; Descutner & Thelen, 1991) was used to measure 
anxiety about intimate dating relationships. The scale comprises 35 items rated on a 5-point 
scale, with individuals rating how characteristic the items are of them. Higher scores indicate 
a greater fear of intimacy. 
The Assertion Inventory (AI; Gambrill & Richey, 1975) was used to measure degree of 
discomfort in situations requiring assertiveness (e.g. turning down a request for a meeting or 
date), and an individual’s likelihood of making an assertive response in these situations. Forty 
items are rated twice on a 5-point scale, first for level of discomfort (AI-D) and secondly for 
response probability (AI-RP). Only AI-RP scores were available for the current sample. 
Higher scores are indicative of lower response probability.  
The Social Self-Esteem Inventory (SSEI; Lawson, Marshall, & McGrath, 1979) was 
used as a measure of self-esteem in social situations. The SSEI consists of 30 items rated on a 
6-point scale, with higher scores indicating greater self-esteem.  
Socially Desirable Responding 
The Marlowe-Crowne Social Desirability Scale (M-CSD; Crowne & Marlowe, 1960) 
was used to assess the tendency to respond in ways that are anticipated to gain approval from 
others, or to refrain from responding in ways that are likely to gain disapproval. The M-CSD 
consists of 33 true/false items, with higher scores indicating a greater tendency to response in 
socially desirable ways. 
Procedure 
 Data for the current sample was extracted from a database held by the New Zealand 
Department of Corrections, containing scores from a psychometric battery completed pre- 
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and post-treatment by all individuals engaging in the treatment programme, as well as 
demographic information collected prior to treatment entry.  
In total, there were 1,474 cases initially extracted from the database. The data was then 
cleaned and checked for input errors; any scores that fell outside of the possible minimum 
and maximum scores for a given measure were deleted and were thereafter considered 
missing for that individual. Cases with unacceptably high levels of missing data – defined as 
those that did not have at least one completed measure from each of the four domains 
outlined above - were excluded from the study. This left a final sample of 1,134 men. 
Information on how missing data was handled is outlined in the following section. 
 Because two versions of the STAXI (the STAXI and the STAXI-2) were used in the 
database, raw scores were transformed prior to analysis in the following manner. For 
individuals who completed the STAXI-2 (n = 168) rather than the STAXI (n = 966), totals for 
Anger Control-Out and Anger-Control-In were added together to provide one overall Anger 
Control score. This meant that the number of subscales for each measure was equivalent for 
the two versions. All scores on individual subscales were then standardized for both versions 
of the measure, to control for the differences in number of items per subscale. In order to 
retain consistency across all measures, raw scores on all remaining psychometrics were also 
standardized before being used in subsequent analyses. 
Planned Data Analysis 
In order to test the validity of the pathways predicted in the Pathways Model, a latent 
profile analysis (LPA) was conducted with MPlus 7.4 software, using the pre-treatment 
psychometric scores; full information maximum likelihood estimation was used for cases 
with missing data. Latent profile analysis is a statistical technique that aims to detect 
mutually independent groups of individuals that are qualitatively distinct from one another, 
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using two or more indicator (observed) variables (Collins & Lanza, 2010; Francis, Bowater, 
& Soothill, 2004). In the current study, LPA was used with the goal of identifying whether 
there were distinct categories of offenders within the sample that displayed pre-treatment 
psychometric profiles that were consistent with those predicted by the Pathways Model. 
Compared to similar statistical techniques such as cluster analysis or factor analysis, LPA is 
considered to be better suited to research in the social sciences because it is less restrictive in 
terms of assumptions (e.g., normality) and provides estimates of standard errors for fitted 
models (Fox & Farrington, 2016). Furthermore, rather than identifying latent groups on the 
basis of arbitrary distance measures (as with cluster analysis), LPA first builds a model that 
describes the distribution of the observed data, and then assigns individuals probabilities of 
belonging to each of the latent classes identified (Hagenaars & McCutcheon, 2009). Latent 
Profile Analysis could therefore be considered more of a “top-down” abductive approach to 
class detection, and is therefore more likely to result in the identification of theoretically 
meaningful latent classes than is cluster analysis (Haig, 2014). 
 Following the LPA, men were assigned to groups according to their highest level of 
membership probability indicated by the model. Analyses (ANOVAs and cross tabulations) 
were then run with SPSS 23 software to identify statistical differences between the groups in 
terms of pre-treatment psychometric needs, as well as with regards to demographic variables 
and static risk factors available on file.  
Results 
Latent Profile Analysis 
A series of one- to seven-class models was tested with LPA.  Identifying the optimum 
number of classes for a given sample involves several factors, including goodness-of-fit 
criteria, parsimony, interpretability of results, and theoretical expectations. The goal is to 
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determine the number of classes whereby all groups are distinct, but the addition of an extra 
class does not provide additional explanatory power (Fox & Farrington, 2016). There is 
currently no consensus on the best fit criteria for statistically identifying the optimum number 
of classes, and as such, most researchers use a variety of fit indicators for this task (Nylund, 
Asparouhov, & Muthén, 2007; Tein, Coxe, & Cham, 2013). For the current study, the Akaike 
information criterion (AIC; Akaike, 1974), Bayesian information criterion (BIC; Schwarz, 
1978), and sample-size adjusted BIC (SBIC; Sclove, 1987) were used as initial indicators of 
model fit (lower values indicate better fit). As Table 1 shows, AIC, BIC and SBIC values 
continued to decrease with each additional class up to the seven-class solution, indicating that 
additional goodness-of-fit criteria needed to be assessed in order to determine optimum 
model fit.  
Table 1. Fit indices and intropy for all class solutions 
Class Solution Loglikelihood AIC BIC SBIC Entropy LMRT  
1 class -27357.14 54786.27 54967.48 54853.13 - -  
2 classes -25910.85 51931.70 52208.54 52033.84 0.84 <.001  
3 classes -25290.04 50728.08 51100.56 50865.51 0.85 .006  
4 classes -24868.23 49922.45 50390.57 50095.18 0.87 .002  
5 classes -24624.05 49472.10 50035.85 49680.11 0.87 .177  
6 classes -24422.84 49107.67 49767.06 49350.97 0.86 .283  
7 classes -24204.12 48708.24 49463.27 48986.82 0.87 .226  
Note: AIC = Akaike information criterion; BIC = Bayesian information criterion; SBIC = sample-
size-adjusted BIC; LMRT = Lo, Mendell, Rubin test. 
 
Thus we used two additional indicators, the Lo-Mendell-Rubin test (LMRT; Lo, 
Mendell, & Rubin, 2001) and the bootstrap likelihood ratio test (BLRT; McLachlan & Peel, 
2000).  These are both likelihood ratio tests that compare the relative fit of two models, 
namely a model with k classes versus a model with k-1 classes. A statistically significant 
result indicates that the model with the greater number of classes provides a significantly 
better fit with the observed data. As shown in Table 1, the results of the LMRT indicated that 
model fit was improved by the addition of each class up to the 4-class solution, with 
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additional classes after that point no longer providing a significant improvement to model fit. 
Because a 5-class solution was expected on a theoretical basis, we sought to confirm this 
result by applying the BLRT to both the 4-class and 5-class solutions. In both cases, the 
BLRT returned a statistically significant result, indicating that the 5-class solution provided a 
significantly better fit to the observed data than the 4-class solution. Previous simulation 
studies have indicated that the BLRT outperforms the LMR in identifying the optimum 
number of classes in an LPA (Nylund et al., 2007), suggesting that five classes may be a 
better fit to our data.  Entropy levels were nearly equal for both the 4-class and 5-class 
solutions, indicating that the models did not differ substantially in how distinct the classes 
were. 
Because the fit indicators did not indicate a clear consensus regarding the optimum 
number of classes, both the 4-class and 5-class solutions were selected for closer examination 
on the basis of interpretability of results and parsimony with existing theory; agreement with 
extant theory is an important consideration used widely in the literature to identify an 
optimum LPA solution (Nylund et al., 2007). Although both solutions resulted in groupings 
of individuals that showed distinctive psychological profiles (and thus were both readily 
interpretable), the 5-class solution resulted in groups of individuals that closely aligned with 
those expected from the previous literature, including the pathways hypothesized by Ward & 
Siegert (2002). Each class in the 5-class solution contained at least 100 men, also indicating 
that the addition of the extra class was producing a meaningful distinction between large 
groups of individuals. In addition, the previous cluster analysis conducted by Gannon et al. 
(2012) identified a 5-class solution as being optimum for their psychometric data. For these 
reasons, it was decided that the 5-class solution was the best fit for our data, however it is 
important to note that a 4-class solution could also have been viable. All groups extracted in 
the 4-class solution were also extracted in the 5-class solution; a class containing individuals 
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with elevated scores on the emotional dysregulation measures was the additional class 
extracted in the 5-class solution. This indicates that selecting the 5-class over the 4-class 
solution does not have an appreciable impact on the conclusions of the study.  
Table 2 shows the number of cases scored on each measure, the average raw score for 
each measure by cluster, and an indication of the significant differences between clusters in 
terms of these scores. In order to investigate the possibility that estimations of the model for 
cases with missing data affected our results, the LPA was repeated with a sample of complete 
cases only (n = 691). Excluding cases with missing data did not substantively change the 
results or conclusions, so the following analyses were completed with the larger sample. 
Fit with the Pathways Model  
Each of the five classes extracted from the LPA was manually assessed for overall fit 
with one of the Pathways outlined by Ward & Siegert (2002). This was completed with 
reference to predictions made by the authors prior to data analysis regarding the expected z-
scores for each Pathway; these predictions were generated from the hypotheses about the 
characteristics of individuals within each of the Pathways. A prediction framework was 
developed such that a z-score of +1 (i.e., one standard deviation above the sample mean) was 
predicted for measures that represented primary characteristics in the outlined pathways, and 
a z-score of +0.5 was predicted for secondary characteristics. Figure 1 displays the pairings 
made between obtained classes and hypothesized pathways graphically, showing the prior 
predictions for each pathway together with the obtained average z scores on the pre-treatment 
measures for the matched LPA class. Scores for the ABCS, STAXC and SSEI were reversed 
such that higher scores were indicative of higher dysfunction in those areas. Figure 1 shows 









Class 1: Low 
Needs 
Mean (SD) 
Class 2: Deviant 
Sexual Scripts 
Mean (SD) 


















        
Abel-Becker cognition 1125 129.73 (12.50) 121.36
ab (15.83) 123.93a (14.97) 116.31bc (17.52) 115.36c (17.88) 30.13 0.10 
Hostility toward women 1097 6.91 (4.43) 10.80 (5.08) 12.23 (5.23) 15.74 (5.94) 17.74 (6.09) 127.98 0.32 
Rape myth acceptance 1093 38.97 (14.76) 49.07
a (18.77) 48.80a (17.43) 55.74b (20.77) 56.62b (16.75) 35.73 0.12 
Deviant sexual scripts 
        
WSFQ - exploratory 1123 6.78
a (5.27) 22.19b (7.09) 7.63a (5.35) 15.20 (9.49) 20.91b (7.35) 272.22 0.49 
WSFQ - intimate 1131 21.17
a (10.23) 34.88 (7.59) 19.86a (9.49) 27.72 (11.40) 31.64 (7.48) 99.53 0.26 
WSFQ - impersonal 1131 7.10 (4.75) 22.36 (7.16) 8.66 (4.89) 15.55 (8.05) 19.68 (6.83) 283.48 0.50 
WSFQ - sado/masochistic 1108 1.71 (2.88) 10.74
a (7.82) 2.77 (3.77) 8.64b (8.04) 9.32ab (7.46) 127.07 0.32 
Emotional dysregulation 
        
State anxiety 1118 30.08 (8.36) 34.11 (8.54) 43.65 (11.47) 50.88
a (11.81) 50.28a (11.59) 162.06 0.37 
Trait anxiety 1114 33.01 (7.55) 40.13 (7.74) 48.09 (8.36) 53.23 (9.84) 56.71 (7.82) 294.36 0.51 
State anger 861 11.31
a (2.52) 11.48a (2.47) 12.57 (3.28) 29.50 (4.66) 13.85 (3.59) 566.28 0.73 
Trait anger 863 14.59 (3.56) 18.10
a (5.12) 18.26a (4.75) 27.56 (6.14) 23.58 (6.11) 140.25 0.40 
Anger expression 859 13.61 (3.08) 15.86
a (3.68) 15.50a (3.69) 20.98 (4.31) 17.43 (4.80) 65.89 0.24 
Anger supression 842 14.40 (3.34) 17.60 (3.90) 18.91 (3.75) 21.69
a (3.99) 23.17a (4.08) 128.49 0.38 
Anger control 850 25.96 (5.05) 22.00
a (5.39) 21.27ab (5.05) 19.37c (5.15) 19.96bc (4.70) 47.86 0.18 
Interpersonal deficits 
        
Social self esteem 1113 132.59
a (23.59) 126.66a (22.88) 104.37b (21.28) 105.51b (23.31) 93.40 (22.91) 115.67 0.29 
Assertion - response prob. 990 102.55 (20.86) 112.51
a (17.44) 118.65bc (19.80) 114.38ab (16.90) 124.22c (18.78) 38.33 0.13 
Fear of intimacy 974 79.31 (21.28) 92.04 (17.84) 102.78
a (18.14) 104.43a (17.20) 113.20 (20.22) 93.06 0.28 
UCLA loneliness 1059 36.10 (7.08) 42.94 (7.98) 49.74
a (7.79) 49.18a (7.74) 55.05 (8.00) 204.60 0.44 
Note. All F values significant at the p < .001 level. Groups that share superscripts are not significantly different from one another using Tukey' HSD post-hoc 
















































































































































Class 2: Deviant Sexual Scripts (n = 154)







































































Class 3: Intimacy Deficits (n = 410)































































Class 4: Emotional Dysregulation (n = 100)







































































Class 5: Multiple Dysfunction (n = 117)
Obtained scores Predicted: Multiple Dysfunction




To assess how accurately the LPA classes were matched with pathways, we calculated a 
measure of goodness of fit as follows. First, the mean squared deviation between the obtained 
z scores for each participant and the predicted z scores for each pathway was calculated; 
because there was no match found for the Antisocial Cognitions pathway, predictions for 
Antisocial Cognitions were not included in the analysis. This resulted in four mean squared 
deviations obtained for each participant, representing the relative fit of the four different 
pathways to the obtained psychometric profile for each individual. The pathway that resulted 
in the lowest mean squared deviation for each case was selected as being the statistical “best” 
fit for that individual, as this was the pathway in which the differences between obtained and 
predicted scores were lowest; we labelled this the “Best Fit Pathway”. The level of agreement 
between this “Best Fit Pathway” and the pathway matched to each individual based on their 
LPA grouping (the “LPA Pathway”) was then assessed using Cohen’s Kappa. This provided 
a way of assessing the fit between the hypothesized characteristics of each pathway, and the 
LPA group that we matched each of these pathways to (as shown in Figure 1). Table 3 shows 
the number of individuals who were assigned to each LPA Pathway compared with their Best 
Fit Pathway. The level of agreement between the Best Fit Pathway and the LPA Pathway was 
found to be Kappa = 0.59, p < .001, 95% CI [0.55, 0.64], indicating a moderate level of 
agreement between the Best Fit Pathway and the LPA Pathway; 49.6% of cases were 
assigned to pathways that matched their Best Fit Pathway. This suggests a reasonably good 
fit between the class matched to each pathway and the prior predictions made for these 
pathways. Thus, our hypothesis was partially supported in that five groups were extracted 
from the LPA, however only four of these were able to be reliably matched with a 





Table 3. Number of individuals in obtained LPA Pathways compared with predicted Best Fit 
Pathway 











Best Fit Pathway           
Deviant Sexual Scripts 108 11 1 2 122 
Intimacy Deficits 17 305 5 10 337 
Emotional 
Dysregulation 
4 89 59 15 167 
Multiple Dysfunction 25 5 35 90 155 
Total 154 410 100 117 781 
 
Description of Classes 
The typical psychometric profile for each of the obtained classes is outlined below. 
Class 1: Low Needs (n = 353). Individuals who were grouped within Class 1 displayed 
relatively low scores on all pre-treatment psychometrics, with all scores falling below the 
mean for the sample as a whole. Particularly low scores (approximately -1.0 SD) were 
observed on measures of loneliness and trait anxiety. This group was therefore labelled as 
“Low Needs”; there was no clear pathways match for this class, as all predicted pathways 
were hypothesized to be linked to at least one primary vulnerability. The Low Needs class 
comprised the second-largest of all identified classes. 
Class 2: Deviant sexual scripts (n = 154). Individuals in Class 2 demonstrated elevated 
scores (approximately +1.0 SD) on all sub-scales of the WSFQ, consistent with predictions 
made for the Deviant Sexual Scripts pathway. The elevation in scores on the sado-
masochistic subscale of the WSFQ was slightly higher than initially predicted. Notable 
departures from the predictions made for this pathway were scores on the SSEI, FIS and 
UCLS falling below the average despite being predicted to be either secondary or primary 
dysfunctions for this group. Slightly lower-than-average scores on measures of anxiety and 
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state anger were also noted for this group.  
Class 3: Intimacy deficits (n = 410). This class comprised the largest group of the five 
identified classes, and most psychometric scores for the individuals in this group fell around 
the mean for the entire sample. There were small elevations noted in measures of 
interpersonal dysfunction, including the FIS, and this class was therefore matched with the 
intimacy deficits pathway hypothesized by Ward and Siegert. Notably, scores relating to 
sexual fantasising were relatively low in this group (around -0.4 SD), and scores on the 
ABCS were approximately equivalent with the mean of the sample. Individuals in this class 
also displayed slight elevations (approximately +0.3 SD) in measures of state and trait 
anxiety. 
Class 4: Emotional dysregulation (n = 100). Individuals in Class 4 displayed small 
elevations (approximately +0.5 SD) on all measures aside from assertiveness. This group had 
the smallest number of cases, and was characterized by extremely high levels (+2.7 SD) of 
state anger, as well as scores of around +1.0 SD on all other measures of emotional 
dysfunction (including both anger and anxiety). For this reason, this class was matched with 
the hypothesized Emotional Dysregulation pathway. Although elevations on other 
psychometrics were not predicted in the initial description of this pathway, the level of 
dysfunction in emotional regulation relative to other measures justified this match. As 
mentioned above, this class was not extracted in the 4-class LPA solution. 
Class 5: Multiple dysfunction (n = 117). Individuals in Class 5 were characterized by 
elevations of approximately +0.5 SD to +1.0 SD on all measures aside from state anger, in 
which they demonstrated average scores. More specifically, individuals in this class 
demonstrated relatively high levels of dysfunction on measures of anti-social cognition, 
sexual interest, emotional regulation, and interpersonal functioning. Because of this steady 
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elevation of scores in all domains of dysfunction, this class was matched with the Multiple 
Dysfunction pathway hypothesized by Ward and Siegert. This class demonstrated a similar 
profile to those in the Emotional Dysregulation class, however individuals in the Multiple 
Dysfunction class generally had higher levels of dysfunction on all measures aside from those 
that reflected poor emotional functioning, for which the Emotional Dysregulation class 
showed a more prominent elevation in scores.  
Analysis of Static Factors 
In order to test the further predictions made by Ward and Siegert regarding 
developmental mechanisms for each of the pathways, as well as providing further meaningful 
distinctions between the classes, we performed a series of multivariate analyses using static 
factors that had been scored by therapists upon entry to treatment. These included items 
relating to offence history (e.g., number of previous offences and number of victims), 
personal history (e.g. whether abuse had been experienced as a child, and whether a 
paraphilia had been diagnosed), and victim profiles (e.g., gender and relationship of previous 
victims). Note that these items were omitted from the LPA used to identify the different 
classes, and therefore provided a further test of the classes extracted and matched to each 
pathway. Pairwise deletion was used for cases with missing variables; this meant that the 
number of cases differed between analyses. The results of these analyses (and the number of 
























Class 5: Multiple 
Dysfunction 
  
  M (SD) M (SD) M (SD) M (SD) M (SD) 
M-CSD 1111 F = 50.22 <.001 19.64abc (5.58) 16.54ac (5.38) 16.24bc (5.68) 13.55ab (5.01) 12.57ab (4.81) 
Offence history         
No. of prior sex offence 1006 F = 4.75 
 
.001 0.60a (1.53) 1.16 (3.48) 1.05b (2.90) 1.14 (2.55) 2.13ab (5.95) 
No. of prior major offence 984 F = 2.19 .069 3.75 (15.72) 7.82 (24.90) 6.76 (39.38) 12.38 (27.84) 14.79 (73.44) 
No. of victims 1007 F = 8.71 <.001 3.75a (5.40) 8.40b (20.29) 5.75c (17.75) 9.72 (19.81) 15.60abc (36.99) 
Personal history 
 
  % (n) % (n) % (n) % (n) % (n) 
Was sexually abused 1005 χ2 = 23.24 <.001 
     
Yes 
 
  48.9 (150) 56.8 (79) 61.6 (226) 74.7 (68) 60.4 (61) 
No 
 
  51.1 (157) 43.2 (60) 38.4 (141) 25.3 (23) 39.6 (40) 
Offending pre-adulthood 1010 χ2 = 29.10 <.001      
Yes 
 
  30.2 (93) 50.4 (70) 37.1 (137) 48.4 (44) 52.4 (54) 
No 
 
  69.8 (215) 49.6 (69) 62.9 (232) 51.6 (47) 47.6 (49) 
Has a paraphilia 1020 χ2 = 38.75 <.001 
     
Yes 
 
  22.3 (69) 45.4 (64) 23.8 (89) 42.4 (39) 32.7 (34) 
No 
 




     
Relationship 923 χ2 = 24.14 .002      
Related only    55.4 (155) 48.1 (63) 63.6 (211) 49.4 (41) 42.3 (41) 
Extrafamilial only    32.1 (90) 34.4 (45) 25.9 (86) 42.2 (35) 41.2 (40) 
Mixed    12.5 (35) 17.6 (23) 10.5 (35) 8.4 (7) 16.5 (16) 
Gender 1009 χ2 = 18.40 .018 
     
Male 
 
  16.3 (50) 10.2 (14) 20.3 (75) 20.7 (19) 22.3 (23) 
Female    76.9 (236) 82.5 (113) 73.0 (270) 64.1 (59) 68.9 (71) 
Both    6.8 (21) 7.3 (10) 6.8 (25) 15.2 (14) 8.7 (9) 
Note: M-CSD = Marlowe-Crowne Social Desirability Scale. Groups that share superscripts are significantly different from each other using Tukey’s HSD post 




As seen in Table 4, the average number of convictions for prior sexual offences was 
significantly different across classes, F (4, 1006) = 4.75, p = .001, η2 = 0.02, although the 
size of this difference was relatively small. Individuals in the Multiple Dysfunction class had 
the highest average number of prior convictions for sexual offences (M = 2.13, SD = 5.95), 
which was significantly greater than for the Low Needs class (with the lowest number of 
prior sexual convictions; M = 0.60, SD = 1.53, p <.001), and Intimacy Deficits class (M = 
1.05, SD = 2.90, p = .017). However, differences in numbers of previous convictions for 
other major offences between clusters (defined as violent offences excluding sexual offences) 
only approached significance, F (4, 985) = 2.19, p = .069, η2 = 0.01.  
The average number of reported victims significantly differed across clusters, F (4, 
1008) = 8.71, p < .001, η2 = 0.04. The highest average number of victims was found in the 
Multiple Dysfunction class (M = 15.60, SD = 36.99), with this number being significantly 
higher than the average for Low Needs class (M = 3.75, SD = 5.40, p <.001), the Deviant 
Sexual Scripts class (M = 8.40, SD = 20.29, p = .028), and the Intimacy Deficits class (M = 
5.75, SD = 17.75, p <.001).  
Personal history 
As shown in Table 4, there was a significant association between class membership and 
reports of childhood sexual abuse, χ2 (4, n = 1005) = 23.24, p <.001, φ = 0.15. The Emotional 
Dysregulation class had the highest proportion of individuals who reported being sexually 
abused as a child (74.7%), with the Low Needs class having the lowest proportion (48.9%). 
The remaining classes all reported similar proportions of around 60% of individuals reporting 
childhood sexual abuse. Examination of the standardized residuals indicated that the largest 
cell discrepancies related to significantly lower proportions of reported abuse than expected 
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for the Low Needs and Deviant Sexual Scripts classes, and a significantly higher than 
expected proportion for the Emotional Dysregulation class.  
A significant association was found between class membership and the onset of sexual 
offending occurring pre-adulthood, χ2 (4, n = 1010) = 29.10, p <.001, φ = 0.17. The Multiple 
Dysfunction class had the largest proportion of individuals who commenced offending pre-
adulthood (52.4%), although both the Deviant Sexual Scripts (50.4%) and Emotional 
Dysregulation (48.4%) classes also had close to half their members falling into this category. 
The lowest proportion of pre-adulthood offending was found for the Low Needs class 
(30.2%). Standardized residuals indicated that this class also had a significantly smaller 
proportion of pre-adulthood offenders than expected. 
Class membership was also found to be significantly associated with evidence of a 
paraphilia, χ2 (4, n = 1020) = 38.75, p <.001, φ = 0.20. The highest proportion of individuals 
with a paraphilic interest was found for the Deviant Sexual Scripts class (45.4%), followed 
closely by the Emotional Dysregulation class (42.4%). The Low Needs class had the lowest 
rate of paraphilia (22.3%), with this percentage being significantly lower than the expected 
proportion. Higher than expected proportions of individuals with paraphilias were found for 
the Deviant Sexual Scripts and Emotional Dysregulation classes. 
Victim profiles 
Analyses were run to identify any significant associations between class membership 
and the relationship between victim and offender. Individuals were classified as having 
related victims only (defined as any relationship in which marriage would typically be 
outlawed, including step-parents), having extrafamilial victims only, or as having both related 
and extrafamilial victims.  A significant association was found between class membership 
and relationship with victim, χ2 (8, n = 923) = 24.14, p = .002, φ = 0.16. The Intimacy 
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Deficits class had the highest proportion of men with a related victims only (63.6%), 
followed by the Low Needs class (55.4%). The lowest proportion of individuals with related 
victims only was found for the Multiple Dysfunction class (42.3%). Relatively large 
proportions of the Emotional Dysregulation (42.2%) and Multiple Dysfunction (41.2%) 
classes had extrafamilial victims only, with the Intimacy Deficits class (25.9%) having the 
lowest proportion. The Deviant Sexual Scripts class had the largest proportion of men with 
both related and extrafamilial victims (17.6%), followed by the Multiple Dysfunction class 
(16.5%). The Emotional Dysregulation class (8.4%) had the lowest proportion of men with 
both related and unrelated victims. Examination of standardized residuals showed that the 
proportion for the Intimacy Deficits class had a larger proportion of men with related victims 
only than expected, and a lower proportion of men with extrafamilial victims only.  
Lastly, there was a significant association between preferred victim gender and class 
membership, χ2 (8, n = 1009) = 18.40, p = .018, φ = 0.14. Although having girl victims only 
was more prevalent for all classes than having boy victims only or both girl and boy victims, 
there were a number of key findings from this analysis. In brief, the Emotional Dysregulation 
class had the highest proportion of individuals with both girl and boy victims (15.2%), with 
all other classes falling between 6.8% and 8.7%. The Multiple Dysfunction class had the 
highest proportion of individuals with boy victims only (22.3%), and the Deviant Sexual 
Scripts class had the lowest proportion (10.2%). The remaining three classes all had similar 
proportions of men with boy victims only, falling between 16.3% and 20.7%. The Deviant 
Sexual Scripts class had the highest proportion of men with girl victims only (82.5%), 
followed by the Low Needs (76.9%), and the Intimacy Deficits (73.0%) classes. Both the 
Emotional Dysregulation and Multiple Dysfunction classes had around 65% of men with girl 
victims only. Standardized residuals indicated that the Emotional Dysregulation class had a 
significantly higher proportion of men with both girl and boy victims than expected and the 
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Deviant Sexual Scripts class had a significantly lower than expected proportion of men with 
male victims only.  
Discussion 
The major aim of the current study was to investigate whether the five subgroups (or 
‘pathways’) of sex offenders against children hypothesized by Ward & Siegert's (2002) 
Pathways Model could be identified in a large sample of 1,134 incarcerated men entering 
treatment. Pre-treatment scores from a psychometric battery completed by the men were 
analysed using LPA in order to identify latent classes within the data. Our analysis showed 
that five classes provided the best overall fit for the data, which were labelled: Low Needs 
(characterized by scores lower than the overall average on all measures), Deviant Sexual 
Scripts (characterized by elevated scores on measures of sexual fantasising), Intimacy 
Deficits (characterized by elevated scores on measures of interpersonal difficulties), 
Emotional Dysregulation (characterized by scores indicating dysfunction on measures of 
emotional control and expression), and Multiple Dysfunction (characterized by scores that 
were above the overall average across all measures apart from state anger). There was no 
match found for the hypothesized Antisocial Cognitions pathway, and the Low Needs class 
was not predicted in the original formulation of the Pathways Model.   
Comparison with Pathways Model Predictions and Previous Studies 
As mentioned above, the main aim of the current study was to test the validity of the 
distinct etiological pathways proposed in the Pathways Model of sexual offending against 
children (Ward & Siegert, 2002). One strength of this model is its potential to improve on the 
utility and explanatory depth of alternative etiological theories by specifying developmental 
mechanisms which cause the primary vulnerabilities hypothesized to drive offending (Ward 
et al., 2006). Thus, an additional aim of the current study was to assess whether the 
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hypothesized developmental mechanisms proposed for each pathway were empirically 
supported.  
 Because LPA is a “top-down” approach that assigns individuals to classes on the basis 
of model fit rather than arbitrary distance between individual scores (Hagenaars & 
McCutcheon, 2009), we can be confident that the clusters extracted in our study identify 
qualitatively meaningful groups. Our results can therefore provide useful guidance for 
revisions to the Pathways Model. Below we discuss the fit between our results and the 
hypotheses of the model, and where required, explore possible amendments to the underlying 
theory of the Pathways Model. 
Deviant Sexual Scripts  
Overall, the Deviant Sexual Scripts class showed a profile that was a relatively good fit 
to the predictions of the Pathways Model, although there were some notable differences. The 
Pathways Model proposed that individuals in this pathway would have distortions in their 
sexual scripts related to a preference for impersonal sex; a fear of intimacy was the proposed 
driver of this preference, with corresponding experiences of loneliness and low social self-
esteem. Contrary to this prediction, the Deviant Sexual Scripts class were found to have 
relatively low levels of dysfunction in social self-esteem, fear of intimacy, and feelings of 
loneliness. Notably, the group identified in the study by Gannon and colleagues (2012) as 
being closest to the Deviant Sexual Scripts pathway (labelled ‘boy predators’) also showed 
relatively low levels of dysfunction in social intimacy and loneliness. In addition, rates of 
sexual fantasising for this class in the current study were elevated across all sub-scales of the 
WSFQ - including exploratory and sado/masochistic – rather than for the impersonal sub-
scale alone. Furthermore, individuals in this class reported relatively low rates of sexual 
victimisation as children; this finding is contrary to the initial theory that the distortions in 
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sexual scripts were a result of experiences of sexual abuse. 
These findings show that although individuals in this group might have a primary 
vulnerability relating to distortions in sexual scripts, it is likely that these distortions relate to 
more than just the context in which sex takes place (i.e. a preference for impersonal sex). 
This indication is further supported by the relatively high rates of paraphilia evident for 
individuals in this class. This would suggest that there may be additional distortions in what 
Gagnon (1990) referred to as the cultural level of a sexual script, that is, distortions in 
understanding of cultural norms around sexual behavior, or what is considered culturally 
permissible. It is also possible that the primary vulnerability for this class relates more to high 
levels of sexual preoccupation than to distortions in sexual scripts; this is supported by the 
relatively high proportion of men with both related and unrelated victims, possibly indicating 
a level of impulsivity relating to offending. Previous research has highlighted the potential 
role of hypersexuality in sexual offending (Kafka, 2003), and sexual preoccupation has been 
identified as a dynamic risk factor related to sexual reoffending in previous research (Hanson 
& Harris, 2000). It would be helpful to identify whether individuals in this class also report 
excessive masturbation or other compulsive sexual behavior in order to clarify the role of 
sexual preoccupation in the offending behavior of men in this class. 
Intimacy Deficits 
 The profile of the Intimacy Deficits class was a good fit with the initial predictions 
made for this pathway. Although these individuals had elevations in anxiety that were not 
specifically predicted by the Pathways Model, it was suggested that problems with mood 
regulation could be present; this related to the insecure attachment patterns hypothesized to 
be the major cause of the intimacy problems for these men. Although the Pathways Model 
hypothesized that individuals in this group would possess attitudes and beliefs that were 
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supportive of relationships between adults and children, the extracted class did not display 
corresponding elevations on the ABCS. The Intimacy Deficits group identified by Gannon 
and colleagues (2012) also showed relatively low levels of support for sexual offending 
against children. This lack of pro-offending attitudes is also arguably displayed in the 
relatively low number of prior sexual offenses committed by the men in this class.  
This finding does not exclude the possibility that men in this class have cognitive 
distortions that are specific to a perceived relationship between themselves and their own 
victim(s); previous research has found that sex offenders report more cognitive distortions on 
average that relate to their own offending than they endorse on a generic paper-based 
cognitions measure (Neidigh & Krop, 1992). Indeed, there was a higher proportion of men 
with related victims only in the Intimacy Deficits class compared to other classes, and the 
lowest proportion of men with extrafamilial victims only. A closer relationship between 
offender and victim is congruent with the idea that offending in this pathway occurs after a 
period of grooming in which the victim is substituted in the place of an adult in a pseudo-
relationship. The relatively low scores on measures of sexual fantasising in this class, as well 
as the relatively low rates of paraphilia, also suggest that the mechanism behind offending for 
these men relates more strongly to the desire for intimacy than any kind of sexual motivation, 
thereby supporting the initial hypotheses of the Pathways Model.   
Emotional Dysregulation 
The Emotional Dysregulation class extracted in the current study displayed the marked 
dysfunction in emotional competence predicted by the Pathways Model. However, 
individuals in this class also displayed low-level deficits in almost all other areas measured, 
something not predicted by the model. Ward and Siegert (2002) proposed that offending in 
this pathway could either be the result of (a) under-regulation or (b) the use of sex as a way of 
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coping with negative emotions. The current study did find some support for the under-
regulation mechanism (specifically limited ability to control anger), however, the average 
number of prior major offenses was not significantly higher than other classes; high rates of 
previous offending might be expected from individuals who lose control over their behavior 
in general. Previous research has, however, identified several deficits related to the use of sex 
as a coping strategy, including higher sexual preoccupation, and intimacy deficits and 
loneliness (Cortoni & Marshall, 2001). It is therefore possible that the widespread deficits in 
this class, including fear of intimacy, loneliness, and high levels of sexual fantasising, could 
be related to the use of sex to regulate mood. The high proportion of men with signs of a 
paraphilia potentially also indicates a level of sexual preoccupation in this group. Thus, it is 
possible that using sex as coping may be the primary mechanism leading to offending in this 
group, rather than an under-regulation of emotions. Future research is required in order to 
determine the exact mechanism by which emotional dysregulation could be causally linked to 
offending.  
Multiple Dysfunction 
The Multiple Dysfunction class extracted in the current study showed a good fit with the 
predictions made in the Pathways Model. The individuals in this class showed relatively high 
rates of dysfunction (approximately 0.5-1.0 SD) in all areas measured aside from State 
Anger, in which they showed scores that were around the average for the sample as a whole. 
Furthermore, a Multiple Dysfunction group has been identified in all previous validations of 
the model. Although the Emotional Dysregulation class also demonstrated relatively high 
levels of dysfunction in multiple areas, the degree of dysfunction displayed by the individuals 
in the Multiple Dysfunction class was more consistent across all domains of functioning; for 
example, scores on measures of intimacy deficits and deviant sexual scripts were much lower 
than scores on measures of emotional control for the Emotional Dysregulation class, whereas 
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elevations in scores were relatively equal on all measures for the Multiple Dysfunction class.  
Although Ward and Siegert initially proposed that the issues related to the Multiple 
Dysfunction pathway were caused by experiences of childhood sexual victimisation, 
individuals in the Multiple Dysfunction class that we extracted did not report high levels of 
this compared to other classes; rates of childhood sexual victimisation were higher for both 
the Emotional Dysregulation and Intimacy Deficits classes. Additionally, men in the Multiple 
Dysfunction class did not demonstrate the comparatively higher rates of paraphilia expected 
by the original Pathways Model. Both of these findings suggest that a distorted sexual script 
leading to “pure paedophilia” may not be the primary mechanism of dysfunction for 
individuals in this pathway. Instead, the comparatively greater level of risk and need 
displayed by these men across a range of indicators is indicative of there being a complex 
network of mechanisms that contribute to the dysfunction displayed by these men, rather than 
a single mechanism driving the dysfunction seen in other domains. Further research is 
required to develop a richer picture of the characteristics of men in this pathway (including 
developmental factors), in the aim of developing insights into the causal mechanism driving 
the multiple dysfunction for this group. 
Low Needs 
 As mentioned above, the current study identified a relatively large group of 
individuals characterized by below average scores across all domains measured. This group 
was not predicted by Ward and Siegert (2002) in their formulation of the the Pathways 
Model, and seems contrary to the main hypothesis that sexual abuse of children is driven by 
some kind of primary vulnerability or dysfunction. Instead, the individuals in this class had 
raw scores that fell within normative levels of functioning on each of the measures used in 
this study. Although this group had not previously been predicted, it has been found in 
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previous studies in this area; Gannon et al. (2012) identified a large group of men that 
appeared to have relatively low levels of dysfunction across all measures (which they labelled 
‘impulsive’ due to a relatively small elevation on a measure of impulsivity). Futhermore, a 
recent study by Seto and Fernandez (2011) also identified a ‘low needs’ group when 
performing a cluster analysis on Stable-2000 scores from 419 men who had been convicted of 
a sexual offense; these men scored below the overall sample mean on all 16 Stable-2000 
items. This suggests that the identification of this low needs class is not the result of random 
permutations in our data set, but represents a meaningful category of individuals who 
sexually offend against children.  
Whereas it is possible that offending is related to a primary vulnerabilty in a domain that 
has not yet been identified, the causes of offending for these individuals may relate to 
idiosyncratic factors that are individual-specific and not able to be identified at an aggregate 
level. An alternate explanation for the lack of dysfunction found for this group relates to the 
possibility of the results being biased by socially desirable responding (Gannon et al., 2012). 
This relates to the tendency for some individuals to respond in ways that they anticipate will 
be met with approval from others, or to refrain from responding in ways that will be met with 
disapproval. Consistent with this suggestion, the Low Needs class had an average M-CSD 
score that was significantly higher than the average for all other classes (as shown in Table 
4). This indicates that the level of dysfunction was under-reported by men in the Low Needs 
class. However it is important to note that although the difference is statistically significant, 
the mean M-CSD score for the Low Needs class is still within the normative range of 
functioning found during the scale validation (Marlowe & Crowne, 1964). Thus, it is 
uncertain whether this slightly higher tendency towards socially desirable responding can 
fully account for the large differences seen in the levels of dysfunction between this class and 
the other classes found.  Future research is required to ascertain the extent to which socially 
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desirable responding can account for the low levels of need reported, and to identify the 
primary causes of offending for these individuals; this is particularly important given that 
optimum treatment targets are not immediately apparent for this relatively large proportion of 
the offending population. The current study did not include a measure of impulsivity and 
could therefore not validate the elevations in this found by Gannon et al. (2012), however this 
is a possible treatment target that should be investigated by future studies. 
Antisocial Cognitions 
 The current study failed to identify a group of men characterized by levels of 
antisocial cognitions that were higher than average, as predicted by the Pathways Model. A 
‘generally antisocial’ group was identified by Gannon et al. (2012) in their previous 
validation, which was characterized by high levels of endorsement of cognitions supporting 
general criminal activity. Notably, this group did not show high levels of endorsement of 
cognitions supportive of sexual offending in particular. This could be a possible explanation 
of our failure to find such a group; the current study contained measures of cognitions 
specific to sexual offending only, rather than including measures of general pro-criminal 
beliefs. However, given that previous tests of the model have also failed to find an antisocial 
cognitions group (Connolly, 2004), our results may indicate that antisocial cognitions might 
not have the primary role that was hypothesized. Indeed, there has been some discussion in 
the literature that antisocial cognitions may relate more to post-hoc rationalisations of 
offending rather than playing a causal role in offending pathways (Ward et al., 2006). 
According to this view, offense-supportive cognitions are generated post-offence to deflect 
internal or external criticism and therefore maintain self-esteem. Although this coping 
strategy may have an impact on treatment and the likelihood of future offending, one would 
therefore not expect to find that antisocial cognitions constitute a primary mechanism of 
offending. Future research is needed in order to further our understanding of the nature of 
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offense-supportive cognitions, and to identify whether an antisocial cognitions pathway can 
be identified.  
Applications and Limitations 
 The results of the current study contribute to a growing body of literature that 
highlights the need for treatment programmes to incorporate a level of flexibility in their 
delivery, so as to allow for the targeting of treatment to individual needs. This is contrary to 
the modular delivery of treatment that currently dominates the treatment of sexual offending 
internationally (Gannon et al., 2012). If offending is indeed driven by distinct mechanisms as 
posed by the Pathways Model, then it is imperative that we modify treatment programmes to 
reflect this. For example, individuals who demonstrate high levels of dysfunction in terms of 
their ability to develop intimate adult relationships (the Intimacy Deficits pathway) are more 
likely to benefit from treatment that aims to improve their ability to develop meaningful 
romantic relationships with appropriate partners, rather than treatment modules that address 
the regulation of anger or hostility. Future research could potentially assess whether treatment 
gains made in areas directly related to the etiological pathway of a given offender leads to 
greater reductions in recidivism than general treatment gains. This would provide support for 
the idea that particular deficits are key causal mechanisms in offending for different 
individuals.  
 The current study has also provided valuable guidance for future attempts to modify 
the Pathways Model to incorporate empirical evidence of distinct mechanisms of offending. 
Having a clearer understanding of the causes and maintaining factors of sexual offending is 
essential for identifying promising targets for prevention efforts, which an exclusive focus on 
risk prediction cannot provide (Ward, 2014). Although Ward and Siegert (2002) provided 
some suggestions as to the mechanisms behind the primary vulnerabilities in each pathway, 
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our results largely failed to support these predictions. It is important that future research (both 
theoretical and empirical) focuses on identifying more promising ideas of the developmental 
and environmental mechanisms that lead to the development of these vulnerabilties; some 
possible directions for this have been outlined above.  
 Although the findings of the current study are useful in terms of guiding both research 
and theory development, there are a number of limitations that must be considered. Perhaps 
the most important limitation is our study’s correlational, retrospective design, and therefore 
an inability to draw any strong conclusions about causality. Although we were able to 
identify classes of offenders with profiles that largely matched the causal pathways 
hypothesised by Pathways Model, we are unable to directly test whether the primary 
vulnerabilities identified for each class actually lead individuals to sexually offend, or 
whether they were individually predictive of sexual offending. Additionally, because our 
psychometrics were applied post-offence, it is not possible to ascertain at what point the 
offenders gained these characteristics (e.g., the problems in emotional dysregulation could 
have only become present post-offence or post-arrest). We can therefore only provide 
corroboration of the hypotheses of the model (as well as highlight areas that require revision), 
rather than provide a true test of its assertions around causation. It is therefore uncertain 
whether the primary vulnerabilities for each pathway are best considered as risk factors, or 
whether they are true causal mechanisms. Because everyone in our sample had committed at 
least one sexual offence, it is possible that they are causal mechanisms. However further 
research is needed to determine this with greater certainty. 
This limitation regarding causality is not unique to our study, of course; establishing 
causality is difficult within the area of sexual offending due to ethical and practical 
considerations, as well as the multi-factorial nature of many key related constructs. However, 
we believe that it may be possible for future studies to provide a stronger test of the causal 
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theories of the Pathways Model, using our study as a guide. One example would be a study 
utilising a prospective, longitudinal design that collected psychometric information from a 
community sample over a number of years. Given a large enough sample, it is likely that it 
would contain individuals who went on to sexually offend part-way through the study. The 
psychometric information could then be analysed pre- and post-offence for this group of 
individuals and compared to the population as a whole in order to determine: a) whether the 
psychological profiles identified for the classes in our study could also be found pre-offence 
for the offending sub-sample; and, b) whether these psychological profiles were absent in the 
non-offending sample. This would provide stronger evidence of causality that would not be 
subject to the limitations of a retrospective design. 
An additional limitation is that the measures used in the study were self-report only, 
which allows for the possibility of reporting bias to affect the results. One method that has 
been used in the past to address this concern has been to statistically control for deceptive 
responding using a measure of socially desirable responding (SDR; e.g., the M-CSD). 
However, a growing body of research is finding that statistically controlling for SDR actually 
decreases the accuracy of dynamic risk measures (Mills & Kroner, 2006; Stevens et al., 
2016). The results from these studies suggest that SDR should be considered more of a pro-
social personality trait rather than a bias towards deceptive responding that needs to be 
controlled for.  In support of this alternate interpretation of SDR, note that a large number of 
men in our current sample responded in ways that were openly antisocial or abnormal (e.g. 
men in the Deviant Sexual Interests class). However, it may be useful for future studies 
should include clinician-rated measures in their analyses to ensure that deceptive responding 
is not an issue.  
 A further limitation of the current study is that the measures used were not selected 
specifically to test the Pathways Model, but were instead chosen from a pre-treatment battery 
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that had been delivered prior to treatment for all men entering the programme. This meant 
that the measures used were not always perfectly matched with the type of dysfunction 
hypothesized; for instance, we did not have any measures of the attitudes supportive of 
general criminality suggested to be present for individuals in the antisocial cognitions 
pathway. It also meant that there was limited variation in the measures used to assess a 
particular domain, such as the deviant sexual scripts domain being assessed using only 
measures of sexual fantasising. It is promising that even given these limitations in the 
measures our results were still largely consistent with the Pathways Model predictions and 
the findings of previous empirical studies, however it would be an improvement if future 
studies were able to deliberately select the measures to be used in the analysis. This would 
also allow for the measurement of additional domains of functioning that might prove to be 
important mechanisms of dysfunction for individuals that we identified as being low needs on 
the basis of our current measures.  
Conclusion 
The current study’s findings corroborated many key hypotheses of the Pathways Model. 
Our substantially larger sample size allowed for greater confidence in the extracted classes 
than previous tests of the model, and also allowed for post-hoc analyses to test the 
developmental mechanisms suggested by Ward and Siegert (2002). Five classes were 
extracted from our sample, each representing distinct groups of men with differing 
psychological profiles. Although four of these groups matched pathways originally predicted 
by Ward and Siegert (the Deviant Sexual Scripts, Intimacy Deficits, Emotional Dysregulation 
and Multiple Deficits classes), we identified one group of men that was not predicted by the 
model (a Low Needs class) and we failed to identify a further pathway that was present in the 
original model (an Antisocial Cognitions pathway). We additionally found a number of 
discrepancies in our attempt to test the hypothesized mechanisms behind the primary 
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dysfunction found for each class of men. While these results largely provide support for the 
Pathways Model, they suggest that substantial amendments are required in terms of 
describing the developmental factors contributing to the development of the four primary 
vulnerabilities, as well as further explanation of the drivers of offending for men in the Low 
Needs and Multiple Dysfunction classes. It is hoped that a greater understanding of the 
etiology of sexual offending may help us in our prevention efforts regarding both re-




Chapter Four/Study Two: A Difference in Degree or Kind? A 
Taxometric Analysis of Treatment Change 
 
The previous study provided tentative support for Ward and Siegert’s (2002) Pathways 
Model of sexual offending against children. This model is grounded in the theory that sexual 
offending is caused by a number of distinct psychological mechanisms, with these distinct 
mechanisms underlying similar types of harmful sexual behaviour for different groups of 
individuals. This finding contributes not only to our understanding of the aetiology of child 
sexual offending, but also indicates the importance of providing individualised treatment for 
sexual offenders based on their particular needs. It seems to make intuitive sense that if 
distinct vulnerabilities and mechanisms are driving offending for different individuals, then 
the needs targeted during treatment should also differ between individuals. This is indeed a 
concept that is prominent in many influential sexual offending treatment frameworks, 
including in the Need principle of the Risk-Need-Responsivity model (RNR; Andrews & 
Bonta, 2010), and the Good Lives Model (GLM; Ward, 2002). 
If qualitatively distinct groupings of offenders can be identified on the basis of causal 
mechanisms or criminogenic needs, and if these distinct needs are targeted in treatment on an 
individual basis, then it is plausible that the ways in which offenders change over the course 
of treatment may meaningfully differ as well. For example, some individuals may make large 
changes in terms of their emotional regulation and smaller changes in terms of their intimacy 
skills over the course of treatment; others might display large amounts of change only in 
reducing their sexual compulsion; while others still may make poor amounts of change in all 
areas.  
As discussed in Chapter Two, most current approaches to the measurement of treatment 
change conceptualise treatment change as a dimensional construct. Because of this, treatment 
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change is generally measured as a continuous variable whereby individuals can make 
anywhere from small to large amounts of change (or even no or negative change).  In other 
words, differences between individuals in terms of the change they make over the course of 
treatment is generally considered a difference in the amount of change taking place overall, 
rather than a difference in the kind of change being made.  However, as mentioned above, the 
findings of the previous study point towards this latter possibility, that individuals change in 
different ways over the course of treatment, dependent on the unique mechanisms causing 
their offending and the criminogenic needs targeted in their treatment programme. 
The suggestion that individuals might change in qualitatively different ways rather than 
only in different amounts would require a shift in our conceptualisation of treatment change, 
from that of a dimensional construct to a categorical construct. Identifying which of these two 
options is the more accurate conceptualisation requires furthering our understanding of the 
latent (or underlying) nature of treatment change itself. Once we know more about the 
underlying structure of treatment change, we will have a more solid foundation from which to 
advance our understanding of the mechanisms of change, including the possibility that there 
are meaningful differences between individuals in terms of the kinds of change they make 
during treatment.  
The Implications of Latent Structure 
Uncovering the latent structure of treatment change is a vital step in developing a strong 
conceptualisation of what it means for an offender to make meaningful change, and therefore 
how change can best be assessed and applied to offender treatment and management 
decisions. This is because an understanding of the latent structure of a construct provides a 
foundation upon which to interpret the different manifestations of the construct. As explained 
by  Walters, Knight and Thornton (2009), if a construct is dimensional in nature then 
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differences between individuals related to that construct are likely to be quantitative in nature. 
That is, the differences are a matter of the degree to which a certain individual possesses a 
given characteristic or demonstrates a particular behaviour. Conversely, if a construct is 
categorical in structure then it suggests that differences between individuals are likely to be 
qualitative in nature. That is, there are likely to be meaningful, non-arbitrary differences 
between individuals grouped according to construct parameters. In terms of treatment change, 
if change is found to be dimensional then it would suggest that individuals differ only in the 
degree to which they were able to change; from making negative change to making a lot of 
positive change, and everything in between.  However, if treatment change were found to be 
categorical, then it would suggest that there is something qualitatively different between 
different groups of offenders and the type of change they make. 
The distinction between dimensional and categorical underlying structures also has 
implications for the aetiology of the construct in question (Meehl, 1973, 1992). Dimensional 
constructs are typically caused by mechanisms that are multi-factorial and complex in nature, 
leading to the wide spectrum of construct levels that constitute dimensionality. The aetiology 
of a categorical construct, however, is typically much simpler in nature, such as a single 
distinct causal factor or an interaction between a small number of factors. Identifying the 
latent structure of treatment change will therefore contribute significantly to our 
understanding of the mechanisms of change and how this might be better promoted in 
treatment.  
A better understanding of the latent structure of change would also have practical 
applications for the measurement and monitoring of change over treatment. If offender 
change was found to be dimensional it would suggest that longer, more complex measures of 
change would be required in order to comprehensively capture the possible spectrum of 
behaviours displayed at different levels along the change continuum (J. Ruscio et al., 2006). 
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Conversely, the rejection of dimensionality would indicate that shorter assessment tools 
would be sufficient, with a focus on maximising discrimination between groups making 
different kinds of change at the points where these groups might overlap.  
Understanding the true latent nature of treatment change is therefore an important 
scientific question that has major implications for how we understand and measure change, 
rather than being a purely mathematical or academic inquiry. There are currently no 
published studies that have attempted to identify whether treatment change is categorical or 
dimensional in nature. However, one approach to answering this question is through the use 
of a statistical technique called taxomectric analysis, with Meehl’s taxometric method being 
most commonly used in the literature (Meehl, 1995, 2004; Meehl & Yonce, 1994, 1996; 
Ruscio, Haslam, & Ruscio, 2006; Waller & Meehl, 1998). The taxometric method has been 
used in a number of related forensic areas in the past, including investigating the latent 
structure of: psychopathy (Edens, Marcus, Lilienfeld, & Poythress, 2006; Walters, Duncan, & 
Mitchell-Perez, 2007); antisocial features (Walters, Diamond, Magaletta, Geyer, & Duncan, 
2007); intermittent explosive disorder (Ahmed, Green, McCloskey, & Berman, 2010); and 
alcohol misuse (Green, Ahmed, Marcus, & Walters, 2011; Slade, Grove, & Teeson, 2009). 
Perhaps most relevant to the current study, taxometric analysis has also been used to assess 
the latent structure of sex offender risk (Walters et al., 2009).  
Walters and colleagues (2009) used actuarial scores from a variety of sex-offender risk 
tools in order to investigate the underlying structure of sexual offending risk. Six risk tools 
were used in the final analysis, including the Static-99, the RM2000, and the SVR-20; 
overall, a mixture of both static and dynamic measures of risk were used. Total risk scores 
obtained from a sample of 503 men convicted of sexual offences against adults and/or 
children were subjected to a series of three taxometric procedures. Each procedure displayed 
results more consistent with a dimensional latent structure than with a categorical latent 
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structure. These results indicated strongly that sexual offending risk is best conceptualised as 
a dimensional construct, in that differences in risk between different offenders are likely to be 
a difference in degree of risk, rather than a difference in the type or nature of this risk. This 
study also highlighted the importance of recognising that the risk categories currently being 
used to communicate risk (e.g. low, moderate, and high risk) are likely to be assigned using 
arbitrary cut-offs between risk levels, rather than being categories that reflect natural or non-
arbitrary groupings of offenders based on risk.  
The Current Study 
 The aim of the current study was to investigate the latent structure of treatment 
change for sexual offenders against children. Treatment change was measured by comparing 
pre- and post-treatment scores on a psychometric battery completed by men who had 
completed an in-prison treatment programme for sexual offending against children. This 
psychometric battery was the same as that described in Study One. These treatment change 
scores were then submitted to a taxometric analysis in order to provide evidence of the 
underlying structure of the change demonstrated by the sample over the course of their 
treatment. 
Although there have been no published taxometric analyses of sexual offending 
treatment change, the results from Walters and colleagues (2009) can be used to infer what 
the latent structure of treatment change might be. As outlined in Chapter Two, the most 
common method for measuring treatment change is to compare pre- and post-treatment levels 
of criminogenic needs using either specific psychometrics (as was used in the current study), 
or through the use of dynamic risk assessment tools, such as the Violence Risk Scale: Sexual 
Offense Version (VRS-SO; Wong, Olver, Nicholaichuk, & Gordon, 2003). Risk assessment 
tools are used in the measurement of treatment change because our current conceptualisation 
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of risk factors and criminogenic needs often overlap to a high degree (Ward & Fortune, 
2016). Dynamic risk assessment tools were used in the taxometric analysis in the Walters et 
al. paper, which found that risk was dimensional in nature. It can therefore be inferred that 
change in these risk scores (and related criminogenic needs) might also be dimensional. This 
conclusion is contrary to the possible categorical nature of treatment change suggested by 
Study One, however there is currently no empirical evidence to support this theoretical 
assumption. Indeed, as mentioned above, treatment change is widely conceptualised as being 
dimensional in the way that it is currently measured and applied to decision-making.  
Therefore, the hypothesis for the current study was that the taxometric analysis would 





All men (N = 1,474) who had participated in a high-intensity, prison-based treatment 
programme for sexual offenders against children in New Zealand between 1990 and 2007 
were identified. For 1,128 men, pre- and/or post-treatment scores were incomplete for the 
psychometric battery, and they were therefore removed from the sample for this study due to 
the need for complete data to conduct the taxometric analysis. This resulted in a final sample 
of N = 346, which is a subset of the sample used in Study One. The majority of the sample 
(64.7%) identified as being of European descent, with 22.3% identifying as New Zealand 
Māori, 4.6% as Pasifika, and 2.9% as other ethnicities. Most men in the sample had attended 
the Kia Marama Special Treatment Unit in Rolleston, New Zealand (n = 291; 84.1%), with 
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the remaining 55 men (15.9%) having attended the Te Piriti Special Treatment Unit in 
Auckland, New Zealand.  
Both of these treatment units run as therapeutic communities providing intensive 
cognitive-behavioural treatment programmes, and can house up to 60 men each. Participation 
in both units is voluntary, with entry requirements including having no more than minimum 
or medium security classification, and having a conviction for (or admission of) sexual 
offences against a person under 16 years of age. Men with an IQ of less than 70 were 
ineligible to attend Kia Marama at the time of data collection due to the cognitive content of 
the programme, however a modified treatment programme was available for these men at Te 
Piriti (and is now also available at Kia Marama). For further information on programme 
content, see Hudson, Wales and Ward (1998).  
Because the current study utilises a psychometric battery administered pre- and post-
treatment to assess treatment change, programme non-completers were ineligible for 
inclusion in the final sample. All men had provided written consent for their information to 
be used for research and evaluation purposes prior to the commencement of assessment and 
treatment. Ethics approval was obtained from the University of Canterbury Human Ethics 
Committee prior to commencing the study. 
Psychometric battery 
 The measures used in this study are largely the same as those described in Study One, 
however both the pre- and post-treatment completed measures were utilised in the 
measurement of treatment change (further details below). Two additional measures were used 
in this study: the Beck Depression Inventory II (Beck, Steer, & Brown, 1996) and the Adult 
Nowicki-Strickland Internal-External Control Scale (Nowicki & Duke, 1983). Descriptions 
of these measures are provided below, along with a brief reminder of the measures already 
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introduced in the previous chapter. The measures have been grouped according to the 
overarching psychological construct they relate to. 
Anti-social cognitions  
The Abel-Becker Cognitions Scale (ABCS; Abel et al., 1989) measures distorted 
attitudes and beliefs about sexual offending against children.  
The Hostility Towards Women scale (HTW; Check, 1985) measures negative beliefs 
about women, including the acceptance of aggressive motivations and behaviours directed at 
women.  
The Rape Myth Acceptance Scale (RMAS; Burt, 1980) measures attitudes supportive 
of sexual violence and aggression.  
Deviant sexual scripts 
Wilson’s Sex Fantasy Questionnaire (WSFQ; Wilson, 1978) measures the frequency 
or strength of different types of sexual fantasies, including intimate themes (e.g. sex with a 
partner), exploratory themes (e.g. group sex), impersonal themes, (e.g. sex with a stranger), 
and sado-masochistic themes (e.g. sex involving pain or use of force).  
Emotional Dysregulation 
The Beck Depression Inventory-II (BDI-II) measures depressive symptoms. The 
inventory comprises 21 items that are scored from 0 to 3. Standardised cutoff scores are used 
to indicate minimal depression (0-13), mild depression (14-19), moderate depression (20-28) 
or severe depression (29-63). 
The State-Trait Anxiety Inventory (STAI; Spielberger, 1983) measures general 
anxiety (T-scale) and current anxiety (S-scale).  
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The State-Trait Anger Expression Inventory (STAXI; Spielberger, 1988) measures 
several aspects of anger and anger expression, including state anger, trait anger, anger 
suppression, anger expression, and anger control. As mentioned in the previous chapter, both 
the STAXI and the STAXI-2 were used in the assessment battery over the period of time the 
treatment units have been running; the two versions of the measure are largely similar, 
however the STAXI-2 splits the anger control scale into two different subscales (Anger 
Control-Out and Anger Control-In) and has slightly more items overall.  
Intimacy Deficits 
The Revised UCLA Loneliness Scale (UCLS; Russell et al., 1980) measures 
experiences of loneliness.  
The Fear of Intimacy Scale (FIS; Descutner & Thelen, 1991) measures anxiety about 
intimate dating relationships.  
The Assertion Inventory (AI; Gambrill & Richey, 1975) measures degree of 
discomfort in situations requiring assertiveness (e.g. turning down a request for a meeting or 
date), and an individual’s likelihood of making an assertive response in these situations.  
The Social Self-Esteem Inventory (SSEI; Lawson et al., 1979) measures self-esteem 
in social situations.  
The Adult Nowicki-Strickland Internal-External Control Scale (ANSIE) measures 
locus of control. This refers to whether an individual perceives events or outcomes as 
dependent on their own behaviour (internal) or as a result of independent forces, such as other 
people, luck or fate (external). Forty yes/no items are used to create a total score that ranges 




Data for the current study was extracted from a database managed by the New 
Zealand Department of Corrections. This database holds the pre- and post-treatment total 
scores for each psychometric used in the assessment battery, as well as demographic and 
offence history information collected prior to programme admission. As mentioned above, 
there were initially 1,474 cases extracted from the database. The data was cleaned and 
checked for errors; any entered scores that fell outside of the minimum and maximum scores 
possible for a given measure were deleted and thereafter considered missing for that 
individual. Any case that had missing pre- and/or post-treatment scores were then excluded 
from the study. This resulted in a final sample of 346 men.  
Scores for the two different versions of the STAXI were dealt with in the same 
manner as described in the previous study. For individuals who completed the STAXI-2 (n = 
245) rather than the STAXI (n = 101), totals for the two Anger Control subscales were added 
together to create one overall Anger Control score. This was to ensure that the number of 
subscales was equivalent between the two versions. Because these subscales had differing 
numbers of items between the two versions, all scores on the individual subscales were then 
standardised. To retain consistency across all measures, raw scores on all remaining 
psychometrics were also standardised before being used in the subsequent analyses described 
below.  
Planned Data Analysis 
Treatment change 
Treatment change was calculated for each individual using pre- and post-treatment 
scores on the 19 psychometrics outlined above. Raw change scores were calculated as the 
difference between pre- and post-treatment scores, with some measures reversed so that 
positive change scores always indicated change in a pro-social direction. As explained by 
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Beggs and Grace (2011), raw change scores are problematic because of the confounding 
effect of pre-treatment scores on overall raw change. Because psychometrics have a 
minimum or maximum score, the maximum amount of raw change that a given individual 
can make is restricted by their pre-treatment score. In other words, individuals who have 
more extreme or deviant scores pre-treatment have greater opportunity to demonstrate larger 
amounts of raw change (i.e. have a larger raw difference between their initial score and the 
maximum/minimum score possible).   
In order to  control for the confounding effect of pre-treatment scores, standardised 
residual change scores were calculated using the method described in Beggs and Grace 
(2011). Raw change scores for each of the psychometrics were regressed onto pre-treatment 
scores. Residuals from the regressions (i.e. obtained change score – predicted change score) 
were calculated, with these residuals then being standardised for each psychometric.  
Taxometric analysis 
 Once treatment change had been calculated, a taxometric analysis was performed on 
these standardised residual change scores using the TaxProg programme developed for the R 
computing environment by J. Ruscio (2014). R Studio version 3.2.2 was used to run the 
programme.  
The term ‘taxometric analysis’ encompasses a series of statistical techniques used to 
identify whether the latent structure of a given construct is better considered dimensional or 
taxonic (i.e. categorical). Unlike most statistical methods used in psychological research, 
taxometric analysis uses a consistency testing approach rather than a significance testing 
approach (Walters et al., 2009). This means that multiple mathematically-independent 
techniques are applied to the data, with consistency between the findings of these analyses 
indicating the latent structure of a given construct. In the current study four taxometric 
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techniques were used: mean above minus below a cut (MAMBAC; Meehl & Yonce, 1994); 
maximum eigenvalue (MAXEIG; Waller & Meehl, 1998); maximum slope (MAXSLOPE; 
Grove & Meehl, 1993); and, latent mode (L-Mode; Waller & Meehl, 1998).  
MAMBAC. The MAMBAC procedure operates from the premise that for categorical 
constructs, there will be an optimum “cutting point” on a given indicator whereby individuals 
can be most accurately separated into each category of the construct. If a construct is 
dimensional, however, there are no categories to be “correctly” assigned to, and therefore no 
cutting point. If this cutting score can be found in the data, it is therefore considered to be 
suggestive of a categorical construct. 
To test this, a series of cuts are made at regular intervals along an input indicator (50 
cuts were used in the current study). For each of these cuts, the mean scores on an output 
indicator are calculated for all cases falling above, and all cases falling below, the cut.  The 
difference between means are then plotted along the y axis of a graph, with the value of the 
cut on the input indicator being plotted along the x axis. The shape made by these plotted 
points is then examined. If a cutting point exists in the data then the mean differences should 
be largest near this cut score, and should decline as the groups are assigned according to cuts 
further away from this optimum cutting point. Therefore, a peaked MAMBAC curve is 
indicative of a categorical construct. Dimensional constructs, on the other hand, will not 
demonstrate this peaked curve and instead often show a concave curve, with mean 
differences increasing at either extreme of the input indicator. Because the dataset in the 
current study comprised more than two indicators, this procedure was replicated using two 
variables (i.e. change scores on a particular psychometric) at a time as the input and output 
indicators, until all possible pair combinations had been exhausted.  
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MAXEIG. The MAXEIG taxometric procedure uses associations between indicators 
as a measure of latent structure, with eigenvalues as the measure of association. In MAXEIG, 
one variable is selected as the input variable and all other variables are used as output 
indicators. Cases are sorted according to their score on the input indicator, and are then 
divided to form a series of subsamples. Within each sample, the first eigenvalue of the output 
indicator covariance matrix is noted, with high eigenvalues suggesting that variables are 
strongly related to one another, and low eigenvalues indicating low levels of association 
between indicators. These eigenvalues are then plotted against the input indicator used to 
determine the subsamples. The shape of the plotted eigenvalues can then be used to infer 
latent structure. Constructs that are categorical in nature will show peaked graphs, reflecting 
the increase in eigenvalues when subsamples contain closer to 50% of taxon and 50% of 
complement members. Dimensional constructs tend to show relatively flat, irregular or 
concave graphs because the level of association between variables should stay relatively 
consistent across subsamples.  
In the current study MAXEIG was calculated using 25 windows (i.e. subsamples) with 90% 
overlap between each successive window. The use of a small number of overlapping 
windows rather than non-overlapping intervals when using the MAXEIG procedure was 
supported in a study of the accuracy of different MAXCOV and MAXEIG implementation 
options (Walters & Ruscio, 2010). Cases were separated into subsamples using the base rate 
procedure. 
MAXSLOPE. The MAXSLOPE procedure identifies latent structure by assessing the 
shape of the line of best fit through a scatterplot displaying the relationship between two 
indicators. After plotting each indicator on an x and y axis, categorical constructs will 
generally show two clusters of points located at the upper right and lower left of the graph. 
Dimensional constructs will instead show a relatively homogenous cloud of points stretching 
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from the lower left to the upper right of the graph. To more accurately gauge this pattern, a 
local regression curve is generated using scatterplot smoothing techniques that limit the 
regression to particular points of the graph. This is to allow curved lines of best fit, rather 
than forcing the solution into a linear form. The graphs of the slopes in the current study were 
calculated using a locally weighted scatterplot smoother (LOWESS; Cleveland, 1979). For 
categorical constructs this line of best fit typically displays an S-shaped curve, whereas 
dimensional constructs produce relatively linear lines of best fit. 
L-Mode. L-Mode was the final taxometric procedure used in this study. The L-Mode 
procedure utilises a starkly different approach to the three procedures introduced above, which 
is useful in taxometric analysis given the consistency-testing approach to structure 
identification; the goal is to use non-redundant and relatively independent techniques in order 
to provide the strongest test of the structure of the research data (Walters et al., 2009). In 
addition, L-Mode has been found to be increasingly accurate as the number of indicators 
included in the procedure increases (J. Ruscio et al., 2006).  
In L-Mode, indicators are first submitted to a factor analysis. The first (and largest) 
latent factor is identified, and the scores for each indicator on this latent factor are calculated 
and graphed. Because these factor scores are composites of indicators that (at least 
theoretically) are in themselves valid measures of a common latent construct, they should 
identify categories of the construct more clearly, where these categories exist. Thus, the factor 
curve resulting from a categorical construct should show a bi-modal shape, whereas a 
dimensional construct typically displays a unimodal factor curve.  
Evaluating consistency. Since the development of taxometric analysis and related 
procedures, there has been ongoing discussion and debate in the literature regarding the type 
of data required for robust results using the procedures outlined above. A number of different 
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data requirements have been identified by different groups of researchers, including 
normality (A. M. Ruscio & Ruscio, 2002), continuity (J. Ruscio, 2000), low levels of within-
group correlation (Meehl, 1995), and indicator ability to distinguish between potential 
categories (also known as ‘validity’; Meehl, 1995). That said, a growing number of studies 
are finding that current taxometric procedures are relatively robust to deviations from these 
previously identified “requirements” (J. Ruscio et al., 2006). In addition, it can be difficult to 
accurately assess whether a particular dataset meets these requirements without having prior 
knowledge of the criteria for identifying latent groups in the data. Given that a number of 
studies are also finding exceptions to what had previously been considered requirements of 
the research data (J. Ruscio et al., 2006; Walters et al., 2009), it is also important that the 
requirements are considered within the context of the unique characteristics of each dataset.  
In recognition of this complexity and growing need for a more flexible and applied 
way to assess the appropriateness of data for taxometric analysis, J. Ruscio, A. M. Ruscio and 
colleagues developed a novel approach for determining whether a given set of indicators are 
appropriate for planned taxometric procedures (A. M. Ruscio, Ruscio, & Keane, 2002; J. 
Ruscio, Ruscio, & Meron, 2007). This approach involves the use of a bootstrapping 
technique to create comparison sets of data that retain the characteristics of the research data 
but differ in terms of their latent structure (i.e. one comparison set is forced into a 
dimensional structure and the other a categorical structure). Each of the comparison sets of 
data are then subjected to the same taxometric procedures that the research data is to be 
submitted to, providing an indication of expected results if the research data were categorical 
or dimensional. 
In the current study, 100 sets of dimensional comparison data and 100 sets of 
categorical comparison data were generated and submitted to each taxometric procedure, with 
results being combined to produce averaged curves for each procedure. These simulated 
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results demonstrate what results are likely to look like for dimensional data and categorical 
data sharing the same characteristics as the research data. If the planned taxometric 
procedures are appropriate for the research data, then the simulated averaged curves should 
be relatively distinct from one another; if the averaged curves look similar for both types of 
data, taxometric procedures are unlikely to be able to accurately identify which structure 
better matches the research data. The curves generated in the current study were visually 
assessed to determine whether the results were distinguishable from one another, and 
therefore whether each taxometric procedure was appropriate for the data available.  
These comparison curves are also able to be utilised to objectively determine fit 
between the results obtained from the research data, and results expected from dimensional 
and categorical data. Prior to the development of this comparison technique, taxometric 
results could only be visually inspected to identify best fit. This introduced bias and 
inaccuracy into the process, with the shape of outputs often being subtle and easily 
mislabelled. Other less subjective techniques for identifying latent structure, such as 
investigating the consistency of base rate estimates between different procedures or assessing 
Bayesian probability distributions, have been found to be unreliable indicators of underlying 
structure (Walters et al 2010).  
The Comparison Curve Fit Index (CCFI; J. Ruscio et al., 2006) provides an 
empirically-based alternative to these more subjective assessments of fit. The CCFI measures 
residuals from the fit between research data curves and the simulated comparison curves to 
identify how well the research data fits what would be expected from dimensional and 
categorical data. The CCFI ranges from 0 to 1, with 0 indicating a perfect fit between 
research data curves and comparison dimensional curves, and 1 indicating a perfect fit with 
comparison categorical curves. A CCFI of 0.5 indicates equal fit between the dimensional 
and categorical comparison curves, indicating indeterminate results. Recent studies have 
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suggested that treating CCFIs that fall between 0.4 and 0.6 as indeterminate leads to the most 
accurate identification of latent structure (Walters et al., 2010). 
The CCFI has been supported as a robust measure of relative fit by a number of 
Monte Carlo studies (J. Ruscio & Kaczetow, 2009; J. Ruscio & Marcus, 2007; J. Ruscio et 
al., 2007; Walters & Ruscio, 2009). The use of simulated comparison data combined with the 
CCFI has also been found to produce accurate results with non-normal data, and can identify 
categorical latent factors with more than two classes (Walters et al., 2010). In addition, this 
method of assessing results is compatible with the idea of consistency-testing that lies at the 
heart of the taxometric procedure, with CCFIs able to be averaged across procedures if 
desired. For these reasons, and because of the uncertainty regarding the accuracy of 
alternative methods, comparison data coupled with the CCFI was used in the current study to 
assess the appropriateness of data and the latent structure indicated by the results.  
Results 
Raw change 
Table 5 below provides the means and standard deviations for raw change scores on 
each of the measures used. Mean raw change was generally found to be in the prosocial 
direction across all measures, with the exception of the intimate subscale of the WSFQ. 
Average change on this subscale indicated a small increase in the amount of sexual 
fantasising with intimate themes, which could be related to the inclusion of a behavioural 





Table 5. Means and standard deviations for raw change scores 
Measure Mean raw change SD Mean raw change SD 
ABCS 10.15 13.43 
  
HTW 3.09 5.97 
  
RMAS 10.47 15.35 
  
WSFEX 2.84 8.52 
  
WSFIN -0.97 10.56 
  
WSFIM 3.19 7.92 
  
WSFSM 1.95 6.32 
  
BDI-II 6.11 9.52 
  
STAIS 6.87 13.57 
  
STAIT 6.08 11.52 
  
 
                          STAXI (n = 245) STAXI-2 (n = 101) 
STAXS 1.78 6.00 1.10 5.76 
STAXT 1.14 5.70 1.74 5.08 
STAXE 0.08 3.62 0.42 3.67 
STAXP 1.87 4.91 3.29 5.53 
STAXC 0.78 5.79 4.24 10.27 
SSEI 8.64 25.49 
  
AIRP 12.61 22.57 
  
FIS 8.10 22.68 
  
UCLS 6.54 10.52 
  




A mean taxon base rate of 0.61 (SD = 0.27) was found for the 380 summed input 
MAMBAC curves. The mean MAMBAC curve produced a CCFI of 0.806, which is 
consistent with a categorical structure. The mean MAMBAC and simulated comparison 
curves are displayed in Figure 2; the thick black line represents the mean MAMBAC curve, 
and the thick grey line represents the averaged curve from the simulated categorical (left) and 
dimensional (right) data.  
The simulated comparison curves are visually distinguishable from each other in 
terms of their shape, with the dimensional curve showing the characteristic U-shaped curve. 
The distinctiveness of the two curves confirms the suitability of the data for the MAMBAC 
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procedure. Visual inspection of the curves verifies the CCFI results, with the mean 
MAMBAC curve more closely resembling the shape of the simulated categorical curve. 
 
Figure 2. Average MAMBAC curve (darker line) in comparison to simulated taxonic and 
dimensional data (grey line). 
 
 MAXEIG 
The average base rate found across the 20 summed MAXEIG curves was 0.70 
(SD = 0.09). The averaged curve had a CCFI of 0.492, which falls within the 0.4 - 0.6 
range indicating an inconclusive result. Figure 3 shows the average MAXEIG curve 
from the research data, with the average curves from the simulated categorical and 
dimensional comparison data. The categorical comparison data does demonstrate a 
slight peaked shape that is expected of categorical constructs, indicating that the 
parameters of the research data are appropriate for the MAXEIG procedure. However, 
the shape of the average MAXEIG curve for the research data is neither sufficiently 





Figure 3. Average maximum eigenvalue (dark line) in comparison to simulated maximum 
eigenvalues (grey line) for categorical and dimensional data. 
 
MAXSLOPE 
The smoothed line of best fit generated by the MAXSLOPE procedure is displayed in 
Figure 4. The patterns of data points for the dimensional and categorical comparisons (grey 
line) are noticeably different, with the dimensional comparison data displaying a flatter 
trendline than the categorical comparison data; this difference confirms the suitability of the 
research data for the MAXSLOPE procedure.  
The research data visually displays a peaked shape that is closer to the categorical 
comparison data than to the dimensional comparator. This visual similarity is confirmed by a 





Figure 4. Smoothed MAXSLOPE line of best fit (dark line) in comparison to simulated lines 
of best fit (grey line) for categorical and dimensional data. 
 
L-Mode 
As with the MAXEIG procedure, results from the L-Mode procedure were 
inconclusive in terms of support for either a categorical or dimensional latent structure. The 
data curve from the research data produced a CCFI of 0.405, which falls within the 0.4 to 0.6 
range indicative of an inconclusive result. Visual inspection of the simulated data curves 
displayed in Figure 5 shows that anticipated data curves are relatively similar for both 
categorical and dimensional comparison data. This suggests that the research data may not be 
particularly suitable for the L-Mode procedure, which is causing problems with successfully 
interpreting the results. 
Consistency testing 
Overall, four taxometric procedures were conducted to assess the latent structure of treatment 
change in our research sample. Two of these procedures (MAMBAC and MAXSLOPE) 
produced results consistent with categorical comparison data, whereas two of the procedures 
(MAXEIG and L-Mode) produced results that were inconclusive. Based on the consistency-
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testing approach of taxometric analysis, these results can be cautiously interpreted as 
indicating that treatment change is best conceptualised as a categorical rather than a 
dimensional construct. 
 
Figure 5. Data curve for the research data (black line) in comparison to simulated categorical 
and dimensional data (grey lines). 
 
Discussion 
Together, the results from this study suggest that treatment change for child sexual 
offenders is best conceptualised as a categorical construct rather than a dimensional 
construct. That is, differences between individuals in terms of the change they make over the 
course of treatment are best understood as differences in the kind of change made rather than 
simply the amount of change made. This contradicts our original hypothesis, that treatment 
change is best conceptualised as a dimensional construct. This finding is unexpected given 
that treatment change amongst child sexual offenders is generally treated as a dimensional 
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construct in current theory and practice. Conceptualising treatment change as categorical 
rather than dimensional therefore has large implications for our theoretical understanding of 
the mechanisms involved in change, and the practical applications of this knowledge in terms 
of monitoring and assessing change over the course of treatment.  
As previously discussed, tools that are designed to measure dimensional constructs 
should differ in important ways from tools designed to measure categorical constructs (J. 
Ruscio et al., 2006). Tools that measure categorical constructs aim to classify individuals into 
distinct groups rather than determining a precise level of a construct. This means that rather 
than providing a numerical total score as an output, categorical measures need to instead 
provide an indication of class assignment. This goal - to maximally distinguish between 
different groups of individuals rather than accurately identifying the precise level of a 
construct – also means that categorical measures often contain a smaller number of items and 
are scored in ways that differ from a straightforward totalling of individual item scores. It 
also means that cutting scores or thresholds in measures are non-arbitrary and infer 
meaningful distinctions between individuals assigned to different groups. 
The finding the treatment change is best conceptualised as a categorical construct 
therefore has important implications for how we should be measuring change. Currently 
treatment change is often measured by calculating the raw amount of change made according 
to existing measures of dynamic risk, either in the form of individual risk factors or as a total 
risk score. However, these measures of risk have been developed to assess dimensional 
constructs rather than categorical, outputting a numerical score that places individuals along a 
risk continuum. This makes sense in terms of their primary purpose, given that previous 
research has identified risk as a dimensional construct (Walters et al., 2009). This is not, 
however, the way in which we should be assessing a categorical construct such as treatment 
change. Assessment of treatment change should be aiming to maximally discriminate 
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between different groups of offenders making different kinds – rather than levels – of change. 
This could provide therapists, judges, parole boards, and other interested parties with a non-
arbitrary indication of the type of change demonstrated by a given individual, and the 
implications this might have for their risk of reoffending. 
The results of the current study therefore suggest that we need to develop measures 
that are specifically designed to measure treatment change, that are distinct from measures 
developed to primarily assess risk. These measures would only need to consist of a small 
number of items that allow for the accurate classification of individuals in terms of the 
amount of change made, with the final assignment of class membership based on a system 
that may not just be the simple tallying of individual item scores. One example of an existing 
measure that displays most of these properties is the Violence Risk Scale – Sexual Offense 
Version (VRS-SO; Wong et al., 2003). Although the VRS-SO is predominately a measure of 
risk, it also incorporates a separate way in which to measure treatment change. This 
assessment method is based on Prochaska and Diclemente’s Stages of Change Model 
(Prochaska et al., 1992), which conceptualises change as a process that occurs over five 
distinct stages: Precontemplation, Contemplation, Preparation, Action, and Maintenance. 
Change is therefore measured by determining the number of stages that an individual has 
progressed though over the course of treatment, rather than by subtracting post-treatment 
scores from pre-treatment scores. The VRS-SO contains a large number of items in order to 
accurately assess level of risk, and it is unlikely that all of these items would be required to 
maximally assign individuals to groups based on the type of change made. However, this 
measure provides a useful starting point for developing a tool specifically designed for the 
assessment of treatment change. Indeed, it is one of the few tools that has been able to 




Before we can develop tools specifically to measure treatment change – or adapt 
existing measures that show promise in this domain – we need to further our understanding of 
exactly how change occurs over the course of treatment, what types of change are displayed 
by different groups, and the implications this change has for future behaviour. The current 
study provides an incremental step towards the first of these goals, as the finding that change 
is best conceptualised as categorical suggests that only a small number of mechanisms are 
responsible for determining the type of change an individual makes. This means that the 
causes of change are unlikely to be multifactorial and complex, with change instead being 
driven by a discrete etiological source, such as a particular cognitive framework or 
environmental factor, or a specific interaction between these factors. The driver of offender 
change therefore might be as simple as a “switch” turning on for individuals, whether this is 
an internal (e.g., a desire to change) or external (e.g., marriage) “switch”. Further 
investigation of the types of change demonstrated by individuals is required before theories 
of change can be explored further, however the Stages of Change model again provides a 
promising direction to explore in this area, explaining change as a relatively simple 
progression in the attitude of individuals towards the possibility and need for change. 
Although the current study adhered to current best practice in terms of conducting 
taxometric analyses, there are a number of limitations that need to be considered when 
interpreting its results. The main limitation is the relatively small sample size (346 men). 
Previous taxometric research has indicated that the procedures are most reliable when 
conducted using sample sizes exceeding 300 (Beauchaine, 2007), a guideline that our current 
sample meets. However, it would be preferable to conduct this analysis with a larger sample 
of individuals. This could perhaps lead to more conclusive results with the MAXEIG and L-
Mode procedures, thereby increasing the ability to assess procedure consistency and therefore 
the reliability of the analysis as a whole. As it stands, it is important that further replications 
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of this study are conducted, due to the lack of consistency across all taxometric procedures 
conducted.  
Additionally, the current study uses a measure of change derived from self-report 
psychometrics. This introduces the possibility of bias in terms of the true extent of change 
exhibited by individuals; given the importance of treatment progress in the determination of 
future custody decisions (including release), individuals may have a large incentive to inflate 
their level of change. It is also preferable to use a range of different measures of a construct 
when conducting taxometric analysis. This allows for a full assessment of the range of ways 
in which a given construct can manifest (Broman-Fulks, Hill, & Green, 2008). However, a 
growing body of research suggests that the artificial inflation of prosocial characteristics by 
offenders (also known as socially desirable responding) may not be as large a problem as first 
thought (see Stevens, Tan, & Grace, 2016, for review). Furthermore, the psychometrics 
included in the current study measure treatment change in a wide range of psychological 
functioning, despite their all being self-reports. This lessens the potential adverse effects that 
our method of measuring change has on the final results. That said, future research should 
incorporate other measures of treatment change, including clinician-rated measures.  
The current study is helpful in laying groundwork that will lead to a deeper 
understanding of the nature and causes of child sexual offender treatment change. We now 
know that change is likely to have relatively simple etiological roots, with only a small 
number of factors or interactions driving individual change over the course of treatment. 
Additionally, our finding that treatment change is categorical has important implications for 
the measurement of change, and for how change should best be incorporated into future 
offender management decisions. This includes decisions around further treatment and or 
relating to offender release and management in the community.  
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However, before these implications can be fully understood we need to identify what 
these different classifications of treatment change look like, and the characteristics of 
individuals who display different kinds of change. The next study addresses this need by 
conducting a latent class analysis of individuals based on their treatment change. This 
analysis will help to identify meaningfully distinct groups of individuals who have changed 
in similar ways over the course of treatment. This is the first step towards identifying how 
treatment change is best classified, and whether these classes have implications for future 




Chapter Five/Study Three: The Classification of Treatment Change 
The results of Study Two indicated that the change that offenders made in treatment 
across a range of psychological factors was best described as categorical rather than 
dimensional. That is, some groups of offenders changed in meaningfully different kinds of 
ways from other groups, rather than merely changing to a different degree. As discussed, this 
finding has important implications both for the measurement of change and for the way in 
which change information is used to inform decisions such as the determination and 
communication of risk, or parole decisions. The obvious next step is therefore to identify the 
characteristics associated with each of these change categories, and the association between 
different types of change and sexual recidivism. 
A majority of the existing literature assessing change across treatment for sexual 
offending has measured treatment change as if it were a dimensional construct (see Beggs, 
2010, for review). For example, one common method of measuring treatment change is to 
calculate the quantitative difference between pre- and post-treatment scores across a range of 
psychometric measures. Differences in the amount of change made are then used to test 
associations between change and outcomes of interest (such as recidivism; e.g., Allan, Grace, 
Rutherford, & Hudson, 2007; Beech & Ford, 2006) or factors thought to influence the 
amount of change made (such as therapist features; e.g., Marshall et al., 2002, 2003). Studies 
utilising this method to measure treatment change have typically found that individuals make 
pro-social change over the course of treatment on average, however there is a lack of reliable 
and consistent findings linking this pro-social treatment change to reduced recidivism (Beggs, 
2010).  
A similar method of measuring treatment change that is used in the literature is 
through assessing changes in dynamic risk based on risk assessment tools that incorporate 
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some measure of treatment progress (Beggs, 2010). Some guided clinical judgement tools 
(such as the Structured Anchored Clinical Judgment [Thornton, 1997] and the Multifactorial 
Assessment of Sex Offender Risk for Recidivism [Barbaree, Seto, Langton, & Peacock, 
2001]) incorporate items relating to treatment progress into their post-treatment assessments 
of risk; however, these tools are designed more for an overall assessment of post-treatment 
risk rather than a discrete measure of overall treatment progress. Treatment change is 
sometimes measured using these risk assessment tools by calculating change as the difference 
between pre- and post-treatment risk scores. A recent meta-analysis used this approach to 
assess the predictive validity of change scores derived from dynamic risk assessment tools 
across nine studies and six unique samples (van den Berg et al., 2018). Overall, the meta-
analysis found that change scores based on dynamic risk assessments were able to 
successfully predict sexual recidivism (d = .26, 95% CI [.10 - .42]), and added incremental 
predictive validity beyond that provided by static risk and pre-treatment dynamic risk alone.     
Although most dynamic risk assessment tools do not explicitly incorporate 
measurement of treatment change, there is one exception: the Violence Risk Scale - Sexual 
Offense version (VRS-SO; Olver, Wong, Nicholaichuk, & Gordon, 2007), which includes a 
structured method for scoring overall treatment change. The VRS-SO calculates post-
treatment risk across a number of dynamic risk factors by adjusting pre-treatment scores 
based on progression through a series of “stages of change”. These stages of change are 
drawn from the Transtheoretical Model (Prochaska et al., 1992), and represent the internal 
change process occurring in individuals during treatment, providing a way to categorise 
individuals based on their intentions or demonstrated efforts to make change. The VRS-SO 
reduces each dynamic risk factor score by 0.5 points for each stage progressed through past 
the point of “Contemplation”; therefore, the method by which the VRS-SO calculates change 
is based on change categories, but is translated into a dimensional overall change score. 
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Notably, there have been a number of studies that have shown total VRS-SO change scores to 
be a reliable and valid predictor of recidivism after controlling for static and pre-treatment 
dynamic risk (Beggs & Grace, 2011; Olver, Sowden, et al., 2018; Olver et al., 2007).  
A third way in which treatment change can be measured is through the use of tools 
specifically developed to measure change (Beggs, 2010). Examples of these tools include the 
Standard Goal Attainment Scaling (SGAS) for sexual offenders (Hogue, 1994) and the Sex 
Offender Treatment Intervention and Progress Scale (SOTIPS; McGrath, Lasher, & 
Cumming, 2012). Change is typically measured on these tools using structured scoring 
frameworks across items that encompass both common dynamic risk factors and treatment-
specific motivation or engagement items. Additionally, these measures can be scored 
multiple times across treatment to track progress and inform treatment targets. For example, 
the SOTIPS has previously been used to successfully guide collaborative treatment planning 
with offenders (Lasher et al., 2015). Importantly, change measured using both the SGAS and 
the SOTIPS has been found to significantly predict reoffending (Beggs & Grace, 2011; R. J. 
McGrath et al., 2012). 
Although there are multiple ways in which treatment change is measured in the 
literature, there is one shared feature of these approaches that is pertinent in light of the 
findings from Study Two: treatment change is measured as a dimensional construct rather 
than as categorical. In each of these approaches change is represented on a continuous scale, 
calculated through some method of collating differences between pre-and post-treatment 
scores across a series of dynamic risk factors or engagement/motivation-related factors. This 
runs counter to the findings of Study Two, which suggested that treatment change is better 
conceptualised as a categorical construct rather than as dimensional. The fact that previous 
studies have been able to identify significant associations between treatment change 
(measured on a continuum) and recidivism may suggest that this distinction is not important 
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in practical terms. However, the measurement of change using methods outlined above has 
recently come under question due to the potentially unreliable nature of change measured in 
this way, leading to the utilisation of “clinically significant change” as a way of measuring 
treatment change (Nunes et al., 2011). Clinically significant change involves categorising 
change based on two factors: whether post-treatment scores are within levels found in the 
“functional” population, and whether the amount of change exceeds the margin of error. 
When the clinically significant change requirements are applied to change measured in the 
ways outlined above, studies typically find no significant association between change and 
recidivism (Barnett et al., 2013; Wakeling, Beech, & Freemantle, 2013). A study by Olver 
and colleagues (Olver et al., 2015) provides a notable exception to this, finding that clinically 
significant change as measured by the VRS-SO was significantly associated with recidivism; 
however, their results also suggested that the clinically significant change categories may be 
partially conflating treatment change with pre-treatment risk. 
The Current Study 
The literature is currently unclear as to the most appropriate method of measuring 
treatment change, and regarding the association between measured treatment change and 
recidivism. As already mentioned, the results of Study Two suggest that we need to adapt our 
method of measuring treatment change to better reflect its categorical nature. This would 
involve first developing an understanding of what these categories of change are, and next on 
this basis, how we would best go about grouping individuals according to these categories. 
Identifying the most appropriate way of measuring and conceptualising treatment change 
may lead to more consistent findings regarding the association between change and 
recidivism, and would have important implications for how change should be communicated 
and incorporated into risk assessment.  
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The purpose of the current study was therefore to identify whether the change made 
by individuals over the course of treatment can be grouped into distinct and meaningful 
categories, and then to explore the patterns of change within these categories. To achieve this, 
latent profile analysis was used to explore whether change made across a pre- and post-
treatment psychometric battery can be categorised into meaningfully distinct groupings of 
individuals. Patterns of change within these groups are then explored to identify any overt 
characteristics of change that differ between groups, with the aim of increasing our 




All men (N = 1,474) who had participated in a high-intensity, prison-based treatment 
programme for sexual offending against children in New Zealand between 1990 and 2007 
were identified; this was the same sample originally identified for Study Two. All men had 
provided written consent for their information to be used for research and evaluation 
purposes, prior to their commencement of assessment and treatment.  
Participants were excluded from the current study if, due to missing data, they did not 
have raw pre-post change scores for at least one of the four factors assessed by the 
psychometric battery (more on the factor structure of the psychometric battery below). This 
was the case for 304 men, leaving a final sample of 1,170 men for inclusion in this study. 
This sample includes all men from the sample for Study Two, and is a subset of the sample 
used in Study One. 
The majority of the final sample (69.5%) identified as being of European ethnicity. 
Just under a quarter (23.4%) identified as NZ Māori, with 5.2% identifying as Pasifika and 
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1.9% as other ethnicities. Most men in the sample had attended the treatment programme at 
Kia Marama Special Treatment Unit in Rolleston, New Zealand (n =760, or 65.0%), with the 
remaining 410 men (35.0%) having attended Te Piriti Special Treatment Unit in Auckland, 
New Zealand. 
Psychometric battery 
 The measures used in this study are the same measures that were used in Study Two, 
with scores from pre- and post-treatment self-report psychometrics being used to assess 
treatment change. Below a brief reminder of each of these measures is provided, grouped 
according to the overarching psychological construct that they relate to. 
Anti-social cognitions 
The Abel-Becker Cognitions Scale (ABCS; Abel et al., 1989) measures distorted 
attitudes and beliefs about sexual offending against children.  
The Hostility Toward Women scale (HTW; Check, 1985) measures negative beliefs 
about women, including the acceptance of aggressive motivations and behaviours directed at 
women.  
The Rape Myth Acceptance Scale (RMAS; Burt, 1980) measures attitudes supportive 
of sexual violence and aggression.  
Deviant sexual scripts 
Wilson’s Sex Fantasy Questionnaire (WSFQ; Wilson, 1978) measures the frequency 
or strength of different types of sexual fantasies, including intimate themes (e.g. sex with a 
partner), exploratory themes (e.g. group sex), impersonal themes, (e.g. sex with a stranger), 




The Beck Depression Inventory-II (BDI-II) measures depressive symptoms. 
The State-Trait Anxiety Inventory (STAI; Spielberger, 1983) measures general 
anxiety (T-scale) and current anxiety (S-scale).  
The State-Trait Anger Expression Inventory (STAXI; Spielberger, 1988) measures 
several aspects of anger and anger expression, including state anger, trait anger, anger 
suppression, anger expression, and anger control. As with Studies One and Two, both the 
STAXI and the STAXI-2 were used in the assessment battery at different times over the 
period the study sample was collected from. The two versions of the measure are largely 
similar, however the STAXI-2 splits the anger control scale into two different subscales 
(Anger Control-Out and Anger Control-In) and has slightly more items overall (57 items 
compared with 44 items in the original measure). 
Intimacy Deficits 
The Revised UCLA Loneliness Scale (UCLS; Russell et al., 1980) measures 
experiences of loneliness.  
The Fear of Intimacy Scale (FIS; Descutner & Thelen, 1991) measures anxiety about 
intimate dating relationships.  
The Assertion Inventory (AI; Gambrill & Richey, 1975) measures degree of 
discomfort in situations requiring assertiveness (e.g. turning down a request for a meeting or 
date), and an individual’s likelihood of making an assertive response in these situations.  
The Social Self-Esteem Inventory (SSEI; Lawson et al., 1979) measures self-esteem 
in social situations.  
The Adult Nowicki-Strickland Internal-External Control Scale (ANSIE) measures 
locus of control. This refers to whether an individual perceives events or outcomes as 
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dependent on their own behaviour (internal) or as a result of independent forces, such as other 
people, luck or fate (external).  
Sexual recidivism 
Criminal history information was obtained from the National Intelligence Application 
(NIA) database maintained by the NZ Police. Details of all criminal convictions were 
obtained, including the type of offence, hearing and offence dates, and prison release dates. 
Convictions coded by NZ Police as relating to sexual offending were counted as sexual 
convictions, including contact offences such as sexual assault and non-contact offences such 
as exhibitionism and pornography-related offending. Time at large was also obtained from 
this database, with the follow-up period starting when the individual was released from prison 
and continuing until the offence histories were obtained (31 December 2008). Reconviction 
information was able to be obtained for 1,037 of the 1,170 men included in this study. 
Static risk 
 To measure the static risk of the men in our sample, Static-99 (Hanson & Thornton, 
1999) scores were obtained from offender records; these had been previously rated according 
to file information for a subset of men in our sample (n = 218). The Static-99 is a well-
validated actuarial scale for predicting sexual recidivism based on demographic and offence-
history information. The measure comprises 10 items scored either 0 or 1, with the exception 
of one item (prior sex offences) that is rated on a 0-3 scale. Item scores are summed, giving a 
maximum total score of 12; higher scores are indicative of higher levels of recidivism risk. 
Procedure 
Data for the current study was extracted from the New Zealand Department of 
Corrections database used to obtain information for the sample in Study Two. This database 
holds pre- and post-treatment total scores for each measure used in the psychometric battery, 
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as well as demographic information and prior offence histories collected at programme 
admission. Initially, 1,474 cases were extracted from the database. The data was then cleaned 
and checked for errors; any psychometric scores that fell outside of the minimum and 
maximum scores possible for a given measure were deleted and thereafter considered missing 
for that individual.  
Scores for the two different versions of the STAXI were dealt with in the same 
manner as described in the previous study. For individuals who completed the STAXI-2 (n = 
245) rather than the STAXI (n = 101), totals for the two Anger Control subscales were added 
together to create one overall Anger Control score. This was to ensure that the number of 
subscales was equivalent between the two versions. Because these subscales had differing 
numbers of items between the two versions, all scores on the individual subscales were then 
standardised. To retain consistency across all measures, raw scores on all remaining 
psychometrics were also standardised before being used in the subsequent analyses described 
below.  
Planned Data Analysis 
To reduce the complexity of the results, a factor analysis was conducted using 
standardised pre-treatment scores on the measures included in the psychometric battery. The 
goal of this analysis was to identify whether the large number of measures could be 
adequately and reliably captured by a smaller number of dimensions that could then be used 
in further analyses.   
Treatment change was calculated as described in Study Two, with residual change 
scores being calculated from the raw pre- and post-treatment change to control for the 
confounding effect of pre-treatment status. Raw change scores for each of the psychometrics 
were regressed onto pre-treatment scores, and residuals from the regressions were calculated 
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and then standardised for each measure. Change was calculated in such a way that positive 
levels of change on each measure represented change in a pro-social direction. Using the 
results of the factor analysis, residual change scores for each individual were then averaged 
across the resultant factors, generating an average residual change score for each of the 
factors identified. 
 A latent profile analysis (LPA) was then conducted to identify meaningfully distinct 
groupings of individuals based on the change they made during treatment; a full description 
of the LPA procedure can be found in Study 1. The average residual change scores across 
each factor were used in the analysis, which was conducted with MPlus 7.4 software. Full 
information maximum likelihood estimation was used to impute data for cases with missing 
factor change scores.  
Men were assigned to groups according to their highest level of membership 
probability suggested by the LPA model. A series of ANOVAs were then run to identify 
differences between the groups in terms of their average factor change scores (and therefore 
the type of change made during treatment). To further investigate the implications of group 
membership, a Kaplan-Meier survival analysis was conducted to compare the survival rates 
of the groups identified. These additional analyses were conducted using SPSS 23 software. 
Results 
Factor analysis 
A series of exploratory factor analyses were conducted to determine whether the 
change scores for individual psychometrics could be adequately represented by one or more 
dimensions that combined change across similar kinds of measures. A principle components 
analysis (PCA) was conducted using standardised pre-treatment scores for each of the 
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psychometrics. Cases that did not have pre-treatment scores for all measures were excluded 
from this analysis, resulting in a sample of 558 men. 
Inspection of the scree plot and eigenvalues produced by the PCA indicated that a 
four-factor solution was optimal, with the four factors together accounting for 61.5% of the 
variance in the pre-treatment scores. To improve the interpretability of results, factor loadings 
were rotated by the varimax normalised method and items with loadings of 0.35 and above 
were retained in each factor. The results of this analysis are shown in Table 6.  
Table 6. Factor loadings for psychometric battery obtained from principal components 
analysis with varimax normalised rotation 








UCLA loneliness 0.83 
   
STAI - state 0.64 
   
STAI - trait 0.75 
   
Social self-esteem -0.73 
   
Fear of intimacy 0.67 
   
AI – response probability 0.61 
   
Beck depression inventory 0.58 
   
Internal-external control 0.48 
  
-0.47 
























STAXI - suppression 0.58 
   








Rape myth acceptance 
   
-0.90 
Abel-Becker cognitions 
   
0.80 




 Individual psychometrics loaded onto the four factors in an almost identical structure 
as that identified in Allan et al.’s (2007) study, however in the current sample the Hostility 
Toward Women scale loaded onto both the Social Inadequacy and the Pro-offending 
Attitudes dimensions.  Because of the similarity in results, the factor nomenclature developed 
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by Allan et al. was also used in the current study. The first of these factors, termed Social 
Inadequacy, contained measures relating to poor social skills (loneliness, low social self-
esteem, fear of intimacy, low assertiveness, external locus of control, hostility toward 
women), anxiety and depression. The second factor, Sexual Interests, contained all four sub-
scales of the Wilson Sexual Fantasy Questionnaire. The third factor contained measures 
associated with Anger/Hostility, including state and trait anger, anger expression, and low 
control of anger. The final factor, Pro-offending Attitudes, included measures of external 
locus of control, and distorted attitudes and beliefs about sex (rape myth acceptance, distorted 
cognitions) and women (hostility toward women). 
Latent Profile Analysis (LPA) 
Following the factor analysis, an LPA was conducted to identify meaningfully distinct 
groups of men based on the change they made over the course of treatment. First, treatment 
change across each of the four psychometric factors were derived for each individual by 
averaging their standardised residual change scores across the measures captured by each 
factor.  
These average factor change scores were then used to test a series of two- to six-class 
models using LPA. As previously explained in Study 1, there is currently no consensus on the 
best approach for quantifying the optimum number of classes using LPA and most 
researchers therefore use a variety of different fit indicators in their analysis (Nylund et al., 
2007; Tein et al., 2013). These quantitative fit criteria are then considered in conjunction with 
several other factors – including parsimony, interpretability of results, and theoretical 
expectations – to determine the optimum number of classes; the optimum number is where all 
groups are distinct and the addition of an extra class does not provide additional explanatory 
power (Fox & Farrington, 2016). For the current study, the Akaike information criterion 
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(AIC; Akaike, 1974), Bayesian information criterion (BIC; Schwarz, 1978), and sample-size 
adjusted BIC (SBIC; Sclove, 1987) were used as initial indicators of model fit, with lower 
values indicating a better fit.  
 As shown by Table 7, AIC, BIC and SBIC values continued to drop as the number of 
classes included in the LPA model increased. Because results from these fit criteria were 
inconclusive, additional indicators were utilised to determine the optimum class solution, 
including entropy and the Lo-Mendell-Rubin test (LMRT; Lo, Mendell, & Rubin, 2001). As 
explained in Study One, the LMRT is a likelihood ratio test that compares the fit of a model 
with k class to a model with k-1 classes. The test returns a statistically significant result if the 
model with the greater number of classes provides a significantly better fit with the observed 
data.  
Table 7. Fit Indices and Entropy for all Class Solutions 
Class Solution Logliklihood AIC BIC SBIC Entropy LMRT 
2 classes -4236.47 8498.94 8564.78 8523.49 0.70 <.001 
3 classes -4167.82 8371.64 8462.81 8405.64 0.72 .018 
4 classes -4116.74 8279.48 8395.97 8322.92 0.66 .401 
5 classes -4080.77 8217.55 8359.36 8270.42 0.71 .128 
6 classes -4056.82 8179.63 8346.77 8241.95 0.74 .646 
Note: AIC = Akaike information criterion; BIC = Bayesian information criterion; SBIC = sample-
size-adjusted BIC; LMRT = Lo-Mendell-Rubin test. 
 
Table 7 shows that the LMRT was significant at the p<.05 level for the 2- and 3-class 
solutions, but not significant for the subsequent models tested. This indicates that the 3-class 
solution was a better fit to the observed data than the 2-class solution, but that subsequent 
models did not provide a significant improvement to model fit. Entropy also reduced for the 
4- and 5-class solutions compared with the 3-class solution, indicating that the 3-class 
solution resulted in groups that were more distinct from one another than the 4- or 5-class 
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solutions; however, entropy was slightly higher for the 6-class solution than for the 3-class 
solution. 
Together, the results from the quantitative fit indicators suggested that the 3-class 
solution was the optimal fit for our data. This was confirmed by assessing the average factor 
change scores for each group obtained from the different models tested. Results were most 
parsimonious and easily interpreted for the 3-class solution, with the patterns of change 
demonstrated by the three groups aligning with existing literature and theories of the 
mechanisms of offender change (including the relatively straightforward change mechanism 
indicated by results from Study 2).  For these reasons, it was decided that the 3-class solution 
was the best fit for our data.  
To assess the potential impact of imputing missing data on the results of our analysis, 
the LPA was repeated using two further sub-samples. The first was a sub-sample of 906 men 
with change scores available for at least one of the measures included in each of the four 
factors (meaning that there were no missing factor scores), and the second was a sub-sample 
of 346 men who had complete change scores across all of the psychometrics used in the 
current study. Results from both of these LPAs were not substantively different from that 
obtained using imputed data, with both concluding that the 3-class model was the optimum fit 
to the data. For this reason, the following analyses were completed using the original larger 
sample. 
Treatment change by group membership 
 Individuals were assigned to groups according to their highest group membership 
probability indicated by the LPA. The average standardised factor change scores found for 
each of these three groups is displayed in Figure 6 below. 
130 
 
A series of one-way ANOVAs were conducted to assess the difference in average 
standardised change between the three groups for each of the four factors. All ANOVAs were 
significant (F values ranged from 72.63 to 773.63, p<.001); post-hoc Tukey HSD tests 
showed that each group significantly differed from the other two groups across all factor 
scores (p<.001 for all comparisons).  
 
Figure 6. Average standardised factor change, by LPA group 
Note: F1 = Social Inadequacy; F2 = Sexual Interests; F3 = Anger/Hostility; F4 = Pro-Offending Attitudes 
 
The average standardised factor change scores displayed in Figure 6 were able to 
provide a general indication of the differences between groups in terms of the change made 
during treatment. However, because the scores are standardised, it is not possible to directly 
identify from these figures whether each group made positive or negative change overall (i.e., 
whether the groups showed pro-social change on average, or whether raw change was 
minimal or even negative across measures). To provide an understanding of the type of 
change made by each of the groups, the average raw change made on each of the 
psychometrics is presented in Table 8 below. One-way ANOVAs were conducted to assess 
























Group One (n = 51) Group Two (n = 408) Group Three (n = 711)
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measures apart from antisocial cognitions, with effect sizes (eta squared) generally falling in 
the medium to high range. 
The first group identified in the LPA was the smallest group extracted, representing 
51 (4.4%) men from the sample. This group displayed the lowest amounts of average change 
across all factors compared with the other two groups, with the average levels of change 
across factors ranging from 0.9 to 1.5 standard deviations below the average change for the 
entire sample. As demonstrated in Table 8, this group made negative change (i.e., change in 
the antisocial direction) on average across all psychological factors measured, aside from 
antisocial cognitions, rape myth acceptance, and having an external locus of control. For this 
reason, this group was named the Poor Change group, representing a group of individuals 
who on average did not appear to respond in the desired way to the treatment programme. 
The second group identified in the LPA captured 408 (34.9%) men from the sample. 
As demonstrated in Figure 6, this group also displayed average factor change scores that were 
lower than the average for the entire group, with scores ranging from 0.5 standard deviations 
below the mean to sitting just below the mean (-0.01 for Sexual Interests). These negative 
standardised factor change scores are largely the result of the considerably higher amounts of 
change made by the larger Group Three, however; as Table 8 shows, individuals in Group 




Table 8. Mean unstandardised change scores for all measures, by LPA class 
Measure n 




Group Three:  
Good change 
F η2 Mean SD Mean SD Mean SD 
F1: Social inadequacy          
Social self esteem 995 -8.53 a 24.20 0.16 a 22.62 13.12 27.93 37.23** 0.07 
Assertion - response prob. 847 -2.89 a 24.77 1.20 a 20.80 18.27 23.22 64.20** 0.13 
Fear of intimacy 870 -7.05 a 23.19 -0.08 a 20.72 13.55 20.46 52.69** 0.11 
UCLA loneliness 904 -4.21 9.52 1.72 8.80 9.65 10.47 88.20** 0.16 
Depressive symptoms 668 -1.70  12.72 3.44  9.69 8.01 9.20 26.29** 0.07 
External locus of control 929 0.45 a 5.70 0.74 a 4.16 4.30 4.83 67.61** 0.13 
State anxiety 991 -5.71  17.78 3.01  12.89 10.35  13.08 54.74** 0.10 
Trait anxiety 988 -5.28  9.74 1.82  8.71 9.47  11.26 87.10** 0.15 
Anger supression 908 -2.79 4.39 0.38 4.22 3.66 4.92 76.92** 0.15 
F2: Sexual interests          
WSFQ - exploratory 1122 -2.60  8.70 3.08  8.92 4.67  8.14 18.58** 0.03 
WSFQ - intimate 1002 -3.70 a 10.02 0.30 b 10.04 -0.42 ab 10.10 3.38* 0.01 
WSFQ - impersonal 998 -3.13  7.63 2.53  7.60 3.86  7.36 20.37** 0.04 
WSFQ - sado/masochistic 965 -5.00  8.92 1.76 a 6.79 1.76 a 5.40 26.86** 0.05 
F3: Anger/hostility          
State anger 933 -4.87  7.68 1.50 a 6.51 1.98 a 5.26 28.52** 0.06 
Trait anger 935 -4.46 6.39 -0.07 5.09 2.70 4.93 62.98** 0.12 
Anger expression 932 -2.33 4.21 -0.26 3.94 0.78 3.60 19.19** 0.04 
Anger control 915 -1.44 a 5.05 -1.21 a 5.84 2.78 6.87 43.79** 0.09 
F4: Pro-offending attitudes          
Abel-Becker cognition 1019 12.00 a 13.40 12.34 a 17.08 12.18 a  13.21 0.02 0.00 
Hostility toward women 963 -1.54  7.37 0.70  5.19 4.57  5.35 72.02** 0.13 
Rape myth acceptance 1005 5.11 a 18.88 6.85 a 15.23 12.89  13.58 22.95** 0.04 
Note. *p<.05, **p<.001. Groups that share superscripts are not significantly different from one another using Tukey’s HSD post-hoc tests (p<.05) 
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Notably, scores on a number of measures of anger (trait anger, anger expression and 
anger control) showed average changes in an antisocial direction, as did fear of intimacy 
scores. Additionally, although many of the measures showed change in a pro-social direction 
for this group, post-hoc Tukey’s HSD tests found that the average amount of change was not 
significantly different to levels of change made by the Poor Change group across many 
measures. For these reasons, this group was named the Moderate Change group, representing 
a group of individuals who appeared to have responded to some degree to treatment (or 
perhaps who had begun to respond). 
The third group extracted by the LPA was the largest group, with 711 (60.8%) men 
from the sample being assigned to this group. These individuals showed higher average 
change than the other two groups across all factors, ranging from 0.2 to 0.4 standard 
deviations above the sample average. As shown in Table 3, the average raw change across the 
measures used in the study was also in a pro-social direction for all psychological factors 
except the frequency of sexual fantasising with intimate themes. Furthermore, the average 
raw change demonstrated was significantly higher than the average change made by the other 
two groups across all factors measured apart from four (sexual fantasising with intimate and 
sado/masochistic themes, state anger, and pro-offending attitudes). For these reasons, this 
group was named the Good Change group, representing a group of individuals who appeared 
to make good amounts of change across all factors over the course of treatment. 
Group recidivism 
 To assess whether group membership had an association with outcomes post-
treatment, sexual recidivism information was obtained for 1,037 men in the sample. Average 
follow-up time was 15 years 3 months, and ranged from 15 days to 25 years 4 months. A one-
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way ANOVA found that average follow-up times were not significantly different between the 
three groups (F = 0.30, p = .742). As shown in  
 
Table 9, 154 men (14.9%) received a new conviction for a sexual offence during the follow-
up period. The proportion of men receiving a new conviction for a sexual offence was highest 
for the Poor Change group (25.0%) followed by the Moderate Change group (17.7%), with 
the Good Change group showing the lowest rates of sexual recidivism (12.4%). 
 








Poor Change 48 5416 12 25.0% 
Moderate Change 362 5640 64 17.7% 
Good Change 627 5555 78 12.4% 
Total 1037 5578 154 14.9% 
 
To account for differences in follow-up times, a Kaplan-Meier survival analysis was 
conducted to confirm these differences in recidivism rates between groups after controlling 
for time at risk. As shown in Figure 7, there were significant between-group differences in 
the rate of sexual recidivism (using Generalised Wilcoxon; χ2 = 7.56, p = .023). Mantel-Cox 
pairwise comparisons revealed that individuals in the Good Change group reoffended at a 
significantly slower rate than those in the Moderate Change (χ2 = 4.53, p = .033) and the Poor 
Change (χ2 = 6.09, p = .014) groups; there was no significant difference in recidivism rates 
between the Poor and Moderate change groups (χ2 = 1.36, p = .244), potentially because of 




Figure 7. Kaplan-Meier survival plot for sexual recidivism by treatment change group 
 
 To assess whether change group membership provided additional predictive validity 
beyond static risk, a hierarchical Cox regression was run in which Static-99 scores were 
included as a predictor of sexual recidivism in the first step, and change group membership 
was added as a covariate in the second step (group membership was dummy-coded). This 
analysis was conducted using a sub-sample of the entire study sample for whom Static-99 
scores were available (n = 218). As shown in Table 10, change group membership was 
significantly associated with sexual recidivism after controlling for static risk. 
Table 10. Incremental predictive validity of change group membership for sexual recidivism 
- Loglikelihood Chi-square change 
Step One - Static risk 
391.35  
Step Two - Static risk and change group 





The analyses for the current study began by exploring the factor structure of the 
psychometric battery used in the study, finding that the individual psychometrics could be 
adequately represented by the four factors identified in previous research by (Allan et al., 
2007): Social Inadequacy, Sexual Interests, Anger/Hostility, and Pro-Offending Attitudes. A 
Latent Profile Analysis (LPA) was then conducted using average standardised residual 
change scores across these four factors, which found that a three-class model provided the 
best fit to the available data. Inspection of the average factor change and raw psychometric 
change across these three groups led to the identification of Poor Change (n = 51), Moderate 
Change (n = 408) and Good Change (n = 711) groups of offenders, based on the overall 
levels of change they made over the course of treatment. Furthermore, a survival analysis and 
Cox regression found that group membership was significantly predictive of the rate of 
sexual recidivism after controlling for static risk, with individuals in the Good Change group 
reoffending at a significantly slower rate than individuals in the Moderate Change and Poor 
Change groups.  
Together, these results indicate that there are meaningful distinctions that can be made 
between the change that different individuals make over the course of treatment. The 
differences in types of change between groups related more to the overall amount of change 
made across factors, rather than differences in the relative amount of change made between 
factors. For example, the Poor Change group did not make noticeably less change in a 
particular factor relative to other factors, but instead made less change than other groups 
across all four factors. That said, there was a slight tendency for the Moderate and Poor 
Change groups to show greater standardised pro-social change on measures of sexual 
interests relative to other factors than the Good Change group. Previous research has found 
that both sexual offending desisters and persisters show positive change across measures of 
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sexual deviance but differ in terms of change across other risk factors (Lasher & McGrath, 
2017); it is therefore possible that the patterns in standardised change seen across groups can 
be explained by more similar levels of change in sexual deviance across the sample (i.e., 
standardised levels of change in sexual deviance are more similar across groups because there 
is less variation in scores than for other factors measured).  
The finding that there are distinct categories of change made by individuals over the 
course of treatment has important implications for the measurement of treatment change. As 
discussed in Study Two, measures that are developed to assess categorical constructs 
typically differ from measures developed to assess dimensional constructs in important ways. 
Namely, measures of categorical constructs typically contain fewer items that relate to the 
key characteristics of each category, with the goal to assign individuals to categories with 
maximal discriminatory accuracy; fewer items are required because there is no need to 
distinguish between individuals across a continuum of the construct. However, as discussed 
in the introduction to this study, most current approaches to the measurement of treatment 
change treat change as a continuous construct, by calculating change across a dimensional 
scoring framework.  
Using measures with continuous total or scale scores may not be the optimum way for 
treatment change to be measured; however, the nature of the treatment change groups 
identified in the current study suggests that these measures may still be able to be applied in a 
way that is congruent with the categorical nature of treatment change. As shown in the 
current study, offenders can be meaningfully grouped according to the change that they have 
made, ranging from poor, moderate or good change. Because of the apparent sequential 
nature of these categories, it may be possible to identify optimum "cutting points" across 
treatment change scores that most accurately distinguish between the three change groups 
identified. It is important to explore whether purpose-built categorical treatment change 
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measures provide incremental predictive power to the current measures, however in the 
meantime valid and reliable dynamic risk assessment tools may be able to continue to be used 
to assess change over treatment.  
One benefit of using dynamic risk tools to assess both risk and treatment change is the 
ease of combining the two factors for risk communication. Namely, the communication of 
treatment change to decision-makers (e.g., judges, parole boards) could become simpler 
based on the findings of the current study, with levels of change being able to be conveyed 
using simple and non-arbitrary language. The treatment change groups identified in the 
current research also lend themselves well to the amendment of post-treatment risk based on 
change made during treatment. There are now several risk assessment tools for which 
estimates of recidivism have been developed by risk category (determined by identifying cut-
off scores across the total score continuum; (Hanson, Babchishin, Helmus, Thornton, & 
Phenix, 2017; Hanson, Helmus, & Thornton, 2010; Helmus, Hanson, Thornton, Babchishin, 
& Harris, 2012; Olver, Mundt, et al., 2018; Olver, Beggs Christofferson, Grace, et al., 2014). 
Notably, the recidivism estimates calculated for the VRS-SO (Olver, Mundt, et al., 2018; 
Olver, Beggs Christofferson, Grace, et al., 2014) take into account both risk category and 
change category. These change categories (low, moderate and good change) were identified 
by differentiating between individuals based on their change score relative to other 
individuals in the sample (i.e. based on standard deviation from the sample mean). Given that 
this is a relatively arbitrary method of categorising change, the change categories identified in 
the current study could provide more meaningful distinctions between the change made by 
different individuals. If we can develop a reliable way of identifying group membership for 
different individuals (e.g., identifying cut-off scores on common measures of change, or 
developing specialised categorical change measures), these categories could potentially 
provide greater levels of predictive accuracy to recidivism estimates; the predictive power of 
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the current study’s change categories was demonstrated by their significant association with 
recidivism rates.  
In order to develop reliable methods of assigning class membership, we first need to 
understand the characteristics of individuals who belong to each group, and the mechanisms 
that lie behind group membership (i.e., the mechanisms of treatment change). Because the 
change groups identified are distinguished by the overall level of change made (from poor to 
medium to high), it is possible that individuals move from one group to another as they 
continue to progress through treatment and demonstrate greater levels of change. Another 
possibility is that there is a factor not measured in the current study (e.g., motivation to 
change) that groups these individuals together for reasons other than merely the amount of 
change made, and which drives the patterns seen across overall treatment change at the end of 
treatment. The first possibility could be tested using repeated measures of treatment progress, 
using a tool designed for this purpose such as the SOTIPS. To assess the second possibility, 
we require a tool that comprehensively assesses both change in dynamic risk across multiple 
offence-related domains as well as factors that may contribute to the overall levels of change 
made across the course of treatment (i.e., a tool that captures possible mechanisms of or 
contributors to change); the VRS-SO is a tool that may be able to fill this gap, a possibility 
that is explored in the next study, Study Four. 
The following study will also address one of the primary limitations of the current study: 
the use of self-reported information to assess treatment change. There is a notable amount of 
scepticism in the literature regarding the use of self-reported information to assess offender 
risk and change, largely because of the relative transparency of some measures (e.g., 
measures of sexual deviancy and cognitive distortions) and the potential benefits to “faking 
good” for the offender (Beech, 1998; Gannon & Polaschek, 2005). Indeed, in the current 
study the only measure that did not show significantly different amounts of change between 
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the three groups was the ABCS, which measures distorted beliefs relating to sexual offending 
against children. As this measure is relatively transparent in what it is measuring, it is 
possible that individuals may have been responding in ways that indicated that they had made 
more prosocial change than the reality. That said, it is notable that despite the possibility of 
individuals “faking good”, distinct groups of individuals making different levels of change 
were still able to be found. Perhaps even more importantly, the recidivism rates across these 
groups were significantly different and in the direction that would be expected from the 
change profile of each group. This indicates that perhaps self-reported change is not as 
problematic when it comes to measuring risk and change as first thought, a finding that aligns 
with increasing evidence that socially desirable responding might be better considered as a 
factor that decreases risk of reoffending than as a potential limitation to research (Mills & 
Kroner, 2006; Stevens et al., 2016).  
The current study extended the results of Study Two by investigating the categorical 
nature of change indicated in the former study, finding that change is best captured by three 
distinct categories: poor, medium and high change. This finding has important implications 
for the conceptualisation, measurement, and communication of treatment change and its 
relationship to risk. In the following study the validity and reliability of this finding is 
replicated using a clinician-rated measure of treatment change, the VRS-SO. The nature and 
characteristics of the change groups are also explored further to enhance our understanding of 
the types of individuals belonging to each change category, and therefore our understanding 




Chapter Six/Study Four: Exploring the Relationship Between Pre-
Treatment Risk, Needs and Characteristics, and Treatment Change 
Results from the previous two studies suggest that treatment change displayed by men 
who have sexually offended against children is best conceptualised as a categorical construct, 
with men potentially able to be classified into one of three change groups. Findings from 
Study Three indicate that these groups represent men who made ‘poor’, ‘moderate’ and 
‘good’ amounts of change across the course of treatment. Furthermore, Study Three provided 
preliminary evidence that these groups are significantly predictive of sexual recidivism, with 
men in the Good Change group being significantly less likely to reoffend sexually than men 
in the Poor or Moderate Change groups.  
The first purpose of the current study was to validate the three treatment groups 
identified in Study Three by using a different measure of treatment change and observing 
whether the same change patterns are found between groups. This was important because as 
noted in Study Three, the measures used to identify the three change groups were not 
specifically designed to accurately and validly capture treatment change. Replication of these 
results using an independent and specialised measure of treatment change was therefore 
required.  
The Violence Risk Scale – Sexual Offense Version (VRS-SO; Wong, Olver, 
Nicholaichuk, & Gordon, 2003) was used as the additional measure of treatment change in 
the current study. As explained previously, the VRS-SO is a measure that was intentionally 
designed to track treatment change and as such incorporates a theoretical framework for 
measuring treatment change: the Transtheoretical Model of Behaviour Change (Prochaska et 
al., 1992). More information about the VRS-SO is provided in the Method section, however 
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there are a few notable features of the measure that are important to highlight, given the value 
they contribute to the current study.  
First, because the VRS-SO is strongly grounded in theory and theoretical frameworks, 
it provides a valid and robust way of measuring meaningful characteristics related to 
offending both pre- and post-treatment, and overall treatment change. This provides a 
stronger foundation for subsequent theory generation than information provided by measures 
of characteristics that merely correlate with offending behaviour and/or were not specifically 
designed to measure treatment change, such as the psychometric battery used in Study Three. 
Second, the VRS-SO captures meaningful criminogenic needs across multiple offence-related 
domains as well as factors that may contribute to overall levels of change across treatment. 
As mentioned in the previous study, the comprehensiveness of the VRS-SO increases the 
likelihood of detecting potential change mechanisms from the exploratory analysis compared 
to using measures of offence-correlated characteristics only, particularly if the mechanisms 
are driven by characteristics that sit outside criminogenic needs themselves (e.g., motivation 
to change). 
Linking Data to Theory 
The findings from Studies Two and Three provide important information for 
determining the nature of treatment change and potential mechanisms underlying this change. 
That said, the previous two studies focus largely on describing phenomena within the data 
(i.e. the existence of three distinct groups of individuals who meaningfully differ from one 
another in terms of change made over the course of treatment) without providing strong 
guidance as to theories that might explain this phenomenon. As explained by Haig (2014), the 
abductive approach to psychological research - whereby data is used to detect phenomena 
which are in turn used to generate explanatory theories about the phenomena of interest -  
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may provide a more meaningful and valid approach to theory generation than purely 
inductive approaches that merely describe data (see also Borsboom, Mellenbergh, & van 
Heerden, 2004). For this reason, inductive approaches to theory generation can lead to the 
development of theories that have little value beyond describing or predicting patterns within 
data. For example, this criticism has been levelled at dynamic risk factors (or criminogenic 
needs), which in the past were commonly identified purely by their statistical correlation with 
recidivism outcomes (Cording, Beggs Christofferson, & Grace, 2016; Heffernan & Ward, 
2015).  
Altering one’s research approach from inductive inference to abductive inference 
requires using the data and identified phenomena to generate explanatory theories; that is, 
abductively inferring the underlying causes of the phenomena (Haig, 2014). This is most 
validly achieved by using transparent and robust reasoning as a foundation for these theorised 
mechanisms, which includes incorporating links between the proposed mechanisms and other 
relevant existing theories that are well understood and widely accepted. Studies Two and 
Three have provided the groundwork for this process by using existing data on treatment 
change to identify relevant phenomena, through a largely exploratory analytical process 
(which Haig [2014] posits as a strong analytical approach for abuctive theory generation). 
However, more information about each of the three groups identified in Study Three is 
required to support the generation of possible causal mechanisms underlying group 
membership (and therefore treatment change).  
The Current Study 
The purpose of the current study was therefore to assess the validity of the change 
groups identified in Study Three, and to conduct an exploratory investigation of the pre-
treatment risk, needs and demographics of individuals in each of the three change groups. 
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Identifying the psychological characteristics (or phenomena) displayed by individuals before 
they enter treatment may provide an indication of the circumstances under which change is 
most, or least, likely to occur. This therefore provides a useful starting point for inferences 
about possible casual mechanisms that are linked to these characteristics or circumstances, 
and which may be causing the differences in treatment change (and eventual recidivism) 
previously observed. 
To achieve these purposes, the VRS-SO was scored for a sub-sample of the 
individuals used in Study Three, both pre- and post-treatment. Change across the VRS-SO 
total score and three sub-scale scores was then compared across groups to identify whether 
the same change patterns found in Study Three (poor, moderate and good change) were able 
to be replicated with the VRS-SO. Following this analysis, patterns of pre- and post-treatment 
risk, pre-treatment needs, and demographics (including offence-related histories) were 
compared between groups to investigate whether there were any significant differences 
between groups in terms of their characteristic profiles. 
It was hoped that the results of this study would provide relevant and important 
information about the three change groups that could be used to link the findings from 
Studies Two and Three to possible explanatory theories of underlying causal mechanisms 
involved in treatment change. 
Method 
Participants 
The sample used for the current study was the same sample as that used in Study 
Two. The sample comprised 1,170 men who had participated in a high-intensity, prison-
based treatment programme for sexual offending against children in New Zealand between 
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1990 and 2007. All men had provided written consent for their information to be used for 
research and evaluation purposes, prior to their commencement of assessment and treatment.  
 The majority of the sample (69.5%) identified as being of European ethnicity. Just 
under a quarter (23.4%) identified as NZ Māori, with 5.2% identifying as Pasifika and 1.9% 
as other ethnicities. Most men in the sample had attended the treatment programme at Kia 
Marama Special Treatment Unit in Rolleston, New Zealand (n =760, or 65.0%), with the 
remaining 410 men (35.0%) having attended Te Piriti Special Treatment Unit in Auckland, 
New Zealand. 
Violence Risk Scale – Sexual Offense Version (VRS-SO) 
The Violence Risk Scale – Sexual Offense Version (VRS-SO; Wong, Olver, 
Nicholaichuk, & Gordon, 2003) is a 24-item sexual offence risk assessment and treatment 
planning tool. The measure includes seven static items (addressing criminal history, and 
victim and offender demographics) and 17 dynamic items that encompass three factors: 
Sexual Deviancy (sexually deviant lifestyle, sexual compulsivity, offence planning, sexual 
offending cycle, and deviant sexual preference); Criminality (criminal personality, 
interpersonal aggression, substance abuse, community support, impulsivity, and compliance 
with community supervision); and Treatment Responsivity (cognitive distortions, insight, 
release to high risk situations, and treatment compliance). There are also two items that do 
not load onto any factor: emotional control and intimacy deficits. 
Each static and dynamic item is rated pre-treatment on a 4-point scale ranging from 0 
to 3, with higher scores representing a higher level of risk/need. An offender’s stage of 
change (Precontemplation, Contemplation, Preparation, Action, or Maintenance) is also rated 
for each dynamic item rated a 2 or 3, reflecting the individual’s motivation and readiness to 
change in relation to their treatment targets (i.e. dynamic items rated a 2 or 3 pre-treatment). 
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Stage of change on each treatment target is then re-assessed at the end of treatment. For each 
stage of change that the individual has progressed through on a given item, 0.5 is subtracted 
from the pre-treatment score for that item (although no subtraction is made for progression 
from Precontemplation to Contemplation, reflecting the lack of observable behaviour 
change). For example, if an individual scored 3 on a dynamic item pre-treatment and 
progressed from the Precontemplation or Contemplation stage to the Action stage, the 
individual would score 2 on this item post-treatment. VRS-SO change scores are calculated 
by subtracting pre-treatment dynamic scores from post-treatment dynamic scores for each 
individual. 
For this study, the VRS-SO was rated from file information for a sub-sample of 292 
men, including treatment reports, case notes, and offence history documents by two 
independent coders who were blind as to recidivism outcome. The VRS-SO scores for 218 of 
these men were collected and reported on for previous research (Beggs & Grace, 2010, 
2011); the coder who scored the additional 74 cases for the current study also scored the 
VRS-SO for 10 of the men in the original sample to test for inter-rater reliability. Where 
items were not able to be scored due to a lack of relevant information in the file, factor and 
dynamic item totals for that individual were pro-rated based on scores that were available for 
the remaining dynamic items, as per scoring manual protocol. Good inter-rater reliability was 
found for dynamic scores both pre-treatment, rICC = .83, p = .011, and post-treatment, rICC = 
.79, p = .021, and for static risk items, rICC = .97, p < .001. 
Psychometric battery 
Scores from a self-report psychometric battery completed prior to treatment were used 
to measure pre-treatment need in the current study; these psychometrics are the same 
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measures used in Studies Two and Three. Below is a brief reminder of each of these 
measures, grouped according to the overarching psychological construct that they relate to. 
Anti-social cognitions 
The Abel-Becker Cognitions Scale (ABCS; Abel et al., 1989) measures distorted 
attitudes and beliefs about sexual offending against children.  
The Hostility Toward Women scale (HTW; Check, 1985) measures negative beliefs 
about women, including the acceptance of aggressive motivations and behaviours directed at 
women.  
The Rape Myth Acceptance Scale (RMAS; Burt, 1980) measures attitudes supportive 
of sexual violence and aggression.  
Deviant sexual scripts 
Wilson’s Sex Fantasy Questionnaire (WSFQ; Wilson, 1978) measures the frequency 
or strength of different types of sexual fantasies, including intimate themes (e.g. sex with a 
partner), exploratory themes (e.g. group sex), impersonal themes, (e.g. sex with a stranger), 
and sado-masochistic themes (e.g. sex involving pain or use of force).  
Emotional Dysregulation 
The Beck Depression Inventory-II (BDI-II) measures depressive symptoms. 
The State-Trait Anxiety Inventory (STAI; Spielberger, 1983) measures general 
anxiety (T-scale) and current anxiety (S-scale).  
The State-Trait Anger Expression Inventory (STAXI; Spielberger, 1988) measures 
several aspects of anger and anger expression, including state anger, trait anger, anger 
suppression, anger expression, and anger control. As with Studies One and Two, both the 
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STAXI and the STAXI-2 were used in the assessment battery at different times over the 
period the study sample was collected from. The two versions of the measure are largely 
similar, however the STAXI-2 splits the anger control scale into two different subscales 
(Anger Control-Out and Anger Control-In) and has slightly more items overall (57 items 
compared with 44 items in the original measure). 
Intimacy Deficits 
The Revised UCLA Loneliness Scale (UCLS; Russell et al., 1980) measures 
experiences of loneliness.  
The Fear of Intimacy Scale (FIS; Descutner & Thelen, 1991) measures anxiety about 
intimate dating relationships.  
The Assertion Inventory (AI; Gambrill & Richey, 1975) measures degree of 
discomfort in situations requiring assertiveness (e.g. turning down a request for a meeting or 
date), and an individual’s likelihood of making an assertive response in these situations.  
The Social Self-Esteem Inventory (SSEI; Lawson et al., 1979) measures self-esteem 
in social situations.  
The Adult Nowicki-Strickland Internal-External Control Scale (ANSIE) measures 
locus of control. This refers to whether an individual perceives events or outcomes as 
dependent on their own behaviour (internal) or as a result of independent forces, such as other 
people, luck or fate (external).  
Procedure 
Data for the current study was extracted from the New Zealand Department of 
Corrections database used to obtain information for the sample in Studies Two and Three. 
This database holds pre- and post-treatment total scores for each measure used in the 
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psychometric battery, as well as demographic and historical information collected from 
participants at programme admission. Because the primary focus of the current study was 
validating and further exploring the results of Study Three, the current study used the same 
sample of 1,170 men from Study Three.  
Scores for the two different versions of the STAXI were dealt with in the same 
manner as described in the previous two studies. For individuals who completed the STAXI-2 
(n = 245) rather than the STAXI (n = 101), totals for the two Anger Control subscales were 
added together to create one overall Anger Control score. This was to ensure that the number 
of subscales was equivalent between the two versions. Because these subscales had differing 
numbers of items between the two versions, all scores on the individual subscales were then 
standardised. To retain consistency across all measures, raw scores on all remaining 
psychometrics were also standardised before being used in the subsequent analyses described 
below.   
Planned Data Analysis 
 The first step of the analysis used a sub-sample of 292 men with completed VRS-SO 
measures to validate the change groups identified in Study Three. This was achieved by using 
one-way and repeated measures ANOVAs to compare change made on the VRS-SO across 
the three groups identified in Study Three. If the change groups identified in Study Three are 
valid, we would expect a similar change profile to be found using VRS-SO change (i.e. the 
three groups making poor, moderate and good amounts of change relative to one another, 
with significant differences in mean change between the three groups). 
 To increase understanding of the profile of individuals categorised in each of the 
change groups, a series of ANOVAs and crosstabulations was then conducted to compare 
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risk, criminogenic needs and demographics across the three change groups. These analyses 
used the full sample of 1,170 men. 
 All analyses for the current study were conducted using SPSS 23 software. 
Results 
Comparison with Study Three Change Groups 
From the 292 men who were included in the Study Three sample and who had 
completed VRS-SO measures, 14 had been categorised in Study Three as belonging to the 
Poor Change group, 109 in the Moderate Change group, and 169 in the Good Change group. 
This was approximately proportional to the relative size of the groups from Study Three, 
however it meant that the sample was relatively small for the Poor Change group. This means 
that the following analyses involving the VRS-SO were relatively low-powered for this group 
and results should therefore be interpreted with caution. 
On average, men in the Poor Change group made the highest amount of average 
change between the pre- and post-treatment VRS-SO dynamic scores (M = 4.73, SD = 1.84), 
with the Good Change group having the second-highest average change (M = 4.62, SD = 
1.83) and the Moderate Change group the lowest (M = 3.60, SD = 1.66). A one-way ANOVA 
showed that the difference between groups was significant (F (2,289) = 11.50, p < .001, η2 = 
0.07). Post-hoc Tukey HSD tests indicated that the Good Change group showed significantly 
higher overall change than the Moderate Change group (p <.001), but other group 
comparisons failed to reach significance.  
A similar pattern was seen for change across the three VRS-SO factors, as displayed 
in Figure 8. Overall, men in the Poor Change group showed the highest average change for 
the Criminality and Treatment Responsivity factors, with men in the Good Change group 
showing the highest average change for the Sexual Deviance factor. Men in the Moderate 
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Change group had the lowest average change across all three factors. A one-way repeated 
measures ANOVA was conducted to assess whether the differences in factor change were 
significant between groups. The results showed that there was a significant difference in 
factor change across groups, F(2, 289) = 9.03, p <.001, η2 = 0.06). Post-hoc Tukey HSD tests 
found that the Good Change group showed significantly higher average change than the 
Moderate change group for Factor 1 (p < .001) and Factor 3 (p = .032), and approached 
significance for Factor 2 (p = .056), but there was no significant difference between the Poor 
Change group and other change groups. The most consistent difference found between 
groups was that the Good Change group consistently made greater change than the Moderate 
Change group; as mentioned above, results for the Poor Change group were limited by the 
small sample size. 
 






























 In order to understand more about the pre-treatment characteristics of individuals who 
were classified into each Study Three change group, a series of ANOVAs and 
crosstabulations was conducted using information about static risk, criminogenic need, and 
demographic characteristics. Because the different measures were not always available for 
the entire sample, the following analyses have been conducted using sub-samples of varying 
sizes. The size of each sub-sample has been indicated alongside the results of each analysis. 
Pre-treatment needs  
Differences in pre-treatment needs were assessed using the self-reported 
psychometrics completed by men prior to treatment entry. Table 11 displays pre-treatment 
scores on the psychometric battery, by change group. In general, the Good Change group had 
average scores that indicated more pro-social functioning at pre-treatment than the Moderate 
Change group, which in turn had average scores that were indicative of more pro-social 
functioning than the Poor Change group.  A series of one-way ANOVAs were conducted 
which showed that differences across groups were significant for all psychological factors 
measured by the battery except social self-esteem (F(2, 1,119) = 1.90, p >.05, η2 = 0.00) and 
probability of responding assertively to situations (F(2, 997) = 2.17, p >.05, η2 = 0.00).  
Post-hoc Tukey HSD tests were then conducted for all measures with significant 
ANOVAs. All three groups were significantly different from one another across several 
factors, including: having an external locus of control; anger expression; anger control; and 
hostility toward women. Average scores for the Good Change group were also significantly 
more pro-social than the other two groups for depressive symptoms, sado-masochistic 
fantasising, offence-supportive cognitions, and rape myth acceptance. This group also 
showed significantly more pro-social scores than the Poor Change group (but not the 
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Moderate Change group) for all remaining sub-scales on the WSFQ, state and trait anxiety, 
and state anger. The Moderate Change group showed significantly more pro-social scores 
than the Poor Change group for trait anger, but did not show significant differences across a 
number of other factors, including: fear of intimacy; loneliness; depressive symptoms; all 
subscales of the WSFQ; state and trait anxiety; state anger; anger suppression; offence-
supportive cognitions; and rape myth acceptance.  
Pre- and post-treatment risk 
Pre- and post-treatment risk was assessed for each of the groups using scores on the 
VRS-SO subscales. Average scores on each of the VRS-SO subscales by group are presented 
in Table 12.  One-way ANOVAs indicated that the change groups did not significantly differ 
from one another in terms of static risk; using the recent five-level risk category framework 
for the VRS-SO developed to align with the Council of State Governments non-arbitrary risk 
framework (Olver et al., 2018), all groups showed Level III (Average) static risk. There were 
significant differences in pre- and post-treatment dynamic risk, and pre- and post-treatment 
total risk across groups, however. Post-hoc Tukey HSD tests indicated that the Good Change 
group had significantly lower pre- and post-treatment dynamic and total risk than the 
Moderate Change group. Note that although the average subscale scores were significantly 
different, the two groups both had average pre- and post-treatment scores that placed them in 
the Level III (Average) risk category (although average post-treatment scores for the Good 
Change group were bordering on Level II [Below Average]). There were no significant 
differences between the Poor Change group and the other two change groups in terms of pre- 
or post-treatment dynamic or total risk, however the small sample size for the Poor Change 
group reduces the reliability of this finding. 
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Table 11. Pre-treatment psychometric scores, by change group 
  







Measure n Mean SD Mean SD Mean SD F η2 
F1: Social inadequacy 
         
Social self-esteem 1122 110.10 28.26 113.92 25.17 116.31 27.54 1.90 0.00 
Assertion - response prob. 1000 117.30 21.78 114.24 20.40 112.08 21.12 2.17 0.00 
Fear of intimacy 973 99.49ab 22.02 96.75a 20.69 93.04b 23.62 3.84* 0.01 
UCLA loneliness 1058 45.80 ab 9.08 46.38 a 9.12 44.37 b 10.64 4.71** 0.01 
Depressive symptoms 818 19.21 a 11.74 17.22 a 10.25 14.68 9.35 8.27*** 0.02 
External locus of control 1082 18.57 6.66 16.33 5.29 14.27 6.03 22.96*** 0.04 
F2: Sexual interests 
         
WSFQ - exploratory 1134 14.48 a 10.51 11.91 ab 9.12 10.92 b 8.54 4.59** 0.01 
WSFQ - intimate 1143 27.90 a 11.99 24.50 ab 10.20 23.85 b 11.44 3.16* 0.01 
WSFQ - impersonal 1140 15.04 a 8.69 12.42 ab 8.10 11.22 b 8.06 6.76*** 0.01 
WSFQ - sado/masochistic 1118 6.48 a 5.79 5.48 a 6.76 4.15 6.04 7.52*** 0.01 
F3: Anger/hostility 
         
State anxiety 1115 44.21 a 14.28 40.11 ab 12.81 38.79 b 12.93 4.58** 0.01 
Trait anxiety 1112 47.98 a 11.73 44.44 ab 10.86 42.87 b 12.02 5.63** 0.01 
State anger 1048 16.33 a 7.19 14.36 ab 6.27 14.07 b 5.59 3.34* 0.01 
Trait anger 1051 22.65 7.98 18.49 a 6.10 17.80 a 5.65 15.58*** 0.03 
Anger expression 1046 18.49 4.77 15.94 4.40 15.13 3.87 17.41*** 0.03 
Anger suppression 1026 19.28 ab 4.57 18.59 a 4.47 17.64 b 4.73 6.51** 0.01 
Anger control 1031 21.00 9.09 25.26 10.26 28.14 12.09 13.67*** 0.03 
F4: Pro-offending attitudes 
         
Abel-Becker cognition 1157 118.61 a 16.45 119.62 a 17.19 127.05 13.92 33.76*** 0.06 
Hostility toward women 1111 15.04 6.57 12.29 5.87 10.44 6.24 20.49*** 0.04 
Rape myth acceptance 1126 56.87 a 21.52 51.97 a 18.93 43.50 16.55 36.41*** 0.06 
* p <.05; ** p <.01; *** p <.001. Figures that share superscripts are not significantly different at p <.05 level.
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n 14 109 169 
VRS-SO sub scale M SD M SD M SD 
Static 7.71 4.46 8.05 4.67 7.56 4.73 0.35 0.00 
Pre-treatment dynamic 24.32ab 5.92 24.06a 6.23 21.57b 5.62 6.58** 0.04 
Pre-treatment total 32.04ab 9.31 32.10a 9.39 29.12b 8.83 3.84* 0.03 
Post-treatment dynamic 19.59ab 6.19 20.46a 6.93 16.95b 6.21 9.94*** 0.06 
Post-treatment total 27.30ab 9.48 28.51a 9.98 24.57b 9.33 5.7** 0.04 
* p <.05; ** p <.01; *** p <.001. Figures that share superscripts are not significantly different at p 
<.05 level. 
Demographic and historical characteristics 
The demographic and historical characteristics of group members were also compared 
across groups; results are displayed in Table 13. Overall, the three groups were relatively 
similar to one another in terms of demographic and background characteristics; one-way 
ANOVAs and crosstabulations found no significant differences between the groups based on: 
number of prior sexual offences; number of other prior serious offences; sexual abuse in 
childhood; physical abuse in childhood; onset of offending prior to adulthood; and 
relationship to victims.  
A significant difference was found between the groups in terms of the average 
number of victims (F(2,996) = 4.07, p = .017, η2 = 0.01). A post-hoc Tukey HSD test found 
that men in the Poor Change group had a significantly higher number of average victims (M 
= 15.33, SD = 39.23), compared with men in the Moderate Change (M = 6.30, SD = 14.82) 
and Good Change (M = 6.72, SD = 19.38) groups.  
A significant difference was also found in the preferred victim gender between groups 
(χ2 (4, n = 1001) = 10.96, p = .027, φ = 0.11). Men in the Poor Change group were 
significantly less likely to report an interest in males only (9.5%) compared to expected rates, 
but were significantly more likely to report an interest in both males and females (14.3%). 
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Men in the Moderate Change group were significantly more likely to report an interest in 
females only (78.0%) and significantly less likely to report an interest in males only (14.3%) 
compared to expected rates, whereas men in the Good Change group were significantly more 
likely to report an interest in males only (21.0%) and significantly less likely to report an 























Group 1: Poor Change Group 2: Moderate Change Class 3: Good Change 
  
  M (SD) M (SD) M (SD) 
Offence history       
No. of prior sex offence 997 F = 0.10 .903 1.26 (2.45) 1.03 (2.85) 1.05 (3.32) 
No. of prior major offence 977 F = 2.20 .111 12.53 (36.84) 10.18 (57.61) 5.40 (16.39) 
No. of victims 999 F = 4.07 .017 15.33 (39.23) 6.30a (14.82) 6.72a (19.38) 
Personal history 
 
  % (n) % (n) % (n) 
Was sexually abused 998 χ2 = 3.13 .209 
   
Yes 
 
  61.9 (26) 54.5 (189) 60.1 (366) 
No 
 
  38.1 (16) 45.5 (158) 39.9 (243) 
Was physically abused 1001 χ2 = 3.63 .163    
Yes    61.9 (26) 47.1 (164) 46.8 (286) 
No    38.1 (16) 52.9 (184) 53.2 (325) 
Offending pre-adulthood 1002 χ2 = 2.08 .353    
Yes 
 
  47.6 (20) 37.1 (130) 40.2 (245) 
No 
 




   
Relationship 911 χ2 = 2.76 .598    
Related only    47.5 (19) 57.1 (185) 54.5 (298) 
Extrafamilial only    40.0 (16) 29.3 (95) 33.3 (182) 
Mixed    12.5 (5) 13.6 (44) 12.2 (67) 
Gender 1001 χ2 = 10.96 .027 
   
Male 
 
  9.5 (4) 14.3 (50) 21.0 (128) 
Female    76.2 (32) 78.0 (273) 71.4 (435) 




The results of the current study provided tentative support for the change groups 
identified in Study Three. Individuals in the Good Change group displayed significantly 
greater average change than the Moderate Change group for VRS-SO total and for each of 
the three VRS-SO subscales. However, neither the Good Change nor the Moderate Change 
groups made greater amounts of change than the Poor Change group on any of the VRS-SO 
subscales or the total VRS-SO score. Instead, average change scores were higher for the Poor 
Change group than the other two groups, though not significantly so. 
That the Poor Change group showed the highest average change on the VRS-SO total 
and subscale scores was counter to expectations based on the results of Study Three. That 
said, the difference in change between the Poor Change group and other groups was not 
significant. This indicates that the small sample size could potentially be creating misleading 
results for the Poor Change group. The fact that the Good Change group showed significantly 
greater average change than the Moderate Change group across all scales, however, is what 
would be expected from the results of Study Three. Taken together, these results provide 
tentative support for Study Three’s findings, however the analysis should be repeated with a 
larger sample in order to obtain more conclusive results. 
Group Characteristics 
Overall, analysis of the pre-treatment psychometric score patterns suggested that there 
were significant differences between change groups across a number of domains, including 
sexual interests, anger/hostility, pro-offending attitudes and social inadequacy. Social self-
esteem and likelihood of responding assertively were the only two characteristics measured 
that did not show significant differences between groups. In general, individuals in the Good 
Change group were significantly more pro-social across a number of areas than the Poor 
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Change group. The Moderate Change group also tended towards being more pro-social than 
the Poor Change group, but was generally less pro-social than the Good Change group; 
however, these differences between the Moderate Change group and the other two groups 
were often not significant.  
This finding that the Good Change group had the lowest pre-treatment level of need 
was also supported by results from the analysis of average VRS-SO dynamic scores, which 
found that the Good Change group had significantly lower pre- and post-treatment dynamic 
and total risk than the Moderate Change group. There was no significant difference in pre- or 
post-treatment dynamic or total VRS-SO scores between the Poor Change group and the 
other two groups; again, this could potentially be due to of the small sample size for the Poor 
Change group (n = 14). 
To some extent, the finding that the Good Change group had lower pre-treatment 
needs and dynamic risk than other change groups may be surprising given that previous 
studies have found that individuals who are at higher risk pre-treatment tend to make larger 
gains during treatment (e.g., Beggs & Grace, 2011); this was theorised to be caused by higher 
risk/needs individuals having the opportunity to make greater amounts of change in order to 
reach normative levels of functioning compared to individuals who were lower risk to begin 
with. This theory is supported by other studies that have found that individuals who 
“improved” on dynamic risk factors over the course of treatment had the highest recidivism 
rates compared with individuals who “deteriorated” or made “no change” over treatment, 
using clinically significant change methodology (Wakeling et al., 2013). It was this 
phenomena that led to the use of standardised residual change scores when assessing the 
relationship between change and recidivism (Beggs & Grace, 2011; Olver, Kingston, 
Nicholaichuk, et al., 2014). 
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However, previous research has found results that are consistent with the findings of 
the current study. For example, Stirpe, Wilson, & Long (2001) used Standard Goal 
Attainment Scaling for sexual offenders (SGAS) to rate clinical treatment change 
demonstrated by a group of 28 low-moderate risk and 20 high-risk sexual offenders on 
conditional release in Canada. The researchers found that the low-moderate risk group 
improved significantly more than high risk offenders on GAS total scores and across multiple 
areas of offence-related functioning during treatment. Furthermore, the low-moderate risk 
group was found to have continued to change in a pro-social direction at a 3 month post-
treatment follow-up, whereas the high risk group had only maintained improvements (with 
non-significant decreases in pro-social gains made during treatment).  
One notable difference between Stirpe and colleagues’ (2001) study and previous 
studies finding a link between high risk and high overall change is that Stirpe and colleagues 
captured progress using a tool specifically designed to measure treatment outcome (the 
SGAS), whereas others used change across psychometric batteries. Other previous studies 
have also found that it is not necessary to adjust raw change to control for pre-treatment risk 
when using specifically-designed change measures to predict sexual recidivism (e.g., Beggs 
& Grace, 2011, for the VRS-SO and SGAS). This suggests that these tools incorporate an 
important factor or mechanism of change that is not captured by merely assessing change 
across various psychometrics (even if these psychometrics are predictive of recidivism at pre- 
and/or post-treatment). This speaks to the importance of understanding the mechanisms 
underlying treatment change when attempting to accurately measure change and incorporate 
the information into decision-making and risk assessment.  Such an approach provides a more 
robust and accurate measurement of offence-related change than relying on change across 
individual dynamic risk items that may be predictive of risk but lack clear causal links to 
offending behaviour (Heffernan & Ward, 2015). 
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Findings from the current study are able to provide some tentative guidance as to 
potential mechanisms underlying change. Importantly, the current study found that although 
individuals in the Good Change group were generally lower risk at pre- and post-treatment 
than individuals in other change groups, they did not differ significantly from the other 
groups in terms of static risk or most demographic or historical characteristics (apart from 
number of victims and preferred victim gender). This suggests that the Good Change group 
were not significantly different from other groups in terms of their offence-related histories or 
demographic backgrounds, but that they did differ in terms of their pre-treatment needs (or 
level of pro-sociality). This finding - that individuals in the Good Change group were 
significantly more pro-social prior to entering treatment despite having similar backgrounds 
and static risk to other groups - could potentially indicate that the Good Change group 
represents a group of individuals who are further along their journey of desistance than other 
groups, due to the influence of internal factors that support this desistence.  
Findings from Stirpe and colleagues’ (2001) study provide some support for this 
conclusion. They found that individuals who had low-moderate levels of dynamic risk prior 
to entering treatment (and who made greater levels of overall change across treatment) 
displayed similar increases in motivation to change to individuals in the high risk group. 
However, individuals in the low-moderate risk group maintained these increases in 
motivation 3 months after treatment completed, whereas the high risk group did not. 
Motivation to change therefore appeared to be a stronger and more permanent drive for 
individuals who had made the most improvement over treatment and after treatment had 
finished, compared with those who had made smaller and less sustained change. Other 
studies have also found that increased motivation to engage in treatment, manage risk factors, 
and exhibit a change in behaviour is linked with lower sexual reoffending rates (Olver, Beggs 
Christofferson, Grace, et al., 2014), with one study finding that motivation to change 
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behaviour was the only one of the six goals included in the SGAS to significantly predict 
sexual reoffending after controlling for static risk (Beggs, 2008).  
In terms of what might be driving this motivation to change, research and theory has 
suggest that “cognitive transformation” is a key mechanism underlying desistance (Giordano, 
Cernkovich, & Rudolph, 2002). Cognitive transformation represents a shift in the way that 
individuals conceptualise themselves and how their previous behaviour fits in with this self-
conceptualisation. It can include changes in: openness to change; the meaning or salience of 
pro-social reinforcers; pro-social identity; and views of the antisocial behaviour previously 
engaged in. The importance of cognitive transformation has also been highlighted in the 
narratives of individuals who have desisted from sexual offending (Harris, 2014). Because 
cognitive transformation is an internal phenomena that then drives the behavioural shifts 
measured by treatment change tools, it could potentially be the underlying mechanism 
driving the high amounts of change demonstrated by the Good Change group.  
That cognitive transformation is a primary driver of motivation, and therefore change, 
could also explain why the Good Change group does not differ from the other groups with 
regard to static risk or demographic characteristics – it is not differences in offence history or 
backgrounds that is driving the change, but instead an internal shift in self-conceptualisation 
toward a more pro-social identity. It could potentially also be this internal level of motivation 
that drives these individuals to display greater amounts of change over treatment, despite 
having less “room” to make change than the individuals higher in dynamic risk (although the 
LPA in Study Three was conducted using standardised residual change scores that control for 
this issue, assessment of raw change scores still showed that the Good Change group made 
greater amounts of raw change than other groups). Furthermore, the lower rates of dynamic 
risk prior to treatment entry for the Good Change group suggests that this cognitive 
transformation process may have begun prior to entering treatment. The concept of cognitive 
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transformation as one of the key underlying mechanisms of treatment change also helps to 
explain why specifically-designed change measures such as the VRS-SO or SGAS generally 
perform better than other risk tools when using change to predict recidivism: these tools are 
grounded in change theory that captures internal motivation and stages of change, and 
therefore provide a better measure of potential change mechanisms than tools that rely on raw 
change across items that merely correlate with recidivism, or represent proxies for desistance-
related factors. 
The current study provides preliminary evidence to support the three change groups 
identified in Study Three, and for the importance of cognitive transformation as an 
underlying mechanism of treatment change. That said, there are a number of limitations that 
must be noted when interpreting these results. First, the strength of the findings is limited by 
the relatively small sample size for the VRS-SO, and in particular, the small number of cases 
in the Poor Change group. The small sample size made drawing conclusions about the 
validity of Study Three’s findings, and the link between pre- and post-treatment risk and 
change, difficult. It is therefore recommended that the study is replicated using a larger 
sample of individuals with VRS-SO information. This would allow for a full replication of 
both Studies Two and Three (i.e. a taxometric analysis and latent class analysis of VRS-SO 
change scores), providing a strong test of the findings of these two studies. 
Second, the VRS-SO scores were obtained by retrospectively scoring file information 
about individuals. Although raters were blind to recidivism outcomes, coding from file 
information means that raters were limited to the information that had been collected and 
retained about individuals when making their assessments. This meant that information was 
sometimes missing, and items at times had to be omitted. This approach also relied on the 
accuracy and depth of information that was previously collected. Being able to code the 
VRS-SO from in-depth clinical assessments including interviews would be a more robust and 
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rich source of information for scoring the tool. That said, previous studies have still been able 
to demonstrate the predictive validity of VRS-SO scores coded from file information (Beggs 
& Grace, 2011; Olver, Beggs Christofferson, Grace, et al., 2014). 
Future research could extend the findings of the current study by incorporating 
measures of protective factors into the assessment of change. Tools such as the SAPROF-SO 
(currently being piloted; Willis, Thornton, Kelley, & de Vries Robbé, 2018) include measures 
relevant to cognitive transformation, such as life goals, attitudes toward rules and regulations, 
and motivation for managing risk. It could prove useful to assess the pre- and post-treatment 
level of protective factors in the different change groups identified in the current research, to 
identify whether the Good Change group do indeed display higher levels of cognitive 
transformation than other groups. Research could further test the importance of cognitive 
transformation by exploring whether measures of cognitive transformation provide 
incremental predictive validity for recidivism beyond that provided by change scores alone. 
Future research could also further our understanding of the importance of internal 
mechanisms in treatment change and desistance from offending by further exploring the 
stages of change captured by tools such as the VRS-SO. If internal motivation prior to 
entering treatment is a key component of treatment progress, this may be identified by 
assessing whether stage of change at pre-treatment is predictive of total change, after 
controlling for pre-treatment risk. Furthermore, the role of internalised stage of change in 
desistence could be explored by assessing whether the stage of change at pre- or post-
treatment provides incremental predictive validity for recidivism, beyond that provided by 
risk or overall treatment change. 
Overall, the results of the current study provide tentative validation of the findings 
from Study Three that suggested that individuals who have engaged in sexual offending 
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treatment can be categorised into three meaningful groups: those who made Good Change, 
those who made Moderate Change, and those who made Poor Change over the course of 
treatment. Combined with the findings from Study Two, it can be concluded that these 
groupings are meaningfully distinct from one another, and that group membership provides 
important information relevant to future offending (or desistence) and to the mechanisms that 
underlie treatment change. The further exploration of risk, needs and demographic 
characteristics of these groups in the current study also provided some important directions as 
to what these underlying mechanisms might be, and how they might best be measured. The 
implications of this study, and those of the other studies presented in this dissertation, are 
further explored in the discussion that follows in the next chapter. 
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Chapter Seven: General Discussion 
The previous four studies collectively provide an important contribution to the sexual 
offending literature by first aiming to validate an influential theory of the aetiology of 
sexually harmful behaviour (thereby identifying psychological factors or criminogenic needs 
that are meaningful in terms of prevention and treatment), and then by conducting an in-depth 
exploration of the nature of treatment change and the mechanisms that underlie this change. 
Together, this research represents a notable attempt at shifting away from a purely data-
driven approach to research, and instead employing an abductive scientific approach by first 
using data to identify phenomena, and then exploring identified phenomena in a way that 
informs the generation or validation of causal theories regarding underlying mechanisms 
(Haig, 2005).  
In this final chapter I briefly touch upon the findings and implications of the four 
studies included in this thesis, and then conclude with an overview of the limitations of the 
research and an indication of the future research directions suggested by the studies. 
Overview of Research Findings and Implications 
The primary aim of Study One was to attempt to validate Ward and Siegert’s (2002) 
Pathways Model of sexual offending against children. One of the strengths of this model is 
the inclusion of causal mechanisms associated with each of the pathways, which provides 
important guidance for intervention and prevention. The study used pre-treatment scores on a 
psychometric battery completed by 1,134 male sexual offenders against children to conduct a 
Latent Profile Analysis (LPA) that identified meaningful latent classes of individuals within 
the sample. Results found that the sample was best captured by five classes: Low Needs 
(individuals with scores lower than the average across all measures); Deviant Sexual Scripts 
(individuals with elevated scores on measures of sexual fantasising); Intimacy Deficits 
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(individuals who displayed elevated scores on measures of interpersonal difficulties); 
Emotional Dysregulation (individuals demonstrating issues with emotional control and 
expression); and Multiple Dysfunction (individuals with scores above the average across all 
measures, aside from state anger). These groups provided a good fit with the hypothesised 
pathways from the original model, with two notable exceptions: the originally-hypothesised 
Antisocial Cognitions pathway was not identified in the study sample, and the Low Needs 
group that was identified was not originally hypothesised in the model.  
Overall, the study provided tentative support for the pathways and related causal 
mechanisms originally hypothesised in the model. Where findings differed from that 
hypothesised, the study provided valuable information for further theory development and 
refinement. This included suggesting further causal mechanisms not included in the original 
model (e.g., hypersexuality for the Deviant Sexual Scripts group), or an adjustment of the 
proposed mechanisms (e.g., greater emphasis on sex as coping as the primary mechanism for 
the Emotional Dysregulation group).  
The study also contributes to a growing body of literature that stresses the importance 
of targeting and individualising treatment for sexual offending, in direct comparison to the 
currently more common approach of modular delivery of treatment (T. Gannon et al., 2012). 
If the offending of different individuals can be explained by distinct causal mechanisms, then 
it makes intuitive sense that the targets of intervention should also be tailored to address these 
distinct mechanisms. Results from Study One suggest that the Pathways Model provides a 
valuable and reliable guide for practitioners and researchers attempting to individualise 
treatment in this way, providing promising targets for prevention and intervention efforts. 
Further developing and revising the model based on results from existing validations is 
therefore an important focus for future research. 
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 The results of Study One suggested that sexual offending against children is caused 
by a number of distinct mechanisms, which differ between individual offenders. 
Extrapolating these results further suggests that because of these differing mechanisms, 
different individuals may also vary in terms of appropriate or effective treatment targets, and 
therefore in terms of the kind of change that they make over the course of treatment. 
Furthermore, as discussed in Chapter Two of this thesis, most existing measures of treatment 
change treat change as dimensional (see Beggs, 2010, for review), despite no existing studies 
exploring or confirming this assumption. 
The aim of Study Two was therefore to explore the latent structure of treatment 
change for sexual offenders against children, by identifying whether treatment change is best 
conceptualised as categorical or dimensional in nature. Results from a taxometric analysis, 
conducted using standardised residual change scores from 346 individuals who had 
completed treatment, suggested that treatment change is best conceptualised as a categorical, 
rather than dimensional, construct. That is, differences in treatment change between 
individuals are best understood as differences in the type of change made, rather than simply 
the amount of change made. 
Conceptualising change as categorical has important implications for our theoretical 
understanding of the mechanisms involved in change, and for how change is most 
appropriately measured and communicated. Tools that are designed to measure categorical 
constructs differ in important ways from tools designed to measure dimensional constructs (J. 
Ruscio et al., 2006). These differences include measures of categorical constructs generally 
being shorter and less complex, and are scored in ways that help to distinguish between 
members of different groups in areas where there might be some overlap. Perhaps the most 
obvious requirement of a categorical measure of treatment change is the need for non-
arbitrary assignment of individuals to different change groups, to replace the current common 
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approach of summing numerical item scores for a continuous overall change score. Results of 
Study Two suggest that assessments of treatment change should be aiming to maximally 
discriminate between different groups of offenders making different kinds – rather than 
different amounts – of change. This is an approach that has been partially adopted by some 
dynamic risk assessment measures (e.g., the VRS-SO and its use of stages of change to 
measure treatment progress); however, the current research suggests that these tools will need 
to be revised to ensure that all items are contributing meaningfully to the measurement of 
change groups. As previous research has found that risk of offending is best conceptualised 
as dimensional (Walters et al., 2009), it is unlikely that dynamic risk measures represent the 
most appropriate or accurate measures of categorical treatment change.  
Study Two provides an important contribution to the literature by representing the 
first study of the latent structure of treatment change, thereby laying the groundwork for a 
deeper understanding of treatment change as a phenomenon. We know from previous 
research that categorical constructs typically have more simple underlying mechanisms than 
dimensional constructs (Meehl, 1973, 1992), suggesting that the drivers of prosocial change 
are similarly non-complex and limited in number. As discussed above, the findings of Study 
Two also have important implications for the ongoing development of treatment change 
measures. The next obvious step to further explore the ramifications of these findings was to 
explore what a typology of treatment change might look like, and to identify the key 
characteristics or factors associated with the structure of this typology. 
Thus, the aim of Study Three was to identify, based on the findings from Study Two, 
whether the change made by individuals over the course of treatment can be classified into 
meaningful and distinct categories. LPA was used to achieve this aim, using standardised 
residual change scores from the psychometric battery utilised for Studies One and Two. From 
the sample of 1,170 men convicted of sexual offences against children, three classes were 
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extracted. Average change across the four factors identified in the psychometric battery was 
assessed for each group, leading to the following labels being used to describe the change 
patterns of each group: Poor Change (a group of individuals who did not appear to respond to 
treatment, and in fact displayed raw change in an antisocial direction for most measures); 
Moderate Change (a group of individuals who responded to some degree to treatment, or who 
perhaps had just begun to make change); and Good Change (a group of individuals who 
appeared to make good progress over the course of treatment across all factors). Furthermore, 
the change groups identified in the LPA demonstrated a significant association with 
recidivism after controlling for static risk, with individuals in the Good Change group 
reoffending at a significantly slower rate than individuals in the Moderate and Poor Change 
groups. Individuals in the Moderate Change group also tended towards reoffending at a lower 
rate than individuals in the Poor Change group, however this difference was not significant 
(possibly because of the small sample size for the Poor Change group). 
Overall the findings from Study Three suggested that meaningful distinctions can be 
made between different kinds of change made over the course of treatment, and that these 
differences in change are linked to future rates of recidivism. The findings also support the 
conclusions suggested by the results of Study Two, that some existing measures of treatment 
change that incorporate some degree of treatment categorisation (e.g., the VRS-SO) may be 
suitable for continued application for measuring change, with some slight modifications to 
final scoring. Because of the apparent sequential nature of change made across groups (from 
poor to moderate to good amounts of change), it may be possible to identify optimum 
“cutting points” across existing change scales that accurately discriminate between groups. 
The categories of treatment change identified in the current research also fit well with 
existing methods of incorporating change with risk assessment and communication used for 
some measures. For example, the VRS-SO already utilises a three-change scale to calculate 
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normed recidivism estimates by change and risk scores (Olver, Mundt, et al., 2018; Olver, 
Beggs Christofferson, Grace, et al., 2014). The change groups identified in the current 
research could provide a more meaningful way of distinguishing between the change groups 
used for recidivism estimates, compared to the current relatively arbitrary approach of using 
deviations from the mean to identify cut points.  
Although the results of Study Three are encouraging regarding the use of some 
existing measures of change, it is also important to explore whether purpose-built measures 
will provide incremental predictive validity over modified existing measures of change. 
Although the change groups identified in the current research appear to be linked closely to 
the overall amounts of change made by individuals, it is not clear from Studies Two and 
Three the factors that determine group membership. On the one hand, it may be that 
individuals move between groups (from poor to moderate to good change) as they continue to 
make progress over the course of treatment. That is, it is possible that group membership is 
only determined by the amount of change made at a given point in time. However, the 
negative (i.e. antisocial) change made by individuals in the Poor Change group raises 
questions about this conclusion, suggesting that other factors might be driving response to 
treatment. An alternative explanation is that members in each group share a common 
characteristic (or characteristics) not measured in Study Three (e.g., motivation for change) 
that both serves as the primary factor linking individuals together, and influences the overall 
patters of change displayed across groups. Conducting further research to tease apart these 
two possible explanations was important both for guidance around the development of 
specific measures of change, and for informing theories about the mechanisms underlying the 
change displayed by each group. It was also important that the results of Study Three were 
validated using a separate measure of change, to increase confidence in the findings and 
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provide a more robust foundation for future research and theorising building on these 
findings. 
The aim of Study Four was therefore to provide a validation of the change groups 
identified in Study Three, and to conduct an exploratory investigation of the pre-treatment 
risk, needs and demographics of individuals in each of the three change groups. Exploring the 
characteristics associated with members of each group was important for providing additional 
understanding about the phenomenon of treatment change; a comprehensive understanding of 
a given phenomenon is an important step in abductively developing meaningful aetiological 
theories of change (Haig, 2005, 2013). The VRS-SO was used as the additional measure of 
change in Study Four because of the benefits of the measure already noted above, including: 
the incorporation of a categorical assessment of change into its ratings of change (i.e. the 
stages of change assessment); the comprehensive assessment of multiple offence-related 
items with strong theoretical underpinnings (which would allow for a wider assessment of 
potential factors linked to change); and previous research demonstrating the predictive 
validity of the VRS-SO change scores (Beggs & Grace, 2011; Olver et al., 2015). These 
benefits made the VRS-SO a useful tool for both validating the findings of Study Three, and 
providing more information that could feed into theory development. 
To achieve these aims, Study Four utilised VRS-SO scores for a sub-sample of 292 
men from Study Three to assess change profiles on the VRS-SO change scales for each 
group, and compared these with the change profiles obtained from the psychometric battery 
in Study Three. Overall, the results provided tentative support for the results of Study Three, 
finding that individuals in the Good Change group displayed significantly greater average 
change than the Moderate Change group for VRS-SO total and factor change scores. 
Contrary to expectations, the Poor Change group showed higher average change on the VRS-
SO compared to the Moderate Change and Good Change groups, however this difference was 
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not significant. The small sample size for the Poor Change group in this analysis (n = 14) 
may have affected the reliability of this finding, however. It is important that this analysis is 
replicated with a larger sample to provide a more robust test of the validity of Study Three’s 
findings. 
Study Four also included an analysis of differences in pre-treatment needs, static risk, 
and historical or static factors between change groups. Overall, significant differences 
between change groups were identified across several domains of pre-treatment need, 
including sexual interests, anger/hostility, pro-offending attitudes and social inadequacy, and 
for VRS-SO dynamic scores; in general, individuals in the Good Change group were 
significantly more pro-social across needs domains than the Poor Change group, with the 
Moderate Change group scores falling between these two other groups (although often with 
non-significant differences to both groups). Importantly, despite these differences in pre-
treatment needs between groups, no significant differences were found in static risk or across 
most historical or demographic characteristics between groups.  
The finding that individuals were similar in terms of their backgrounds and static 
level of risk prior to entering treatment, but that the groups differed in terms of their dynamic 
or criminogenic needs provided some potentially important information about what might be 
driving the patterns of change seen across groups. Given that dynamic risk factors typically 
provide a more recent assessment of individual characteristics and environments, the lower 
level of pre-treatment dynamic needs for individuals in the Good Change group (despite the 
similar levels of static risk) indicates that these individuals may already have been on a 
pathway to desistance prior to entering treatment. Additionally, we know that measuring 
change itself provides incremental predictive validity beyond that provided by pre- or post-
treatment dynamic risk (Beggs & Grace, 2011), indicating that measuring change is capturing 
some important characteristic or process beyond just reducing dynamic risk factors. 
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Furthermore, as mentioned previously, the finding that change is categorical suggests that the 
mechanisms underlying change are relatively straightforward and involve only a small 
number of external factors (Meehl, 1973, 1992).  
These considerations together provide an indication of potential mechanisms 
underlying change. Previous research has demonstrated that motivation to change appears to 
be a key component of the amounts of change made by individuals over the course of 
treatment (Olver, Beggs Christofferson, Grace, et al., 2014; Stirpe et al., 2001), with 
“cognitive transformation” potentially underlying this level of motivation (Giordano et al., 
2002). Cognitive transformation represents a shift in the way that individuals conceptualise 
themselves and the level of congruence between their previous behaviour and this self-
conceptualisation. This is an internal transformation that is not explicitly measured by 
existing measures of treatment change, but which would have a noticeable impact on other 
behaviours measured by these tools.  
As the Good Change group demonstrated lower levels of dynamic risk prior to 
entering treatment, it is possible that this transformation had begun taking place prior to 
entering treatment, driving the higher levels of change displayed despite having “less room” 
to make this change compared to higher-risk individuals. According to frameworks such as 
the Good Lives Model (Ward, 2002) or Risk-Needs-Responsivity (Bonta & Andrews, 2016), 
this greater level of change could be explained by intervention providing individuals with the 
tools to successfully achieve the prosocial goals that they have developed for themselves 
through their transformation. Individuals in the Moderate Change group could therefore 
represent those individuals who required slightly more work to begin or complete their 
cognitive transformation, beginning to make the corresponding behavioural changes at a later 
stage than the individuals who were further along the process prior to entering treatment. The 
concept of cognitive transformation as one of the key underlying mechanisms of change also 
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explains why change measured by tools such as the VRS-SO or SGAS are typically found to 
have higher predictive validity: these tools are grounded in frameworks that incorporate 
internal motivation and stages of change, thereby providing closer measurement of potential 
change mechanisms than tools that merely assess behavioural proxies for these internal 
motivation states. Focus on measuring internal motivation states rather than behaviours that 
correlate with reoffending may therefore be key in predicting response to treatment and in 
accurately capturing factors that are directly relevant to changes in risk or future behaviour. 
Limitations 
Although the research presented in the current thesis contributes information that can 
help fill central gaps in the current literature, there are a number of limitations associated with 
the research that are important to note. The first of these limitations is that all studies used 
data that was obtained retrospectively about individuals in each sample. The use of 
retrospective information is subject to a greater level of bias and confounding effects than 
prospectively collected information. The collection of largely administrative data in the 
current research also had an impact on the type of information that was available for each 
study. There may have been other factors or variables that it would have been valuable to 
include in the research, but which were not available in the existing administrative datasets. 
Of particular note is the lack of protective factors in the data used to explore treatment 
change. Although there is ongoing debate about whether protective factors represent 
characteristics that are meaningfully distinct from dynamic risk factors (Serin, Chadwick, & 
Lloyd, 2016), an increasing focus of current research involves the investigation and 
measurement of protective factors to identify their utility in assessment, treatment and risk 
prediction (Fortune & Ward, 2017). This includes the development of a sexual offending-
specific protective factor assessment tool, the SAPROF-SO (Willis et al., 2018). Including 
protective factors in the available data might have provided a more comprehensive picture of 
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the internal characteristics and external environments associated with individuals in each 
aetiological pathway (in Study One) or each change group (in Study Four), including an 
assessment of prosocial identity or motivation to manage risk (as included in the SAPROF-
SO). This would perhaps provide a more holistic picture of offending aetiology and treatment 
change, improving our ability to generate meaningful and accurate causal theories to explain 
these phenomena. 
Another important limitation of the current resesrch is the small sample size used for 
some of the studies, including Study Two and the analyses using the VRS-SO in Study Four. 
It is important that these analyses are replicated using larger sample sizes to ensure greater 
confidence in the findings. Relatedly, it is also important that the analyses are replicated 
using independent data sets. All studies in the current thesis used data from a sample of 
males, predominately White males, who had been convicted and imprisoned for sexual 
offending against children. It is important to improve the generalisability of results by 
replicating these findings with samples including female offenders, offenders of diverse 
ethnicities, and potentially individuals who have offended against adults. Although previous 
research has found that a large portion of the sample used in the current research (the Kia 
Marama sample) is lower risk than other international incarcerated samples (Olver, Beggs 
Christofferson, Grace, et al., 2014), it is also important that the results are replicated using a 
community sample of lower risk offenders.  
Finally, it is important to note that much of the data used in the current study was 
collected via offender self-report. Although there is reason to question whether socially 
desirable responding in self-report has a significant negative impact on data quality (Stevens 
et al., 2016; Tan & Grace, 2008), using multiple different data collection methods is likely to 
improve the reliability and validity of findings. Particularly in the area of treatment and 
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change, there are a number of external factors that might influence the honesty of responses 
to self-report measures, such as parole board decisions or impacts on security classification.  
Future Research 
The current research also highlights a number of promising avenues for future 
research. For example, the finding that cognitive transformation and motivational stage may 
be important factors in offender change raises interesting questions regarding whether 
motivational stage (or change group membership) may be more predictive of recidivism than 
overall levels or amounts of change made. The VRS-SO does include an assessment of 
motivational stage through assessment of stage of change, however this is confounded with 
how total change is measured using this tool and therefore was not an appropriate test of this 
question (and was perhaps available for too small a sample for sufficient power to detect an 
effect, in any case). Future research could investigate this possibility to identify the most 
appropriate variables or proxies capturing change to incorporate into risk assessment. 
As mentioned above, it is also important for future research to further explore 
potential mechanisms of change, in light of current findings that change is best 
conceptualised as a categorical construct. Incorporating protective factors into this research 
may provide new avenues of information not already uncovered by existing research. Further, 
results from the current research suggest that assessing the validity of cognitive 
transformation and motivation as key components of offender change and desistance is an 
important focus for future research. 
The categorical nature of change suggested by the current research also highlights the 
need for further development and refinement of existing measures of offender change. As 
discussed above, these measures will need to be able to effectively discriminate between 
change groups, particularly in areas where these groups may overlap in outward behaviour or 
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characteristics. To support this work, further research is needed to enhance our understanding 
of the characteristics associated with each change group, and the mechanisms driving the 
patterns of change seen for these groups. Relatedly, the use of prospective research designs 
that measure change at multiple time points are needed to identify when or if individuals 
move between different groups over the course of treatment. 
Concluding Statement 
The research presented in the current thesis represents an important contribution to the 
literature in a number of ways. It represents an attempt to bridge the gap between data-driven 
research practices to a more abductive exploration of the aetiology of offending and nature of 
offender change. It also provides tentative validation of an influential theory regarding the 
causes of sexual offending against children, increasing our understanding of how we might 
prevent future offending and target causal factors in treatment (rather than just correlates of 
recidivism, or symptoms of offending; van den Berg et al., 2018). The research also provides 
the first study into the latent structure of treatment change amongst individuals who have 
sexually offended against children, exploring how change is best conceptualised and 
measured, and the possible mechanisms underlying this change.  
Overall, the research adds to the growing body of literature highlighting the 
heterogeneity amongst individuals who sexually offend against children, and the need for 
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