Abstract. In this paper we study the problem of identifying the solution x † of linear ill-posed problems Ax = y with non-negative and self-adjoint operators A on a Hilbert space X where instead of exact data y noisy data y δ ∈ X are given satisfying y − y δ ≤ δ with known noise level δ. Regularized approximations x δ α are obtained by the method of Lavrentiev regularization, that is, x δ α is the solution of the singularly perturbed operator equation Ax + αx = y δ , and the regularization parameter α is chosen either a priori or a posteriori by the rule of Raus. Assuming the unknown solution belongs to some general source set M we prove that the regularized approximations provide order optimal error bounds on the set M . Our results cover the special case of finitely smoothing operators A and extend recent results for infinitely smoothing operators. In addition, we generalize our results to the method of iterated Lavrentiev regularization of order m and discuss a special ill-posed problem arising in inverse heat conduction.
Introduction
Ill-posed problems have important applications in science and engineering (see, e.g., [2, 9, 13, 14, 29] ). In this paper we are interested in the solution x † ∈ X of linear ill-posed problems Ax = y (y ∈ R(A)) (1.1)
The paper is organized as follows. In Section 2 we discuss some facts on optimality and order optimality of regularization methods for the approximate solution of problem (1.1) with data y δ ∈ X satisfying condition (1.2). In Sections 3 and 4 we prove that the method of Lavrentiev regularization is order optimal on some general source set M provided the regularization parameter is chosen either a priori (Section 3) or a posteriori by the rule of Raus (Section 4). In Section 5 we generalize our results to the method of iterated Lavrentiev regularization of order m and in Section 6 we discuss a special ill-posed problem arising in inverse heat conduction and illustrate the assumptions required in the foregoing sections. , which is typical for ill-posed problems (see [25] ). In order to guarantee certain convergence rates for x δ α − x † , the set of solutions of problem (1.1) has to be restricted to certain source sets. Typically, for operator equations (1.1) with finitely smoothing operators A, source conditions of the type x † ∈ M p,E with
are exploited (see [2, 14, 27, 30] ). For infinitely smoothing operators A, source conditions of type (2.1) are generally too restrictive. In this case it is natural to assume that
where the representation x = ln
2) has to be understood in the sense x = ϕ(A)v with ϕ(λ) = ln 1 λ −p , (see [10, 15, 22, 27] ). For the notation of finitely and infinitely smoothing forward operators see, e.g., [15] . In this paper we are interested in order optimality results under general source conditions x † ∈ M ϕ,E with M ϕ,E given by
and source functions ϕ satisfying Assumption A1. ϕ : (0, a] → (0, ∞) with A ≤ a is continuous and possesses the following properties:
(i) ϕ is strictly monotonically increasing on (0, a] with lim λ→0 ϕ(λ) = 0.
(ii) The function g : (0, ϕ
In (2.3), the operator function ϕ is defined via spectral representation
where A = a 0 λ dE λ is the spectral representation and {E λ } 0≤λ≤a the spectral family of A (see [20] ). We may observe that, since A is assumed to be selfadjoint and non-negative, σ(A) ⊆ [0, a], where σ(A) denotes the spectrum of the operator A.
Any operator R : X → X can be considered as a special method for solving problem (1.1). The approximate solution to (1.1) is then given by Ry δ . Let us consider the worst case error ∆(δ, R) for identifying the solution x † of problem (1.1) from y δ ∈ X under the assumptions y − y δ ≤ δ and x † ∈ M ϕ,E which is defined by
This worst case error characterizes the maximal error of the method R if the solution x † of problem (1.1) varies in the set M ϕ,E . An optimal method R opt is characterized by ∆(δ, R opt ) = inf R ∆(δ, R). It can easily be realized that 
with ρ given by (2.5). If
, then there holds equality in (2.6). Proof. From (2.3) and (2.4) we have 
(2.9)
We exploit the side condition [ϕ(A)]
w , take into consideration that the function g implicitly defined in Assumption A1(ii) possesses the explicit form as well as inequality (2.9) and obtain In the second part we prove that in (2.6) equality holds provided 
) is not an eigenvalue, then δ E belongs to the approximate eigenspectrum of Aϕ(A) as Aϕ(A) is self-adjoint (cf. [20] ), and in that case, the proof of (2.12) follows with small modifications For the proof of Theorem 2.1 in the case of compact operators A see [11] . Our proof is based on the proof of Theorem 2.1 in [27] and it is more general since the operator A is not necessarily compact. Note that estimate (2.6) can also be given in terms of the function g defined in Assumption A1(ii) and
A further equivalent variant of (2.6) which is along the lines of [16] uses the function Θ(λ) = λϕ(λ) and has the form ω(δ,
Due to Theorem 2.1 the following definition makes sense. 
A priori parameter choice
In this section we prove that for proper a priori chosen regularization parameter α the method of Lavrentiev regularization
yields order optimal error bounds on the set M ϕ,E provided ϕ is concave. In our first proposition of this section we estimate the regularization error
where x α is the regularized approximation with exact data, that is,
, Assumption A1 be satisfied and let ρ be given by (2.5) . Let x α be the regularized approximation defined in (3.2) and let α be chosen a priori by
If the function ϕ is concave, then
Proof. Since lim λ→0 ϕ(λ) = 0 and since ϕ is concave we have tϕ(λ) ≤ ϕ(tλ) for t ∈ [0, 1]. Choosing t = α λ+α and exploiting the monotonicity of ϕ
Let us use the notation
Then, the regularization error can be expressed by
For the regularization parameter α chosen by (3.3) there holds ϕ(α) = ρ
Our next theorem provides an order optimal error bound for x δ α − x † provided the regularization parameter α is chosen a priori by (3.3).
, Assumption A1 be satisfied and let ρ be given by (2.5) . Let x δ α be the regularized approximation defined in (3.1) and let α be chosen a priori by (3.3) . If the function ϕ is concave, then
Hence, for α chosen by (3.3) we obtain
Let x α be given by (3.2) . Then, by (3.8),
Now (3.7) follows from (3.4), (3.9) and the triangle inequality Let us discuss two special cases that fit into the framework of Theorem 3.2. In our first special case we consider operator equations with finitely smoothing operators A and assume that the function ϕ of set (2. 
In our second special case we consider operator equations with infinitely smoothing operators A and assume that the function ϕ of set (2.3) has the form ϕ(λ) = ln 
(see, e.g., [15] ). Consequently, the regularization parameter (3.3) attains the form
Since ϕ is concave for λ ≤ e
−(p+1)
we obtain the following result from Theorem 3.2. , then x δ α is order optimal on the set M log p,E and
A posteriori parameter choice
In Section 3 we have proved that the method of Lavrentiev regularization provides order optimal error bounds (3.7) on the general set M ϕ,E given by (2.3) provided the regularization parameter α is chosen a priori according to formula (3.3). Unfortunately, this a priori parameter choice requires the knowledge of the function ϕ, which is generally unknown. One prominent a posteriori rule for choosing α which does not require to know the function ϕ is Morozov's discrepancy principle (see [17, 18] ) in which α is chosen as the solution of the nonlinear scalar equation Ax δ α − y δ = Cδ with some constant C ≥ 1. Although Morozovs's discrepancy principle works well for the method of Tikhonov regularization (1.3) (see, for example, [21, 27] ), it appears to be divergent for the method of Lavrentiev regularization (see [7, 30] ).
A convergent a posteriori rule for the method of Lavrentiev regularization has been studied in [4] . In this rule the regularization parameter α is chosen as the solution of the nonlinear equation
For this rule order optimality on the source set M p,E given in (2.1) has been established for the range p ∈ (0, 1] provided the non-negative numbers s, t, p are related by s = t+1 p+1 . Hence, in order to guarantee order optimality for this rule, the knowledge of the number p in the source set (2.1) is required.
In this section we discuss the rule of Raus (see [3, 8, 24] ) for choosing the regularization parameter. This a posteriori rule does not require to know the number p in the source set (2.1), and more generally, does not require to know the function ϕ which characterizes the set M ϕ,E given by (2.3). This rule reads as follows:
Rule of Raus. For given constant C > 1, choose α as the solution of the equation
The nonlinear scalar equation (4.1) possesses a unique solution α = α R provided y δ > Cδ (see [3, 24, 28] ). We prove in this section that for concave functions ϕ the method of Lavrentiev regularization combined with rule (4.1) is order optimal on the source set M ϕ,E given by (2.3).
In our first proposition we estimate the regularization error x α − x † where x α is the regularized approximation with exact data, that is, x α is given by (3.2). 
Proof. Let us use the notations
Since ϕ is a concave function with lim λ→0 ϕ(λ) = 0 we have
. We multiply by t 2 ϕ 2 (λ) and obtain
Recall that the function g from Assumption A1(ii) possesses the explicit form (2.10). Hence, (4.4) attains the form g(t 
Using the monotonicity of ϕ
as well as relations (2.10) and (4.7) we obtain
Due to the definition of ρ according to ρ(λ) = λϕ 
Proof. Let us use notations (4.3). From rule (4.1) we obtain
From this estimate, the estimate B α A ≤ α and (3.6) we obtain
Hence, the proof is complete Now we are ready to provide our main result of this section. 
with c 0 = C + 1 + 1 C−1 for 1 < C ≤ 2 and c 0 = C + 2 for C ≥ 2. Proof. From (4.8) and the monotonicity of ϕ we conclude that
(λ) we obtain that ρ
We exploit the monotonicity of ρ
and obtain in the case C ≤ 2 that
In the case C ≥ 2 we use the monotonicity of ϕ
and obtain from (4.10) the estimate ϕ −1 δ Eα ≤ α, and instead of (4.11) the estimate
From (3.1) and (3.2) we have
α , consequently, due to (4.11) and (4.12),
with c = 1 C−1 for 1 < C ≤ 2 and c = 1 for C ≥ 2. Now the order optimal error bound (4.9) follows from (4.2) and (4.13) As in Section 3, let us discuss two special cases that fit into the framework of Theorem 4.3. In our first special case we consider operator equations with finitely smoothing operators A and assume that the function ϕ of set (2. is order optimal on the source set M p,E . In fact, (4.14) with c 0 as in Theorem 4.3.
In our second special case we consider as in Section 3 operator equations with infinitely smoothing operators A and assume that the function ϕ of set (2.3) has the form ϕ(λ) = ln , then x δ α is order optimal on the source set M log p,E . In fact,
with c 0 as in Theorem 4.3.
Iterated Lavrentiev regularization
In this section we are going to generalize our results of 
In the case of a priori parameter choice, in place of Theorem 3.2 we have the following result. and obtain due to x † ∈ M ϕ,E and the monotonicity of ϕ that 
Application
In this section we consider a special inverse heat conduction problem which has been studied in [1] . This problem consists in identifying w † = u(x 1 , x 2 , 0) ∈ L We impose as our source condition the smoothness condition w † ∈ H p for some p > 0 with w † p ≤ E.
Now we are able to apply Theorem 2.1 and obtain
