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Resumen— Los algoritmos meme´ticos constituyen
un paradigma de optimizacio´n basado en la explota-
cio´n sistema´tica del conocimiento acerca del proble-
ma que se desea resolver y de la combinacio´n de ideas
tomadas de diferentes metaheur´ısticas, tanto basadas
en poblacio´n como basadas en bu´squeda local. Como
la mayor´ıa de los algoritmos evolutivos, los meme´ti-
cos tambie´n han sido usados para resolver problemas
de optimizacio´n en el campo de la Inteligencia Ar-
tificial, gracias a su capacidad de explorar espacios
de bu´squeda complejos en tiempos razonables. En es-
te art´ıculo se presenta una propuesta de implemen-
tacio´n de algoritmos multimeme´ticos (esto es, algo-
ritmos meme´ticos con capacidad de auto-generar las
estrategias de bu´squeda local) que emplea el sistema
de Base de Datos CouchDB para manejar poblaciones
persistentes y se hace un ana´lisis del rendimiento que
muestran estos algoritmos al resolver algunos proble-
mas de optimizacio´n.
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I. Introduccio´n
Los algoritmos evolutivos son procedimientos de
optimizacio´n y bu´squeda de soluciones basados en
la evolucio´n biolo´gica, donde las posibles soluciones
a un problema dado son consideradas como indivi-
duos de una poblacio´n que ira´ evolucionando para
hallar mejores soluciones a dicho problema. Estos
algoritmos se consideran una rama de la inteligencia
artificial usada principalmente en problemas con es-
pacios de bu´squeda extensos y no lineales, en donde
otros me´todos de bu´squeda no son capaces de encon-
trar soluciones en un tiempo razonable.
Un ejemplo de algoritmos evolutivos son los algo-
ritmos meme´ticos (MAs) [1] – ve´ase [2], [3] para un
tratamiento reciente y una revisio´n bibliogra´fica de
estas te´cnicas. Concebidos originalmente como una
estrategia de bu´squeda en la que una coleccio´n de
agentes alternaban periodos de cooperacio´n y com-
peticio´n con fases de mejora local, los MAs pronto
encontraron una forma natural de plasmarse como la
hibridacio´n de te´cnicas de bu´squeda basadas en po-
blaciones con te´cnicas de bu´squeda basadas en tra-
yectorias, orquestando de esta manera la combina-
cio´n sine´rgica de las capacidades de bu´squeda global
y local de las te´cnicas combinadas. Uno de los con-
ceptos ma´s comu´nmente mencionados en conexio´n
con los MAs es el de evolucio´n Lamarckiana [4] a
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trave´s de la cual tanto la gene´tica heredada como
los rasgos adquiridos son transmitidos a la futura
descendencia de la poblacio´n. El empleo de memes
[5] tambie´n ha sugerido en numerosas ocasiones una
conexio´n con la evolucio´n cultural.
En este art´ıculo se hara´ uso de SofEA1 [6], [7] el
cual es un marco de trabajo que permite a un pro-
gramador la implementacio´n de algoritmos gene´ti-
cos con poblaciones persistentes mediante el mane-
jo de instancias en CouchDB [8]. Dichas poblacio-
nes persistentes son u´tiles tanto desde el punto de
vista del ana´lisis forense de las trazas de ejecucio´n
como para abordar estrategias no convencionales de
recuperacio´n de soluciones anteriores durante el fun-
cionamiento del algoritmo. Al ser una base de da-
tos NoSQL, CouchDB “rompe” con las bases de da-
tos tradicionales, las cuales poseen esquemas y esta´n
disen˜adas para almacenar datos de forma estructu-
rada. En CouchDB la informacio´n no se encuentra
estructurada de la misma manera que en las bases
de datos tradicionales, sino que se define usando la
Notacio´n de Objetos de JavaScript (JSON, por sus
siglas en ingle´s). Un documento JSON [9] es una
coleccio´n de pares clave:valor separados por comas
(siendo los dos puntos el cara´cter separador de la
clave y el valor). Las claves han de ser cadenas (y
no repetirse), mientras que los valores pueden ser:
nu´meros flotantes, cadenas Unicode, valores boolea-
nos, valores nulos, y listas.
El objetivo principal de este proyecto es desa-
rrollar el proyecto SofMA2, que sera´ una adapta-
cio´n y ampliacio´n de SofEA que permitira´ imple-
mentar algoritmos meme´ticos con auto-generacio´n
usando CouchDB para garantizar la persistencia de
las poblaciones. Otro objetivo es realizar un estudio
del rendimiento y la escalabilidad del nuevo siste-
ma, analizando en que´ medida afectan los distintos
para´metros que intervienen en un algoritmo meme´ti-
co. En funcio´n de estos objetivos, este art´ıculo ha
sido organizado como sigue. En la siguiente seccio´n
se muestra una breve descripcio´n de SofEA, luego se
presenta la propuesta de SofMA enfatizando en las
mejoras que incorpora con respecto a SofEA, y final-
mente se muestran los resultados obtenidos en varios
experimentos que ayudaron a evaluar el rendimiento
de la propuesta.
1https://launchpad.net/sofea/
2https://github.com/ccottap/SofMA
II. SofEA
SofEA es un cliente que permite la implementaio´n
de algoritmos gene´ticos usando CouchDB como so-
porte para la persistencia de la poblacio´n, pues los
individuos no se eliminan cuando son reemplazados
por la seleccio´n natural, sino que pasan a un estado
especial y son almacenados en la base de datos. Las
vistas hechas para CouchDB han sido desarrolladas
en JavaScript pero el grueso del co´digo de SofEA
esta´ hecho en Perl. Esta´ compuesto ba´sicamente por
cuatro mo´dulos que se conectan a una instancia de
CouchDB para actuar sobre la poblacio´n.
Cada uno de estos mo´dulos se encarga de realizar
una fase de las que componen los algoritmos gene´ti-
cos:
El mo´dulo de inicializacio´n crea la poblacio´n ini-
cial. En dicha poblacio´n, los individuos o cromoso-
mas son documentos JSON.
El mo´dulo de evaluacio´n toma un nu´mero deter-
minado de individuos de la poblacio´n y calcula su
fitness.
El mo´dulo de reproduccio´n se encarga de seleccio-
nar un nu´mero determinado de individuos y produ-
cir la nueva generacio´n. Aqu´ı se realiza el cruce y la
mutacio´n de individuos.
El mo´dulo de reemplazo se encarga de tomar un
nu´mero determinado de individuos (los peores, segu´n
el fitness) y de “eliminarlos”. Dado que uno de los
objetivos es la persistencia de la poblacio´n, los indi-
viduos nunca se llegan a eliminar de la base de datos,
simplemente pasan a un estado especial para no ser
usados en el futuro de la ejecucio´n del algoritmo.
Cada uno de estos mo´dulos toma una serie de
para´metros de un archivo de configuracio´n general
que define el experimento que se va a realizar. Esta
modularidad sera´ u´til ma´s adelante para estudiar el
comportamiento del sistema al modificar el nu´mero
de estos clientes.
III. SofMA
SofMA se divide en dos componentes principales:
SofMA-M que permite la implementacio´n de algo-
ritmos multimeme´ticos [10], y SofMA-C para desa-
rrollar algoritmos meme´ticos coevolutivos [11]. En
este trabajo nos concentraremos esencialmente en el
primero de los modelos, esto es, algoritmos multi-
meme´ticos.
En un algoritmo meme´tico, adema´s de los indivi-
duos, hay un componente muy importante: los me-
mes [12]. Mientras que los individuos o cromosomas
representan soluciones a un problema binario dado,
los memes codifican un procedimiento de aprendiza-
je individual (o bu´squeda local). Los memes emplea-
dos en SofMA para realizar esta fase de aprendizaje
individual son reglas. Dichas reglas esta´n compues-
tas por un antecedente y un consecuente del mismo
taman˜o y son aplicadas a individuos. Por ejemplo
para el caso de un individuo codificado como una
cadena binaria, se podr´ıa tener por ejemplo la si-
guiente regla:
1001→ 1111
Para el individuo 01001101 se podr´ıa aplicar la re-
gla a partir del segundo bit, dando como resultado
la cadena 01111101. Adema´s del uno (1) y del cero
(0), las reglas pueden contener un cara´cter especial:
el punto (.), el cual es usado de comod´ın en en el
antecedente, un punto significa que dicho bit de la
cadena casara´ tanto con un uno como con un cero.
La arquitectura de SofMA la componen seis mo´du-
los (o clientes) que se conectan a una instancia de
CouchDB para actuar sobre la poblacio´n. El esque-
ma de esta arquitectura se muestra en la Figura 1.
Fig. 1. Mo´dulos que componen SofMA
En el caso de los algoritmos multimeme´ticos, los
mo´dulos para reproduccio´n y reemplazo de reglas
no son aplicables, ya que las reglas (memes) esta´n
empotradas en los individuos de la poblacio´n. As´ı,
en SofMA-M los individuos esta´n compuestos por
una parte gene´tica y una parte meme´tica. La parte
gene´tica representa una solucio´n al problema, mien-
tras que la parte meme´tica codifica un meme o proce-
dimiento de bu´squeda local. Dicho meme (que acom-
pan˜a siempre al individuo) es usado en la fase de
aprendizaje individual para mejorar al propio indi-
viduo.
Los atributos de un individuo en SofMA-M son
en su mayor´ıa los mismos que se usan en SofEA y
se explican a continuacio´n (ve´ase en la Figura 2 el
ejemplo de un individuo codificado):
id: identificador u´nico de un documento en
CouchDB.
rev: versio´n del documento.
rnd: nu´mero aleatorio de 0 a 1 que se le da a ca-
da individuo al ser creado. Este nu´mero sirve para
ordenar la poblacio´n a la hora de tomar individuos
para ser evaluados. Un nu´mero aleatorio (entre 0 y
1) es generado en cada ciclo del cliente de evaluacio´n,
el cual toma aquellos documentos cuyo atributo rnd
sea mayor que el nu´mero generado.
type: indica el tipo de individuo y como en SofMA-
M solo hay cromosomas, este atributo vale siempre
0.
state: indica el estado del individuo, 0 representa
a un individuo vivo, mientras que 1 representa a un
Fig. 2. Individuo codificado para SofMA-M
individuo “eliminado”.
gen: representa la generacio´n en la que se creo´ un
individuo.
str: cadena binaria que representa a un cromosoma
como la posible solucio´n al problema a resolver.
fitness: el fitness de la cadena binaria.
rule: contiene la regla asociada a un cromosoma, la
cual posee los siguientes atributos: ’ant’ (antecedente
de la regla), ’con’ (consecuente de la regla) y ’len’
(longitud de la regla).
Tal como se apuntaba anteriormente, SofMA-M
esta´ compuesto por cuatro mo´dulos o clientes que se
conectan a una instancia de CouchDB para actuar
sobre la poblacio´n, similar a como ocurre en SofEA.
Cada uno de estos clientes se encarga de realizar una
fase de las que componen los algoritmos. La principal
diferencia con respecto a SofEA esta´ en el “Mo´dulo
de evaluacio´n” que ahora se convierte en “Mo´dulo
de evaluacio´n y aprendizaje”. Este mo´dulo funcio-
na tomando un determinado nu´mero de individuos
de la poblacio´n que au´n no tienen fitness y proce-
de a calcula´rselos. De este conjunto de individuos
(compuestos por cromosoma y regla), algunos sera´n
sometidos a aprendizaje individual con la intencio´n
de mejorar su fitness.
El aprendizaje individual se realiza con un algo-
ritmo de ascensio´n de colinas. Este algoritmo para
un cromosoma dado, genera una lista de cromoso-
mas vecinos y se queda con el mejor (en te´rminos
de fitness); ese mejor vecino sera´ el nuevo cromoso-
ma. Este proceso se repite un nu´mero determinado
de veces, dando lugar a un camino ascendente en
el paisaje de bu´squeda. Tanto el nm´uero de vecinos
generados en cada iteracio´n como el nm´uero de ite-
raciones de bu´squeda local son parametrizables para
controlar el coste computacional de la fase de apren-
dizaje.
Para llevar a cabo la reproduccio´n, el mo´dulo
homo´nimo hace una peticio´n a la base de datos, pi-
diendo un determinado nu´mero de individuos (lo fi-
jado previamente para la reproduccio´n en el fichero
de configuracio´n) al azar. A partir de estos indivi-
duos se genera la nueva descendencia. Los individuos
de la nueva generacio´n son insertados en la base de
datos. La produccio´n de la nueva descendencia se
realiza tomando individuos dos a dos de los seleccio-
nados para la reproduccio´n y cruzando sus cromoso-
mas y sus reglas. Despue´s de esto, los cromosomas y
reglas sufren (o no) mutacio´n. Existen (para los cro-
mosomas y para las reglas) para´metros que deter-
minan la probabilidad de cruce y mutacio´n. Estos
para´metros pueden ser modificados a priori desde
la configuracio´n del sistema. Para realizar el cruce
en SofEA se seleccionan dos puntos aleatorios de la
cadena a partir de los cuales esta se divide y se in-
tercambian los genes. En cuanto a las reglas, su cru-
ce siempre se hara´ intercambiando antecedente con
consecuente. La mutacio´n se realiza bit a bit y la
probabilidad de que un bit mute viene determinada
por el para´metro que se extrae de la configuracio´n
de SofMA. Despue´s de la reproduccio´n, el mo´dulo de
reemplazo se encarga de tomar una cantidad deter-
minada de los peores individuos (aquellos con menor
fitness) y los elimina. La cantidad de individuos que
se toman puede ser configurada a priori mediante el
fichero de configuracio´n.
IV. Optimizaciones y mejoras con respecto
a SofEA
A continuacio´n se resumen las mejoras ma´s signi-
ficativas que se le han incluido a SofMA. Algunas de
ellas eran necesarias debido a la mayor complejidad
de SofMA respecto a SofEA y otras son mejoras que
se hicieron sobre el proyecto original de SofEA.
En SofEA la cadena binaria a utilizar para resol-
ver un problema ven´ıa determinada por su longitud.
En SofMA, la cadena binaria a utilizar viene dada
por dos para´metros, la cantidad de subcadenas que
contiene y el taman˜o de las subcadenas. Lo cual es
muy conveniente para problemas en los que la pro-
pia definicio´n demanda la divisio´n de la cadena en
subcadenas.
Otro elemento es que en SofEA solo se realizaba
la evaluacio´n una vez por individuo. En SofMA sin
embargo, dado que se realiza aprendizaje individual,
los individuos son evaluados ma´s de una vez. Cuando
a un cromosoma se le aplica una regla, cambia parte
del mismo, haciendo que sea necesario recalcular el
fitness del individuo. Para una cadena de bits (pre-
sumiblemente de gran taman˜o) realizar la evaluacio´n
del total de la cadena es costoso. Por ello, y gracias
a lo comentado en el anterior punto, en SofMA se
evalu´an los individuos por partes, es decir, a cada
subcadena del cromosoma se le aplica la funcio´n de
fitness que se ha definido para el problema. Entonces
cuando se calcula el fitness de un individuo, se obtie-
ne (adema´s del fitness total de la cadena) una lista
con los sub-fitnesses de cada subcadena. De esta for-
ma, al aplicar una regla al individuo solo habra´ que
recalcular los sub-fitnesses de las subcadenas afecta-
das por el cambio, ya que el resto de sub-fitnesses
permanecera´ igual.
Tanto en la configuracio´n de SofEA como de Sof-
MA, existen para´metros para determinar el taman˜o
de los paquetes de individuos a utilizar por los dis-
tintos mo´dulos. Para hacer que estos paquetes to-
mados por los mo´dulos no contengan ningu´n tipo
de ordenacio´n previa de los individuos, se utiliza su
atributo rnd (nu´mero aleatorio de 0 a 1). En So-
fEA, si el nu´mero aleatorio generado es demasiado
grande (cercano a 1), puede darse que el nu´mero de
cromosomas que se obtengan (cuyo atributo rnd sea
mayor que dicho nu´mero) sea menor que el nu´mero
de cromosomas que se quer´ıan obtener en un princi-
pio. Adema´s, existen individuos con un nu´mero alea-
torio generado muy bajo (cercano a 0) y que por
tanto tienen poca probabilidad de ser evaluados, y
del mismo modo, aquellos individuos con un nu´me-
ro aleatorio alto tendra´n una mayor probabilidad de
ser evaluados, especialmente cuando haya pocos in-
dividuos en la poblacio´n. Estos problemas se han
solucionado en SofMA haciendo que la lista de indi-
viduos a tomar sea “circular” y as´ı en caso de que
el nu´mero aleatorio generado sea tan alto que haga
que se tomen menos individuos de los que se debie-
ra, se tomara´ el nu´mero de individuos restantes del
comienzo de la lista, que ser´ıan aquellos individuos
con nu´meros aleatorios bajos.
V. Experimentos y resultados
En esta seccio´n se exponen los diferentes expe-
rimentos que se han realizado sobre las propuestas
implementadas y los resultados obtenidos. En el en-
torno experimental se ejecutaron tanto los clientes
de SofMA como la base de datos CouchDB sobre un
ordenador que tiene un procesador Intel Core 2 Duo
P7350 con 3 Gb de memoria y se uso´ el sistema ope-
rativo Ubuntu 11.04. Para realizar un serio ana´lisis
de los resultados se empleara´ el Test de Wilcoxon
(que al ser no-parame´trico no precisa considerar la
distribucio´n normal de los datos) con la intencio´n de
valorar la significancia estad´ısticas de las diferencias
entre los conjuntos de datos recogidos.
La experimentacio´n con SofMA-M estara´ dividi-
da en dos fases. En ambas se tratara´ de hallar la
configuracio´n que aporte mayor rendimiento, prime-
ro variando el taman˜o del paquete de individuos que
toman los distintos mo´dulos del sistema y en la se-
gunda se variara´ el nu´mero de clientes de aprendizaje
local y de reproduccio´n. En todos los casos el taman˜o
de la poblacio´n que evoluciona es de 128 individuos.
A. Experimentos para determinar la configuracio´n
ido´nea de paquetes
Para estos experimentos fueron usados los proble-
mas Trampa y el Masivamente Multimodal (MMDP)
los cuales son especialmente dif´ıciles de afrontar para
los EAs [13]. Estas funciones se definen en el ape´ndi-
ce.
La nomenclatura definida para denominar las di-
ferentes configuraciones de los paquetes es: lx − ry,
donde el para´metro ‘x’ representa el nu´mero de indi-
viduos (o taman˜o del paquete) que toma el mo´dulo
de evaluacio´n/aprendizaje individual (denotado por
la letra ‘l’), es decir, los individuos que pasara´n a la
fase de aprendizaje; e y indica la cantidad de indivi-
duos que ira´n a la fase de reproduccio´n (para denotar
al mo´dulo de produccio´n se usa la letra ‘r’). Para es-
tos para´metros existen tres posible valores: 128, 64
y 32, lo que da lugar a nueve combinaciones del par
lx − ry. A continuacio´n se muestran los resultados
obtenidos del ana´lisis del nu´mero de evaluaciones y
los tiempos de ejecucio´n de los algoritmos para cada
combinacio´n lx − yr en un total de 20 ejecuciones.
En todas las figuras la posicio´n de las cajas en el eje
x esta´ ordenada de menor a mayor respecto al valor
de las medianas.
La Figura 3 muestra mediante diagramas de cajas
el nu´mero de evaluaciones que necesitaron las dife-
rentes configuraciones para resolver la funcio´n Tram-
pa y la MMDP. Al contrastar estos resultados con
el test de Wilcoxon se comprobo´ que para la funcio´n
Trampa la configuracio´n l128−r128 tiene diferencias
estad´ısticamente significativas con la mayor´ıa de las
otras distribuciones, de hecho en los diagramas de
cajas se ve que esta configuracio´n es la peor de to-
das. Para el caso de la funcio´n MMDP no se detec-
taron diferencias estad´ısticamente significativas en-
tres los conjuntos aunque s´ı hay que reconocer que
existen ciertas similitudes con la funcio´n Trampa,
pues aqu´ı tambie´n la configuraciones l128 − r128 y
l64 − r128 fueron las que ma´s se distinguieron del
Fig. 3. (Izquierda) MMDP: cantidad de evaluaciones necesarias. (Derecha) Trampa: cantidad de evaluaciones necesarias
Fig. 4. (Izquierda) MMDP: tiempos de ejecucio´n. (Derecha) Trampa: tiempos de ejecucio´n
resto. La Figura 4 muestra el comportamiento del
tiempo de ejecucio´n para las mismas instancias de
los problemas. Se puede notar que tanto en el dia-
grama de cajas para la funcio´n Trampa como en
el de la funcio´n MMDP aquellos experimentos en
los que el taman˜o de paquete de aprendizaje indivi-
dual l es mayor que el paquete de reproduccio´n r re-
quieren menos tiempo para encontrar la solucio´n, de
ah´ı que las tres mejores configuraciones para MMDP
son l128− r32, l64− r32 y l128− r64, y dos de ellas
(l128 − r64 y l64 − r32) tambie´n se encuentran en-
tre las tres mejores configuraciones para la funcio´n
Trampa.
Segu´n Wilcoxon, para la funcio´n Trampa, la con-
figuracio´n l128−r128 es significativamente diferente
(p-valor = 0,05, comparativas individuales) al resto
de las configuraciones, exceptuando a l64 − r128 y
l32 − r128. Otra de las diferencias significativas la
aporta l32− r128 con el mayor tiempo de ejecucio´n,
y l64− r32 que resulto´ ser la mejor configuracio´n de
todas. Y en el caso de la funcio´n MMDP las configu-
raciones que mostraron diferencias estad´ısticamente
significativas fueron l32− r128, que segu´n el diagra-
ma de cajas del tiempo de ejecucio´n de la funcio´n
MMDP es la peor de las configuraciones, y la se-
gunda peor que es l64 − r128 tambie´n se diferencia
del resto de las configuraciones. Atendiendo a to-
do el ana´lisis que se realizo´ variando el taman˜o de
paquetes de evaluacio´n/aprendizaje individual y de
reproduccio´n, se comprobo´ que lo o´ptimo es que el
paquete de aprendizaje sea mayor que el paquete de
reproduccio´n. Las configuraciones que se han obser-
vado que tienen los mejores tiempos de ejecucio´n son
l64− r32 y l128− r32.
B. Estudio de la configuracio´n ido´nea de clientes
En esta etapa de experimentacio´n se repetira´n los
mismos experimentos de la fase anterior pero esta
vez el objetivo es determinar cua´l es la configura-
cio´n ido´nea del nu´mero de clientes para el apren-
dizaje individual y la reproduccio´n de individuos.
Estas configuraciones de clientes sera´n expresadas
como un par CLx− CRy, donde x es el nu´mero de
clientes de aprendizaje individual denotado por CL
e y es el nu´mero de clientes de reproduccio´n repre-
sentado como CR. Se probara´n los mismos proble-
mas usados en la primera serie de experimentos, la
funcio´n Trampa con 16 subcadenas de taman˜o 4, y
Fig. 5. (Arriba) Tiempos medianos de ejecucio´n para MMDP. (Abajo) Tiempos medianos de ejecucio´n para Trampa
MMDP con 10 subcadenas de taman˜o 6; se expe-
rimentara´ con las mismas nueve configuraciones de
paquetes anteriormente mostradas; y para el caso de
las configuraciones de clientes, se probara´n las que
se muestran en la Tabla 1.
TABLA I
Combinaciones de CL− CR usadas en los experimentos
CL1− CR1
CL2− CR1 CL1− CR2
CL3− CR1 CL1− CR3
CL4− CR1 CL1− CR4
En la Figura 5 se muestran gra´ficas de barras con
los tiempos medianos de ejecucio´n en funcio´n de la
configuracio´n de paquetes y de clientes, para anali-
zar cua´l es la configuracio´n que ofrece los mejores
resultados globales. Analizando los tiempos de eje-
cucio´n, se puede ver que en ambos problemas ocurre
lo siguiente:
Si el nu´mero de clientes de aprendizaje individual
es mayor que el nu´mero de clientes de reproduccio´n,
se consigue mejor rendimiento (para la funcio´n tram-
pa el tiempo esta´ alrededor de los 10 segundos mien-
tras que para la funcio´n MMDP esta´ entre 10 y 20
segundos. La configuracio´n que se comporta mejor,
en general, es CL2− CR1.
Si el nu´mero de clientes de reproduccio´n es mayor
que el nu´mero de clientes de aprendizaje individual,
se requiere ma´s tiempo para encontrar la solucio´n
(llegando algunas a los 30 segundos para la funcio´n
Trampa y a 60 segundos para MMDP). Por tanto, las
mejores configuraciones de clientes son aquellas que
tienen ma´s clientes de aprendizaje individual que de
reproduccio´n, destacando para este experimento las
configuraciones CL2− CR1.
VI. Conclusiones
En este proyecto se ha realizado la implementa-
cio´n del proyecto SofMA para la creacio´n de algo-
ritmos meme´ticos con poblaciones persistentes en
CouchDB. Este tipo de algoritmos son de gran uti-
lidad para la resolucio´n de problemas optimizacio´n
(como algunos de los fueron empleados en los expe-
rimentos) que resultan muy costosos de resolver me-
diante algoritmos gene´ticos. Desde que se comenzo´ a
extender el proyecto SofEA y durante todo el desa-
rrollo de SofMA, se han ampliado los para´metros
existentes en la configuracio´n del sistema, con el ob-
jetivo de hacer que SofMA sea lo ma´s flexible po-
sible y permita variar los escenarios experimentales
sin necesidad de modificar el co´digo. Por ejemplo,
si quisie´semos que SofMA funcionase como algorit-
mo gene´tico, bastar´ıa con poner la probabilidad de
aprendizaje individual a 0 (nunca se entrar´ıa en la
fase de aprendizaje individual y simplemente se eva-
luar´ıan los individuos). Obviamente, para algoritmos
gene´ticos, los mo´dulos de reproduccio´n y de reem-
plazo de reglas no habr´ıa que ejecutarlos, ya que lo
u´nico que provocar´ıan ser´ıa sobrecarga en la CPU y
retrasar´ıa el trabajo de los otros mo´dulos. Esto es
posible debido a que SofMA fue desarrollado respe-
tando la modularidad original de SofEA.
Respecto a los resultados obtenidos, se ha observa-
do que para ambas versiones del proyecto es conve-
niente emplear un mayor nu´mero de clientes de eva-
luacio´n que de reproduccio´n. Si se tienen demasiados
clientes de reproduccio´n, estos producir´ıan ma´s cro-
mosomas de los que los clientes de aprendizaje pue-
den manejar. Por esto, lo ma´s ido´neo es que haya
ma´s clientes de aprendizaje que de reproduccio´n. Y
relacionado con el nu´mero de clientes se identifico´ la
importancia que tiene el taman˜o de los paquetes de
aprendizaje individual y de reproduccio´n para lograr
un rendimiento adecuado, comproba´ndose que un ta-
man˜o de paquete de reproduccio´n mayor que el de
aprendizaje empeora el rendimiento de SofMA.
Las perspectivas de trabajo futuro en esta misma
l´ınea de investigacio´n, esta´n enfocadas a implemen-
tar mejoras sobre SofMA para aumentar su flexibili-
dad en la solucio´n de diversos problemas de optimi-
zacio´n, una de estas mejoras podr´ıa ser permitir la
definicio´n y resolucio´n de problemas no binarios, es
decir, problemas que no se puedan representar con
una cadena binaria, como por ejemplo el Problema
del Viajante de Comercio y otros au´n ma´s complejos
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Ape´ndice
I. Problemas empleados
Hemos considerado la funcio´n completamente en-
gan˜osa de Deb [14] (Trampa), y el problema en-
gan˜oso masivamente multimodal de Goldberg et al.
[13] (MMDP). La funcio´n Trampa de 4 bits se defi-
ne de manera que tenga un u´nico o´ptimo global en
una posicio´n aislada, y un o´ptimo local hacia el que
dirige el gradiente de la funcio´n. Matema´ticamente:
f(b) =
{
0,6− 0,2 · u(b) if u(b) < 4
1 if u(b) = 4
(1)
donde u(b) = u(b1 · · · b4) =
∑
j bj . Ana´logamente,
MMDP es una funcio´n engan˜osa y bipolar con dos
o´ptimos globales a distancia ma´xima el uno del otro,
con un atractor engan˜oso en el punto medio entre
ellos. Ma´s concretamente:
f(b) =

1 u(b) ∈ {0, 6}
0 u(b) ∈ {1, 5}
0,360384 u(b) ∈ {2, 4}
0,640576 u(b) = 3
(2)
En ambos casos se construye un problema de orden
superior concatenando k bloques y considerando el
fitness total como la suma del fitness de cada bloque.
En la experimentacio´n consideramos k = 16 (Tram-
pa) y k = 10 (MMDP).
