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CHOW–WITT RINGS OF CLASSIFYING SPACES FOR
SYMPLECTIC AND SPECIAL LINEAR GROUPS
JENS HORNBOSTEL AND MATTHIAS WENDT
Abstract. We compute the Chow–Witt rings of the classifying spaces for the
symplectic and special linear groups. In the structural description we give,
contributions from real and complex realization are clearly visible. In partic-
ular, the computation of cohomology with Ij -coefficients is done closely along
the lines of Brown’s computation of integral cohomology for special orthogonal
groups. The computations for the symplectic groups show that Chow–Witt
groups are a symplectically oriented ring cohomology theory. Using our compu-
tations for special linear groups, we also discuss the question when an oriented
vector bundle of odd rank splits off a trivial summand.
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1. Introduction
Recently we wished to know the Chow–Witt rings C˜H
•
(B Sp2n) and C˜H
•
(B SLn)
of the classifying spaces for symplectic and special linear groups in terms of char-
acteristic classes. There are many reasons for being interested in these. For ex-
ample, C˜H
•
(B SLn) is essentially by definition the natural home for the universal
Euler class, and we will show that C˜H
•
(B Sp2n) is the one for Pontryagin classes.
Detailed knowledge of the characteristic classes for vector bundles in Chow–Witt
theory is indispensable in the obstruction-theoretic vector bundle classification as
initiated by Morel [Mor12] and recently explored in a series of papers by Asok and
Fasel, cf. [AF14a, AF14b, AF15] and more. Our results confirm the role of C˜H as
the universal intersection theory which is symplectically orientable in the sense of
Panin and Walter, and they refine Totaro’s computations for Chow groups [Tot99].
(To complete both the picture and the terminology, recall that Totaro’s computa-
tion confirms that CH•(BGLn) is the natural home for Chern classes in intersection
theory.) Looking at Chow–Witt groups of projective spaces and their relation to
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the real realization in [Fas13], there is also the obvious question how closely Chow–
Witt groups (or more precisely the associated Ij-cohomology) of other classifying
spaces are tied to the real realization. This list of motivating questions could be
extended, but we stop here, and explain some of the answers we have to offer.
The following result provides a formula for the Chow–Witt rings of the classifying
spaces of the symplectic groups. Results of a similar nature for Witt groups are
established in [PW10]. Our techniques differ from theirs in some respects, see
Section 4.4 for further details.
Theorem 1.1. Let F be a perfect field of characteristic 6= 2. For any n, there is
an isomorphism of graded rings
C˜H
•
(BSp2n)
∼= GW(F )[p1, . . . , pn].
Here, the pi are Pontryagin classes for symplectic bundles, with deg(pi) = 2i. These
are uniquely determined by their compatibility with stabilization in the symplectic
series and the requirement that the top Pontryagin class equals the Thom class of
the universal bundle over BSp2n.
We also obtain a proof of a splitting principle which expresses the Pontryagin
classes as elementary symmetric polynomials in the first Pontryagin classes for
symplectic line bundles, and realizes C˜H
•
(B Sp2n) as ring of symmetric polynomials
in C˜H
•
(B SL×n2 )
∼= GW(F )[p1,1, . . . , p1,n]. For details, see Proposition 4.8 and
Theorem 4.10.
After this preprint was essentially finished, we learned that related aspects of
the quaternionic projective bundle formula have been discussed independently in
the Ph.D. thesis of Yang [Yan17], with a different perspective. Also, Ivan Panin
informed us that the above classes pi should rather be called Borel classes, and this
terminology will be employed in the revised version of [PW10].
The above theorem provides us with a well-behaved theory of Pontryagin classes
for symplectic bundles in Chow–Witt groups which was claimed by [PW10, Section
7] without proof. It shows that Pontryagin classes for Sp2n play the same funda-
mental role for Chow–Witt theory as Chern classes for GLn play for Chow theory.
This has the following consequence:
Corollary 1.2. Chow–Witt groups C˜H
•
(−) form a symplectically oriented ring
cohomology theory.
For the precise formulation of symplectically oriented theories, one may either
work in a bigraded setting, i.e., representable theories in the Morel–Voevodsky A1-
homotopy category, or with single-graded theories as in [PW10]. For the latter,
however, some care has to be taken as to what the exact form of the localization
sequence is. See Section 4.4 for a more detailed discussion.
Our main result is the computation of C˜H
•
(B SLn), which is stated in Section
6. The proof is much lengthier and more involved than the one for BSp2n, and
is finally achieved in Section 8. The following is a combination of Theorems 6.9
and 6.10. The description of the Chow–Witt ring as a cartesian square is actually
a more general observation for schemes with 2-torsion-free Chow rings which is of
independent interest.
Theorem 1.3. Let F be a perfect field of characteristic 6= 2. Then the following
square, induced from the cartesian square description of the Milnor–Witt K-theory
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sheaf, is cartesian:
C˜H
•
(B SLn) //

ker ∂
mod 2

H•Nis(B SLn, I
•) ρ
// Ch•(B SLn).
Here Ch := CH /2, ∂ : CH•(B SLn) → Ch
•(BSLn)
β
−→ H•+1(BSLn, I•+1) is an
integral Bockstein operation, and we have
ker∂ = Z[c2i+1, 2c2i1 · · · c2ik , c
2
2i, cn] ⊆ Z[c2, . . . , cn]
∼= CH•(B SLn).
The cohomology ring H•Nis(B SLn, I
•) can be explicitly identified as the graded-
commutative W(F )-algebra
W(F )
[
p2, p4, . . . , p[(n−1)/2], en, {βJ}J
]
where en is the Euler class, the index set J runs through the sets {j1, . . . , jl} of
natural numbers with 0 < j1 < · · · < jl ≤ [(n − 1)/2] and βJ = β(c2j1 · · · c2jl),
modulo the following relations
(1) I(F )βJ = 0.
(2) If n = 2k + 1 is odd, e2k+1 = β{k}.
(3) For two index sets J and J ′, we have
βJ · βJ′ =
∑
k∈J
β{k} · p(J\{k})∩J′ ·β∆(J\{k},J′)
where we set pA =
∏l
i=1 p2ai for an index set A = {a1, . . . , al}.
Note that in both the symplectic and special linear case, we only have to consider
the trivial twist for C˜H because the corresponding classifying spaces have trivial
Picard groups.
The above theorems provide a good overview of the Chow–Witt-theoretic char-
acteristic classes and their relations. Pontryagin classes already appear in the work
of Ananyevskiy [Ana15]. The general Bockstein classes βJ seem not to have been
considered before, although integral Stiefel–Whitney classes (corresponding to sets
J with one element) appear in [Fas13].
It has been realized for quite some time that the sheaves In are strongly related
to real realization, see the work of Colliot-The´le`ne, Scheiderer, Sujatha, and also
Morel [Mor04]. In [Fas13, p. 417/418], Fasel gave a more precise incarnation of
this philosophy, proposing an explicit relation between H•(X, I•) and the singular
cohomology H•(X(R),Z) of the real realization for certain ”nice” X . A much more
precise version of this philosophy, comparing Ij-cohomology over Spec(R) to the
integral cohomology of the real realization, has been very recently given by Jacobson
in [Jac17]. Our results completely agree with this philosophy. A detailed account of
the compatibility of these identifications with push-forwards, pullbacks, localization
sequences and intersection products will be given in [HWXZ]; this implies that our
algebraic characteristic classes map to their topological counterparts and provides
a further strengthening of the link between I•-cohomology and real realization.
Using Theorem 1.3, we deduce the following interesting splitting condition for
odd rank bundles in terms of stable invariants, cf. Proposition 9.4:
Corollary 1.4. Let F be a perfect field of characteristic 6= 2, and let X = SpecA
be a smooth affine scheme over F of odd dimension n = 2k + 1. Assume that
2CH
n(X) = 0, i.e., the 2-torsion in CHn(X) is trivial. Then an oriented vector
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bundle E over X of rank n splits off a free rank one summand if and only if cn(E ) =
0 and β(cn−1)(E ) = 0.
While the vanishing of the Euler class and the corresponding splitting is well-
known for stably free modules, the above result seems to be new.
For the sake of perspective, recall that in [BS00, Question 7.12], Bhatwadekar
and Sridharan asked if vanishing of the top Chern class was the only obstruction
to splitting off a free rank 1 summand in the above odd rank situation. The above
result contributes to understanding the difference between the Euler class and the
top Chern class for odd rank bundles (at least in the absence of 2-torsion) – it
is given by the top integral Stiefel–Whitney class β(cn−1). Moreover, there is a
compatibility requiring that the images of β(cn−1) and cn agree in Ch
n(X). From
this perspective, it seems likely that the question of Bhatwadekar and Sridharan
actually has a positive answer. For the moment, however, we are able to prove that
vanishing of Sq2(cn−1) = cn implies vanishing of β(cn−1) only in a few cases, see
e.g. Proposition 9.7. In general, our results underline the importance of cn−1 and
Voevodsky’s motivic cohomology operation Sq2 for this question.
A similar analysis, combining techniques of this article for SLn and [Fas13]
to a motivic generalization of [Cad99], provides a full computation of the total
Chow–Witt rings of BGLn as well as the finite Grassmannians Gr(k, n), for details
cf. [Wen18].
Finally, using techniques from stable A1-homotopy theory, it is possible to iden-
tify C˜H•(−) as part of a bigraded representable cohomology theory and reformulate
some of the arguments in terms of the Morel–Voevodsky A1-homotopy theory. We
will not use this, but see Remarks 2.1, 3.5 and Subsection 4.4.
Structure of the paper: In Section 2, we provide a recollection on basic facts from
Chow–Witt theory which will be used in the computations. Then Section 3 recalls
the Totaro-style definition of Chow–Witt groups of classifying spaces. The Chow–
Witt groups of classifying spaces of symplectic groups are computed in Section 4.
The rest of the paper is concerned with the computations for the classifying spaces
of special linear groups: first, we define all the relevant characteristic classes in Sec-
tion 5 and formulate the main structural results for C˜H
•
(B SLn) in Section 6. In
Section 7, we establish basic relations between Chow–Witt characteristic classes,
and in Section 8 we finally provide the inductive proof of the main theorem de-
scribing the Chow–Witt ring of the classifying space of the special linear groups. A
short discussion of applications to splitting questions and Euler classes is provided
in Section 9.
Conventions: Throughout the article, we consider a perfect base field F with
char(F ) 6= 2. Schemes are separated F -schemes of finite type. All the cohomology
groups we consider will be Nisnevich cohomology groups, i.e., Ext-groups between
Nisnevich sheaves on the small site of a smooth scheme. Nisnevich sheaves are
considered both on the big site Sm /F of smooth F -schemes as well as on the small
Nisnevich site of particular smooth F -schemes X . Strictly A1-invariant sheaves
will be denoted by bold-face letters, such as in KMWn or I
n. For this reason, we
occasionally drop the index “Nis” for the sake of less cumbersome notation. For an
abelian group A, the subgroup of 2-torsion elements is denoted by 2A.
Acknowledgements: The project was initiated during a pleasant stay of the sec-
ond author at Wuppertal financed by the DFG SPP 1786 “Homotopy theory and
algebraic geometry”; and it was finished during a pleasant stay of both authors
at the Institut Mittag-Leffler during the special program “Algebro-geometric and
homotopical methods”. We are grateful to Jean Fasel for email exchanges concern-
ing A1-representability of Milnor–Witt K-cohomology and Totaro’s analysis of the
Steenrod square, to Alexey Ananyevskiy and Aravind Asok for comments on an
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earlier version of the preprint, and to Marco Schlichting for pointing out a prob-
lem in a previous version of Section 9. We are very grateful for the detailed and
insightful comments provided by two anonymous referees.
2. Recollection on Chow–Witt rings
In this section, we provide a recollection of definitions and basic properties of
Chow–Witt rings. Most of these can be found in [Fas07] and [Fas08], and we assume
some familiarity with these works.
2.1. Functorialities and localization sequence. Recall the following funda-
mental cartesian square of strictly A1-invariant Nisnevich sheaves
KMWn //

KMn

In // KMn /2
established by Morel [Mor04]. More precisely, in loc.cit., Morel showed that the fiber
product J• := I•×KM
•
/2K
M
• is naturally isomorphic to Milnor–Witt K-theoryK
MW
• ,
described in terms of explicit generators ([u] for u ∈ F× in degree 1 and η in degree
−1) and relations. The classical definition of the Chow–Witt groups C˜H
•
(X) for a
smooth scheme X , see e.g. [Fas08], is as the cohomology of the Gersten complex
C(X,J•), which is a fiber product of the Gersten complex for Milnor K-theory and
the Gersten complex for the sheaves of powers I• of the fundamental ideal in the
Witt ring, fibered over the Gersten complex for KM• /2
∼= I•/I•+1 (for Chow–Witt
groups, only the easy part of the Milnor conjecture in degrees 0 and 1 is used here).
It will be useful to consider the above square as one of graded algebras, extending
I• to negative degrees by the Witt sheaf W in every degree. According to [Mor04]
we might denote this graded algebra by KW• rather than I
•, and the inclusion
In+1 ⊂ In then becomes multiplication with η in the graded algebra. Alternatively,
one might also define Chow–Witt groups as sheaf cohomology HnNis(X,K
MW
n ) since
by [AF16a, Proposition 2.3.1, Theorem 2.3.4] these two definitions are equivalent.
Note also that the work of Morel, in particular [Mor12, Corollary 5.43 and Theorem
5.47], implies that the Gersten complexes for KMW• compute both the Zariski and
Nisnevich cohomology of the Milnor–Witt K-sheaves. If X is a smooth F -scheme
and L is a line bundle over X , there is a similar square of Nisnevich sheaves on
the small site of X where KMWn and I
n are twisted by L , for details cf. [AF16a,
Section 2.3]. However, for us this will be mostly irrelevant since all varieties we will
consider have trivial Picard groups.
By [Fas08] we have several standard properties relevant for our computations.
First of all, as mentioned above, the Chow–Witt groups can be computed in terms
of Gersten complexes C(X,J•) (sometimes also called Rost–Schmid complexes).
This implies, in particular, that Chow–Witt groups can be identified with both
Zariski and Nisnevich cohomology of J•.
The Chow–Witt groups have pullbacks for flat maps between regular schemes
[Fas08, Corollaire 10.4.2] and the maps induced by change of coefficients in the
fundamental square are compatible with flat pullbacks (Corollaire 10.4.3 in loc.cit.).
Moreover, as discussed in [AF16a, Section 2], pullbacks for Chow–Witt groups exist
for arbitrary morphisms f : X → Y of smooth schemes
f∗ : C˜H
i
(Y,L )→ C˜H
i
(X, f∗L ).
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These pullbacks are compatible with composition for smooth morphisms and the
Chow–Witt theoretic pullbacks of [Fas08] coincide with the pullbacks defined via
Gersten complexes [AF16a, Section 2.2], cf. [AF16a, Theorem 2.3.4].
There are also push-forwardmaps for proper morphisms between smooth schemes
[Fas08, Corollaire 10.4.5], again compatible with the change of coefficients. How-
ever, some care is needed: for a proper morphism f : X → Y , a push-forward
f∗ : C˜H
n
(X)→ C˜H
n+dim(Y )−dim(X)
(Y )
exists only if the relative canonical bundle ωX/Y admits an orientation in the sense
of [Mor12, Definition 4.3] or [CF14, Section 2.2], and the push-forward depends on
the choice of such. Alternatively, push-forwards exist in the form
C˜H
n
(X,ωX/Y ⊗ f
∗
L )→ C˜H
n+dim(Y )−dim(X)
(Y,L ),
cf. [CF14, Section 3]. There is a general base change result, cf. [AF16a, Theorem
2.4.1].
Using the identification of Zariski and Nisnevich cohomology, [Fas08, Corollaire
10.4.10] implies that for a closed immersion i : Z ⊆ X of pure codimension q between
regular schemes with open complement j : U = X \ Z →֒ X , there is a localization
sequence
· · · → HiNis(U,K
MW
j ,L )
∂
−→ Hi−q+1Nis (Z,K
MW
j−q ,L ⊗N )
i∗−→
→ Hi+1Nis (X,K
MW
j ,L )
j∗
−→ Hi+1Nis (U,K
MW
j ,L )
∂
−→ · · ·
where N = κ∗ Extq
OX
(κ∗OZ ,OX). Again, in all our applications all dualities/twists
will be trivial, and moreover the trivializations of the relevant relative canonical
bundles will be canonical. A consequence of the localization sequence is that an
open immersion U → X induces isomorphisms on Chow–Witt groups in degrees
below codim(Z →֒ X)− 1, cf. [AF16a, Lemma 2.4.2].
The de´vissage isomorphism allows to replace in the above sequence
Hi−q+1Nis (Z,K
MW
j−q ,L ⊗N )
∼= Hi+1Nis,Z(X,K
MW
j ,L ),
and the map i∗ can be written as composition of the de´vissage isomorphism and
the extension of support, cf. [Fas08, Remarque 9.3.5 and Remarque 10.4.8].
Remark 2.1. As we first learned from Jean Fasel, the groups H•(−,KMW• ) are
representable in the stable motivic homotopy category. For this, consider the P1-
spectrum given by Ei = K(K
MW
i , i). The identifications
ΩP1 K(K
MW
i , i) ≃ K(K
MW
i−1 , i− 1)
follow from [Mor12, Theorem 6.13] and [AF14b, Proposition 2.9]. For these spaces,
we have [X,K(KMWi , i)]
∼= C˜H
i
(X). Details of this representability and its conse-
quences have now appeared in [DF17], related issues are also discussed in [Lev17].
Using this, the localization sequence can also be obtained from the homotopy purity
sequence of [MV99], but we won’t use this approach. In a similar vein, we use
explicit varieties rather than motivic spaces for classifying spaces, see e.g. Remark
3.5 and Section 4.1.
Remark 2.2. One of the fundamental differences between the topological arguments
as e.g. in [Bro82] and their algebraic counterparts is that there is no long localization
sequence (only a short piece of the long localization sequence is in the “geometric
bidegrees”). This problem already appears for Chow groups. Some of the material
in [RV06, Section 2] and the splitting principle arguments in [RV06] are related to
this. The same phenomena will also appear in our computations.
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Lemma 2.3. Let A be any strictly A1-invariant Nisnevich sheaf. Then for any
smooth F -scheme X, the cohomology groups H•(X,A) are natural modules over
H0(SpecF,A) = A(F ) via the pullback along the structure map X → SpecF . The
natural push-forward, pullback and boundary maps in cohomology are all A(F )-
module maps. For example, looking at C˜H, all maps are GW(F )-linear.
One of the main applications of the above localization sequence is the definition
of a Chow–Witt-theoretic Euler class, cf. [AF16a]. If X is smooth over F and
γ : E → X is a vector bundle of rank r with zero section s0 : X → E, the Euler
class er is defined as
er(γ) := (γ
∗)−1(s0)∗〈1〉 ∈ C˜H
r
(X, det(γ)∨),
cf. [Fas08, Definition 13.2.1], see also the discussion in [AF16a, Section 3]. Recall
that 〈1〉 = 1 in GW(F ) and more generally in C˜H
0
(X). By [AF16a, Theorem 1], this
Chow–Witt-theoretic Euler class agrees up to multiplication by a unit in GW(F )
with the definition of [Mor12] of the Euler class as the obstruction to splitting off
a free rank one summand from E. In the localization sequence associated to E
and the closed subscheme s0(X), the Euler class corresponds under the de´vissage
isomorphism to the Thom class of E. In this situation, the composition
C˜H
q−r
(X) ∼= C˜H
q
s0(X)(E)→ C˜H
q
(E) ∼= C˜H
q
(X)
is often called “multiplication with the Euler class”, and the first isomorphism ”mul-
tiplication with the Thom class” or ”Thom isomorphism”. Finally, the Euler class
is compatible with pullbacks of morphisms between smooth schemes, cf. [AF16a,
Proposition 3.1.1].
2.2. Oriented intersection products. We provide some recollection on the def-
inition and properties of the oriented intersection products giving the graded ring
structure on the Chow–Witt groups. Most of the material can be found in [Fas07].
The first step in defining an oriented intersection product is the exterior product,
cf. [Fas07, Theorem 4.16 and Corollary 4.17] resp. [CF14, Section 3]:
C˜H
i
Z(X,L )× C˜H
j
W (Y,N )→ C˜H
i+j
Z×W (X × Y, pr
∗
1 L ⊗ pr
∗
2 N ).
In the fiber product of Gersten complexes, this comes from the exterior product for
Chow-groups with Milnor K-theory coefficients [Ros96] and the exterior product
on Witt groups. The exterior product is associative [Fas07, Proposition 4.18]. The
exterior products commute with proper push-forwards, cf. [CF14], but only up to
the following signs as Jean Fasel explained to us. Fix a smooth scheme Y and a
proper morphism p : X → Z of codimension n. For classes σ ∈ C˜H
i
(X,ωX/Z⊗p
∗L )
and τ ∈ C˜H
j
(Y,N ), we have the following equalities in the group C˜H
i+j
(Z ×
Y, pr∗1 L ⊗ pr
∗
2 N ):
(p× idY )∗(σ × τ) = p∗(σ)× τ
(idY ×p)∗(τ × σ) = 〈(−1)
in〉τ × p∗(σ)
Here, we can get rid of twisted coefficients if ωX/Z is orientable (but there will be
a dependence on the choice of orientation). Combining these statements, for two
proper morphisms p : X → X ′, q : Y → Y ′ with n = codim(q) and two oriented
cycles σ ∈ C˜H
i
(X,ωX/X′), τ ∈ C˜H
j
(Y, ωY/Y ′) we have
(p× q)∗(σ × τ) = 〈(−1)
jn〉p∗(σ)× q∗(τ).
The second step in the definition of intersection product is given by a pullback
along the diagonal inclusion ∆: X → X×X . In [Fas07] a pullback f ! : C˜H
•
(Y,L )→
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C˜H
•
(X, f∗L ) was defined for an arbitrary morphism f : X → Y of smooth schemes.
By the reinterpretation in terms of sheaf cohomology in [AF16a, Theorem 2.3.4],
the pullback f ! defined in [Fas07] agrees with the natural definition of pullback
in the Gersten complex for Milnor–Witt K-theory as discussed in [AF16a, Section
2.3]. The composition of exterior product and pullback along the diagonal provides
the oriented intersection product, cf. [Fas07, Definition 6.1]
C˜H
i
(X,L )× C˜H
j
(X,N )→ C˜H
i+j
(X,L ⊗N ).
This product is associative [Fas07, Proposition 6.6]. The change-of-coefficients mor-
phism C˜H
•
(X)→ CH•(X) is a ring homomorphism, cf. [Fas07, Proposition 6.12].
Moreover, by [Fas07, Proposition 7.2] (together with the reinterpretation in [AF16a,
Section 2.3]), the pullbacks for arbitrary morphisms between smooth schemes are
ring homomorphisms for the oriented intersection product.
Note [Fas07, Remark 6.7] that the product on Chow–Witt rings is in general
neither commutative nor anti-commutative. However, by [Mor12, Corollary 2.8],
Milnor–Witt K-theory has a modified version of graded commutativity, and so have
the other graded rings we consider.
Definition 2.4. Let R be a commutative ring and r ∈ R. A Z-graded R-algebra
A• is called r-graded commutative if for all elements x ∈ An and y ∈ Am we have
x · y = rnmy · x.
The special case r = −1 is simply called graded commutative.
Recall [Mor04],[Mor12, Corollary 2.8] that KMW• (F ) is an ǫ-graded commutative
GW(F )-algebra, for ǫ := −〈−1〉 in the Grothendieck–Witt ring GW(F ). As the
canonical projection KMW• (F )→ K
M
• (F ) maps ǫ to −1, we recover the well-known
(−1)-graded commutativity of KM• (F ). Interpreting CH as cohomology of the Ger-
sten complex for the sheaf KM• , we obtain an additional −1 which leads to the
well-known (+1)-graded commutativity of Chow groups.
Proposition 2.5. Let X be a smooth F -scheme. Then the Chow–Witt ring C˜H
•
(X)
is a 〈−1〉-graded commutative GW(F )-algebra. Similarly, the cohomology ring
H•(X, I•) is a (−1)-graded commutative W(F )-algebra.
Proof. As KMW• is ǫ-graded commutative, the first statement follows as in our above
remark on Chow groups, using that passing to the cohomology of the Gersten
complex contributes an extra (−1) and −ǫ = 〈−1〉. For the second statement,
note that ǫ maps to 1 in I• = KW• which hence is (+1)-graded commutative, and
hence induces a (−1)-graded commutative structure on H•(X, I•), cf. also [Fas07,
Remarks 6.7 and 6.13]. 
Proposition 2.6. Let X be a smooth F -scheme and let γ : E → X be a vector
bundle over X. Consider the localization sequence associated to E with closed
subscheme s0(X) and open complement U = E \ s0(X). The boundary map
∂ : Hq(U, Iq)→ Hq+1s0(X)(E, I
q)
is a derivation for the intersection products, i.e., we have
∂(x · y) = ∂(x) · y + (−1)|y|x · ∂(y).
Proof. Recall that the oriented intersection product is given by the exterior product
of cycles composed with the restriction along the diagonal. We first consider the
behaviour of the boundary map with respect to the exterior product. Recall that
the boundary map in the localization sequence is given by taking a representative
of a cycle α ∈ Hq(U, Iq), viewing it as a chain in Cq(E, Iq). Its boundary will
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have trivial restriction to U and will therefore, by definition, be a cycle on E with
support in X . An analogue of [Fas07, Lemma 4.9], following Rost’s proof [Ros96,
14.4, p. 391], is true for H•(−, I•). This implies that the differential is a derivation
with respect to the exterior product of cycles, i.e., that
∂(σ ⊠ τ) = ∂(σ)⊠ τ + (−1)|τ |σ ⊠ ∂(τ).
Now the statement for the intersection product follows since the boundary of the
localization commutes with restriction along the diagonal map. 
Remark 2.7. A more general statement is required for Chow–Witt groups to be
a ring cohomology theory in the sense of [PW10, Definition 2.2]. This follows
essentially by deformation to the normal cone.
Finally, as a consequence of the above statements on intersection products, we
can show multiplicativity of the Euler class:
Lemma 2.8. Let X1, X2 be smooth schemes over F . Let p1 : E1 → X1 and
p2 : E2 → X2 be two vector bundles of ranks r1 and r2, respectively. Then we
have
er1+r2(E1 ⊠ E2) = er1(E1)⊠ er2(E2) ∈ C˜H
r1+r2
(X1 ×X2, det(E1 ⊕ E2)),
i.e., the Euler class of the exterior product of vector bundles is the exterior product
of the Euler classes. If X1 = X2, then er1+r2(E1 ⊕ E2) = er1(E1)er2(E2), i.e. the
Euler class of the Whitney sum is the intersection product of the Euler classes.
Proof. We have a commutative diagram
C˜H
0
(X1)× C˜H
0
(X2) //
⊠

C˜H
r1
(X1, detE1)× C˜H
r2
(X2, detE2)
⊠

C˜H
0
(X1 ×X2) // C˜H
r1+r2
(X1 ×X2, det(E1 ⊕ E2)).
The top horizontal morphism is the product of the two Euler classes, viewed as
push-forward maps. The bottom horizontal map is the Euler class for the exterior
product of the bundles, which is what we want to determine. The vertical maps are
the exterior product maps. Since the exterior product commutes with push-forward
up to a sign which is trivial in codimension 0, we get the result. The statement
about the Whitney sum follows since the Whitney sum is given by pullback of
the exterior sum of the vector bundles along the diagonal. On the level of Euler
classes, this translates directly into the intersection product since Euler classes are
compatible with pullbacks. 
2.3. Cohomology operations. For the computations of C˜H
•
(B SLn), we will
need some facts about the motivic Sq2 and a Bockstein-type map.
Using the quadratic part of the Milnor conjecture as above, we have an exact
sequence of strictly A1-invariant Nisnevich sheaves of abelian groups
0→ In+1 → In → KMn /2→ 0.
This should be interpreted as analogue of the exact sequence 0 → Z → Z →
Z/2Z→ 0 with additional weight information. The associated long exact sequence
of Nisnevich cohomology groups is given by
(1)
· · · → HiNis(X,K
M
n /2)
β
−→ Hi+1Nis (X, I
n+1)
η
−→ Hi+1Nis (X, I
n)
ρ
−→ Hi+1Nis (X,K
M
n /2)→ · · ·
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which some people call the Ba¨r sequence. The notation β stresses the analogy
with the classical Bockstein map. The map η is simply the map induced by inclu-
sion In+1 ⊆ In and can alternatively be viewed as multiplication by the element
η ∈ KMW−1 (F ), cf. [Mor04] and above, and refines multiplication by 2 in classical
topology.
In the critical degree i = n, the Bockstein map is of the form β : Chn(X) →
Hn+1(X, In+1), and has been used in [Fas13] to define integral Stiefel–Whitney
classes. On the other hand, there is a reduction map ρ : HnNis(X, I
n) → Chn(X).
The following statement is due to [Tot03, Theorem 1.1], cf. also [Fas13, Remark
10.5] and refines results about Sq1 in classical algebraic topology.
Proposition 2.9 ((Totaro)). The composition
Chn(X)
β
−→ Hn+1Nis (X, I
n+1)
ρ
−→ Chn+1(X)
is the motivic Steenrod square Sq2.
Note that this together with the Ba¨r sequence implies that Sq2 Sq2 = 0. Even
more is true:
Lemma 2.10. The Steenrod square Sq2 : Chn(−) → Chn+1(−) has the following
properties:
(1) It is a derivation, i.e., Sq2(X · Y ) = X · Sq2(Y ) + Sq2(X) · Y .
(2) It satisfies the Jacobi identity
Sq2(X) Sq2(Y Z) + Sq2(XY ) Sq2(Z) + Sq2(XZ) Sq2(Y ) = 0.
Proof. The following equality is a special case of the motivic Cartan formula, cf.
[Voe03, Proposition 9.7] with X and Y in arbitrary bidegrees:
Sq2(X · Y ) = Sq2(X) · Y +X Sq2(Y ) + τ Sq1(X) · Sq1(Y )
where τ ∈ H0,1mot(Spec(F ),Z/2Z)
∼= µ2(F ) is the generator and the map
Sq1 : Hi,jmot(−,Z/2Z)→ H
i+1,j
mot (−,Z/2Z)
is the motivic cohomology Bockstein. Now for X and Y of respective bidegrees
(2i, i) and (2j, j), Sq1(X)·Sq1(Y ) has bidegree (2i+2j+2, i+j) and hence vanishes
by [MVW06, Theorem 19.3]. This implies that τ Sq1(X) · Sq1(Y ) = 0, proving (1).
Alternatively, this can be derived from [Bro03, Theorem 9.2].
A standard computation, using the motivic Cartan formula above and the fact
that Sq2 is a differential, implies a precursor of the Jacobi identity:
Sq2(X) Sq2(Y Z)− Sq2(XY ) Sq2(Z) + (−1)|Y ||Z| Sq2(XZ) Sq2(Y ) = τf(X,Y, Z)
where f(X,Y, Z) is an explicit polynomial in the Steenrod squares of X , Y and
Z. If we restrict to elements X,Y, Z ∈ Ch•(X), i.e., to “geometric” bidegrees
(2n, n), everything is 2-torsion and the signs disappear. As before, still restricting to
geometric bidegrees, the element f(X,Y, Z) vanishes. We then obtain the required
Jacobi identity. 
2.4. The key diagram. The above fiber product description of Milnor–Witt K-
theory leads to various exact sequences which fit together in a large commutative
diagram. Its key part which we now display will be crucial for various parts of the
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article:
CHn(X)
=
//

CHn(X)
2

HnNis(X, I
n+1) //
=

C˜H
n
(X) //

CHn(X)
∂
//
mod 2

Hn+1Nis (X, I
n+1)
=

HnNis(X, I
n+1) η
// HnNis(X, I
n) ρ
//

Chn(X)
β
//
Sq2 ''◆
◆◆
◆◆
◆◆
◆◆
◆◆

Hn+1Nis (X, I
n+1)
ρ

0 0 Chn+1(X)
The lower exact sequence is the Ba¨r sequence of (1) discussed above, and the
commutativity of the lower-right triangle is Totaro’s identification of Sq2. The key
square in the middle expresses Chow–Witt groups in terms of ordinary Chow-theory
and the Ij-cohomology. All maps in the square are change-of-coefficient maps and
commute with flat pullbacks and proper push-forwards.
2.5. A fiber product statement. We now establish a general condition under
which the Chow–Witt ring is simply the fiber product of some part of the Chow
ring and I•-cohomology.
Proposition 2.11. Let X be a smooth scheme over F . The canonical ring homo-
morphism
c : C˜H
•
(X)→ H•(X, I•)×Ch•(X) ker ∂
induced from the above key square in Section 2.4 is always surjective. It is injective
if one of the following conditions holds:
(1) CH•(X) has no non-trivial 2-torsion.
(2) the map η : Hn(X, In+1)→ Hn(X, In) is injective.
Proof. The existence of c follows from the commutativity of the key diagram to-
gether with the universal property of the fiber product. As all maps considered here
are ring homomorphisms, the fiber product in graded abelian groups has a natural
ring structure such that c is a graded ring homomorphism. Hence it suffices to
prove the claim for graded abelian groups, and even in individual degrees.
Surjectivity of the map follows from the long exact sequences giving rise to the
key diagram. The lower vertical morphisms are surjective in general, and the upper
horizontal morphism in the square we claim cartesian is surjective by definition.
Consider an element (σ, τ) ∈ Hn(X, In)×Chn(X) ker ∂. We can choose an arbitrary
element τ˜ ∈ C˜H
n
(X) lifting τ . This lift will map to some element γ ∈ ker ∂ whose
reduction to Chn(X) equals the reduction of τ . Therefore, the difference τ − γ lifts
to CHn(X) (along the multiplication by 2 map in the top square) and we can add
its image in C˜H
n
(X) to τ˜ . This proves surjectivity.
It remains to prove the injectivity of the natural map. For case (1), assume
that CHn(X) has no non-trivial 2-torsion. Let α ∈ C˜H
n
(X) be a class whose
images in CHn(X) and Hn(X, In) are trivial. The latter statement implies that
the class lifts to a class α˜ ∈ CHn(X). The fact that its image in CHn(X) (under
the natural change-of-coefficients map C˜H
n
(X)→ CHn(X)) is trivial implies that
α˜ ∈ 2CH
n(X). By assumption, α˜ = 0, implying α = 0 as claimed. The case
(2) is done similarly, using the map η instead of the multiplication by 2 on Chow
groups. 
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Remark 2.12. The preceding arguments carry over to non-trivial twists when re-
stricting to graded abelian groups. For the ring structure, however, the total Chow–
Witt ring (direct sum over all possible twists indexed by Pic/2) has to be considered.
Remark 2.13. The conditions of Proposition 2.11 are satisfied for the cases X =
BSp2n, BSLn and BGLn (or rather their finite-dimensional approximations) by
Totaro’s computations [Tot99]. More generally, they are satisfied for cellular vari-
eties. The special case X = Pn of the above result recovers statements implicit in
the Chow–Witt ring computation of [Fas13, Section 11].
Remark 2.14. Denote by BgmO(1) the geometric classifying space as considered
in [MV99]. It coincides with the classifying space Be´tO(1) of e´tale-locally trivial
O(1)-torsors. The space BgmO(1) doesn’t satisfy the 2-torsion condition above as
it has Picard group Z/2Z. We do not expect it to be a fiber product, at least not for
both possible twists. Actually, this should already be visible on the level of H1 for
which one can use X := (A3 \ {0})/µ2 where µ2 acts via the antipodal action as a
suitable model for C˜H
1
(Be´tO(1)). The failure of the fiber product statement should
be related to some elements in H1(X, I2) being in the image of H0(X,KM1 /2) but
not in the image of H0(X,KM1 ). More generally, the Chow–Witt rings of (special)
orthogonal groups seem to be significantly more complicated than the Chow rings
and will be subject to further research.
3. Chow–Witt rings of classifying spaces
We recall the definition of Chow–Witt rings of classifying spaces and some of the
relevant functoriality properties.
For a linear algebraic group G over F , the Chow ring of the classifying space of G
has been defined by Totaro [Tot99] via smooth finite-dimensional partial resolutions
of the trivial G-action on Spec(F ). The resulting Chow ring coincides with the
“geometric” bidegrees (2n, n) of the motivic cohomology of the geometric classifying
space BgmG in the Morel–Voevodsky A
1-homotopy category. The same procedure
can be applied to define the Chow–Witt ring of the classifying space, cf. [AF16a,
Section 3.2]. We shortly recall the definition and stabilization properties.
The following is a restatement of [Tot99, Theorem 1.1] for the Chow–Witt rings.
A similar statement has been proved in [AF16a, Theorem 3.2.2]. However, we
really need the full independence of the choice of representation because we need to
deal with restriction maps associated to group homomorphisms and the appropriate
functorialities.
Proposition 3.1. Let F be a perfect field and let G be a linear algebraic group
over F . Let V be a representation of G over F such that G acts freely outside a
G-invariant closed subset S ⊂ V of codimension ≥ s. Assume that the geomet-
ric quotient (V \ S)/G exists as a scheme over F . Then C˜H
<s−1
((V \ S)/G) is
independent of the representation V and the closed subset S.
Proof. The proof follows [Tot99, Theorem 1.1]. The independence of S follows
from the excision lemma [AF16a, Lemma 2.4.2] (which is a consequence of the
localization sequence). The independence from V follows from Bogomolov’s double
fibration construction. Let V and W be two representations of G such that G
acts freely outside subsets SV and SW of codimension ≥ s such that the quotients
(V \ SV )/G and (W \ SW )/G exist as schemes. Then we have vector bundles
((V \SV )×W )/G→ (V \SV )/G and (V ×(W \SW ))/G→ (W \SW )/G. Applying
the above independence of S to the representation V ⊕W together with homotopy
invariance for Chow–Witt groups yields the claim. 
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Definition 3.2. Let F be a field and let G be a linear algebraic group over F .
Define the Chow–Witt ring C˜H
•
(BG) of the classifying space by setting
C˜H
i
(BG) := C˜H
i
((V \ S)/G)
for an appropriate (V, S) as in Proposition 3.1 where S has codimension greater
than i + 1 in V . The ring structure on C˜H
•
(BG) is the one inherited from the
Chow–Witt rings of finite-dimensional approximations.
We need to establish finite-dimensional models for the universal bundles. Let V
be a representation such that G acts freely outside a closed G-stable subset S ⊂ V
of codimension ≥ s such that the quotient (V \ S)/G exists as an F -scheme. Then
V \ S → (V \ S)/G is a principal G-bundle. In fact, in the Morel–Voevodsky A1-
homotopy category [MV99] we may write BG := colim(V,S)(V \ S)/G and EG :=
colim(V,S) V \ S → BG with the colimit taken along the natural projection maps.
Then it follows that V \ S → (V \ S)/G is the pullback of the universal bundle
EG → BG along the natural approximation map (V \ S)/G → BG. In this sense,
the quotient maps V \S → (V \S)/G are finite-dimensional approximations to the
universal principal G-bundle.
As proved in the following proposition, the Chow–Witt ring of the classifying
space of a reductive group G equals the ring of Chow–Witt-valued characteris-
tic classes of G-bundles, in complete analogy with [Tot99, Theorem 1.3]. Here
characteristic class (of degree i) means by definition an assignment α associat-
ing to a smooth quasi-projective F -scheme X with a principal G-bundle E → X
an element α(E) ∈ C˜H
i
(X) such that for any morphism f : Y → X we have
α(f∗E) = f∗(α(E)).
Proposition 3.3. Let F be a field and let G be a reductive group over F . There is
a natural bijection between C˜H
i
(BG) and the set of degree i characteristic classes
of G-bundles.
Proof. The proof follows the one for [Tot99, Theorem 1.3]. As in loc.cit., we get a
natural homomorphism from the ring of characteristic classes to C˜H
•
(BG). Using
[Tot99, Lemma 1.6] and homotopy invariance of Chow–Witt groups, the injectivity
and surjectivity of the natural morphism follow as in loc.cit. 
Remark 3.4. A similar statement is true for twisted characteristic classes in
C˜H
•
(X,LE). Here LE is a line bundle functorially associated to the principal
G-bundle E → X whose characteristic classes are being considered, i.e., it corre-
sponds to a characteristic class in Pic(BG)/2. This is slightly more complicated
to formulate, and irrelevant for us here, since we only deal with groups where the
Picard group of the classifying space is trivial.
Remark 3.5. Note that [Tot99, Lemma 1.6] justifies the use of the terminology
“classifying space” for the object approximated by varieties of the form (V \ S)/G.
It states that for any quasi-projective variety X with a principal G-bundle E → X,
there is an affine space bundle π : X ′ → X, a suitable representation V where
G acts freely outside a closed subset of codimension ≥ s, and a classifying map
f : X ′ → (V \ S)/G such that π∗E ∼= f∗γ where γ : V \ S → (V \ S)/G is the
approximation of the universal principal G-bundle.
Actually, it follows from [MV99, Proposition 4.2.6] that the colimit of the schemes
(V \S)/G over a suitable system of representations (where the codimensions of the
sets S tend to infinity) is equivalent to the geometric classifying space BgmG con-
sidered by Morel and Voevodsky. In particular, this colimit is a classifying space in
the sense that there is a natural bijection between e´tale locally trivial torsors over
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a smooth scheme X and the homotopy classes of maps [X,BgmG] in the simpli-
cial homotopy category. This yields another (equivalent) way of defining Chow–
Witt groups of the classifying space, using the A1-representability of Chow–Witt
groups. In this language there is e.g. a different proof for the next result, using
A1-representability of Chow-Witt groups.
Now we want to consider induced morphisms on Chow–Witt rings of classifying
spaces.
Proposition 3.6. Let F be a perfect field, and let ι : H →֒ G be a closed monomor-
phism of linear algebraic groups over F . Then there is a ring homomorphim
ι∗ : C˜H
•
(BG)→ C˜H
•
(BH).
These ring homomorphisms are compatible with compositions G1 →֒ G2 →֒ G3.
Proof. We can define a restriction homomorphism
ι∗ : C˜H
•
(BG)→ C˜H
•
(BH)
as follows: fix a degree i and let V be a representation of G such that there exists
an open subscheme U ⊂ V where the G-action is free and whose closed complement
has codimension > i + 1. Then, by the above discussion, C˜H
i
(BG) ∼= C˜H
i
(U/G).
Moreover, since H ⊂ G is a closed subgroup, we also have C˜H
i
(BH) ∼= C˜H
i
(U/H).
Finally, the natural quotient morphism U/H → U/G induced by idU is a G/H-fiber
bundle in the sense that there exists an e´tale covering W → U/G such that there
is an isomorphism
W ×U/G U/H ∼=W ×G/H
of F -schemes with G-action. In particular, the quotient morphism is smooth. We
can define the restriction map in degree i by
ι∗ : C˜H
i
(BG) ∼= C˜H
i
(U/G)→ C˜H
i
(U/H) ∼= C˜H
i
(BH)
with the morphism in the middle given by the ordinary (flat) pullback for Chow–
Witt groups. By the double fibration trick and the ensuing independence of the
representation, this yields a well-defined homomorphism of Chow–Witt rings (be-
cause flat pullback is a homomorphism of Chow–Witt rings).
For the functoriality, let G1 ⊂ G2 ⊂ G3 be composable closed inclusion homo-
morphisms of linear algebraic groups. As above, we can fix a degree i and consider
a G3-representation V over F which has a subset U ⊂ V where G3 acts freely and
whose complement has codimension > i + 1. Then we get a sequence of smooth
quotients
U/G1
f
−→ U/G2
g
−→ U/G3.
In this situation, [AF16a, Theorem 2.1.3] tells us that we have
(g ◦ f)∗ = f∗g∗ : C˜H
•
(U/G3)→ C˜H
•
(U/G1).
Together with the independence of choice of representation in the definition of
Chow–Witt rings of classifying spaces, this proves the functoriality claim. 
Remark 3.7. One can define more generally restriction maps for arbitrary group
homomorphisms φ : H → G: start with a G-representation V with open subset U
satisfying the codimension condition for degree i. Take a H-representation V ′ with
open subset U ′ satisfying the codimension condition for degree i. Then we have a
morphism (U × U ′)/H → U/H → U/G. All the above statements remain valid.
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4. Chow–Witt rings of classifying spaces of symplectic groups
In this section, we compute C˜H
•
(B Sp2n). We adapt arguments of [Bro82] and
[RV06]. The global structure of the argument is the following: the localization se-
quence for a geometric model of the open stabilization inclusion BSp2n−2 ⊂ BSp2n
implies existence of Pontryagin classes, and that they are uniquely defined by re-
quiring compatibility with stabilization and the identification of the top Pontryagin
class with the Thom class. Then one proves a Whitney-sum formula for the top
Pontryagin class and uses the quaternionic projective bundle formula to deduce a
splitting principle. The description of the Chow–Witt ring as polynomial ring in
the Pontryagin classes then follows using rather standard arguments.
Comparing our arguments with those of [PW10] in their axiomatic setting, there
are both similarities and differences. A more detailed comparison as well as conse-
quences on symplectic orientability of Chow–Witt groups can be found in Subsec-
tion 4.4.
4.1. Geometric setup. We begin by setting up the localization sequence, which
will be used in the inductive computation of Chow–Witt rings of classifying spaces
of symplectic groups. This sequence will relate the Chow–Witt rings of BSp2n and
BSp2n−2.
On the level of actual classifying spaces (for instance in the Morel–Voevodsky A1-
homotopy category), the idea is the following: we have a classifying space BSp2n
and a universal Sp2n-torsor ǫ2n : E Sp2n → BSp2n over it. For the tautological
representation of Sp2n, we consider the associated rank 2n symplectic bundle E2n →
BSp2n. By homotopy invariance, the total space can be identified with BSp2n. The
zero section is B Sp2n by construction. The remaining piece, the complement of the
zero section, can actually be identified with BSp2n−2 because a Levi subgroup of
the stabilizer of a nonzero point of the tautological representation of Sp2n is Sp2n−2.
In the following, we will explain in detail how to realize this picture on the level of
finite-dimensional approximations of the classifying spaces.
Recall from Proposition 3.1 that finite-dimensional approximations of BSp2n
can be obtained by taking a finite-dimensional Sp2n-representation V on which
Sp2n acts freely outside a closed stable subset Y of codimension s, and considering
the quotient X(V ) := (V \ Y )/ Sp2n. This computes C˜H
•
(BSp2n) in degrees ≤
s − 2. A finite-dimensional model for the universal torsor over X(V ) is given by
the projection p : V \ Y → X(V ).
Consider the tautological Sp2n-representation on A
2n, viewed as underlying affine
space of the standard symplectic vector space of dimension 2n. We can pass from
the Sp2n-torsor p : V \Y → X(V ) to the associated symplectic vector bundle for the
tautological representation; denote this symplectic vector bundle by γV : E2n(V )→
X(V ). We denote by S2n(V ) → X(V ) the complement of the zero-section of γV .
Since γV : E2n(V )→ X(V ) is a vector bundle and hence an A1-weak equivalence, we
have C˜H
i
(E2n(V )) ∼= C˜H
i
(X(V )). Moreover, the zero section of E2n(V ) → X(V )
is a subscheme of E2n(V ) isomorphic to X(V ) and hence has the same Chow–Witt
groups. All these are isomorphic to C˜H
i
(B Sp2n) in the range i ≤ s− 2.
Now we want to compare this to the classifying space of Sp2n−2 and actu-
ally identify S2n(V ) as a bundle over a finite-dimensional approximation of its
classifying space. Considering the representation V , the group Sp2n−2, embed-
ded via the standard stabilization embedding, acts freely on V \ Y and the quo-
tient morphism (V \ Y )/ Sp2n−2 → X(V ) is a Zariski locally trivial fiber bundle
with fiber Sp2n / Sp2n−2. To identify the open complement of the zero section
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S2n(V ) → X(V ), consider the Sp2n-action on A
2n in the tautological represen-
tation. There are two orbits, {0} and A2n \ {0}. The stabilizer group G of a
point in the open orbit is a semi-direct product of Sp2n−2 acting on a unipo-
tent subgroup of dimension 2n − 1 in Sp2n, cf. e.g. [RV06, p.280]. Moreover,
the inclusion of Sp2n−2 ⊂ Sp2n is conjugate to the standard stabilization em-
bedding. This implies that the morphism (V \ Y )/ Sp2n−2 → X(V ) lifts to a
map (V \ Y )/ Sp2n−2 → S2n(V ) and this lift is a torsor under the unipotent
radical of the stabilizer group G. In particular, we get an A1-weak equivalence
(V \ Y )/ Sp2n−2 → S2n(V ) which therefore induces an isomorphism of Chow–Witt
rings. In particular, the open complement S2n(V ) computes the Chow–Witt ring
of B Sp2n−2 in a range and by construction, the morphism
C˜H
•
(X(V ))
γ∗
V−−→ C˜H
•
(S2n(V )) ∼= C˜H
•
((V \ Y )/ Sp2n−2)
induced from the natural quotient (V \ Y )/ Sp2n−2 → X(V ) is the stabilization
morphism.
Consequently, by going to the limit over a suitable system of representations
V , we find that there is an exact localization sequence for Chow–Witt rings of
classifying spaces of symplectic groups
· · · → C˜H
q
BSp2n
(E2n)→ C˜H
q
(B Sp2n)→ C˜H
q
(B Sp2n−2)
→ Hq+1Nis,BSp2n(E2n,K
MW
q )→ · · ·
arising in finite-dimensional models from the schemes E2n(V ) where the closed
subscheme is the zero-section X(V ) ⊂ E2n(V ) and its open complement is S2n(V ).
The map C˜H
q
(B Sp2n) → C˜H
q
(B Sp2n−2) is the restriction along the stabilization
inclusion Sp2n−2 → Sp2n.
It remains to identify the cohomology of support in the localization sequence
above with the appropriate cohomology groups of BSp2n. To do this, one uses the
de´vissage isomorphisms
C˜H
q−2n
(B Sp2n)
∼= C˜H
q
BSp2n
(E2n)
Hq+1−2nNis (BSp2n,K
MW
q−2n)
∼= H
q+1
Nis,BSp2n
(E2n,K
MW
q )
which arise from the homotopy purity theorem of Morel–Voevodsky [MV99] and the
identification of contractions (KMWn )−1
∼= KMWn−1, cf. [AF14b, Proposition 2.8]. As
mentioned before, the de´vissage isomorphism depends on the choice of orientation
of the normal bundle of the closed subscheme. The right choice of such orientation
is explained in the following remark:
Remark 4.1. The de´vissage isomorphism involves that the coefficients are twisted
by the determinant of the normal bundle. From Totaro’s computation in [Tot99]
we know that CH•(B Sp2n)
∼= Z[c2, . . . , c2n], hence the Picard group of line bundles
on BSp2n is trivial. In particular the determinant of the normal bundle can be
trivialized. However, the de´vissage isomorphism
C˜H
q−2n
(B Sp2n)
∼= C˜H
q
BSp2n
(E2n),
depends on the choice of a trivialization of the normal bundle. There is a natural
choice of trivialization of the universal symplectic bundle over BSp2n: the choice
of a symplectic form ω on A2n yields an orientation given by the volume form ωn.
The natural representation of Sp2n on A
2n preserves the volume form by definition,
and hence the vector bundle associated to the universal Sp2n-torsor over BSp2n
and the natural representation yields an orientation on the universal symplectic
bundle. Since the normal bundle of the zero section is the universal bundle itself,
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we obtain a preferred orientation for the normal bundle for BSp2n →֒ E2n. This is
the orientation we use for the identification in the de´vissage isomorphism.
Combining the above exact localization sequence with the de´vissage isomor-
phisms we obtain the following statement:
Proposition 4.2. There is a long exact sequence of Milnor–Witt K-cohomology
groups of classifying spaces
· · · → C˜H
q−2n
(B Sp2n)→ C˜H
q
(B Sp2n)→ C˜H
q
(BSp2n−2)
→ Hq+1−2nNis (B Sp2n,K
MW
q−2n)→ H
q+1
Nis (B Sp2n,K
MW
q )→ · · ·
The first map is the composition of the de´vissage isomorphism with forgetting of
support (”multiplication with the Euler class of the universal symplectic bundle
E2n → BSp2n”). The second map is the restriction along the stabilization inclusion
Sp2n−2 → Sp2n.
4.2. Definition of characteristic classes. Denote by en = e(Sp2n) ∈ C˜H
2n
(B Sp2n)
the Euler class for the universal symplectic bundle E2n → BSp2n, cf. Section 2,
given as the image of 〈1〉 ∈ GW(F ) under the map
GW(F )→ C˜H
0
(B Sp2n)
∼= C˜H
2n
BSp2n
(E2n)→ C˜H
2n
(E2n) ∼= C˜H
2n
(B Sp2n).
Note again that the Euler class depends on the choice of orientation, cf. Remark 4.1.
Proposition 4.3. There are unique classes pq(Sp2n) ∈ C˜H
2q
(B Sp2n) such that
(1) i∗ pq(Sp2n) = pq(Sp2n−2) for q < n, and
(2) pn(Sp2n) = e(Sp2n).
Proof. Using the de´vissage isomorphisms, cf. the discussion before Remark 4.1, we
have C˜H
q−2n
(B Sp2n) = 0 for q < 2n and
Hq+1Nis,BSp2n(E2n,K
MW
2n )
∼= H
q+1−2n
Nis (B Sp2n,K
MW
q−2n) = 0
for q < 2n− 1 because the Chow–Witt groups are Nisnevich cohomology groups of
KMW• . In particular, the restriction along i : B Sp2n−2 → BSp2n induces isomor-
phisms
i∗ : C˜H
q
(B Sp2n)
∼= C˜H
q
(B Sp2n−2)
for q < 2n − 1. Existence and uniqueness of the classes pq then follows from the
definition of pn(Sp2n) as Euler class. 
Remark 4.4. Once we know that there is a bigraded extension of C˜H satisfying the
properties of Panin and Walter [PW10], their machinery will produce Pontryagin
classes in this bigraded theory which then may be compared to ours. Indeed, their
Pontryagin classes also satisfy the restriction property, cf. [PW10, Theorem 11.4],
and their top Pontryagin class coincides with the Thom class, cf. [PW10, Theorem
13.2]. Hence by our uniqueness theorem below, their Pontryagin classes will be
equal to ours and it follows that they all live in geometric bidegrees, which is not
immediate from their axiomatic setting. See Section 4.4 for more details.
Observe that as Pontryagin classes live in even degrees, they commute with all
other classes in C˜H
•
(B Sp2n) by Proposition 2.5.
Corollary 4.5. Under the natural morphism
C˜H
•
(B Sp2n)→ CH
•(B Sp2n)
∼= Z[c2, c4, . . . , c2n]
the Pontryagin class pi maps to the Chern class c2i.
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Proof. The concrete identification of the Chow-ring of the classifying space BSp2n
can be found in [Tot99] or [RV06]. An argument analogous to the proof of Propo-
sition 4.3 shows that the Chern classes in CH•(B Sp2n) are uniquely determined by
requiring that they are compatible with the stabilization in the symplectic series
and that c2n equals the Euler class e2n in the Chow ring. These two properties
are satisfied for the Chern classes in the Chow ring, essentially by inspection of the
computation of CH•(B Sp2n) in [RV06]. Now both the top Pontryagin class in the
Chow–Witt ring and the top Chern class in the Chow ring are defined in terms of
the Euler class. Moreover, the Chow–Witt-theoretic Euler class naturally maps to
the Chow-theoretic Euler class, as they are both defined in terms of the localization
sequence for the universal bundle, and these localization sequences are compatible
under the forgetful map C˜H→ CH, we conclude that the top Pontryagin class must
map to the top Chern class. Compatibility with stabilization proves the claim for
all Pontryagin classes. 
4.3. Computation of the Chow–Witt ring. Next, we have to discuss the inde-
pendence of the classes. In Brown’s argument, cf. [Bro82], this also follows directly
from the long exact cohomology sequence. This argument doesn’t quite work for
the Chow–Witt rings because the long exact sequence for KMWn -cohomology only
has a short piece (three terms) with Chow–Witt groups, and we have little infor-
mation on the remaining pieces of the KMWn -cohomology of BSp2n. This problem
already appears with Chow-rings. One way to deal with it, cf. [RV06], is to
restrict to tori, to compute the images of the characteristic classes and to show
independence there. This is basically the splitting principle. However, for our sit-
uation, we should not look at the maximal torus of Sp2n but at the “quaternionic
torus” SL×n2 →֒ Sp2n. There are corresponding quaternionic projective spaces HP
n
which are finite-dimensional approximations to BSp2. The quaternionic projective
n-space HPn can be defined as the open subscheme of those 2-dimensional sub-
spaces in a 2n + 2-dimensional symplectic vector space such that the restriction
of the symplectic form is nondegenerate. Said differently there is an identifica-
tion HPn ∼= Sp2n+2 / Sp2× Sp2n. More information on the subtle geometry of
quaternionic projective spaces can be found in [PW10], which also discusses the
symplectic splitting principle and the relevant flag schemes. Actually, to get the
splitting principle, we can use the quaternionic projective bundle formula for trivial
bundles, found in [PW10, Theorem 8.1]. An alternative description of the motivic
cell structure of HPn which also allows to compute the cohomology and deduce the
symplectic splitting principle is obtained in [Voe16].
Proposition 4.6. Let S be a smooth scheme. For any n, there are isomorphisms
C˜H
•
(HPn × S) ∼= C˜H
•
(S)[p1]/(p
n+1
1 ),
where p1 is the Pontryagin class of the tautological rank 2 symplectic bundle over
HP
n. Stabilization to the limit n→∞ yields an isomorphism
C˜H
•
(S × BSL2) ∼= C˜H
•
(S)[p1].
Proof. Even though Chow–Witt groups do not exactly fit the definition of symplec-
tically oriented theory in [PW10], the argument in loc.cit. can be done verbatim for
Chow–Witt groups. Note that the Pontryagin class p1 depends on the choice of ori-
entation of the tautological bundle on HP∞. For the preferred choice of orientation,
cf. Remark 4.1.
Computations with the localization sequence show that the inclusion C˜H
i
(HPn×
S) → C˜H
i
(HPn+1 × S) induces an isomorphism in degrees i < 2n. The explicit
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localization situation, which presents HPn+1 × S as homotopy pushout of a Hopf-
type map H Sn ∼= Q4n+3×S → HP
n×S, can be found in [Voe16, Sections 4.2, 4.4].
This implies that
C˜H
•
(HPn × S) ∼= C˜H
•
(S)[ζ]/(ζn+1).
The identificationHP∞ ∼= BSL2 can be seen as follows: as a first step, we identify
HP
n ∼= Sp2n+2 / SL2× Sp2n. In particular, we can writeHP
n ∼= (Sp2n+2 / Sp2n)/ SL2.
Now Sp2n+2 / Sp2n
∼= Q4n+3 and there is a natural Sp2n+2-equivariant vector bun-
dle torsor Q4n+3 → A
2n+2 \ {0} where the target has the tautological Sp2n+2-
action. The induced action of SL2 is free and induces a vector bundle torsor
HP
n → (A2n+2 \ {0})/ SL2. This shows that up to A1-weak equivalence, HP
n
is a 2n-acyclic approximation of BSL2. 
Corollary 4.7. For every n, there are canonical isomorphisms
C˜H
•
(B SL×n2 )
∼= GW(F )[p1,1, . . . , p1,n],
where the class p1,i is the first Pontryagin class of the universal SL2-bundle over
the i-th factor.
Before establishing the symplectic splitting principle, we need an explicit geo-
metric model for the Whitney sum map BSp2m×BSp2n−2m → BSp2n. For this,
consider a slight modification from Proposition 3.6: let V be an appropriate rep-
resentation for Sp2m with closed subset SV of codimension s and let W be an
appropriate representation for Sp2n−2m with closed subset SW of codimension s.
Then V ⊕ W is naturally a representation for Sp2m× Sp2n−2m and we obtain a
model for B(Sp2m× Sp2n−2m) by ((V \ SV )× (W \SW ))/(Sp2m× Sp2n−2m). If we
now take the induced Sp2n-representation U := Ind
Sp2n
Sp2m × Sp2n−2m
(V ⊕W ) and add
a suitable Sp2n-representation so that for the resulting representation U
′ the group
Sp2n acts freely outside a closed subset of codimension s, we obtain a model for the
Whitney sum map as
ω : ((V \ SV )× (W \ SW ))/(Sp2m× Sp2n−2m)→ (U
′ \ SU ′)/ Sp2n .
We have the Sp2n-torsor U
′ \SU ′ → (U ′ \SU ′)/ Sp2n. Pulling back this torsor along
ω yields, by construction, the Sp2n-torsor given by applying the inclusion of the
block matrix to the transition functions of the two torsors V \SV → (V \SV )/ Sp2m
and W \ SW → (W \ SW )/ Sp2n−2m. Consider the vector bundle E2n(U
′) →
(U ′ \ SU ′)/ Sp2n obtained as associated bundle for the torsor U
′ \ SU ′ → (U ′ \
SU ′)/ Sp2n with the tautological 2n-dimensional representation of Sp2n. By the
above discussion, the pullback of the bundle E2n(U
′)→ (U ′ \SU ′)/ Sp2n along this
map to ((V \ SV ) × (W \ SW ))/(Sp2m× Sp2n−2m) yields the Whitney sum of the
pullbacks of the vector bundles E2m(V ) → (V \ SV )/ Sp2m and E2n−2m(W ) →
(W \ SW )/ Sp2n−2m, respectively.
The following result is our weak splitting principle. The actual splitting principle
states that the map in question is an isomorphism, which is proved as parts (1) and
(2) of Theorem 4.10 further below.
Proposition 4.8. The restriction of the top Pontryagin class pn along the orthogo-
nal sum map B(Sp2m× Sp2n−2m)→ BSp2n equals the exterior product pm⊠ pn−m.
Consequently, the restriction morphism
C˜H
•
(B Sp2n)→ C˜H
•
(B SL×n2 )
∼= GW(F )[p1,1, . . . , p1,n]
maps the Pontryagin class pi to the i-th elementary symmetric polynomial in the
classes p1,1, . . . , p1,n.
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Proof. We first prove the statement about the orthogonal sum map for the top
Pontryagin class, i.e., the restriction of pn along B(Sp2m× Sp2n−2m) → BSp2n is
equal to pm⊠ pn−m. We freely use the notation introduced in discussing the finite-
dimensional model for the Whitney sum map. Note also that the model introduced
for B(Sp2m× Sp2n−2m) has a product structure, so that talking about the exterior
product makes sense.
By Proposition 4.3, the class pn is the Euler class of the bundle E2n(U
′)→ (U ′ \
SU ′)/ Sp2n. By functoriality of Euler classes discussed in Section 2, pn restricts to
the Euler class of the Whitney sum of the vector bundles E2m(V )→ (V \SV )/ Sp2m
and E2n−2m(W )→ (W \ SW )/ Sp2n−2m.
It remains to show that the Euler class of the Whitney sum is the exterior prod-
uct of the Euler classes of the summands. By definition, the Euler classes associ-
ated to E2m(V ) and E2n−2m(W ) are the top Pontryagin classes pm ∈ C˜H
2m
((V \
SV )/ Sp2m) and pn−m ∈ C˜H
2n−2m
((W\SW )/ Sp2n−2m), respectively. Now Lemma 2.8
implies that the Euler class of the exterior product sum E2m(V ) ⊠ E2n−2m(W ) is
the exterior product of the Euler classes of the summands, i.e., equals pm⊠ pn−m.
Since the Euler classes considered here live in even degrees, there is no sign issue,
cf. Proposition 2.5.
Now we prove the second statement, the weak splitting principle, by induction.
Assume we know the weak splitting principle for the Pontryagin classes for Sp2n,
we want to deduce it for Sp2n+2. For the top Pontryagin class pn+1, this follows
from the multiplicativity statement already established and the inductive assump-
tion for pn: the class pn maps to the product p1,1 · · · · · p1,n, hence pn+1 maps
to p1,1 · · · · · p1,n+1. To deal with a Pontryagin class pi for i < n + 1, recall that
pi is defined for Sp2n+2 by the fact that its restriction to Sp2n is pi. The image
of pi in GW[p1,1, . . . , p1,n+1] is a homogeneous polynomial of degree 2i and we
need to determine the monomials. For each of the
(
n+1
i
)
possibilities of choosing
i factors from SL×n+12 , the corresponding inclusion SL
×i
2 →֒ SL
×n+1
2 →֒ Sp2n+2
can be factored as SL×i2 →֒ Sp2i →֒ Sp2n+2. In this latter composition, pi(Sp2n+2)
restricts to pi(Sp2i), which is the top Pontryagin class and consequently maps to
the product
∏
p1,j running over j ∈ I with the appropriate index set. We find that
each monomial of degree 2i in the p1,j appears with coefficient 1 in the restriction
of pi(Sp2n+2). This means that pi(Sp2n+2) restricts to the elementary symmetric
polynomial in the p1,1, . . . , p1,n+1. 
Remark 4.9. Note that we are not using a Ku¨nneth formula in the above proof.
All the computations are done in Chow–Witt rings of finite-dimensional models of
BSL×n2 which are obtained as products of finite-dimensional quaternionic projective
spaces. The exterior product of cycles in this situation corresponds to the polynomial
ring multiplication under the isomorphism of Corollary 4.7.
Now we have all the information required to compute the Chow–Witt rings of the
classifying spaces of the symplectic groups. The final argument is the same induc-
tion as in [Bro82], where we have already established the existence and uniqueness
of the Pontryagin classes and have a weak form of the splitting principle to prove
their independence.
Theorem 4.10. (1) For every n, the Pontryagin classes pi ∈ C˜H
2i
(B Sp2n) de-
fined in Proposition 4.3 induce an isomorphism
C˜H
•
(BSp2n)
∼= GW(F )[p1, . . . , pn].
(2) The restriction along BSL×n2 → BSp2n is injective on Chow–Witt rings.
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(3) The restriction along the orthogonal sum BSp2m×BSp2n−2m → BSp2n maps
the Pontryagin classes as follows:
pi 7→
m∑
j=i+m−n
pj ⊠ pi−j .
(4) Under the canonical morphism C˜H
•
(BSp2n) → CH
•(B Sp2n), the Pontryagin
class pi maps to the Chern class c2i.
Proof. (4) has already been proved in Corollary 4.5.
We prove (1) and (2) by induction on n. The base case is Sp0 in which case
the claim reduces to C˜H
•
(SpecF ) ∼= GW(F ), concentrated in degree 0. We can
alternatively use Sp2 = SL2 as base case. Point (1) then follows directly from the
quaternionic projective bundle theorem, cf. Proposition 4.6. Note that this base
case trivially satisfies the splitting principle in the sense that the restriction along
BSL×n2 → BSp2n is injective.
Now assume that we know statements (1) and (2) for the Chow–Witt ring of
B Sp2n−2. By the result on existence and uniqueness of the Pontryagin classes, cf.
Proposition 4.3, we have ι∗ pi(Sp2n) = pi(Sp2n−2) for ι : B Sp2n−2 → BSp2n, hence
the restriction map
ι∗ : C˜H
•
(B Sp2n)→ C˜H
•
(BSp2n−2)
is surjective. By Proposition 4.3, pn(Sp2n) is defined as the Euler class of the uni-
versal symplectic bundle on BSp2n, and the localization sequence of Proposition 4.2
implies that any class with trivial restriction to BSp2n−2 is divisible by the Euler
class. In particular, p1, . . . , pn generate the Chow–Witt ring.
We now prove the splitting principle, point (2), for BSp2n, by induction on the
cohomological degree q. For the base case, we want to show that C˜H
0
(B Sp2n) →
C˜H
0
(B SL×n2 ) is injective. The structural morphism BSp2n → SpecF provides
a ring homomorphism GW(F ) → C˜H
0
(B Sp2n). This homomorphism is injec-
tive because it is split by evaluation at the F -rational point SpecF → BSp2n
which classifies the symplectic structure on A2nF , viewed as trivial symplectic bun-
dle. By the localization sequence of Proposition 4.2, the morphism C˜H
0
(B Sp2n)→
C˜H
0
(B Sp2n−2) is injective. Inductively, we find that the morphism GW(F ) →
C˜H
0
(B Sp2n) is an isomorphism for all n. A similar argument applies to B SL
×n
2 .
This implies that the map C˜H
0
(B Sp2n)→ C˜H
0
(B SL×n2 ) is an isomorphism of free
GW(F )-modules of rank 1, compatible with the identifications with GW(F ) given
by the structural morphisms.
For the inductive step, suppose we know that C˜H
i
(B Sp2n) → C˜H
i
(BSL×n2 ) is
injective for all degrees i < q. Let
α ∈ ker
(
C˜H
q
(BSp2n)→ C˜H
q
(B SL×n2 )
)
be a class in the kernel of the restriction. By the outer inductive assumption,
we know that C˜H
q
(B Sp2n−2) → C˜H
q
(B SL
×(n−1)
2 ) is injective. In particular,
the restriction of the image α ∈ C˜H
q
(B Sp2n−2) to B SL
×(n−1)
2 is trivial only
if α is trivial. Since C˜H
q
(B Sp2n−2)
∼= GW(F )[p1, . . . , pn−1], we can lift α to
f(p1, . . . , pn−1) ∈ C˜H
q
(B Sp2n). Then the difference α
′ := α− f(p1, . . . , pn−1) will
have trivial image in C˜H
q
(B Sp2n−2), and will still be in the kernel of the restric-
tion map. In particular, to establish the splitting principle in degree q, it suffices
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to show that α′ = 0. Since the restriction of α′ to B Sp2n−2 is trivial, it is in the
image of the multiplication by the Euler class
e(Sp2n) : C˜H
q−2n
(B Sp2n)→ C˜H
q
(B Sp2n),
i.e., α′ is divisible by the Euler class. In particular, there is a class α′′ with
e(Sp2n) · α
′′ = α′. Under the restriction C˜H
q
(B Sp2n)→ C˜H
q
(B SL×n2 ), this equal-
ity expresses the restriction of α′ as the product of the restriction of the Euler
class e(Sp2n) = pn and the restriction of α
′′. By Proposition 4.8, the Euler class
pn restricts to the elementary symmetric polynomial in p1,1, . . . p1,n which is non-
zero. In particular, multiplication with the Euler class restricts to an injection on
C˜H
•
(B SL×n2 ). If α
′ has trivial restriction, then α′′ must have trivial restriction.
But then the inner inductive assumption implies that α′′ is already trivial, proving
that α′ is trivial.
We have thus established (2), the splitting principle for the Chow–Witt ring
of B Sp2n. From the splitting principle, it follows that multiplication with the
Euler class is injective because the Euler class maps to a non-zero element of
C˜H
•
(B SL×n2 ), cf. Corollary 4.7. The injectivity together with Proposition 4.8
implies that pn(Sp2n) is algebraically independent of the other pi(Sp2n). This
implies the required identification C˜H
•
(B Sp2n)
∼= GW(F )[p1, . . . , pn], proving (1).
The Whitney sum formula (3) now follows directly from the splitting principle
(2): to check the formula, it suffices to check it after restriction to BSL×n2 , but
there it holds by Corollary 4.7. 
Proposition 4.11. Let F be a perfect field of characteristic unequal to 2, let X
be a smooth scheme and let E → X be a symplectic vector bundle on X. There
is a conjugate symplectic vector bundle, obtained by applying the conjugation au-
tomorphism M 7→ (M−1)t. The Pontryagin classes of a symplectic bundle and its
conjugate are related as follows:
pi(E ) = 〈−1〉
i pi(E ).
Proof. Viewing Sp2n as automorphism group of a rank n module over the split
quaternion algebra M2×2, the conjugation corresponds to the conjugation of the
matrix algebra. On the level of Sp2-bundles, this conjugation will not actually
change the isomorphism class of the bundle, but it will change the orientation. The
induced map on the Chow–Witt ring C˜H
•
(B SL2) ∼= GW(F )[p1] is the GW(F )-
algebra map given by sending p1 7→ 〈−1〉p1. The general claim now follows from
the splitting principle in Theorem 4.10 above. 
4.4. Application: symplectic orientation for Chow–Witt theory. As an
application of the above computation, we now explain in which sense Chow–Witt
groups are a symplectically oriented theory. This is claimed in [PW10, section 7]
without proof, and the results of this section will make this statement precise.
First, we observe that C˜H
•
(−) does not satisfy the localization condition [PW10,
Definition 2.1 (1)] in the definition of a ring cohomology theory. However, it does
when instead of only the geometric bidegrees C˜H
•
(−) we consider the full bigraded
theory H•(−,KMW• ), see [Fas08, 10.4.7 and 10.4.9]. We now check that it satisfies
all other axioms of [PW10] as well. The ”e´tale excision” condition (2) (which in
fact is a Nisnevich descent condition) can be deduced from [Mor12], but as Panin–
Walter say Zariski excision usually is enough in practice. Condition (3), that is
algebraic homotopy invariance, is established in [Fas08, section 11]. Concerning
the ring structure of [PW10, Definition 2.2], everything but condition (2) follows
from [Fas07]. Condition (2) could be established along the lines of our proof of
Proposition 2.6, see Remark 2.7.
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The bigraded theory H•(−,KMW• ) and in particular C˜H
•
(−) carries a symplec-
tic Thom structure in the sense of [PW10, Definition 7.1] by [Fas08, 10.4.8], see
also [AF16a, section 3.5]. That is, for any rank 2n vector bundle E → X with
a symplectic structure, we can push forward 〈1〉 ∈ GW(F ) (or rather its image
under the morphism GW(F ) → C˜H
0
(X)) along the zero-section to a Thom class
in C˜H
2n
X (E). In [PW10, section 14] the authors use their axioms to prove that
the existence of a symplectic Thom structure is equivalent to several other extra
data on a ring cohomology theory. In particular, it is shown that it is equivalent
to a Pontryagin structure [PW10, Definition 12.1] and a Pontryagin classes theory
[PW10, Definition 14.1]. In short, their machinery produces Pontryagin classes for
the bigraded H•(−,KMW• ).
Above, we have computed C˜H
•
(B Sp2n). For a rank 2n vector bundle E → X
with a symplectic structure, we get a classifying map X → BSp2n, cf. Remark 3.5,
and the induced ring homomorphism C˜H
•
(B Sp2n) → C˜H
•
(X) yields Pontryagin
classes for the symplectic bundle E → X . From our construction of Pontryagin
classes above, we deduce immediately that the properties and formulas of [PW10,
Definition 12.1 and Definition 14.1] hold for the induced Pontryagin classes in
C˜H
•
(X).
The above discussion applies verbatim to H•(−, I•). From Theorem 4.10, we can
deduce
H•(BSp2n, I
•) ∼= W(F )[p1, . . . , pn],
implying a theory of Pontryagin classes for the I•-cohomology as well. This will be
used for our computations of H•(B SLn, I
•) in subsequent sections.
Remark 4.12. The maximal compact subgroup of Spn(R) is U(n). Hence under
real realization, the above formula becomes H•(BU(n)) ∼= Z[c
top
1 , ..., c
top
n ].
We shortly compare our proof strategy to the techniques used in [PW10]. We
already mentioned the fact that the localization sequence for Chow–Witt theory
does not have the form required for the definition of cohomology theory in [PW10].
Another difference is that we are interested here in computing the value of a coho-
mology theory on BSp2n where cohomology theory means “something representable
in the motivic homotopy category”. In [PW10], the value of the cohomology the-
ory on infinite-dimensional objects like B Sp2n is simply defined as inverse limit
of the cohomology evaluated on finite-dimensional approximation. In particular,
while our computations would agree with those in [PW10] for finite-dimensional
approximations to B Sp2n, they would disagree in the final result: if we think of
Chow–Witt theory as represented by the Eilenberg–Mac Lane spectrum for KMW•
then the value for B Sp2n is a polynomial ring in the Pontryagin classes, while the
result in [PW10] is a power series ring. The difference is due to grading and stabi-
lization, and is similar to what happens for cohomology vs. K-theory of classifying
spaces. Nevertheless, the agreement on the finite-dimensional level implies that the
Pontryagin classes we use in our computations can be identified with those obtained
using the approach of [PW10], see Remark 4.4.
Finally, there is also a difference of emphasis. For Panin and Walter (similar
to the standard intersection-theoretic construction of Chern classes for CH), the
first Pontryagin class of a symplectic line bundle is the fundamental object, and
the splitting principle is used to define higher Pontryagin classes in terms of ele-
mentary symmetric polynomials in the Pontryagin roots. In our approach, the top
Pontryagin class (via its identification as Euler class) is the fundamental object,
and the lower Pontryagin classes are uniquely defined by requiring compatibility
with stabilization. The splitting principle is then required to show independence of
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the classes, compensating for the too short localization sequence. That said, parts
of the global strategy employed by us coincide with parts of [PW10], which is in
particular true for the splitting principle.
5. Characteristic classes for (oriented) vector bundles
In this section, we will give definitions of the Chow–Witt-theoretic characteristic
classes for vector bundles in C˜H
•
(B SLn) (most of which are well-known). Before we
can do that, we introduce the geometric setup for the localization sequence, similar
to what happened in Section 4. This will, in particular, also allow to compare the
classes considered here to others that already appeared in the literature.
5.1. Geometric setup of the localization sequence. We begin by setting up
the localization sequence for the inductive computation of C˜H
•
(B SLn), similar to
the development in Section 4. As for the latter, the basic idea on the level of
classifying spaces in the Morel–Voevodsky A1-homotopy category is to consider the
universal rank n vector bundle En → BSLn. The total space and zero-section can
be identified with BSLn and the complement of the zero-section can be identified
with BSLn−1. The next paragraphs should make this precise on the level of finite-
dimensional approximations of the classifying spaces.
Let V be an SLn-representation on which SLn acts freely outside a closed stable
subset Y of codimension s, and consider the quotient X(V ) := (V \ Y )/ SLn. This
computes C˜H
•
(B SLn) in degrees ≤ s − 2, and a finite-dimensional model for the
universal SLn-torsor is given by the projection p : V \ Y → X(V ).
Now we may consider the tautological SLn-representation on A
n and take the
associated vector bundle for the SLn-torsor p : V \Y → X(V ) for this representation;
denote this vector bundle by γV : En(V ) → X(V ). Note that this vector bundle
is orientable; if we choose an orientation on the vector space An underlying the
tautological SLn-representation, this will give us an orientation of the vector bundle
En(V )→ X(V ). The vector bundle γV : En(V )→ X(V ) is an A1-weak equivalence
and therefore we have C˜H
•
(X(V )) ∼= C˜H
•
(En(V )). Both these are isomorphic to
C˜H
i
(B SLn) for i ≤ s− 2.
Denote by Sn(V ) the complement of the zero-section of γV : E(V )→ X(V ). We
want to identify Sn(V ) as an approximation of BSLn−1. The group SLn−1 acts
freely on V \ Y , and the quotient morphism q : (V \ Y )/ SLn−1 → X(V ) is a model
for the stabilization morphism BSLn−1 → BSLn. Note that the quotient morphism
q is in fact a fiber bundle with fiber SLn / SLn−1.
To identify Sn(V ), consider the SLn-operation on A
n via the tautological rep-
resentation and denote by v1, . . . , vn the canonical basis of A
n. There are two
SLn-orbits, the origin {0} and its complement U = An \ {0}. The stabilizer of vn is
an extension of SLn−1 (acting on span(v1, . . . , vn−1)) by a unipotent group and the
inclusion SLn−1 →֒ SLn is the standard stabilization embedding. This implies that
the morphism (V \ Y )/ SLn−1 → X(V ) lifts to a map (V \ Y )/ SLn−1 → Sn(V )
and this lift is a torsor under the unipotent radical of the stabilizer of vn. In par-
ticular, we get an A1-weak equivalence (V \ Y )/ SLn−1 → Sn(V ) which therefore
induces an isomorphism of Chow–Witt rings. In particular, the open complement
Sn(V ) computes the Chow–Witt ring of BSLn−1 in a range and, by construction,
the morphism
C˜H
•
(X(V ))
γ∗
V−−→ C˜H
•
(Sn(V )) ∼= C˜H
•
((V \ Y )/ SLn−1)
induced from the natural quotient map (V \Y )/ SLn−1 → X(V ) is the stabilization
morphism. Consequently, keeping in mind Remark 4.1 and passing to the limit
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over a suitable system of representations V , we obtain the following localization
sequence:
Proposition 5.1. There is a long exact sequence of Chow–Witt groups of classi-
fying spaces
· · · → C˜H
q−n
(B SLn)→ C˜H
q
(B SLn)→ C˜H
q
(B SLn−1)
→ Hq+1−nNis (B SLn,K
MW
q−n)→ H
q+1
Nis (B SLn,K
MW
q )→ · · ·
The first map is the composition of the de´vissage isomorphism with the forgetting
of support, alternatively “multiplication with the Euler class of the universal bundle
En → BSLn”. The second map is the restriction along the stabilization inclusion
SLn−1 → SLn.
There are similar exact sequences for the other coefficients I• and KM• , and the
change-of-coefficient maps induce commutative ladders of exact sequences.
Proof. The localization sequences follow from the discussion prior to the statement.
The compatibility of the exact sequences with change-of-coefficients follows from
the discussion in Section 2.4. Essentially, changing the coefficients is a map of
Milnor–Witt cycle modules [Fel18], which are an oriented version of Rost’s cycle
modules [Ros96]. 
On the level of finite-dimensional models, this arises from the localization situa-
tion for the vector bundles En(V ) with the zero-section X(V ) and its open comple-
ment Sn(V ). It should be pointed out that, just as in Proposition 4.2, the morphism
C˜H
q−n
(B SLn) → C˜H
q
(B SLn), using the de´vissage isomorphism, depends on the
choice of orientation of the universal vector bundle on BSLn.
An immediate application of the localization sequences in Chow theory is that
Chern classes are uniquely determined by their compatibility with stabilization
and the identification of the top Chern class as Thom class of the universal bundle.
Certainly this is well-known, but most authors proceed from the definition of the
first characteristic class to a definition of the higher ones via the splitting principle.
Proposition 5.2. There are unique classes ci(SLn) ∈ CH
i(B SLn) for 2 ≤ i ≤ n,
such that the natural stabilization morphism ι : B SLn−1 → BSLn satisfies ι∗ ci(SLn) =
ci(SLn−1) for i < n and cn(SLn) = en(SLn). These agree with the Chern classes
in [RV06]. In particular, the Chow–Witt-theoretic Euler class reduces to the top
Chern class in the Chow theory. There is a natural isomorphism
CH•(B SLn) ∼= Z[c2, c3, . . . , cn].
The restriction along the Whitney sum BSLm×BSLn−m → BSLn maps the Chern
classes as follows:
ci 7→
m∑
j=i+m−n
cj ⊠ ci−j .
Proof. The argument is the same as in Proposition 4.3, with the difference that
in Chow theory the restriction to an open subset is surjective, thus improving the
connectivity bound by 1. The identification with the Chern classes in [RV06] follows
since they satisfy stabilization and the top Chern class is given by the Euler class
of the universal bundle. The Whitney sum formula can be deduced from classical
sources or be proved along the line of argument in Section 4. 
Proposition 5.3. Let E → X be a vector bundle on a smooth scheme X. Recall
that the dual vector bundle E is obtained by applying the automorphism GLn →
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GLn : M 7→ (M−1)t to the transition functions of E . The Chern classes of a vector
bundle and its dual are related as follows:
ci(E ) = (−1)
i ci(E ).
Proof. For line bundles, this is clear since the transposed inverse is simply the
inverse, and this induces the additive inverse in the Picard group. The general case
follows from the classical splitting principle for Grassmannians. 
The following recovers the well-known description of the mod 2 Chow ring of
B SLn. We include it so as to be able to identify the integral Stiefel–Whitney
classes appearing later with the ones defined in [Fas13].
Proposition 5.4. There are unique classes ci(SLn) ∈ Ch
i(B SLn) for 2 ≤ i ≤ n,
such that the natural stabilization morphism ι : B SLn−1 → BSLn satisfies ι∗ci(SLn) =
ci(SLn−1) for i < n and cn(SLn) = en(SLn). These agree with the Stiefel–Whitney
classes in [Fas13, Definition 4.2]. There is a natural isomorphism
Ch•(B SLn) ∼= Z/2Z[c2, . . . , cn].
Proof. Again, the existence and uniqueness proof follows the argument for Proposi-
tion 4.3. The identification with the Stiefel–Whitney classes in [Fas13] follows since
the top Stiefel–Whitney class is the reduction of the Euler class, cf. [Fas13, Section
3, 4], and compatibility with stabilization follows from the Whitney sum formula
in loc.cit. 
Remark 5.5. We follow [Fas13] in denoting the Stiefel–Whitney classes as re-
ductions of Chern classes. In the topological context of H•(BU(n),Z), the mod 2
reduction of ci is the class w2i of the universal bundle. In particular, for those read-
ers who want to compare our development to the computation of H•(B SO(n),Z) in
[Bro82], our classes ci play exactly the role played by the wi in loc.cit.
5.2. Characteristic classes for (oriented) vector bundles. Now we can define
the relevant characteristic classes of vector bundles.
We begin with a discussion of the Pontryagin classes, which are obtained by sym-
plectification. This is the algebraic analogue of the classical definition which defines
Pontryagin classes for real bundles by complexification, compare also [Ana15, Def-
inition 7].
Recall that for any n ∈ N, we have natural group homomorphisms
σn : GLn → Sp2n : M 7→
(
M 0
0 (M−1)t
)
.
These homomorphisms are compatible with stabilization in the sense that there are
commutative diagrams
GLn
σn
//
(−)⊕1

Sp2n
(−)⊕H

GLn+1 σn+1
// Sp2n+2 .
The induced morphism on classifying spaces
Bσn : BGLn → BSp2n
will be called symplectification morphism. It corresponds to the standard hyperbolic
functor. More precisely, it maps a vector bundle E over a scheme X to the vector
bundle E⊕E equipped with the natural symplectic form, where E is the dual bundle
of E (obtained by applying the outer automorphismM 7→ (M−1)t to the transition
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functions). By the above commutative diagram, symplectification of vector bundles
is compatible with stabilization.
Composing with the natural inclusions SLn →֒ GLn yields by definition the
symplectification for oriented vector bundles, which will be (isomorphic to) the
symplectification of the underlying vector bundle enjoying similar properties. Next,
we introduce Pontryagin classes for B SLn.
Definition 5.6. We define the Pontryagin classes pi(GLn) resp. pi(SLn) as the
images of pi ∈ C˜H
•
(B Sp2n) from Theorem 4.10 under the homomorphisms
C˜H
•
(B Sp2n)
Bσ∗
n−−−→ C˜H
•
(BGLn)→ C˜H
•
(B SLn)
Remark 5.7. There is a difference to the classical definition, and also to the one of
[Ana15]. For us, the Pontryagin classes are characteristic classes for the symplectic
groups, and the Pontryagin classes in the Chow–Witt ring of BGLn are the classes
of a particular symplectic representation of GLn. This is why we do not modify
the Pontryagin classes by signs or reindexing. In particular, pi ∈ C˜H
2i
(BGLn).
Note also that we include all the Pontryagin classes in the definition where the
classical definition only includes the even classes. In Chow–Witt theory, the odd
Pontryagin classes are non-torsion classes, as can be seen from Proposition 7.6. In
I-cohomology, however, the odd Pontryagin classes will have torsion images.
Proposition 5.8. The Pontryagin classes for the special linear group are compat-
ible with stabilization in the sense that j∗(pi(SLn+1)) = pi(SLn) for i ≤ n where
j∗ : C˜H
•
(B SLn+1) → C˜H
•
(B SLn) is induced from the natural stabilization map
SLn → SLn+1.
Proof. This follows from the fact that symplectification commutes with stabilization
and Proposition 3.6. 
We recalled in Section 2 the definition of the Chow–Witt-theoretic Euler class
of vector bundles from [AF16a]. This gives rise to a class in the Chow–Witt ring
of B SLn. The following is the definition given in [Fas08, Definition 13.2.1], see also
the discussion in [AF16a, Section 3].
Definition 5.9. For smooth schemes X, the Chow–Witt-theoretic Euler class of a
vector bundle p : E → X of rank n is defined via the formula
en(p : E → X) := (p
∗)−1s0∗(1) ∈ C˜H
n
(X, det(p)∨),
where s0 : X → E is the zero section. Using smooth finite-dimensional approxima-
tions to the classifying space BGLn provides a well-defined Euler class
en ∈ C˜H
n
(BGLn, det(γn)
∨).
The same definition applies to the group SLn. By compatibility of Euler classes with
pullback, the Euler class for oriented vector bundles can alternatively be defined as
the image of the above en under the induced homomorphism
C˜H
n
(BGLn, det(γn)
∨)→ C˜H
n
(B SLn).
By definition, in the model for the localization sequence, cf. Proposition 5.1, the
Euler class corresponds under the de´vissage isomorphism to the Thom class for the
universal rank n vector bundle γn on BGLn. This justifies calling the composition
C˜H
q−n
(B SLn) ∼= C˜H
q
BSLn(En)→ C˜H
q
(En) ∼= C˜H
q
(B SLn)
“multiplication with the Euler class”. Via the correspondence of Proposition 3.3,
cf. also Remark 3.5, the Euler class en ∈ C˜H
n
(B SLn) is the characteristic class
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which induces the Chow–Witt-theoretic Euler classes of rank n vector bundles by
pullback along the classifying map. As before, the Euler class depends on the choice
of orientation for the universal bundle.
Remark 5.10. We have defined the Euler class and the Pontryagin classes as
elements in C˜H
•
(B SLn). However, we can also get corresponding classes in I
j-
cohomology by taking their images under projection
C˜H
•
(B SLn)→ H
•
Nis(B SLn, I
•).
These classes will be also be denoted by the symbols pi and en, respectively.
There are more induced characteristic classes which naturally live in the Ij-
cohomology of the classifying spaces. In the real realization, they arise as integral
Bocksteins of products of Stiefel–Whitney classes. We proceed similarly, using the
integral Bockstein operations of Section 2.3. The classes β(c2i) are the integral
Stiefel–Whitney classes from [Fas13] by Proposition 5.4. The following definition
only uses the reductions of even Chern classes since the odd Chern classes have
trivial Bockstein. This will be discussed in more detail in the proof of Theorem 6.10.
Definition 5.11. For a set J = {j1, . . . , jl} of integers 0 < j1 < · · · < jl ≤
[(n− 1)/2], there is a class
βJ := β(c2j1c2j2 · · · c2jl) ∈ H
d+1
Nis (B SLn, I
d+1)
where d =
∑l
a=1 2ja.
Remark 5.12. The Bockstein class β(∅) = 0 because by convention the empty
product equals 1 ∈ Ch0(X) which is the reduction of 1 ∈ H0(X, I0).
6. H•Nis(B SLn, I
•): statement of the theorem
In this section, we construct graded rings which we will show later to be isomor-
phic to the Chow–Witt rings of the classifying spaces B SLn. More precisely, we will
formulate the main results describing the Ij-cohomology of these classifying spaces
and deduce consequences for the computation of the Chow–Witt rings of BSLn.
The proof of the main theorem about Ij-cohomology is deferred to later sections.
6.1. Candidate presentations of cohomology rings. In the following subsec-
tion, we define some W(F )-algebras. These are the motivic translation of the
presentation of H•(B SO(n),Z) in [Bro82, Theorem 1.4]. As n varies, we also define
restriction maps between the rings and check that they are well-defined. This will
enable us to state the main results on C˜H
•
(B SLn) and H
•
Nis(B SLn, I
•) in the next
subsection.
Following [Cad99], we use the notation ∆(J, J ′) = (J ∪ J ′) \ (J ∩ J ′) for the
symmetric difference of two subsets J and J ′ of a given set. This notation will
make the formula for products of Bockstein classes easier to parse.
Recall from Proposition 2.5 that ǫ ∈ GW(F ) becomes 1 in W(F ) and hence
H•Nis(B SLn, I
•) will be a (−1)-graded commutative (graded commutative for short)
algebra in the sense of Definition 2.4.
Definition 6.1. Let F be a field of characteristic 6= 2. For a natural number n ≥ 2,
we define the graded commutative W(F )-algebra
Rn = W(F )
[
P1, . . . , P[(n−1)/2], Xn, {BJ}J
]
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where the index set J runs through the sets {j1, . . . , jl} of natural numbers with
0 < j1 < · · · < jl ≤ [(n− 1)/2]. The degrees of elements are given as follows:
degPi = 4i, degXn = n, degBJ = 1 +
l∑
i=1
2ji.
By convention B∅ = 0. Let In ⊂ Rn be the ideal generated by the following
relations:
(1) I(F )BJ = 0.
(2) If n = 2k + 1 is odd, X2k+1 = B{k}.
(3) For two index sets J and J ′, we have
BJ · BJ′ =
∑
k∈J
B{k} · P(J\{k})∩J′ ·B∆(J\{k},J′)
where we set PA =
∏l
i=1 Pai for A = {a1, . . . , al}.
Remark 6.2. The convention of setting B∅ = 0 will later turn out to be compatible
with the statement that c0 = 1 has trivial Bockstein.
Remark 6.3. In a graded-commutative Z-algebra, if an element x is 2-torsion,
then x · y = y · x, irrespective of degrees. This follows since the products will be
2-torsion and consequently x·y = −x·y. In the above setting, the elements BJ are 2-
torsion because of relation (1) in Definition 6.1 andW(F )/ I(F ) = Z/2Z. Therefore
the ideal generated by the elements BJ in Rn/In will be central. Moreover, the
subalgebra of even-degree elements will always be commutative. Since the elements
Pi live in degrees divisible by 4, they are necessarily central, and so is the element Xn
for n even. However, for n odd it is also central since X2k+1 = B{k}. Consequently,
the Z-graded W(F )-algebra Rn/In defined above is actually commutative.
Definition 6.4. Let n ≥ 3 be a natural number. Define the map Φn : Rn → Rn−1
as the W (F )-algebra map explicitly given on generators as follows:
• the element Pi maps to Pi if i < (n−1)/2 and maps to X2n−1 if i = (n−1)/2,
• the element Xn maps to 0, and finally
• the element BJ for the index set J = {j1, . . . , jl} maps to{
BJ jl < (n− 1)/2
BJ′ ·Xn−1 jl = (n− 1)/2, J = J ′ ⊔ {jl}.
Example 6.5. The first non-trivial relation of type (3) in Definition 6.1 appears
for n = 5, it is
B{1,2} · B{1,2} = B1 · P2 ·B1 +B2 · P1 · B2.
We check in this special case that the map Φ5 is compatible with this relation. Recall
that Φ5 is given by B{1,2} 7→ B1 ·X4, B1 7→ B1 and B2 7→ 0. The equation above
then maps to
B1 ·X4 ·B1 ·X4 = B1 ·X
2
4 ·B1 + 0.
We see that in this case, Φ5 maps the relation in R5 to an equality in R4 and all’s
well. Keep this example in mind, and the following proof is a cakewalk. 
Proposition 6.6. With the notation from Definitions 6.1 and 6.4, we have
Φn(In) ⊆ In−1.
In particular, the map Φn descends to a well-defined ring homomorphism
Φn : Rn/In → Rn−1/In−1.
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Proof. We first deal with the relations of type (1). Recall that the map Φn is by
definitionW (F )-linear, in particular it will send I(F ) into I(F ). Since Φn sends BJ
to either BJ or BJ′ ·Xn−1 (with special case 0 if J ′ = ∅), it is clear that relations
of type (1) are preserved.
The relations of type (2) are also preserved, since bothX2k+1 and Bk are mapped
to 0 by Φn.
It remains to deal with relations of type (3). These relations are trivially pre-
served if neither J nor J ′ contain the highest possible index jl = (n − 1)/2. In
that case, all the relevant BJ and PJ will exist both in Rn and Rn−1, and the
corresponding relation in Rn is just mapped to the same relation in Rn−1.
The appearance of jl = (n − 1)/2 causes some trouble which we deal with in a
case distinction.
First assume that jl ∈ J ′ and jl 6∈ J . In this case, the relation is
BJ ·BJ′ =
∑
k∈J
B{k} · P(J\{k})∩J′ · B∆(J\{k},J′).
By assumption, (J \{k})∩J ′ will not contain jl hence no Pontryagin class appears.
Also, the assumption implies that jl ∈ ∆(J \ {k}, J ′) hence the jl appears in the
second index set for every k ∈ J (and none of the k can be equal jl). Therefore,
the equality maps under Φn to
BJ · BJ′\{jl} ·Xn−1 =
∑
k∈J
B{k} · P(J\{k})∩J′ · B∆(J\{k},J′)\{jl} ·Xn−1.
But this is just the product of a relation in In−1 with Xn−1.
Since the relation is not symmetric in J and J ′, it is necessary to say a few words
about the case jl ∈ J and jl 6∈ J ′ as well. Now there will be one summand where k =
jl, and this summand maps to 0 because it contains B{jl}. For all other summands,
k 6= jl. As before, the index jl doesn’t appear in the set (J \ {k}) ∩ J
′ relevant
for the Pontryagin classes. Also as before, the symmetric differences ∆(J \ {k}, J ′)
for k 6= jl will all contain jl. With this information, we write out the image of the
relation under Φn:
BJ\{jl} ·Xn−1 ·BJ′ =
∑
jl 6=k∈J
B{k} · P(J\{k})∩J′ ·B∆(J\{k,jl},J′) ·Xn−1.
Again, this is just the product of a relation in In−1 with Xn−1.
Finally, we deal with the case where jl ∈ J ∩ J ′. In this case, the symmetric
difference ∆(J \ {k}, J ′) will not contain jl unless jl = k (which contributes a
summand 0 under Φn). However, now the index set (J \ {k}) ∩ J ′ will contain jl
unless jl = k. Therefore, in this case, the image of the relation under Φn is
BJ\{jl} ·Xn−1 ·BJ′\{jl} ·Xn−1 =
∑
jl 6=k∈J
B{k} ·P((J\{k})∩J′)\{jl} ·X
2
n−1 ·B∆(J\{k},J′).
Again, this is the product of a relation in In−1 with X
2
n−1.
Since Φn(In) ⊂ In−1, it follows that the restriction map descends to a W (F )-
algebra map Φn : Rn/In → Rn−1/In−1 as claimed. 
Lemma 6.7. If n is even, then we have an isomorphism
Rn/In ∼= Rn−1/In−1[Xn].
In particular, the restriction map Φn : Rn/In → Rn−1/In−1 is surjective.
Proof. The index set for the elements Pi is the same for n and n− 1. In particular,
i 6= (n−1)/2 which means that the Pi in Rn are just mapped to the Pi in Rn−1 for
all i, and similarly for (the index sets of the) classes BJ . Moreover, in Rn−1/In−1
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we have Xn−1 = B{(n−2)/2}. This proves the surjectivity of Φn. Finally, note that
the class Xn doesn’t appear in any relation in Rn. 
Lemma 6.8. If n is odd, then there is an exact sequence of graded W(F )-algebras:
Rn/In
Φn−−→ Rn−1/In−1 →W(F )[Xn−1]/(X
2
n−1)→ 0.
Proof. The elements Pi ∈ Rn with i < (n− 1)/2 are mapped under Φn to the ele-
ments with the same name in Rn−1. The same holds for the elements BJ where the
index set J doesn’t contain (n− 1)/2. In particular, the subalgebra of Rn−1/In−1
generated by all Pi and BJ is in the image. The only elements in Rn we have not
yet considered so far are the new P(n−1)/2 and the elements BJ where J contains
(n−1)/2. The element X2n−1 is in the image of P(n−1)/2, and the elements B
′
JXn−1
are in the image of BJ . However, the element Xn−1 itself is not in the image since
we noted in Lemma 6.7 that it is a polynomial variable in Rn−1. Consequently,
defining the morphism Rn−1/In−1 → W(F )[Xn−1]/(X
2
n−1) by sending Xn−1 to
itself and all the other generators to 0 yields the desired exact sequence. 
6.2. Statement of results. The first result describes H•(B SLn, I
•) in terms of the
rings Rn/In described earlier. Note that by Lemma 2.3 H
•(B SLn, I
•) is a W(F )-
module, and all the maps between cohomology groups we consider throughout the
computation are W(F )-linear. Note also that Rn was defined using the appropriate
graded commutativity so as to ensure the existence of the morphism in point (1)
below. One should keep in mind that Rn is not commutative, and its image in
H•(B SLn, I
•) is commutative only after we establish that the Bockstein classes are
I(F )-torsion.
Theorem 6.9. Let n ≥ 2 be a natural number.
(1) The homomorphism of graded commutative W(F )-algebras defined by
θn : Rn → H
•(B SLn, I
•) : Pi 7→ p2i, Xn 7→ en, BJ 7→ β(c2j1 · · · c2jl)
induces a graded W(F )-algebra isomorphism θn : Rn/In
∼=
−→ H•(BSLn, I•).
Here the images of the generators are the characteristic classes in I-cohomology
as defined in Definitions 5.6, 5.11 and Remark 5.10. The isomorphisms are
compatible with restriction via Φn and j
∗
n, respectively.
(2) The reduction morphism
ρ : H•Nis(B SLn, I
•)→ Ch•(B SLn)
induced from the projection In 7→ KMn /2 is explicitly given by mapping
p2i 7→ c
2
2i, β(c2j1 · · · c2jl) 7→ Sq
2(c2j1 · · · c2jl), en 7→ cn.
This result will be proved in Section 8. For now, we deduce the following complete
description of the Chow–Witt ring of B SLn.
Theorem 6.10. (1) The kernel of the Bockstein map β
Z/2Z[c2, c3, . . . , cn] ∼= Ch
•(B SLn)→ H
•(B SLn, I
•)
is given by the subring Z/2Z[c2i+1, c
2
2i, cn] ⊆ Z/2Z[c2, . . . , cn]. The kernel of
the composition ∂ : CH•(B SLn)→ Ch
•(B SLn)
β
−→ H•(B SLn, I•) is the subring
ker ∂ = Z[c2i+1, 2 c2i1 · · · c2ik , c
2
2i, cn] ⊆ Z[c2, . . . , cn] ∼= CH
•(B SLn).
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(2) There is a cartesian square of graded GW(F )-algebras
C˜H
•
(B SLn) //

ker ∂
mod 2

H•Nis(B SLn, I
•) ρ
// Ch•(B SLn).
The right vertical morphism is the natural reduction mod 2 restricted to ker ∂,
and the lower horizontal morphism is the reduction morphism described in The-
orem 6.9. The Chow–Witt-theoretic Euler class satisfies en = (en, cn). For the
Chow–Witt-theoretic Pontryagin classes, we have
pi =

pi, (−1)i c2i +2 i−1∑
j=max{0,2i−n}
(−1)j cj c2i−j


where the odd Pontryagin classes in I-cohomology are I(F )-torsion and satisfy
p2i+1 = β(c2ic2i+1).
Proof. (1) By the Ba¨r sequence (1), the kernel of the Bockstein map is exactly the
image of the reduction morphism ρ : H•(B SLn, I
•) → Ch•(B SLn). The elements
c22i are the images of the Pontryagin classes, by Theorem 6.9, and therefore are in
the kernel of the Bockstein map. The element cn is the image of the Euler class,
by Theorem 6.9, and therefore is also in the kernel of the Bockstein map. We note
that we have an equality c2i+1 = Sq
2(c2i) in Ch
•(B SLn) which is established in
[Fas13, Proposition 10.3 and Remark 10.5] or could alternatively be proved using
topological realization and cycle class maps. The elements c2i+1 = Sq
2(c2i) are the
images of β(c2i), by Theorem 6.9, and therefore are in the kernel of the Bockstein
map. On the other hand, the elements c2i (except possibly in the case n = 2i)
are not in the image of ρ, because Sq2(α) = 0 for elements in the image of ρ and
Sq2(c2i) = c2i+1. Therefore we have β(c2i) 6= 0. To see that products of these with
arbitrary elements also have non-trivial Bocksteins, we can use Lemma 2.10 which
tells us that Sq2 : Chn → Chn+1 is a derivation. Then we can inductively show that
Sq2 of a product of even Chern classes (excluding cn) is nontrivial by an explicit
calculation in Ch•(B SLn). Totaro’s identification Sq
2 = ρβ, cf. Proposition 2.9,
then proves the claim. The statement for the kernel of ∂ follows directly from the
mod 2 statement.
(2) The statement about the cartesian square follows directly from Proposi-
tion 2.11. In the claim about the Chow–Witt-theoretic characteristic classes, the
reduction from Chow–Witt to I-cohomology follows from the definition of the char-
acteristic classes. The statement about en and cn follows from Proposition 5.2. The
statement about the pi will be established in Propositions 7.6 and 8.16. 
Remark 6.11. Pieces of the above computation have appeared in the literature, but
it seems they haven’t been combined into a single statement so far. Of course, the
Chow-ring of BSLn is well-known thanks to Totaro [Tot99]. A computation with the
Chow–Witt group relevant for the Euler class of BGLn appeared in [AF16a]. Inte-
gral Stiefel–Whitney classes have been defined in [Fas13], who computed C˜H
•
(BGL1)
and H•Nis(BGL1, I
•). Pontryagin classes appear in the η-local computations of
Ananyevskiy, but the more complicated Bockstein classes have not been considered
before. As pointed out by a referee, the hyperbolic morphism
KMn (F )→ K
MW
n (F ) : {a1, . . . , an} 7→ [a
2
1, a2, . . . , an] = h · [a1, . . . , an]
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induces a morphism H : CH•(X) → C˜H
•
(X) and we obtain new classes, so-called
“hyperbolic Chern classes” H(c2i1 · · · c2ik), which are natural lifts of 2 c2i1 · · · c2ik ∈
CH•(X) to C˜H
•
(X).
Example 6.12. To clarify matters, we spell out in detail the cartesian square for
BSL3:
C˜H
•
(B SL3) //

Z[2c2, c
2
2, c3]

W(F )[p2, β(c2)]/(I(F )β(c2)) // Z/2Z[c2, c3].
The characteristic classes in Chow–Witt theory are the following: we have the Pon-
tryagin class p2 = (p2, c
2
2), the Euler class e3 = (β(c2), c3), and a class H(c2) =
(0, 2c2) lifting the class 2c2 in the Chow ring. 
7. Relations between characteristic classes
In this section, we establish some of the relations between the characteristic
classes defined in Section 5.
7.1. A remark on torsion. We briefly need to discuss the relation between torsion
statements in the topological [Bro82] and in the algebraic setting. The appropriate
cohomology theory to compare torsion statements is the Ij-cohomology and not
the Chow–Witt ring (e.g. pi for i odd are non-torsion in the Chow–Witt ring but
torsion in Ij-cohomology).
One of the central statements about the integral cohomology of B SO(n) is that
all the torsion is simply 2-torsion. This allows for instance to prove relations in the
cohomology ring by checking on the mod 2 cohomology. The key lemma in this
reduction is [Bro82, Lemma 2.2]. Here is the appropriate version of the lemma in
the algebraic setting.
Lemma 7.1. Suppose that for all q in the composition
Hq+1(X, Iq+2)
η
−→ Hq+1(X, Iq+1)
η
−→ Hq+1(X, Iq)
we have ker(η) = ker(η ◦ η). Then the reduction ρ : Hq+1(X, Iq+1)→ Chq+1(X) is
injective on the kernel of η : Hq+1(X, Iq+1)→ Hq+1(X, Iq).
Proof. This is proved via the same exact sequence manipulation as in topology,
replacing the usual long exact cohomology sequence associated to 0→ 2Z → Z →
Z/2Z→ 0 by the Ba¨r sequence (1). 
Remark 7.2. The above lemma is not as powerful as [Bro82, Lemma 2.2] in topol-
ogy: we can’t verify the hypotheses for BSLn in non-geometric bidegrees. This is
why in the arguments below we replace the use of Lemma 2.2 in [Bro82] by more
direct arguments proving injectivity of reduction on the image of Bockstein.
As H•(B SLn, I
•) is a module over W(F ), the appropriate algebraic equivalent of
the Z-torsion statements in topology is: all torsion in H•(B SLn, I
•) is I(F )-torsion.
It should be noted that e.g. for finite fields Fq with q ≡ 3 mod 4, there is 4-torsion
in W(Fq), which implies that the H
•(B SLn, I
•) will contain non-trivial 4-torsion.
This, however, will arise from the W(F )-torsionfree part while the Bockstein classes
will in fact be 2-torsion.
Recall the exact piece
Hj(B SLn, I
j+1)
η
−→ Hj(B SLn, I
j)
ρ
−→ Chj(B SLn)
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of the Ba¨r sequence (1). We may alternatively say that all torsion in Hj(B SLn, I
j)
is η-torsion (i.e. is in the image of the Bockstein map β), where here η : Ij+1 → Ij
is the inclusion of powers of the fundamental ideal as above. On the level of the
Gersten complexes resp. the W(F )-module structure of cohomology, the η-torsion
statement reduces exactly to the above I(F )-torsion statement.
Lemma 7.3. For a set of integers J = {j1, . . . , jl} with 0 < j1 < · · · < jl ≤
[(n− 1)/2], we have I(F )β(c2j1 · · · c2jl) = 0 in H
•(B SLn, I
•).
Proof. This is formal from the Ba¨r sequence (1) which implies ηβ = 0. More
explicitly, the maps in the Ba¨r sequence are W(F )-linear, and the source of the
Bockstein map is annihilated by I(F ). 
Remark 7.4. At this point, we know that the Bockstein classes will commute with
everything else in H•(B SLn, I
•). Note that the Pontryagin classes (and the Euler
class in the even case) are of even degree and therefore also commute with every-
thing. So we already see at this point that the subring of H•(B SLn, I
•) generated
by the characteristic classes is commutative.
7.2. Euler class for odd rank. The analogue of relation (2) in the definition of
Rn/In, cf. Definition 6.1, holds in H
n(B SLn, I
n).
Proposition 7.5. If n = 2k + 1, we have en = β(cn−1).
Proof. This is proved in [Fas13, Theorem 10.1]. Note that our Stiefel–Whitney
classes ci agree with those of loc.cit. by Proposition 5.4, and the identifications
of the various Euler classes were discussed in Section 2. As the vector bundle
we consider is the universal orientable rank n vector bundle, its determinant is
trivial. 
Via the Ba¨r sequence, this implies, in particular, that the Euler class en ∈
Hn(B SLn, I
n) for odd n is annihilated by η : Hn(BSLn, I
n) → Hn(B SLn, In−1).
By Lemma 7.3, en is also annihilated by I(F ) for odd n.
7.3. Pontryagin classes. We start by giving some computations related to Pon-
tryagin classes. The following square of classifying spaces will be relevant:
B SLn
σn
//
id× conj

BSp2n

BSLn×BSLn
diag
// BSL2n
Here the top horizontal morphism is the symplectification, the bottom horizon-
tal morphism is induced from the diagonal block inclusion, and the right vertical
morphism is induced from the standard inclusion Sp2n →֒ SL2n. To describe the
left vertical morphism, recall that the symplectification of a vector bundle is the
Whitney sum with its dual, equipped with the natural symplectic form. The left
vertical morphism is then the product of the identity on one factor and the con-
jugation morphism (mapping a vector bundle to its dual) on the other factor. By
construction, we get a commutative square of algebraic groups, as the one above
only with Bs removed. Technically, of course, we haven’t said exactly in what sense
the classifying spaces are actually spaces. If we work in the Morel–Voevodsky A1-
homotopy category, cf. [MV99], we actually get a commutative square of spaces.
Working with finite-dimensional approximations, we get a commutative square of
Chow–Witt rings of classifying spaces by Proposition 3.6.
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Proposition 7.6. Under the projection C˜H
•
(BSLn)→ CH
•(B SLn), the Pontrya-
gin class pi maps to
(−1)i c2i +2
i−1∑
j=max{0,2i−n}
(−1)j cj c2i−j .
In particular, the Pontryagin class pi ∈ H
2i(B SLn, I
2i) maps to c2i under the re-
duction map ρ : H2i(B SLn, I
2i)→ Ch2i(B SLn).
Proof. Recall from Definition 5.6 that the Pontryagin classes are defined via the
symplectification σn. Under C˜H
•
(B Sp2n)→ CH
•(B Sp2n), the Pontryagin class pi
maps to c2i, cf. Theorem 4.10. Hence it suffices to determine the image of the
Chern class c2i under the morphism σ
∗
n : CH
•(B Sp2n) → CH
•(B SLn) induced by
symplectification. Using the above commutative square (and noting that c2i for
the symplectic group is induced from CH•(B SL2n) via the forgetful morphism), we
thus have to compute the image of c2i under the composition
CH•(B SL2n)
diag∗
−−−→ CH•(B(SLn× SLn))
id∗× conj∗
−−−−−−−→ CH•(BSLn).
By Proposition 5.3, for a vector bundle E , the Chern classes of the dual vector
bundle E are given as ci(E ) = (−1)i ci(E ). Now we can apply the Whitney sum
formula from Proposition 5.2 to determine the Chern classes of the symplectification
of a vector bundle:
ci(E ⊕ E ) =
i∑
j=0
cj(E )⊠ ci−j(E ) =
i∑
j=0
(−1)i−j cj(E ) ci−j(E ).
By induction, these classes are trivial for odd i, and for even i we get the desired
formula. 
Remark 7.7. The above formula shows that the odd Pontryagin classes are non-
I(F )-torsion in the Chow–Witt ring since they are non-torsion in the Chow ring.
However, in I-cohomology, the above formula reduces exactly to the one in [Bro82].
Proposition 8.16 will show that the odd Pontryagin classes are indeed torsion in
the I-cohomology (which is a consequence of the same result for the Euler class, cf.
Proposition 7.5). So in some sense, only the even pi contribute new information,
the odd pi are completely determined by the Chern and Bockstein classes.
We now discuss some version of the splitting principle, which will be used to de-
duce independence of Pontryagin classes for BSLn. For this, we have the following
square similar to the one discussed before:
BSp2n //
id× conj

BSL2n
σ2n

BSp2n×BSp2n diag
// BSp4n
Here the top horizontal morphism is induced from the standard embedding Sp2n →֒
SL2n, and the left vertical morphism is, as before, given by the conjugation on the
second factor. The diagram is commutative because the corresponding square of
algebraic groups is commutative.
Proposition 7.8. The restriction of the projection C˜H
•
(B SL2n) → C˜H
•
(B Sp2n)
to the GW(F )-subalgebra of C˜H
•
(B SL2n) which is generated by the Pontryagin
classes p2, . . . , p2n−2 and the Euler class e2n is injective.
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Proof. By definition the Pontryagin classes are defined as Pontryagin classes of
the symplectification of the universal bundle over BSL2n; in particular, they come
from C˜H
•
(B Sp4n). To determine the images of p2i under the restriction, we can
use the commutative square discussed previously and determine the image of p2i ∈
C˜H
•
(B Sp4n) under the composition
C˜H
•
(B Sp4n)
diag∗
−−−→ C˜H
•
(B(Sp2n× Sp2n))
id∗× conj∗
−−−−−−−→ C˜H
•
(B Sp2n).
Now we can apply the Whitney sum formula from Theorem 4.10 to determine the
Pontryagin classes of the symplectification of a symplectic bundle, using Proposi-
tion 4.11:
pi(E ⊕ E ) =
i∑
j=0
pj(E )⊠ pi−j(E ) =
i∑
j=0
〈−1〉i−j pj(E ) pi−j(E ).
By induction, using the symplectic splitting principle of Proposition 4.8, one can
now show that the restriction along BSL×n2 → BSp2n maps the Pontryagin class pi
to σ2i (p1,1, . . . , p1,n), the square of the i-th elementary symmetric polynomial in the
elements p1,1, . . . , p1,n. Since the restriction to the quaternionic torus is injective,
cf. point (2) of Theorem 4.10, this means that the Pontryagin class p2i maps to p
2
i .
This shows the claim. 
The following is not a relation in the Chow–Witt ring or the Ij-cohomology; it
describes the relation of the Euler class (which is a characteristic class in Chow–
Witt theory) to the Pontryagin class of the symplectified bundle (which at this
point is not a characteristic class in B SLn). It is a statement about a restriction
map which will be used later.
Proposition 7.9. The restriction morphism
C˜H
2n
(B Sp2n)→ C˜H
2n
(B SLn) ⊂ H
2n(B SLn, I
2n)×Ch2n(B SLn) CH
2n(B SLn)
induced by symplectification maps the top Pontryagin class pn as follows:
(1) the image in ker ∂ ⊂ CH2n(B SLn) is (−1)n c2n;
(2) the image in H2n(B SLn, I
2n) is 〈−1〉n/2 e2n if n is even and e
2
n otherwise.
Proof. Recall from Proposition 4.3 that the top Pontryagin class in B Sp2n is given
by the Euler class. By compatibility of Thom classes with pullbacks, this means
that pn is obtained by pullback of the Euler class e2n along the standard inclu-
sion BSp2n → BSL2n. Using the previous commutative square, we thus have to
compute the image of e2n ∈ C˜H
•
(B SL2n) under the composition
C˜H
•
(B SL2n)
diag∗
−−−→ C˜H
•
(B(SLn× SLn))
id∗× conj∗
−−−−−−−→ C˜H
•
(BSLn).
By the Whitney sum formula, Lemma 2.8, the image of the Euler class of the
symplectification of a vector bundle E in Chow theory is given by
c2n(E ⊕ E ) = cn(E ) cn(E ) = (−1)
n c2n(E ).
Similarly, we can use the Whitney sum formula to determine the image of the
Euler class of the symplectification of a vector bundle in I-cohomology. To de-
termine the action of vector bundle conjugation on the I-cohomology for n even,
we can use Proposition 7.8. The restriction of pn to B Spn equals 〈−1〉
n/2 e2n, by
Proposition 4.11, which implies the claim. In the case where n is odd, we know
e2n(E ⊕E ) = en(E ) en(E ), but by Proposition 7.5, en(E ) is I(F )-torsion and so will
be the product. In particular it is in the image of the Bockstein map, cf. Lemma 7.3.
The effect of conjugation of vector bundles on the image of the Bockstein map is
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determined by the effect of conjugation on Ch•(B SLn). But the latter is trivial,
which implies the claim. 
Remark 7.10. Although it looks different, this is the same relation as in [Bro82,
Theorem 1.5]. The differences arise because our choice of indexing as well as sign
of the Pontryagin classes for vector bundles differ from those made in [Bro82]. For
us, the Pontryagin classes of vector bundles are exactly the characteristic classes of
the symplectification, with no added sign or reindexing.
Corollary 7.11. The reduction morphism ρ : H•(B SLn, I
•) → Ch•(BSLn) is
given by
p2i 7→ c
2
2i, β(c2j1 · · · c2jl) 7→ Sq
2(c2j1 · · · c2jl), en 7→ cn.
In particular, part (2) of Theorem 6.9 is true.
Proof. This follows directly from Proposition 7.6 (via the commutative square from
the key diagram) and Proposition 5.2. 
7.4. Relations in the mod 2 Chow ring. By definition, it is clear that we
have a morphism Rn → H
•
Nis(B SLn, I
•). A first step towards the proof is to
establish enough relations between characteristic classes to show that the ideal In
is annihilated by the composition
Rn
θn−→ H•Nis(B SLn, I
•)
ρ
−→ Ch•(B SLn).
Lemma 7.12. Assume n is odd. With the above notation we have
ρ(en) = ρ ◦ β(cn−1) = cn.
Proof. This follows from [Fas13, Proposition 10.3, Remark 10.5], Totaro’s identifi-
cation of Sq2 = ρ ◦ β, cf. Proposition 2.9, and the identification of Stiefel–Whitney
classes with reductions of Chern classes in Proposition 5.4. 
Proposition 7.13. For two index sets J and J ′, the elements
BJ ·BJ′ −
∑
k∈J
B{k} · P(J\{k})∩J′ · B∆(J\{k},J′)
have trivial images under the composition ρ ◦ θn : Rn → Ch
•(B SLn).
Proof. The proof that ρ ◦ θn maps type (3) relations to zero is similar to the topo-
logical case. Note that ρ ◦ θn maps an element BJ to Sq
2(c2j1 · · · c2j1), by Totaro’s
identification Sq2 = ρ ◦ β, cf. Proposition 2.9.
We need another preliminary equality concerning Steenrod squares of squares of
Chern class reductions. From the fact that Sq2 is a derivation we have
Sq2(X · c22i) = Sq
2(X) · c22i +X · Sq
2 c22i = Sq
2(X) · ρ(pi).
where the last equality follows since c22i is integrally defined and hence has trivial
Sq2. (Alternatively, Sq2(X2) = 2X Sq2(X) = 0 since we have mod 2 coefficients.)
The argument for the special linear case is now the same as in [Bro82], using the
above equality together with the Jacobi identity
Sq2(XY ) Sq2 Z = Sq2X Sq2(Y Z) + Sq2(XZ) Sq2 Y
cf. Lemma 2.10. The proof is by induction on the size of the index set J = j1, ..., jl,
setting X = Bj1 , Y = B{j2,...,jl} and Z = BJ , distinguishing the two cases whether
j1 is already contained in J or not. 
Remark 7.14. In the presentation Rn/In, the relation for B{i,j} · Bk for three
distinct indices i, j, k is a lift of the Jacobi identity for Sq2, cf. Lemma 2.10.
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Corollary 7.15. The composition ρ ◦ θn : Rn → Ch
•(B SLn) factors through the
quotient Rn/In.
Proof. This follows directly from Lemma 7.12 and Proposition 7.13. 
This completes the preliminary computations.
8. H•Nis(B SLn, I
•): proof of the theorem
The goal of this section is to prove Theorem 6.9 which establishes a computa-
tion of H•(B SLn, I
•) very close to the classical computations of H•(B SO(n),Z) in
[Bro82].
8.1. Setup for inductive proof. The proof of Theorem 6.9 will be by an induc-
tion on the rank, and a distinction of cases between n even or odd. The argumen-
tation essentially follows [Bro82], with some modifications as in [RV06] regarding
independence of classes.
Remark 8.1. The philosophical reason why the inductive argument works for the
series of groups SLn is that the stabilization morphism BSLn−1 → BSLn has ho-
motopy fiber a sphere An \ {0}. In particular, the only essentially new contribution
at each stage is the Euler class which is related to the fundamental class of An \{0}
by transgression, cf. [AF16a]. This is no longer true for orthogonal groups, where
even-dimensional quadrics Q2n appear, leading to contributions from non-geometric
bidegrees. This will be discussed elsewhere.
We first need to set up a comparison between the candidate presentation as
formulated in Theorem 6.9 and the localization sequence of Proposition 5.1. The
first step will be to establish the commutativity of the following cube diagram:
Rn
θn
//
Φn

pin
&&▲
▲▲
▲▲
▲▲
▲▲
▲▲
H•(B SLn, I
•)
ρ
((❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
j∗

Rn/In
θn
//
Φn

Ch•(B SLn)
j∗

Rn−1
θn−1
//
pin−1
&&▲
▲
▲▲
▲▲
▲▲
▲▲
H•(B SLn−1, I
•)
ρ
((❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
Rn−1/In−1
θn−1
// Ch•(B SLn−1).
Let us first describe the maps in the cube: the maps j∗ on the right face are the
restriction maps appearing in the localization sequence of Proposition 5.1 and the
maps ρ on the right face are induced by the reduction of coefficients ρ : Iq → KMq /2.
The horizontal maps Rm → H
•(B SLm, I
•) are the ones described in Theorem 6.9,
and the horizontal maps Rm/Im → Ch
q(B SLm) are the compositions of these
with the reduction, which factor through the presentation by Corollary 7.15. The
maps πm : Rm → Rm/Im are the natural quotient maps.
By Proposition 6.6, we know that Φn is actually a well-defined morphism and
therefore the left face of the cubical diagram is commutative. The top and bottom
faces are already known to commute by Corollary 7.15. The right face is commu-
tative because the restriction maps in the localization sequence of Proposition 5.1
are compatible with change-of-coefficients. Because of the surjectivity of the maps
πm, the front face is commutative if the back face is commutative.
CHOW–WITT RINGS OF BSp2n AND BSLn 39
So it remains to show that the back face is commutative. Actually, we can only
give a conditional statement:
Proposition 8.2. If n is even, the back face of the cubical diagram is commutative.
If n is odd, the back face is commutative if we assume that the map θn−1 : Rn−1 →
H•(B SLn−1, I
•) factors through an isomorphism
Ξn−1 : Rn−1/In−1
∼=
−→ H•(B SLn−1, I
•).
Proof. We first deal with the even case. By Lemma 6.7, Rn/In ∼= Rn−1/In−1[Xn];
and the restriction sends Pontryagin classes and Bockstein classes to themselves,
noting that the index sets for these are the same. So we only need to show
0 = θn−1Φn(Xn) = j
∗θn(Xn) = j
∗ en .
But j∗ en = 0 follows exactly by the definition of the Euler class in terms of the
localization sequence, cf. Proposition 5.1.
Now we deal with the odd case. Note that in this case (n−1)/2 is an integer. The
classes Pi map to the Pontryagin classes p2i under θn. In particular, for i < (n−1)/2
the two compositions agree on Pi by Proposition 5.8. For the top Pontryagin class,
i.e., the case Pn−1
2
, the compositions agree by Proposition 7.9. Both compositions
send the Euler class to 0.
It remains to deal with the Bockstein classes. For classes BJ which already exist
in Rn−1, the fact that both compositions agree follows from the commutativity of
the restriction maps j∗ with long exact sequences, cf. Proposition 5.1: a product of
Chern classes which exist in Rn−1 just restricts to itself, and by the compatibility
mentioned the same will be true for their Bockstein. So it remains to deal with
classes of the form BJ with J = J
′ ⊔ {jl} where jl = (n− 1)/2. If J ′ = ∅, we need
to show that β(c2jl) = 0. But this is true since c2jl is the reduction of the Euler
class en−1, i.e., is an integrally defined class and therefore has trivial Bockstein.
Now consider the case J ′ 6= ∅. Such a class will be mapped under Φn to BJ′ ·Xn−1,
hence θn−1Φn(BJ ) = β(c2j1 · · · c2jl−1) · en−1. On the other hand, j
∗θn will map BJ
to β(c2j1 · · · c2jl) (viewed as an element of H
q(B SLn−1, I
q)). After composing with
the reduction ρ, we have
Sq2(c2j1 · · · c2jl) = Sq
2(c2j1 · · · c2jl−1 )c2jl + c2j1 · · · c2jl−1 · Sq
2(c2jl).
The second term on the right hand side is trivial because c2jl is the reduction of the
Euler class en−1. (Note that there is no difference between writing the product with
c2jl as product with en−1 because the product will be a 2-torsion class anyway.)
Now the difference of the corresponding Bockstein classes will have trivial reduction
in Ch• because of the above computation with Sq2. By assumption, the Bockstein
classes are detected by Ch•, proving the claim. 
8.2. Induction step, even case. We first deal with H•(B SLn, I
•) for n even.
In the whole section, we work under the inductive assumption that Theorem 6.9
holds for H•(B SLn−1, I
•). As in the symplectic case, the global structure of the
argument is rather close to [Bro82]. However, there are two major differences
requiring modifications in parts of the proof. First, the injectivity arguments cannot
be done using the localization sequence because of the non-geometric bidegrees.
Second, dealing with torsion using an analogue [Bro82, Lemma 2.2] doesn’t work
directly, also due to non-geometric bidegrees.
Lemma 8.3. Assume we know Theorem 6.9 for BSLn−1. Then the restriction
map j∗ : H•(B SLn, I
•)→ H•(B SLn−1, I•) is surjective.
Proof. It suffices to show that the composition j∗◦θn is surjective. By the commuta-
tive cubical diagram, it suffices to check that θn−1◦Φn is surjective. By assumption,
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we know that there is an isomorphism Ξn−1 : Rn−1/In−1 → H
•(B SLn−1, I
q) with
Ξn−1 ◦ πn−1 = θn−1, hence θn−1 is surjective. By Lemma 6.7, the map Φn is also
surjective. This proves the claim. 
Proposition 8.4. Assume we know Theorem 6.9 for BSLn−1. Then the presen-
tation map θn : Rn → H
•(B SLn, I
•) is a surjection.
Proof. The proof proceeds by induction on the cohomological degree q. The base
case is established by the vanishing of cohomology in negative degrees. Assume we
have established the surjectivity for degrees less than q, and let α ∈ Hq(BSLn, Iq)
be a class. As before, using the inductive assumption and Lemma 6.7, we find that
j∗α is in the image of θn−1 ◦ Φn, i.e., we can find a class α′ ∈ Rn/In such that
j∗α = j∗θnα
′. Hence, we can assume without loss of generality that j∗α = 0. But
the exactness of the localization sequence, cf. Proposition 5.1, implies that there
exists a class γ ∈ Hq−n(B SLn, I
q−n) such that en γ = α. By inductive assumption,
there is an element γ′ ∈ Rq−n such that θnγ′ = γ. But then θn(Xnγ′) = en γ = α,
proving the claim. 
At this point, we deviate from Brown’s argument. Brown goes on to prove that
θn factors through the relations because of a statement about torsion which requires
a priori the injectivity of the multiplication with the Euler class. Instead, we will
use a splitting principle, establishing the torsion statement directly and deducing
from that the injectivity of the Euler class on the torsion-free part.
Proposition 8.5. The Pontryagin classes p2, . . . , pn−2 and the Euler class en are
algebraically independent in H•(B SLn, I
•). In particular, the subalgebra of the co-
homology generated by the Pontryagin classes and en is a polynomial ring over
W(F ) in these generators and multiplication with en is injective on this subalgebra.
Proof. This follows directly from Proposition 7.8. 
This implies, in particular also that the subalgebra above is W(F )-torsion free.
From the surjectivity of θn : Rn → H
•(B SLn, I
•) we see that the W(F )-torsion in
H•(B SLn, I
•) is exactly the ideal generated by the image of the Bockstein map
β : Ch•(B SLn) → H
•(B SLn, I
•). However, this ideal will by definition be annihi-
lated by η : H•(B SLn, I
•)→ H•(B SLn, I•−1) and the exactness of the Ba¨r sequence
implies that the ideal generated by the image of β coincides with the image of β.
The remaining questions about the structure of H•(B SLn, I
•) only concern the
η-torsion: the only relations claimed are relations for the image of β, and of course
we want to show that all relations in cohomology are accounted for in Rn/In. For
this, Brown uses [Bro82, Lemma 2.2], which in our setting is not readily available.
As a replacement, the following proposition proves the relevant consequences of the
lemma directly.
Proposition 8.6. Assume that we know Theorem 6.9 for BSLn−1. Then for all
degrees q, in the composition
Chq(B SLn)
β
−→ Hq+1(B SLn, I
q+1)
ρ
−→ Chq+1(B SLn),
the map ρ is injective on the image of β.
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Proof. Note that the assumption implies that the analogue of the claim is true for
B SLn−1. We consider the following commutative diagram
Chq(B SLn)
β
//
Sq2 ❙❙❙
❙❙
❙❙
))❙❙
❙❙
❙❙
j∗
uu❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
Hq+1(B SLn, I
q+1)
j∗
uu❦❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
ρ

Chq(B SLn−1)
β
//
Sq2 ))❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
Hq+1(B SLn−1, I
q+1)
ρ

Chq+1(B SLn)
j∗
uu❦❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
Chq+1(B SLn−1)
where the triangles are given by Totaro’s identification ρβ = Sq2, cf. Proposi-
tion 2.9. The morphism between the two triangles is the restriction map from
BSLn to B SLn−1, which commutes with all maps involved. Consider a class
α ∈ Chq(BSLn) with Sq
2 α = 0. Our claim is that βα = 0. Restricting to BSLn−1,
we get a class j∗α with Sq2 j∗α = 0. The assumption implies that βj∗α = j∗βα = 0.
Now we consider the localization sequence, cf. Proposition 5.1:
Hq+1−n(B SLn, I
q+1−n)
en−→ Hq+1(B SLn, I
q+1)
j∗
−→ Hq+1(B SLn−1, I
q+1).
We have established above that j∗βα = 0. As a consequence, there exists a class
σ ∈ Hq+1−n(B SLn, I
q+1−n) such that en σ = βα, and we wish to show that σ
necessarily is trivial. What we have shown so far is that for classes α ∈ Ch•(B SLn)
with Sq2(α) = 0, the classes βα are in the image of the multiplication with the
Euler class.
Next, we will show that ρ is injective on the image of β by an induction on the
cohomological degree. The base case for the induction is given by vanishing of the
cohomology in negative degrees. Now assume that the reduction map ρ is injective
on the image of β in degrees less than q. Let α ∈ Chq(B SLn) be a class with
Sq2(α) = 0. As discussed above, there exists a class σ ∈ Hq+1−n(BSLn, Iq+1−n)
such that en σ = βα.
We claim that σ is in the image of β : Chq−n(B SLn)→ H
q+1−n(B SLn, I
q+1−n).
If it is not, then by the remark after Proposition 8.5 it contains a nontrivial mono-
mial in the Pontryagin and Euler classes. By Proposition 8.5, en σ cannot be
W(F )-torsion, contradicting the equality en σ = β(α). So σ is in fact in the image
of β, hence we can apply our inductive assumption that ρ is injective on the image
of β in degrees less than q (which contains σ).
Now consider the diagram
Hq+1−n(BSLn, I
q+1−n)
ρ

en
// Hq+1(B SLn, I
q+1)
ρ

Chq+1−n(B SLn)
cn
// Chq+1(B SLn).
The vertical morphisms are induced from Im → KMm/2. The horizontal morphisms
are essentially push-forward maps in the localization sequence. Commutativity
follows from Proposition 5.2.
Now by our assumption ρ en σ = ρβα = Sq
2 α = 0. Commutativity of the
previous diagram implies that cnρσ = 0. But cn is injective since Ch
•(B SLn)
is a polynomial ring generated by the Chern classes, cf. Proposition 5.2. This
implies ρσ = 0, and the inductive assumption implies σ = 0. Therefore, βα = 0 as
claimed. 
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The above statement now allows to deal with the torsion phenomena in the
cohomology ring H•(B SLn, I
•). As a first direct application, we can establish that
all the relations claimed in Theorem 6.9 are indeed satisfied.
Corollary 8.7. Under our inductive assumption, the morphism θn : Rn → H
•(B SLn, I
•)
maps In to zero and therefore factors through a well-defined surjective morphism
Ξn : Rn/In → H
•(B SLn, I
•).
Proof. All the relations in the even case involve torsion. The type (1) relations
are satisfied by Lemma 7.3. The type (3) relations are satisfied in Ch•(B SLn) by
Corollary 7.15. Note that the type (3) relations are in the image of β. In particular,
by Proposition 8.6, any such relation is mapped to 0 already in H•(B SLn, I
•). This
proves the claim. 
Another direct consequence is that we can finally state that multiplication with
the Euler class is injective on the full cohomology ring H•(B SLn, I
•):
Corollary 8.8. Assume that we know Theorem 6.9 for BSLn−1. For all q, the
map
en : H
q−n(B SLn, I
q−n)→ Hq(B SLn, I
q)
is injective.
Proof. By Proposition 8.5, we already know that the kernel of the Euler class must
be contained in the image of β : Chq−1−n(B SLn)→ H
q−n(B SLn, I
q−n). Let α be
a class in the image of β, and consider the commutative square that appeared in
the proof of Proposition 8.6:
Hq−n(B SLn, I
q−n)
ρ

en
// Hq(B SLn, I
q)
ρ

Chq−n(B SLn)
cn
// Chq(B SLn).
If α is in the kernel of en, then it maps to 0 in the lower right. Now cn is injective
because Ch•(B SLn) is a polynomial ring generated by the reductions of Chern
classes, cf. Proposition 5.4. By Proposition 8.6, the left-hand vertical reduction
map is injective on the image of β, implying that the class α we started with is
already 0. This shows the required injectivity. 
Proposition 8.9. Assume that we know Theorem 6.9 for BSLn−1. Then the
presentation morphism Ξn : Rn/In → H
•(B SLn, I
•) of Corollary 8.7 is injective,
i.e., there are no more relations.
Proof. Injectivity of Ξn can now be established by an induction over q. The base
case is given by the vanishing of the kernel in negative degrees. Consider the
following commutative diagram:
(Rn/In)q−n
Xn
//
Ξn

(Rn/In)q
Φn
//
Ξn

(Rn−1/In−1)q
Ξn−1

Hq−n(B SLn, I
q−n) en
// Hq(B SLn, I
q)
j∗
// Hq(B SLn−1, I
q)
By the inductive assumptions, Ξn is injective on the degree q−n part of Rn/In and
Ξn−1 is an isomorphism. Moreover, en is injective by Corollary 8.8. The conclusion
follows from the 5-lemma. 
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8.3. Induction step, odd case. Now suppose that n is odd. We are still in the
computation of H•(B SLn, I
•) via induction on n. So we assume throughout the
whole next subsection that Theorem 6.9 holds for H•(B SLn−1, I
•).
In the even case, things were easier because the restriction map Φ: Rn/In →
Rn−1/In−1 was surjective. This is not the case for n odd. By Lemma 6.8, the
problematic class is the Euler class Xn−1 whose square is the image of the Pon-
tryagin class Pn−1 but which is not itself the image of any class from Rn/In. This
requires establishing more precise information on the behaviour of characteristic
classes under the restriction map j∗ : H•(B SLn, I
•)→ H•(B SLn−1, I•). The other
major difference to the even case is that multiplication by the Euler class is no
longer injective because the Euler class is torsion, cf. Proposition 7.5.
To work our way towards showing that θn is surjective, we need to compare the
image of the restriction map to the image of the presentation map.
Proposition 8.10. Assume we know Theorem 6.9 for BSLn−1. In the composition
Rn
θn−→ H•(B SLn, I
•)
j∗
−→ H•(B SLn−1, I
•)
we have Im j∗θn = Im j
∗.
Proof. The setup for the proof is very similar to the one in [Bro82, p.286]: for the
proof, we consider the following diagram
(Rn)q
θn
//
Φn

Hq(B SLn, I
q)
j∗

(Rn−1)q
θn−1
// Hq(B SLn−1, I
q)
∂

Hq+1BSLn(En, I
q) ∼=
// Hq+1−n(B SLn, I
q−n)
Here the middle vertical column is a piece of the localization sequence from Propo-
sition 5.1; note that the exactness implies that the image of j∗ is the kernel of ∂.
The left-hand square is commutative by Proposition 8.2. The isomorphism in the
lower-right corner of the diagram is the de´vissage isomorphism.
By the inductive assumption on BSLn−1 and Lemma 6.8, we can write any ele-
ment in H•(B SLn−1, I
•) as a sum j∗θn(u1) + en−1 j
∗θn(u2). We first compute the
image of en−1 under the boundary map ∂ : H
n−1(B SLn−1, I
n−1)→ H0(B SLn, I−1).
From the Gersten resolution, we know that η : H0(B SLn,W)→ H
0(B SLn, I
−1) is
surjective because η : W(E) → I−1(E) is an isomorphism for fields. Note that
H0(B SLn,W) ∼= W(F ) was established in the proof of Theorem 4.10 for the case
n = 2; for n ≥ 3 it follows inductively using that the stabilization sequences
induce isomorphisms H0(B SLn−1,W) ∼= H
0(B SLn,W). In particular, we can
view H0(B SLn, I
−1) as a cyclic W(F )-submodule generated by η(1); consequently,
∂ en−1 = η(u) for some element u ∈ H
0(B SLn,W) ∼= W(F ). By the previous
observations, the inductive assumption on BSLn−1 and Lemma 6.8 imply that the
image of ∂ : Hn−1(BSLn−1, I
n−1)→ H0(B SLn, I
−1) is a cyclic W(F )-submodule of
H0(B SLn, I
−1) generated by ∂ en−1. Consider the following commutative diagram:
H0(B SLn,W)
η

en
// Hn(B SLn, I
n)
η

Hn−1(B SLn−1, I
n−1)
∂
// H0(B SLn, I
−1)
en
// Hn(B SLn, I
n−1)
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Since en = β(cn−1), the image of en under η : H
n(B SLn, I
n) → Hn(B SLn, In−1)
will be trivial, by the Ba¨r sequence (1). So the composition
en ◦ η : H
0(B SLn,W)→ H
n(B SLn, I
n−1)
is trivial. In particular, en : H
0(B SLn, I
−1) → Hn(B SLn, In−1) is the zero map,
because every element of H0(B SLn, I
−1) is in the image of η. Hence the boundary
map
∂ : Hn−1(B SLn−1, I
n−1)→ H0(B SLn, I
−1)
is surjective. Now we combine all the above statements: H0(B SLn, I
−1) is a cyclic
W(F )-module, and both η(1) and ∂(en−1) are generators. In particular, in our
previous identification ∂(en−1) = η(u), the element u ∈W(F ) must be a unit.
Via the derivation property of the boundary map ∂, cf. Proposition 2.6, we can
now compute the boundary of an arbitrary element in H•(B SLn−1, I
•):
∂(j∗θn(u1) + en−1 j
∗θn(u2)) = ∂(en−1)θn(u2) = uηθn(u2).
In particular, the boundary of such an element is trivial if and only if ηθn(u2) = 0.
By the Ba¨r sequence (1), this means that θn(u2) is in the image of the Bockstein
and by linearity it suffices to show that elements of the form β(c2j1 · · · c2jl) en−1
can be lifted. But now, using the inductive assumption on BSLn−1, it suffices to
do the computation in Ch•(B SLn−1). Since Sq
2 is a derivation, we have
Sq2(c2j1 · · · c2jl) en−1 = Sq
2(c2j1 · · · c2jlρ(en−1)) = Sq
2(c2j1 · · · c2jlcn−1).
Since θn−1 is surjective, β(c2j1 · · · c2jl) en−1 is in the image of θn−1. By Lemma 6.8
and the previous computation, it is in fact in the image of θn−1Φn, hence in the
image of j∗θn. 
Corollary 8.11. Assume we know Theorem 6.9 for BSLn−1. Then the homomor-
phism θn : Rn → H
•(B SLn, I
•) is surjective.
Proof. The proof is by induction on the cohomological degree q, pretty much like for
Proposition 8.4. The base case is established by vanishing of cohomology in negative
degrees. Assume we have established surjectivity in degrees less than q, and let
α ∈ Hq(B SLn, Iq) be a class. Then j∗α is in the image of j∗θn, by Proposition 8.10.
Hence we can assume without loss of generality that j∗α = 0. Then exactness of
the localization sequence, cf. Proposition 5.1, implies that α is in the image of
multiplication with the Euler class, i.e., there is a class γ ∈ Hq−n(BSLn, Iq−n) such
that en γ = α. By the inductive assumption, there is an element γ
′ ∈ Rn/In such
that θnγ
′ = γ. But then θn(Xnγ
′) = en γ = α, proving the claim. 
Proposition 8.12. Assume that we know Theorem 6.9 for BSLn−1. Denote by
Pn the W (F )-subalgebra of Rn generated by the elements P1, . . . , P(n−1)/2. Then
the following composition is injective
Pn
θn|Pn−−−−→ H•(B SLn, I
•)
j∗
−→ H•(BSLn−1, I
•).
In particular, there are no relations between Pontryagin classes in H•(B SLn, I
•).
Proof. We note that n is odd, hence n− 1 is even and (n− 1)/2 is an integer. By
Proposition 6.6, the elements Pi map to p2i for i < (n−1)/2, and P(n−1)/2 maps to
e2n−1. By the inductive assumption, the subalgebra of H
•(B SLn−1, I
•) generated
by the Pontryagin classes and the Euler class is a polynomial ring over W(F ) on
these generators, cf. also Proposition 8.5. In particular, the Pontryagin classes for
B SLn are algebraically independent, and the map is injective as claimed. 
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Proposition 8.13. Assume that we know Theorem 6.9 for BSLn−1. Then for all
degrees q, in the composition
Chq(B SLn)
β
−→ Hq+1(B SLn, I
q+1)
ρ
−→ Chq+1(B SLn),
the map ρ is injective on the image of β.
Proof. The argument proceeds along the lines of the proof of Proposition 8.6; it
is an induction on the cohomological degree. The base case is again vanishing in
negative degrees. So assume that we know that ρ is injective on the image of β in
degrees less than q. The first part of the argument of Proposition 8.6 can be copied
verbatim to prove the following: if α ∈ Chq(B SLn) is a class with Sq
2(α) = 0, then
there exists a class σ ∈ Hq+1−n(B SLn, Iq+1−n) such that en σ = β(α). We want to
show that en σ is trivial, giving injectivity of ρ on the image of β.
Now there is a crucial difference to the even-rank case. The class σ need not be
in the image of β because the Euler class is a torsion class. Assuming that σ is in
the image of β, then the rest of the argument for Proposition 8.6 goes through to
show that σ is in fact trivial. From Corollary 8.11 we deduce that if σ is not in the
image of β, then it contains a nontrivial monomial in the Pontryagin classes, as in
the proof of Proposition 8.6. By our assumption, ρenσ = ρβα = Sq
2 α = 0. By
Proposition 7.6, p2i maps to c
2
2i. Recall that Ch
•(B SLn) is a polynomial algebra
and that ρ is a ring homomorphism. Combining all these statements, if σ is not in
the image of β, then the monomials in the Pontryagin classes have their coefficients
in I(F ). By Proposition 7.5, the Euler class is in the image of β, and Lemma 7.3
implies that en is annihilated by I(F ). In particular, while σ itself is non-trivial,
its image en σ = β(α) is trivial, finishing the proof. 
Corollary 8.14. Assume we know Theorem 6.9 for BSLn−1. Then the rela-
tions in In are satisfied in the I
•-cohomology, i.e., the homomorphism θn : Rn →
H•(B SLn, I
•) factors
Rn → Rn/In
Ξn−−→ H•(B SLn, I
•).
Proof. The relation (2) has been verified in Proposition 7.5. All other relations
involve torsion elements. The type (1) relations are satisfied by Lemma 7.3. The
type (3) relations are satisfied in Ch•(B SLn) by Corollary 7.15. Note that the type
(3) relations are in the image of β. In particular, by Proposition 8.13, any such
relation is mapped to 0 already in H•(B SLn, I
•). This proves the claim. 
Proposition 8.15. Assume we know Theorem 6.9 for BSLn−1. Then the homo-
morphism Ξn : Rn/In → H
•(B SLn, I
•) is an isomorphism.
Proof. Surjectivity of the morphism has already been established in Corollary 8.11.
Injectivity on the torsion-free part has been established in Proposition 8.12. So
we need to show injectivity on the torsion part. By Proposition 8.13, it suffices to
show the statement after reduction to Ch•(B SLn).
To conclude Ξn is an isomorphism, we essentially follow the strategy of [Bro82,
p.286/287]. However, as we are unable to prove the relation between Sq1wk and
wk in loc. cit., we replace this part of the argument by a simplification of the one
provided by [Cad99, p.285] for BO(n) with both orientations considered simultane-
ously. For the translation to our motivic but otherwise easier setting corresponding
to BSO(n) with just the trivial orientation, set w1 = 1, replace wi by ci and Sq
1 by
Sq2 as before. Hence we only need to look at the right summands in the products
of the first type (l = 0) in loc. cit. Moreover all the xi may be suppressed in loc.
cit., and the yI correspond to our BI . Now simplifying to products of the form∏
c2mi2i
∏
Sq2(BJ )
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and using that there are no relations between the various c2t2s, we are reduced to
show that for a given monomial
∏
c2mi2i the corresponding Sq
2(BJ) may not be
combined to zero in a nontrivial way. However, this easily follows using iterations
of the Leibniz rule for Sq2(XY ) together with the formula Sq2(c2i) = c2i+1 and the
fact that Ch•(B SLn) is a free Z/2Z-vector space with a basis given by all possible
monomials in the ci, hence any subfamily of these is linear independent. 
Finally, the following statement explains why only the even Pontryagin classes
appear in the presentation of H•(B SLn, I
•) of Theorem 6.9. It is an analogue of the
classical fact that the odd Chern classes of complexifications are 2-torsion. Note
that Proposition 7.6 implies that the odd Pontryagin classes are non-torsion classes
in Chow–Witt theory.
Proposition 8.16. If i is an odd natural number, then the Pontryagin class pi ∈
H•(B SLn, I
•) is I(F )-torsion.
Proof. We first recall the classical argument: if E → X is an oriented vector bun-
dle over a smooth scheme X , then its symplectification σn(E ) is invariant under
conjugation. In particular, using Proposition 4.11, we have
pi(σn(E )) = pi(σn(E )) = 〈−1〉
i pi(σn(E )).
Note that in I-cohomology, 〈−1〉 = −1. This implies that, for odd i, the Pontryagin
class pi is annihilated by 2 = 1 − 〈−1〉. But in our situation, this is not enough –
we still need to show that the odd Pontryagin classes are annihilated by all of I(F ).
For the top Pontryagin class pn of SLn, this follows from Proposition 7.9 together
with the corresponding torsion claim for the Euler class in Proposition 7.5.
To prove the claim for pi and all other SLn, i odd and n > i, we will use induction
on n. We first remark that the Pontryagin classes are compatible with stabilization,
cf. Proposition 5.8. The In-cohomology analogue of Proposition 5.1 yields an exact
localization sequence
H2i−n(B SLn, I
2i−n)
en−→ H2i(B SLn, I
2i)
j∗
−→ H2i(B SLn−1, I
2i)
The restriction j∗ maps the Pontryagin class pi for SLn to the one for SLn−1. By
induction, we may assume that pi is I(F )-torsion in the last group of the sequence.
Hence the element a pi in H
2i(B SLn, I
2i) will be divisible by en for any a ∈ I(F ).
For odd n this implies that the element a pi is I(F )-torsion by Proposition 7.5.
For even n, by induction on the cohomological degree i, we may assume that the
class e−1n (a pi) in H
2i−n(B SLn, I
2i−n) is either I(F )-torsion or contains a nontrivial
monomial in the even Pontryagin classes as a summand. In the latter case, it
cannot possibly be annihilated by any element from I(F ). Since we know that it
is annihilated by 2 = 1 − 〈−1〉 by the classical argument, this case cannot occur.
So we know that a pi is the product of the Euler class with something annihilated
by I(F ). We can check by reduction to Ch• that e−1n (a pi) must already be zero,
showing that pi is I(F )-torsion. By induction, we have proved the claim. 
Remark 8.17. Note that Proposition 7.6 implies
ρ(p2k+1) = c
2
2k+1 = Sq
2(c2k)c2k+1 = Sq
2(c2kc2k+1).
In particular, once we know that p2k+1 is in the image of the Bockstein map, the
following classical identification will follow from Theorem 6.9:
p2k+1 = β(c2kc2k+1).
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9. Euler classes for odd-rank modules
In this section, we discuss some consequences of the computations of the Chow–
Witt rings of B SLn. Recall the following question, which was formulated in [BS00,
Question 7.12]: given a scheme X of odd dimension n and a rank n vector bundle
E on X , does the vanishing of the top Chern class cn(E ) suffice to conclude that
the vector bundle splits off a free rank one summand?
While this question was originally posed and partially answered using Euler class
groups, the question can, by the work of Morel, Asok and Fasel, also be studied
from an A1-homotopical viewpoint if F is a perfect field of characteristic unequal to
2 and X is a smooth affine scheme over F . Actually, [AF16b] showed that the two
approaches to the vector bundle splitting question, the Euler class groups appearing
in [BS00] and the Chow–Witt groups, are equivalent.
The answer to the question of Bhatwadekar and Sridharan is positive over C by
Murthy’s theorem. In the Chow–Witt-theoretic perspective, this follows immedi-
ately from the fact that the natural map C˜H
n
(X) → CHn(X) is an isomorphism
whenever X is smooth of dimension n over a quadratically closed field.
The answer is also known to be positive over R and more generally over real
closed fields, by [BS99, BDM06, BS10]. In the context of Chow–Witt groups,
we can reprove one of the main results of [BS99], namely the odd rank case of
Theorem II of loc.cit:
Proposition 9.1. Let F = R, and let X be a smooth affine variety of odd dimension
n over F which is orientable, i.e., whose canonical module is trivial. Then a rank
n vector bundle E over X splits off a free rank one summand if cn(E ) = 0.
Proof. By the representability theorem for vector bundles, cf. [Mor12] or [AHW15],
[BS00, Question 7.12] translates into a question concerning A1-homotopy classes
of maps X → BSLn. By the obstruction-theoretic approach to vector bundle
classification, cf. [Mor12, AF14a], splitting of the vector bundle is equivalent to
the vanishing of the Euler class en(E ) ∈ C˜H
n
(X). The obstruction-theoretic Euler
class is identified with the Chow–Witt-theoretic Euler class in C˜H
n
(X) by [AF16a,
Theorem 1].
By [Fas08, Theorem 16.3.8], we have Hn(X, In) ∼=
⊕
C Z where C denotes the
set of compact connected components of X(R). The same assertion holds for
Hn(X, In+1) by [Fas11, Proposition 5.1]. The proof in loc.cit. also implies that
the map Hn(X, In+1) → Hn(X, In) is injective. Therefore, by Proposition 2.11, it
suffices to show that en(E ) ∈ H
n(X, In) vanishes. For this, recall from Theorem 6.9
that en(E ) = β(cn−1), in particular the Euler class is torsion. But H
n(X, In) is
torsion-free, so the Euler class is trivial. 
We can identify two main steps in the proof of Proposition 9.1: the first reduces
the vanishing of the Chow–Witt-theoretic Euler class to the vanishing of the Euler
class in In-cohomology. This is done via the injectivity of Hn(X, In+1)→ Hn(X, In)
which in particular implies that the fiber product isomorphism of Proposition 2.11
holds. Second, the vanishing of the In-cohomological Euler class is established, via
explicit knowledge of the group Hn(X, In).
Remark 9.2. Real realization induces a map Hn(X, Im) → Hnsing(X(R),Z) for
all varieties X over R. Jacobson [Jac17] has shown that this is an isomorphism
for all n ≥ 0 and all m > dimX. In the case X = BSLn, this map induces an
isomorphism H•(B SLn, I
•) ∼= H•sing(B SO(n),Z) of graded rings, which maps the
algebraic characteristic classes to their topological counterparts. This can be seen
by comparing the inductive proofs in Section 8 to the topological counterparts in
[Bro82]. Alternatively, this follows from the more general results on the real cycle
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class maps in [HWXZ]. For X smooth, affine and oriented over R, the results
from [Fas08] then can be used to show that the vanishing of the In-cohomological
Euler class is equivalent to the vanishing of the topological Euler class, providing a
very satisfactory reinterpretation of the main results of Bhatwadekar–Sridharan in
[BS99].
According to [Jac17, Theorem 8.5] and [Bac18] there is a natural map
H•(B SLn, I
•)→ H•re´t(BSLn,Z)
from I-cohomology to real-e´tale cohomology, induced by localization with respect to
ρ = −[−1] ∈ KMW1 (F ). We suggest to use this to study vanishing of Euler classes
for varieties X over base fields F other than R.
Remark 9.3. Note that Proposition 9.1 also holds for real closed fields, using the
comparison result [AF16b, Theorem 3] and the corresponding statement for Euler
class groups from [BS99, BDM06, BS10]. More generally, it is conceivable that
Hn(X, In) is torsion-free if X is smooth affine and oriented of dimension n over a
real pythagorean field.
A more general version of this procedure is given by the following result:
Proposition 9.4. Let F be a field of characteristic 6= 2 and let X be a smooth
affine variety of odd dimension n over F . Assume one of the following:
(1) there is no non-trivial 2-torsion in CHn(X), or
(2) the images of the groups Hn−1(X,KMn ) and H
n−1(X,KMn /2) under the
Bockstein map Hn−1(X,KMn /2)→ H
n(X, In+1) are equal.
Then a vector bundle E of rank n over X splits off a free rank one summand if and
only if cn(E ) = 0 and β(cn−1(E )) = 0.
Proof. The reduction to proving triviality of the Chow–Witt-theoretic Euler class
is done as in the proof of Proposition 9.1. Now either of the two conditions imply
that the fiber product map c of Proposition 2.11 is an isomorphism. This is done
in the same way as in the proof of Proposition 2.11, but replaces the injectivity of
the maps 2 and η, respectively, by the surjectivity of the preceding maps (which
are not drawn in the key diagram of Section 2.4). Therefore Theorem 6.10 tells us
that the Euler class en(E ) ∈ C˜H
n
(B SLn) is completely determined by its image
cn(E ) ∈ CH
n(BSLn) in Chow theory and β(cn−1) ∈ H
n
Nis(B SLn, I
n). 
Remark 9.5. If the classes cn and β(cn−1) vanish, the obstruction to splitting off
a free rank one summand is then an element in 2CH
n(X). This suggests that the
vanishing implies that the vector bundle splits off a free rank one summand after a
degree 2 e´tale covering, and the vector bundle over X splits off a line bundle (which
possibly is the norm of a line bundle on the e´tale covering).
The two major steps directly translate into two key aspects when studying the
question of Bhatwadekar and Sridharan. First, one needs to deal with the potential
failure of the fiber product isomorphism of Proposition 2.11 by investigating the
validity of the conditions in Proposition 9.4, hopefully for large classes of schemes
X . Second, we need methods to establish the vanishing of the Euler class in In-
cohomology. From Theorem 6.9, we get en = β(cn−1) ∈ H
n(B SLn, I
n), subject to
the compatibility condition
ρ ◦ β(cn−1) = Sq
2(cn−1) = cn.
In particular, we see that the Euler class en ∈ H
n(X, In) for odd rank oriented
vector bundles has only “stable” information. There are then various possibilities
to establish vanishing of this Euler class: the identification en = β(cn−1) implies
that the Euler class is 2-torsion, and this was enough to deduce vanishing of en ∈
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Hn(X, In) in the proof of Proposition 9.1 above. Vanishing of cn−1 is another way.
Finally, a positive answer to the following question would yield a general vanishing
statement for the In-cohomological Euler class:
Question 9.6. Let F be a field of characteristic 6= 2 and let X be smooth affine
variety of odd dimension n over F . For a class σ ∈ Chn−1(X), does Sq2(σ) =
0 imply β(σ) = 0? In other words, is the reduction ρ : HnNis(X, I
n) → Chn(X)
injective on the image of β : Chn−1(X)→ Hn(X, In)?
An alternative formulation of Question 9.6, using Lemma 7.1, is the following: if
α is a class in Hn(X, In+1) such that η2α = 0 in Hn(X, In−1), do we already have
ηα = 0 in Hn(X, In)? In the topological situation, 4-torsion can never appear in
the top degree cohomology of a manifold; and the above question (via its torsion
reformulation) asks for an algebraic analogue of this fact.
We end our discussion by the following special case of Proposition 9.4. Note
that the conditions appearing below are in particular satisfied for Mohan Kumar’s
varieties in [MK85] for odd primes.
Proposition 9.7. Let F be a perfect field of characteristic 6= 2, and let n be an odd
integer. Let X ⊂ Pn be a smooth affine open subscheme with CHn(X) 2-torsionfree,
e.g. the complement of a union of smooth hypersurfaces for which each closed point
has odd degree. Let E → X be a rank n vector bundle over X. If cn(E ) = 0, then
E splits off a free rank one summand.
Proof. By [Fas13, Proposition 11.6], we know that the Bockstein map
β : Chn−1(Pn)→ Hn(Pn, In)
is trivial. Since β is compatible with the restriction maps j∗ in the localization
sequences, we have a commutative square
Chn−1(Pn)
j∗
//
β

Chn−1(X)
β

Hn(Pn, In)
j∗
// Hn(X, In)
Now j∗ : Chn−1(Pn) → Chn−1(X) is surjective, hence the right-hand β must also
be the zero map. In particular, the top Stiefel–Whitney classes of any bundle
(satisfying the conditions in the statement) vanishes automatically. 
This also complements the example discussed in [BFS14]. Note that our methods
do not apply directly to their example, which has 2-torsion in the Chow-groups,
but the above argument at least implies vanishing of en ∈ H
n(U, In) for the variety
U in loc.cit.
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