Abstract. In this paper we establish new quantitative stability estimates with respect to domain perturbations for all the eigenvalues of both the Neumann and the Dirichlet Laplacian. Our main results follow from an abstract lemma stating that it is actually sufficient to provide an estimate on suitable projection operators. Whereas this lemma could be applied under different regularity assumptions on the domain, here we use it to estimate the spectrum in Lipschitz and in so-called Reifenberg-flat domains. Our argument also relies on suitable extension techniques and on an estimate on the decay of the eigenfunctions at the boundary which could be interpreted as a boundary regularity result.
respectively. Each eigenvalue is counted according to its multiplicity.
The problem of investigating the way that the eigenvalues λ k and µ k depend on the domain Ω has been widely studied. We refer to the books by Bucur and Buttazzo [3] and by
Henrot [15] and to references therein for an extended discussion. See also the expository work by Hale [14] . In the present paper we establish new stability estimates concerning the dependence of the eigenvalues on domain perturbations. The most relevant features of the paper are the following.
First, our approach applies to both the Dirichlet and the Neumann problem, while many of the previous results were concerned with the Dirichlet problem only. The key argument in the present paper is based on an abstract lemma (Lemma 14 in Section 3) which is sufficiently general to apply to both Dirichlet and Neumann problems. Lemma 14 has an elementary proof which uses ideas due to Birkhoff, de Boor, Swartz and Wendroff [2] . Although in this paper we choose to mainly focus on domains satisfying a specific regularity condition, first
introduced by E. R. Reifenberg [25] , Lemma 14 can be applied to other classes of domains.
As an example, we consider the case of Lipschitz domains, see Theorem 4.
Second, we impose very weak regularity conditions on the domains Ω a and Ω b . The exact definition of the regularity assumptions we impose is given later, here we just mention that
Reifenberg flatness is a property weaker than Lipschitz continuity and that Reifenberg-flat domains are relevant for the study of minimal surfaces [25] and of other problems, see Toro [27] for an overview.
Third, in the present paper we establish quantitative estimates, while much of the analysis discussed in [3, 15] aimed at proving existence and convergence results. More precisely, we will obtain estimates of the following type: In the following we will discuss both the admissible values for the exponent α and the reasons why the quantity d H (Ω a , Ω b ) only appears in the stability estimate for the Neumann eigenvalues.
Note that quantitative stability results were established in a series of papers by Burenkov, Lamberti, Lanza De Cristoforis and collaborators (see [4] for an overview). However, the regularity assumptions we impose on the domains are different than those in [4] and, moreover, our approach relies on different techniques. Indeed, the analysis in [4] is based on the notion of transition operators, while as mentioned before our argument combines real analysis techniques with an abstract lemma whose proof is based on elementary tools.
We also refer to a very recent work by Colbois, Girouard and Iversen [5] for other quantitative stability results concerning the Dirichlet problem.
As a final remark, we point out that Lemma 19 in [23] ensures that, given two sufficiently close Reifenberg-flat domains Ω a , Ω b ⊆ R N , the Hausdorff distance is controlled by the Lebesgue measure of the symmetric difference, more precisely
where the constant C only depends on the dimension N and on a regularity parameter of the domains. Hence, an immediate consequence of (1.1) is that the corresponding estimates holds in terms of |Ω a △Ω b | 1 N . Before introducing our results, we specify the exact regularity assumptions we impose on the sets Ω a and Ω b . Definition 1. Let ε, r 0 be two real numbers satisfying 0 < ε < 1/2 and r 0 > 0. An (ε, r 0 )-Reifenberg-flat domain Ω ⊆ R N is a nonempty open set satisfying the following two conditions: i) for every x ∈ ∂Ω and for every r ≤ r 0 , there is a hyperplane P (x, r) containing x which satisfies 1 r d H (∂Ω ∩ B(x, r), P (x, r) ∩ B(x, r)) ≤ ε. ii) For every x ∈ ∂Ω, one of the connected component of B(x, r 0 ) ∩ x : dist(x, P (x, r 0 )) ≥ 2εr 0 is contained in Ω and the other one is contained in R N \ Ω.
A direct consequence of the definition is that if ε 1 < ε 2 , then any (ε 1 , r 0 )-Reifenberg-flat domain is also an (ε 2 , r 0 )-Reifenberg-flat domain. Note also that, heuristically speaking, condition i) ensures that the boundary is well approximated by hyperplanes at every small scale, while condition ii) is a separating requirement equivalent to those in [16, 17, 18, 24] .
The notion of Reifenberg flatness is strictly weaker than Lipschtiz continuity and appears in many areas like free boundary regularity problems and geometric measure theory (see [8, 9, 10, 16, 17, 18, 19, 20, 21, 22, 24, 25, 27, 28] and the references therein).
We now state our main result concerning the Dirichlet problem. We denote by H N −1 the Hausdorff (N − 1)-dimensional measure.
Theorem 2 (Dirichlet Problem). Let B 0 , D ⊆ R N be two given balls satisfying B 0 ⊆ D and denote by (γ n ) n∈N the spectrum of the Dirichlet Laplacian in B 0 and by R the radius of D.
For any α ∈]0, 1[ there is ε = ε(α) such that the following holds. For any n ∈ N, r 0 > 0 and L 0 > 0 there are constants δ 0 = δ 0 (γ n , n, α, r 0 , N, L 0 , R) and C = C(α, r 0 , N ) such that whenever Ω a and Ω b are two (ε, r 0 )-Reifenberg-flat domains in R N such that
where {λ a n } and {λ b n } denote the sequences of eigenvalues of the Dirichlet Laplacian in Ω a and Ω b , respectively.
In Section 1.2 we provide an outline of the proof of Theorem 2, here we make some remarks.
First, Theorem 2 is an extension of the main theorem in Lemenant Milakis [21] , which establishes a similar result valid for the first eigenvalue only. The extension to the whole spectrum is not trivial and relies on the abstract result provided by Lemma 14.
Second, we are confident that our method could be extended to wider classes of linear elliptic equations with no substantial changes.
Third, we only define the ball B 0 and the sequence {γ n } to simplify the statement of Theorem 2. Indeed, we could have provided a sharper statement by letting the constant C and δ 0 directly depend on λ a n and λ b n , but for sake of simplicity we decided to use the monotonicity of eigenvalues with respect to domain inclusion, which ensures that max{λ a n , λ b n } ≤ γ n . Note that in the Neumann case this monotonicity property fails and hence in the statement of Theorem 5 the constants explicitly depend on the eigenvalues. Also, note that γ n only depends on the inner radius of the domains Ω a and Ω b .
Finally, we make some remarks concerning the exponent α in (1.4). If an inequality like (1.4) holds, then α ≤ 1. This can be seen by recalling that the Sobolev-Poincaré constant of the ball of radius R in R N is proportional to R 2 . Note, however, that in (1.4) we require α < 1 and hence we do not reach the optimal exponent α = 1. Also, the regularity parameter ε depends on α, and the closer α is to 1, the smaller is ε. Those restrictions are due to technical reasons connected to the fact that we are imposing fairly weak regularity assumptions on the domains.
However, if we restrict to Lipschitz domains we obtain sharper estimates since α can attain the optimal value α = 1. Also, in the case of Lipschitz domains no restriction is imposed on the regularity parameter, i.e. we do not need to require that the domains are "sufficiently flat" as in the Reifenberg-flat case.
Before stating the precise result, we have to introduce the following definition.
Definition 3.
Let Ω ⊆ R N be an open set, then Ω satisfies a uniform (ρ, θ)-cone condition if for any x ∈ ∂Ω there is a unit vector ν ∈ R N −1 , possibly depending on x, such that
where B(x, 3ρ) denotes the ball centered at x with radius 3ρ and C ρ,θ (ν) is the cone with height ρ > 0 and opening θ ∈]0, π],
We now state the stability result for Lipschitz domains.
Theorem 4 (Dirichlet Problem in Lipschitz domains). Let B 0 , D ⊆ R N be two given balls satisfying B 0 ⊆ D and denote by (γ n ) n∈N the spectrum of the Dirichlet Laplacian in B 0 and by R the radius of D.
For any ρ > 0, θ ∈]0, π] there are constants C = C(ρ, θ, n, N, γ n , R) and δ 0 = δ 0 (ρ, θ, n, N, γ n , R)
such that the following holds. Let Ω a and Ω b be two open sets satisfying a (ρ, θ)-cone condition and the following properties:
The proof of Theorem 4 combines the above-mentioned abstract result (Lemma 14) with stability estimates for solutions of elliptic equations due to Savaré and Schimperna [26] .
We now state the stability result concerning the Neumann problem.
Theorem 5 (Neumann Problem). For any α ∈]0, 1[ there is ε = ε(α) such that the following holds. Let Ω a and Ω b be two bounded, connected, (ε,
• both Ω a and Ω b are contained in the ball D, which has radius R.
Let µ a n and µ b n be the corresponding sequences of Neumann Laplacian eigenvalues and denote by µ * n := max{µ a n , µ b n }. For any n ∈ N, there are constants
Five remarks are here in order:
(1) In the statement of Theorem 5 we again impose that ε is sufficiently small. Note, however, that in the case of the Neumann problem there are counterexamples showing that, if the boundary is not flat enough, then the stability result may fail, see the book by Courant and Hilbert [6, p.420] . Also, as in the Dirichlet case we do not reach the optimal exponent α = 1 but we are arbitrary close to it, up to a small enough ε.
(2) In the statement of Theorem 5 we imposed that the domains Ω a and Ω b are both connected. We did so to simplify the exposition. However, by relying on the analysis in [23, Section4] , one can remove the connectedness assumption: the price one has to pay is that the threshold ε for the stability estimate to hold not only depends on α, but also on the dimension N . . From the heuristic viewpoint, the reason of this discrepancy is the following.
In the case of the Dirichlet problem, a key point in the proof is constructing a functionũ ∈ H 1 0 (Ω a ) which is "sufficiently close" to a given a function u ∈ H 1 0 (Ω b ). To achieve this, what we do is loosely speaking we modify u in such a way that it takes the value 0 in the region Ω b \ Ω a . It turns out that, to control the difference between the function u and the functionũ constructed in this way, we only need to
. This a consequence of the fact that we do not need to control the behavior ofũ on Ω a \ Ω b because by constructionũ takes the value zero there. The details of this construction are provided in the proof of Proposition 18.
On the other hand, in the case of the Neumann problem one has to construct a functionũ ∈ H 1 (Ω a ) which is "sufficiently close" to a given function u ∈ H 1 (Ω b ). It turns out that in this case, to control the differenceũ − u, one has to control both
. This a consequence of the fact that one has to control the behavior of the functions on both Ω a \ Ω b and Ω b \ Ω a . The details of this construction are provided in the proof of Proposition 20. For both the Dirichlet and the Neumann cases we employ the same strategy (which was already used in the previous work [21] by the first two authors). Namely, we employ a covering argument which reduces the problem of estimating the eigenfunction projection to the problem of controlling the energy of the eigenfunction close to the boundary. For instance, in the Dirichlet case we show that, given the eigenfunction
where W is a tiny strip close the boundary of Ω b .
(iii) Finally, we provide an estimate on the energy of the eigenfunctions in proximity of the boundary. In the Dirichlet case, we obtain a decay result by relying on the monotonicity argument by Alt, Caffarelli and Friedman [1] (see Lemma 15) . For the Neumann case, we rely on a compactness argument coming from [19] .
The paper is organized as follows. In Section 2 we go over some properties of Reifenberg- flat domains that we need in the following. Section 3 is devoted to the statement and proof of the above-mentioned abstract result (Lemma 14). In Section 4 we conclude the proof of 
. When no misunderstanding can arise, we write · 2 and · ∞ instead of · L 2 (Ω) and · L ∞ (Ω) .
Preliminary results
We start by quoting a covering lemma that we need in the following.
Given r < r 0 /2, consider the family of balls {B(x, r)} x∈∂Ω . We can extract a subfamily {B(x i , r)} i∈I satisfying the following properties:
(ii) we have the following bound:
(iii) the covering is bounded, namely Note also that, by applying a similar argument, we get the estimate
In the following we need cut-off functions θ 0 , . . . , θ ♯I satisfying suitable conditions. The construction of these functions is standard, but for completeness we provide it. 
Proof. Let ℓ, h : [0, +∞) → [0, 1] be the Lipschitz continuous functions defined as follows:
First, we point out that |ℓ ′ |, |h ′ | ≤ 2. Next, we set
The goal is now showing that
To establish the bound from below, we make the following observations: first, all the functions
. . , ♯I take by construction only nonnegative values. Second,
and hence the lower bound holds on that set.
B(x i , 3r/2), then at least one of the
. . , ♯I, takes the value 1. This establishes bound from below in (2.4).
To establish the bound from above, we point out that, for any i = 1, . . . , ♯I, ψ i (x) = 0 if
. By recalling (2.2) and that ψ i (x) ≤ 1 for every x ∈ R N and i = 0, . . . , ♯I,
and this concludes the proof of (2.4).
Due to the lower bound in (2.4), we can introduce the following definitions:
We now show these functions satisfy (2.3): the only nontrivial point is establishing the bound on the gradient. To this end, we first point out that
Next, we recall that ψ i (x) = 0 for every x ∈ R N \ B(x i , 2r) and every i = 1, . . . , ♯I. By combining these observations with inequalities (2.2) and (2.4) we get
This concludes the proof of the lemma.
We now state a result ensuring that the classical Rellich-Kondrachov Theorem applies to
Reifenberg-flat domains. The proof is provided in [23] . For simplicity, here we only give the statement in the case when the summability index is p = 2, but the result hold in the general case, see [23] .
Proposition 9.
Let Ω ⊆ R N be a bounded, connected, (ε, r 0 )-Reifenberg-flat domain and assume that ε ≤ 1/600. Then the following properties hold:
, and it is compactly embedded in L q (Ω) for any q ∈ [1, 2 * [. Also, the norm of the embedding operator only depends on N , r 0 , q and on the diameter Diam(Ω).
norm of the embedding operator only depends on r 0 , q and Diam(Ω).
A consequence of Proposition 9 is that Neumann eigenfunctions defined in Reifenberg-flat domains are bounded (see again [23] for the proof).
Proposition 10.
Let Ω ⊆ R N be a bounded, connected, (ε, r 0 )-Reifenberg-flat domain and let u be a Neumann eigenfunction associated with the eigenvalue µ. If ε ≤ 1/600, then u is bounded and
The following result ensures that Dirichlet eigenfunctions satisfy an inequality similar to (2.5). Note that in this case no regularity requirement is imposed on the domain. 
To conclude this section we quote a result from [19] concerning harmonic functions satisfying mixed Neumann-Dirichlet conditions. More precisely, let Ω be an (ε, r 0 )-Reifenberg-flat domain and let u ∈ H 1 (Ω). Given x ∈ ∂Ω and r < r 0 , consider the problem
The existence of a weak solution of (2.7) can be obtained by considering the variational formulation min B(x,r)∩Ω
and by then applying the argument in [7, Proposition 3.3] . We now state the result that we need in the following. 
Remark 13. Note that the decay estimate in Theorem 12 does not depend on the trace of u on the spherical part ∂B(x, r) ∩ Ω.
Reduction to projection estimates
In this section we study the abstract eigenvalue problem and we establish Lemma 14, which roughly speaking says that controlling the behavior of suitable projections is sufficient to control the difference between eigenvalues. The abstract framework is sufficiently general to apply to both the Dirichlet and the Neumann problem: these applications are discussed in Sections 4 and 5 respectively.
3.1. Abstract framework. Our abstract framework is composed of the following objects:
(i) H is a real, separable Hilbert space with respect to the scalar product H(·, ·), which induces the norm · H .
(ii) h : H × H → R is a function satisfying:
for all u, v, z ∈ H and α, β ∈ R. Note that we are not assuming that h is a scalar product, namely h(u, u) = 0 does not necessarily imply u = 0. We also assume that there is a constant C H > 0 satisfying
(iii) V is a closed subspace of the Hilbert space H such that the restriction of the bilinear form h(·, ·) to V × V is actually a scalar product on V , namely
We denote byV the closure of V with respect to the norm · h induced by h on V and we also assume that the inclusion
is compact.
We now introduce an abstract eigenvalue problem associated with the function h defined above: we are interested in eigencouples (u, λ) ∈ V \ {0} × R satisfying
We first check that (3.5) admits a solution. In view of (3.1) and (3.2) we obtain that, for any fixed f ∈V , the map
is a linear, continuous operator defined on the Hilbert space (V, · H ). As a consequence, Riesz's Theorem ensures that there is a unique element u f ∈ V such that
Consider the map
which is linear and continuous since by setting v = u f in (3.6) and by using (3.2) one gets
Also, in view of (3.6) we infer that it is self-adjoint. By relying on classical results on compact, self-adjoint operators we infer that there is a sequence of eigencouples (ν n , u n ) such that
As usual, each eigenvalue is counted according to its multiplicity. Note that ν n > 0 for every n by (3.3) and (3.6), and that (u n , λ n = 1/ν n ) is a sequence of eigencouples for the eigenvalue problem (3.5).
As a final remark, we recall that the value of λ n is provided by the so-called Reyleigh min-max principle, namely
In the previous expression, S n denotes the set of subspaces of V having dimension equal to n and S n denotes the subspace generated by the first n eigenfunctions.
3.2.
An abstract lemma concerning eigenvalue stability. We now consider two closed subspaces V a , V b ⊆ H satisfying assumptions (3.3) and (3.4) above and we denote by (u a n , λ a n ) and (u b n , λ b n ) the sequences solving the corresponding eigenvalue problem (3.5) in V = V a and V = V b respectively. We fix n ∈ N and as before we denote by S b n the subspace
We denote by P : H → V a the projection of H onto V a , namely
By relying on an argument due to Birkhoff, De Boor, Swartz and Wendroff [2] we get the main result of the present section.
Lemma 14. Fix n ∈ N and assume there are constants A and B, possibly depending on n, such that A > 0, 0 < B < 1 and, for every u ∈ S b n ,
Proof. We proceed in several steps.
⋄ Step 1. From (3.11) we get that for every u ∈ S b n one has (3.13)
In particular the restriction of the projection P to S b n is injective because S b n ⊆ V b and hence u h = 0 implies u = 0. Hence, from the min-max principle (3.7) we get (3.14) λ a n ≤ max
H(P u, P u) h(P u, P u) .
⋄ Step 2. To provide an estimate on the right hand side of (3.14), we introduce the auxiliary function p n : H → S b n defined as follows: for every z ∈ H, p n z ∈ S b n is the unique solution of the minimum problem
Loosely speaking, p n is the orthogonal projection of H onto S b n with respect to the bilinear form h. The argument to show that the minimum problem (3.15) admits a solution which is also unique is standard, but for completeness we provide it.
We introduce a minimizing sequence {v k } ⊆ S b n , then we have that the sequence h(z − v k , z − v k ) is bounded. From (3.1) we infer that the bilinear form h satisfies the Cauchy-Schwarz inequality and hence that
which implies that the sequence h(v k , v k ) is also bounded. Since S b n ⊆ V b , then by (3.3) we have that the bilinear form h is actually a scalar product on S b n . Since S b n has finite dimension, from the bounded sequence {v k } we can extract a converging subsequence {v k j },
as j → +∞. This implies that v 0 is a solution of (3.15) and we set v 0 = p n z. To establish uniqueness, we first observe that, given z ∈ H, any p n z solution of the minimization problem (3.15) satisfies the Euler-Lagrange equation
Assume by contradiction that (3.15) admits two distinct solutions p 1 n z and p 2 n z, then from (3.16) we deduce that h(p 1 n z − p 2 n z, v) = 0 for every v ∈ S b n . By taking v = p 1 n z − p 2 n z and in view of (3.3) we obtain p 1 n z = p 2 n z. ⋄ Step 3. Next we show that
where p n • P denotes the composition of p n and P . To obtain (3.17) we observe that for every u ∈ S b n we have
where we have used that
Note also that
for every u ∈ S b n . We assume for the moment that (3.19) and (3.20) are true as their proof will be provided in Step 5 and Step 6.
Combining (3.18) and (3.20) we obtain that for every u ∈ S b n \ {0} such that p n • P u = 0 we have
In the previous chain of inequalities we have used that p n • P attains values in S b n and that
H(w, w) h(w, w) .
If p n • P u = 0, we have
since λ b n > 0. By combining (3.21) and (3.22) with (3.14) we eventually get (3.17). ⋄ Step 4. We now conclude the argument by establishing (3.12). First, observe that, for every u ∈ S b n , one has
In the previous formula we have used the equality (3.23)
which is proved in Step 5. Combining (3.22), (3.23) along with (3.10) and (3.13) we finally
which concludes the proof of Lemma 14 provided that (3.19), (3.20) and (3.23) are true.
⋄
Step 5. We establish the proof of (3.19) and (3.23). Observe that, if z ∈ V b , then the following implication holds true:
Indeed, v is a linear combination of the eigenfunctions u b 1 , . . . , u b n and hence
To establish (3.19), we observe that p n • P u ∈ S b n . Also, by the property (3.16) of the projection p n we have h(P u − p n • P u, v) = 0 for every v ∈ S b n . Hence by applying (3.25) we obtain (3.19) . To prove (3.23) we can repeat the same argument. Indeed, if u ∈ S b n , then [u − p n • P u] ∈ S b n and (3.23) follows from (3.25). ⋄ Step 6. Finally we establish (3.20) . Note that (3.16) implies
for every u ∈ S b n . 
In this section, we apply the abstract framework introduced in Section 3 to study how the eigenvalues λ satisfying (4.1) depend on Ω. Let Ω a and Ω b two Reifenberg-flat domains and denote by D a ball containing both Ω a and Ω b . We set
Note that (3.2) is satisfied because of Poincaré-Sobolev inequality. We also set
and observe that they can be viewed as two subspaces of 
By using the above notation, the Dirichlet problem (4.1) reduces to (3.5) and hence it is solved by a sequence of eigencouples (λ n , u n ) with λ n > 0 for every n and lim n→+∞ λ n = +∞. We employ the same notation as in Section 3.2 and we denote by {λ a n } and {λ b n } the eigenvalues of the Dirichlet problem in Ω a and Ω b , respectively. By applying Lemma 14, we infer that to control the difference |λ a n − λ b n | it is sufficient to provide an estimate on suitable projections. This is the content of the following subsection.
Estimates on the projection of Dirichlet eigenfunctions.
4.2.1. Boundary estimate on the gradient of Dirichlet eigenfunctions. We now establish a decay result for the gradient of Dirichlet eigenfunctions. The statement is already in [21, Proposition 14], but the proof contains a gap. This is why we hereafter give a different and complete proof, which is based on techniques from Alt, Caffarelli and Friedman [1] . We begin with a monotonicity Lemma. and C 0 is a suitable constant satisfying
We also have the bound Proof. We assume without loss of generality that x 0 = 0 and to simplify notation we denote by B r the ball B(0, r). Also, in the following we identify u ∈ H 1 0 (Ω) with the function
The proof is based on the by now standard monotonicity Lemma of Alt, Caffarelli and We recall that the eigenfunction u ∈ C ∞ (Ω) (see the book by Gilbarg and Trudinger [12, page 214]). Although (4.6) can be formally obtained through an integration by parts, the rigorous proof is slightly technical. Given ε > 0, we set
so that |x| ε is a C ∞ function. A direct computation shows that
Let u n ∈ C ∞ c (Ω) be a sequence of functions converging in H 1 (R N ) to u. By using the equality
we deduce that
where I n,ε (r) = (r 2 + ε)
In other words, (4.8) reads
We now want to pass to the limit, first as n → +∞, and then as ε → 0 + . To tackle some technical problems, we first integrate over r ∈ [r, r + δ] and divide by δ, thus obtaining First, we investigate the limit of A n as n → +∞: by applying the coarea formula, we rewrite
Since u n converges to u in H 1 (R N ) when n → +∞, then by using again the coarea formula we get that
where
Next, we investigate the limit of R n as n → +∞. By using Fubini's Theorem, we can rewrite
then f is Lipschitz continuous and hence by recalling u n ∈ C ∞ c (Ω) we get
and hence the expression at the first line converges to 0 as n → +∞.
By combining the previous observations and by recalling that u is an eigenfunction we infer that by passing to the limit n → ∞ in (4.11) we get
Finally, by passing to the limit δ → 0 + and then ε → 0 + we obtain (4.6).
⋄
Step 2. We provide an estimate on the right hand side of (4.6). First, we observe that
and we recall that C(N ) denotes a constant only depending on N , whose exact value can change from line to line.
Next, we point out that the definition of σ * implies that
where ∇ τ denotes the tangential gradient on the sphere. Also, let α > 0 be a parameter that will be fixed later, then by combining Cauchy-Schwarz inequality, (4.13) and the inequality
Hence,
Next, we choose α > 0 in such a way that
Hence, by combining (4.6), (4.13) and (4.15) we finally get First, we observe that by combining the coarea formula with Chebychev inequality we get that for any a > 0
By applying this inequality with a = 4 r 0 Ω
|∇u| 2 dx we get that there is at least a radius r 1 ∈ [r 0 , r 0 /2] such that
By combining (4.16) with the fact that r 0 /2 ≤ r 1 ≤ r 0 we infer
and by monotonicity we have that
Finally, by using that
, and that max{λ, λ 1+N/2 } ≤ λ(1 + λ N 2 ) we get (4.5).
We now provide an estimate on the energy of a Dirichlet eigenfunction near the boundary. Proof. We fix η ∈ ]0, 1[ and we recall that the first eigenvalue of the spherical Dirichlet Laplacian on a half sphere is equal to N − 1. For t ∈ ] − 1, 1[, let S t be the spherical cap S t := ∂B(0, 1) ∩ {x N > t}, so that t = 0 corresponds to a half sphere. Let λ 1 (S t ) be the first Dirichlet eigenvalue in S t . In particular, t → λ 1 (S t ) is monotone in t. Therefore, since η < 1 and λ 1 (S t ) → 0 as t ↓ −1, there is t * (η) < 0 such that
By relying on Lemma 5 in [23] (see also Proposition 2.2 in [16])
, we infer that, if ε < t * (η)/2, then ∂B(x 0 , r)∩Ω is contained in a spherical cap homothetic to S t * for every r ≤ r 0 . Since the eigenvalues scale of by factor r 2 when the domain expands of a factor 1/r, by the monotonicity property of the eigenvalues with respect to domains inclusion, we have
As a consequence, we can apply Lemma 15 which ensures that, if u is a Dirichlet eigenfunction in Ω and x 0 ∈ ∂Ω, then (4.3) is a non decreasing function of r, provided that
and C 0 is the same as in (4.4). In particular, by monotonicity we know that for every r ≤ r 0 < 1,
and we conclude that for every r ≤ r 0 /2,
Let us now provide an estimate on K. By using equations (4.20) and (4.4) and Proposition 11 we get
To estimate the first term in K we use (4.5) and the fact that β = 2 − η to obtain Note that the decay estimate (4.24) is sharp, in the sense that we cannot take η = 0, as the following example shows. Let N = 2 and let Ω be an angular sector with opening angle ω,
By recalling that the Laplacian in polar coordinates is
we get that the function u(r, θ) := r d cos(θπ/ω) satisfies the homogeneous Dirichlet condition on ∂Ω and is harmonic provided that d = π/ω. Also, by computing the gradient in the circular Frenet basis (τ, ν) and by using formulas
we get
which leads to the following remarks:
(i) if Ω is the half-space (i.e., if ω = π), then the Dirichlet integral decays like r 2 = r N .
(ii) If the opening angle ω < π, then we have a good decay of the order r α for some α > 2.
(iii) The most interesting behavior occurs when the opening angle ω > π, then the Dirichlet integral decays like r α with α < 2. Note, moreover, that if we want that α gets closer and closer to 2, we have to choose ω closer and closer to π and this amounts to require
that Ω is an (ε, r 0 )−Reifenberg flat domain for a smaller and smaller value of ε.
We refer to the book of Grisvard [13] for an extended discussion about elliptic problems in polygonal domains.
4.2.2.
Difference between the projection of eigenfunctions. By relying on the analyis in [21] we get the following result. Note that we use the convention of identifying any given u ∈ H 1 0 (Ω) with the function defined on the whole R N by setting u = 0 outside Ω. 
then there is a constant C = C(N, r 0 , α) such that, if u ∈ H 1 0 (Ω b ) is a Dirichlet eigenfunction associated with the eigenvalue λ, then
where L := H N −1 (∂Ω b ) and the projection P D Ωa is defined by (4.2) .
Proof. We proceed in two steps.
⋄ Step 1. We first fix u ∈ H 1 0 (Ω b ) and constructũ ∈ H 1 0 (Ω a ) which is "close" to u, in the sense specified in the following.
To begin with, we point out that (4.25) implies that {B(x, 2δ)} x∈∂Ω b is a covering of Ω b \Ω a .
Indeed, by contradiction assume there is y ∈ Ω b \ Ω a such that This would contradict (4.25) and hence the implication holds true.
By applying Lemma 6 with r = 5δ/2 we can find a finite set I, such that ♯I ≤ C(N )L/δ N −1 and {B(x i , 5δ/2} i∈I is a covering of Ω b \ Ω a .
Next, we use the function θ 0 given by Lemma 8 (with r = 5δ/2) and we setũ(x) := θ 0 (x)u(x). We observe that, since
. Also, ∇ũ = u∇θ 0 + θ 0 ∇u and hence
Next, by recalling that θ 0 ≡ 1 outside the union of the balls {B(x i , 5δ)} i∈I , we get
Also, by recalling that To get the last inequality we have used [21, Proposition 12] and the fact that one can take
⋄ Step 2. We now restrict to the case when u is an eigenfunction for the Dirichlet Laplacian, and λ is the associated eigenvalue. By using Proposition 16 and Lemma 6 we get
with C = C(N, r 0 , η) and provided that δ ≤ r 0 /8 √ N .
By choosing η := (1 − α), inserting (4.30) into (4.28) and(4.29) and recalling (4.27) we finally get
Conclusion of the proof of Theorem 2.
Proof of Theorem 2. First, we recall that max{λ a n , λ b n } ≤ γ n . Next, we fix n ∈ N and we denote by u b 1 , . . . , u b n the first n eigenfunctions of the Dirichlet Laplacian in
(4.31)
To get the last equality we have used the fact that the eigenfunctions associated with different eigenvalues are orthogonal with respect to the standard scalar product in L 2 .
We use (4.31) and the Sobolev-Poincaré inequality in the ball D, which has radius R, and we conclude that the assumptions of Lemma 14 are verified provided that:
Hence, we fix a threshold δ 0 (N, n, γ n , r 0 , α, R, L) satisfying nCγ n (1 + γ N 2 n )Lδ α 0 < 1/4, and we get that for any δ ≤ δ 0 one has 1/(1 − √ B) ≤ 2. By applying Lemma 14 we then get
The theorem follows by exchanging the roles of Ω a and Ω b .
4.4. The Lipschitz case. We end this section with the proof of Theorem 4.
Proof of Theorem 4.
Let Ω a and Ω b be as in the statement of Theorem 4. We fix n ∈ N and k ≤ n and we denote by u k a ∈ H 1 0 (Ω a ) and u k b ∈ H 1 0 (Ω b ) the eigenfunctions associated with λ k a and λ k b , respectively. In particular,
We can now apply Theorem 1 in the paper by Savaré and Schimperna [26] . Then formula (3.4) in [26] yields
where the projection P D Ωa is the same as in (4.2). Then, by using the definition of eigenfunction, we get
We recall that λ k b ≤ γ n and that S n b is the eigenspace of H 1 0 (Ω b ) generated by the first n eigenfunctions and by arguing as (4.31), we get that, for any u ∈ S n b ,
Hence, by proceeding as in the proof of Theorem 2 we can conclude. 
In this section, we apply the abstract framework introduced in Section 3 to study how the eigenvalues µ satisfying (5.1) depend on the domain Ω. We set
and we equip it with the scalar product
Also, we set
Note that h is a symmetric, positive bilinear form (i.e., it satisfies properties (3.1)), although it is not a scalar product on H. Inequality (3.2) is trivially satisfied.
As before, Ω a and Ω b are two Reifenberg-flat domains contained in R N and we denote the Sobolev spaces by H 1 (Ω a ) and H 1 (Ω b ). The spaces V a and V b are defined by considering the map
where 1 Ω denotes the characteristic function of Ω. Note that the ranges V a = j Ωa (H 1 (Ω a ))
and
) are closed and that (3.3) is satisfied. Note also that the inclusion (3.4)
is compact because, in virtue of Proposition 9, we can apply Rellich's Theorem.
The Neumann problem (5.1) reduces to (3.5) provided that λ = µ + 1 and hence it is solved by a sequence of eigencouples (µ n , u n ) with lim n→+∞ µ n = +∞ . By relying on Lemma 14,  we deduce that to control the difference |µ a n − µ n b | it is sufficient to provide an estimate on the projection operator defined by (3.9), which can be identified by a map P N Ωa : H → H 1 (Ω a ) satisfying the following property:
. ( 
where γ(N ) = max Proof. For a given η > 0 we choose β in such a way that 0 < β < η and that
Also, we choose ε smaller or equal to the constant given by Theorem 12 with this choice of a and β. Note that ε only depends on η.
We now consider a Neumann eigencouple (u, µ), while the point x ∈ ∂Ω is fixed. We may assume without losing generality that r 0 ≤ 1, up to redefine r 0 by min{1, r 0 }.
We first use the induction principle in order to show that, for a suitable constant C 4 = C 4 (N, r 0 , Diam(Ω)) that will be chosen later, and for any k ∈ N,
If k = 0 the inequality (5.7) is satisfied provided that C 4 ≥ 1 because Ω |∇u| 2 dx = µ u 2 2 . Next, we consider the inductive step and we assume that (5.7) holds for a given k ≥ 0. We term v the solution of Problem (2.7) in Ω k := B(x, a k r 0 ) ∩ Ω. Then Theorem 12 gives
Note that since a < 1, then Ω k+1 ⊆ Ω k . We now compare ∇u and ∇v in B(x, a k+1 r 0 ) by using the inequality a + b 2 ≤ 2 a 2 + 2 b 2 :
Since v is harmonic and u is a competitor, then ∇(u − v) is orthogonal to ∇v in L 2 (Ω k ) and hence (5.10)
Moreover, u minimizes the functional w →
wu dx with its own Dirichlet conditions on ∂B(x, a k r 0 ) ∩ Ω, and hence by taking v as a competitor we obtain
To get the above inequality we have used that r 0 ≤ 1 and the estimate
which can be established arguing by contradiction. Indeed, set M :
is violated, the truncated function w := min{M, max{v, −M }} would be a competitor of v
, which contradicts the definition of v. By plugging (5.10) and (5.11) in (5.9) and using the inductive hypothesis (5.7), we get the
where ω N is the measure of the unit ball in R N . By using (2.5), the above expression reduces
for some constant C 5 = C 5 (N, r 0 , Diam(Ω)). We claim that by choosing in (5.7)
then the right hand side of (5.13) is less than C 4 µ(1 + √ µ) 2γ(N ) a (k+1)(N −η) , which proves (5.7). Indeed, our choice of a implies a η−β = 1 8 and hence (5.14) implies
which concludes the proof of (5.7).
To conclude the proof of the Proposition we observe that, given r ≤ r 0 , we can select an integer k ≥ 0 such that r < a k r 0 ≤ ra −1 , which yields
and this implies (5.5) provided that C := C 4 /a N −η .
By combining a covering argument from [22] with the previous proposition we establish the projection estimate provided by the following result. 
is a Neumann eigenvector associated with the eigenvalue µ, then there is
as in the statement of Proposition 10.
Proof. The goal of the first part of the proof is to construct a functionũ which only differs from u in a narrow strip close to the boundary: this is done by relying on a covering argument similar to those in [22] (see Lemma 9 in there). The proof is then concluded by relying on Theorem 10 and Proposition 19. The details are organized in the following steps.
⋄ Step 1. We construct a partition of unity. First, we observe that (5.16) implies that {B(x, 2δ)} x∈∂Ω b is a covering of Ω a △Ω b and by relying on Lemma 6 we can find a finite set
To simplify the exposition, in the following we use the notations
Note that property (2.1) in the statement of Lemma 6 implies that, for every x ∈ R N , ♯{i : x ∈ 2B i } ≤ C(N ) and hence, in particular, that, for every integrable function v,
Next, we apply Lemma 8 with r := 5δ/2 and we obtain Lipschtz continuous functions 
Note that (1 Ω b u(x))θ 0 (x) is well defined for x ∈ R N and belongs to H 1 (R N ) because θ 0 (x) = 0 in a neighborhood of ∂Ω b . This allows us to definẽ
so thatũ ∈ H 1 (Ω a ).
⋄
Step 3. We provide an estimate on ũ1
. First, we point out that Ω a △Ω B ⊆ W and thatũ1 Ω b = u1 Ωa in R N \ W , so by recalling the definition ofũ we have
By using the convexity of the square function, Jensen inequality and estimate (5.17) we have
In the previous expression, ω N denotes as usual the Lebesgue measure of the unit ball in R N . By combining the previous two estimates we conclude that
Step 4. We introduce some notations we need in Step 5. Given i 0 ∈ I we denote by J i 0 be the finite set of indices j ∈ I such that 2B j ∩ 2B i 0 = ∅. Note that ♯J i 0 ≤ C(N ) by property (2.1) in the statement of Lemma 6 and, also, that any ball 2B j is contained in 6B i 0 if j ∈ J i 0 .
Let P 0 be the hyperplane in 6B i 0 provided by the definition of Reifenberg flatness and let ν 0 denote its unit normal vector, oriented in such a way that x i 0 + 15δν 0 ∈ Ω b . Also, let Y j and D j be as in Step 2, and let P j denote the hyperplane P (x j , 5δ). For any j ∈ J i 0 we have
Hence, and by using Jensen inequality we get that, for every j ∈ J i 0 , we have First, by combining Proposition 10 and (5.19) we get
(5.29)
Next, we combine Proposition 19 with (5.28) and we obtain and hence by repeating the same argument as in the Dirichlet case we conclude.
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