Supersonic-sonic patches are ubiquitous in regions of transonic flows and they boil down to a family of degenerate hyperbolic problems in regions surrounded by a streamline, a characteristic curve and a possible sonic curve. This paper establishes the global existence of solutions in a whole supersonic-sonic patch characterized by the two-dimensional full system of steady Euler equations and studies solution behaviors near sonic curves, depending on the proper choice of boundary data extracted from the airfoil problem and related contexts. New characteristic decompositions are developed for the full system and a delicate local partial hodograph transformation is introduced for the solution estimates. It is shown that the solution is uniformly C 1, 1 6 continuous up to the sonic curve and the sonic curve is also C 1, 1 6 continuous.
Introduction
Supersonic-sonic patches are ubiquitous in regions of transonic flows, just as described in the famous book (Supersonic Flow and Shock Waves, 1948, Page 370, [8] ): Suppose the duct walls are plane except for a small inward bulge at some section. If the entrance Mach number is not much below the value one, the flow becomes supersonic in a finite region adjacent to the bulge and is again purely subsonic throughout the exit section. See Fig. 1 for the illustration of a flow over an airfoil in gas dynamics. Due to the presence of transonic shocks possibly in the transonic flow, the entropy in the flow is not uniform and the flow behind the shock is not irrotational [27] . Hence it is more suitable to adopt the full system of Euler equations to characterize the corresponding flows, where ρ, (u, v), p and E are, respectively, the density, the velocity, the pressure and the specific total energy. For polytropic gases, E = u 2 +v 2 2
ρ , where γ > 1 is the adiabatic gas constant. The supersonic-sonic patch, as illustrated in Fig. 2 , is extracted from Fig. 1 near the sonic curve. We denote the dashed arc AC as a sonic curve on which the sound speed c is identical with the flow velocity q = √ u 2 + v 2 , the solid segment BC as a streamline, and the solid segment AB as a characteristic curve. Our supersonic-sonic patch problem is formulated as follows. Problem 1.1. Given two smooth curves CB and BA, we prescribe the supersonic boundary data on CB and BA such that q > c on { CB ∪ BA} \ {C, A} and q = c at the points C and A. Moreover, CB is a streamline and BA is a characteristic curve. We seek a smooth solution for the system (1.1) in the sector region ABC up to the sonic boundary AC. See Fig. 2 .
As pointed out before, this patch can be regarded as a supersonic bubble in the transonic flow problem in Fig. 1 . For the full Euler system (1.1), the streamlines may be tangent to level sets of Mach number in the region ABC so as to make the problem quite complicated. In the present paper, we consider a special case of (1.1), which still reflects the special role of entropy and vorticity, and establish the existence of smooth solutions in the whole sector region ABC. Moreover, we verify that the solution is uniformly C 1, 1 6 continuous up to the sonic curve CA and the curve CA is C 1, 1 6 continuous too. We just remind that this "global" solution is built on a local classical sonic-supersonic solution to system (1.1), that was constructed in a recent work [14] . This patch, as a ladder step we believe, is a useful part in the future construction of complete transonic flow structures.
There are at least three novelties in this paper. First, it is a first attempt to use the full system of Euler equations to characterize such a supersonic-sonic patch, in which the entropy and vorticity play a special role. Second, we need to develop new mathematical techniques to deal with such a problem, such as new characteristic decompositions and locally partial hodograph transformation using the Mach angle and the inclination angle of streamline, which are substantially different from those in literature. For example, in [18] Kuz'min established an existence theorem of a transonic perturbation problem by employing the stream-potential coordinates. Song, Wang and Zheng [30] used the function q 2 − c 2 and the pseudo-potential function as the coordinate system to discuss the regularity of semihyperbolic patch problems characterized by the isentropic Euler equations. See [41, 42] for other applications of coordinate transformations near sonic curves. We note that the above auxiliary coordinate systems can not be applied for the full Euler system (1.1) due to the non-existence of potential function. Third, as far as the theory of partial differential equations is concerned, hyperbolic problems with some degeneracy are highly interesting and no general theory is available. The present paper can be regarded as the meaningful trial beyond two-equation systems.
The rest of the paper is organized as follows. In Section 2, we introduce a set of new dependent variables to reset the problem in terms of new coordinates and state the main result. In Section 3, we establish the global existence of smooth solutions to this supersonicsonic patch up to the sonic curve, which is not known a priori. In Section 4, we provide the uniform regularity of solutions up to the sonic boundary and the regularity of sonic curve.
Formulation of supersonic-sonic patch problem and main result
This section serves to formulate the problem about the supersonic-sonic patch characterized by the full system of Euler equations (1.1). The well-posedness of the problem depends on the proper choice of boundary data. In order to state the main result clearly, we follow [22] to introduce the Mach angles, the flow angles, the entropy and the Bernoulli quantity as dependent variables to rewrite the governing equations. Then we provide new characteristic decompositions for later a priori estimates of the solutions inside the patch.
Preliminary characteristic decompositions for full Euler equations
We assume that the flow is smooth. Then the full Euler system (1.1) is written as
Since we intend to investigate supersonic-sonic patches, characteristics are very important. Therefore we need to define eigenvalues and the associated eigenvectors. The eigenvalues of (2.1) are
where c = γp/ρ is the speed of sound and q = √ u 2 + v 2 denotes the flow speed. From the expressions of Λ ± , it is evident that the flow may be transonic (of mixed-type): supersonic (hyperbolic) for q > c, subsonic (elliptic) for q < c and sonic (parabolically degenerate) for q = c. The set of points on which c = q is called the sonic curve. The four associated (left) eigenvectors are
Standard calculation provides the characteristic form of (2.1),
where S = pρ −γ is the entropy function and B = 
Obviously α and β are the inclination angles of characteristics,
Furthermore, we adopt the following normalized directional derivatives along the characteristics, as in [21] , 8) or conversely, one has
Then we can write (2.4) into a new system in terms of the variables (S, B, θ, ω)
1 γ∂
(2.10)
Here κ = (γ − 1)/2. We denote
and then obtain a subsystem of (2.10)
Now we need more interpretation for the quantity Ω. According to the commutator relation between∂ 0 and∂ + in the previous paper [14] ,
we find by (2.9) and (2.10) that, for any smooth function I satisfying∂ 0 I ≡ 0,
Then we have∂
Thus we obtain a new system in terms of the variables (H, θ, ω)
Here we have used the fact∂ − Ω = −∂ + Ω, which follows from the equation∂ 0 Ω = 0. In this paper, we consider the case H ≡ H 0 in the region ABC, which just needs that H ≡ H 0 holds on the boundary BA by the first equation of (2.15) , where H 0 is a nonnegative constant. In particular, the case H 0 = 0 corresponds to the isentropic irrotational flows. For the above specified boundary data, we only need to consider the following system
In order to establish a priori estimates of solutions, we derive the characteristic decompositions for the angle variables. Introduce a new variable
It is easy to check from the last two equations of (2.11) that
In addition, one obtains the relations between∂ ± Ξ and∂ ± ω
By performing a direct calculation, we acquire the characteristic decomposition for Ξ     ∂
All these characteristic decompositions are necessary in the understanding of solutions in the supersonic-sonic patch, to be constructed in the following sections.
Supersonic-sonic boundary data and statement of main results
We prescribe supersonic-sonic boundary conditions for Problem 1.1, mimicking the real setting of airfoil problem. Let CB : y = ϕ(x), x ∈ [x 1 , x 2 ], be a smooth curve. We assume that the curve CB and the boundary values (H, θ, ω)| CB = (Ĥ,θ,ω)(x) satisfy
where ϕ 0 , ϕ 1 and H 0 are constants. From (2.22), we see that the curve CB is an increasing and concave streamline, along which the flow angle θ and Mach angle ω are decreasing functions. The assumptionω(x 1 ) = π/2 means that C is a sonic point. Moreover, we require the following inequality to be satisfied on CB 23) which obviously holds whenω is close to π/2. Let BA : x = ψ(y) (y ∈ [y 2 , y 3 ]) be a smooth curve satisfying x 2 = ψ(y 2 ). We assume that the curve BA and the boundary values (H, θ, ω)| BA = (H,θ,ω)(y) satisfy
where ψ 1 is a positive constant. The conditions in the third of (2.24) mean that the curve BA is a Λ + -characteristic and the point A is sonic. The last condition in (2.24) is the compatibility condition with system (2.11). Furthermore, we require that the functions ψ(y), ϕ(x), (θ,ω)(x) and (θ,ω)(y) satisfy
The condition in (2.25) is to ensure that the flow angle θ is decreasing along BA. The condition (2.26) is the compatibility condition at the point B.
For the conditions (2.22)-(2.26), it looks that there are many assumptions on the boundaries at the first glimpse. However, they are all reasonable if one carefully inspects the airfoil problem. In addition, in order to ensureH(y) = H 0 , it is only necessary to specify the boundary data ofΩ or (S,B) on BA to satisfỹ
The main result of this paper can be stated as follows. 
Global existence of solutions in the whole patch
In this section, we use characteristic decompositions as main ingredients to show the existence result in Theorem 2.1. In particular, the a priori estimates of solutions are established thanks to the non-homogeneous characteristic decompositions (2.20) and (2.21).
Boundary data estimates and the local existence
Before constructing the global solution, we need to inspect the boundary values on BC and BA. Of course, the global solution is extended from the local existence result at the point B, which is also stated at first. Lemma 3.1. With the assumptions in Theorem 2.1, we havē
Hereafter the symbols of curves BC and BA do not contain the points C and A, respectively.
Proof. Recalling the definition of∂ 0 in (2.8), we obtain∂ 0 = cosθ d dx on BC. Thus one has
We next analyze the values∂ ± θ on BC. Subtracting the last two equations of (2.16) from each other and using (2.9) yield
Recalling∂ + θ +∂ − θ = 2 cos ω∂ 0 θ, we havē
From (3.3) and (2.23), we observē
The fact∂ − θ| BC < 0 follows from∂ 0 θ < 0 and∂ 0 sin ω < 0 on BC, analogously.
For the boundary values on BA, we recall the definition of∂ + in (2.8) and the relation between α and (θ, ω) to acquire∂ + = sin(θ +ω) d dy on BA. Hence we find by (2.11), (2.24) and (2.25) that
Moreover, applying (2.25) again leads tō
Using Lemma 3.1, we have the the following estimates on boundary values.
Lemma 3.2.
With the boundary values in Theorem 2.1, one has
Based on the classical existence theory in [26, 33] and the compatibility condition (2.26), we have the next local existence theorem around point B. Proof. We first write system (2.15) in the following form
where the coefficient matrices A and B are
The eigenvalues of (3.5) are Λ 0 = tan θ, Λ + = tan α, Λ − = tan β. The corresponding (left) eigenvectors are
According to the classical theory in [26, 33] , it suffices to check that the following conditions are satisfied:
The equality (3.6) follows from (2.22) and (2.24). By a direct calculation, (3.7) is equivalent to the following equality,
Here we have applied the last condition in (2.24) . Recalling the definition of α, we have
which is true thanks to (2.26). The proof of Theorem 3.1 is completed.
A priori estimates on the global solution
In this subsection, we derive a priori estimates of the solutions, which serve to extend the local solution in Theorem 3.1 to the global domain ABC. All estimates are based on the assumptions of Theorem 2.1. From now on, we just consider system (2.16). For convenience of presentation, we denote D ε = {(x, y)| cos ω(x, y) > ε} ∩ ABC.
is a solution to system (2.16) with the boundary data (θ, ω)| CB = (θ,ω)(x) and (θ, ω)| BA = (θ,ω)(y). Then one has, for all (x, y) ∈ D ε ,
Proof. We use the contradiction argument to prove this lemma. Thanks to Lemma 3.1, we know that∂ + θ < 0 in the region near B in D ε . Suppose that there is a point P in D ε that is the first time such that∂ + θ = 0, i.e.,∂ + θ < 0 in the region
The proof consists of two cases. Case 1. For any point (x, y) ∈ D p , there holds∂ − θ < 0. In this case, from the point P , we draw a Λ − -characteristic curve, called Γ − , up to the boundary ABC at a point P 1 . Recalling the second equation in (2.16), we have
where means that∂ − ω < 0 on Γ − \ {P }. Hence the direction of∂ − is from P to P 1 along Γ − . It follows that∂ −∂+ θ < 0 at P . However, from the first equation of (2.21) one has
which leads to a contradiction.
Case 2. There exists a point Q ∈ D p such that∂ − θ = 0. Then from the point Q, we draw a Λ + -characteristic curve, called Γ + , up to the boundary BC at a point Q 1 . Due to∂ − θ < 0 at Q 1 by Lemma 3.1, without the loss of generality, we assume∂ − θ < 0 on Γ + \ {Q}. Otherwise we can take a point Q 2 between Q and Q 1 on Γ + and then use Q 2 instead of Q in the analysis below. According to the above assumption, we see that∂ +∂− θ > 0 at Q. On the other hand, we recall the second equation of (2.21) to find
This results in a contradiction. Therefore, we have∂ + θ < 0,∂ − θ < 0. The conclusions∂ + ω > 0,∂ − ω < 0,∂ + Ξ > 0 and∂ − Ξ < 0 on the region D P follow directly from the equations (2.16) and (2.18). Thus we complete the proof this lemma.
With the aid of Lemma 3.3, we can get the C 0 estimates on (θ, ω).
Lemma 3.4. Suppose that the assumptions in Theorem 2.1 hold and (θ, ω) ∈ C 2 (D ε ) is a solution to system (2.16) with the boundary data (θ, ω)| CB = (θ,ω)(x) and (θ, ω)| BA = (θ,ω)(y). Then one has
Moreover, we have the properties about Λ ± -characteristics.
is a solution to system (2.16) with the boundary data (θ, ω)| CB = (θ,ω)(x) and (θ, ω)| BA = (θ,ω)(y). Denote the Λ ∓ -characteristics in D ε by Γ − : y = y(x) and Γ + : x = x(y), respectively. Then the curves Γ − are convex and the curves Γ + are concave.
Proof. Owing to the relations between (θ, ω) and (α, β) (2.6), we obtain by (3.8)
Moreover, we use (2.6) again to write system (2.16) as
which, together with (3.10), yield
Therefore with relations∂ + = sin α We proceed to derive the C 1 estimates on (θ, ω). Let
Then we have:
is a solution to system (2.16) with the boundary data (θ, ω)| CB = (θ,ω)(x) and (θ, ω)| BA = (θ,ω)(y). Then one has
Proof. In light of Lemma 3.3, it suffices to prove∂ + Ξ < M 0 and∂ − Ξ > −M 0 . Suppose the curve ℓ 1 := {(x, y)| cos ω(x, y) = ε 1 > ε} is the first time that either of∂ + Ξ and −∂ − Ξ touches the bound M 0 for the solution in D ε . Without the loss of generality, we assume that ∂ + Ξ = M 0 at the point P on ℓ 1 . Then we put it into the first equation of (2.20) to obtain
On the other hand, we note the direction of∂ − to know that∂ −∂+ Ξ| P ≤ 0, which leads to a contradiction. The proof of the lemma is complete.
For later use, we show that∂ + Ξ and −∂ − Ξ have a positive lower bound independent of ε in the region D ε . For any point (x, y) ∈ D ε , we draw Λ ∓ -characteristic curves up to the boundaries ABC and BC at points B 1 and B 2 , respectively, see Fig. 3 . We have the following lemma.
where d is the diameter of the domain ABC and m 0 = min{ min
Proof. To prove (3.13), we first rewrite the characteristic decompositions (2.20) as
(3.14)
Here we used the directions∂ − and −∂ + since they both point to the boundary ABC. According to Lemmas 3.4 and 3.6, we see that the terms are nonnegative
Let r(x, y) and s(x, y) be two smooth positive functions satisfyinḡ Then it follows from (3.14)
(3.15)
We divide the proof into two cases.
Case 1. For any point P ∈ D ε , if∂ + Ξ +∂ − Ξ ≤ 0, i.e., −∂ − Ξ ≥∂ + Ξ, entirely in the region P B 1 BB 2 , then one has by the first equation of (3.15) and the definition of M
from which we have R| P ≥ R B 1 . That is, there hold
Case 2. If there exists a point, say P 1 , in the region P B 1 BB 2 such that∂ + Ξ +∂ − Ξ > 0 at P 1 , then from the point P 1 , we draw a Λ + -characteristic curve, called Γ + 1 , up to the boundary BB 2 at a point P * 1 , see Fig. 3 . It is obvious that F 2 < 0 on Γ + 1 near the point P 1 . If F 2 ≤ 0 always holds on Γ + 1 , then we apply the second equation of (3.15) to get
. Thus we havē
If there exist some points such that F 2 > 0 on Γ + 1 , then we take a neighborhood N 1 of P 1 so that F 2 < 0 on N 1 ∩ Γ + 1 and F 2 = 0 at Q 1 := ∂(N 1 ∩ Γ + 1 ). Thus one obtains
Due to the fact F 2 = 0 at Q 1 , we see that∂ + Ξ +∂ − Ξ < 0 at Q 1 . Hence we get from (3.16)
We now draw a Λ − -characteristic curve from the point Q 1 , called Γ − 1 , up to the boundary ABC at a point Q * 1 . Noting
, then we repeat the process for Case 1 to conclude that
Inserting the above into (3.17) gives
Otherwise, there exists a neighborhood N 2 of Q 1 on Γ
and
We put it into (3.17) to find that
Here we used the inequality (∂ + Ξ +∂ − Ξ) > 0 at P 2 which follows from the expression of F 1 and the fact F 1 = 0 at P 2 . To estimate (−∂ − Ξ)| P 2 , we draw a positive characteristic curve from the point P 2 , called Γ + 2 , up to the boundary BB 2 at a point P * 2 . We note F 2 < 0 at P 2 and then repeat the above process in Case 2 to complete the proof the lemma.
In light of Lemma 3.6, we can establish the gradient estimates of solutions.
Lemma 3.8. Suppose that (θ, ω) ∈ C 2 (D ε ) is a solution to system (2.16) with the boundary data (θ, ω)| CB = (θ,ω)(x) and (θ, ω)| BA = (θ,ω)(y). Then one has
where M is a positive constant independent of ε.
Proof. We first recall (2.9) and (2.18) to find that
which along with (3.12) arrives at
Furthermore, we recall (2.19) to acquire
which together with (2.9) yields
Combining with (3.20) and (3.21) finishes the proof of the lemma.
In addition, we have C 1,1 estimates on the solutions.
where M is a positive constant, independent of ε.
Proof. This lemma follows from the characteristic decompositions (2.20) and (2.21). We first use the characteristic decompositions (2.20) and (2.21) and the gradient estimates (3.18) to obtain
for some positive constant M independent of ε. We next estimate the terms |∂ ±∂± θ| and |∂ ±∂± Ξ|. For the term |∂ +∂+ θ|, we differentiate the first equation of (2.21) and employ the commutator relation between∂ − and∂ +
to achieve by performing a direct calculation
where T 1 and T 2 are lower-order terms which can be estimated
for some positive constant M independent of ε. Integrating (3.24) leads to
With similar arguments for |∂ −∂− θ| and |∂ ±∂± Ξ|, one proceeds to obtain
We combine (3.23) and (3.25)-(3.26) and apply (2.9) to obtain (3.22). The proof is completed.
Global existence of solutions
With the help of a priori estimates established above, we extend the local solution in Theorem 3.1 to the whole region ABC. Again we assume the conditions in Theorem 2.1 hold. We first have the lemma directly following from the facts ±∂ ± ω > 0 in view of Lemma 3.3.
Lemma 3.10. Assume that (θ, ω) ∈ C 2 (D ε ) is a solution to system (2.16) with the boundary data (θ, ω)| CB = (θ,ω)(x) and (θ, ω)| BA = (θ,ω)(y). Then the level curves of ω in D ε are C 1 and non-characteristic.
Note that the level sets of ω are non-characteristic. Then we can take the level curves of ω as the "Cauchy supports" and extend the local solution to the whole region ABC. For this purpose, we introduce the definition of strong determinate domain. The following lemma is important and it immediately implies the global existence theorem.
Lemma 3.11. For anyx ∈ (x C , x B ] on the curve BC : y = ϕ(x), there exists a smooth curve ℓx : ω(x, y) = ω(x, ϕ(x)) is C 1 inside the region ABC to encircle a domain Dω with BA and BC such that (i) Dω is a strong determinate domain of ω;
(ii) the boundary value problem (2.16), subject to the boundary data (θ, ω)| BC = (θ,ω)(x) and (θ, ω)| BA = (θ,ω)(y), has a supersonic solution (θ, ω) ∈ C 1 (Dω).
Proof. We employ the technique proposed by Dai and Zhang [9] to show this lemma. Let S be the set consisting of all elements of (x C , x B ] which satisfies the above assertions listed in this lemma. Thanks to Lemma 3.10, we see that, ifx ∈ S, then [x, x B ] ⊂ S. Thus it suffices to prove that the set S is not empty and inf S = x C . The non-emptiness of set S follows obviously from the local existence theorem 3.1.
We are going to verify inf S = x C by applying the contradiction argument. Suppose that inf S =x > x C . The verification is divided into two steps. We will show thatx ∈ S in Step 1 and that there exists a small ε > 0 such that [x − ε,x] ⊂ S in Step 2.
Step 1. In view of the definition forx, there exists a monotone decreasing sequence {x i } ∞ i=1 ⊂ S such that lim i→∞ x i =x. Then for every x i , there exists a C 1 smooth curve ℓ i : ω(x, y) = ω(x i , ϕ(x i )) inside the domain ABC to encircle Ω i with BA and BC such that (i) Ω i is a strong determinate domain of ω; (ii) the boundary value problem (2.16) with the boundary data (θ, ω)| CB = (θ,ω)(x) and (θ, ω)| BA = (θ,ω)(y) has a supersonic solution (θ, ω) ∈ C 1 (Ω i ).
In view of the uniqueness of solutions and Lemma 3.10, we observe that the curve ℓ i is below ℓ j (i < j) along the directions∂ + and −∂ − , implying that the sequence {ℓ i } ∞ i=1 is a monotone increasing along the directions∂ + and −∂ − . Therefore, there exists a curvê ℓ : ω(x, y) = ω(x, ϕ(x)) defined by the limit of ℓ i along the characteristic directions. Denote byΩ the closed domain bounded by BA, BC andl. Then the boundary value problem (2.16), subject to the boundary data (θ, ω)| BC = (θ,ω)(x) and (θ, ω)| BA = (θ,ω)(y) has a C 1 solution inΩ\l, andΩ\l is a strong determinate domain of ω.
Due to Lemma 3.9, there exists a constant M independent of i such that for i :
Combining with the above and Lemmas 3.9 and 3.10, we know that the sequence ℓ i are C 1,1 and the bounds of ω x and ω y are independent of i. Then by employing the Arzela-Ascoli theorem, one finds that the curvel is C 1 . We denote (θ i , ω i ) = (θ, ω)| ℓ i and then see that
where C is a constant independent of i. It follows by the Arzela-Ascoli theorem that there exists (θ,ω) ∈ C 1 such that lim
We let (θ, ω)|l = (θ,ω) and extend (θ, ω)(x, y) to the domainΩ. Hence the boundary value problem (2.16), subject to the boundary data (θ, ω)| BC = (θ,ω)(x) and (θ, ω)| BA = (θ,ω)(y), has a C 1 solution inΩ. It is easy to see by the fact ±∂ ± ω > 0 thatx ∈ S.
Step 2. Due tox ∈ S, there is a C 1 solution in a closed domain nearl, denoted by El. Moreover, for any point (x,ỹ) ∈l, we find that the curvel can be written as y =ŷ(x) in a small neighborhood of (x,ỹ). In this neighborhood, let us denote the limits of (θ x , ω x , θ y , ω y ) on the upper and the lower sides of the curvel by (θ u x , ω u x , θ u y , ω u y ) and (θ ℓ x , ω ℓ x , θ ℓ y , ω ℓ y ), respectively. Then, both of these vector-valued functions are solutions to the system M (x)U (x) = N (x), (3.27) where
. By a direct calculation, we have
which, together with Lemma 3.10, gives det (M (x)) = 0 on the curvel. Thus system (3.27) has a unique solution in the neighborhood of (x,ỹ), that is, Therefore, the boundary value problem (2.16), subject to the boundary data (θ, ω)| BC = (θ,ω)(x) and (θ, ω)| BA = (θ,ω)(y), has a C 1 solution inΩ ∪ El. The domainΩ ∪ El is a strong determinate domain of ω. The equation ω(x, y) = ω(x − ε, ϕ(x − ε)) defines a C 1 curve whose graph lies in El if ε > 0 is small enough in view Lemma 3.10 again. The same arguments as those forx show thatx − ε ∈ S, which leads to a contradiction. Hence we obtain inf S = x C and then complete the proof of this lemma.
In view of Lemma 3.11, we have the following global existence theorem. 
Uniform regularity of solutions and sonic curve
In this section, we investigate the uniform regularity of solution up to the sonic boundary AC. Let us analyze what we need to establish the regularity of the sonic boundary. Consider the level curves
where ε is a small positive constant. We use (2.9) and (2.19) to calculate
It follows that
which, together with (3.13), leads to
where W = (∂ + Ξ +∂ − Ξ)/ cos ω. Obviously, from (4.4), we need the uniform boundedness of W to establish the regularity of sonic boundary AC.
A new partial hodograph transformation
In order to show the uniform boundedness of W , we rewrite the characteristic decompositions of Ξ to characterize clearly the singularity by introducing a new partial hodograph transformation.
Introduce
The Jacobian of this transformation is
Inserting (2.19) into the above gets
where
.
(4.8)
In view of (3.13), we find that J < 0 when t > 0 or ω <
In terms of the new coordinates (t, z), we havē
From the characteristic decomposition for Ξ (2.20), we derive the equations in terms of (U, V )
(4.9)
Then we obtain the equations for (U , V ) from (4.9)
(4.10)
Furthermore, we set
which are positive and uniform bounded up to the sonic curve by Lemma 3.7. Then system (4.10) can be rewritten as  
which are the eigenvalues of (4.11). Moreover, we introduce
Then we obtain
In addition, using the commutator relation
one obtains
We directly compute to obtain
Thanks to the definition of F in (4.8), one gets
Putting (4.17) into (4.16) and applying (4.11) one arrives at
Thus one has
where h denotes
Furthermore, it follows from (4.11) that 19) where g 1 and g 2 denote
Similarly, V satisfies 20) where h 1 and h 2 denote
We insert (4.19) and (4.20) into (4.14) and (4.15), respectively, and then use (4.18) and (4.13) to obtain
Here the functions h, g 1 , g 2 , h 1 and h 2 are uniformly bounded up to t = 0 by their explicit expressions.
To treat the current problem, we further introduce
Then (4.21) can be transformed as 
Regularity in partial hodograph plane
We employ (4.23) to derive the regularity of solutions near the line t = 0. We use A ′ B ′ C ′ to denote the region ABC in the (t, z) plane. Let (z, 0) be any fixed point on the degenerate segment A ′ C ′ and t P be small such that the point P (t P ,z) stays in the domain A ′ B ′ C ′ . From the point P , we draw λ + and λ − -characteristics, called z + (P ) and z − (P ), up to the segment A ′ C ′ at P 1 and P 2 , respectively. According to the the uniform boundedness of h, g 1 , g 2 , h 1 and h 2 near t = 0, then for any constant ν ∈ (0, 1], we can choose t P < 1 small enough such that
hold in the whole domain P P 1 P 2 . Moreover, we draw the λ ± -characteristics from the point (z, 0) to encircle a domain D ν (z) with P P 1 and P P 2 . For any (z, t) ∈ D ν (z), we denote by a(z a , t a ) and b(z b , t b ) the intersection points of the λ − and λ + -characteristics through (z, t) with the boundaries P P 1 and P P 2 , respectively. See Fig. 4 . Let K = max max
which is well-defined and uniformly bounded in the domain D ν (z). We have the following lemma. Lemma 4.1. Let (z, 0) be any point on the degenerate line A ′ C ′ and ν ∈ (0, 1] be any constant. Then there holds
for some uniform positive constant K.
Proof. We use the bootstrap argument employed in [30] to show the lemma. For a fixed ε ∈ (0, t P ), we denote
and K ε = max Dε {|t ν R|, |t ν S|}. If for any 0 < ε < t P , one has K ε ≤ K. Then (4.25) holds.
Otherwise, we assume there exists ε 0 ∈ (0, t P ) such that K ε 0 > K. Let z a − (t) and z b + (t) be the λ − and λ + -characteristics through the point (z ε 0 , ε 0 ) ∈ D ν (z) and intersecting P P 1 and P P 2 at points a(z a , t a ) and b(z b , t b ), respectively. We integrate the first equation of (4.23) along the curve z a − (t) from t(≥ ε 0 ) to t a , and apply (4.24) and the definition of K to find
which leads to a strict inequality We combine (4.26) and (4.27) to conclude that the maximum values of |t ν R| and |t ν S| in the domain D ε 0 can only attain on ε 0 < t ≤ t P , which also holds in a larger domain D ε ′ , ε ′ < ε 0 . Then one may repeat the above processes to extend the domain larger and larger and until the whole domain D ν (z). The proof is complete.
The results in Lemma 4.1 can be extended a small interval on the segment A ′ C ′ . Let (z, 0) be any point in A ′ C ′ and µ be a small constant such that (z − µ,z + µ) ⊂ A ′ C ′ . From the point Q 1 := (z − µ, 0) (Q 2 := (z + µ, 0)), we draw the λ − (reap. λ + )-characteristic up to the boundary P P 1 (resp. P P 2 ) at a point Q * 1 (reap. Q * 2 ). Denote D ν (z µ ) the domain bounded by the boundaries P Q * 1 , Q * 1 Q 1 , Q 1 Q 2 , Q 2 Q * 2 and Q * 2 P . Then we have Proof. We derive the equation of W by (4.11), (4.13) and (4.22)
By choosing t small enough and ν = 1/2 in Lemma 4.2, we know that the two terms in the right hand side of (4.29) are uniformly bounded, which implies the uniform boundedness of W .
Thanks to Lemma 4.3 and the definitions of U and V , we acquire the uniform boundedness of W := (U + V )/t in the whole domain A ′ B ′ C ′ . That is, there exists a uniform constant K * such that 30) which, together with (4.9), implies that |∂ − U | and |∂ + V | are uniformly bounded in the whole domain A ′ B ′ C ′ . Furthermore, we use (4.11) and (4.13) again to obtain
from which we see that (| U t |, | V t |) and of course (|U t |, |V t |) are uniformly bounded in the whole domain A ′ B ′ C ′ containing the degenerate line t = 0. Hence, the two functions∂ + Ξ and −∂ − Ξ approach a common value on the degenerate curve AC with at least a rate of cos ω.
Next we determine the uniform regularity of U (z, t), V (z, t) and W (z, t) up to A ′ C ′ .
Lemma 4.4. The functions U (z, t), V (z, t) and W (z, t) are uniformly C Proof. Suppose that (z 1 , 0) and (z 2 , 0) (z 1 < z 2 ) are any two points on the degenerate curve A ′ C ′ . Let (z m , t m ) be the intersection point of the λ + -characteristic z + and λ − -characteristic z − starting from (z 1 , 0) and (z 2 , 0) respectively. Recalling the eigenvalues of (4.9) yields
from which we get, using (3.13)
for some positive constants K and K. In view of the uniform boundedness of |∂ − U | and |∂ + V |, we integrate ∂ + V from (z 1 , 0) to (z m , t m ) and ∂ − U from (z 2 , 0) to (z m , t m ) and employ (4.31) to acquire
for some uniform constant K 1 . Thus we use the fact |(U + V )(z, t)| ≤ K * t and (4.31) to obtain
For any two points (z 1 , t 1 ) and (z 2 , t 2 ) (
if z 1 = z 2 , by using the uniform boundedness of U t .
If z 1 < z 2 , the analysis consists of two cases: Case I. t 1 ≥ (z 2 − z 1 ). For this case, we note the relation
derived from (4.13) and (4.22). Then we take ν = 1/2 in (4.28) to get
for some uniformly constant K. Case II. t 1 < (z 2 − z 1 ). There exists a uniform constant K > 0 such that
Therefore, the function U (z, t) is uniformly C 
Regularity in the original physical plane
In this subsection, we establish the uniform regularity of solutions and the regularity of the sonic curve AC in the (x, y) plane to complete the proof of Theorem 2.1. The analysis is divided into three steps.
Step I. This step is devoted to verifying that the map (x, y) → (z, t) is an one-to-one mapping. We use the contradiction argument. If the map is not one-to-one, one assumes (x,ŷ) and (x,ỹ) are two distinct points in the domain ABC such that cos ω(x,ŷ) = cos ω(x,ỹ) and θ(x,ŷ) = θ(x,ỹ). Thus the two points (x,ŷ) and (x,ỹ) are on a level curve ℓ ε (x, y) = 1 − sin ω(x, y) = ε ≥ 0. On the other hand, we claim that the function θ is strictly monotonic along each level curve ℓ ε (x, y) = ε ≥ 0. In fact, we directly compute by (3.19) and ( Hence we get a contradiction with the assumption θ(x,ŷ) = θ(x,ỹ).
Step II. We assert that the function ω(x, y) is uniformly C for a uniform positive constant K. Thus one gets
which indicates that the function (π/2 − ω) 2 is uniformly Lipschitz continuous in terms of (x, y). That is, for any two points (x ′ , y ′ ) and (x ′′ , y ′′ ) in the whole domain ABC, there holds
Moreover, we use the fact (π/2 − ω) ≥ 0 to arrive at Thus ω(x, y) is uniformly C 1 2 -continuous in the whole domain ABC.
Step III. We claim that, for any function φ(z, t) ∈ C 1 3 defined in the whole domain A ′ B ′ C ′ , the function φ(x, y) := φ(z, t) is uniformly C 1 6 -continuous in the whole domain ABC in terms of (x, y). Let (x ′ , y ′ ) and (x ′′ , y ′′ ) be any two points in ABC and (z ′ , t ′ ) and (z ′′ , t ′′ ) be two points in A ′ B ′ C ′ such that t ′ = cos ω(x ′ , y ′ ), z ′ = θ(x ′ , y ′ ) and t ′′ = cos ω(x ′′ , y ′′ ), z ′′ = θ(x ′′ , y ′′ ). Due to assumption φ(z, t) ∈ C for some uniform constant K. Furthermore, making use of (4.35) sees
We put the above into (4.1) and apply (3.20) to obtain
which means that φ(x, y) is uniformly C 1 6 -continuous in the whole domain ABC. Combining with Lemma 4.4 and the above result, we achieve that the functions∂ + Ξ(x, y), ∂ − Ξ(x, y) and W (x, y) are uniformly C 1 6 -continuous in terms of (x, y) in the whole domain ABC. Then we recall (3.19) and (4.32) that θ(x, y) and sin ω(x, y) are uniformly C 1, 
