INTRODUCTION
In this paper we study the global existence and blow up of positive solutions to the weakly coupled semilinear parabolic system.
where M n with n 3 is a non-compact complete Riemannian manifold, 2 is the Laplace Beltrami operator, and w 1 , w 2 are non-negative L 1 loc functions. Without loss of generality, we always assume that p q>0.
System (1.1) and its elliptic counterpart (the Lame Emden system) arise in such diverse fields as chemistry, biology and physics (see [SZ] ). The critical behavior of homogeneous parabolic equations and systems has been studied widely. In the paper [Fu] , Fujita proved the following results for the semilinear problem { 2u& t u+u p =0 in R n _(0, ),
(a) When 1<p<1+(2Ân) and u 0 >0, the problem possesses no global positive solutions.
(b) When p>1+(2Ân) and u 0 is smaller than a small Gaussian, the problem has global positive solutions.
In 1991, Escobedo and Herrero generalized Fujita's result to the homogeneous weakly coupled systems given in (1.1). There are many other results in this direction. We refer the reader to the survey paper [Le] for more information.
In a recent paper, we treated the Cauchy problem of the inhomogeneous semilinear parabolic problem 2u+u p &u t +w=0 on M n _(0, ) with initial value u 0 0, where M n is a Riemannian manifold including the ones with non-negative Ricci curvature. We found a new critical exponent p* in the following sense. When 1<p<p*, the above problem has no global positive solutions for any non-negative w=w(x) not identically zero and for any u 0 0; when p>p* the problem has global positive solutions for some w=w(x)>0 and some u 0 0. We note that in the past three decades there have been many articles studying various aspects of critical behaviors of homogeneous equations and systems. So it is surprising that critical phenomena of inhomogeneous problems like (1.1), even in the single equation case, had not been addressed earlier in the literature.
It is therefore the next logical step to investigate weakly coupled systems such as (1.1). In the special case where M n =R n with the Euclidean metric, our result can be described as follows. Let p q>1. Suppose p(q+1)Â ( pq&1)<nÂ2, then (1.1) has global positive solutions for some positive w 1 and w 2 ; and when p(q+1)Â( pq&1) nÂ2, then problem (1.1) possesses no global positive solutions for any non-negative w 1 and w 2 not identically 0 and any u 0 , v 0 0. Comparing the above inequalities on p, q with the ones in [EH] , we will find that the right-hand sides differ by a constant 1.
Before stating the main result in general, we fix some notations and assumptions to be used through out the paper.
(i) G, the fundamental solution of the linear operator H 0 =2& t in (1.1), has global Gaussian bounds, i.e.,
for all x, y # M n and all t>s. Here b and C are positive constants.
(ii) There are positive constants C, K, q and Q such that
Here Ricci is the Ricci curvature of M n .
(iii) There exists a non-negative function f and a constant C>0 such that C &1 f (t) |B(x, t)| Cf (t) for all t>0, f (t)tt : for some :>2 when t Ä , and f (t)tt n when t Ä 0.
When M n =R n with the Euclidean metric, then clearly the above conditions are met. If the Ricci curvature of M n is non-negative, it is wellknown that (i) and (ii) hold (see [LY] ). More general conditions on M n (without the non-negativity of the Ricci curvature) that support (1.2), (1.3) can be found in [G] .
G=G(x, t; y, s) will denote the fundamental solution of the linear operator H 0 in (1.1). Now we are ready to present the main result of the paper.
Theorem 1.1. Suppose p q>0 and
then (1.1) has global positive solutions whenever
Here x 0 # M n , $>0 and = is a sufficiently small positive number. 
then problem (1.1) possesses no global positive solutions for any non-negative w 1 and w 2 not identically zero and any u 0 , v 0 0.
Remark 1.1. Although the blow up result is stated for solutions defined in Definition 1.1, it is actually valid for all positive solutions. In the paper [P] , it is claimed that an arbitary positive solution without any a priori growth conditions may become too big to satisfy (1.4). However, using the argument in Lemma 1 of [P] , which can be easily adopted to the present case, one can show that any positive solution of (1.1) satisfies (1.4) with`= '' replaced by`` ''. This is exactly what one needs to prove the blow up result.
An immediate consequence of the Theorem 1.2 is a non-existence result for the inhomogeneous Lame Emden system. Corollary 1.1. Suppose p(q+1)Â( pq&1)>:Â2, then the Lame Emden system
has no positive solutions for w 1 and w 2 not identically zero.
Remark 1.2. Theorem 1.2 still holds if one replaces, for i=1, 2,
However if W i (x, t) Ä 0 when t Ä , then the theorem is not true in general. In fact if W i ( }, t)=0 for t T>0 and M n =R n , then (1.1) essentially becomes a homogeneous problem treated in [EH] , which leads a different inequality for p and q. Remark 1.3. In case p=q and M n =R n with the Euclidean metric, the critical exponent of (1.1) is nÂ(n&2), which is the same as the one obtained in [Zhang2] . Another example is M n =R k _S l endowed with the product metric of the usual ones on R k and S l . Here k 3. If in addition we assume that p=q, the critical exponent is kÂ(k&2). Note Theorem 1.2 does not cover the case q<1. At this time we do not know whether or not it belongs to the blow up case.
Remark 1.4. The results in this paper require the space dimension n to be larger than or equal to three. In the proofs we need the property that the fundamental solution of the Laplacian decays to zero at infinity. This property does not hold in R 1 or R 2 .
The rest of the paper is organized as follows. Theorem 1.1, the existence result, is proved in Section 2. Theorem 1.2 part (a) is proved in Section 3. Theorem 1.2 part (b), the critical blow up case, is proved in Section 4. In this section we adopt a new method partly motivated by the elliptic result [BCD] .
2. PROOF OF THEOREM 1.1
We begin with several preliminary estimates. Most of these were given in [Zhang2] and hence we shall be brief. Let 0 be a point on M n . Proposition 2.1. Under the assumptions of Theorem 1.1, there exists a C 0 >0, depending only on n, :, and $>0, such that
Proof.
Proposition 2.2. (a) Under the assumptions of Proposition 2.1, there exists a C 1 >0, depending only on n, : and $>0, such that
(b) Suppose k>2, then for any $ # (0, k&2), there exists a constant C k, $ , depending on k, n, : and $>0, such that
where we have used the fact that
Therefore, there exists a C 1 >0 such that
Proposition 2.3. (a) Let 1 be the Green's function for the Laplacian, then there exists a C 2 >0 such that
(b) Suppose k>2, then for any $ # (0, k&2), there exists a constant C k, $ , depending on k, n, :, and $>0, such that
Proof. We shall only prove (a) since the proof of (b) is similar. By [LY] , there is a *>0 such that 1(x, y)t1Âd(x, y)
:&2 when d(x, y) *. When d(x, y) *, we can find a C>0 such that 1(x, y) CÂd(x, y) n&2 . Therefore
By Proposition 2.2, we have
To control I 2 we notice that
Combining the above inequalities we complete the proof.
Q.E.D.
Proposition 2.4. Given $>0, there exists a constant C 3 such that
for all x # M n and t>0.
Proof. By (1.2), we have, for some positive b and C,
By assumption (iii) in the introduction, there is a constant *>0 such that 1Â|B(x, t 1Â2 )| CÂt : when t>*, and 1Â|B(x, t 1Â2 )| CÂt n when t *. Suppose t>*. For simplicity we write g 1 =1Â(1+d (x, 0) :
In the above we have used the fact that M n G(x, t; y, 0) dy C. Since $>0,
If t *, we can follow the argument in the last paragraph (replace : by n) to obtain h(x, t) CÂ(1+d(x, 0) n ). Since : n, the last inequality clearly implies, for some C 3 >0,
for all x # M n and all t>0.
Now we are ready to give the
Proof of Theorem 1.1. In this case we know that p q>0 and
We shall use the contraction mapping principle to reach existence. In order to do so we need to identify a suitable space and a corresponding operator.
, we define T=(T 1 , T 2 ) to be the integral operator:
We need to consider several ranges of p and q, which require somewhat different treatment.
Case 1. p, q>:Â(:&2). For a M # (0, 1), the set S M is defined by
Next we will show that the operator T is a contraction in S M for suitable M>1 and w>0 and hence a fixed point exists.
For =>0 and $>0 to be chosen later, we select w and u 0 satisfying
By Proposition 2.4, we know that:
Since p>:Â(:&2) we can find a C 4 >0 and $>0 such that
Hence
Proposition 2.3, and since p>1, we have
2) when = and M are sufficiently small. Similarly,
We notice that
Since u 1 and u 2 are bounded from above by MÂ[1+d(x, 0)
:&2 ], we have
Here we have used the fact that (:&2)( p&1)=2+$ for a $>0. By Proposition 2.1, we have 4) and similarly, 5) which shows that T is continuous. Choosing M small so that
we know that T is a contraction in S M . By the contraction mapping principle, T has a fixed point in S M , which is a global positive solution of (1.1). This proves the global existence for Case 1.
Case 2. Now we assume that :Â(:&2 Now we define, for some M>0,
Given (u, v) # S $, M , by the argument in Case 1, we have
Taking account of (2.6), (2.7) and using Proposition 2.3, we have
Since we assume that :Â(:&2) q in this case, we know that :&2> q(:&2)&2&$. Hence, there is a C>0, such that,
Whence we choose = and M sufficiently small, we have TS $, M /S $, M .
Next we need to show that T has a fixed point in S $, M . However unlike case 1, we can not prove that T is a contraction in this case. Nevertheless we can use the Schauder fixed point theorem. For k>0, let
Since u and v decay to zero when d(x, 0) Ä , we know that S $, M . k is compact under the maximum norm. Moreover T is a continuous and TS $, M . k /S $, M . k for the previously chosen $ and M. The Schauder fixed point theorem claims that a fixed point U k exists for each k>0. Define
By the above construction and standard linear parabolic estimates, [U k *] is uniformly bounded and equicontinuous. Hence there is a subsequence [U* k m | m=1, 2, ...] which converges uniformly to a function U in any compact region of M n _[0, ). It is now easy to see that U is a global positive solution of (1.1).
PROOF OF THEOREM 1.2, PART (A)
For convenience we assume, throughout the section that for some c, ;>0,
This assumption, however, is not restrictive. The reason is that w 1 and w 2 are nonnegative and therefore our solutions are not smaller than the solutions of the homogeneous problem, which was studied in [EH] . Following Lemma 2.4 in [EH] , we can always assume (3.0) by a shift of the initial time if necessary. We remark that Lemma 2.4 in [EH] , which is carried out in R n , can be easily adopted to our case.
Before proving the theorem, we need three propositions.
Proposition 3.1. Suppose w=w(x) is positive in a neighborhood of 0 # M n and 0<t<TÂ2. Then there exists a constant C 0 depending on w such that
Proof. By the lower bound of the fundamental solution and the assumption that T 1, we have
Note that t TÂ2, we know that
Proposition 3.2. Suppose either w 1 or w 2 is not identically zero. For any t>0, there exists a non-negative function w=w(x), not identically zero, such that
2')
Proof. We will only prove (3.2) since (3.2') is similar. Suppose (u, v) is a global positive solution of (1.1). By Definition 1.1, we know that u satisfies the integral relation
. By substitution, we have
where
If w 1 is not identically zero, then the proposition is proved already. So let us assume that w 1 #0 and w 2 is not identically zero. By a change of variable we have
and therefore I 2 =I 2 ( y, s) is an increasing function in s. Now it is easy to see that for any $>0, there is a non-negative function w 3 =w 3 (x), which is positive somewhere, such that
for all s $. Since v( y, 0) c exp (&;d(x, 0) 2 ) by assumption (3.0), we can find a non-negative w 4 =w 4 ( y), which is being positive somewhere, such that I 1 ( y, s) w 4 ( y), (3.5) when 0<s $. Substituting (3.4) and (3.5) to (3.3), we finish the proof. Q.E.D.
For convenience, we define, for T 1 and t # (0, TÂ2],
Proposition 3.3. Suppose either w 1 or w 2 is not identically zero. Then there exists a constant C 1 such that, for t # (0, T ] and T 1,
Proof. Note that u 0 0. Given t>0, choosing T>t, multiplying G(x, T; 0, t) on both sides of (3.2) and integrating with respect to x, we obtain
Even though H 0 is an operator with variable coefficients, the fundamental solution G still enjoys the symmetry
G(x, T; y, t)=G( y, T; x, t)
for all x, y # M n and T>t (see [D] ). Therefore by the reproducing property of the heat kernel, we reach | M n G(x, T; 0, t) G(x, t; y, s) dx=G(0, T; y, s)=G( y, T; 0, s).
Substituting the last equality into (3.7), we see that
By (1.2), M n G( y, s; z, {) dy C. Using Ho lder's inequality, we obtain
where 1Âq$+1Âq=1. It follows
Substituting (3.9) to (3.8) and noting that qÂq$=q&1 we have
Since pq>1, we can apply Jensen's inequality to get
where we have just used the symmetry and the reproducing property of the heat kernel again. Inserting the last inequality to (3.10), we obtain
Using Proposition 3.1 on (3.11), we arrive at
This completes the proof of the proposition. Q.E.D.
Now we are in a position to prove the Theorem 1.2.
Proof of Theorem 1.2, Part (a). The idea is to iterate (3.12). If there were a global solution, J(T, t) would blow up when T is sufficiently large and we would reach a contradiction. For clarity, we carry out a few iterations before writing down the general formula. For simplicity we take C 2 =1.
Iterating (3.12) once, we obtain, when 0<t TÂ2,
Substituting (3.13) into the right-hand side of (3.12) we have, after evaluating the integrals,
Recalling that we assume p q and pq>1, we have pq+ p+1<pq+ p+ 2<( p+1)(1+ pq) and hence
14)
For any integer k 1, we have, by induction, that
Since for any positive integer j, one has 1+ pq+ } } } +( pq)
we finally have
. (3.17)
Using the equality (see [EH, p. 193 
.
Since we have that |B(0, T )| tT : when T is large, we have, when T is sufficiently large:
, we derive the inequality (3.20) when T 2t and T is large.
Therefore, there exist positive constants C and % 1 such that
or, in another words,
Since pq>1 and T 1, we can find b # (0, 1) such that
2 ) . (3.21)
Recalling that in this case p(q+1)Â(pq&1)>:Â2, it then follows that
Letting k Ä in (3.21), we conclude that TÂ2] . Let (u, v) be any global positive solution of (1.1). Then Proposition 3.2 shows
Applying Jensen's inequality and the reproducing property of the heat kernel, we obtain
by (3.22).
PROOF OF THEOREM 1.2, PART (B)
In this section we establish the blow up of positive solutions in the critical case i.e., p(q+1)Â(pq&1)=:Â2. Throughout the section we let ,, ' # C [0, ) be two functions satisfying
. We also need a cut off function
where , R (r)=,(rÂR) and ' R ='((t&R 2 )ÂR 2 ). Clearly
Proof of Theorem 1.2, part (b). We shall argue by contradiction. Let (u, v) be a global positive solution of (1.1). For R>0 we set
where 1Âq+1Âq$=1. Since (u, v) is a solution of (1.1), we have
which implies, via integration by parts,
We remark that u is smooth, B R (x 0 ), and , R are Lipschitz; and 2, R is understood in the weak sense. Therefore (4.4) can be justified. Noting
, we obtain
Recalling the forms of the supports of , R and ' R , we can reduce (4.6) to
Since , R is radial, one has, in the weak sense,
Taking R sufficiently large, by the assumption that the Ricci curvature is nonnegative, we have log g 1Â2 Â r 0. We thus obtain
. Merging (4.8), (4.7), and (4.1), we know that
u(x, t) ,
Since , R , ' R 1, by Ho lder inequality we have
which yields
Similarly we can obtain an analogous inequality for J R . Since (u, v) is a solution of (1.1), we have J R = | Q R [v t (x, t)&2v(x, t)&w 2 (x, t)] Substituting (4.16) into the right-hand side of (4.12), we have The last inequality leads to a contradiction since the left hand side tends to when R Ä . Q.E.D.
