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RESUMO
Neste trabalho, o controlador de Variaˆncia Mı´nima Generalizado, GMV,
e´ desenvolvido no domı´nio de representac¸o˜es no espac¸o de estados,
beneficiando-se de uma equivaleˆncia de seu preditor de variaˆncia mı´-
nima com uma soluc¸a˜o particular do Filtro de Kalman, a qual carac-
teriza uma atraente abordagem por evitar a soluc¸a˜o da equac¸a˜o de
Diophantine.
O procedimento de projeto se baseia na caracter´ıstica de que
a estrutura do controlador e´ herdada do modelo de projeto, onde va-
ria´veis de estado estimadas, com significado ou comportamento f´ısico
compreens´ıvel, entram na s´ıntese de uma lei de controle por realimenta-
c¸a˜o de estados estimados. A complexidade da estrutura do controlador
e´ enta˜o ditada pela complexidade do modelo de projeto, mas o procedi-
mento de sintonia, mesmo para sistemas multivaria´veis e com mu´ltiplos
atrasos ass´ıncronos, e´ fact´ıvel de ser executado e implementado.
A ide´ia usada no GMV via realimentac¸a˜o de estados esta´ focada
no controlador GMV de ordem mı´nima, o qual e´ sintonizado por um
u´nico paraˆmetro escalar que pondera a energia empregada no sinal de
controle. Mas como o conceito de varia´veis de estado e´ introduzido, a lei
de controle resultante e´ uma composic¸a˜o de diversos GMVs de ordem
mı´nima, um para cada varia´vel de estado considerada no problema.
A base teo´rica para o desenvolvimento desse controlador por re-
alimentac¸a˜o de estados estimados e´ um novo procedimento de projeto
de controle GMV no espac¸o de estados, conhecido como GMVSS. Este
procedimento difere do original, de Clarke e Gawthrop, via func¸o˜es
de transfereˆncia, mas fornecendo exatamente os mesmos resultados.
A contribuic¸a˜o mais significativa do GMVSS e´ a simplicidade de ob-
tenc¸a˜o do preditor devido a auseˆncia da equac¸a˜o de Diophantine no
procedimento de projeto. A Diophantine e´ resolvida indiretamente e
de maneira natural pela pro´pria formulac¸a˜o do problema, a partir do
Filtro de Kalman obtido de uma representac¸a˜o ARMAX no espac¸o de
estados, dispensando tambe´m a soluc¸a˜o da equac¸a˜o a diferenc¸as de Ric-
cati para calcular o ganho de Kalman.
A unia˜o dos resultados do GMVSS com a abordagem por reali-
mentac¸a˜o de estados estimados, abre novas perspectivas de projeto de
controle GMV com filtragem de Kalman de forma intr´ınseca e sintonia
do controlador baseada em GMVs de ordem mı´nima operando parale-
lamente como em uma topologia de controle de mu´ltiplas malhas.
Palavras-chave: Variaˆncia mı´nima. Me´todos no espac¸o de estados.
Filtro de Kalman. Equac¸a˜o de Diophantine.
ABSTRACT
In this work, the Generalized Minimum Variance controller, GMV, is
developed within the state space framework, benefiting from an equi-
valence of its minimum variance predictor with a particular solution of
the Kalman Filter, which characterizes an attractive approach since it
avoids the Diophantine equation solution.
The design procedure is based on the characteristic that the
controller structure is inherited from the design model, where estima-
ted state variables, with comprehensible physical meaning or behavior,
come into play in the synthesis of a state-feedback control law. The
complexity of the controller structure is then dictated by the complexity
of the design model, but the tuning procedure, even for asynchronous
multi-delayed multivariable systems, is feasible to be handled with a
certain degree of simplicity.
The main idea behind the state-feedback GMV controller is fo-
cused on the minimal order GMV controller, which is tuned by a sin-
gle scalar parameter that weights the energy employed on the control
signal. Since the state variable concept is introduced, the produced
control law is the composition of several minimal order GMVs, each
one to every state variable considered in the problem.
The theoretical base used in the development of the estimated
state-feedback controller is a new GMV state space design procedure,
known as GMVSS. This procedure differs from the original transfer
function method, of Clarke and Gawthrop, but matching exactly the
same results. The most significant contribution of GMVSS is the sim-
plicity of the predictor design, since it avoids the Diophantine equation
solution. The Diophantine is indirectly solved in a natural way by
the problem formulation itself, from a Kalman Filter obtained from
an ARMAX state space representation, that also dismisses the Riccati
difference equation solution to derive the Kalman gain.
By putting together the GMVSS and the state-feedback ap-
proach results, leads to new design perspectives of GMV control with in-
trinsic Kalman filtering techniques and tuning of minimal order GMVs
operating as if in a multi-loop control topology.
Keywords: Minimum variance. State space methods. Kalman filter.
Diophantine equation.
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1 INTRODUC¸A˜O
Sa˜o apresentados neste cap´ıtulo, os fatores que motivaram a com-
posic¸a˜o da tese de que uma abordagem no espac¸o de estados para o
controle de Variaˆncia Mı´nima Generalizado (GMV, Generalized Mini-
mum Variance), seria bene´fica tanto na simplificac¸a˜o dos mecanismos
de projeto, como tambe´m na s´ıntese de novos controladores apoiados
na filosofia de varia´veis de estado. Ale´m dos fatores motivacionais,
apresentam-se os objetivos, a revisa˜o bibliogra´fica que fundamenta este
trabalho e contextualiza suas contribuic¸o˜es em relac¸a˜o ao estado da
arte, e a descric¸a˜o dos processos adotados para o desenvolvimento da
pesquisa, obtenc¸a˜o dos resultados e sua validac¸a˜o.
1.1 MOTIVAC¸A˜O
Uma das motivac¸o˜es desta tese tem cunho teo´rico e se baseia no
trabalho de Bitmead, Gevers e Wertz (1990). Utilizando-se de uma
redac¸a˜o cr´ıtica-construtiva e ate´ certo ponto, sarca´stica, os autores
abordaram as provas matema´ticas de robustez e estabilidade do enta˜o
revoluciona´rio Controlador Preditivo Generalizado (GPC, Generalized
Predictive Controller) sustentando sua formulac¸a˜o sobre a consagrada
teoria do regulador Linear Quadra´tico Gaussiano (LQG, Linear Qua-
dratic Gaussian). Deixando o sarcasmo de lado, o trabalho de Bitmead,
Gevers e Wertz (1990) acalmou os aˆnimos dos teo´ricos e acadeˆmicos,
que na e´poca, observavam atoˆnitos os excelentes resultados pra´ticos que
o GPC e outros da famı´lia de Controladores Preditivos Baseados em
Modelos (MPC, Model Predictive Controllers) forneciam.
A possibilidade de mapeamento entre o GPC e o LQG despertou
a curiosidade sobre o porqueˆ, dentro do contexto desta tese, de se esta-
belecer novos algoritmos de controle quando ha´ um caso ta˜o geral como
o LQG, que apesar de na˜o ser originalmente uma te´cnica preditiva, tam-
be´m pode ser desenvolvido como um controlador preditivo, exatamente
como mostraram Bitmead, Gevers e Wertz (1990). No entanto, este
tipo de curiosidade poderia retroceder ainda mais ao ponto de questio-
nar o porqueˆ de se desenvolver qualquer outro tipo de controlador, haja
vista que todos se baseiam em operac¸o˜es de amplificac¸a˜o e atenuac¸a˜o,
acu´mulo e variac¸a˜o, ou seja, a base do controlador PID (Proporcional-
Integral-Derivativo). Argumentar sobre este tipo de du´vida geraria uma
discussa˜o intermina´vel e, possivelmente, na˜o se chegaria a um senso co-
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mum. De qualquer maneira, na˜o e´ por acaso que mais de 90% das
malhas de controle no mundo operam sob o comando das treˆs ac¸o˜es
ba´sicas dos PIDs, sendo este, assunto de investigac¸a˜o, sempre presente,
nos principais ve´ıculos da literatura de controle atual (BOZORG; TER-
MEH, 2011). Os motivos desse sucesso, geralmente, sa˜o atribu´ıdos ao
prec¸o e, especialmente, a` simplicidade do controlador PID.
A simplicidade tambe´m tem seu prec¸o. Apesar do PID ser vasta-
mente utilizado, em alguns casos e´ mal empregado, estando meramente
sintonizado para garantir o funcionamento do processo. O incorreto
emprego pode estar relacionado a complexidade de um determinado
problema que demanda uma te´cnica de controle de maior complexi-
dade, mas nem sempre a maioria dos operadores e engenheiros de cha˜o
de fa´brica, por exemplo, esta˜o capacitados para lidar com tais te´cnicas
de maior complexidade e acabam por difundir o que lhes e´ de domı´nio.
A principal questa˜o do porqueˆ de se desenvolver uma determi-
nada te´cnica de controle volta-se ao seu apropriado emprego e sua ab-
sorc¸a˜o pelos poss´ıveis usua´rios. Por exemplo, projetar um LQG para
regular um sistema precisamente descrito por um modelo de primeira
ordem, que opera em condic¸o˜es ideais e dentro de uma faixa de ope-
rac¸a˜o linear, seria uma grande perda de tempo se comparado a um
projeto por alocac¸a˜o de po´los. No entanto, se houvesse uma forma de
simplificar e sistematizar o projeto do LQG para tratar especificamente
sistemas de primeira ordem, de maneira que a sintonia resultante se-
ria o´tima e o me´todo de projeto de fa´cil compreensa˜o, a nova te´cnica
poderia ser bem absorvida, teria designac¸a˜o espec´ıfica e alguns de seus
usua´rios nem sequer saberiam de onde ela se originou, mas que resolvia
o problema em questa˜o.
Enta˜o, independente das similaridades e particularizac¸o˜es de te´c-
nicas de controle mais gerais, cujas particularizac¸o˜es fornecem novas
te´cnicas de controle mais pontuais, espec´ıficas ou simples, pode-se di-
zer que estas novas te´cnicas sa˜o geradas com o propo´sito da pesquisa,
da extensa˜o, da soluc¸a˜o de um determinado problema, ou simplesmente
ao acaso e sem o conhecimento de teoria antecessora. A questa˜o e´ que,
a partir do momento de sua aceitac¸a˜o e difusa˜o, mesmo que haja certa
resisteˆncia por parte de analistas mais conservadores, significa que a
nova formulac¸a˜o passou a fazer sentido para um grupo de pessoas e
para a soluc¸a˜o de problemas espec´ıficos.
Com base nas premissas anteriores, um problema que fazia sen-
tido durante os estudos preliminares no curso de doutorado em En-
genharia de Automac¸a˜o e Sistemas da Universidade Federal de Santa
Catarina (UFSC), especificamente na a´rea de controle preditivo, era a
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determinac¸a˜o dos paraˆmetros dos filtros de predic¸a˜o dos controladores
GMV e GPC. Em ambos os casos, para fins de aplicac¸a˜o em simulac¸a˜o
nume´rica e experimentac¸a˜o em laborato´rio, podia-se utilizar o meca-
nismo de resposta livre do modelo para promover a predic¸a˜o (CLARKE;
MOHTADI; TUFFS, 1987). Mas, para fins de estudos anal´ıticos, era ne-
cessa´rio obter a func¸a˜o de transfereˆncia do filtro preditor.
A determinac¸a˜o do filtro preditor tornava-se um problema se a
ordem do modelo do processo fosse elevada, o horizonte de predic¸a˜o
longo e o filtro, ale´m de predizer a sa´ıda, devesse ter uma caracter´ıstica
dinaˆmica espec´ıfica em termos de convergeˆncia e rejeic¸a˜o de pertur-
bac¸o˜es (SILVEIRA; COELHO, 2011a). E foi na busca por uma soluc¸a˜o
sistema´tica para este problema, relativamente simples e de programa-
c¸a˜o, que se iniciou um estudo visando outras formas de projeto para os
preditores do GMV e GPC.
O controlador GMV, por ser o “irma˜o mais velho” do GPC e de
menor complexidade, foi o candidato escolhido para iniciar a pesquisa
(SILVEIRA; COELHO, 2010); a parte do projeto que se queria evitar era
a soluc¸a˜o das equac¸o˜es de Diophantine (A˚STRo¨M; WITTENMARK, 1973;
CLARKE; GAWTHROP, 1975) e o procedimento com maior chance de
ser fact´ıvel, possivelmente, estava relacionado ao trabalho de Bitmead,
Gevers e Wertz (1990).
Na busca por alternativas para evitar a soluc¸a˜o das equac¸o˜es
de Diophantine, configuravam-se outras dificuldades que estavam atre-
ladas ao tema e passaram a moldar uma proposta maior conforme o
estudo avanc¸ava. Dentre elas pode-se citar:
• A na˜o-comutatividade da equac¸a˜o de Diophantine em sistemas
multivaria´veis ou variantes no tempo (LI; EVANS; WITTENMARK,
1997);
• Alta complexidade envolvida no projeto de controle GMV para
sistemas multivaria´veis devido ao ca´lculo da matriz interactor
(COELHO, 1991; XIA et al., 2006) e sintonia por me´todos de aloca-
c¸a˜o de po´los e zeros de transmissa˜o;
• Te´cnica de projeto do preditor de tempo na˜o-mı´nimo (non-dead-
beat) independente do me´todo por alocac¸a˜o de po´los (INOUE et
al., 2001; GARCI´A; ALBERTOS, 2008).
Com estas dificuldades e partindo do pressuposto que soluc¸o˜es
mais simples e eficazes sa˜o melhor absorvidas pela indu´stria, estabeleceu-
se a meta de estender as te´cnicas de projeto do controlador GMV para
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que, de maneira simples, garantisse a efica´cia exigida na soluc¸a˜o de pro-
blemas nos mais variados graus de complexidade. Para isto, iniciou-se
a pesquisa na tentativa de relacionar o LQG e o controle GMV segundo
Bitmead, Gevers e Wertz (1990) e a relac¸a˜o histo´rica entre estes contro-
ladores, que ainda em uma versa˜o com muitas aproximac¸o˜es e auseˆncia
de provas matema´ticas, forneceu resultados satisfato´rios, por exemplo,
dispensando a soluc¸a˜o da Diophantine (SILVEIRA; COELHO, 2010).
Tanto o controlador de Variaˆncia Mı´nima Generalizado como o
Linear Quadra´tico Gaussiano foram obtidos a partir de uma famı´lia de
metodologias de projeto sob o nome de controle de variaˆncia mı´nima,
no contexto da teoria de controle o´timo e estoca´stico. O controle de Va-
riaˆncia Mı´nima (MV, Minimum Variance) foi introduzido por A˚stro¨m
e Wittenmark no in´ıcio da de´cada de 1970 (A˚STRo¨M; WITTENMARK,
1973), sendo considerado o pai do GMV, apresentado por Clarke e
Gawthrop em 1975, enquanto o LQG se originou da teoria de controle
o´timo e robusto desenvolvida na de´cada de 1960 atrave´s de me´todos
lineares quadra´ticos, onde todos estes treˆs tipos de controladores es-
ta˜o apoiados. Enta˜o, pode-se afirmar que, devido a isto, o MV e o
GMV compartilham similaridades com a teoria de controle LQG, ou
ate´ mesmo se pode afirmar que eles sa˜o, de fato, soluc¸o˜es particulares
do problema de controle LQG.
Apesar de qualquer similaridade sobre a hereditariedade entre
MV, GMV e LQG, uma diferenc¸a marcante entre eles em relac¸a˜o ao
escopo deste trabalho e´ que os dois primeiros sa˜o te´cnicas de projeto
baseadas em func¸o˜es de transfereˆncia, enquanto o u´ltimo, em te´cnica
baseada no espac¸o de estados. No entanto, e´ poss´ıvel formular o pro-
blema de controle MV como uma soluc¸a˜o particular do LQG para o
caso de realimentac¸a˜o da sa´ıda, trabalhando com modelos descritos no
espac¸o de estados, tal como mostrado por Kwong (1987). De maneira
similar, Inoue et al. (2001) apresentaram o controlador GMV como
sendo um compensador dinaˆmico preditivo, composto de um estimador
de estados de ordem reduzida e um controlador por realimentac¸a˜o de
estados estimados. Isto significa que o princ´ıpio da separac¸a˜o (DORF;
BISHOP, 2008) e´ va´lido para o MV e o GMV, permitindo que este u´l-
timo seja descrito de forma semelhante ao controlador LQG e utilize
modelos de projeto descritos no espac¸o de estados.
Apesar das justificativas apresentadas sobre a simplicidade do
GMV – em relac¸a˜o a outros MPCs – ser favora´vel no quesito de sua
melhor absorc¸a˜o por usua´rios na indu´stria e comunidade cient´ıfica em
geral, pode parecer estranho o esforc¸o para o desenvolvimento do GMV
quando te´cnicas de controle preditivo mais sofisticadas esta˜o dispo-
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n´ıveis. No entanto, desde o seu surgimento, o GMV continua a ser
utilizado nos mais diversos campos pra´ticos de aplicac¸a˜o ao longo dos
anos, tais como: medicina e sau´de (GANBING, 1988); aerona´utica (REY-
NOLDS; PACHTER, 1997); controle de processos (YAMAMOTO; FUJII; KA-
NEDA, 1998); sistemas de comunicac¸a˜o (RINTAMAKI; VIRTEJ; KOIVO,
2001); sistemas de poteˆncia (KO; NIIMURA; LEE, 2003); robo´tica ae´rea
(SHIINO et al., 2008); e outros da Tab. 1.
O GMV na˜o tem mais o mesmo impacto como na de´cada que
sucedeu a do seu surgimento – tendo em vista as numerosas novas te´c-
nicas preditivas existentes nos dias atuais – mas ainda e´ refereˆncia e
bastante utilizado em avaliac¸a˜o de desempenho (performance assess-
ment) de malhas de controle e em controle de processos industriais, tal
como reforc¸a a informac¸a˜o apresentada na Fig. 1, com o nu´mero de pu-
blicac¸o˜es em perio´dicos e confereˆncias de temas relacionados ao GMV
nos u´ltimos anos e que justificam o interesse da comunidade cient´ıfica
sobre o tema, assim como novas propostas de te´cnicas de projeto e
controladores baseados no GMV (SILVEIRA; COELHO, 2011a; SILVEIRA;
RODRı´GUEZ; COELHO, 2012).
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Figura 1 – Nu´mero de publicac¸o˜es relativas ao GMV nos u´ltimos anos
(dados de www.scopus.com, acesso em janeiro de 2012).
As ide´ias por tra´s do intercaˆmbio entre domı´nios de projeto (de-
sign framework) – por exemplo, func¸a˜o de transfereˆncia e espac¸o de
estados – podem conter caracter´ısticas que apo´iam uma nova teoria
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Tabela 1 – A´reas de aplicac¸a˜o da teoria de controle GMV.
A´rea Aplicac¸a˜o
Sistemas de Poteˆncia
Estabilizador de sistema de poteˆncia com
gerador s´ıncrono de ampla faixa de opera-
c¸a˜o (GU; BOLLINGER, 1989);
Controle de um inversor UPS com compen-
sac¸a˜o de atraso (DENG; ORUGANTI; SRINI-
VASAN, 2004).
Controle de Processos
Controle de forc¸a cortante em ma´quina
CNC (ALLEN; HUANG, 1994);
Controle de vaza˜o em tanques acoplados
(JOTA; BRAGA; PENA, 1995);
Controle de uma coluna de destilac¸a˜o (SU-
MAR, 2002);
Controle de velocidade rotacional de
um mecanismo tipo manivela deslizante
(slider-crank) (SAITO et al., 2009).
Conversa˜o de Energia
Controle de velocidade de alto desempenho
para motor DC sem escovas (EL-SAMAHY;
EL-SHARKAWI; SHARAF, 1994).
Robo´tica
Controle de posic¸a˜o de um roboˆ manipula-
dor de treˆs graus de liberdade (RIUL; VALE;
MONTENEGRO, 2010).
Sist. de Comunicac¸a˜o
Controle de poteˆncia de sistemas de comu-
nicac¸a˜o tipo CDMA (RINTAMAKI; KOIVO;
HARTIMO, 2004);
Controle de tra´fego em redes TCP/AQM
(BARZAMINI; SHAFIEE; DADLANI, 2012).
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baseando-se em outra; podem se beneficiar de procedimentos de pro-
jeto que existem somente dentro de um domı´nio de projeto particular;
ou podem atender a restric¸o˜es pra´ticas de aplicac¸o˜es espec´ıficas para
reduzir o tempo e esforc¸o requeridos na soluc¸a˜o de uma determinada
tarefa (SILVEIRA; COELHO, 2011a). E, neste sentido, as relac¸o˜es encon-
tradas entre o GMV e o LQG acabaram motivando o desenvolvimento
de novas formulac¸o˜es de controle GMV no espac¸o de estados. Mas an-
tes de apresenta´-las ao leitor, os problemas que motivaram estas novas
ide´ias sera˜o sucintamente apresentados.
1.1.1 Resumo dos problemas
Com o objetivo de mostrar um resumo dos problemas que moti-
varam este trabalho, faz-se uma abordagem suma´ria e com formalismo
teo´rico e matema´tico reduzidos apenas para fins de contextualizac¸a˜o.
O detalhamento completo e´ abordado na fundamentac¸a˜o teo´rica no Ca-
p´ıtulo 2. Sendo assim, considere um sistema Auto-Regressivo, Me´dia-
Mo´vel e com entradas exo´genas (ARMAX, Auto-Regressive Moving-
Average with eXogenous inputs), descrito por
A(z−1)y(k) = B(z−1)z−du(k) + C(z−1)ξ(k), (1.1)
sendo A(z−1), B(z−1), C(z−1), polinoˆmios descritos no domı´nio do
operador de atraso discreto z−1; d e´ o atraso discreto do sistema; y(k),
u(k), ξ(k), sa˜o a sa´ıda, a entrada e uma sequ¨eˆncia do tipo ru´ıdo branco,
respectivamente.
Um dos passos de projeto do controlador GMV, tal como apre-
sentado por Clarke e Gawthrop (1975), e´ a determinac¸a˜o do Preditor
de Variaˆncia Mı´nima (MVP, Minimum Variance Predictor). Em suma,
a obtenc¸a˜o do MVP e´ dependente de uma identidade polinomial tam-
be´m conhecida como equac¸a˜o de Diophantine, que no caso estoca´stico
e generalizado e´ dada por
P (z−1)C(z−1) = A(z−1)E(z−1) + z−dF (z−1). (1.2)
Na soluc¸a˜o da Eq. (1.2), o objetivo e´ obter os coeficientes de
E(z−1) e F (z−1) sujeitos ao sistema em (1.1) e filtrado por P (z−1).
Quando a ordem de (1.1) e´ elevada, assim como o atraso discreto d, a
obtenc¸a˜o dos resultados torna-se trabalhosa do ponto de vista de um
operador humano, e ferramentas computacionais para soluc¸o˜es automa-
tizadas da Diophantine do MVP completo, como em (1.2), na˜o esta˜o
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dispon´ıveis nos principais softwares utilizados por engenheiros de con-
trole, como o MATLAB1, ScicosLab2 e SciLab3. O que se encontra,
ainda com certa dificuldade, sa˜o algoritmos que resolvem apenas o caso
simplificado e parcialmente generalizado, onde P (z−1) = C(z−1) = 1,
mas que podem ser facilmente ajustados para casos mais gerais, desde
que P (z−1) seja um polinoˆmio moˆnico (SILVEIRA; COELHO, 2011a).
Quando P (z−1) e´ na˜o-moˆnico, ou mais geral ainda, e´ descrito
por uma func¸a˜o de transfereˆncia do tipo
P (z−1) =
p0 + p1z
−1 + · · ·+ pnpz
−np
1 + p¯1z−1 + · · ·+ p¯np¯z
−np¯
, (1.3)
e p0 6= 1, a soluc¸a˜o de (1.2) na˜o e´ fact´ıvel de maneira trivial (CAMERON;
SEBORG, 1983).
Estas dificuldades retratam o problema para sistemas de uma
entrada e uma sa´ıda (SISO, Single-Input, Single-Output) e ficam ainda
mais complexas para o caso multivaria´vel (MIMO, Multi-Input, Multi-
Output). No caso MIMO, o sistema normalmente possui atrasos mu´l-
tiplos e ass´ıncronos, ale´m de acoplamentos entre as sa´ıdas e entradas,
de tal forma que o projeto do MVP passa a depender de uma equac¸a˜o
matricial de Diophantine, dada por
P(z−1)Ψ(z−1)C∗(z−1) = E(z−1)A∗(z−1) + z−dF(z−1), (1.4)
e para que haja uma soluc¸a˜o baseada no atraso discreto d em (1.4),
a matriz interactor Ψ(z−1) precisa ser obtida (COELHO, 1991). Sua
func¸a˜o e´ operar como um pre´-compensador de atraso que sincronize ou
elimine os mu´ltiplos atrasos do modelo de projeto para que seja poss´ıvel
resolver a Eq. (1.4) (COELHO, 1991).
O projeto da versa˜o MIMO do GMV no domı´nio de func¸o˜es de
transfereˆncia apresenta outra dificuldade, sendo esta va´lida tambe´m no
caso SISO para sistemas lineares variantes no tempo (LTV, Linear Time
Varying), que se refere a comutac¸a˜o entre A(z−1) e C(z−1). Portanto,
em (1.4), as matrizes polinomiais precisam garantir a comutac¸a˜o, por
exemplo, entre:
A−1(z−1)C(z−1) = C∗(z−1)
(
A∗(z−1)
)−1
. (1.5)
Pode-se dizer que, no projeto do controlador GMV, o esta´gio em
1www.mathworks.com
2www.scicoslab.org
3www.scilab.org
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que se resolve a Diophantine seria ana´logo ao esta´gio da Equac¸a˜o Alge´-
brica de Riccati (STEVENS; LEWIS, 2003) no projeto do LQG. Ou seja,
toda a parte de sintonia esta´ definida e resolve-se uma u´ltima expressa˜o
para que seja poss´ıvel extrair os ganhos do Filtro de Kalman e do Re-
gulador Linear Quadra´tico (LQR, Linear Quadratic Regulator), que no
caso do GMV via func¸o˜es de transfereˆncia, equivaleria a` obtenc¸a˜o de
F(z−1) e E(z−1). No entanto, sintonizar tanto o LQG como o GMV,
especialmente no caso multivaria´vel, pode ser uma a´rdua tarefa.
O termo generalizado foi atribu´ıdo ao GMV pois este se baseia
em uma func¸a˜o custo (no caso SISO)
J = E
{[
P (z−1)y(k + d)− T (z−1)yr(k + d) +Q(z
−1)u(k)
]2}
, (1.6)
onde E{.} denota o operador esperanc¸a matema´tica e yr(k) uma se-
qu¨eˆncia de refereˆncia. Esta func¸a˜o custo considera ponderac¸o˜es sobre
todos os sinais da malha de controle, ponderac¸o˜es normalmente de-
signadas por polinoˆmios, mas que tambe´m podem ser definidas como
func¸o˜es de transfereˆncia em P (z−1), T (z−1), Q(z−1), de tal forma que
e´ poss´ıvel mapear qualquer controlador linear para a estrutura GMV.
De maneira a igualar qualquer controlador linear a estrutura
GMV, uma das te´cnicas mais utilizadas para a sua sintonia consiste
em promover a alocac¸a˜o de po´los e zeros do sistema da seguinte forma
(CLARKE; GAWTHROP, 1975):
y(k)
yr(k)
=
B(z−1)T (z−1)
B(z−1)P (z−1) +A(z−1)Q(z−1)
= G¯cl(z
−1). (1.7)
A func¸a˜o de transfereˆncia G¯cl(z
−1) em (1.7) determina a dinaˆ-
mica de malha fechada desejada, definida pelo projetista, enquanto os
termos a` esquerda da expressa˜o assumem os valores que possibilitam
tal sintonia. Definidas as func¸o˜es que ponderam (1.6), resolve-se a Di-
ophantine em (1.2) (WELLSTEAD; ZARROP, 1991).
O me´todo apresentado em (1.7) e´ eficaz e simples, tanto quanto a
soluc¸a˜o da Diophantine do preditor o e´, se aplicada a sistemas SISO de
ordem reduzida – e.g., de primeira e segunda ordens – e tambe´m quando
se conhece, de maneira razoa´vel, a influeˆncia dos po´los e zeros alocados,
no comportamento do sistema. Para o caso MIMO, a expressa˜o em (1.7)
passa a ter designac¸a˜o matricial, e dependendo do nu´mero de varia´veis
envolvidas, assim como a ordem dos sub-sistemas que o compo˜em, a
soluc¸a˜o via alocac¸a˜o de po´los deixa de ser trivial.
E´ interessante notar como a teoria do GMV se difundiu bastante
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na a´rea de avaliac¸a˜o de desempenho (performance assessment) (GRIM-
BLE, 2002) de controladores e malhas de controle, tendo em vista sua
capacidade de absorc¸a˜o de qualquer outra estrutura linear e sua relac¸a˜o
direta com o MV (A˚STRo¨M; WITTENMARK, 1973). No entanto, houve
uma reduc¸a˜o na sua utilizac¸a˜o como controlador para sistemas MIMO
devido as dificuldades de sintonia, ca´lculo da matriz interactor e so-
luc¸a˜o da Diophantine matricial. Esta u´ltima observac¸a˜o foi baseada a
partir do levantamento dos dados utilizados na composic¸a˜o da Fig. 1.
As dificuldades de projeto motivaram soluc¸o˜es mais simples na
sintonia dos GMVs. As equac¸o˜es de Diophantine passaram a ser ex-
ploradas na forma simplificada e parcialmente generalizada, P (z−1) =
C(z−1) = 1 (DOI; MORI, 2002); as ponderac¸o˜es do sinal de controle pas-
saram a formas fixas mı´nimas (escalares), de primeira ou segunda or-
dem (DOI; MORI, 2002; SILVEIRA; RODRı´GUEZ; COELHO, 2012); o MVP
resultante torna-se de tempo-mı´nimo (INOUE et al., 2001; GARCI´A; AL-
BERTOS, 2008); o controle da largura de banda do sistema em malha
fechada e´ puramente resultado da selec¸a˜o da ponderac¸a˜o do controle e
das caracter´ısticas naturais do modelo Auto-Regressivo (AR) de pro-
jeto.
Estas simplificac¸o˜es no projeto do GMV facilitaram a compre-
ensa˜o e utilizac¸a˜o do novo algoritmo; as func¸o˜es para o MATLAB en-
contradas no Google1 resolveram a versa˜o simplificada e parcialmente
generalizada da Diophantine. Apesar disto, o potencial do controlador
foi limitado, assim como suas aplicac¸o˜es.
A partir dos problemas, ou mesmo divergeˆncia entre pontos de
vista aqui expostos, foram trac¸ados os objetivos deste trabalho na ten-
tativa de eliminar o que se considerou“entrave”e usufruir do“atraente”,
respectivamente enderec¸ados a` “Diophantine” e ao “GMV de ordem mı´-
nima”.
1.2 OBJETIVOS
Os objetivos deste trabalho esta˜o definidos no contexto de uma
abordagem do controlador GMV no espac¸o de estados, de maneira a
usufruir da estrutura matricial natural deste domı´nio de representac¸a˜o
de sistemas e consequ¨entemente tirar proveito dos me´todos de ana´lise
e projeto existentes na teoria de controle moderno.
Especificamente, este trabalho defende duas novas propostas de
controladores GMV no espac¸o de estados: a primeira e´ a estrutura
1www.google.com
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fundamental desta nova abordagem, denominada GMV no Espac¸o de
Estados, ou GMVSS (GMV in the State Space); a segunda se baseia
nos resultados do GMVSS para compor um controlador com realimen-
tac¸a˜o total de estados estimados, designado GMVSF (GMV with State-
Feedback), auxiliado por filtragem de Kalman.
O objetivo do GMVSS e´ fornecer resultado exatamente igual ao
GMV de Clarke e Gawthrop (1975), mas a partir de uma te´cnica de
projeto diferente que dispensa a soluc¸a˜o da equac¸a˜o de Diophantine e
torna a obtenc¸a˜o do MVP bem mais simples. Ao contra´rio do me´todo
tradicional de projeto, o GMVSS utiliza a alimentac¸a˜o direta de estados
estimados a partir de um Filtro de Kalman projetado diretamente do
modelo estoca´stico da planta e sem a necessidade de resolver a Equac¸a˜o
Alge´brica de Riccati.
Para o GMVSF, a relac¸a˜o estabelecida no GMVSS entre o MVP
e uma soluc¸a˜o particular do Filtro de Kalman e´ explorada, configu-
rando um projeto com maior grau de liberdade em relac¸a˜o a` sintonia.
A lei de controle obtida e´ func¸a˜o de uma realimentac¸a˜o total de es-
tados preditos e filtrados, onde varia´veis de estado com significado e
comportamento f´ısico conhecidos entram no problema de acordo com a
necessidade da tarefa ou do projetista. A complexidade da estrutura de
controle e´ enta˜o ditada pela complexidade do modelo de projeto, mas o
procedimento de sintonia, mesmo para sistemas MIMO com mu´ltiplos
atrasos, e´ fact´ıvel.
Algumas analogias, assim como a utilizac¸a˜o de descric¸o˜es de mo-
delos na˜o-lineares, sistemas variantes no tempo, modelos cont´ınuos e
controladores adaptativos, sa˜o feitas neste documento, mas o escopo
desta pesquisa se resume aos controladores propostos em topologias
na˜o-adaptativas, limitadas a sistemas SISO e MIMO lineares, discretos
e invariantes no tempo.
1.3 REVISA˜O BIBLIOGRA´FICA
Nesta revisa˜o bibliogra´fica busca-se estabelecer um contexto his-
to´rico-evolutivo de alguns dos principais trabalhos relativos aos contro-
ladores baseados no Variaˆncia Mı´nima, suas dificuldades e seus me´todos
de sintonia.
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1.3.1 Alternativas na simplificac¸a˜o do MVP
Na˜o somente o controlador GMV, mas boa parte da famı´lia de
MPCs dentro do contexto de controladores avanc¸ados, que surgiram a
partir da de´cada de 1970 com os avanc¸os tecnolo´gicos em hardware de
processamento, teˆm suas bases no domı´nio das func¸o˜es de transfereˆncia
e descric¸o˜es polinomiais.
Tais representac¸o˜es polinomiais ganhavam forc¸a, especialmente,
na relac¸a˜o academia-indu´stria, pois as bases teo´ricas do problema do
preditor e de filtragem eram decorrentes dos resultados de Kalman
(1960), que para a e´poca, era um me´todo de projeto considerado com-
plexo demais para ser aplicado em topologias adaptativas. Esse depen-
dia da soluc¸a˜o da Equac¸a˜o Alge´brica de Riccati (ARE, Algebraic Ric-
cati Equation), que no caso linear, era resolvida a partir de equac¸o˜es
matriciais quadra´ticas, computacionalmente “pesadas” para o per´ıodo.
A indu´stria vivenciava o aparecimento dos primeiros controla-
dores adaptativos, e incluir a soluc¸a˜o das AREs dentro do intervalo de
amostragem para atualizar os ganhos dos preditores e controladores na˜o
era simples, de tal forma que os resultados do Filtro de Kalman passa-
ram a ser incorporados em representac¸o˜es polinomiais, culminando no
MVP (A˚STRo¨M, 1970).
Com o surgimento do MVP, os diversos controladores que o su-
cederam se apoiaram no projeto do preditor a partir das identidades
polinomiais, pois estas equac¸o˜es de Diophantine eram mais simples de
se resolver. No entanto, o regulador MV se popularizou, assim como
o GMV; a gama de aplicac¸o˜es se estendeu e, em pouco tempo, resol-
ver as Diophantines de problemas de maior ordem e com compensac¸a˜o
de atrasos longos, de maneira intr´ınseca, ja´ passava a ser uma nova
dificuldade (KUCERA, 1976).
Nos dias atuais, existe uma tendeˆncia inversa incentivada pelo
avanc¸o ainda maior dos hardwares digitais de processamento. Hoje em
dia, mesmo um simples computador residencial e´ capaz de resolver com-
plexas equac¸o˜es matriciais quadra´ticas. Um exemplo desse “absurdo”
potencial computacional e´ o trabalho de Li e Wang (2004). Os au-
tores utilizaram uma rede neural para mapear a relac¸a˜o de entrada e
sa´ıda do controlador GPC, em diversas situac¸o˜es de operac¸a˜o, sintonia
e de horizontes de predic¸a˜o, com a justificativa de evitar a soluc¸a˜o da
Diophantine e as operac¸o˜es matriciais em aplicac¸o˜es adaptativas em
tempo real.
Na indu´stria de controle de processos, diversas classes de plantas,
especialmente no caso SISO, sa˜o bem modeladas por sistemas do tipo
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primeira ordem com tempo morto (FOPDT, First-Order Plus Dead-
Time), segunda ordem (SOPDT, Second-Order Plus Dead-Time) e in-
tegral com tempo morto (IPDT, Integral Plus Dead-Time) (CAMACHO;
BORDONS, 1997). Mesmo assim, quando o horizonte de predic¸a˜o e´
muito longo, ha´ a super-parametrizac¸a˜o dos filtros do MVP para que o
resultado seja o´timo em termos da mı´nima variaˆncia (A˚STRo¨M, 1970).
Ou seja, a ordem da Diophantine cresce assim como a do filtro E(z−1)
mostrado em (1.2).
Para que seja poss´ıvel analisar a estabilidade, robustez e con-
vergeˆncia do MVP, ou mesmo do sistema de controle completo com
este preditor, os filtros resultantes de (1.2) precisam estar dispon´ıveis.
Kucera (1976) apresentou um dos primeiros algoritmos anal´ıticos de
soluc¸a˜o direcionados especificamente ao projeto do MV e GMV. Ale´m
de Kucera (1976), pode-se citar um algoritmo anal´ıtico mais recente
de Plarre, Rojas e Rojas (1998). De qualquer forma, ambos os casos
lidam com a forma mais comum do projeto, no qual o lado esquerdo da
equac¸a˜o de Diophantine resulta em um polinoˆmio moˆnico.
A verdade e´ que os resultados pra´ticos dos MPCs eram evidentes
e a soluc¸a˜o das Diophantines eram dispensa´veis atrave´s de alternativas
recursivas como em Albertos e Ortega (1989), Hess e Jung (1989), entre
outras. Mas se havia tempo ha´bil de processamento para executar as
predic¸o˜es por simulac¸a˜o dentro do intervalo de amostragem, tambe´m
seria poss´ıvel, ao menos nestas aplicac¸o˜es que utilizavam os algoritmos
recursivos, resolver as Diophantines. O motivo para na˜o fazeˆ-lo fica
o´bvio na justificativa dos pro´prios Albertos e Ortega (1989) de que o
passo de soluc¸a˜o das identidades polinomiais era inconveniente.
Ainda em trabalhos cient´ıficos recentes, as Diophantines sa˜o a-
pontadas como vila˜s nos me´todos de projeto, as alternativas recursivas
sa˜o empregadas e os resultados sa˜o avaliados sem crite´rios anal´ıticos,
como em Cui, Pang e Pang (2008). Neste trabalho, o controlador pro-
posto foi basicamente comparado com ele mesmo. Os crite´rios de sin-
tonia na˜o estavam apoiados sobre nenhuma verificac¸a˜o anal´ıtica que
provasse que a heur´ıstica adotada na sintonia do controle proposto era
ao menos pro´xima do controle tomado como refereˆncia. O controlador
proposto era o GPC com ponderac¸a˜o do sinal de controle filtrado, e o
tomado como refereˆncia, o GPC com ponderac¸a˜o escalar.
Alguns trabalhos recentes propuseram alternativas interessantes
a equac¸a˜o de Diophantine, que na˜o eram me´todos recursivos para pro-
mover predic¸o˜es. Tian, Yang e Wang (2010) propuseram um algoritmo
chamado Ratio and Displacement (RDIS) para executar diviso˜es po-
linomiais. Enta˜o, ao contra´rio de utilizar a identidade polinomial, de
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fato executam diviso˜es dos polinoˆmios para obter os filtros do GMV.
No projeto do GMV no caso MIMO com mu´ltiplos atrasos as-
s´ıncronos, determinados autores veˆm, ha´ algum tempo, investindo em
me´todos de discretizac¸a˜o modificados para sincronizar os atrasos e fa-
cilitar o projeto do MVP. Adotam um procedimento de amostragem
em taxas mu´ltiplas (multi-rate sampling) para que o per´ıodo de amos-
tragem, em cada par de entrada e sa´ıda, torne-se equivalente ao atraso
de transporte desse par. Estes me´todos esta˜o descritos em Tamura e
Mori (2005), Mori e Takaki (2007), estendendo-se ate´ recentemente em
Mori e Takaki (2011). Apesar do longo per´ıodo em que Yasuchika Mori
desenvolve esta te´cnica, ela restringe bastante a largura de banda do
controlador, haja vista que a frequ¨eˆncia de amostragem normalmente
e´ muito baixa quando se aproxima o per´ıodo de amostragem ao valor
de atrasos longos.
Enquanto os MPCs se popularizavam cada vez mais com o su-
cesso dos resultados pra´ticos, trabalhos como o de Kwong (1987), ou
de Bitmead, Gevers e Wertz (1990), procuravam explicar matematica-
mente a estabilidade e robustez dos MPCs atrave´s de me´todos ana´logos,
como o LQG. Neste sentido, o problema do MVP tomou o caminho in-
verso ao feito por A˚stro¨m (1970). As atenc¸o˜es voltam-se a formulac¸a˜o
do MVP a partir do Filtro de Kalman, por exemplo em Li, Evans e
Wittenmark (1997), que destacaram a equivaleˆncia para o preditor de
1-passo a frente.
Em Ming, Yun e Gang (2011), Gang e Yun (2011), e outros tra-
balhos recentes, o problema do preditor tambe´m e´ resolvido a partir
do Filtro de Kalman, evitando assim a equac¸a˜o de Diophantine, mas
resolvendo a ARE sobre uma versa˜o aumentada do modelo de projeto
no espac¸o de estados que incorpora o atraso do sistema a varia´veis de
estado adicionais. Apesar de aumentar a ordem do problema, o pro-
jeto incorpora filtragem de forma natural e torna-se convidativo para
a soluc¸a˜o do caso MIMO. Para o problema dos autores, era essencial
a estimac¸a˜o proveniente do Filtro de Kalman para garantir a fusa˜o de
informac¸o˜es em uma aplicac¸a˜o MIMO de mu´ltiplos sensores.
Seguindo esta tendeˆncia de recorrer ao Filtro de Kalman na ob-
tenc¸a˜o do MVP, parte da contribuic¸a˜o desta tese foi anteriormente do-
cumentada em Silveira e Coelho (2011a), onde uma versa˜o do MVP
no espac¸o de estados foi estabelecida a partir da relac¸a˜o do Filtro de
Kalman com o preditor de 1-passo a frente como em Li, Evans e Wit-
tenmark (1997). A diferenc¸a em relac¸a˜o ao me´todo utilizado por Ming,
Yun e Gang (2011) e´ que a ordem do sistema na˜o aumenta explicita-
mente, ou seja, na˜o sa˜o inclu´ıdas novas varia´veis de estado para repre-
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sentar o atraso. Outra diferenc¸a e´ que o MVP e´ obtido com o aux´ılio
do Filtro de Kalman, mas sem a necessidade de resolver a ARE, no en-
tanto, o preditor e´ de tempo mı´nimo e na˜o incorpora nenhuma filtragem
adicional a na˜o ser o que herda da descric¸a˜o estoca´stica do processo.
O me´todo de projeto de Silveira e Coelho (2011a), basicamente
estabelece uma nova forma anal´ıtica de resolver a Diophantine, que
ocorre de forma natural pelo me´todo de projeto e que tambe´m pode ser
utilizado para auxiliar os projetos via func¸o˜es de transfereˆncia. Devido
ao problema ser tratado na forma matricial, este pode ser estendido
para o caso MIMO com certa facilidade. No entanto, esta u´ltima etapa
esta´ documentada apenas no Cap´ıtulo 4 deste documento.
1.3.2 Alternativas na sintonia do GMV
Na s´ıntese de controle GMV, assim como no regulador MV, a
ide´ia chave se baseia em topologias de controle de sintonia adaptativa,
ou mesmo ja´ incorporadas no jarga˜o nacional como “self-tuning”. Estes
controladores self-tuning alcanc¸aram um grau de maturidade em que
passaram a ser utilizados como me´todos convencionais no contexto da
academia e da indu´stria (KIRECCI; EKER; DULGER, 2003).
A ide´ia de sintonia automa´tica transferiu boa parte da respon-
sabilidade do bom desempenho e robustez das malhas de controle ao
cara´ter adaptativo do GMV e controladores similares, como se o su-
cesso em cara´ter pra´tico estivesse garantido pela utilizac¸a˜o de estru-
turas adaptativas. Como um exemplo remoto, cita-se um trabalho de
Baker e Morris (1985) onde destaca-se a preocupac¸a˜o com o estimador
de paraˆmetros do sistema quando o horizonte de predic¸a˜o e´ longo; con-
sequ¨entemente, ha´ uma super-parametrizac¸a˜o do GMV e mais varia´veis
para estimar.
De maneira alguma ha´ intenc¸a˜o em desmerecer o trabalho de
Baker e Morris (1985), visto que o interesse dos autores seria con-
frontar a sugesta˜o de Clarke (1984), de resolver o problema da super-
parametrizac¸a˜o do GMV devido ao longo horizonte de predic¸a˜o, a par-
tir da mudanc¸a do per´ıodo de amostragem. Este exemplo visa apenas
destacar o fato de que mais atenc¸a˜o era dada ao estimador do que as
ponderac¸o˜es da sa´ıda, refereˆncia e controle no funcional do GMV, prin-
cipais responsa´veis pelo comportamento dinaˆmico de malha fechada
desejado.
Nesta revisa˜o sobre a sintonia do controlador GMV deu-se pre-
fereˆncia em destacar os me´todos de projeto independentemente se em
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topologias esta´ticas ou adaptativas, considerando que a segunda favo-
rece a teoria de controle com redundaˆncia em termos de robustez e
estabilidade, haja vista que a adaptac¸a˜o dos paraˆmetros do controla-
dor, ou da planta, a partir de medic¸o˜es de entrada e sa´ıda – respectivo
ao controle adaptativo direto ou indireto – garantem um menor desvio
entre o comportamento dinaˆmico esperado (desejado; projetado) e o
efetivo em aplicac¸o˜es sobre processos reais.
A forma detuned (ou dessintonizada) do problema de Variaˆncia
Mı´nima, que culminou no GMV e permitiu sua aplicac¸a˜o pra´tica em ter-
mos de sinais de controle fact´ıveis em implementac¸o˜es reais, aumentou
o grau de liberdade do projeto e, consequ¨entemente a complexidade.
As possibilidades de sintonia do controlador GMV podem ser as
mais diversas dentro do contexto dos me´todos da teoria de controle
cla´ssico, moderno, robusto, avanc¸ado, adaptativo, inteligente, o´timo,
ou via hibridizac¸a˜o destas teorias. Para exemplificar algumas dessas
contribuic¸o˜es, citam-se trabalhos nessas a´reas mencionadas da teoria
de controle.
Uma forma usual e eficaz de sintonia no projeto do GMV e´ o
me´todo por alocac¸a˜o de po´los e zeros, bem documentado no livro de
Wellstead e Zarrop (1991). Apesar de ser uma te´cnica de projeto eficaz,
torna-se dif´ıcil de ser aplicada a sistemas MIMO com mais de dois pares
de entrada e sa´ıda. No entanto, para boa parte dos sistemas SISO
representados por modelos de ordem reduzida, o me´todo de projeto e´
fact´ıvel. Nesses casos, a ana´lise do sistema de malha fechada e´ mais
simples, podendo-se usufruir de te´cnicas cla´ssicas como ana´lise do Lugar
Geome´trico das Ra´ızes e Diagramas de Bode (DORF; BISHOP, 2008),
e em certos problemas, ate´ mesmo dispensar o projeto assistido por
computador.
Em Jones (1986), os autores utilizaram o crite´rio de estabilidade
de Jury (FRANKLIN; POWELL; WORKMAN, 1998) em uma abordagem
adaptativa com o GMV. O sistema de controle era inicializado a par-
tir de um projeto nominal e a adaptac¸a˜o do filtro de ponderac¸a˜o do
controle era supervisionada de acordo com o crite´rio de estabilidade de
Jury.
Gawthrop, Jones e Sbarbaro (1996), apresentaram uma te´cnica
de sintonia para o GMV baseada no Controle por Modelo Interno (IMC,
Internal Model Control), de Morari e Zafiriou (1989). A te´cnica IMC
e´ bastante utilizada pela indu´stria, sendo um padra˜o referencial pre-
sente em muitos controladores industriais. Sua limitac¸a˜o em termos de
aplicac¸a˜o se assemelha a`s te´cnicas por alocac¸a˜o, haja vista que quanto
maior a complexidade dos modelos de projeto, maior a complexidade
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em atribuir os paraˆmetros internos a partir da abordagem IMC.
Apesar de existirem me´todos anal´ıticos simples para modelos
de ordem reduzida, verifica-se na literatura, maior inclinac¸a˜o para as
estruturas GMV fixas e de ordem mı´nima ou reduzidas. Em alguns
casos, ha´ ate´ mesmo certa ingenuidade dos autores em compreender o
potencial do algoritmo de controle, como em Yaacob e Mohamed (1998),
que trataram o problema de controle de velocidade de um motor DC a
partir da sintonia de (1.6), com P (z−1) = T (z−1) = 1 e Q(z−1) = 0,
sem ao menos destacar que era o caso particular, o regulador MV.
As estruturas fixas dos GMVs podem ser definidas para espe-
lhar estruturas de controladores conhecidos, de maneira que o grau de
abstrac¸a˜o dos projetistas possa ser reduzido. Como exemplo, em Mon-
tague, Morris e Tham (1986), os autores tinham um problema MIMO
de atrasos ass´ıncronos. Adotaram a forma de discretizac¸a˜o multi-rate
(MORI; TAKAKI, 2011), P (z−1) = T (z−1) = 1, e o filtro de ponderac¸a˜o
do controle em (1.6), com a estrutura inversa de um controlador PI.
Basicamente utilizavam o GMV como um Preditor de Smith (GARCI´A;
ALBERTOS, 2010) para fornecer dados preditos a um controlador PI. A
sintonia do PI era enta˜o feita a partir de me´todos tradicionais, como:
Ziegler-Nichols, Cohen-Coon, AMIGO (COELHO; COELHO, 2004).
Assim como em Montague, Morris e Tham (1986), os autores
Minter e Fisher (1988), fizeram uma pesquisa sobre o algoritmo GMV
em relac¸a˜o a controladores industriais tipo PID self-tuning da e´poca.
E´ interessante destacar as concluso˜es dos autores, que apontaram o al-
goritmo proposto por Clarke e Gawthrop (1975) como na˜o-self-tuning.
No entanto, foram Minter e Fisher (1988) que deixaram de compreen-
der o potencial do algoritmo GMV e o porqueˆ do nome generalizado.
Eles desprezaram as ponderac¸o˜es da sa´ıda e refereˆncia fixando-as em
P (z−1) = T (z−1) = 1; fixaram a ponderac¸a˜o do controle pela inversa
do controlador PI e esperavam que esta u´ltima fosse adaptada sem teˆ-
la inclu´ıda como paraˆmetro do estimador ou mesmo atrave´s de alguma
relac¸a˜o indireta com a identificac¸a˜o do modelo do processo. Por fim,
resolveram utilizar o GMV apenas como um compensador de atraso
que alimentava os PIDs self-tuning industriais.
Ja´ em Cluett e Goberdhansingh (1990), e Choi, Hong e Kim
(2004), a mesma proposta de espelhar o filtro do sinal de controle do
GMV na inversa do PI foi abordada, mas com adaptac¸a˜o dos paraˆme-
tros do PI em uma estrutura self-tuning, de fato. Na˜o deixa de ser uma
estrutura baseada em um compensador de atraso mais um controlador
PI, mas exemplifica a forma generalizada que o algoritmo de Clarke e
Gawthrop (1975) apresenta, permitindo utilizar todo o vasto conheci-
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mento presente na teoria e pra´tica de controladores PID na sintonia do
GMV.
Ale´m das formas de sintonia adaptativas tradicionalmente em-
pregadas no controle GMV via estimadores recursivos (COELHO; CO-
ELHO, 2004), pode-se citar adaptac¸a˜o e sintonia a partir de sistemas
especialistas e inteligentes, baseados no comportamento de operadores
humanos, como em procedimentos de escalonamento de modelos ou pa-
raˆmetros, supervisa˜o com lo´gica fuzzy, aprendizado via redes neurais,
entre outros.
Xu, Liu e Hang (1994) apresentaram uma aplicac¸a˜o com mu´l-
tiplos controladores GMV sintonizados para diversos pontos de opera-
c¸a˜o de uma planta. Usaram um sistema superviso´rio que escalonava
os controladores com base nos pontos de operac¸a˜o e, ale´m disto, um
sistema fuzzy de Mamdani (PASSINO; YURKOVICH, 1998) era utilizado
para modificar os filtros de ponderac¸a˜o dos controladores GMV durante
as fases transito´rias apo´s uma mudanc¸a no sinal de refereˆncia. Em Sil-
veira, Rodr´ıguez e Coelho (2012), sintonia fuzzy similar foi adotada em
aplicac¸o˜es com controladores GMV de ordem reduzida.
Em Liu e Lara-Rosano (2004), Castillo, Grimble e Katebi (2005),
ha´ a utilizac¸a˜o de escalonamento de controladores GMV, mas a par-
tir de uma abordagem via interpolac¸a˜o neuro-fuzzy dos controladores
lineares locais, resultando, em alguns casos, em um controlador glo-
bal na˜o-linear. O me´todo se baseia em utilizar sistemas fuzzy do tipo
Takagi-Sugeno-Kang (PASSINO; YURKOVICH, 1998) para aproximar o
comportamento dos processos em pontos de operac¸a˜o na˜o-linear.
Mitsukura, Yamamoto e Kaneda (1999) aplicaram um me´todo
de sintonia a partir de Algoritmo Gene´tico (GA, Genetic Algorithm)
para selecionar os paraˆmetros de um controlador GMV com ponderac¸a˜o
do controle baseada na inversa do PID. De maneira semelhante, Yanou,
Deng e Inoue (2011) utilizaram GA na sintonia do GMV, cuja forma de
operar se baseava na selec¸a˜o da estrutura do controlador, assim como
dos paraˆmetros, para que o sistema completo em malha fechada man-
tivesse os po´los da planta inalterados, adicionando a partir dos filtros
do GMV, os novos po´los que garantissem o comportamento dinaˆmico
desejado.
Outro me´todo menos convencional de sintonizar o GMV e´ des-
crito no trabalho de Pan, Li e Cai (2007). Neste, ha´ a hibridizac¸a˜o da
sintonia do controlador GMV com ponderac¸a˜o do controle baseada no
PID, a partir de um me´todo de busca via programac¸a˜o quadra´tica para
a selec¸a˜o dos ganhos, e adaptac¸a˜o do modelo do processo via Apren-
dizado Baseado em Instaˆncias ou Memo´ria (Lazy Learning), onde as
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solicitac¸o˜es ou instaˆncias, eram executadas quando o ı´ndice da Integral
do Erro Absoluto (IAE, Integral Absolute Error) alcanc¸ava um valor
pre´-definido.
Apesar de interessantes, essas te´cnicas de sintonia mais espe-
cializadas normalmente sa˜o empregadas sobre algoritmos de controle
consagrados, como e´ o caso do GMV, assim como outros renomados
controladores da famı´lia de controladores preditivos. Ale´m disto, essas
te´cnicas inteligentes normalmente esta˜o sujeitas aos me´todos tradicio-
nais de ana´lise, ou seja, selecionam paraˆmetros, modelos e controlado-
res, baseados em princ´ıpios cla´ssicos da teoria de sistemas e controle.
Devido ao exposto anteriormente, e a atual fase “embriona´ria”
dos controladores propostos nesta tese, se optou por utilizar me´todos
de sintonia e ana´lise de reconhecida reputac¸a˜o na literatura de controle,
como: sintonia heur´ıstica por tentativa e erro, via ana´lise de resposta no
domı´nio do tempo e da frequ¨eˆncia para estabelecer margens qualitativas
de robustez e estabilidade nos projetos desenvolvidos.
De maneira geral, estes me´todos de sintonia e ana´lise esta˜o pre-
sentes de forma direta ou indireta em todos os tipos de sintonia citados
nessa sec¸a˜o. No entanto, especificamente, se baseiam em projetos por
ana´lise de resposta em frequ¨eˆncia via Diagramas de Bode no caso SISO
e Diagramas de Magnitude de Ganhos Principais no caso MIMO, onde
o projetista busca moldar a forma das curvas de resposta desses diagra-
mas atrave´s do procedimento de Loop-Shaping (DOYLE; STEIN, 1981;
CRUZ, 1996).
O procedimento de Loop-Shaping e´ bastante comum no projeto
de controladores PID, LQR e Filtro de Kalman robustos (A˚STRo¨M;
Ha¨GGLUND, 2004), mas com relac¸a˜o a ana´lise e projeto de controladores
GMV, foi pouco explorado e apenas recentemente, com o intuito de
atender a`s necessidades desta pesquisa, foi apresentado em Silveira,
Rodr´ıguez e Coelho (2012).
1.4 DESCRIC¸A˜O DOS PROCESSOS UTILIZADOS
Uma das caracter´ısticas deste trabalho, que precisa estar clara
para o leitor, e´ que o problema abordado resume-se a apresentac¸a˜o de
dois novos controladores baseados no GMV, e na˜o o problema de con-
trolar um u´nico processo ou classe de processos espec´ıfica. Portanto,
optou-se por selecionar um conjunto de processos com caracter´ısticas
estruturais e dinaˆmicas distintas para a realizac¸a˜o de testes via simula-
c¸a˜o nume´rica, para que fosse poss´ıvel explorar exemplos em diferentes
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n´ıveis de dificuldade de acordo com a necessidade.
Como cada etapa da pesquisa compreendeu avanc¸os de comple-
xidade dos algoritmos de controle propostos, cada caso demandou um
exemplo de complexidade a` altura. Devido a isto, diversos modelos,
propostos na literatura de controle como sistemas benchmark para teste
de controladores, foram definidos para enfatizar, da melhor forma pos-
s´ıvel, cada resultado que se desejava extrair nos diferentes esta´gios da
pesquisa. Estes sistemas, sa˜o descritos a seguir e sa˜o referenciados de
acordo com a necessidade nos cap´ıtulos seguintes.
1.4.1 Processo benchmark de A˚stro¨m e Ha¨gglund (2000)
O modelo linear cont´ınuo do processo e´ descrito pela func¸a˜o de
transfereˆncia em (1.8), onde se destaca o longo atraso de transporte
dado por θ = 15 s. A resposta ao degrau unita´rio do sistema e seu
diagrama de Bode sa˜o apresentados, respectivamente, nas figuras 2 e 3.
O processo benchmark de A˚stro¨m e Ha¨gglund (2000), impo˜e certa
dificuldade ao projeto de preditores digitais tipo MVP pois, dependendo
do per´ıodo de amostragem utilizado para definir o modelo discreto de
projeto, o atraso discreto torna-se muito longo e, consequ¨entemente,
cresce a dificuldade para resolver a equac¸a˜o de Diophantine. Por exem-
plo, para um per´ıodo de amostragem, Ts = 0.1 s, o atraso do sistema
discreto seria d = 151, acarretando um filtro E(z−1), do MVP, de or-
dem igual a 150.
Este processo e´ abordado no Cap´ıtulo 3 para enfatizar a contri-
buic¸a˜o do controlador GMVSS a partir da compensac¸a˜o do atraso de
maneira intr´ınseca, exigindo pouca intervenc¸a˜o do projetista se compa-
rado a forma tradicional de projeto de controle GMV.
Y (s)
U(s)
=
e−15s
(s+ 1)3
(1.8)
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Figura 2 – Resposta ao degrau unita´rio do sistema em (1.8).
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Figura 3 – Diagrama de Bode do sistema em (1.8).
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1.4.2 Processo Peˆndulo Amortecido (PAM)
O PAM e´ um processo mecatroˆnico (cf. Fig. 4) sub-amortecido
desenvolvido pelo Prof. Dr. Antonio A. R. Coelho do Departamento
de Automac¸a˜o e Sistemas (DAS) da UFSC. E´ um proto´tipo dida´tico
caracterizado por na˜o-linearidades, como a variac¸a˜o do ganho esta´tico
e do coeficiente de amortecimento de acordo com o ponto de operac¸a˜o.
E´ constitu´ıdo de um sistema propulsor composto por uma he´lice e um
motor DC, que quando excitado, provoca o deslocamento angular de
uma haste. Este deslocamento varia a resisteˆncia de um potencioˆmetro
e, a partir de um circuito de tratamento de sinais, produz uma variac¸a˜o
em tensa˜o no terminal de sa´ıda do processo. Tanto a entrada, como a
sa´ıda do PAM, sa˜o limitadas na faixa de tensa˜o entre 0 V e 5 V.
Figura 4 – Foto do PAM.
Um modelo linear para o PAM, identificado a partir da resposta
ao degrau na faixa de operac¸a˜o de 2.5 V, e´ dado pela seguinte func¸a˜o
de transfereˆncia:
Y (s) =
3.195
s2 + 0.8013s+ 4.072
U(s) +
9.772(s+ 1.4194)
s2 + 0.8013s+ 4.072
ξ(s), (1.9)
onde Y (s), U(s), ξ(s), sa˜o respectivamente a posic¸a˜o em tensa˜o, a
tensa˜o de armadura do motor DC, e uma perturbac¸a˜o estoca´stica de
alta frequ¨eˆncia agindo sobre o sistema de medic¸a˜o.
A resposta ao degrau unita´rio (considerando ξ(s) = 0) e o dia-
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grama de Bode do sistema (1.9), sa˜o mostrados nas figuras 5 e 6. Pelos
gra´ficos apresentados e´ poss´ıvel observar qua˜o oscilato´rio este processo
e´, caracterizado pelo baixo coeficiente de amortecimento na vizinhanc¸a
de ζ ≈ 0.2, tambe´m evidenciado pelo elevado pico de ressonaˆncia no
gra´fico da Fig. 6.
Os desafios que o PAM apresenta va˜o ale´m das caracter´ısticas
do seu modelo linear. Por ser um processo leve e de tamanho redu-
zido (menos de 50 cm de altura), pode-se transporta´-lo com facilidade
e utiliza´-lo para testes pra´ticos, onde normalmente os sinais da sa´ıda
medida e controle esta˜o contaminados com ru´ıdo. Como na˜o ha´ atraso
de transporte considera´vel nesse processo, pode-se atribuir um atraso
fict´ıcio no co´digo de aquisic¸a˜o e controle da planta, para teste de al-
goritmos de controle preditivo, tal como foi feito em Silveira e Coelho
(2011a).
Por se tratar de um processo de controle de posic¸a˜o, torna-se
atraente para exemplificar o problema de controle por realimentac¸a˜o
de estados estimados, pois ha´ como expressar o modelo no espac¸o de
estados em termos da posic¸a˜o e velocidade angulares.
Considerando apenas a parcela determin´ıstica do modelo em
(1.9), pode-se reescrever sua equac¸a˜o em termos de
y¨ + 0.8013y˙ + 4.072y = 3.195u, (1.10)
sendo x1 = y e x2 = y˙, as varia´veis de estado de posic¸a˜o e veloci-
dade, respectivamente. Logo, uma poss´ıvel representac¸a˜o no espac¸o de
estados para o processo PAM e´ dada por[
x˙1
x˙2
]
=
[
0 1
−4.072 −0.8013
] [
x1
x2
]
+
[
0
3.195
]
u,
y =
[
1 0
] [ x1
x2
]
.
(1.11)
O PAM e´ utilizado nos cap´ıtulos 2 e 4 deste trabalho. No Ca-
p´ıtulo 2, se destaca a forma pela qual controladores GMV de ordem
mı´nima atuam em sistemas oscilato´rios. Nesse mesmo cap´ıtulo, faz-se
uma demonstrac¸a˜o antecipada da ide´ia de controle por infereˆncia da
varia´vel de velocidade observada, mas ainda em uma abordagem de
controle GMV de ordem mı´nima no domı´nio das func¸o˜es de transfereˆn-
cia. Somente no Cap´ıtulo 4 o modelo no espac¸o de estados do PAM
e´ utilizado no projeto do GMVSF, para apresentar as caracter´ısticas
desse controlador no caso SISO.
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Figura 5 – Resposta ao degrau do modelo linear do PAM em (1.9).
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Figura 6 – Diagrama de Bode do modelo linear do PAM em (1.9).
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1.4.3 Coluna de destilac¸a˜o de Wood e Berry (WB)
A descric¸a˜o da coluna bina´ria de destilac¸a˜o de Wood e Berry
(1973) e´ apresentada a seguir, de forma sintetizada.
O modelo linear cont´ınuo da coluna de WB, dado pela matriz de
func¸o˜es de transfereˆncia[
Xt(s)
Xb(s)
]
=
[
12.8e−s
16.7s+1
−18.9e−3s
21s+1
6.6e−7s
10.9s+1
−19.4e−3s
14.4s+1
] [
R(s)
V (s)
]
+
[
3.8e−8.1s
14.9s+1
4.9e−3.4s
13.2s+1
]
D(s),
(1.12)
se popularizou como um processo benchmark para teste de controlado-
res digitais. Isto se deve ao tratamento simplificado e direto do pro-
blema de separac¸a˜o de mistura bina´ria (WB: metanol e a´gua), ou seja,
parte do princ´ıpio de que diversas malhas de controle internas do sis-
tema – relativas a fluxos internos, temperatura, n´ıvel de reservato´rio –
esta˜o perfeitamente reguladas, resultando em um sistema MIMO 2×2,
com acoplamentos e atrasos ass´ıncronos (MEJ´ıA, 2003).
Em (1.12), as varia´veis de sa´ıda Xt(s) e Xb(s), correspondem a`
composic¸a˜o em percentual ma´ssico de metanol no topo e na base da
coluna, respectivamente. As varia´veis de entrada, R(s) e V (s), corres-
pondem ao refluxo da mistura no topo e a` injec¸a˜o de vapor na base,
respectivamente. D(s) corresponde a entrada de alimentac¸a˜o de mis-
tura a` coluna, funcionando como uma perturbac¸a˜o de carga.
O modelo em (1.12) foi identificado a partir do processo real
operando sob as condic¸o˜es mostradas na Tab. 2. Portanto, considera-
se que o modelo (1.12), com condic¸o˜es iniciais nulas, retrata a condic¸a˜o
de operac¸a˜o da Tab. 2.
Tabela 2 – Condic¸o˜es t´ıpicas de opera˜o da coluna.
Entradas e Sa´ıdas Fluxo (lb/min) % Ma´ssico
Xt 1.18 (0.54 kg/min) 96.0
Xb 1.27 (0.58 kg/min) 0.5
R 1.95 (0.89 kg/min) 96.0
V 1.71 (0.78 kg/min) –
D 2.45 (1.11 kg/min) 46.5
O funcionamento da coluna de WB – caso restrito ao modelo
em (1.12) – pode ser compreendido a partir dos gra´ficos da Fig. 7.
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Quando ha´ refluxo, R(s), de mistura concentrada de metanol voltando
a coluna a partir do topo, ha´ o aumento da concentrac¸a˜o de metanol
tanto no topo como na base da coluna. Ao injetar vapor, V (s), a partir
da base da coluna, esta se aquece e aumenta a taxa de evaporac¸a˜o
da mistura, reduzindo assim a concentrac¸a˜o de metanol na base. A
partir do aumento da taxa de alimentac¸a˜o, D(s), a coluna e´ novamente
perturbada pela adic¸a˜o de mais a´gua e metanol misturados.
Na Fig. 8, pode-se observar os ganhos principais, superior e
inferior (CRUZ, 1996), equivalente ao diagrama de Bode de magnitude
para o caso MIMO, que caracteriza a forma diferenciada como o sistema
responde em frequ¨eˆncia em relac¸a˜o aos dois pares de entrada e sa´ıda,
enfatizando-se o grau de acoplamento de (1.12).
O modelo de Wood e Berry (1973) em (1.12) e´ considerado como
sendo o modelo de simulac¸a˜o do processo, mas para o projeto dos con-
troladores propostos neste trabalho, um modelo de projeto foi identifi-
cado via Mı´nimos Quadrados Recursivo (COELHO; COELHO, 2004), pois
e´ necessa´rio que as func¸o˜es de transfereˆncia possuam um denominador
comum, tal como explicado em Silveira e Coelho (2011b), tambe´m no
Cap´ıtulo 4. O modelo de projeto e´ enta˜o descrito por[
Xt(s)
Xb(s)
]
=
[
0.5104e−s
s2+0.7465s+0.03987
−0.7536e−3s
s2+0.7465s+0.03987
0.5036e−7s
s2+1.032s+0.07631
−1.48e−3s
s2+1.032s+0.07631
] [
R(s)
V (s)
]
+
[
3.8e−8.1s
14.9s+1
4.9e−3.4s
13.2s+1
]
D(s). (1.13)
O modelo apresentado em (1.13) e´ utilizado no Cap´ıtulo 4 para
exemplificar os resultados do controlador GMVSF no caso MIMO. A
representac¸a˜o da coluna atrave´s de (1.13) e´ ideal para a obtenc¸a˜o de
uma representac¸a˜o no espac¸o de estados onde sa˜o estimadas as variac¸o˜es
das sa´ıdas medidas, podendo-se explorar o controle da velocidade de
resposta atrave´s da estrate´gia GMVSF detalhada no Cap´ıtulo 4.
Apesar da forma modificada do modelo de projeto, observe nas
figuras 9 e 10, que tanto a resposta no domı´nio do tempo como na
frequ¨eˆncia, para o modelo em (1.13), se assemelham a`s respostas do
modelo original.
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Figura 7 – Resposta ao degrau do modelo linear de WB em (1.12).
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Figura 8 – Ganhos principais do modelo linear de WB em (1.12).
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Figura 9 – Resposta ao degrau do modelo de projeto de WB em (1.13).
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Figura 10 – Ganhos principais do modelo de projeto de WB em (1.13).
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1.5 ESTRUTURA DO TRABALHO
Ale´m do cap´ıtulo introduto´rio, este trabalho esta´ estruturado da
seguinte maneira:
Cap´ıtulo 2: abordam-se os fundamentos teo´ricos diretamente
utilizados nos demais cap´ıtulos deste documento para proporcionar fa´-
cil acesso ao leitor; faz-se uma revisa˜o da teoria de controle GMV no
domı´nio das func¸o˜es de transfereˆncia para o caso SISO e MIMO; sa˜o
fornecidos alguns exemplos pra´ticos de simulac¸a˜o para destacar as di-
ficuldades de projeto onde as contribuic¸o˜es deste trabalho se aplicam.
Cap´ıtulo 3: apresenta-se o desenvolvimento do novo projeto
de controle GMV no espac¸o de estados, ou GMVSS; sa˜o fornecidos
exemplos anal´ıticos da equivaleˆncia do GMVSS e o GMV de Clarke e
Gawthrop (1975); sa˜o fornecidos exemplos pra´ticos dessa equivaleˆncia
via simulac¸o˜es entre o GMVSS e o GMV; pelo me´todo de projeto do
GMVSS, e´ fornecido um me´todo anal´ıtico para a soluc¸a˜o da Diophan-
tine do MVP.
Cap´ıtulo 4: apresenta-se o desenvolvimento do controle GMV
com realimentac¸a˜o total de estados, ou GMVSF; mostra-se a equivaleˆn-
cia entre o Filtro de Kalman e o projeto do MVP no GMVSS para con-
tribuir com filtragem de forma natural no projeto do MVP; apresenta-se
uma te´cnica de projeto para o controlador GMVSF por tentativa e erro,
com base em ana´lise de resposta no domı´nio do tempo e da frequ¨eˆncia;
sa˜o fornecidos dois exemplos de simulac¸a˜o nume´rica para detalhar o
projeto no caso SISO e MIMO, utilizando os modelos do PAM e da
coluna de WB.
Cap´ıtulo 5: as concluso˜es finais sa˜o apresentadas com eˆnfase
nas contribuic¸o˜es, publicac¸o˜es realizadas e perspectivas de pesquisas
futuras.
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2 FUNDAMENTAC¸A˜O TEO´RICA
Este cap´ıtulo tem o objetivo de fornecer a fundamentac¸a˜o teo´-
rica necessa´ria para fins de comparac¸a˜o e compreensa˜o do conteu´do dos
cap´ıtulos seguintes deste trabalho. O interesse e´ permitir que o leitor,
na˜o-familiarizado com a teoria de controle GMV, possa absorver co-
nhecimento suficiente para compreender o desenvolvimento do GMVSS
e GMVSF, e tambe´m garantir uma ra´pida revisa˜o ao leitor com maior
experieˆncia em relac¸a˜o a essa teoria.
Ale´m da revisa˜o sobre a teoria de controle GMV, sa˜o apresen-
tados alguns me´todos cla´ssicos de projeto no caso SISO e MIMO, e as
dificuldades envolvidas nos mesmos, para que seja poss´ıvel estabelecer
uma forma de comparac¸a˜o com os me´todos propostos nos cap´ıtulos 3 e
4. Tambe´m sa˜o apresentados exemplos de simulac¸a˜o nume´rica com os
processos descritos no Cap´ıtulo 1, para reforc¸ar os conceitos apresenta-
dos e relacionar os resultados cla´ssicos com os da nova proposta.
2.1 TEORIA DE CONTROLE GMV: CASO SISO
Considerando o modelo ARMAX dado por
A(z−1)y(k) = z−dB(z−1)u(k) + C(z−1)ξ(k), (2.1)
onde d ∈ N∗, y(k) ∈ R, u(k) ∈ R e ξ(k) ∈ R, sa˜o, respectivamente, o
atraso de tempo discreto, a sa´ıda, a entrada e uma sequ¨eˆncia aleato´ria
do tipo ru´ıdo branco de variaˆncia σ2ξ .
O comportamento dinaˆmico do sistema em (2.1) e´ definido pelos
polinoˆmios A(z−1), B(z−1), C(z−1), descritos no domı´nio do operador
de atraso discreto z−1 e designados como
A(z−1) = 1 + a1z
−1 + a2z
−2 + · · ·+ anaz
−na , (2.2)
B(z−1) = b0 + b1z
−1 + · · ·+ bnbz
−nb , (2.3)
C(z−1) = 1 + c1z
−1 + c2z
−2 + · · ·+ cncz
−nc . (2.4)
O problema de controle GMV estabelece que, uma sa´ıda genera-
lizada e a d-passos a frente (CLARKE; GAWTHROP, 1975),
φ(k + d) = P (z−1)y(k + d)− T (z−1)yr(k + d) +Q(z
−1)u(k), (2.5)
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tende a um valor mı´nimo de acordo com a minimizac¸a˜o do ı´ndice de
desempenho quadra´tico
J = E[φ2(k + d)], (2.6)
dada em func¸a˜o do sinal de controle u(k), ou seja,
∂J
∂u(k)
= 0. (2.7)
Em (2.6), E[.] corresponde ao operador esperanc¸a matema´tica e
em (2.5), P (z−1), T (z−1), Q(z−1), sa˜o polinoˆmios que filtram a sa´ıda,
uma sequ¨eˆncia de refereˆncia yr(k) e o sinal de controle, respectivamente.
Estes filtros polinomiais ponderam a sa´ıda generalizada e consequ¨ente-
mente, o problema de otimizac¸a˜o do GMV. Atendo-se ao inicialmente
proposto por Clarke e Gawthrop (1975), os filtros de ponderac¸a˜o sa˜o
descritos por
P (z−1) = p0 + p1z
−1 + · · ·+ pnpz
−np , (2.8)
T (z−1) = t0 + t1z
−1 + · · ·+ tntz
−nt , (2.9)
Q(z−1) = q0 + q1z
−1 + · · ·+ qnqz
−nq . (2.10)
Na sa´ıda generalizada em (2.5), dados futuros da sequ¨eˆncia de
refereˆncia, yr(k+d), sa˜o supostamente conhecidos a priori, mas y(k+d)
na˜o esta´ dispon´ıvel. Isto acarreta o problema de predizer a sa´ıda do
sistema d-passos a frente para que o controlador GMV possa compensar
o atraso de maneira intr´ınseca.
2.1.1 MVP no domı´nio das func¸o˜es de transfereˆncia
O problema do MVP para o sistema da sa´ıda generalizada em
(2.5) considera que a sa´ıda predita do sistema e´ filtrada por P (z−1).
Portanto, inclui-se o filtro na descric¸a˜o do sistema ARMAX em (2.1) e
deslocando-o d-passos a frente, o sistema e´ reescrito como
P (z−1)y(k + d) =
P (z−1)B(z−1)
A(z−1)
u(k) +
P (z−1)C(z−1)
A(z−1)
ξ(k + d),
(2.11)
com a clara evideˆncia da influeˆncia aleato´ria de ξ(k+d) sobre y(k+d).
O problema do MVP enta˜o utiliza a melhor informac¸a˜o dispon´ıvel sobre
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ξ(k), que em outras palavras significa qualquer informac¸a˜o dispon´ıvel
sobre ξ(k) em instantes anteriores ate´ uma medida recente de y(k). Isto
e´ feito separando-se a parte relacionada a ξ(k+d) em (2.11), em dados
presentes e futuros, tal que
P (z−1)C(z−1)
A(z−1)
ξ(k + d) =
F (z−1)
A(z−1)
ξ(k)︸ ︷︷ ︸
presente
+E(z−1)ξ(k + d)︸ ︷︷ ︸
futuro
, (2.12)
onde F (z−1) e E(z−1) sa˜o polinoˆmios, a princ´ıpio desconhecidos, que
explicam a relac¸a˜o P (z
−1)C(z−1)
A(z−1) ξ(k + d).
A melhor estimativa de y(k+d) ate´ o instante k, i.e., yˆ(k+d|k),
e´ baseada na informac¸a˜o no presente de (2.12), ou seja,
P (z−1)yˆ(k + d|k) =
P (z−1)B(z−1)
A(z−1)
u(k) +
F (z−1)
A(z−1)
ξ(k). (2.13)
Considerando que o descarte da parcela no futuro de ξ(k) intro-
duz um erro na estimac¸a˜o de (2.13), erro esse, dado por
eest(k + d) = E(z
−1)ξ(k + d) = P (z−1) [y(k + d)− yˆ(k + d|k)] ,
(2.14)
pode-se reescrever (2.14) com base nas informac¸o˜es conhecidas de y(k),
ou seja,
eest(k) = E(z
−1)ξ(k) = P (z−1) [y(k)− yˆ(k|k)] , (2.15)
de onde e´ poss´ıvel observar que
ξ(k) =
P (z−1)
E(z−1)
[y(k)− yˆ(k|k)] . (2.16)
Substituindo-se (2.16) em (2.13), a equac¸a˜o do preditor se mo-
difica para
yˆ(k + d|k) =
B(z−1)E(z−1)u(k) + F (z−1)y(k)
A(z−1)E(z−1) + z−dF (z−1)
. (2.17)
Recorrendo-se a` Eq. (2.12), e´ poss´ıvel verificar que,
P (z−1)C(z−1) = A(z−1)E(z−1) + z−dF (z−1), (2.18)
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o que possibilita reescrever a equac¸a˜o do preditor tambe´m na seguinte
forma:
yˆ(k + d|k) =
B(z−1)E(z−1)u(k) + F (z−1)y(k)
P (z−1)C(z−1)
. (2.19)
Pode-se observar a partir da equac¸a˜o (2.19) que as ra´ızes de
P (z−1)C(z−1) precisam estar contidas no c´ırculo unita´rio para que o
preditor seja esta´vel (CLARKE; GAWTHROP, 1975). O filtro de sa´ıda
P (z−1) pode ser projetado para garantir a estabilidade do preditor.
Observac¸a˜o equivalente e´ destacada nos cap´ıtulos 3 e 4 para o caso no
espac¸o de estados.
O filtro P (z−1) e´ suposto conhecido, atribu´ıdo pelo projetista de
acordo com as necessidades de filtragem (e de estabilidade) da varia´vel
de sa´ıda y(k). Portanto, tanto em (2.17) como em (2.19), e´ necessa´rio
calcular os polinoˆmios E(z−1) e F (z−1) que possibilitam a predic¸a˜o via
yˆ(k + d|k). Tal como apresentado por A˚stro¨m e Wittenmark (1973),
e Clarke e Gawthrop (1975), uma das formas e´ a soluc¸a˜o da identi-
dade polinomial mostrada em (2.18), designada como uma equac¸a˜o de
Diophantine.
2.1.2 Soluc¸a˜o da equac¸a˜o de Diophantine do MVP
Na equac¸a˜o de Diophantine em (2.18), considera-se que os po-
linoˆmios que descrevem a parcela me´dia-mo´vel do modelo ARMAX em
(2.1), A(z−1) e C(z−1), sejam moˆnicos, tal como descrito em (2.2) e
(2.4). E, de acordo com Clarke e Gawthrop (1975), os polinoˆmios re-
sultantes da soluc¸a˜o da Diophantine teˆm a seguinte forma:
E(z−1) = 1 + e1z
−1 + · · ·+ enez
−ne , (2.20)
ne = d− 1; (2.21)
F (z−1) = f0 + f1z
−1 + · · ·+ fnf z
−nf , (2.22)
nf = max(np + nc, na − 1); (2.23)
o que estabelece algumas observac¸o˜es.
Observac¸a˜o 1 : a soluc¸a˜o de (2.18), no contexto do MVP, e´ fac-
t´ıvel somente quando P (z−1) for moˆnico, pois
p0 +
[
P (z−1)− p0
] [
C(z−1)− 1
]
= 1 +
[
A(z−1)− 1
] [
E(z−1)− 1
]
.
(2.24)
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Observac¸a˜o 2 : quando p0 6= 1, a estrutura do polinoˆmio em
(2.20) na˜o e´ verdadeira ou na˜o ha´ soluc¸a˜o para (2.24). No entanto, se
E(z−1) = e0 + e1z
−1 + · · ·+ enez
−ne , (2.25)
e0 = p0, e a soluc¸a˜o e´ fact´ıvel.
2.1.3 Lei de controle e o sistema em malha fechada
Substituindo-se a expressa˜o do preditor, (2.19), na sa´ıda genera-
lizada em (2.5), esta u´ltima pode ser reescrita em sua forma estimada
a partir de informac¸o˜es ate´ o instante k, tal que
φˆ(k + d|k) = P (z−1)yˆ(k + d|k)− T (z−1)yr(k + d) +Q(z
−1)u(k).
(2.26)
Resolvendo-se o problema de otimizac¸a˜o em (2.7) e notando que
E[φˆ2(k + d|k)] = φˆ2(k + d|k), (2.27)
pois em (2.26), todas as informac¸o˜es sa˜o conhecidas,
∂
[
φˆ2(k + d|k)
]
∂u(k)
= 0 =
2Q(z−1)[P (z−1)yˆ(k + d|k)− T (z−1)yr(k + d) +Q(z
−1)u(k)],
(2.28)
a lei de controle do GMV e´ dada por
u(k) =
C(z−1)T (z−1)yr(k + d)− F (z
−1)y(k)
B(z−1)E(z−1) + C(z−1)Q(z−1)
. (2.29)
Em (2.29), e´ importante observar que o filtro P (z−1) na˜o apa-
rece explicitamente na lei de controle, mas suas caracter´ısticas de fil-
tragem foram transferidas aos polinoˆmios E(z−1) e F (z−1) atrave´s da
Diophantine.
A equac¸a˜o de malha fechada, considerando uma planta descrita
por (2.1) e controlada pela lei de controle em (2.29), e´ representada
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pela seguinte expressa˜o:
y(k) =
B(z−1)T (z−1)
B(z−1)P (z−1) +A(z−1)Q(z−1)
yr(k)
+
B(z−1)E(z−1) + C(z−1)Q(z−1)
B(z−1)P (z−1) +A(z−1)Q(z−1)
ξ(k).
(2.30)
Esta equac¸a˜o considera a dinaˆmica de malha fechada tanto a partir da
refereˆncia, yr(k), como a partir da sequ¨eˆncia tipo ru´ıdo branco, ξ(k).
A func¸a˜o de transfereˆncia que caracteriza o comportamento di-
naˆmico de malha fechada do sistema controlado a partir de yr(k), em
(2.30), esta´ explicitamente representada pelos polinoˆmios que ponde-
ram o problema de otimizac¸a˜o no controle GMV, ou seja, P (z−1),
T (z−1), Q(z−1). Relaxando-se enta˜o, o ponto de vista de ana´lise para
o caso determin´ıstico, i.e., reescrevendo-se (2.1) como
y(k)
u(k)
=
z−dB(z−1)
A(z−1)
, (2.31)
e tambe´m (2.30) como
y(k)
yr(k)
=
B(z−1)T (z−1)
B(z−1)P (z−1) +A(z−1)Q(z−1)
, (2.32)
e´ poss´ıvel tratar o problema de projeto do controlador GMV de maneira
direta pelo me´todo de alocac¸a˜o de po´los (WELLSTEAD; ZARROP, 1991),
dado por
Acl(z
−1) = B(z−1)P (z−1) +A(z−1)Q(z−1), (2.33)
onde Acl(z
−1) e´ um polinoˆmio caracter´ıstico de malha fechada que es-
tabelece a dinaˆmica desejada pelo projetista.
A expressa˜o (2.33) configura uma nova equac¸a˜o de Diophantine,
onde os fins justificam os meios, pois o polinoˆmio caracter´ıstico de ma-
lha fechada e´ conhecido e, a partir deste, os filtros de projeto sa˜o esta-
belecidos. Essa nova Diophantine e´ mais simples que a do projeto do
MVP em (2.18), especialmente no caso SISO para sistemas descritos
por modelos de ordem reduzida.
Apesar de (2.33) ser um me´todo eficaz e direto de se estabe-
lecer P (z−1) e Q(z−1), em certos casos pode haver a necessidade de
incluir filtros de medic¸a˜o espec´ıficos. A inclusa˜o desses filtros geral-
mente modifica o comportamento dinaˆmico da varia´vel de sa´ıda do
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sistema; portanto, deve ser considerado no projeto do controlador, po-
dendo acarretar casos particulares de projeto do controlador GMV.
2.1.4 GMV com filtro de medic¸a˜o generalizado
Na maioria das aplicac¸o˜es reais em controle de processos ha´ a
presenc¸a de ru´ıdos de medic¸a˜o provenientes dos sensores, dispositivos
de aquisic¸a˜o de dados ou induzidos atrave´s de interfereˆncias provocadas
por outros equipamentos nas mediac¸o˜es dos processos. Quando os n´ıveis
de ru´ıdo sa˜o inaceita´veis, normalmente faz-se a inclusa˜o de filtros com
caracter´ısticas de um passa-baixa (analo´gicos ou digitais).
Quando os filtros sa˜o inerentes ao processo, e os modelos para
projeto de controladores ja´ deteˆm tais caracter´ısticas de filtragem como
parte integrante do processo sem distinc¸a˜o, pode-se desconsiderar a
ponderac¸a˜o da sa´ıda [P (z−1) = 1], ou obteˆ-la a partir de (2.33), por
exemplo.
No entanto, quando ha´ necessidade de implementar o filtro de
sa´ıda e o modelo de projeto na˜o considera a presenc¸a desse filtro, deve-
se considera´-lo a partir de P (z−1) ou o filtro projetado precisa ser
incorporado a` descric¸a˜o do modelo do processo. De tal forma que,
considerando um filtro de medic¸a˜o generalizado, representado por
P (z−1) =
PN (z
−1)
PD(z−1)
=
p0 + p1z
−1 + · · ·+ pnpz
−np
1 + p¯1z−1 + · · ·+ p¯np¯z
−np¯
, (2.34)
a equac¸a˜o de Diophantine no projeto do MVP, (2.18), modifica-se para
(CAMERON; SEBORG, 1983; WELLSTEAD; ZARROP, 1991)
PN (z
−1)C(z−1) = PD(z
−1)A(z−1)E(z−1) + z−dF (z−1). (2.35)
Observa-se em (2.35), que com a inclusa˜o do filtro generalizado
no problema, a soluc¸a˜o da Diophantine torna-se mais complicada, es-
pecialmente se np¯ ≥ na, pois
E(z−1) = e0 + e1z
−1 + · · ·+ enez
−ne , (2.36)
ne = d− 1; (2.37)
F (z−1) = f0 + f1z
−1 + · · ·+ fnf z
−nf , (2.38)
nf = max(np + nc, np¯ + na − 1); (2.39)
e consequentemente nf cresce para incorporar as caracter´ısticas de
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P (z−1).
Mesmo para sistemas SISO de ordem relativamente baixa, por
exemplo, descritos por SOPDT ou ARMAX de segunda ordem, a solu-
c¸a˜o da Diophantine ja´ na˜o e´ trivial para determinados tipos de filtros.
Para melhor ilustrar esta afirmac¸a˜o, apresenta-se um exemplo a seguir.
2.1.5 GMV para um sistema ARMAX de 2a ordem
Considere o seguinte sistema:
(1 + a1z
−1 + a2z
−2)y(k) =
(b0 + b1z
−1)u(k − 5) + (1 + c1z
−1 + c2z
−2)ξ(k).
(2.40)
Deseja-se projetar um controlador GMV para (2.40) com a inclusa˜o de
um filtro de 2a ordem descrito por
P (z−1) =
p0 + p1z
−1 + p2z
−2
1 + p¯1z−1 + p¯2z−2
. (2.41)
O atraso discreto do sistema e´ dado por d = 5 e analisando-se a ordem
dos polinoˆmios envolvidos no projeto, verifica-se que
E(z−1) = e0 + e1z
−1 + e2z
−2 + e3z
−3 + e4z
−4, (2.42)
F (z−1) = f0 + f1z
−1 + f2z
−2 + f3z
−3 + f4z
−4, (2.43)
acarretando a equac¸a˜o de Diophantine para o projeto do MVP, dada
por
(p0 + p1z
−1 + p2z
−2)× (1 + c1z
−1 + c2z
−2) =
(1 + p¯1z
−1 + p¯2z
−2)× (1 + a1z
−1 + a2z
−2)
× (e0 + e1z
−1 + e2z
−2 + e3z
−3 + e4z
−4)
+ (f0z
−5 + f1z
−6 + f2z
−7 + f3z
−8 + f4z
−9).
(2.44)
Supondo-se que exista uma especificac¸a˜o de desempenho atre-
lada ao projeto, mapeada na forma de um polinoˆmio caracter´ıstico de
malha fechada Acl(z
−1), que deva ser comparado, como em (2.33), para
a obtenc¸a˜o de Q(z−1). Com mais esta etapa, nota-se que este simples
exemplo cresce, de maneira exagerada, em ordem e complexidade, tor-
nando os me´todos tradicionais de projeto invia´veis sem o aux´ılio de
algoritmos que resolvam as equac¸o˜es de Diophantine envolvidas.
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Em alguns casos, ha´ como reduzir a ordem da descric¸a˜o plan-
ta+filtro quando esta se encontra em uma forma na˜o-mı´nima. No en-
tanto, o foco de interesse e´ investigar os casos em que esta reduc¸a˜o na˜o
e´ via´vel, haja vista que o objetivo deste trabalho esta´ direcionado a`
utilizac¸a˜o do Filtro de Kalman, tambe´m, como estimador de estados
para uma abordagem de controle GMV no espac¸o de estados. Por-
tanto, a ordem dos filtros esta´ diretamente ligada a` ordem do modelo
de projeto, e uma reduc¸a˜o implica no descarte de uma varia´vel de es-
tado estimada (supondo-se que o modelo de projeto ja´ possui ordem
mı´nima em relac¸a˜o aos interesses do projetista).
Dependendo da te´cnica de projeto adotada para obter P (z−1),
verifica-se em (2.44) que esse filtro contribui para o aumento da com-
plexidade das equac¸o˜es de projeto. Ale´m desse motivo, ha´ uma contri-
buic¸a˜o ainda maior em decorreˆncia de longos valores de atraso.
Clarke (1984) sugeriu como alternativa para evitar o crescimento
da Diophantine no tratamento de sistemas com atrasos longos, o au-
mento do per´ıodo de amostragem, de tal forma que d ≤ 3. No en-
tanto, esta abordagem e´ de certo modo contradito´ria, pois sabe-se que
a selec¸a˜o do per´ıodo de amostragem esta´ atrelada as caracter´ısticas di-
naˆmicas do processo e que a frequ¨eˆncia de amostragem deve ser, no
mı´nimo, duas vezes mais veloz que a ma´xima frequ¨eˆncia do processo
(WELLSTEAD; ZARROP, 1991).
2.1.6 Controlador GMV de estrutura fixa
Diferentemente das abordagens mais gerais do controle GMV,
como a filtrada por (2.34) e sintonizada via alocac¸a˜o de po´los, mostrada
em (2.33), estruturas fixas mais simples desse controlador tornaram-se
atraentes pelo baixo nu´mero de paraˆmetros de sintonia e facilidade de
executa´-la por tentativa e erro, me´todos inteligentes, entre outros.
Doi e Mori (2002) abordaram um estudo sobre algumas dessas
estruturas fixas do controlador GMV com eˆnfase apenas na ponderac¸a˜o
do sinal de controle, ou seja, a sa´ıda generalizada e´ dada por
φ(k + d) = y(k + d)− yr(k + d) +Q(z
−1)u(k). (2.45)
Nessa abordagem, os autores consideraram a ana´lise do caso posicional,
com Q(z−1) = λ, incremental ad hoc, com Q(z−1) = λ(1 − z−1), e o
caso por inclusa˜o da ac¸a˜o incremental no modelo de projeto, designada
como de modelo aumentado.
A forma incremental por modelo aumentado e´ caracterizada pela
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inclusa˜o de ∆ = (1− z−1) no modelo de projeto, ou seja,
∆A(z−1)y(k) = B(z−1)∆u(k − d) + C(z−1)ξ(k), (2.46)
que corresponde a descric¸a˜o de um sistema integral me´dia-mo´vel (ARI-
MAX, Auto-Regressive Integrated-Moving-Average with eXogenous in-
puts). O projeto e´ enta˜o resolvido para
φ(k + d) = y(k + d)− yr(k + d) + λ∆u(k), (2.47)
∂E[φ2(k + d)]
∂∆u(k)
= 0. (2.48)
O problema de otimizac¸a˜o em (2.48) se estabelece em func¸a˜o de
∆u(k), pore´m, o sinal de controle aplicado ao processo e´
u(k) = u(k − 1) + ∆u(k). (2.49)
Tanto em (2.45) como em (2.47), o controlador GMV e´ dito de
ordem mı´nima ou de um u´nico paraˆmetro de sintonia. Este paraˆmetro,
identificado por λ ∈ R+, e´ o fator escalar que pondera a energia do
sinal de controle. Quanto maior seu valor, mais conservativa a ac¸a˜o de
controle se torna.
Dentre essas treˆs estruturas fixas apresentadas, a de modelo au-
mentado e´ a que apresenta o maior grau de robustez em relac¸a˜o ao
rastreamento assinto´tico de refereˆncia (DOI; MORI, 2002). Essa estru-
tura de controle GMV incremental e´ capaz de rastrear sequ¨eˆncias de
refereˆncia em rampa, seno´ide e quadradas, ale´m de garantir a rejeic¸a˜o
de perturbac¸o˜es de carga na entrada e na sa´ıda do processo (SILVEIRA;
RODRı´GUEZ; COELHO, 2012).
Devido ao modelo de projeto ser aumentado pela inclusa˜o da
ac¸a˜o incremental, a equac¸a˜o de Diophantine no projeto do MVP sofre
uma modificac¸a˜o, sendo esta dada por
C(z−1) = ∆A(z−1)E(z−1) + z−dF (z−1), (2.50)
e como ∆ passa a fazer parte da expressa˜o, a ordem de F (z−1) passa a
ser nf = na.
Por ser mais simples, a estrutura fixa de ordem mı´nima fornece
pouca flexibilidade ao projetista. Isto quer dizer que a lei de controle
resultante e´ essencialmente dependente das caracter´ısticas dinaˆmicas
do modelo de projeto, ponderadas por λ. De maneira ana´loga a forma
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utilizada para se chegar em (2.29), a lei de controle do GMV incremental
de ordem mı´nima e´
∆u(k) =
C(z−1)yr(k + d)− F (z
−1)y(k)
B(z−1)E(z−1) + λC(z−1)
. (2.51)
Essa ponderac¸a˜o da dinaˆmica do sistema a partir de λ torna-
se mais evidente pela observac¸a˜o da equac¸a˜o de malha fechada, da
refereˆncia para a sa´ıda, ana´loga ao apresentado em (2.32) e reescrita
como
y(k)
yr(k)
=
B(z−1)
B(z−1) + λ∆A(z−1)
. (2.52)
Para enfatizar as afirmac¸o˜es apresentadas nesta sub-sec¸a˜o, o pro-
cesso PAM, apresentado no Cap´ıtulo 1 em (1.9) e´ utilizado como exem-
plo.
2.1.6.1 GMV incremental de ordem mı´nima aplicado ao PAM
O equivalente discreto (via ZOH) do modelo em (1.9), para um
per´ıodo de amostragem Ts = 0.1 s, e´ dado por
(1− 1.8840z−1 + 0.9230z−2)y(k) =
(0.0155 + 0.0151z−1)z−1u(k) + (1− 0.8672z−1)
ξ(k)
∆
.
(2.53)
Para possibilitar a ra´pida reproduc¸a˜o deste exemplo, sa˜o forneci-
dos os resultados da Diophantine em (2.50), para o sistema aumentado:
E(z−1) = 1,
F (z−1) = 2.0168− 2.8070z−1 + 0.9230z−2.
(2.54)
Observe, na Fig. 11, que a variac¸a˜o de λ apenas modifica o
grau de conservadorismo da resposta do PAM e da ac¸a˜o de controle do
GMV. Como o PAM e´ um processo sub-amortecido (evidente na Fig.
5), para reduzir as oscilac¸o˜es com este tipo de controlador, perde-se em
desempenho em termos de velocidade de resposta do sistema de malha
fechada.
Para confrontar o resultado do GMV incremental de ordem mı´-
nima, apresenta-se o caso ideal em termos de variaˆncia mı´nima para
quando λ = 0, mostrado na Fig. 12. Este resultado fornece uma de-
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monstrac¸a˜o de qual seria o melhor desempenho para um controlador
de variaˆncia mı´nima sobre o PAM, apesar do sinal de controle gerado
na˜o ser fact´ıvel em aplicac¸o˜es pra´ticas nesse processo.
Conclui-se enta˜o, que apesar de atraente por ter apenas um paraˆ-
metro de sintonia, o GMV de ordem mı´nima opera basicamente restrin-
gindo a largura de banda da malha de controle e, consequ¨entemente,
aumentando o atraso da velocidade de resposta, conforme λ cresce.
Neste exemplo na˜o se levou em considerac¸a˜o a presenc¸a do ru´ıdo,
ou seja, ξ(k) = 0. Isto se deve ao fato de que o caso determin´ıstico seria
suficiente para explicar o conteu´do apresentado de maneira mais clara.
No entanto, mesmo se ξ(k) 6= 0, os resultados apresentados seriam
va´lidos.
Apesar do controlador de ordem mı´nima fornecer baixa flexibi-
lidade ao projetista, e´ intuitivamente simples. Um operador humano
e´ capaz de sintonizar tal controlador com extrema facilidade para, ao
menos, estabilizar o processo. E´ poss´ıvel notar, tambe´m, que ha´ como
escalonar os valores de λ de acordo com o estado do processo – i.e.,
em regime permanente ou no transito´rio – para obter um melhor de-
sempenho em termos de velocidade de resposta e evitar oscilac¸o˜es. Em
Silveira, Rodr´ıguez e Coelho (2012), este me´todo de sintonia de λ foi
testado com um sistema de escalonamento fuzzy e o PAM.
O me´todo de escalonamento do GMV de ordem mı´nima fornece
boa flexibilidade ao projeto. No entanto, a ide´ia de adicionar sistemas
inteligentes para supervisionar malhas de controle em camadas hiera´r-
quicas inferiores, aumenta a complexidade do algoritmo. Para evitar
este problema, buscou-se estender a ide´ia do GMV de ordem mı´nima
em uma estrate´gia de controle por infereˆncia (SEBORG; EDGAR; MELLI-
CHAMP, 2003), detalhada no pro´ximo exemplo.
2.1.6.2 Controle por infereˆncia com GMVs de ordem mı´nima
Na abordagem de controle por infereˆncia considera-se que as va-
riac¸o˜es da posic¸a˜o do PAM podem ser observadas, caracterizando a
informac¸a˜o de velocidade, estimada por infereˆncia. Como este exem-
plo trata o caso de simulac¸a˜o nume´rica, a variac¸a˜o da posic¸a˜o angular,
[y(k)−y(k−1)], e´ precisamente a velocidade angular do modelo de simu-
lac¸a˜o do PAM, dispensando qualquer projeto de observador de estados
neste exemplo (isto sera´ detalhado no caso do GMVSF no Cap´ıtulo 4).
A ide´ia chave e´ considerar o projeto de dois controladores GMV
de ordem mı´nima trabalhando paralelamente no controle da posic¸a˜o e
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Figura 11 – GMV incremental de ordem mı´nima aplicado ao PAM com:
λ = 10, λ = 30 e λ = 60.
0 5 10 15 20 25 30
0
0.5
1
1.5
y(t
)
0 5 10 15 20 25 30
−10
−5
0
5
10
u
(t)
Tempo (s)
Figura 12 – GMV incremental de ordem mı´nima aplicado ao PAM: caso
ideal, em termos da mı´nima variaˆncia da varia´vel de sa´ıda, com λ = 0.
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velocidade angular, em uma abordagem multi-loop (de mu´ltiplas ma-
lhas). A lei de controle resultante e´ enta˜o a composic¸a˜o desses dois
controladores dada pela soma dos mesmos.
Reescreve-se enta˜o o modelo discreto do PAM, em (2.53), en-
fatizando-se a varia´vel medida, yp(k) = y(k), que designa a posic¸a˜o
angular, de tal forma que
A(z−1)yp(k) = B(z
−1)u(k − d) + C(z−1)
ξ(k)
∆
. (2.55)
O projeto do GMV incremental de ordem mı´nima, para a posic¸a˜o
angular, considera a sa´ıda generalizada
φp(k + d) = yp(k + d)− yr(k + d) + λp∆up(k), (2.56)
onde destacam-se o fator de ponderac¸a˜o da energia de controle em
relac¸a˜o a posic¸a˜o, λp, e a parcela do sinal de controle referente a posic¸a˜o,
∆up(k). Portanto, o modelo em (2.55) e´ aumentado e reescrito em
func¸a˜o de ∆up(k), conforme:
∆A(z−1)yp(k) = B(z
−1)∆up(k − d) + C(z
−1)ξ(k). (2.57)
A partir de (2.57), resolve-se a equac¸a˜o de Diophantine referente
ao MVP da parcela da posic¸a˜o angular, ou seja,
C(z−1) = ∆A(z−1)Ep(z
−1) + z−dFp(z
−1). (2.58)
Perceba que em (2.58) o sistema esta´ aumentado, evidente pela presenc¸a
de ∆A(z−1).
De maneira similar, resolve-se a segunda parcela do controla-
dor, referente a varia´vel inferida de velocidade angular, yv(k) = y(k)−
y(k − 1) = ∆y(k). Esta varia´vel e´ assintoticamente esta´vel, portanto,
quando yp(∞) = cte (constante), yv(∞) = 0. A sa´ıda generalizada
correspondente a parcela da velocidade angular e´ enta˜o dada por
φv(k + d) = yv(k + d) + λv∆uv(k). (2.59)
Veja que em (2.59) a segunda sa´ıda generalizada passou a considerar
a ponderac¸a˜o do sinal de controle em termos do problema de veloci-
dade, λv, e tambe´m a forma incremental de controle com a parcela de
velocidade, ∆uv(k).
Diferentemente do caso de posic¸a˜o, o modelo do PAM e´ reescrito
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enfatizando-se ∆y(k), ou seja,
A(z−1)∆y(k) = A(z−1)yv(k) = B(z
−1)∆uv(k − d) + C(z
−1)ξ(k).
(2.60)
A nova formulac¸a˜o do modelo para o problema de velocidade, dado por
(2.60), requer a soluc¸a˜o de uma segunda Diophantine,
C(z−1) = A(z−1)Ev(z
−1) + z−dFv(z
−1). (2.61)
Note que a Diophantine (2.61), para o problema do MVP refe-
rente a parcela de velocidade angular, na˜o considera a forma aumen-
tada, o que acarreta em dois outros filtros, Ev(z
−1) e Fv(z
−1).
Para possibilitar a ra´pida reproduc¸a˜o deste exemplo, sa˜o forne-
cidos os seguintes resultados das equac¸o˜es de Diophantine:
Ep(z
−1) = Ev(z
−1) = 1, (2.62)
Fp(z
−1) = 2.0168− 2.8070z−1 + 0.9230z−2, (2.63)
Fv(z
−1) = 1.0168− 0.9230z−1. (2.64)
A lei de controle resultante, dada pela composic¸a˜o dos dois pro-
jetos de controle GMV de ordem mı´nima e´
∆u(k) =
C(z−1)yr(k + d)− Fp(z
−1)y(k)
B(z−1)Ep(z−1) + λpC(z−1)︸ ︷︷ ︸
∆up(k)
+
[−Fv(z
−1)]∆y(k)
B(z−1)Ev(z−1) + λvC(z−1)︸ ︷︷ ︸
∆uv(k)
.
(2.65)
Apesar do controlador resultante utilizar dois paraˆmetros para a
sintonia, a maneira intuitiva de executa´-la e´ mantida, dada pela forma
com que o projetista rete´m a energia de controle para mover a varia´vel
controlada de interesse. Com essa premissa, fez-se a simulac¸a˜o deste
exemplo com o PAM usando-se λp = 4 e λv = 0.1, selecionados por
tentativa e erro na busca por um resultado semelhante ao caso ideal,
MV (λ = 0), apresentado na Fig. 12, mas que fornecesse um sinal de
controle fact´ıvel de implementac¸a˜o pra´tica.
Os resultados, em termos da sa´ıda medida e velocidade inferida
do sistema, sa˜o apresentados na Fig. 13. Note que as oscilac¸o˜es foram
eliminadas e a velocidade de resposta, aumentada consideravelmente, se
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comparada a Fig. 11. Na Fig. 14, os sinais de controle na˜o apresentam
o chaveamento abrupto obtido para o caso ideal mostrado na Fig. 12.
Os resultados apresentados, a forma escolhida para sintonizar
o controlador, a definic¸a˜o de sua estrutura com base na infereˆncia a
partir da variac¸a˜o da sa´ıda medida e ate´ mesmo a escolha do PAM,
sa˜o estritamente decorrentes do que se pretende esclarecer a partir de
um exemplo simplificado. No entanto, pode-se afirmar que outros va-
lores de λp e λv, na vizinhanc¸a dos utilizados neste exemplo, fornecem
bons resultados em termos de velocidade de resposta, sinal de controle
implementa´vel e baixo sobre-sinal.
Portanto, neste momento do texto, na˜o se pretende explorar os
limites de estabilidade ou margens de robustez do controlador do exem-
plo, mas sim visualizar sua contribuic¸a˜o em s´ıntese para o controlador
GMVSF abordado no Cap´ıtulo 4. Analisando-se esse tipo de s´ıntese de
controle concluiu-se que era poss´ıvel estabelecer estruturas complexas
de controle GMV com base em sub-estruturas mais simples de ordem
mı´nima operando paralelamente como em uma estrate´gia por realimen-
tac¸a˜o de estados estimados.
Note que a introduc¸a˜o de yv(k) no problema nada mais e´ do
que considerar uma varia´vel observada na constituic¸a˜o da lei de con-
trole. Tambe´m, o me´todo de projeto nada mais e´ do que projetar
controladores GMV de ordem mı´nima adicionais para cada varia´vel de
interesse, obviamente, fazendo-se a distinc¸a˜o dos casos de rastreamento
de refereˆncia [normalmente no controle da sa´ıda medida – cf. (2.56)],
e de regulac¸a˜o das varia´veis assintoticamente esta´veis observadas [cf.
(2.59)].
A estrate´gia de projeto apresentada, quando aplicada a sistemas
SISO simples, como o modelo do PAM, na˜o impo˜e grande dificuldade.
Mesmo assim, e´ necessa´rio destacar que para cada varia´vel inferida
adicionada, ha´ uma nova equac¸a˜o de Diophantine envolvida no projeto.
De tal forma que, se o projetista desejar incluir um grande nu´mero de
varia´veis inferidas a partir do modelo nominal de projeto, deixa de ser
trivial projetar tantos GMVs de ordem mı´nima necessa´rios atrave´s do
me´todo convencional via func¸o˜es de transfereˆncia.
Pode-se fazer uma analogia deste exemplo em relac¸a˜o aos con-
troladores por realimentac¸a˜o de estados, haja vista que a observac¸a˜o
da velocidade angular e sua utilizac¸a˜o na lei de controle se assemelha
aos me´todos normalmente empregados na teoria de controle moderno.
A vantagem desse domı´nio de ana´lise – diga-se o de espac¸o de estados
– e´ que as descric¸o˜es matriciais possibilitam resolver o problema para
todas as varia´veis de estado envolvidas e de uma so´ vez.
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de ordem mı´nima. Um segundo GMV de ordem mı´nima regula a velo-
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de controle independentes (gra´fico inferior) para λp = 4 e λv = 0.1.
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Com base nos comenta´rios apresentados, verifica-se que a in-
clusa˜o de outras varia´veis no problema se assemelha a uma estrutura
multivaria´vel. Para melhor estabelecer essa ligac¸a˜o, e apresentar as
dificuldades de projeto no controle MIMO GMV quando na˜o ha´ uma
soluc¸a˜o em batelada, faz-se uma revisa˜o do caso multivaria´vel na Sec¸a˜o
2.2.
2.2 TEORIA DE CONTROLE GMV: CASO MIMO
Considere um sistema multivaria´vel, cuja relac¸a˜o entre as entra-
das e sa´ıdas e´ dada pela seguinte matriz de func¸o˜es de transfereˆncia:
G(z−1) =


B11(z
−1)z−d11
A11(z−1)
· · ·
B1q(z
−1)z−d1q
A1q(z−1)
...
. . .
...
Bp1(z
−1)z−dp1
Ap1(z−1)
· · ·
Bpq(z
−1)z−dpq
Apq(z−1)

 . (2.66)
A equac¸a˜o (2.66) designa a representac¸a˜o de um processo linear
discreto com p × q atrasos distintos nas entradas do sistema. Consi-
derando que o sistema em (2.66) tambe´m pode ser descrito por um
modelo ARMAX multivaria´vel, dado por
A(z−1)y(k) = B(z−1)u(k − d) +C(z−1)ξ(k), (2.67)
onde convenciona-se que d representa o conjunto dos p × q atrasos
discretos, apenas para simplificar a notac¸a˜o. Ale´m disto, y(k) ∈ Rp,
u(k) ∈ Rq, ξ(k) ∈ Rp, sa˜o, respectivamente, o vetor de sa´ıdas, de
entradas, e um vetor de sequ¨eˆncias tipo ru´ıdo branco, me´dia nula e
variaˆncia σ2ξ .
Em (2.67), A(z−1), B(z−1) e C(z−1), sa˜o matrizes polinomiais
no domı´nio do operador de atraso z−1 e definidas por
A(z−1) = Ip +A1z
−1 + · · ·+AnAz
−nA , (2.68)
B(z−1) = B0 +B1z
−1 + · · ·+BnBz
−nB , (2.69)
C(z−1) = Ip +C1z
−1 + · · ·+CnCz
−nC , (2.70)
onde A(z−1) ∈ Rp×p, B(z−1) ∈ Rp×q, C(z−1) ∈ Rp×p.
O problema de controle GMV no caso MIMO foi inicialmente
proposto por Koivo (1980) e apresenta algumas modificac¸o˜es em termos
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do funcional que deve ser minimizado:
J = E
{∥∥yf (k + d)− yrf (k + d)∥∥2 + ∥∥Q(z−1)u(k)∥∥2} , (2.71)
yf (k + d) = P(z
−1)Ψ(z−1)y(k + d), (2.72)
yrf (k + d) = T(z
−1)Ψ(z−1)yr(k + d), (2.73)
onde d representa a maior poteˆncia de Ψ(z−1) e
P(z−1) = Ip +P1z
−1 + · · ·+PnPz
−nP ,
T(z−1) = T0 +T1z
−1 + · · ·+TnTz
−nT ,
(2.74)
sa˜o filtros de ponderac¸a˜o do controlador GMV, na forma de matrizes
polinomiais.
Em (2.71), ha´ uma nova matriz polinomial, Ψ(z−1), que designa
a matriz interactor do sistema (2.67). A matriz interactor de um sis-
tema multivaria´vel foi introduzida por Wolovich e Falb (1976) como
uma maneira de representar o atraso de transporte de sistemas MIMO.
Sua descric¸a˜o e´ apresentada de maneira resumida na forma de um te-
orema descrito por Coelho (1991):
Teorema 2.1 (Matriz Interactor)
Seja G(z−1) uma matriz de transfereˆncia de um sistema multivaria´vel.
Enta˜o, existe uma matriz polinomial Ψ(z−1) ∈ Rp×p definida por
Ψ(z−1) = H(z−1)D(z−1), (2.75)
onde
H(z−1) =


1 0 · · · 0
h21(z
−1) 1 · · · 0
...
... · · ·
...
hp1(z
−1) hp2(z
−1) · · · 1

 , (2.76)
D(z−1) = diag
[
zd1 zd2 · · · zdp
]
, (2.77)
e hij(z
−1) (i = 1, . . . , p; j = 1, . . . , q) e´ divis´ıvel por z−1 ou e´ nulo, tal
que
lim
z−1→0
Ψ(z−1)G(z−1) = K, (2.78)
sendo K uma matriz na˜o-singular.
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Como foi dito no Cap´ıtulo 1, uma das dificuldades no projeto
do GMV no caso MIMO e´ a na˜o-comutatividade das operac¸o˜es com
matrizes polinomiais. De tal maneira que, ale´m de ser necessa´rio o
ca´lculo da matriz interactor, precisa-se obter as matrizes polinomiais
A∗(z−1) e C∗(z−1), tais que
C(z−1)A∗(z−1) = A(z−1)C∗(z−1), (2.79)
com A∗(0) = Ip, C
∗(0) = Ip; nA∗ = nA, nC∗ = nC (COELHO, 1991).
De maneira ana´loga ao projeto no caso SISO, a informac¸a˜o sobre
yf (k+ d) e´ desconhecida e precisa ser predita. A equac¸a˜o de Diophan-
tine para o caso MIMO e´ dada por
P(z−1)Ψ(z−1)C∗(z−1) = E(z−1)A∗(z−1) + z−dF(z−1), (2.80)
onde
E(z−1) = E0 +E1z
−1 + · · ·+Ed−1z
−(d−1), (2.81)
F(z−1) = F0 + F1z
−1 + · · ·+ FnFz
−nF , (2.82)
nF = max(nP + nC, nA − 1). (2.83)
Reorganizando (2.79), tal que
A∗(z−1)C∗−1(z−1) = C−1(z−1)A(z−1), (2.84)
e substituindo (2.84) em (2.80), sendo (2.80) pre´-multiplicada pela di-
reita por C∗−1(z−1), fornece
P(z−1)Ψ(z−1) =
E(z−1)C−1(z−1)A(z−1) + z−dF(z−1)C∗−1(z−1).
(2.85)
A sa´ıda filtrada e a d-passos a frente, em (2.72), e´ enta˜o
P(z−1)Ψ(z−1)y(k + d) =
E(z−1)C−1(z−1)A(z−1)y(k + d) + z−dF(z−1)C∗−1(z−1)y(k + d).
(2.86)
Comparando (2.86) com (2.67), conclui-se que
yf (k + d) = E(z
−1)C−1(z−1)B(z−1)u(k)
+ F(z−1)C∗−1(z−1)y(k) +E(z−1)ξ(k + d).
(2.87)
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Pode-se dizer que a melhor estimativa da predic¸a˜o de yf (k + d)
ate´ o instante k, ou seja, yˆf (k + d|k), e´ descrita por
yˆf (k + d|k) = E(z
−1)C−1(z−1)B(z−1)u(k) + F(z−1)C∗−1(z−1)y(k),
(2.88)
pois o erro de predic¸a˜o na equac¸a˜o (2.87) e´ caracterizado por
E(z−1)ξ(k + d) = yf (k + d)− yˆf (k + d|k). (2.89)
Assumindo
Σ(z−1) = F(z−1)C∗−1(z−1), (2.90)
Ξ(z−1) = E(z−1)C−1(z−1)B(z−1), (2.91)
o problema de controle GMV no caso MIMO pode ser reescrito atrave´s
de um novo funcional, baseado em informac¸a˜o dispon´ıvel ate´ o instante
k, dado por
J =
∥∥yˆf (k + d|k)− yrf (k + d)∥∥2 + ∥∥Q(z−1)u(k)∥∥2 , (2.92)
que minimizado em relac¸a˜o a u(k), fornece a seguinte lei de controle:
u(k) =
[
QT0Q0 +Ξ
T
0 Ξ0
]−1 {
ΞT0
[
yrf (k + d)−Σ(z
−1)y(k)
]
−
[
QT0 (Q(z
−1)−Q0) +Ξ
T
0 (Ξ(z
−1)−Ξ0)
]
u(k)
}
.
(2.93)
Para finalizar a discussa˜o sobre o problema de controle GMV no
caso MIMO, no contexto de func¸o˜es de transfereˆncia, sa˜o apresentadas
algumas observac¸o˜es:
Observac¸a˜o 1 : o controlador GMV no caso MIMO com ac¸a˜o
incremental via modelo aumentado se da´, analogamente ao caso SISO,
pela considerac¸a˜o do operador ∆ no modelo do sistema que, para o caso
MIMO, torna-se
∆A(z−1)y(k) = B(z−1)∆u(k − d) +C(z−1)ξ(k), (2.94)
∆ = (1− z−1)Ip; (2.95)
Observac¸a˜o 2 : o GMV de ordem mı´nima no caso MIMO, consi-
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dera que as matrizes polinomiais
P(z−1) = T(z−1) = Ip, (2.96)
Q(z−1) = Q0p×q , (2.97)
sendo Q0 ∈ R
+ a matriz de ponderac¸a˜o do sinal de controle, cujos
elementos ponderam as q sa´ıdas do controlador;
Observac¸a˜o 3 : a utilizac¸a˜o da matriz interactor, Ψ(z−1), e´ im-
prescind´ıvel no projeto de controle GMV quando o processo possui
mu´ltiplos atrasos ass´ıncronos e acoplados. Essa matriz condiciona o
modelo do processo a uma descric¸a˜o mais simples para que seja poss´ı-
vel resolver a equac¸a˜o de Diophantine. O projeto de controle GMV no
caso MIMO apresentado neste trabalho, objetiva somente estabelecer
um meio de comparac¸a˜o entre o me´todo cla´ssico de projeto e a pro-
posta no espac¸o de estados. Portanto, os algoritmos para o ca´lculo da
matriz interactor na˜o sa˜o detalhados. Estes podem ser estudados em
Wolovich e Falb (1976), e Coelho (1991);
Observac¸a˜o 4 : quando o sistema MIMO e´ caracterizado por uma
estrutura p× p, cujos atrasos de cada par entrada/sa´ıda esta˜o desaco-
plados, e´ poss´ıvel projetar o controlador GMV no caso MIMO via uma
estrate´gia de mu´ltiplas malhas, resolvendo cada equac¸a˜o de Diophan-
tine relacionada a cada p sub-sistema, como em Yamamoto e Shah
(2004). Essa estrate´gia e´ semelhante ao que e´ apresentado no Cap´ıtulo
4; no entanto, a forma proposta nesse cap´ıtulo resolve o problema em
batelada e sem as Diophantines.
2.3 CONCLUSA˜O
Com base no conteu´do apresentado neste cap´ıtulo, verifica-se que
o projeto de controle GMV, no caso MIMO, em sua forma tradicional
no domı´nio de matrizes polinomiais, na˜o e´ trivial. Existem diversas
etapas de verificac¸a˜o quanto a` comutatividade dos filtros envolvidos,
condicionamento do modelo de projeto em termos do atraso atrave´s
da matriz interactor, ale´m da pro´pria sintonia do controlador que, na˜o
sendo o caso de ordem mı´nima, gera novas equac¸o˜es de Diophantine,
por exemplo, no caso de projetos por alocac¸a˜o de po´los.
O condicionamento do modelo de projeto a partir da matriz in-
teractor nem sempre fornece soluc¸a˜o u´nica. Tambe´m ha´ casos em que
nem todos os pq atrasos do modelo do processo podem ser representados
porΨ(z−1), o que acarreta uma representac¸a˜o aproximada da descric¸a˜o
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dos atrasos do processo para que seja poss´ıvel projetar o controlador.
De maneira similar, as abordagens GMVSS e GMVSF, tambe´m utili-
zam certas aproximac¸o˜es, mas que na˜o dependem do ca´lculo da matriz
interactor e que sera˜o detalhadas nos cap´ıtulos 3 e 4.
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3 GMVSS – GMV NO ESPAC¸O DE ESTADOS
O projeto de controle GMV no espac¸o de estados, GMVSS, sur-
giu a partir da busca por um me´todo de projeto para o MVP que
dispensasse a soluc¸a˜o da equac¸a˜o de Diophantine. A premissa foi a de
que tanto o controle MV, GMV, como o LQG, compartilham algumas
similaridades e sa˜o derivados de uma famı´lia de me´todos de projeto
baseados em variaˆncia mı´nima no contexto da teoria de controle o´timo
e estoca´stico.
Apesar das similaridades entre MV, GMV e LQG, uma das prin-
cipais diferenc¸as, no contexto do escopo deste trabalho, e´ que essas duas
primeiras te´cnicas de controle sa˜o baseadas no domı´nio de func¸o˜es de
transfereˆncia, e o LQG, baseado no domı´nio de representac¸o˜es no es-
pac¸o de estados.
No entanto, e´ poss´ıvel formular o problema de controle MV como
uma soluc¸a˜o particular do LQG para realimentac¸a˜o de sa´ıda, traba-
lhando com modelos no espac¸o de estados, tal como mostrou Kwong
(1987). De forma similar, Inoue et al. (2001) apresentaram o controla-
dor GMV como sendo um compensador dinaˆmico preditivo, composto
de um estimador de estados de ordem reduzida e um controlador por
realimentac¸a˜o de estados estimados. Isto significa que o princ´ıpio da
separac¸a˜o e´ va´lido para o MV e GMV, permitindo que estes sejam des-
critos de forma semelhante ao LQG e projetados a partir de modelos
no espac¸o de estados.
A te´cnica de projeto adotada na proposta do GMVSS segue na
direc¸a˜o do princ´ıpio da separac¸a˜o e na equivaleˆncia de uma soluc¸a˜o par-
ticular do Filtro de Kalman que recai no problema do MVP de 1-passo
a frente (BITMEAD; GEVERS; WERTZ, 1990; LI; EVANS; WITTENMARK,
1997).
As principais diferenc¸as do GMVSS em relac¸a˜o ao projeto do
GMV no espac¸o de estados de Inoue et al. (2001) sa˜o: a simplicidade
no desenvolvimento, a possibilidade de utilizar filtros generalizados de
ponderac¸a˜o do sinal de sa´ıda a partir do Filtro de Kalman e que na˜o ha´
necessidade de resolver a Diophantine. De fato, mostra-se que o me´todo
de projeto do GMVSS resolve, de maneira intr´ınseca, a equac¸a˜o de
Diophantine. Isto significa que o procedimento de projeto implementa,
indiretamente, um algoritmo anal´ıtico de soluc¸a˜o da Diophantine do
MVP.
Deve-se ter em mente que os me´todos GMVSS, o de Kwong
(1987) e Inoue et al. (2001), sa˜o equivalentes aos seus homo´logos no
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domı´nio de func¸o˜es de transfereˆncia. Portanto, as mesmas restric¸o˜es e
vantagens do controlador GMV de Clarke e Gawthrop (1975) se man-
teˆm. O que muda e´ o procedimento de projeto e a adic¸a˜o do conceito
de varia´veis de estado no problema. No caso do GMVSS a ide´ia e´ a sim-
plificac¸a˜o do procedimento de projeto para processos de ordem elevada
e longos atrasos de transporte.
Este cap´ıtulo foi baseado no artigo de Silveira e Coelho (2011a).
Buscou-se manter uma organizac¸a˜o semelhante e, certas equac¸o˜es men-
cionadas no Cap´ıtulo 2, sera˜o repetidas para garantir que o leitor possa
fazer ra´pida refereˆncia. Enta˜o, os seguintes to´picos sa˜o abordados: re-
visa˜o sucinta do GMV cla´ssico; MVP no domı´nio das func¸o˜es de trans-
fereˆncia; MVP no espac¸o de estados; soluc¸a˜o intr´ınseca da equac¸a˜o de
Diophantine; controlador GMVSS; exemplos de simulac¸a˜o.
3.1 REVISA˜O SUCINTA DA TEORIA DE CONTROLE GMV
Considerando um modelo SISO, ARMAX, descrito por
A(z−1)y(k) = z−dB(z−1)u(k) + C(z−1)ξ(k), (3.1)
A(z−1) = 1 + a1z
−1 + a2z
−2 + · · ·+ anaz
−na ,
B(z−1) = b0 + b1z
−1 + · · ·+ bnbz
−nb ,
C(z−1) = 1 + c1z
−1 + c2z
−2 + · · ·+ cncz
−nc ,
(3.2)
o problema de controle GMV, estabelece que uma sa´ıda generalizada,
φ(k + d) =
P (z−1)y(k + d)− T (z−1)yr(k + d) +Q(z
−1)u(k),
(3.3)
deve ser minimizada a partir do funcional
J = E[φ2(k + d)]. (3.4)
Para simplificar a ana´lise, a sa´ıda generalizada em (3.3) e´ rede-
finida por
φ(k + d) = y(k + d)− yr(k + d) + λu(k), (3.5)
considerando apenas um controlador GMV de ordem mı´nima, com o
escalar λ ponderando o sinal de controle u(k).
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Em (3.5), a sequ¨eˆncia de refereˆncia no futuro, yr(k + d), e´ su-
posta conhecida a priori, mas na˜o se conhece y(k + d). Isto acarreta
o problema de predizer a sa´ıda a d-passos a frente para compensar o
atraso de transporte.
3.2 MVP VIA FUNC¸O˜ES DE TRANSFEREˆNCIA
Avanc¸ando a equac¸a˜o (3.1) d-passos a frente, fornece
y(k + d) =
B(z−1)
A(z−1)
u(k) +
C(z−1)
A(z−1)
ξ(k + d), (3.6)
tal que,
C(z−1)
A(z−1)
ξ(k + d) =
F (z−1)
A(z−1)
ξ(k)︸ ︷︷ ︸
presente
+E(z−1)ξ(k + d)︸ ︷︷ ︸
futuro
, (3.7)
C(z−1) = A(z−1)E(z−1) + z−dF (z−1). (3.8)
Estima-se que a predic¸a˜o de y(k+d), utilizando dados dispon´ıveis
ate´ o instante k, e´ dada por
yˆ(k + d|k) =
B(z−1)
A(z−1)
u(k) +
F (z−1)
A(z−1)
ξ(k), (3.9)
e que o erro de estimac¸a˜o e´
e(k + d) = E(z−1)ξ(k + d) = y(k + d)− yˆ(k + d|k). (3.10)
A equac¸a˜o do MVP no domı´nio de representac¸o˜es via func¸o˜es de
transfereˆncia pode ser reescrita levando-se em considerac¸a˜o o erro de
estimac¸a˜o, tal que
yˆ(k + d|k) =
B(z−1)E(z−1)
C(z−1)
u(k) +
F (z−1)
C(z−1)
y(k), (3.11)
dependente apenas das informac¸o˜es no presente e no passado. O con-
trolador GMV e´ enta˜o desenvolvido a partir de uma nova sa´ıda gene-
ralizada, dada por
φˆ(k + d|k) = yˆ(k + d|k)− yr(k + d) + λu(k). (3.12)
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3.3 MVP NO ESPAC¸O DE ESTADOS
Uma descric¸a˜o no espac¸o de estados do modelo ARMAX em (3.1)
pode ser representada pelas na varia´veis de estado (SILVEIRA; COELHO,
2011a)
x1(k) = −a1x1(k − 1) + x2(k − 1) + b0u(k − d)
+ (c1 − a1)ξ(k − 1)
x2(k) = −a2x1(k − 1) + x3(k − 1) + b1u(k − d)
+ (c2 − a2)ξ(k − 1)
...
xna(k) = −anax1(k − 1) + b(na−1)u(k − d)
+ (cna − ana)ξ(k − 1)
tal que y(k) = x1(k)+ξ(k) seja equivalente a (3.1) e o modelo no espac¸o
de estados, denotado por
x(k) = Ax(k − 1) +Bu(k − d) + Γξ(k − 1), (3.13)
y(k) = Cx(k) + ξ(k), (3.14)
onde as matrizes A, B, Γ, C, sa˜o descritas por
A =
[
−a
I(na−1)
01×(na−1)
]
, (3.15)
B =
[
b
0(na−nb)×1
]
, (3.16)
Γ =
[
(c1 − a1) (c2 − a2) · · · (cna − ana)
]T
, (3.17)
C =
[
1 01×(na−1)
]
, (3.18)
sendo aT =
[
a1 a2 · · · ana
]
, bT =
[
b0 b1 · · · bnb
]
.
Avanc¸ando (3.14) d-passos a frente, fornece
y(k + d) = Cx(k + d) + ξ(k + d), (3.19)
onde uma expressa˜o geral para x(k + d) e´ obtida avanc¸ando-se (3.13)
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de tal maneira que,
x(k) = Ax(k − 1) +Bu(k − d) + Γξ(k − 1)
x(k + 1) = Ax(k) +Bu(k − d+ 1) + Γξ(k)
x(k + 2) = A2x(k) +ABu(k − d+ 1) +AΓξ(k)
+Bu(k − d+ 2) + Γξ(k + 1)
...
x(k + d) = Adx(k) +
d∑
i=1
A(d−i)Bu(k − d+ i)
+
d∑
i=1
A(d−i)Γξ(k − 1 + i)
(3.20)
Como o vetor de estados x(k) na˜o esta´ sendo completamente
medido, ele deve ser estimado para alimentar diretamente (3.20). Em
Li, Evans e Wittenmark (1997), uma soluc¸a˜o particular do Filtro de
Kalman foi apresentada como sendo equivalente ao MVP de 1-passo a
frente. Diz-se enta˜o que o vetor de estados estimados,
x¯(k + 1) = (A− ΓC)x¯(k) +Bu(k − d+ 1) + Γy(k), (3.21)
obtido pela substituic¸a˜o de ξ(k) = y(k) − Cx¯(k) de (3.14) em (3.13),
fornece a sa´ıda predita,
yˆ(k + 1|k) = Cx¯(k + 1), (3.22)
equivalente ao MVP de 1-passo a frente baseado em (3.11).
A garantia de estabilidade e de convergeˆncia do estimador e´ ana´-
loga ao exposto por A˚stro¨m e Wittenmark (1973) e tambe´m em (2.19)
no Cap´ıtulo 2, ou seja, os polinoˆmios A(z−1) e C(z−1) de (3.1) preci-
sam ser esta´veis para garantir que os autovalores de (A− ΓC) tambe´m
sejam esta´veis. Quando este na˜o for o caso, ha´ a necessidade de proje-
tar um estimador esta´vel, tal como no projeto de um filtro P (z−1) em
(2.19), mas isto e´ discutido somente no Cap´ıtulo 4, pois faz parte de
uma das contribuic¸o˜es do controlador GMVSF.
Substituindo-se x¯(k) em (3.20), a sa´ıda predita em (3.19) torna-
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se igual a
y(k + d) = CAdx¯(k) +
d∑
i=1
CA(d−i)Bu(k − d+ i)
+
d∑
i=1
CA(d−i)Γξ(k − 1 + i) + ξ(k + d),
(3.23)
sob a influeˆncia de ac¸o˜es no presente e no futuro de ξ(k), explicitamente
representada pelos termos de
d∑
i=1
CA(d−i)Γξ(k − 1 + i) + ξ(k + d) = CA(d−1)Γξ(k)︸ ︷︷ ︸
presente
+CA(d−2)Γξ(k + 1) +CA(d−3)Γξ(k + 2) + · · ·︸ ︷︷ ︸
futuro
+CA0Γξ(k + d− 1) + ξ(k + d)︸ ︷︷ ︸
futuro
(3.24)
De maneira similar ao que foi feito no Cap´ıtulo 2, Sec¸a˜o 2.1.1, a
melhor informac¸a˜o dispon´ıvel sobre ξ(k) esta´ ligada a medidas passadas
e ate´ o instante k, e a sa´ıda estimada a d-passos a frente e´ enta˜o reescrita
como
yˆ(k + d|k) = CAdx¯(k) +
d∑
i=1
CA(d−i)Bu(k − d+ i)
+CA(d−1)Γξ(k).
(3.25)
No entanto, sabe-se que ξ(k) = y(k)−Cx¯(k), enta˜o o MVP no espac¸o
de estados pode ser reescrito da seguinte forma:
yˆ(k + d|k) = Cxˆ(k + d|k) = (CAd −CA(d−1)ΓC)x¯(k)
+
d∑
i=1
CA(d−i)Bu(k − d+ i) +CA(d−1)Γy(k).
(3.26)
Exemplo 3.1 (MVP no espac¸o de estados) Considerando um mo-
delo ARMAX de segunda ordem baseado em (3.1) e com d = 1 para
simplificar a ana´lise, a equac¸a˜o do MVP no espac¸o de estados e´ expan-
dida para mostrar que (3.25) e´ equivalente a (3.9), e consequentemente,
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(3.26) a (3.11). A soluc¸a˜o da equac¸a˜o de Diophantine para o problema
em questa˜o e´
E(z−1) = 1,
F (z−1) = (c1 − a1) + (c2 − a2)z
−1.
(3.27)
Isolando-se o vetor de estados na equac¸a˜o do Filtro de Kalman,
verifica-se que
x¯(k) = (I−Az−1)−1[Bu(k − 1) + Γξ(k − 1)], (3.28)
onde
(I−Az−1)−1 =
adj(I−Az−1)
A(z−1)
=
[
1 z−1
−a2z
−1 1 + a1z
−1
]
A(z−1)
.
A equac¸a˜o (3.28) e´ substitu´ıda no MVP no espac¸o de estados em
(3.26). A sa´ıda predita enta˜o se torna
A(z−1)yˆ(k + 1|k) = [(−a1z
−1 − a2z
−2)b0 + b1z
−1]u(k)
+ [(−a1z
−1 − a2z
−2)(c1 − a1) + (c2 − a2)z
−1]ξ(k)
+A(z−1)[b0u(k) + (c1 − a1)ξ(k)].
(3.29)
Como, 1−A(z−1) = −a1z
−1−a2z
−2, e comparando (3.29) com os resul-
tados da Diophantine em (3.27), o MVP no espac¸o de estados reproduz
os resultados do preditor via func¸o˜es de transfereˆncia, representado por
A(z−1)yˆ(k + 1|k) = (b0 + b1z
−1)u(k) + (f0 + f1z
−1)ξ(k). (3.30)
3.4 SOLUC¸A˜O INTRI´NSECA DA EQUAC¸A˜O DE DIOPHANTINE
O MVP no espac¸o de estados mostrado em (3.26) rete´m, intrin-
secamente, uma forma de soluc¸a˜o anal´ıtica da equac¸a˜o de Diophantine
utilizada no projeto via func¸o˜es de transfereˆncia do controlador GMV,
mostrada em (3.8).
Reescrevendo-se (3.26) de maneira a visualiza´-la como um pre-
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ditor de estados MV, tal que
xˆ(k + d|k) = (Ad − FC)x¯(k)
+
d∑
i=1
A(d−i)Bu(k − d+ i) + Fy(k),
(3.31)
com F = A(d−1)Γ sendo o ganho do preditor de estados MV a fil-
trar y(k), tornando evidente que F e´ responsa´vel pela func¸a˜o do filtro
F (z−1), i.e.,
FT =
[
f0 f1 · · · f(na−1)
]
. (3.32)
De forma similar, recorrendo aos termos no futuro relativos a
ξ(k) em (3.24) e comparando-os com (3.7), e´ poss´ıvel explicar E(z−1)
deslocando-se (3.7) d-passos atra´s para obter o filtro
E(z−1) = 1 +CA0Γz−1 +CA1Γz−2 + · · ·
+CA(d−2)Γz−(d−1).
(3.33)
O procedimento de projeto do MVP no espac¸o de estados fornece,
de forma natural, um algoritmo de soluc¸a˜o para a equac¸a˜o de Diophan-
tine do controlador GMV no caso cla´ssico via func¸o˜es de transfereˆncia.
3.5 CONTROLADOR GMVSS
Revisando o que foi feito ate´ este momento, o procedimento de
projeto e´ baseado na alimentac¸a˜o direta dos estados estimados pelo
Filtro de Kalman,
x¯(k) = (A− ΓC)x¯(k − 1) +Bu(k − d) + Γy(k − 1), (3.34)
na sa´ıda predita,
yˆ(k + d|k) = (CAd −CFC)x¯(k)
+
d∑
i=1
CA(d−i)Bu(k − d+ i) +CFy(k).
(3.35)
Recorrendo-se a revisa˜o sucinta da teoria de controle GMV feita
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na Sec¸a˜o 3.1, a sa´ıda generalizada modifica-se para,
φˆ(k + d|k) = yˆ(k + d|k)− yr(k + d) + λu(k), (3.36)
a qual e´ baseada em medidas ate´ o instante k e uma sequ¨eˆncia de
refereˆncia futura conhecida, o que leva funcional do GMV a ser reescrito
como
J¯ = φˆ2(k + d|k), (3.37)
pois a esperanc¸a matema´tica E[φˆ2(k + d|k)] = φˆ2(k + d|k).
Minimizando (3.37) em relac¸a˜o a u(k), i.e.,
∂J¯
/
∂u(k) = 0,
produz a lei de controle do GMVSS de ordem mı´nima,(
d∑
i=1
CA(d−i)Bz−(d−i) + λ
)
u(k) =
yr(k + d)− (CA
d −CFC)x¯(k)−CFy(k).
(3.38)
Exemplo 3.2 (Lei de controle GMVSS) Considerando um modelo
de primeira ordem baseado em (3.1) e com d = 2, para simplificar os
ca´lculos, e´ poss´ıvel mostrar que (3.38) e´ equivalente a lei de controle do
GMV de ordem mı´nima representado no domı´nio de func¸o˜es de trans-
fereˆncia. A soluc¸a˜o da equac¸a˜o de Diophantine para o sistema sob
ana´lise e´
E(z−1) = c1 − a1,
F (z−1) = −a1(c1 − a1).
(3.39)
A partir de (3.34), o vetor de estados estimados pelo Filtro de
Kalman e´
x¯(k) =
1
C(z−1)
[
b0z
−2u(k) + (c1 − a1)z
−1y(k)
]
. (3.40)
Pela substituic¸a˜o de (3.40) em (3.38), e expandindo todos os seus ter-
mos e comparando-os com (3.39), produz a mesma equac¸a˜o da lei de
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controle apresentada no Cap´ıtulo 2, em (2.51), dada por
u(k) =
C(z−1)yr(k + d)− F (z
−1)y(k)
B(z−1)E(z−1) + λC(z−1)
. (3.41)
Na Tab. 3 apresenta-se um resumo dos principais passos de
projeto do GMVSS em comparac¸a˜o com o GMV via func¸o˜es de trans-
fereˆncia.
Tabela 3 – Principais passos de projeto do GMVSS e GMV.
GMVSS
1. Definir o modelo no espac¸o de estados como em (3.13) e (3.14);
2. Definir o Filtro de Kalman,
x¯(k) = (A− ΓC)x¯(k − 1) +Bu(k − d) + Γy(k − 1);
3. Calcular o ganho do MVP no espac¸o de estados, F = A(d−1)Γ;
4. Calcular o lado esquerdo de (3.38), i.e.,
d∑
i=1
CA(d−i)Bz−(d−i).
GMV
1. Definir o modelo em func¸o˜es de transfereˆncia como em (3.1);
2. Resolver a equac¸a˜o de Diophantine do MVP,
C(z−1) = A(z−1)E(z−1) + z−dF (z−1);
3. Calcular o polinoˆmio do controlador a partir de (3.41),
R(z−1) = B(z−1)E(z−1) + λC(z−1).
3.6 EXEMPLOS DE SIMULAC¸A˜O
3.6.1 Controle de posic¸a˜o angular do PAM
Um dos motivos deste exemplo e´ mostrar, via simulac¸a˜o, que os
resultados do GMVSS sa˜o os mesmo do GMV no domı´nio de func¸o˜es
de transfereˆncia mesmo quando sujeitos a atrasos de transporte longos,
haja vista que os exemplos em Exemplo 3.1 e Exemplo 3.2, contaram
apenas com atrasos curtos para simplificar os ca´lculos, tal como apre-
sentado em Silveira e Coelho (2011a).
A planta considerada na simulac¸a˜o e´ o PAM, descrito no Cap´ıtulo
1, mas neste exemplo utilizado com um atraso de transporte fict´ıcio de
10 amostras (d = 10). O modelo ARMAX discreto do PAM, para
um per´ıodo de amostragem Ts = 0.1 s, e´ denotado pelos seguintes
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polinoˆmios:
A(z−1) = 1− 1.8840z−1 + 0.9230z−2,
B(z−1) = 0.0155 + 0.0151z−1,
C(z−1) = 1− 0.8672z−1.
(3.42)
O objetivo de controle e´ o rastreamento de uma sequ¨eˆncia de
refereˆncia de posic¸a˜o angular, designada em uma faixa em tensa˜o entre
0 e 5 V, que tambe´m e´ a mesma faixa da sa´ıda y(k) e da entrada u(k).
O PAM e´ simulado sob a influeˆncia de uma sequ¨eˆncia do tipo ru´ıdo
branco, ξ(k), de me´dia nula e variaˆncia σξ
2 = 0.0025.
Os polinoˆmios em (3.42) sa˜o utilizados para simular a planta,
mas o modelo de projeto e´ a versa˜o aumentada de (3.42) com a adi-
c¸a˜o do operador ∆, configurando uma descric¸a˜o ARIMAX para que
o controlador obtenha a ac¸a˜o incremental de forma natural, para que
o erro de rastreamento em regime permanente seja nulo. O modelo
aumentado e´ descrito por
∆A(z−1)y(k) = B(z−1)∆u(k − d) + C(z−1)ξ(k), (3.43)
sendo ∆ = 1− z−1 e, consequentemente, a lei de controle e´ obtida em
func¸a˜o de ∆u(k), mas o sinal de controle a ser aplicado na planta e´
u(k) = u(k − 1) + ∆u(k). (3.44)
Para facilitar a reproduc¸a˜o deste exemplo, a soluc¸a˜o da equac¸a˜o
de Diophantine para o projeto no domı´nio de func¸o˜es de transfereˆncia
e´ fornecida:
E(z−1) = 1 + 2.0168z−1 + 3.0095z−2 + 3.9411z−3
+ 4.7801z−4 + 5.5009z−5 + 6.0844z−6
+ 6.5186z−7 + 6.7978z−8 + 6.9233z−9, (3.45)
F (z−1) = 6.9019− 13.1592z−1 + 6.3902z−2. (3.46)
Utilizando o fator de ponderac¸a˜o do sinal de controle, λ = 15,
os resultados de simulac¸a˜o coincidiram perfeitamente para o GMVSS
e GMV, tal como pode ser visto nas figuras 15 e 16. Este resultado
e´ tambe´m apoiado pela exata equivaleˆncia das variaˆncias dos sinais de
sa´ıda e entrada, respectivamente dadas por: σ2y = 1.2963 e σ
2
u = 1.8944.
Uma ressalva deve ser feita sobre a inicializac¸a˜o do algoritmo
de simulac¸a˜o. Observe na Fig. 15, que o sinal de refereˆncia yr(k) foi
86
0 10 20 30 40 50 60 70 80
0
1
2
3
4
5
Tempo (s)
y(t
)
 
 
y
r
(t)
GMV
GMVSS
Figura 15 – Sinais de sa´ıda do PAM para as simulac¸o˜es com GMV e
GMVSS.
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Figura 16 – Sinais de controle das simulac¸o˜es com GMV e GMVSS.
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mantido em zero durante os segundos iniciais de simulac¸a˜o, ou mais
precisamente, durante as d amostras iniciais. O motivo foi garantir que
a simulac¸a˜o do GMV e do GMVSS fossem igualmente inicializadas,
pois o GMVSS calcula a lei de controle baseando-se em yr(k+ d), x¯(k)
e y(k), enquanto que o GMV cla´ssico, faz o ca´lculo baseando-se em
C(z−1)yr(k+ d) e y(k). Isso significa que x¯(k) e´ inicializado com valor
nulo, consequentemente, na˜o considera os valores passados de yr(k) tal
como em C(z−1)yr(k + d).
3.6.2 Modelo benchmark com atraso longo
Neste segundo exemplo, a maior preocupac¸a˜o e´ apresentar um
co´digo de programac¸a˜o para o algoritmo do GMVSS, aplicado a um
problema de controle de processos t´ıpico, para enfatizar a forma simples
e direta do projeto e implementac¸a˜o dos resultados apresentados neste
cap´ıtulo.
O problema selecionado e´ o processo benchmark de A˚stro¨m e
Ha¨gglund (2000) apresentado em (1.8) no Cap´ıtulo 1. O equivalente
discreto (via ZOH) para esse sistema, considerando um per´ıodo de
amostragem Ts = 0.1 s, e´ descrito por
A(z−1) = 1− 2.7145z−1 + 2.4562z−2 − 0.7408z−3,
B(z−1) = (0.1547 + 0.5740z−1 + 0.1331z−2)×10−3,
C(z−1) = 1,
(3.47)
com um atraso de transporte discreto, consideravelmente longo, de 151
amostras (d = 151).
Para garantir erro nulo em regime permanente para o problema
de rastreamento de refereˆncia, (3.47) e´ aumentado com a inclusa˜o do
operador ∆ no modelo de projeto. Uma outra observac¸a˜o e´ que ξ(k)
e´ nulo durante todos os instantes da simulac¸a˜o, de maneira a fornecer
uma melhor apresentac¸a˜o dos resultados gra´ficos, enfatizando apenas a
compensac¸a˜o do longo atraso de transporte.
Na Tab. 4, mostra-se de maneira suma´ria o co´digo essencial
(escrito para MATLAB, mas de fa´cil portabilidade) para a implemen-
tac¸a˜o do GMVSS, considerando que o modelo no espac¸o de estados
esta´ dispon´ıvel pelo uso apropriado da forma canoˆnica apresentada em
(3.15–3.18). O co´digo da Tab. 4 e´ detalhado a seguir:
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• Linha 1: responsa´vel pelo ca´lculo do ganho do MVP no espac¸o
de estados, F;
• Linhas 2 e 3: produzem um vetor dos termos de CA(d−i)B, refe-
rentes ao lado esquerdo da expressa˜o em (3.38);
• Linha 4: o loop de controle inicia neste ponto;
• Linha 5: estima o vetor de estados do Filtro de Kalman;
• Linhas 6 e 7: produzem um vetor composto pelos valores passados
de ∆u(k) – i.e., termos de ∆u(k − d + i) do lado esquerdo da
expressa˜o em (3.38);
• Linha 8: ca´lculo da lei de controle em func¸a˜o de ∆u(k);
• Linha 9: ca´lculo do sinal de controle enviado a planta.
Tabela 4 – Co´digo de implementac¸a˜o do GMVSS.
1 – F = Aˆ(d-1)*G; % G e´ o vetor Gamma
2 – Usum=[]; % Somato´rio dos C*Aˆ(d-i)*B
3 – for i=1:d-1, Usum=[Usum C*Aˆ(d-i)*B]; end
4 – for k=start time:end time, % Control loop
5 – x(:,:,k)=(A-G*C)*x(:,:,k-1)+B*du(k-d)+G*y(k-1);
6 – Usumk=[]; % Somato´rio dos du(k-d+i)
7 – for i=1:d-1, Usumk=[Usumk ; du(k-d+i)]; end
8 – du(k)=1/(C*B+λ)*(-Usum*Usumk+yr(k+d) ...
-(C*Aˆd -C*F*C)*x(:,:,k) -C*F*y(k));
9 – u(k)=u(k-1)+du(k);
10 – end
Utilizando uma ponderac¸a˜o do sinal de controle, λ = 50, para o
GMVSS projetado e implementado com o co´digo da Tab. 4, foram ob-
tidos os resultados apresentados na Fig. 17, onde tanto o sinal de sa´ıda
como o sinal de controle foram apresentados juntamente com o sinal de
refereˆncia para enfatizar a compensac¸a˜o do atraso de transporte.
89
0 20 40 60 80 100 120
0
0.5
1
1.5
2
2.5
y(t
)
 
 
y
r
(k)
y(k)
0 20 40 60 80 100 120
0
0.5
1
1.5
2
2.5
u
(t)
Tempo (s)
 
 
y
r
(k)
u(k)
Figura 17 – Compensac¸a˜o do longo atraso de transporte do modelo
benchmark utilizando GMVSS.
3.7 CONCLUSA˜O
Neste cap´ıtulo, uma nova te´cnica de controle GMV no espac¸o de
estados foi apresentada. O novo me´todo proposto teve como objetivo
trazer o conceito de varia´veis de estado para o problema de controle
GMV, buscando-se simplificar a te´cnica de projeto no tratamento de
modelos de ordem elevada e atrasos de transporte longos a partir da
eliminac¸a˜o da equac¸a˜o de Diophantine como parte do projeto.
Apesar da soluc¸a˜o de forma expl´ıcita da Diophantine na˜o ser
necessa´ria, mostrou-se que sua soluc¸a˜o esta´ intrinsecamente presente
nos ganhos do MVP no espac¸o de estados e tambe´m como e´ poss´ıvel
extrair os resultados para a composic¸a˜o dos filtros do GMV cla´ssico.
Portanto, parte do me´todo de projeto do GMVSS pode ser usado como
um algoritmo de soluc¸a˜o da Diophantine do MVP, contribuindo, assim,
tambe´m para o projeto no domı´nio de func¸o˜es de transfereˆncia.
No in´ıcio deste cap´ıtulo, fez-se algumas simplificac¸o˜es no pro-
blema de controle GMV para proporcionar o fa´cil desenvolvimento e
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entendimento sobre o GMVSS. Por exemplo, a sa´ıda generalizada em
(3.3) foi simplificada para a que e´ mostrada em (3.5), onde considerou-
se que P (z−1) = T (z−1) = 1 e Q(z−1) = λ, caracterizando apenas
o caso do controlador GMV de ordem mı´nima. No entanto, o pro-
blema completo, para quando os filtros de sa´ıda e refereˆncia, P (z−1) e
T (z−1), sa˜o diferentes de um, tambe´m pode ser resolvido. Quando este
e´ o caso, sabe-se que a ordem de F (z−1) deixa de ser na − 1, mas sim
max(np + nc, np¯ + na − 1). Como o ganho F do MVP no espac¸o de
estados tem relac¸a˜o direta com o polinoˆmio F (z−1), o modelo definido
no espac¸o de estados deve incorporar as caracter´ısticas do filtro P (z−1).
Apesar da soluc¸a˜o geral do GMVSS ser garantida a partir da
incorporac¸a˜o de P (z−1) na descric¸a˜o do modelo de projeto no espac¸o
de estados, ha´ uma forma bem mais elegante de tratar o problema.
O GMVSS depende diretamente dos estados estimados a partir de um
Filtro de Kalman e, portanto, ha´ como considerar as caracter´ısticas do
filtro P (z−1) no pro´prio Filtro de Kalman. No entanto, isto acarreta
uma soluc¸a˜o diferenciada do ganho do Filtro de Kalman, ou seja, este
deixa de ser equivalente a Γ.
A relac¸a˜o estabelecida entre o Filtro de Kalman e o MVP neste
cap´ıtulo abre uma grande gama de me´todos de projeto alternativos para
o filtro de sa´ıda do controlador GMV, aumentando o grau de liberdade
do projetista em relac¸a˜o ao controlador GMV de ordem mı´nima, a par-
tir do projeto do Filtro de Kalman como parte da etapa de sintonia
do GMV. Este e´ um dos assuntos propostos e discutidos no Cap´ıtulo
4, quando a te´cnica de controle GMV no espac¸o de estados e´ esten-
dida para o caso de realimentac¸a˜o total de estados e engloba o caso
multivaria´vel.
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4 GMVSF – CONTROLE GMV VIA
REALIMENTAC¸A˜O DE ESTADOS ESTIMADOS POR
FILTRO DE KALMAN
Neste cap´ıtulo, o controlador GMV e´ apresentado no domı´nio de
representac¸o˜es no espac¸o de estados, beneficiando-se da equivaleˆncia
de seu MVP a uma soluc¸a˜o particular do Filtro de Kalman, a qual
caracteriza uma atraente abordagem por evitar a soluc¸a˜o da equac¸a˜o
de Diophantine.
O procedimento de projeto se baseia na caracter´ıstica de que a
estrutura do controlador e´ herdada do modelo de projeto, onde varia´veis
de estado estimadas, com significado ou comportamento f´ısico compre-
ens´ıvel, entram na s´ıntese de uma lei de controle por realimentac¸a˜o de
estados estimados.
A complexidade da estrutura do controlador e´ enta˜o ditada pela
complexidade do modelo de projeto, mas o procedimento de sintonia,
mesmo para sistemas multivaria´veis e com mu´ltiplos atrasos de trans-
porte, e´ fact´ıvel de ser executado com certa simplicidade, tal como a
sintonia de controladores de ordem fixa apresentados no Cap´ıtulo 2.
A principal ide´ia do controlador GMVSF esta´ focada no con-
trolador GMV de ordem mı´nima, o qual e´ sintonizado por um u´nico
paraˆmetro escalar que pondera a energia empregada no sinal de con-
trole. Mas como o conceito de varia´veis de estado e´ introduzido, a lei
de controle resultante e´ uma composic¸a˜o de diversos GMVs de ordem
mı´nima, um para cada varia´vel de estado considerada no problema, se-
melhante ao que foi apresentado na Sec¸a˜o 2.1.6, no Cap´ıtulo 2, sobre
controle GMV via infereˆncia de varia´veis observadas.
A base para o desenvolvimento do GMVSF sa˜o os resultados es-
tabelecidos no Cap´ıtulo 3 sobre o procedimento de projeto do GMVSS.
Mostrou-se que este procedimento difere do original apresentado por
Clarke e Gawthrop (1975), ou mesmo do homo´logo de Inoue et al.
(2001), mas fornecendo exatamente os mesmos resultados.
A contribuic¸a˜o mais significativa do GMVSS para este cap´ıtulo e´
a simplicidade de obtenc¸a˜o do preditor devido a auseˆncia da equac¸a˜o de
Diophantine no procedimento de projeto. Ao contra´rio do projeto cla´s-
sico, a Diophantine e´ resolvida indiretamente e de maneira natural pela
pro´pria formulac¸a˜o do problema, a partir do Filtro de Kalman obtido
diretamente do modelo ARMAX no espac¸o de estados, dispensando
tambe´m a soluc¸a˜o da equac¸a˜o a diferenc¸as de Riccati para calcular o
ganho de Kalman (BITMEAD; GEVERS; WERTZ, 1990).
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Ja´ no GMVSF, uma das ide´ias chave e´ aumentar o grau de liber-
dade de sintonia do GMV de ordem mı´nima a partir da manipulac¸a˜o
do projeto do Filtro de Kalman e, consequ¨entemente, a obtenc¸a˜o direta
do ganho de Kalman a partir da representac¸a˜o ARMAX no espac¸o de
estados deixa de ser fact´ıvel. Tambe´m e´ importante destacar que o mo-
delo ARMAX no espac¸o de estados e´ atraente em termos da construc¸a˜o
desse modelo a partir das representac¸o˜es via func¸o˜es de transfereˆncia,
mas varia´veis de estado na˜o medidas do modelo ARMAX – estimadas
a partir da sa´ıda medida – geralmente na˜o sa˜o assintoticamente esta´-
veis. Ou seja, quando a sa´ıda medida estabiliza e se torna constante,
as varia´veis estimadas na˜o tendem a zero.
As varia´veis de estado estimadas de um modelo ARMAX nor-
malmente na˜o possuem significado ou comportamento f´ısico apropriado
para serem consideradas em um problema de controle por realimenta-
c¸a˜o de estados como os que o GMVSF se propo˜e a realizar. Normal-
mente estas varia´veis estimadas correspondem simplesmente a valores
passados da sa´ıda medida, enquanto que a prioridade para o projeto
do GMVSF e´ o controle por realimentac¸a˜o da sa´ıda medida mais da
velocidade e/ou acelerac¸a˜o dessa sa´ıda medida.
Tambe´m e´ interessante mencionar o quanto e´ comum representar
uma variedade de sistemas com a finalidade de utilizac¸a˜o em projeto
de controladores, por um u´nico modelo (ou matriz de modelos) tipo
FOPDT ou SOPDT sem a parte me´dia-mo´vel (MA, Moving-Average),
e quando a te´cnica de controle e´ estoca´stica, tal como o GMV, a parcela
MA e´ considerada igual a um. Consequ¨entemente, o filtro de predic¸a˜o e´
totalmente baseado apenas na parte auto-regressiva (AR) e no horizonte
de predic¸a˜o. Em outras palavras, o filtro de predic¸a˜o obtido nessas
circunstaˆncias pode ter pobres caracter´ısticas de filtragem devido a falta
da parcela MA no projeto e, para que seja poss´ıvel filtrar perturbac¸o˜es
de alta frequ¨eˆncia, a largura de banda do controlador devera´ sofrer uma
grande reduc¸a˜o e consequ¨ente perda de desempenho.
No entanto, tal como foi apresentado no Cap´ıtulo 2, sabe-se que
o filtro de predic¸a˜o de um controlador GMV pode ser aumentado por
um filtro de sa´ıda quando necessa´rio, mesmo sem uma parcela MA
adequadamente modelada. Isto e´ de fato, um procedimento comum em
projeto de controle GMV no domı´nio de func¸o˜es de transfereˆncia, onde
o filtro de sa´ıda e´ obtido com base em um modelo de refereˆncia dado
por uma func¸a˜o de transfereˆncia de malha fechada, ou seja, o me´todo de
alocac¸a˜o de po´los abordado no Cap´ıtulo 2. Esta abordagem e´ ra´pida e
eficiente para sistemas SISO com atraso de transporte de tempo curto,
mas muito complicada para sistemas MIMO com atrasos mu´ltiplos, tal
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como foi destacado na Sec¸a˜o 2.2, no Cap´ıtulo 2.
O Filtro de Kalman e´ comumente aplicado para a soluc¸a˜o de pro-
blemas em filtragem e estimac¸a˜o de sistemas MIMO, tambe´m sabe-se
que o MVP de 1-passo a frente e´ uma soluc¸a˜o particular do Filtro de
Kalman (LI; EVANS; WITTENMARK, 1997). De tal maneira que, no Ca-
p´ıtulo 3, se estabeleceu a relac¸a˜o apropriada do ganho o´timo de Kalman
dentro das equac¸o˜es do problema de controle GMV, abrindo caminho
para que as te´cnicas de filtragem e estimac¸a˜o de Kalman contribuam
com a teoria de controle GMV.
O escopo deste cap´ıtulo e´ enta˜o complementar com o caso de rea-
limentac¸a˜o total de estados estimados, o que foi iniciado com o GMVSS
para o caso de realimentac¸a˜o de sa´ıda. Apresenta-se tambe´m o projeto
do preditor com projeto de filtro integrado, o que e´ uma caracter´ıstica
interessante, pois a maioria dos controladores preditivos lidam com este
tipo de problema separadamente, especialmente nos casos de atrasos
mu´ltiplos e ass´ıncronos, onde compensadores de atraso sa˜o previamente
projetados e enta˜o, um modelo de projeto sem atrasos – ou ao menos
melhor condicionado – e´ utilizado no projeto do controlador (ZHANG;
DUAN; XIE, 2006). Como consequ¨eˆncia disso, o GMVSF engloba o caso
de MVP no espac¸o de estados de tempo na˜o-mı´nimo (GARCI´A; ALBER-
TOS, 2008), idealizado como trabalho futuro por Inoue et al. (2001) e
por Silveira e Coelho (2011a).
Este cap´ıtulo esta´ organizado de acordo com: resumo sobre o
GMVSS em termos de sub-sistemas de sistemas multivaria´veis; a rela-
c¸a˜o do Filtro de Kalman com o preditor no GMVSS; desenvolvimento
do controlador GMVSF; projeto do GMVSF robusto com base em ana´-
lise no domı´nio do tempo e da frequ¨eˆncia; exemplos de projeto e si-
mulac¸a˜o sobre o modelo do PAM e da coluna de destilac¸a˜o de Wood e
Berry (1973) apresentados no Cap´ıtulo 1.
4.1 GMVSS EM TERMOS DE SUB-SISTEMAS DE PROCESSOS
MIMO
Para manter a forma de apresentac¸a˜o adotada nos cap´ıtulos ante-
riores, nesta sec¸a˜o, resume-se o projeto GMVSS a partir das representa-
c¸o˜es de processos no domı´nio de func¸o˜es de transfereˆncia no caso SISO,
mas descrito em termos de sub-sistemas de sistemas MIMO. Posterior-
mente, a descric¸a˜o no espac¸o de estados e´ formalizada e generalizada
para o caso MIMO onde p sub-sistemas sa˜o tratados em conjunto en-
quanto acoplados por pq entradas, sendo p, q, ı´ndices positivos inteiros
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que identificam os sub-sistemas e suas entradas.
Reformula-se o problema de controle GMV de ordem mı´nima em
relac¸a˜o a seguinte func¸a˜o custo quadra´tica:
Jp = E
[
φ2p(k + dp)
]
, (4.1)
onde dp e´ o p-e´simo atraso de transporte discreto e φp(k) e´ a p-e´sima
sa´ıda generalizada do GMV de ordem mı´nima, representada por
φp(k + dp) = yp(k + dp)− yrp(k + dp) + λpup(k), (4.2)
com yrp(k) como a p-e´sima sequ¨eˆncia de refereˆncia, up(k) o p-e´simo
sinal de controle ponderado pelo fator escalar λp, e yp(k) e´ a p-e´sima
sa´ıda da planta representada por um modelo ARMAX descrito por
A(z−1)yp(k) = B(z
−1)up(k − dp) + C(z
−1)ξp(k), (4.3)
onde ξp(k) e´ uma sequ¨eˆncia aleato´ria tipo ru´ıdo branco agindo sobre a
p-e´sima sa´ıda.
Conforme demonstrado no Cap´ıtulo 3, uma descric¸a˜o ARMAX
no espac¸o de estados para o sub-sistema mostrado em (4.3) pode ser re-
presentado pelas na varia´veis de estado, tal que yp(k) = Cpxp(k)+ξp(k)
seja equivalente a (4.3) e seu modelo no espac¸o de estados denotado por
xp(k) = Apxp(k − 1) +Bpup(k − dp) + Γpξp(k − 1), (4.4)
yp(k) = Cpxp(k) + ξp(k), (4.5)
onde xp(k) e´ o vetor de estados do p-e´simo sub-sistema mostrado em
(4.3), e as matrizesAp, Bp, Γp, Cp, correspondem a uma representac¸a˜o
assintoticamente esta´vel do sistema em (4.3).
Recorrendo-se a (4.2), valores futuros da sequ¨eˆncia de refereˆncia
sa˜o considerados conhecidos a priori, mas a sa´ıda a dp-passos a frente,
na˜o e´ conhecida. Sendo assim, avanc¸ando (4.4) e (4.5) dp-passos a
frente, tal como demonstrado no Cap´ıtulo 3, fornece:
yp(k + dp) = Cpxp(k + dp) + ξp(k + dp), (4.6)
xp(k + dp) = A
dp
p xp(k) +
dp∑
i=1
A(dp−i)p Bpup(k − dp + i)
+
dp∑
i=1
A(dp−i)p Γpξp(k − 1 + i). (4.7)
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Substituindo-se (4.7) na equac¸a˜o de sa´ıda a dp-passos a frente
apresentada em (4.6), e considerando que a melhor informac¸a˜o dispo-
n´ıvel sobre ξp(k) esta´ ligada a`s medidas ate´ o instante k, a informa-
c¸a˜o sobre a sa´ıda predita dp-passos a frente e´ baseada nas informa-
c¸o˜es mais recentes – designada por yˆp(k + dp|k) – e sabendo-se que
ξp(k) = yp(k) − Cpxp(k), o MVP no espac¸o de estados em termos de
um sub-sistema MIMO pode ser escrito como:
yˆp(k + dp|k) = (CpA
dp
p −CpFpCp)xp(k)
+
dp∑
i=1
CpA
(dp−i)
p Bpup(k − dp + i)+CpFpyp(k),
(4.8)
onde o ganho do MVP no espac¸o de estados, em (4.8), e´ dado por
Fp = A
(dp−1)
p Γp. (4.9)
Fazendo-se nova substituic¸a˜o, de (4.8), na p-e´sima sa´ıda generali-
zada em (4.2), e minimizando-se Jp em relac¸a˜o a up(k) – ∂Jp/∂up(k) =
0 – fornece a seguinte lei de controle GMVSS em termos de um sub-
sistema MIMO:
 dp∑
i=1
CpA
(dp−i)
p Bpz
−(dp−i) + λp

up(k) =
yrp(k + dp)− (CpA
dp
p −CpFpCp)xp(k)−CpFpyp(k).
(4.10)
O problema GMVSS pode, enta˜o, ser resumido pelo ca´lculo do
ganho Fp em (4.9) e a selec¸a˜o apropriada do fator de ponderac¸a˜o da
energia de controle, λp. Ale´m disto, o p-e´simo vetor de estados, xp(k),
precisa ser estimado para que (4.10) seja implementa´vel na pra´tica.
De maneira similar ao que foi apresentado no Cap´ıtulo 3, a Sec¸a˜o 4.2
estabelece a relac¸a˜o geral entre o MVP e o Filtro de Kalman para o
caso de tempo na˜o-mı´nimo.
4.2 MVP COM FILTRO DE KALMAN INTEGRADO
Considerando que, quando um vetor de estados estimados x¯p(k)
tende a xp(k), a partir das equac¸o˜es (4.4) e (4.5), e´ poss´ıvel escrever a
sa´ıda do MVP a dp-passos a frente em func¸a˜o dos dados estimados – ou
seja, yˆp(k + dp|k) – atrave´s da soluc¸a˜o particular do Filtro de Kalman
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apresentada no Cap´ıtulo 3, onde
x¯p(k + 1) = (Ap − ΓpCp)x¯p(k)
+Bpup(k − dp + 1) + Γpyp(k),
(4.11)
e Γp, obtida da parte MA do modelo ARMAX em (4.4), executa a
func¸a˜o do ganho do Filtro de Kalman nesse caso particular. Esse es-
timador iguala-se aos resultados do observador deadbeat de Inoue et
al. (2001), ou quando a p-e´sima sa´ıda medida, yp(k), na˜o esta´ sendo
filtrada por um P (z−1). No entanto, (4.11) esta´ pronta para considerar
o caso aumentado por filtro de ponderac¸a˜o da sa´ıda em um caso mais
geral da p-e´sima sa´ıda generalizada, sendo esta
φ¯p(k + dp) =
P (z−1)yp(k + dp)− yrp(k + dp) + λpup(k),
(4.12)
onde P (z−1) e´ um filtro de sa´ıda que precisa ter ganho unita´rio para
evitar o offset em relac¸a˜o a yrp(k). Caso na˜o seja unita´rio, o offset
precisa ser compensado a partir de yrp(k).
P (z−1) deve possuir estrutura apropriada para uma caracter´ıs-
tica de filtragem desejada pelo projetista. Esse filtro pode ser descrito
por uma func¸a˜o de transfereˆncia gene´rica, mesmo com numerador na˜o-
moˆnico, tal que
P (z−1) =
p0 + p1z
−1 + · · ·+ pnpz
−np
1 + p¯1z−1 + · · ·+ p¯np¯z
−np¯
, (4.13)
onde a caracter´ıstica na˜o-moˆnica do numerador modificaria a forma
tradicional de projeto do GMV, enquanto que, na forma de soluc¸a˜o
via Filtro de Kalman, e´ indiferente e dispensa qualquer considerac¸a˜o
adicional como a apresentada no Cap´ıtulo 2, Sec¸a˜o 2.1.2.
Assume-se que o Filtro de Kalman em (4.11) pode ser escrito
em uma forma mais geral, onde um ganho o´timo de Kalman, Lp, e´
calculado para garantir uma determinada caracter´ısitca de filtragem,
tal que Lp na˜o seja necessariamente igual a Γp. Deste modo,
P (z−1)yp(k) = Cpx¯p(k), (4.14)
e o Filtro de Kalman passa a ser representado por
x¯p(k) = (Ap − LpCp)x¯p(k − 1)
+Bpup(k − dp) + Lpyp(k − 1).
(4.15)
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O filtro P (z−1) pode ser obtido diretamente a partir de (STE-
VENS; LEWIS, 2003)
P (z−1) = Cp (zI−Ap + LpCp)
−1
Lp. (4.16)
Pela alimentac¸a˜o direta de (4.15) na equac¸a˜o do MVP no espac¸o
de estados em (4.8), a p-e´sima sa´ıda generalizada em (4.12) e´ reescrita
em uma versa˜o filtrada,
φ¯p(k + dp) = yˆp(k + dp|k)− yrp(k + dp) + λpup(k), (4.17)
onde o novo ganho do MVP, Fp, esta´ sujeito ao ca´lculo do ganho do
Filtro de Kalman obtido pela soluc¸a˜o da equac¸a˜o alge´brica recursiva de
Riccati (BITMEAD; GEVERS; WERTZ, 1990),
S(k + 1) = ApS(k)A
T
p
−ApS(k)C
T
p
(
CpS(k)C
T
p +R
)−1
CpS(k)A
T
p +Q,
(4.18)
sendo que S
∆
=S(∞) e´ a matriz de covariaˆncia para o caso de estimac¸a˜o
de horizonte infinito (BITMEAD; GEVERS; WERTZ, 1990), e o ganho do
MVP filtrado e´ calculado por
Fp = A
(dp−1)
p Lp =
A(dp−1)p
[
ApSC
T
p
(
CpSC
T
p +R
)−1]
.
(4.19)
A teoria sobre filtragem de Kalman tem sido vastamente discu-
tida na literatura de controle desde a de´cada de 1960; portanto, na˜o ha´
raza˜o para repetic¸a˜o e maior detalhamento dessa teoria neste trabalho,
haja vista que apenas conteu´do bem consolidado esta´ sendo utilizado.
Deve-se ressaltar que, todas as restric¸o˜es quanto a` utilizac¸a˜o do Filtro
de Kalman como estimador de estados sa˜o va´lidas, ou seja: a matriz
de transic¸a˜o de estados do modelo de projeto na˜o pode ser singular,
o sistema sob ana´lise tem que ser observa´vel e as matrizes R e Q sa˜o
normalmente especificadas a partir de uma te´cnica apropriada para o
projeto do Filtro de Kalman.
Neste trabalho, a te´cnica de projeto do Filtro de Kalman que sera´
apresentada, e´ uma forma considerada na˜o-ortodoxa por Cruz (1996),
bem detalhada em seu livro e tambe´m em Stevens e Lewis (2003):
utiliza o me´todo heur´ıstico de sintonia a partir da ana´lise de resposta
no domı´nio do tempo e da magnitude em frequ¨eˆncia do filtro para
calcular o ganho de Kalman apropriado.
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A te´cnica de projeto do Filtro de Kalman via me´todo heur´ıstico
e´ detalhada na sec¸a˜o seguinte, como parte do projeto do controlador
GMVSF. Portanto, considera-se que mesmo na˜o sendo u´nica, essa te´c-
nica de projeto e´ suficiente para abordar o conteu´do deste trabalho e
familiarizar o leitor apenas com o que e´ necessa´rio para compreender e
implementar o conteu´do proposto. Para um estudo mais detalhado, as
seguintes refereˆncias podem ser consultadas: Bitmead, Gevers e Wertz
(1990), Cruz (1996), Stevens e Lewis (2003).
4.3 CONTROLADOR GMVSF
A ide´ia chave por tra´s do controlador GMVSF foi previamente
exemplificada no controle por infereˆncia da velocidade angular do PAM,
na Sec¸a˜o 2.1.6, no Cap´ıtulo 2. A ide´ia e´ utilizar informac¸a˜o adicional do
modelo do processo para a s´ıntese de estrate´gias complexas de controle,
usando conhecimento ba´sico sobre o comportamento das varia´veis de
estado envolvidas no problema. Neste sentido, a complexidade do con-
trolador e´ ditada pela complexidade do modelo no espac¸o de estados
considerado – isto quer dizer que, cada varia´vel de estado no problema
possui o seu pro´prio controlador GMV de ordem mı´nima, ponderando
a energia de controle que esta´ sendo utilizada para mover essa varia´vel
espec´ıfica. O sistema de controle completo enta˜o divide a energia de
controle a sua disposic¸a˜o com base na relatividade entre os fatores de
ponderac¸a˜o de cada GMV de ordem mı´nima dos p sub-sistemas.
Uma outra maneira de visualizar essa ide´ia e´ pensar que se as
leis de controle sa˜o baseadas em amplificac¸a˜o ou atenuac¸a˜o de ener-
gia, acu´mulo e variac¸a˜o, tais ac¸o˜es podem ser diretamente inseridas e
fixadas em uma estrutura de controlador, tal como em um controlador
PID. No entanto, essas mesmas ac¸o˜es de controle podem ser herdadas,
de maneira natural, a partir do modelo do processo via te´cnicas de pro-
jeto de controladores baseados em modelo. Como exemplo, lembre-se
o quanto e´ comum utilizar descric¸o˜es aumentadas do modelo de pro-
jeto, pelo operador ∆ (cf. Cap´ıtulo 2), para que a ac¸a˜o de controle
incremental seja considerada na s´ıntese da lei de controle.
Sendo assim, considerando-se um sistema MIMO que pode ser
descrito por p sub-sistemas do tipo mostrado em (4.3), tal que
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w(k) =

 A1 0 00 . . . 0
0 0 Ap


︸ ︷︷ ︸
A
w(k − 1) +

 B1...
Bp


︸ ︷︷ ︸
B

 u11(k − d11)...
upq(k − dpq)



 y1(k)...
yp(k)

 =

 C1 0 00 . . . 0
0 0 Cp


︸ ︷︷ ︸
C
w(k)
(4.20)
onde w(k) e´ um vetor de estados com n varia´veis de p vetores de es-
tado na forma apresentada em (4.4), mas sem a descric¸a˜o das pertur-
bac¸o˜es de alta frequ¨eˆncia para os estados, i.e., sem a informac¸a˜o de
ξ1(k), . . . , ξp(k) dispon´ıvel na descric¸a˜o do modelo. Esta considerac¸a˜o
visa destacar casos comuns de descric¸a˜o de modelos, onde a parcela
me´dia-mo´vel na˜o esta´ dispon´ıvel, mas apenas um certo conhecimento
sobre o tipo e faixa de operac¸a˜o em que as perturbac¸o˜es sa˜o atuantes
para serem consideradas no projeto de controladores.
Assumindo-se a representac¸a˜o de todo o conjunto de atrasos dos
sub-sistemas como sendo, d = [d1, . . . , dp], para simplificar a notac¸a˜o,
i.e., w(k + d)
∆
= [x1(k + d1) · · ·xp(k + dp)]
T , a sa´ıda generalizada no
GMVSF e´ designada por um vetor de sa´ıdas generalizadas dos sub-
sistemas,
Φ(k + d) = w(k + d)−CT yr(k + d) + Λu(k), (4.21)
sendo Φ(k) ∈ Rn×1, w(k) ∈ Rn×1, CT ∈ Rn×p, yr(k) ∈ R
p×1, Λ ∈
R
n×p, u(k) ∈ Rp×1. Note que as dimenso˜es em relac¸a˜o a Λ e u(k),
em (4.21), sa˜o conflitantes com a definic¸a˜o geral de um sistema MIMO
acoplado e com atrasos mu´ltiplos ass´ıncronos, como em (4.20). No
entanto, isto se faz necessa´rio neste momento do texto, sendo justificado
somente na Sec¸a˜o 4.3.1.
A nova formulac¸a˜o do problema apresentada em (4.21), considera
p sequ¨eˆncias de refereˆncia contidas em yr(k+d) e tambe´m n×p fatores
de ponderac¸a˜o do sinal de controle na matriz Λ. A diferenc¸a mais
significativa em relac¸a˜o ao caso de realimentac¸a˜o de sa´ıda e´ que, dentro
de w(k), existem p varia´veis de estado com relac¸a˜o direta as p sa´ıdas
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medidas do sistema e, n−p varia´veis de estado assintoticamente esta´veis
e estimadas. Apesar do problema ter sido reformulado para o caso
matricial, e´ resolvido da mesma maneira que no caso de realimentac¸a˜o
da sa´ıda, i.e.,
∂E
[
Φ2(k + d)
]
∂u(k)
= 0. (4.22)
Expandindo-se o termo quadra´tico de (4.22), omitindo-se os des-
locamentos no tempo em termos de k, k+d, para simplificar a notac¸a˜o,
obte´m-se:
Φ2 = wTw + yTr CC
T yr + u
TΛTΛu
+ 2uTΛTw − 2uTΛTCT yr.
(4.23)
Substituindo (4.23) em (4.22), a soluc¸a˜o para a derivada parcial
e´ dada por
2ΛTΛu(k) + 2ΛTw(k + d)− 2ΛTCT yr(k + d) = 0. (4.24)
A partir da equac¸a˜o (4.8) o vetor de estados preditos, baseado
nos estados estimados pelo Filtro de Kalman, pode ser obtido, sabendo-
se que
yˆ(k + d|k) = Cwˆ(k + d|k). (4.25)
No caso MIMO, o ganho do MVP no espac¸o de estados, F, e o ganho
do Filtro de Kalman, L, que no caso SISO em termos de sub-sistemas
sa˜o dados por (4.19), podem ser reescritos na seguinte representac¸a˜o
MIMO:
F =


A
(d1−1)
1 0 0
0
. . . 0
0 0 A
(dp−1)
p


[
ASCT
(
CSCT +R
)−1]
︸ ︷︷ ︸
L
. (4.26)
Logo, o MVP no espac¸o de estados para o caso MIMO, cujo caso
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SISO e´ soluc¸a˜o particular, pode ser representado por

 xˆ1(k + d1|k)...
xˆp(k + dp|k)


︸ ︷︷ ︸
wˆ(k+d|k)
=




Ad11 0 0
0
. . . 0
0 0 A
dp
p


︸ ︷︷ ︸
Ad
−FC

 w¯(k)
+


d1−1∑
i=1
A
(d1−i)
1 B1

 u11(k − d1 + i)...
u1q(k − d1 + i)


...
dp−1∑
i=1
A
(dp−i)
p Bp

 up1(k − dp + i)...
upq(k − dp + i)




︸ ︷︷ ︸
U
+Bu(k) + Fy(k), (4.27)
onde w¯(k) e F, sa˜o obtidos a partir de (4.15) e (4.19), respectivamente.
Tambe´m e´ importante mencionar que a informac¸a˜o mais recente sobre
o sinal de controle foi retirada da parcela representada pelo somato´rio
e esta´ explicitamente representada pelo termo Bu(k), para que seja
poss´ıvel obter a lei de controle.
Para obter a lei de controle do GMVSF, wˆ(k + d|k) e´ substi-
tu´ıdo em (4.24), e essa equac¸a˜o e´ reorganizada em termos dos estados
preditos, tal que
u(k) = K
[
CT yr(k + d)− (Ad − FC)w¯(k)− Fy(k)−U
]
, (4.28)
onde a matriz K denota o ganho do controlador GMVSF com base nos
fatores de ponderac¸a˜o da energia de controle adotados na matriz Λ, i.e.,
K =
[
ΛT (Λ +B)
]−1
ΛT , (4.29)
Λ =

 λ11 · · · λ1p... . . . ...
λn1 · · · λnp


n×p
. (4.30)
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4.3.1 Observac¸a˜o sobre as simplificac¸o˜es no GMVSF
O controlador proposto conta com a suposic¸a˜o de que um sistema
MIMO, acoplado e com mu´ltiplos atrasos ass´ıncronos, pode ser descrito
por um conjunto, d, de atrasos “dominantes”, escolhidos a partir de
crite´rios de pior caso ou pelo melhor condicionamento do sistema com o
uso de compensadores de atraso auxiliares (GARCI´A; ALBERTOS, 2010).
De qualquer modo, a escolha dos atrasos e o seu impacto na estabilidade
da malha de controle e´ um to´pico ainda aberto na literatura de controle
e o qual o presente trabalho na˜o lida diretamente. Pore´m, adotou-se
o seguinte crite´rio para a escolha do conjunto de atrasos: se cada sub-
sistema p, tiver mu´ltiplas pq entradas atuantes, como em (4.20), enta˜o
existe uma u´nica entrada atrasada para cada sub-sistema, que move
esse sub-sistema p com maior magnitude em relac¸a˜o as demais. O
atraso ligado a esta entrada dominante e´ enta˜o priorizado.
Essa suposic¸a˜o levou a considerar que o preditor MIMO no es-
pac¸o de estados pudesse ser projetado a partir da matriz Ad, como
mostrado em (4.27), e que suas entradas dominantes ditariam a selec¸a˜o
dos respectivos atrasos, d1, . . . , dp, como em (4.27). Essa forma de so-
luc¸a˜o foi adotada para simplificar o algoritmo do GMVSF e apresenta´-
lo como um me´todo que dispensasse pre´-compensadores de atraso ou
as representac¸o˜es dependentes da matriz interactor. No entanto, na˜o
significa que me´todos de pre´-compensac¸a˜o de atraso na˜o possam ser
utilizados juntamente com o GMVSF, mas isto na˜o e´ abordado neste
trabalho, pois foge a ide´ia de simplificar o projeto de controle GMV no
caso MIMO.
Uma forma de determinar qual das pq entradas move um dos
p sub-sistemas espec´ıficos com maior magnitude, e´ calcular a matriz
de ganhos DC do sistema MIMO e comparar os valores absolutos dos
seus elementos. A inversa da matriz de ganhos DC, tambe´m pode
ser utilizada como um pre´-compensador para a reduc¸a˜o do grau de
acoplamento do sistema MIMO em regime estaciona´rio, designada pelo
ganho Pc, conforme (STEVENS; LEWIS, 2003)
Pc =
[
Cnominal (I−Anominal)
−1
Bnominal
]−1
, (4.31)
onde o ı´ndice nominal designa o modelo nominal de projeto, ou seja,
sem integradores, caso o sistema tenha sido previamente aumentado.
Como a selec¸a˜o de Λ no GMVSF e´ puramente relacionada a
relatividade entre os valores dos seus elementos, a utilizac¸a˜o de (4.31) e´
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recomendada, o que leva o ganho do GMVSF em (4.29) a ser reescrito
atrave´s de uma versa˜o balanceada, dada por
K = Pc
[
ΛT (Λ +B)
]−1
ΛT . (4.32)
4.3.2 Projeto do Filtro de Kalman no GMVSF
Tal como mencionado anteriormente, o MVP no controlador
GMVSF na˜o e´ mais do tipo deadbeat, mas sim, baseado no Filtro de
Kalman projetado. Isto significa que o Filtro de Kalman tem papel fun-
damental no comportamento dinaˆmico do sistema em malha fechada,
de maneira similar a forma como esse filtro opera no problema de con-
trole LQG. E mesmo que o GMVSF esteja baseado em GMVs de ordem
mı´nima, o grau de liberdade de sintonia pode ser estendido do ponto de
vista do projeto do Filtro de Kalman, pela apropriada selec¸a˜o das suas
matrizes de projeto, R e Q, em (4.18). A avaliac¸a˜o da dinaˆmica do
filtro indica o qua˜o apropriado este e´ para um determinado problema.
Uma maneira de avaliar a dinaˆmica do Filtro de Kalman e´ atra-
ve´s da ana´lise da resposta desse filtro em malha fechada, no domı´nio
do tempo (STEVENS; LEWIS, 2003), onde
w¯(k + 1) = (A− LC)w¯(k) + Ly(k), (4.33)
pode ser utilizado para verificar a convergeˆncia do filtro quando sujeito
a um sinal conhecido, introduzido no sistema a partir de y(k).
Uma outra forma de ana´lise da dinaˆmica do Filtro de Kalman
e´ atrave´s da ana´lise de resposta em frequ¨eˆncia do sistema em malha
aberta buscando-se moldar, de maneira apropriada, de acordo com os
requisitos de filtragem, a forma da curva de magnitude em frequ¨eˆn-
cia dos ganhos principais do filtro. Este me´todo, designado por loop-
shaping, fornece informac¸o˜es qualitativas sobre os n´ıveis dos ganhos
do sistema nas baixas frequ¨eˆncias e frequ¨eˆncias de corte, permitindo
avaliar a robustez do Filtro de Kalman de maneira a garantir seu fun-
cionamento como estimador, ale´m de filtro de perturbac¸o˜es de alta
frequ¨eˆncia. A ana´lise de resposta em frequ¨eˆncia e´ conduzida atrave´s
da descric¸a˜o do filtro em malha aberta (STEVENS; LEWIS, 2003), sendo
esta,
w¯(k + 1) = Aw¯(k) + Ly(k). (4.34)
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4.3.2.1 Funcionamento das matrizes Q e R
Para compreender como a sintonia do Filtro de Kalman modifica
as respostas de (4.33) e (4.34), e´ necessa´rio entender como as matri-
zes Qn×n ∈ R
+ e Rp×p ∈ R
∗ funcionam. Neste trabalho, essas duas
matrizes sa˜o utilizadas somente na forma diagonal, favorecendo a sim-
plicidade na selec¸a˜o de seus elementos por tentativa e erro.
A matriz Q e´ responsa´vel por moldar a curva de magnitude em
frequ¨eˆncia do Filtro de Kalman. A relatividade entre a magnitude
dos elementos de sua diagonal, pondera a forma pela qual as varia´veis
de estado sa˜o priorizadas no problema de otimizac¸a˜o do estimador.
Quanto maior o valor de um dado elemento em relac¸a˜o aos demais,
maior e´ a prioridade de convergeˆncia da varia´vel de estado relativa
a esse elemento. De maneira inversa, quanto menor o valor de um
dado elemento da diagonal de Q, filtra-se mais a sua varia´vel de estado
correspondente (STEVENS; LEWIS, 2003).
A matriz R e´ responsa´vel por deslocar a curva de magnitude em
frequ¨eˆncia para os lados, podendo-se utiliza´-la para ajustar a frequ¨eˆn-
cia de corte desejada para o Filtro de Kalman. A relatividade en-
tre a magnitude dos elementos de sua diagonal, pondera a prioridade
que e´ dada no problema de otimizac¸a˜o a um determinado sub-sistema.
Quanto maior for a magnitude da ponderac¸a˜o do elemento, menor sera´ a
largura de banda do sub-sistema correspondente e, consequ¨entemente,
mais lenta sera´ a dinaˆmica do estimador em relac¸a˜o as varia´veis de
estado estimadas a partir desse sub-sistema (STEVENS; LEWIS, 2003).
Reforc¸ando novamente que os me´todos de projetar e analisar sis-
temas do tipo Filtro de Kalman sa˜o diversificados e que, nesta sec¸a˜o,
buscou-se apresentar apenas o conteu´do suficiente para a aplicac¸a˜o no
controle GMVSF. Ale´m disso, caso o leitor necessite de maiores in-
formac¸o˜es sobre esse tema vastamente documentado na literatura de
controle, recomenda-se a leitura das refereˆncias citadas, pois o que
foi apresentado ate´ este momento direciona-se apenas ao leitor na˜o-
familiarizado e tambe´m para a ra´pida refereˆncia dos que necessitam
apenas de uma breve revisa˜o no assunto.
O me´todo de sintonia do Filtro de Kalman no GMVSF e´ deta-
lhado nos exemplos da Sec¸a˜o 4.4.
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4.3.3 Soluc¸a˜o particular do Filtro de Kalman (caso deadbeat)
Para o projeto do GMVSF, assumiu-se uma forma na˜o-ortodoxa
de projeto do Filtro de Kalman, baseada na estrutura do modelo em
(4.20), sem a parcela do modelo de perturbac¸o˜es estoca´sticas. No en-
tanto, existe uma soluc¸a˜o particular do projeto do Filtro de Kalman
no GMVSF que recai sobre o caso do estimador de tempo mı´nimo.
Considerando que os sub-sistemas de (4.20) sa˜o descritos por

xp,1(k)
xp,2(k)
...
xp,np(k)

 = Apxp(k − 1) +Bpup(k − dp) +


1
0
...
0


︸ ︷︷ ︸
Γ∗
ξp(k),
yp(k) = xp,1(k)− ξp(k),
(4.35)
pode-se considerar o estimador deadbeat, onde o ganho L = Γ∗, o que
faz com que o MVP no espac¸o de estados, calculado com esse ganho,
seja equivalente ao MVP do GMVSS como quando C(z−1) = 1 em
(4.3).
4.3.4 Algoritmos de projeto e implementac¸a˜o do GMVSF
Algoritmo de projeto:
1. Definir o modelo de projeto com base na relac¸a˜o entre a sua
ordem e as varia´veis de estado de interesse para o problema. Selecionar
o conjunto apropriado de atrasos para cada par de entrada e sa´ıda;
2. Verificar se ha´ necessidade em aumentar o modelo de projeto
com ac¸a˜o incremental para garantir erro nulo em regime estaciona´rio.
Se necessa´rio, adicionar o operador ∆ nos sub-sistemas;
3. Organizar todos os sub-sistemas juntos em uma descric¸a˜o
MIMO completa, no espac¸o de estados, como em (4.20);
4. Projetar o estimador de estados via Filtro de Kalman, avali-
ando se suas respostas no tempo e na frequ¨eˆncia, obtidas a partir de
(4.33) e (4.34), sa˜o apropriadas para o problema considerado;
5. Calcular o ganho F do MVP utilizando (4.26), a matriz Ad
em (4.27), e o pre´-compensador Pc em (4.31);
6. Ajustar os valores dos elementos da matriz de ponderac¸a˜o do
controle, Λ, e calcular o ganho K do controlador GMVSF utilizando
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(4.32);
7. Efetuar testes de simulac¸a˜o para avaliar a malha de controle.
Se necessa´rio, ajuste a sintonia do controlador e recomece a partir do
passo 4.
Algoritmo de implementac¸a˜o:
1. Estimar
w¯(k) = (A− LC)w¯(k − 1) +Bu(k − d) + Ly(k − 1);
2. Calcular U [cf. Eq. (4.27)];
3. Aplicar a lei de controle em (4.28);
4. Retornar ao passo 1.
4.4 EXEMPLOS DE SIMULAC¸A˜O
4.4.1 Caso SISO: controle de posic¸a˜o do PAM com GMVSF
Segundo o algoritmo de projeto, apresentado na Sec¸a˜o 4.3.4, o
projeto de controle GMVSF e´ iniciado pela definic¸a˜o do modelo de
projeto adequado ao problema. No caso do processo PAM, descrito no
Cap´ıtulo 1, enfatiza-se uma representac¸a˜o no espac¸o de estados com
baixo grau de abstrac¸a˜o. Por se tratar de um problema de controle de
posic¸a˜o angular, e´ poss´ıvel obter um modelo onde as varia´veis de estado
estimadas correspondem a`s derivadas da varia´vel medida, fornecendo,
por exemplo, a velocidade e acelerac¸a˜o angulares.
De acordo com o que foi apresentado sobre a teoria de controle
GMVSF, sabe-se que o preditor MVP deixa de ser necessariamente do
tipo deadbeat, e que o modelo de projeto precisa ser assintoticamente
esta´vel. Sendo assim, considere o modelo determin´ıstico e cont´ınuo do
PAM, apresentado na Sec¸a˜o 1.4.2 e reescrito abaixo neste exemplo:
y¨ + 0.8013y˙ + 4.072y = 3.195u. (4.36)
Para garantir o rastreamento de refereˆncia com offset nulo em
regime estaciona´rio, de maneira ana´loga ao caso discreto, pela inclu-
sa˜o do operador ∆ no modelo do processo, faz-se a inclusa˜o de um
integrador em (4.36), sendo este reescrito na forma
...
y + 0.8013y¨ + 4.072y˙ = 3.195u˙. (4.37)
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A partir do sistema (4.37), e´ poss´ıvel obter uma representac¸a˜o
no espac¸o de estados considerando as seguintes varia´veis de interesse no
problema: w1 = y, w2 = y˙, w3 = y¨; de posic¸a˜o, velocidade e acelerac¸a˜o
angulares, respectivamente. O modelo de projeto do PAM, cont´ınuo,
no espac¸o de estados, e´ definido por
 w˙1w˙2
w˙3

 =

 0 1 00 0 1
0 −4.072 −0.8013



 w1w2
w3

+

 00
3.195

 u˙,
y =
[
1 0 0
] [
w1 w2 w3
]T
.
(4.38)
O equivalente discreto (via ZOH) do sistema (4.38), para o pe-
r´ıodo de amostragem, Ts = 0.1 s, e´ dado por
 w1(k)w2(k)
w3(k)

 =

 1 0.0993 0.00490 0.9802 0.0954
0 −0.3887 0.9038



 w1(k − 1)w2(k − 1)
w3(k − 1)


+

 0.00050.0155
0.3050

∆u(k − d),
y(k) =
[
1 0 0
] [
w1(k) w2(k) w3(k)
]T
.
(4.39)
O sistema em (4.39) e´ enta˜o o modelo de projeto do GMVSF,
enquanto que, para a simulac¸a˜o do processo, utiliza-se o modelo esto-
ca´stico com o atraso discreto fict´ıcio, d = 10, conforme feito no Cap´ıtulo
3, Sec¸a˜o 3.6.1, definido como
A(z−1)y(k) = B(z−1)u(k − 10) + C(z−1)ξ(k) + v(k), (4.40)
A(z−1) = 1− 1.8840z−1 + 0.9230z−2,
B(z−1) = 0.0155 + 0.0151z−1,
C(z−1) = 1− 0.8672z−1,
onde v(k) designa uma perturbac¸a˜o constante, introduzida para simular
uma perturbac¸a˜o de carga atuando no processo.
Conforme o algoritmo de projeto, executou-se o passo 2 pela in-
clusa˜o do integrador no sistema; o passo 3 e´ dispensa´vel, pois o sistema
e´ SISO; o passo 4 e´ referente ao projeto do Filtro de Kalman atrave´s
da selec¸a˜o apropriada de Q e R, de acordo com o que foi exposto na
Sec¸a˜o 4.3.2.
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Antes de comentar a sintonia do Filtro de Kalman, e´ importante
destacar os objetivos a serem alcanc¸ados neste exemplo. Recorrendo-
se aos exemplos do Cap´ıtulo 2, mais especificamente aos resultados da
Fig. 12, que correspondem ao caso ideal de variaˆncia mı´nima, o que se
deseja e´ obter um resultado aproximado a esse, mas com um sinal de
controle fact´ıvel de ser implementado na pra´tica.
Para apresentar, na pra´tica, como a selec¸a˜o das matrizes Q e
R modificam as caracter´ısticas do filtro, treˆs sintonias distintas foram
testadas:
• Sintonia 1: Q = diag
[
1 10 10
]
,R = 1. Prioriza-se as
varia´veis de estado de velocidade e acelerac¸a˜o, mais do que a de
posic¸a˜o;
• Sintonia 2: Q = diag
[
100 1 1
]
,R = 1. Prioriza-se a va-
ria´vel de estado de posic¸a˜o;
• Sintonia 3: Q = diag
[
100 1 1
]
,R = 104. Prioriza-se a
varia´vel de estado de posic¸a˜o e reduz-se a frequ¨eˆncia de corte do
filtro com o aumento de R.
Os resultados dos testes com as treˆs sintonias para o Filtro de
Kalman, podem ser observados na Fig. 18. Veja que quando as varia´-
veis de velocidade e acelerac¸a˜o sa˜o priorizadas (Sintonia 1), a curva de
magnitude em frequ¨eˆncia do filtro apresenta um pico de ressonaˆncia,
caracter´ıstico de sistemas sub-amortecidos e com relac¸a˜o direta a modos
dinaˆmicos mais ra´pidos. Consequ¨entemente, a ana´lise no domı´nio do
tempo apresenta uma caracter´ıstica de convergeˆncia com sobre-sinal.
O resultado da Sintonia 2, na Fig. 18, destaca como a mudanc¸a
na matriz Q afeta a forma da curva de magnitude. Priorizando-se
mais a varia´vel de posic¸a˜o em detrimento das demais, eliminou-se o
pico de ressonaˆncia, acarretando em um Filtro de Kalman com ra´pida
convergeˆncia e sem sobre-sinal. A convergeˆncia do filtro e´ ta˜o ra´pida,
que aproxima-se do caso deadbeat. Ja´ a Sintonia 3, utilizou a mesma
forma para a curva de magnitude, mas deslocou a frequ¨eˆncia de corte
do sistema, reduzindo a largura de banda e deteriorando o desempenho
em termos de velocidade de convergeˆncia do estimador.
A Sintonia 2 fornece o resultado mais adequado entre as treˆs. Se
sua resposta em frequ¨eˆncia for comparada com o diagrama de Bode de
magnitude do PAM, na Fig. 6, Cap´ıtulo 1, verifica-se que a largura de
banda do Filtro de Kalman, com a Sintonia 2, engloba as caracter´ısti-
cas dinaˆmicas do PAM, fornece elevado ganho nas baixas frequ¨eˆncias
de modo a garantir estimac¸a˜o robusta, ale´m de atenuar perturbac¸o˜es de
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alta frequ¨eˆncia a partir de 10 rad/s. Essas, sa˜o caracter´ısticas normal-
mente desejadas para garantir filtragem robusta (ANDERSON; MOORE,
1979; STEVENS; LEWIS, 2003).
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Figura 18 – Ana´lise de treˆs sintonias do Filtro de Kalman no domı´nio
da frequ¨eˆncia e do tempo.
O ganho de Kalman, L, e o ganho do MVP no espac¸o de estados,
F, obtidos a partir da Sintonia 2, ale´m da matriz Ad, sa˜o:
L =
[
0.9910 0.0076 −0.0091
]T
, (4.41)
F =
[
0.9929 −0.0032 −0.0080
]T
, (4.42)
Ad =

 1 0.5353 0.28010 −0.1408 0.3110
0 −1.2665 −0.3898

 . (4.43)
A u´ltima etapa do projeto do controlador GMVSF e´ a selec¸a˜o
dos elementos da matriz Λ, que pondera a ac¸a˜o de controle sobre cada
uma das varia´veis de estado consideradas no problema. Portanto, Λ,
que no caso SISO e´ escrito na forma de um vetor, pode ser interpretado
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como
Λ =
[
λp λv λa
]T
, (4.44)
onde os ı´ndices p, v e a, nos seus elementos de ponderac¸a˜o, destacam a
relac¸a˜o com a posic¸a˜o, velocidade e acelerac¸a˜o, respectivamente.
A maneira de selecionar os elementos de Λ e´ feita de forma bas-
tante intuitiva. Segue a mesma premissa do controlador GMV de ordem
mı´nima de Clarke e Gawthrop (1975), ou seja, quanto maior a pondera-
c¸a˜o, menor a variaˆncia do sinal de controle. No entanto, e´ a relatividade
entre a magnitude dos elementos de Λ que caracteriza a dinaˆmica da
sa´ıda controlada.
A forma que o projetista inicia a sintonia de Λ e´ arbitra´ria.
Mesmo assim, pode-se recomendar um me´todo a ser seguido, tal como
foi utilizado na concepc¸a˜o deste exemplo:
• Passo 1. Inicie a sintonia com valores baixos, por exemplo,
Λ =
[
1 1 1
]T
,
e va´ gradativamente aumentando os valores dos elementos, mas
mantendo a relac¸a˜o entre eles ate´ encontrar uma resposta esta´vel,
mesmo que oscilato´ria;
• Passo 2. Use o valor que, forneceu a estabilizac¸a˜o da malha de
controle, no elemento de Λ que pondera a varia´vel de estado mais
ra´pida, reduzindo os demais elementos a unidade. Ou seja,
Λ =
[
1 1 λa
]T
,
onde λa foi o valor encontrado no passo 1;
• Passo 3. Se a dinaˆmica de sa´ıda ainda na˜o for a desejada, por
exemplo, ainda havendo grande oscilac¸a˜o, va´ aumentando o valor
do elemento correspondente a ponderac¸a˜o da segunda varia´vel de
estado mais ra´pida ate´ atingir a caracter´ıstica de resposta dese-
jada;
• Passo 4. Realize ajustes finos nos valores, quando necessa´rio,
acelerando ou freando a velocidade de resposta, pela reduc¸a˜o ou
aumento de todos os valores, respectivamente, mas mantendo a
proporc¸a˜o entre suas magnitudes.
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No caso deste exemplo,
Λ =
[
3 3 3
]T
,
forneceu uma resposta esta´vel, pore´m, oscilato´ria. Posteriormente tes-
tou-se
Λ =
[
1 2 3
]T
,
ate´ o ajuste fino final, definindo o vetor de ponderac¸a˜o do GMVSF
como sendo
Λ =
[
1 2.7 3.1
]T
. (4.45)
Utilizando-se a ponderac¸a˜o em (4.45), o ganho do controlador
GMVSF calculado a partir de (4.29) e´ dado por
K =
[
0.0529 0.1429 0.1641
]
. (4.46)
Os resultados da simulac¸a˜o em termos da sa´ıda controlada e do
sinal de controle, sa˜o apresentados na Fig. 19. Durante os primeiros 25
s de simulac¸a˜o, na˜o se considerou a influeˆncia da perturbac¸a˜o estoca´s-
tica ξ(k), buscando-se destacar a caracter´ıstica de resposta obtida pela
sintonia utilizada. Apo´s esse per´ıodo, uma sequ¨eˆncia tipo ru´ıdo branco,
de variaˆncia σ2ξ = 0.0025, passou a atuar sobre o sinal de sa´ıda. Ale´m
dessa perturbac¸a˜o, aos 10.1 s de simulac¸a˜o, foi aplicada uma perturba-
c¸a˜o de carga equivalente a 10 mV, para enfatizar que o controlador e´
capaz de rejeitar perturbac¸o˜es de carga quando o projeto e´ realizado
com o modelo aumentado na forma incremental [cf. (4.39)].
As varia´veis de estado estimadas pelo Filtro de Kalman sa˜o apre-
sentadas na Fig. 20 e, as“reais”na˜o-filtradas, na Fig. 21. E´ importante
notar que mesmo apo´s o ru´ıdo entrar em ac¸a˜o na simulac¸a˜o, as varia´veis
estimadas sofreram pouca influeˆncia desse ru´ıdo se comparadas aos es-
tados “reais”do PAM, pois sa˜o a me´dia filtrada inferida a partir dos da-
dos ruidosos. Essa caracter´ıstica e´ decorrente da sintonia adotada no fil-
tro. No entanto, se a ponderac¸a˜o de filtragem da velocidade e da acele-
rac¸a˜o sofresse uma mudanc¸a, por exemplo, Q = diag
[
100 10 10
]
,
o ru´ıdo passa a ser notado nos dados estimados, tal como e´ observado
na Fig. 22. A Fig. 23 compara os dois filtros e a Fig. 24 apresenta os
sinais de perturbac¸a˜o utilizados.
A mudanc¸a quase na˜o e´ notada na janela de tempo e frequ¨eˆncia
da Fig. 23, mas essa mudanc¸a acelera a estimac¸a˜o, reduz a supressa˜o
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de ru´ıdo e aproxima o resultado do estimador a uma configurac¸a˜o mais
pro´xima do caso deadbeat. Consequ¨entemente, os dados realimenta-
dos ao controlador GMVSF sa˜o mais agressivos, e ha´ maior reac¸a˜o a
influeˆncia do ru´ıdo. Logo, a sintonia do Filtro de Kalman pode ser es-
colhida para priorizar a supressa˜o de ru´ıdo e atribuir ac¸o˜es de controle
mais conservativas ou priorizar a observac¸a˜o do ru´ıdo e atribuir ac¸o˜es
de controle agressivas, na direc¸a˜o dos resultados do que seria o ideal
em termos de variaˆncia mı´nima da sa´ıda (ou do erro de rastreamento),
tal como no regulador de A˚stro¨m e Wittenmark (1973).
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Figura 19 – Sinais de sa´ıda e entrada do PAM controlado pelo contro-
lador GMVSF.
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Figura 20 – Varia´veis de estado estimadas utilizando a Sintonia 2 no
Filtro de Kalman.
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Figura 21 – Varia´veis de estado “reais” utilizando a Sintonia 2 no Filtro
de Kalman.
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Figura 22 – Varia´veis de estado estimadas apo´s modificac¸a˜o nas ca-
racter´ısticas de filtragem. A presenc¸a do ru´ıdo, a partir dos 25.1 s de
simulac¸a˜o, torna-se aparente.
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Figura 23 – Comparac¸a˜o entre as caracter´ısticas do Filtro de Kalman
com a Sintonia 2 e o filtro com a modificac¸a˜o nas ponderac¸o˜es da velo-
cidade e acelerac¸a˜o.
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Figura 24 – Sinais de perturbac¸o˜es de carga e ru´ıdo utilizados nas si-
mulac¸o˜es.
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4.4.2 Caso MIMO: controle da coluna de WB com GMVSF
O modelo linear da coluna de destilac¸a˜o de Wood e Berry (WB)
foi escolhido para o teste de controle GMVSF no caso MIMO, na˜o por-
que caracteriza um dif´ıcil problema de controle – ate´ porque, mesmo
controladores PID MIMO fornecem bons resultados (CHEN; SEBORG,
2003) – mas porque essa planta possui todas as caracter´ısticas de in-
teresse para este exemplo, tais como: e´ descrita por uma matriz de
modelos lineares do tipo FOPDT; na˜o ha´ parcela MA; possui atrasos
mu´ltiplos ass´ıncronos; acoplamento com ganhos positivos e negativos;
e´ um problema de controle do tipo benchmark, vastamente discutido na
literatura de teoria de controle, permitindo que o leitor possa estabele-
cer uma base de comparac¸a˜o.
Nesta sec¸a˜o, o processo de WB e´ tratado como um exemplo de
simulac¸a˜o nume´rica sem restric¸o˜es, de maneira a explorar os aspectos
de sintonia do GMVSF sem se preocupar com as limitac¸o˜es e condic¸o˜es
de operac¸a˜o da coluna em si. O modelo de projeto utilizado, e´ baseado
na forma aproximada apresentada na Sec¸a˜o 1.4.3, onde reescreve-se o
modelo com a notac¸a˜o utilizada no Cap´ıtulo 4, conforme:[
Y1(s)
Y2(s)
]
=
[
0.5104e−s
s2+0.7465s+0.03987
−0.7536e−3s
s2+0.7465s+0.03987
0.5036e−7s
s2+1.032s+0.07631
−1.48e−3s
s2+1.032s+0.07631
] [
U1(s)
U2(s)
]
,
(4.47)
onde Y1(s) = Xt(s), Y2(s) = Xb(s), U1(s) = R(s) e U2(s) = V (s).
Analisando os valores absolutos da matriz de ganhos DC do sis-
tema em (4.47), verifica-se que os ganhos a partir de U2(s) sa˜o maiores
para ambas as sa´ıdas do sistema, pore´m, e´ maior ainda de U2(s) para
Y2(s), com 1.48, e de U1(s) para Y1(s), com 0.5104. Enta˜o, a partir
da verificac¸a˜o das entradas dominantes de cada sub-sistema, define-
se o conjunto de atrasos do modelo cont´ınuo, fornecido em minutos,
θ =
[
1 3
]
. Outros me´todos para a determinac¸a˜o das entradas do-
minantes e selec¸a˜o dos atrasos sa˜o apresentadas em Shinskey (1984).
O sistema MIMO em (4.47) pode ser representado por dois sub-
sistemas, tais que suas representac¸o˜es aumentadas pela inclusa˜o de in-
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tegradores, sa˜o dadas por
...
y 1(t)+0.7465y¨1(t) + 0.03987y˙1(t) =
0.5104u˙1(t− 1)− 0.7536u˙2(t− 1), (4.48)
...
y 2(t)+1.032y¨2(t) + 0.07631y˙2(t) =
0.5036u˙1(t− 3)− 1.48u˙2(t− 3), (4.49)
onde pode ser observado que as entradas dos sub-sistemas sa˜o apresen-
tadas em termos dos atrasos selecionados.
Os sub-sistemas em (4.48) e (4.49) podem ser descritos no espac¸o
de estados da seguinte forma:
x˙1 =

 0 1 00 0 1
0 −0.03987 −0.7465

x1
+

 0 00 0
0.5104 −0.7536

[ u˙1(t− 1)
u˙2(t− 1)
]
, (4.50)
y1 =
[
1 0 0
]
x1; (4.51)
x˙2 =

 0 1 00 0 1
0 −0.07631 −1.032

x2
+

 0 00 0
0.5036 −1.48

[ u˙1(t− 3)
u˙2(t− 3)
]
, (4.52)
y2 =
[
1 0 0
]
x2; (4.53)
onde
x1 =
[
w1 w2 w3
]T
, (4.54)
x2 =
[
w4 w5 w6
]T
, (4.55)
sendo w1 = y1, w2 = y˙1, w3 = y¨1, w4 = y2, w5 = y˙2, w6 = y¨2.
Essa descric¸a˜o caracteriza uma representac¸a˜o em termos de varia´veis
de estado adicionais de velocidade e acelerac¸a˜o das sa´ıdas medidas.
As constantes de tempo dos modelos dos sub-sistemas (4.50–
4.53) sa˜o dadas em minutos. O equivalente discreto (via ZOH) desses
sub-sistemas, para um per´ıodo de amostragem Ts = 1 min, e´ expresso
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como:
x1(k) =

 1 0.9944 0.39450 0.9843 0.7000
0 −0.0279 0.4618


︸ ︷︷ ︸
A1
x1(k − 1)
+

 0.0712 −0.10510.2013 −0.2973
0.3573 −0.5275


︸ ︷︷ ︸
B1
[
∆u1(k − 2)
∆u2(k − 2)
]
, (4.56)
y1(k) =
[
1 0 0
]︸ ︷︷ ︸
C1
x1(k); (4.57)
x2(k) =

 1 0.9900 0.36240 0.9723 0.6160
0 −0.0470 0.3367


︸ ︷︷ ︸
A2
x2(k − 1)
+

 0.0658 −0.19350.1825 −0.5364
0.3102 −0.9117


︸ ︷︷ ︸
B2
[
∆u1(k − 4)
∆u2(k − 4)
]
, (4.58)
y2(k) =
[
1 0 0
]︸ ︷︷ ︸
C2
x2(k). (4.59)
O modelo de projeto e´ enta˜o definido por
w(k) =
[
A1 0
0 A2
]
w(k − 1) +
[
B1 0
0 B2
]
∆u(k − d), (4.60)
y(k) =
[
C1 0
0 C2
]
w(k), (4.61)
onde d representa o conjunto dos atrasos discretos.
Com o modelo de projeto definido, inicia-se o projeto do Filtro de
Kalman para que seja poss´ıvel estimar as varia´veis de estado de maneira
adequada e com um determinado grau de filtragem de perturbac¸o˜es de
alta frequ¨eˆncia. A premissa e´ enta˜o a mesma utilizada no exemplo
com o PAM, onde o diagrama de magnitude em frequ¨eˆncia do Filtro
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de Kalman deve incorporar as caracter´ısticas dinaˆmicas da planta e
atenuar o ru´ıdo de medic¸a˜o.
A partir das figuras 25 e 26, e´ poss´ıvel observar de maneira quali-
tativa o resultado do Filtro de Kalman projetado. Na Fig. 25, percebe-
se que a frequ¨eˆncia de corte do Filtro de Kalman e´ menor do que seria
ideal para incorporar a dinaˆmica de alta frequ¨eˆncia da coluna de WB,
caracterizada pela curva do ganho principal superior na linha tracejada.
Essa interceptac¸a˜o foi necessa´ria para que os sobre-sinais do teste de
convergeˆncia do estimador no domı´nio do tempo, apresentado na Fig.
26, na˜o fossem ainda maiores.
Seria ideal se a dinaˆmica de convergeˆncia do filtro projetado pu-
desse ser ra´pida e, ao mesmo tempo, sobre-amortecida. No entanto, a
partir da sintonia por tentativa e erro dos elementos da diagonal das
matrizes Q e R, so´ foi poss´ıvel reduzir o sobre-sinal do estimador a
partir da reduc¸a˜o da frequ¨eˆncia de corte – pelo aumento dos elementos
de R ou diminuic¸a˜o dos elementos de Q correspondentes as varia´veis
de estado de velocidade e acelerac¸a˜o da sa´ıda “medida”. Essas mo-
dificac¸o˜es deterioram as caracter´ısticas de percepc¸a˜o do estimador, ou
seja, deteriora sua capacidade de observar ra´pidas variac¸o˜es da sa´ıda
“medida”.
As matrizes Q e R utilizadas, e o ganho de Kalman obtido, sa˜o:
Q = diag
[
4× 102 1 2× 102 2× 102 1 2× 102
]
, (4.62)
R = I2, (4.63)
L =
[
1.5536 0.5770 0.0269 0 0 0
0 0 0 1.5679 0.5809 0.0010
]T
. (4.64)
E´ interessante notar que os elementos de Q, em (4.62), corres-
pondentes a`s varia´veis de estado w1(k) e w4(k), esta˜o ponderados de
maneira diferente. Isto se deve a tentativa de equiparar as caracter´ısti-
cas de convergeˆncia do Filtro de Kalman, para os dois sub-sistemas, em
termos das suas respostas no domı´nio do tempo apresentadas na Fig.
26. No entanto, e´ necessa´rio destacar que esse tipo de compatibilizac¸a˜o
dos pares de entrada e sa´ıda, normalmente designados como casamento
dos ganhos principais (CRUZ, 1996), so´ deve ser considerado quando a
dinaˆmica das varia´veis envolvidas for aproximada – i.e., entre varia´veis
mecaˆnicas ou entre varia´veis ele´tricas. Caso o problema envolva uma
representac¸a˜o h´ıbrida – e.g., mecaˆnica e ele´trica – o casamento dos ga-
nhos principais deve ser evitado (ANDERSON; MOORE, 1979; STEVENS;
LEWIS, 2003).
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Figura 25 – Ganhos principais do Filtro de Kalman no domı´nio da
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de convergeˆncia do Filtro de Kalman projetado.
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O modelo de simulac¸a˜o da planta neste exemplo e´ o equivalente
discreto proposto por Wood e Berry (1973), apresentado em (1.12) no
Cap´ıtulo 1, designado por[
y1(k)
y2(k)
]
=
 (0.7440−0.7094z−1)z−21−1.8954z−1+0.8981z−2 (−0.8789+0.8278z−1)z−41−1.8954z−1+0.8981z−2
(0.5786−0.5398z−1)z−8
1−1.8452z−1+0.8511z−2
(−1.3015+1.1874z−1)z−4
1−1.8452z−1+0.8511z−2

[ u1(k)
u2(k)
]
+
[
0.2467z−9
1−0.9351z−1
0.3575z−4
1−0.9270z−1
]
v(k)
︸ ︷︷ ︸
Perturbac¸a˜o de carga
+
[
ξ1(k)
ξ2(k)
]
︸ ︷︷ ︸
Ru´ıdo
, (4.65)
sendo que as perturbac¸o˜es tipo ru´ıdo branco, ξ1(k) e ξ2(k), me´dia nula
e variaˆncia σ2ξ1 = σ
2
ξ2
= 0.0025, foram inclu´ıdas para enriquecer o
exemplo.
A sintonia do controlador GMVSF a partir da matriz de ponde-
rac¸o˜es Λ, configura-se da seguinte maneira:
Λ =
[
λ1 03×1
03×1 λ2
]
; λ1 =

 λw1λw2
λw3

 ; λ2 =

 λw4λw5
λw6

 , (4.66)
ou seja, cada elemento λwi , i = 1, ..., 6, pondera a energia de controle
empregada a uma respectiva varia´vel de estado estimada, w¯i(k).
Para simplificar a selec¸a˜o dos elementos de Λ no caso MIMO,
especialmente quando o sistema considerado possuir ganhos negativos,
como e´ o caso de WB, recomenda-se o ca´lculo do pre´-compensador Pc
em (4.31), sendo este
Pc =
[
0.1570 −0.1529
0.0534 −0.1036
]
. (4.67)
O ganho Pc compatibiliza os pares de entrada e sa´ıda do sistema
em regime estaciona´rio, reduzindo os acoplamentos enquanto o Filtro
de Kalman, quando projetado para garantir o casamento dos ganhos
principais, auxilia na reduc¸a˜o do acoplamento durante o transito´rio,
pois o controlador recebe os dados estimados com caracter´ısticas dinaˆ-
micas normalizadas.
As contribuic¸o˜es de Pc e do Filtro de Kalman permitem que o
procedimento de sintonia adotado no caso SISO, seja mantido no caso
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MIMO. Sendo assim, o procedimento de sintonia se baseia em sucessivos
testes de simulac¸a˜o, com os elementos de Λ mantendo uma proporc¸a˜o
de 1 para 1, sendo gradativamente aumentados ate´ se encontrar um
valor que fornec¸a uma resposta esta´vel. Esse valor e´ enta˜o mantido
nos elementos que ponderam as varia´veis mais velozes – que no caso
deste exemplo, sa˜o w¯3(k) e w¯6(k) – os demais elementos sa˜o reduzidas
e o procedimento se repete ate´ que as sa´ıdas do sistema fornec¸am a
caracter´ıstica dinaˆmica desejada.
Quando a proporc¸a˜o desejada entre as magnitudes dos elementos
de Λ estiver definida, pode-se enta˜o acelerar ou retardar a velocidade de
resposta a partir da reduc¸a˜o, ou aumento, proporcional, dos elementos
de Λ.
No caso deste exemplo e utilizando as regras de sintonia expostas,
os valores de λ1 = λ2 =
[
4 4 4
]T
, garantiram a ambas as sa´ıdas,
respostas esta´veis, lentas e sub-amortecidas. Apo´s mais alguns testes de
simulac¸a˜o, chegou-se a proporc¸a˜o de λ1 = λ2 =
[
1 4 4
]T
e, λ1 e λ2
passaram a ser ponderados para acelerar a resposta do sistema, onde
se estabeleceu que, λ1 = 0.01
[
1 4 4
]T
, λ2 = 0.2
[
1 4 4
]T
,
estariam em uma faixa aceita´vel de velocidade de resposta para a coluna
de WB.
Fazendo-se ajustes finos na matriz de ponderac¸o˜es, foram esta-
belecidas duas sintonias para apresentar os resultados em termos de
rastreamento de refereˆncia e rejeic¸a˜o de perturbac¸o˜es:
• Sintonia 1: priorizou-se a composic¸a˜o do topo da coluna, y1(k),
ale´m de maior velocidade de resposta, pore´m com caracter´ıstica
sub-amortecida e melhor capacidade de rejeitar perturbac¸o˜es. A
seguinte matriz de ponderac¸o˜es foi utilizada:
Λ =
[
0.01 0.04 0.04 0 0 0
0 0 0 0.2 1 1
]T
. (4.68)
O ganho do controlador GMVSF a partir da versa˜o balanceada
por Pc, em (4.32), e´
K =
[
0.0517 0.2067 0.2067 0.0081 0.0407 0.0407
0.0258 0.1032 0.1032 −0.0058 −0.0290 −0.0290
]
;
(4.69)
• Sintonia 2: priorizou-se a composic¸a˜o do topo da coluna, y1(k),
pore´m com caracter´ıstica sobre-amortecida e consequ¨ente veloci-
dade de resposta mais lenta. A seguinte matriz de ponderac¸o˜es
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foi utilizada:
Λ =
[
0.01 0.07 0.08 0 0 0
0 0 0 0.2 1.6 1.6
]T
. (4.70)
O ganho do controlador GMVSF, a partir da versa˜o balanceada
por Pc, em (4.32), e´
K =
[
0.0274 0.1921 0.2196 0.0016 0.0128 0.0128
0.0114 0.0795 0.0908 −0.0022 −0.0178 −0.0178
]
.
(4.71)
Nas figuras 27 a 29 sa˜o apresentados os resultados de simulac¸a˜o
para o teste de rastreamento de refereˆncia, sem a presenc¸a das pertur-
bac¸o˜es. Em ambas as sintonias utilizadas, verifica-se que os tempos de
acomodac¸a˜o das varia´veis de sa´ıda sa˜o pro´ximos, pois a principal dife-
renc¸a nas sintonias em (4.68) e (4.70) e´ que na Sintonia 2 ponderou-se
mais as varia´veis que caracterizam as variac¸o˜es das sa´ıdas “medidas”.
Esta observac¸a˜o fica mais evidente na Fig. 29, onde as variac¸o˜es das
sa´ıdas “medidas” estimadas podem ser comparadas.
As figuras 30 a 33 sa˜o resultantes da simulac¸a˜o para o problema
de regulac¸a˜o da coluna de WB, ou seja, considerou-se que a coluna ope-
rava sob as condic¸o˜es nominais fornecidas na Tab. 2, no Cap´ıtulo 1, e
aos 51 min de simulac¸a˜o, uma perturbac¸a˜o de carga, v(k), foi aplicada
na coluna. Tambe´m, aos 251 min de simulac¸a˜o, as perturbac¸o˜es tipo
ru´ıdo branco foram introduzidas nos testes. Na Fig. 34 sa˜o apresenta-
dos esses sinais de perturbac¸a˜o.
A Sintonia 1 foi escolhida para o teste de rejeic¸a˜o de perturba-
c¸o˜es, pois apresenta caracter´ıstica mais agressiva em termos dos sinais
de controle gerados para reagir a`s variac¸o˜es nas sa´ıdas da coluna. E´
importante destacar que a varia´vel considerada como uma perturbac¸a˜o
de carga, e´ de fato, uma varia´vel de entrada de alimentac¸a˜o de mistura
a` coluna. O valor utilizado para esta varia´vel foi o acre´scimo de 2%
no seu valor nominal, ou seja, v(k) = 0.02. Na Fig. 30 fica evidente
que ao aumentar em 2% a alimentac¸a˜o de mistura a` coluna, a concen-
trac¸a˜o ma´ssica na base da coluna, y2(k), sofre bem mais que no topo,
y1(k), haja vista que a mistura leva mais tempo para ser destilada e
consequ¨entemente passar a influenciar na concentrac¸a˜o de y1(k).
Na Fig. 31 e´ poss´ıvel observar que quando a perturbac¸a˜o de
carga passa a atuar na coluna, ha´ um resfriamento da mistura na base,
o que acarreta em maior injec¸a˜o de vapor, via u2(k), para compensar
a variac¸a˜o de 2% na produc¸a˜o. De maneira ana´loga, ha´ o aumento
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da concentrac¸a˜o de metanol no topo da coluna, fazendo com que o
refluxo u1(k) diminua para manter a condic¸a˜o de operac¸a˜o nominal na
produc¸a˜o do destilado.
No teste de rejeic¸a˜o das sequ¨eˆncias de ru´ıdo, ξ1(k) e ξ2(k), devem
ser feitas algumas considerac¸o˜es, como: ambas possuem me´dia nula
e variaˆncia de 0.0025; sa˜o duas sequ¨eˆncias distintas; possuem picos
ma´ximos e mı´nimos de +0.05 e −0.05, ou seja, a magnitude dessas
perturbac¸o˜es foram acentuadas para que fosse poss´ıvel destaca´-las em
uma janela ta˜o grande de simulac¸a˜o; sa˜o fict´ıcias. Seus valores ma´ximos
e mı´nimos representam a ac¸a˜o instantaˆnea de variac¸o˜es de ±5% na
concentrac¸a˜o de metanol na base e no topo. Em suma, o que se quer
defender e´ que a reac¸a˜o do controlador ao ru´ıdo e´ aceita´vel.
Na Fig. 32 e´ poss´ıvel notar a influeˆncia do ru´ıdo na estimac¸a˜o
das varia´veis de estado de velocidade e acelerac¸a˜o das sa´ıdas. Verifica-se
que os dados na˜o sa˜o excessivamente filtrados e isto se deve a frequ¨eˆncia
de corte do Filtro de Kalman utilizado estar muito pro´xima a frequ¨eˆn-
cia de amostragem, ale´m de considerar praticamente toda a largura
de banda da coluna de WB. No entanto, na˜o se deve considerar que
esse aumento na banda passante do Filtro de Kalman seja prejudicial
ao controlador projetado pois, observe que os dados ainda esta˜o sendo
filtrados se comparados aos estados “reais” na Fig. 33. O que deve ser
considerado e´ o compromisso entre capturar as caracter´ısticas dinaˆmi-
cas do processo para que as informac¸o˜es realimentadas ao controlador
possibilitem reac¸a˜o a` perturbac¸a˜o ruidosa mas ainda com um certo grau
de conservadorismo.
Em outras palavras, pode-se dizer que o Filtro de Kalman e´ res-
ponsa´vel pela supressa˜o de ru´ıdo, mas a compensac¸a˜o, ou seja, a reac¸a˜o
do controlador ao ru´ıdo, requer uma diminuic¸a˜o na taxa de filtragem e
tambe´m diminuic¸a˜o na ponderac¸a˜o do controlador GMVSF, tal que os
resultados se aproximem do regulador de variaˆncia mı´nima de A˚stro¨m e
Wittenmark (1973), quando poss´ıvel. Sendo assim, na˜o ha´ uma forma
geral e exata para definir a sintonia do GMVSF, mas sim considerar as
dificuldades particulares de cada problema. Neste exemplo com a co-
luna deWB, assim como no exemplo anterior com o PAM, priorizou-se a
factibilidade de implementac¸a˜o do sinal de controle em atuadores reais.
Logo, nota-se que os sinais de controle apresentados nos resultados das
simulac¸o˜es possuem variac¸o˜es, no ma´ximo, “moderadas”, descartando
chaveamentos abruptos que possam danificar equipamentos reais.
E´ importante destacar que a compensac¸a˜o dos atrasos, atrave´s
do me´todo aproximado pelo conjunto de atrasos determinado pelas
entradas dominantes dos sub-sistemas, garantiu resultado satisfato´rio,
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evidenciado nos gra´ficos das figuras 27 e 28, onde verifica-se que a par-
tir das mudanc¸as de refereˆncia, as varia´veis de sa´ıda apresentavam as
devidas variac¸o˜es, haja vista que os “disparos” dos sinais de controle
ocorrem de maneira antecipada. O mesmo ja´ na˜o pode ser notado nos
testes de rejeic¸a˜o de perturbac¸o˜es de carga, pois na˜o somente os atrasos
sa˜o mais longos, como tambe´m na˜o ha´ nenhuma considerac¸a˜o do ponto
de vista da s´ıntese do controlador, em relac¸a˜o ao modelo de pertur-
bac¸a˜o de carga. O mesmo ocorre do ponto de vista do estimador de
estados, que recebe os dados de forma atrasada, levando mais tempo
para corrigir o erro de estimac¸a˜o.
Como foi dito anteriormente, o que se considerou como perturba-
c¸a˜o de carga neste exemplo, e´ na realidade, uma varia´vel controlada no
problema de colunas de destilac¸a˜o, seja de forma manual, ou automa´-
tica, a alimentac¸a˜o a` coluna e´ mensura´vel. No entanto, normalmente
encontra-se a coluna de WB sendo testada desta forma na maioria
dos trabalhos que visam testes quando ha´ variac¸a˜o na alimentac¸a˜o da
coluna. As soluc¸o˜es mais eficazes no tratamento de variac¸o˜es na ali-
mentac¸a˜o da coluna de WB como perturbac¸a˜o de carga, consideram
a inclusa˜o de uma parcela tipo feed-forward (DORF; BISHOP, 2008) na
lei de controle, onde assume-se que ha´ como detectar a perturbac¸a˜o de
“carga”, o que e´ mais do que va´lido, pois esta e´ na verdade o resultado
de uma mudanc¸a em uma entrada conhecida do sistema.
Por simplicidade de apresentac¸a˜o deste exemplo e para acompa-
nhar as bases de refereˆncia da literatura correspondente, v(k) foi enta˜o
tratada como carga, mas poderia ter sido inclu´ıda como uma varia´vel
de entrada adicional na descric¸a˜o do modelo no espac¸o de estados. Mais
interessante seria assumir uma relac¸a˜o entre a alimentac¸a˜o e o n´ıvel de
mistura na coluna, associando mais um par de entrada e sa´ıda no pro-
blema, tal como em Seborg, Edgar e Mellichamp (2003), que fornecem
outras relac¸o˜es de entrada e sa´ıda da coluna de WB.
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Figura 27 – Sa´ıdas da coluna de WB para os dois casos de sintonia no
teste de rastreamento de refereˆncia.
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Figura 28 – Sinais de controle aplicados a coluna de WB para os dois
casos de sintonia no teste de rastreamento de refereˆncia.
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Figura 29 – Estimac¸a˜o das varia´veis de estado relativas a velocidade e
acelerac¸a˜o da sa´ıda medida para os dois casos de sintonia no teste de
rastreamento de refereˆncia.
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Figura 30 – Sa´ıdas da coluna de WB utilizando a Sintonia 1, para o
problema de regulac¸a˜o quando o sistema esta´ sujeito a perturbac¸o˜es de
baixa e alta frequ¨eˆncia.
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Figura 31 – Sinais de controle aplicados a coluna de WB utilizando a
Sintonia 1 no teste de rejeic¸a˜o de perturbac¸o˜es.
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Figura 32 – Varia´veis de estado estimadas durante o teste de rejeic¸a˜o
de perturbac¸o˜es com a Sintonia 1.
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Figura 33 – Varia´veis de estado “reais” (na˜o filtradas) durante o teste
de rejeic¸a˜o de perturbac¸o˜es com a Sintonia 1.
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Figura 34 – Sinais de perturbac¸a˜o de carga e ru´ıdo utilizados.
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4.5 CONCLUSA˜O
O controlador GMVSF resume praticamente todas as contribui-
c¸o˜es deste trabalho em termos de uma nova estrutura de controlador
baseada em GMV, tambe´m com inovac¸o˜es no procedimento de sintonia
e nas formas de ana´lise do projeto.
E´ interessante notar, que apesar do problema GMVSF ser de-
senvolvido no espac¸o de estados, este possui relac¸a˜o direta com o con-
trolador GMV tradicional, ou seja, e´ poss´ıvel reescrever o problema de
maneira reversa e explica´-lo em termos de P (z−1), Q(z−1), E(z−1) e
F (z−1), tal como apresentado no Cap´ıtulo 3. Isto significa, que em
esseˆncia, o GMVSF e´ o GMV visto de outra perspectiva de projeto.
O desenvolvimento da teoria do GMVSF em termos de sub-
sistemas tem origem no que foi apresentado no Cap´ıtulo 2 sobre con-
trole por infereˆncia. No entanto, a maneira como esses sub-sistemas
sa˜o organizados no modelo de estados assume uma representac¸a˜o ob-
serva´vel e controla´vel; consequ¨entemente, as varia´veis inferidas podem
ser “movidas” pela ac¸a˜o de controle.
Recorrendo-se a` base da ide´ia para este controlador, fornecida
no Cap´ıtulo 2, a estrutura de controle GMVSF se apresenta como um
controlador multi-loop (de mu´ltiplas malhas) (SEBORG; EDGAR; MELLI-
CHAMP, 2003), caracter´ıstico de te´cnicas de controle SISO aplicadas a
sistemas MIMO. No entanto, a partir do momento em que a soluc¸a˜o do
problema de otimizac¸a˜o do GMV e´ resolvida para um vetor de sa´ıdas
generalizadas, onde o ganho K do GMVSF e´ calculado em batelada,
resolvendo o problema para todas as sa´ıdas generalizadas consideradas,
o problema deixa de ser multi-loop e passa a ser uma soluc¸a˜o, de fato,
multivaria´vel, como em um controlador LQR, mas com o problema de
otimizac¸a˜o sendo resolvido em func¸a˜o da varia´vel de controle (STEVENS;
LEWIS, 2003).
E´ fundamental ressaltar que a te´cnica de projeto GMVSF e´ na˜o-
ortodoxa do ponto de vista de te´cnicas de controle estoca´stico. Isto
e´ afirmado com base em como Cruz (1996) considerou os me´todos de
projeto de controladores LQG/LTR abordados em seu livro, onde o
Filtro de Kalman e´ projetado sem considerar o modelo de perturbac¸o˜es
estoca´sticas, mas sim, baseado em senso comum sobre caracter´ısticas
de filtragem e controle robusto, bem como sobre o razoa´vel conheci-
mento das caracter´ısticas do processo com base no modelo de projeto
dispon´ıvel.
Destaca-se, enta˜o, a utilizac¸a˜o de modelos de projeto sem a par-
cela me´dia-mo´vel e a obtenc¸a˜o de descric¸o˜es no espac¸o de estados que
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sejam assintoticamente esta´veis. Este e´ um dos motivos pelo qual as
descric¸o˜es tipo auto-regressivas na˜o podem ser utilizadas, pois normal-
mente as varia´veis de estado representam a varia´vel de sa´ıda do sistema
em instantes anteriores. Logo, so´ ha´ como tratar esse tipo de represen-
tac¸a˜o atrave´s do controle via realimentac¸a˜o da sa´ıda, assunto abordado
atrave´s do GMVSS no Cap´ıtulo 3.
A principal vantagem do GMVSF em relac¸a˜o ao GMVSS, esta´ na
maneira de promover a sintonia do controlador. O GMVSS e´ simples-
mente o alicerce deste trabalho para escapar da soluc¸a˜o da Diophantine,
mas se for necessa´ria uma ponderac¸a˜o mais complexa do sinal de con-
trole ou da sa´ıda medida – mais complexa que a formulac¸a˜o de ordem
mı´nima – aparecem estruturas polinomiais que remetem aos problemas
destacados nos cap´ıtulos 1 e 2, relativos aos me´todos tradicionais de
sintonia do controlador GMV de Clarke e Gawthrop (1975).
A ide´ia chave na sintonia do GMVSF estava atrelada ao enten-
dimento f´ısico ou comportamental das varia´veis de estado consideradas
no problema. No entanto, o desenvolvimento do projeto se apresentou
de forma bem mais natural e sisteˆmica do que se esperava. Isto significa
que e´ dispensa´vel, por exemplo, que se conhec¸a o significado f´ısico da
derivada da sa´ıda medida, pois mesmo assim, a mera interpretac¸a˜o de
que essa varia´vel e´ a variac¸a˜o da sa´ıda medida a torna adequada para
o problema de sintonia heur´ıstica do controlador.
E´ noto´rio que quanto maior o nu´mero de varia´veis de entrada e
sa´ıda, mais dif´ıcil e´ sintonizar o GMVSF. Mas essa regra e´ va´lida para
toda e qualquer topologia de controle. Mesmo assim, a sintonia em
termos da magnitude relativa de elementos de matrizes de ponderac¸a˜o
e´ uma forma tradicionalmente adotada em controladores multivaria´veis
– um exemplo de grande expressividade e´ o LQG e suas particulariza-
c¸o˜es ou soluc¸o˜es espec´ıficas, como H2 e H∞ (CRUZ, 1996), normalmente
empregados em problemas com grande nu´mero de varia´veis e forte aco-
plamento (e.g. sistemas de gerac¸a˜o e transmissa˜o de energia, sistemas
aeroespaciais) (DOYLE; STEIN, 1981; STEVENS; LEWIS, 2003).
Apesar da simplicidade em estabelecer uma sintonia adequada
via tentativa e erro, o GMVSF possui algumas restric¸o˜es que na˜o fo-
ram solucionadas neste trabalho. Uma delas e´ a forma diagonal que a
representac¸a˜o no espac¸o de estados deve assumir em termos dos sub-
sistemas. Outra e´ que os sub-sistemas precisam ser descritos por mo-
delos sem zeros ou zeros de transmissa˜o. Isto se deve a forma utilizada
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no desenvolvimento do GMVSF, tal que um sistema
x˙ = Ax+B1u˙+B0u,
y = Cx,
(4.72)
precisaria ser escrito somente em func¸a˜o de u a partir de uma mudanc¸a
de coordenada designada por z = x − B1u, ficando enta˜o (STEVENS;
LEWIS, 2003)
z˙ = Az + (AB1 +B0)u,
y = Cz + CB1u = Cz +Du.
(4.73)
A representac¸a˜o em (4.73) na˜o atende a forma requerida para o GMVSF
tal como a apresentada em (4.20).
O controlador GMVSF e´ dependente de um ganho resultante do
problema de otimizac¸a˜o do GMV, estendido ao caso de realimentac¸a˜o
total de estados. A maneira pela qual esse ganho e´ calculado, impossi-
bilita a soluc¸a˜o para Λ = 0, portanto, na˜o ha´ como reproduzir o caso
ideal de variaˆncia mı´nima a partir do projeto de um GMVSF. Se este for
o objetivo do projetista, a abordagem GMVSS resolve esse problema.
Ale´m das restric¸o˜es estruturais, o GMVSF na˜o possui me´todos
anal´ıticos de projeto e esse tema permanece em aberto para estudos
futuros.
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5 CONCLUSO˜ES FINAIS
Esta tese centrou-se no desenvolvimento de te´cnicas de projeto de
controle GMV, com o intuito de simplificar e sistematizar o tratamento
de sistemas SISO e MIMO com atrasos de transporte longos, a partir
de uma abordagem no espac¸o de estados.
O desenvolvimento da ide´ia foi caracterizado pela busca de uma
alternativa ao projeto do MVP, que dispensasse a soluc¸a˜o da equac¸a˜o
de Diophantine e, ao mesmo tempo, garantisse resultado equivalente
ao MVP obtido via projeto por func¸o˜es de transfereˆncia. Ale´m disso,
priorizou-se usufruir da estrutura mais simples de controle GMV, desig-
nada como GMV de ordem mı´nima, cuja sintonia e´ caracterizada por
um u´nico paraˆmetro escalar que pondera a energia do sinal de controle.
A soluc¸a˜o defendida como alternativa ao projeto do MVP pela
Diophantine foi uma abordagem de alimentac¸a˜o direta de estados es-
timados por Filtro de Kalman, na equac¸a˜o do preditor. Para o caso
ideˆntico ao de Clarke e Gawthrop (1975), de controle por realimen-
tac¸a˜o da sa´ıda medida, o controlador GMVSS estabeleceu a relac¸a˜o
entre o MVP e o Filtro de Kalman a partir de uma representac¸a˜o auto-
regressiva (estoca´stica) do modelo de projeto no espac¸o de estados, que
permite ao projetista obter o ganho de Kalman sem a necessidade de
resolver a equac¸a˜o a diferenc¸as de Riccati. O ganho de Kalman auxilia
o ca´lculo do ganho do MVP no GMVSS, atrave´s de multiplicac¸o˜es ma-
triciais, dispensando qualquer divisa˜o polinomial ou mesmo a soluc¸a˜o
de identidades como as equac¸o˜es de Diophantine.
A relac¸a˜o estabelecida entre o Filtro de Kalman e o MVP esten-
deu o grau de liberdade de sintonia dos controladores propostos pela
inclusa˜o de filtros de medic¸a˜o no projeto, de maneira intr´ınseca. Essa
forma de projetar o MVP foi desenvolvida no contexto de um controla-
dor GMV baseado em um vetor de sa´ıdas generalizadas, constitu´ıdo por
varia´veis de estado estimadas, derivadas em termos das variac¸o˜es das
sa´ıdas medidas, cujo significado ou comportamento f´ısico possui baixo
grau de abstrac¸a˜o. Tais caracter´ısticas dessas varia´veis de estado, ga-
rantem o bom entendimento do problema de filtragem e consequ¨ente
facilidade na sintonia do estimador.
O controlador GMVSF e´ enta˜o o resultado final dessa unia˜o entre
projeto de Filtro de Kalman e o controle GMV via realimentac¸a˜o de
estados estimados e preditos. Sua sintonia se baseia na relac¸a˜o entre a
magnitude das ponderac¸o˜es do sinal de controle para cada varia´vel de
estado considerada no problema (como em uma estrate´gia multi-loop) e
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no ca´lculo do ganho do GMVSF que resolve o problema SISO e MIMO,
em batelada, para todas as varia´veis envolvidas no projeto.
Com base no conteu´do apresentado, na continuac¸a˜o, apresentam-
se as principais contribuic¸o˜es deste trabalho, campos de aplicac¸a˜o, pu-
blicac¸o˜es realizadas e possibilidades de pesquisas futuras.
5.1 PRINCIPAIS CONTRIBUIC¸O˜ES DA TESE
• Projeto do MVP que dispensa a soluc¸a˜o da Diophantine, mas que
fornece os filtros do preditor;
• Projeto do MVP no caso MIMO sem o ca´lculo da matriz interac-
tor ;
• Projeto do preditor deadbeat ou na˜o-deadbeat com filtragem de
Kalman intr´ınseca;
• Algoritmo de soluc¸a˜o da equac¸a˜o de Diophantine utilizando a
te´cnica de projeto do MVP do GMVSS;
• Projeto de controladores GMV com filtros complexos de sa´ıda e
de ponderac¸a˜o do sinal de controle, a partir de premissas simples
adotadas na definic¸a˜o do modelo de projeto no espac¸o de estados;
• Relac¸a˜o do atraso de transporte e sua compensac¸a˜o atrelada ao
ca´lculo do ganho do MVP, obtido a partir da matriz de transic¸a˜o
de estados elevada a poteˆncia do valor do atraso;
• Procedimento de sintonia por tentativa e erro sistematizado e
baseado em caracter´ısticas qualitativas de ana´lises no domı´nio do
tempo e da frequ¨eˆncia;
• Projeto baseado em varia´veis estimadas de baixo grau de abstra-
c¸a˜o, como velocidade e acelerac¸a˜o da sa´ıda medida;
• Simplicidade no tratamento de sistemas MIMO acoplados com
atrasos ass´ıncronos, atrave´s de uma compensac¸a˜o aproximada
desses atrasos, compatibilizac¸a˜o da dinaˆmica do transito´rio via
casamento dos ganhos principais com Filtro de Kalman, e norma-
lizac¸a˜o dos ganhos do processo em regime estaciona´rio a partir de
uma versa˜o balanceada do ganho do controlador GMVSF.
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5.2 PUBLICAC¸O˜ES
A seguir sa˜o apresentadas as principais publicac¸o˜es realizadas
durante o doutoramento e que teˆm relac¸a˜o direta ou indireta com o
conteu´do exposto nesta tese:
5.2.1 Trabalhos com relac¸a˜o direta:
Silveira, A. S.; Coelho, A. A. R. Generalised minimum variance
control state-space design. Control Theory and Applications, IET, v.
5, n. 15, 2011.
Este artigo e´ basicamente uma versa˜o compacta do Cap´ıtulo 3
desta tese, abordando o desenvolvimento do controlador GMVSS, seus
resultados e perspectivas futuras, como o caso GMVSF.
Silveira, A. S.; Coelho, A. A. R. State feedback GMV control-
ler aided by Kalman filter estimation. Automatica, p. 1–10, 2011.
Preprint submitted to Automatica on December 15, 2011.
Este artigo foi submetido para a revista Automatica em 15 de
dezembro de 2011. Ainda encontra-se em fase de revisa˜o, pore´m, uma
co´pia sob os crite´rios de copyright da Automatica esta´ dispon´ıvel em
www.das.ufsc.br/˜toninho/gmvss.pdf. O documento aborda o conte-
u´do exposto no Cap´ıtulo 4 desta tese, referente ao desenvolvimento e
resultados sobre o GMVSF.
Silveira, A. S.; Rodr´ıguez, J. E. N.; Coelho, A. A. R. Robust
design of a 2-DOF GMV controller: A direct self-tuning and fuzzy
scheduling approach. ISA Transactions, v. 51, n. 1, p. 13–21, 2012.
ISSN 0019-0578.
Este artigo abordou testes preliminares sobre o controle GMV
de ordem reduzida e ordem mı´nima, enfatizando o projeto de filtros de
medic¸a˜o via loop-shaping, alternativas de sintonia adaptativa e inteli-
gente, ale´m de testes de robustez do controlador GMV de estrutura fixa
na forma incremental. Parte do material exposto no artigo e´ detalhado
nos cap´ıtulos 1 e 2 desta tese.
Silveira, A. S.; Coelho, A. A. R. Generalized minimum variance
control state space design. XVIII Congresso Brasileiro de Automa´tica.
Bonito, MS, Brasil: [s.n.], 2010.
136
Este artigo retrata a fase preliminar da pesquisa desta tese, onde
os primeiros testes de alternativas ao projeto do MVP via Filtro de
Kalman foram relatados, ale´m de testes experimentais com o processo
PAM. Sendo este artigo, o in´ıcio do desenvolvimento do controlador
GMVSS.
Silveira, A. S.; Rodr´ıguez, J. E. N.; Coelho, A. A. R. Design
Considerations For Robust Generalized Minimum Variance Control in
a Modified 2-DOF Structure With Direct Self-Tuning and Fuzzy Sche-
duling. Simpo´sio Brasileiro de Automac¸a˜o Inteligente, 2009, Bras´ılia-
DF.
Este trabalho e´ um relato dos resultados iniciais do estudo que foi
refinado e publicado recentemente na ISA Transactions sobre GMV de
ordem mı´nima, filtragem robusta intr´ınseca no projeto do controlador
GMV e propostas de sintonia para este controlador.
5.2.2 Trabalhos com relac¸a˜o indireta:
Silveira, A. S.; Coelho, A. A. R.; Gomes, F. J. GMV-PID Con-
troller Design with Gradient Method for the Energy Weighting Factor
in Nonlinear Plants. IFAC Conference on Advances in PID Control,
28-30 March, Brescia, Italy, 2012, p. 1-6.
Silveira, A. S.; Coelho, A. A. R.; Gomes, F. J. Model-Free Adap-
tive PID Controllers Applied to the Benchmark PID’12. IFAC Confe-
rence on Advances in PID Control, 28-30 March, Brescia, Italy, 2012,
p. 1-6.
Silveira, A. S.; Coelho, A. A. R.; Franca, A. A.; Knihs, V. L.
Pseudo-PID Controller: Design, Tuning and Applications. IFAC Con-
ference on Advances in PID Control, 28-30 March, Brescia, Italy, 2012,
p. 1-6.
Franca, A. A.; Silveira, A. S.; Coelho, A. A. R.; Gomes, F. J.;
Meza, C. Teaching PID Tuning with IMC Design for Dynamic Systems
using ScicosLab. 18th IFAC World Congress, Milan, Italy, 2011, p. 1-6.
Franca, A. A.; Silveira, A. S.; Coelho, A. A. R.; Gomes, F.
J. Aplicac¸a˜o do Ambiente Computacional ScicosLab em Modelagem,
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Simulac¸a˜o e Controle Digital em Sistemas Dinaˆmicos. CAIP’2011 - 10o
Congreso Interamericano de Computacio´n Aplicada a La Industria de
Procesos, Girona, 2011. p. 1-6.
Silveira, A. S.; Coelho, A. A. R. Simple process control and
Hardware-In-the-Loop setups using FOSS: ScicosLab. XVIII Congresso
Brasileiro de Automa´tica, 2010, Bonito - MS.
Lemes, A. G.; Silveira, A. S.; Coelho, A. A. R. Pseudo controla-
dor PID: projeto e sintonia automa´tica. XVIII Congresso Brasileiro de
Automa´tica, 2010, Bonito - MS.
Lemes, A. G.; Prado, F. D.; Kiametis, D.; Silveira, A. S.; Coe-
lho, A. A. R.; Meza, C. Software livre na educac¸a˜o em engenharia de
controle: um estudo de caso na ana´lise e projeto de controle de um
peˆndulo amortecido. XVIII Congresso Brasileiro de Automa´tica, 2010,
Bonito - MS.
Knihs, V. L.; Franca, A. A.; Silveira, A. S.; Gomes, F. J.; Coelho,
A. A. R. Aplicac¸a˜o da Sintonia IMC no Controlador PID em Sistemas
Na˜o-Lineares Simulados com ScicosLab. 9th IEEE/IAS International
Conference on Industry Applications, 2010, Sa˜o Paulo. p. 1-6.
Knihs, V. L.; Franca, A. A.; Silveira, A. S.; Gomes, F. J.; Co-
elho, A. A. R. Avaliac¸a˜o e Projeto de um Controlador Self-Tuning na
Estabilizac¸a˜o de Sistemas Oscilato´rios. 9th IEEE/IAS International
Conference on Industry Applications, 2010, Sa˜o Paulo. p. 1-6.
Sumar, R. R.; Silveira, A. S.; Coelho, A. A. R.; Coelho, L. S. Sin-
tonia e Experimentac¸a˜o em Tempo Real de Controladores PID Adap-
tativo Livre de Modelo de Planta. Congresso Brasileiro de Automa´tica,
2008, Juiz de Fora - MG.
5.3 PERSPECTIVAS DE PESQUISAS FUTURAS
Considerando a possibilidade de estender os resultados apresen-
tados nesta tese, alguns temas para pesquisas futuras sa˜o apresentados:
• Desenvolver uma te´cnica de sintonia anal´ıtica para o Filtro de
Kalman e a matriz de ponderac¸o˜es Λ no GMVSF, que permita
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garantir uma dinaˆmica de malha fechada prescrita pelo projetista;
• Desenvolver as equac¸o˜es do GMVSS e GMVSF para o tratamento
de modelos no espac¸o de estados com zeros ou zeros de transmis-
sa˜o;
• Avaliar o algoritmo GMVSF em estruturas adaptativas com iden-
tificac¸a˜o e compensac¸a˜o de atraso variante no tempo, de maneira
a usufruir da facilidade em calcular o ganho do MVP no espac¸o
de estados a partir da matriz de transic¸a˜o de estados elevada a
poteˆncia do valor de atraso identificado;
• Explorar outras classes de plantas como as de fase na˜o-mı´nima,
integradoras e insta´veis;
• Aplicar a te´cnica GMVSF a processos com caracter´ısticas dinaˆmi-
cas de alta frequ¨eˆncia, como sistemas de comunicac¸a˜o e sistemas
ele´tricos;
• Explorar te´cnicas de controle GMVSF com restric¸a˜o do sinal de
controle, utilizando modelos dos atuadores na descric¸a˜o de esta-
dos do sistema controlado.
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