Abstract. We prove that in NTP 2 theories if p is a dependent type with dp-rank ≥ κ, then this can be witnessed by indiscernible sequences of tuples satisfying p. If p has dp-rank infinity, then this can be witnessed by singletons (in any theory).
The second result is about dependent types, but to prove it we need to assume 1 that the theory is NTP 2 . Definition 1.6. A theory T is NTP 2 (does not have the tree property of the second kind) if there is no formula ϕ (x, y) and array a i,j | i, j < ω such that for every i < ω, {ϕ (x, a i,j ) | j < ω } is k-inconsistent (i.e. each subset of size k is inconsistent) and for every η : ω → ω, the set ϕ x, a i,η(i) | i < ω is consistent.
The class of NTP 2 theories contains both simple and dependent theories.
Main Theorem B. Assume T is NTP 2 , and that p is a dependent type over A with rk-dp (p) ≥ κ.
Then there is some A ′ ⊇ A, some a |= p and A ′ -mutually indiscernible sequences {I i | i < κ } such that each of them is not indiscernible over A ′ a and all tuples in each I i satisfy p.
Note that we may always choose A ′ so that |A ′ \ A| is at most κ + ℵ 0 since, for each sequence I i , we only need finitely many parameters from A ′ to witness that I i is not indiscernible over A ′ a.
Now we can answer Question 1:
Corollary 1.7. If T is not dp-minimal, then there is some finite set A ′ , some singleton a and two A ′ -mutually indiscernible sequences {I, J} of singletons such that both I and J are not indiscernible over A ′ a.
Proof. Right to left is obvious. For the other direction, if T is dependent then we may use Main
Theorem B (since there are only two sequences, only finitely many parameters from A ′ are needed to witness non-indiscernibility, so we may assume that A ′ is finite). But if T is not dependent, then by Main Theorem A there exists such a, A and infinitely many such sequences.
The following question remains open:
Question 1.8. (J. Ramakrishnan) Can we assume in the definition of dp-rank that the indiscernible sequences are sequences of singletons by adding parameters to the base?
Our results show that this is indeed the case when the type is independent or when it is the type of a singleton in an NTP 2 theory.
In Section 2 we prove Main Theorem A, and in Section 3 we prove Main Theorem B.
Question 1.9. Are the extra parameters in the Main Theorems needed?
Throughout the paper, C will denote a monster model of the theory T (i.e. a very big saturated model).
2.
On dependent types and a proof of Main Theorem A 2.1. On dependent types. We start with the following easy observation (which is somewhat similar to [OU11, Observation 2.7]), with a very straightforward proof.
Claim 2.1. Suppose p (x) is a partial type over A. Then the following are equivalent:
(1) There is a |= p and A-mutually indiscernible sequences I i | i < ω such that the sequence I i | i < ω is indiscernible over Aa, and for each i, I i is not indiscernible over Aa.
(2) p is independent.
(3) rk-dp (p) ≥ |T | + + |A| + .
(4) There is an A-indiscernible sequence a i | i < ω such that a i |= p, a formula ϕ (x, y) and some c such that ϕ (a i , c) holds iff i is even.
(5) There is an A-indiscernible sequence b i | i < ω , a formula ψ (y, x) and some d |= p such
(6) There is a set {a i | i < ω } of realizations of p and a formula ϕ (x, y) such that for every s ⊆ ω, there is some c s such that ϕ (a i , c s ) holds iff i ∈ s.
(7) There is a set {b i | i < ω } and a formula ψ (y, x) such that for every s ⊆ ω, there is some
Proof.
(1) implies (2) and (2) implies (3) are easy. Assume (3) and show (1). We can find a |= p and A-mutually indiscernible sequences I i i < |T | + + |A| + such that for all i, I i is not indiscernible over Aa. We may assume that the order type of these sequences is ω. The fact that I i is not indiscernible over Aa is witnessed by some formula over A and increasing tuples from I i , so we may assume that for infinitely many i, the formula is the same, and the position of these tuples does not depend on i (maybe changing a). Then, by Ramsey and compactness, we may assume that I i | i < ω is indiscernible over Aa.
(5) follows from (1):
There is a formula ψ (x, y) over A and an increasing tuple k 0 < . . . < k n−1 < r 0 < . . . < r n−1 such that, letting a i,k = a i,k0 , . . . , a i,kn−1 (and similarly we define a i,r ), ψ a i,k , a ∧ ¬ψ (a i,r , a) holds for all i < ω. The sequence b i | i < ω defined by b i = a i,k when i is even and b i = b i,r when i is odd satisfies (5). The fact that ψ is over
A is no problem -we can add the parameters to b i .
(2) follows from (5) is easy by compactness.
(6) is equivalent to (4) and (7) is equivalent to (5) by a standard application of Ramsey.
(6) follows from (5): By indiscernibility, we may extend b i | i < ω to b r | r ∈ P (ω) (with some ordering), and so, for every subset s ⊆ P (ω), there is some
This gives us (6). The same exact argument gives that (7) follows from (4). Proof. By Claim 2.1 (6), it cannot be that there exists a formula ϕ (x, y) and a set {a i | i < ω } of realizations of p such that for each s ⊆ ω, there is some c s such that ϕ (a i , c s ) holds iff i ∈ s.
By compactness, there is no formula ϕ (x, y) such that for all finite B ⊆ A we can find such a set {a i | i < ω } of realizations of p| B and such c s for s ⊆ ω. So for each formula ϕ (x, y), there is some finite B ϕ ⊆ A such that there is no such set. Let B = ϕ B ϕ . Then p| B is easily seen to be dependent.
Corollary 2.3. The following are equivalent for a type p (x) over A:
(2) rk-dp (p) ≥ |T | + .
Proof. If p is dependent, then there is some B ⊆ A such that p| B is dependent and |B| ≤ |T |. By
Claim 2.1 (3), this means that rk-dp (p| B ) < |T | + , so rk-dp (p) < |T | + .
In this section we show that some useful properties that are true in dependent theories are actually true in the local context as well.
Fact 2.4. [KOU11, Theorem 4.11] If p is a dependent type over A, and a i |= p for i < n < ω, then tp (a 0 , . . . , a n−1 /A) is also dependent.
Recall the notions of forking and dividing. All the definitions and properties we need can be found in [CK12] .
Proposition 2.5. If p is dependent type over a model M , and q is a global non-forking extension of p (i.e. an extension to C), then q is invariant over M .
Proof. Suppose that ϕ (x, c 0 ) ∧ ¬ϕ (x, c 1 ) ∈ q where c 0 ≡ M c 1 . Then using a standard technique, we can assume that c 0 , c 1 start an indiscernible sequence c 0 , c 1 , . . . over M . The set
is inconsistent by Claim 2.1. This means that for some formula ψ (x) ∈ p,
Proposition 2.6. (shrinking of indiscernibles) Suppose that p (x) is a dependent type over A and that B is a set of realizations of p.
is an A-indiscernible sequence, then some end-segment is indiscernible over AB. Note that the size of A and the size of the tuple a i do not matter. Definition 2.7. Let p (x) be a type over A. We say that p is 1-independent over A if there is a realization a |= p and A-mutually indiscernible sequences I i | i < ω of singletons such that the sequence I i | i < ω is indiscernible over Aa and for each i < ω, I i is not indiscernible over Aa.
We say that p is 1-dependent over A if it is not 1-independent over A. We say that p is
Observe that by Claim 2.1, if p (x) is dependent then it is 1-dependent. Also, as in Remark 1.2, this definition does not depend on A.
Claim 2.8. If p (x) is a type over A which is 1-dependent, then:
of tuples satisfying p and singleton c, there is some α < |T | + + |A| + such that the end-
Proof. To simplify notations, assume A = A ′ = ∅. Towards a contradiction we find a formula ϕ (x, y) and an indiscernible sequence ā i | i < ω such thatā i is a tuple of length n of tuples satisfying p and ϕ (ā i , c) holds iff i is even. By the proof of Claim 2.1 (i.e. (5) implies (4), with p = tp (c)), there is an indiscernible sequence cī ī ∈ ω n+1 (ordered lexicographically) of singletons such that ϕ (ā 0 , cī) holds iff the last number inī is even. We may also assume (by Ramsey) that the sequence cī |ī ∈ ω n is indiscernible overā 0 , wherecī = cī ⌢j | j < ω .
Supposeā 0 = (a 0,0 , . . . , a 0,n−1 ) where a 0,i |= p. Since p is 1-dependent over ∅, there is some i 0 < ω such that c i0⌢ī |ī ∈ ω n is indiscernible over a 0,0 . By assumption, p is 1-dependent over a 0,0 . Inductively, we can find i 1 , . . . , i n−1 < ω such thatc (i0,...,in−1) is indiscernible overā 0 -contradiction.
The following theorem implies Main Theorem A:
Theorem 2.9. If p (x) is a type over A which satisfies the conclusion of Claim 2.8, then it is dependent.
Proof. Again, assume A = ∅. Suppose p is a counterexample. By Claim 2.1, there is an indiscernible sequence a i i < |T | + such that a i |= p, a formula ϕ (x, y) and some tuple c = (c 0 , . . . , c n−1 ) such that ϕ (a i , c) holds iff i is even. By assumption, there is some end-segment which is indiscernible over c 0 . Applying the conclusion of Claim 2.8 again with A ′ = {c 0 }, we get an end-segment which is indiscernible over c 0 c 1 . Continuing like this, we get an end-segment which is indiscernible over c -contradiction.
Since dependent implies 1-dependent, we get:
Corollary 2.10. The type p (x) is 1-dependent iff it is dependent iff it satisfies the conclusion of Claim 2.8.
Corollary 1.5 follows:
Corollary 2.11. A theory T is dependent iff for every indiscernible sequence of singletons a i i < |T | + over some finite A, and for every singleton c, there is α < |T | + such that a i | α < i is indiscernible over Ac.
Proof. Apply Corollary 2.10 with p (x) = {x = x}.
Proof of Main Theorem B
3.1. Preliminaries on NTP 2 theories. From here up to the end of the section, we assume that the theory is NTP 2 .
In the study of forking in NTP 2 theories, it is sometimes useful to consider independence relations. For instance, we denote a | ⌣ In the proofs we shall only use the following facts about NTP 2 theories. These were proved in [CK12] . (1) Forking equals dividing over models.
(2) "Kim's Lemma": If ϕ (x, a) divides over A, and b i |i < ω is a sequence satisfying b i ≡ A a
indiscernible sequence then it witnesses dividing of ϕ (x, a).
Recall:
Definition 3.3. Suppose p is a global type which is invariant over a set A.
(1) We say that a sequence a i | i < α is a Morley sequence of a type p over B ⊇ A if a 0 |= p| B and for all i < α, a i |= p| Ba<i . This is an indiscernible sequence over B.
(2) We let the type p (α) be the union of tp ( a i | i < α /B) running over all B ⊇ A. This is again an A-invariant type. We also need to recall the notions of heir and coheir:
Definition 3.5. A global type p (x) is called a coheir over a set A, if it is finitely satisfiable in A.
Note that in this case, it is invariant over A, and p (α) is also a coheir over A.
It is called an heir over A if for every formula over
Claim 3.6. If p is an A-invariant global type and p (ω) is both an heir and a coheir over A, then any Morley sequence of p over A,
Proof. The type p (ω) is a global A-invariant (so also A-Lascar invariant) type that extends tp (a ≥i /Aa <i ), and if c |= p (ω) |AC then tp (C/Ac) is finitely satisfiable over A (since p (ω) is an heir over A), and it follows that C | ⌣ f A c.
Claim 3.7. Given any global type p (x) and a set A, we can find a model M ⊇ A such that p is an heir over M .
Proof. Construct inductively a sequence of models M i for i < ω. Let M 0 be any model containing is indiscernible over M a.
Proof of the main theorem.
The following is the key definition in the proof.
Definition 3.9. Suppose
(1) p is a global A-invariant type such that p| A is dependent (we call such types A-invariant and A-dependent).
(2) B is some set containing A.
(3) ϕ (x, y) is a formula over A.
(4) a is a tuple of length lg (y).
Then we define alt (ϕ, B, a, p) to be the maximal number n such that there is a realization a i | i < n |= p (n) | B , such that ϕ (a i , a) alternates for i < n, i.e. such that ϕ (a i , a) ⇔ ¬ϕ (a i+1 , a)
for i < n − 1.
Note that alt (ϕ, B, a, p) exists by Claim 2.1 (4). Observe that alt (ϕ, B, a, p) ≥ alt (ϕ, B ′ , a, p)
when B ′ ⊇ B ⊇ A, but not necessarily the other way. Sometimes there is equality:
Lemma 3.10. Suppose p is a global A-invariant and A-dependent type, a some tuple and I an indiscernible sequence over Aa.
Then: for every infinite subset I ′ ⊆ I and for any formula ϕ (x, y) over A, alt (ϕ, IA, a, p) = alt (ϕ, I ′ A, a, p).
Conversely, suppose we have some n such thatā = a i | i < n |= p (n) | I ′ A alternates as in the definition. Letx = (x 0 , . . . , x n−1 ). We want to show that the type
Take any finite subset and write it as ψ (x, b, c) ∧ ξ (x, a) where b ⊆ I, c ⊆ A. As I ′ is infinite, and I is indiscernible over Aa we can find b
and sinceā satisfies ψ (x, b ′ , c) ∧ ξ (x, a), we are done.
We will deduce Main Theorem B from the following theorem:
Theorem 3.11. Suppose p (x) is a dependent type over C with rk-dp (p) ≥ κ. Assume this is witnessed by c |= p and {I i | i < κ } where I i has order type ω for i < κ.
Then there are
• C ′ ⊇ C with |C ′ \C| finite, c ′ |= p and J 0 such that
• all the tuples in J 0 satisfy p.
Proof. Denote I i = f i,j | j < ω . By compactness, we can find f i,j for j ∈ Z and i < κ such that, letting
Let U be a non-principal ultrafilter on ω. For i < κ, let p i be global coheir over I ′ i defined by:
• for a formula ψ (z, y) and a tuple a ∈ C, ψ (z, a) ∈ p i iff {n < ω | |= ψ (f i,−n , a) } ∈ U .
So each p i is invariant over i<κ I ′ i and we can consider the type 0<i<κ p 
