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Abstract
In everyday life human decision-making is often based on arguments and 
counter-arguments. Decisions made in this way have a basis that can be easily referred to for 
explanation purposes as not only is a best choice suggested, but also the reasons of this 
recommendation can be provided in a format that is easy to grasp. The formal foundations of 
argumentation have been well explored in the academic literature, but in contrast the actual 
implemented computational models have been less widely investigated. Research into the 
practicality of argumentation has also lacked the development of empirical evaluation 
techniques, which due to the well-documented computational complexity issues associated 
with argumentative reasoning, could prove a major stumbling block in gaining mainstream 
acceptance. Our core motivation of this thesis is contributing to raising awareness that research 
on models of argumentation is on the cusp of a move into a phase of engineering applicabie 
implementations. Accordingly, we present "Argue tu Prolog", an open source 
argumentation-based reasoning engine, which is rigouros in design and implementation, and 
also "ArgueGen", a knowledgebase generator which forms part of an empirical evaluation 
platform and methodolgy for experimenting and benchmarking our engine implementation. 
One of the key goals of the work presented in this thesis is answering the questions "Is 
conducting empirical evaluation of an argumentation-based reasoning engine advantageous to 
the design and implementation of the engine?" and "What benefits are provided by performing 
empirical evaluation of an engine?" Our experiments with AtuP2 and ArgueGen demonstrate 
that the answer to the first question is a resounding yes, and the benefits offered by such an 
evaluation inciude not only the indication of specific areas of the engine implementation to 
target in order to improve performance or reduce the inherenet computation expense of 
arguing, but also the tangible evidence as to their success or failure.
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1. Introduction
1.1 Setting the scene...
in everyday life human decision-making is often based on arguments and 
counter-arguments. Decisions made in this way have a basis that can be easily referred to for 
explanation purposes as not only is a best choice suggested, but also the reasons of this 
recommendation can be provided in a format that is easy to grasp. There have been many 
attempts over the years to automate human decision making, which have typically utilised rules 
within a knowledge-based system. An early example and probably still the most well known of 
which is MYCIN [1]. However, reasoning in the real world is not easily achieved using such rules 
as frequently information is incomplete, incoherent or contradictary. It has therefore been 
proposed that automated decision making systems may benefit from the use of 'defeasible 
argumentation' [2], a relatively new paradigm in logical reasoning based upon sound theoretical 
concepts from the study of argument in order to support opinions, claims, proposals and 
ultimately decisions and conclusions. When compared with traditional automated rule-based 
decision-making this approach is more in keeping with the way humans often deliberate and 
finally make a choice [3], and could prove extremely useful in real world software applications.
1.2 Is argumentation ready for real world use?
The formal foundations of argumentation have been well explored in the academic 
literature (for surveys of the field see [2],[4],[5]). In contrast the actual implemented 
computational models have been less widely explored. In our recent work [6], [7] we have 
argued that for real world software applications to be assisted by defeasible reasioning, access 
to a general purpose non-monotonic reasoning component (an "argumentation engine") is 
required. There has been limited attempts to explore a practical implementation of such 
models in, for example, a negotiation support application [8], collaborative decision making 
(using medical transplants as a case study) [9], and a proactive tool for expressing stock market
9
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trading strategies [10]. However, in these cases the reasoning component is typically tightly 
integrated within the application and cannot easily be reused within additional software. There 
are also several existing prototypes of standalone non-monotonic and argumentation-based 
reasoning engines documented in academic literature, but many of the implementations are 
not readily available, or due to reliance on obscure platforms or third-party libraries, they are 
difficult to successfully compile into a runnable application. Frequently these engines are also 
designed and built using without consideration of well-accepted design patterns and principles, 
preventing other researchers from exploring the inner workings of the system and modifying 
functionality. Frequently the engines also present a poorly implemented or documented 
Application Programmer interface (API), which makes the task of integration into other 
applications difficult.
Research into the practicality of argumentation has also lacked a compelling 
demonstration of performance in real world scenarios, which due to the weli-documented 
computational complexity issues associated with argumentative reasoning, could prove a major 
stumbling block in gaining mainstream acceptance. Research in argumentation has inherited 
the tendency from the nonmonotonic reasoning community to focus the majority of attention 
on the theoretical issues, ignoring the practical details of algorithm implementation. There are 
many examples pervading the argumentation literature where increasingly complex theoretical 
scenarios are created in order to 'test' the success of argumentation systems, without thorough 
analysis as to the practicality of these scenarios. In addition, when analysis of systems does 
occur, it frequently tends to consider only theoretical worse-case scenarios (for example, [11], 
[12]) which may not reveal the real world performance of the algorithms [13]. The disparity 
between algorithm implementations (and hence approaches to testing) has also not helped this 
situation, making empirical evaluation difficult. Although several of the recent implementations 
do include tools to automatically generate practical test cases, there has been little work on 
attempting to establish a common configurable platform in which to conduct experiments.
10
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1.3 Our motivations, aims and objectives
Our core motivation is contributing to raising awareness that research on models of 
argumentation is on the cusp of a move into a phase of engineering applicable 
implementations. We believe that the issues discussed above discourage modification and 
experimentation of practical implementations by the argumentation community, which we 
believe is a major stumbling block in exploring the practical viability of argumentation. 
Accordingiy, the goals of the work documented in this thesis are:
• Present an open source argumentation-based reasoning engine, which is 
rigouros in design and implementation, and allows examination, modification 
and experimentation with the engine by the research community.
• Present a large-scale empirical evaluation platform and methodolgy for our 
engine implementation.
• Answer the questions "Is conducting empirical evaluation of an 
argumentation-based reasoning engine advantageous to the design and 
implementation of the engine?" and "What benefits are provided by performing 
empirical evaluation of an engine?"
It is our belief that continued research into overcoming these issues and further 
investigation of the empirical evaluation of models of argumentation will continue to ensure 
this subject area has real societal benefit.
1.4 Structure of this thesis
The thesis begins with an overview of argumentation which briefly discusses the origin 
of this type of reasoning, summarises the theoretical background and explains the 
contemporary ideas regarding argumentation-based reasoning algorithms. Chapter 3 discusses
11
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the challenges of argumentation-based reasoning from the theoretical perspective, such as the 
inherent computational complexity issues surrounding argumentation algorithms, and 
postulates that in order to drive practical implementations of argumentative reasoning into 
mainstream software applications the theorectical worst case scenario of algorithms may have 
to be put aside in favour of pragmatic empirical experimentation and evaiuation. Chapter 4 
presents a survey and review of 13 existing defeasible and argumentation engine 
implementations. This survey attempts to fill a gap in the existing literature by collating 
references to a range of practical implementations which we hope will act as a signpost to the 
state-of-the-art for an interested researcher, and also assist in further understanding the 
difficulties in using, experimenting with and assessing the value of 
defeasible/argumentation-based reasoning engines in real-world applications. In Chapter 5 we 
discuss our initial prototype work on one of the key contributions of this thesis; "Argue tuProlog 
(AtuP)", a light-weight Java-based argumentation engine buiit upon an existing open-source 
Prolog engine, tuProlog [14], [15], that can be used to implement a non-monotonic reasoning 
component within software applications. Work on the second version of AtuP is presented in 
Chapter 6, the creation of which resulted from feedback of presentation of the original work in 
[7] and [6] at the COMMA and Jelia conferences respectively, and also a published critique 
offered by the tuProlog team in [16]. Chapter 7 discusses our work on ArgueGen, a flexible and 
extensible argument knowledgebase generator tool, and also provides details on how to setup 
and utilise this tool to best advantage. We have used ArgueGen and the methodology 
presented in Chapter 7 to empirically evaluate our argumentation engine, details of which are 
provided in Chapter 8. Here we provide the results of experiments conducted, discuss 
observations made and also provides details of a series of modifications made to the engine 
which were driven by the results of the empirical evaluation, which ultimately resulted in a 
substantial reduction in execution time over many of the experimental scenarios. Chapter 9 
concludes the thesis, summarises the contributions made, evaluates our achievement of the 
goals specified, and suggests future work.
12
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2. A Guide to Argumentation-based Reasoning
2.1 Overview
This chapter provides a brief introduction to and overview of argumentative and 
defeasible reasoning, and introduces speciliast terminology that will be used throughout the 
remainder of this thesis. Section 2.2. begins by providing highlights of the existing journey 
undertaken by the nonmonotonic reasoning community from which argumentative reasoning 
has emerged. Argumentation systems and the associated logical machinery are then 
introduced, with the key ingredients necessary for argumentation identified and discussed. 
Section 2.5 examines the acceptance of arguments, a key process within argumentation that 
allows us to justify the accepting of a proposition as true given a specific knowledge base. The 
chapter concludes with a discussion on current argumentation algorithms, and attempts to 
enumerate the different approaches presented within the academic literature.
2.2 The rise of nonmonotonic logics
Nonmonotonic logics originated in the late 1970's in an effort to build effective 
knowiedge representation formalisms and deal with the inherent challenge of modelling 
commonsense reasoning which aimost always occurs in the face of incomplete and potentially 
inconsistent information. A logical model of commonsense reasoning demands the
formalization of principles and criteria that characterise valid patterns of inference. In this
respect, classical logic proved to be inadequate since it behaves monotonically [4]. Since then 
solid theoretical foundations of nonmonotonic logics have been established (the interested 
reader is referred to [17] for further information). Although this chapter is not focused on 
nonmonotonic logics specifically, it is still useful to give a brief overview of the topic as these 
logics could be considered the precursor of defeasible argumentation and as such share many 
characteristics.
13
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Several styles of nonmonotonic logics exist. Most of them take as the basic 
'non-standard' unit the notion of a default, or defeasible condition or rule: this is a conditional 
that can be qualified with phrases like 'typically', 'normally' or 'unless shown otherwise' [2]. 
Defaults do not guarantee that their consequent holds whenever their antecedent holds, 
instead they allow us in such cases to defeasibley derive their consequent i.e. if nothing is 
known about exceptional circumstances. Most nonmonotonic logics aim to formalise this 
phenomenon of 'default reasoning', but they do so in different ways. The efforts of the past 
two decades culminated in several noteworthy nonmonotonic systems: default logic, logic 
programming with negation as failure, defeasible logic and plausible logic. Several of these 
systems will be briefly reviewed later in the implementation review section, and the interested 
reader is referred to [17], [2] for a comprehensive overview.
2.3 Introducing argumentation systems
Argumentation systems are yet another way to formalise nonmonotonic reasoning, 
using the construction and comparison of arguments for and against certain conclusions. The 
next two sections of the chapter aim to give a theoretical overview necessary for understanding 
the practical implementation issues discussed later, and as such sometimes follows closely the 
discussion of argumentation systems given by Prakken and Vreeswijk in their survey paper [2]. 
it should be noted that currently we are only interested in symbolic approaches of inference 
under uncertainty, and therefore discussion of systems exhibiting nonmonotonicty using 
numerical theories in combination with logics (such as probabilistic argumentation systems 
[18]) is deliberately kept to a minimum.
In order to define an argument and expain how it differs from a logical proof we first 
assume a fixed finite set of formulae, A . Essentially this A can be thought of as a large 
repository of information or a Knowledge Base (KB) from which arguments can be constructed 
for and against arbitary claims [5]. Apart from information being understood as declarative 
statements there is no a priori restriction on the contents, indeed A is not even expected to
14
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be consistent. In this thesis we are only concerned with symbolic approaches to reasoning with 
uncertainty, and as such no preference ordering is assumed over the contents of A . In many 
frameworks an argument is simply a pair where the first item is a minimai consistent set of 
formulae that proves, or entails, the second item. In the following definitions we use the 
symbol h  for entailment. As mentioned before, we are assuming that only deductive 
arguments are considered.
Definition 1 An argument is a pair < O, a > such that:
1. <D I f  ±
2. O h  a
3. O is a minimal subset of A satisfying 2.
The key thing is that an argument has the form of a logical proof (using a consistent 
subset of a KB), and so once established an argument will always stay valid as additional 
knowledge is added to the KB. In argumentation systems the basic notion is not that of a 
defeasible conditional, but that of a defeasible argument. Nonmonotonicity, or defeasibility is 
not explained in terms of the interpretation of a defeasible conditional (as in default logics), but 
in terms of the interactions between conflicting arguments. In argumentation systems 
nonmonotonicty arises from the fact that new premises may give rise to stronger 
counterarguments, which may defeat the original argument.
It makes sense to require defeasible reasons for argumentation. Arguments may 
compete, rebutting against each other, so a process of argumentation is a natural result of the 
search for arguments. Adjudication of competing arguments must be performed, comparing 
arguments in order to determine what beliefs are justified. Argumentation systems can be 
applied to any form of reasoning with contradictory information, whether the contradictions 
have to do with rules and exceptions or not. For instance, the contradictions may arise from 
reasoning with several sources of information, or they may be caused by disagreement about 
beliefs or about moral, ethical or political claims.
15
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2.4 The key ingredients
Argumentation systems generally comprise of the following five elements (although 
sometimes implicitly) [2]: an underlying logical language, definition of an argument, of conflicts 
between arguments and of defeat among arguments, and a definition of the status of 
arguments which can be used to define a notion of defeasible logical consequence. The first 
two eiements still fit with the standard picture of what a logical systems is, as argumentation 
systems are built around an underlying logical language and an associated notion of logical 
consequence which defines the notion of an argument. Some argumentation systems assume a 
particular logic, while other systems leave the logic partly or wholly unspecified. The notion of 
an argument corresponds to a proof (or the existence of a proof) in the underiying logic. The 
remaining three elements are what make an argumentation system a framework for defeasible 
argumentation. The first is the notion of conflict between arguments. Three types of conflict 
are commonly discussed in the literature, rebutting, assumption attacks and undercutting (see 
[2] for further expianation.) The notion of defeat is a binary relation on the set of arguments, 
but it is important to note that this reiation does not indicate with what arguments a dispute 
can be won; it only indicates something about the relative strength on two individuai conflicting 
arguments. Therefore what is also needed is a definition of the status or arguments on the basis 
of all the ways in which they interact. It is this definition of the status of arguments that 
produces the output of an argumentation system: it typicaliy divides arguments into at least 
two classes: arguments with which a dispute can be 'won' and arguments with which a dispute 
should be 'lost'. Sometimes a third intermediate category is also distinguished containing 
arguments that leave the dispute undecided. These notions of status can be defined both in a 
'declarative' and in a 'procedural' form. The declarative form, usually with a fixed point 
definition, just declares certain sets of arguments as acceptable, (given a set of premises and 
evaluation criteria) without defining a procedure for testing whether an argument is a member 
of this set. The procedural form amounts to defining just such a procedure. Accordingly, the 
declarative form of an argumentation system can be regarded as its (argumentation-theoretic) 
semantics, and the procedural form as its proof theory.
16
Daniel Bryant Is Arguing in the Real World too Costly?
2.5 Accepting arguments
We can say that argumentation systems are not concerned with truth of propositions, 
but with justification of accepting a proposition as true, therefore arguments are either justified 
or not justified. However, how do we determine which arguments are justified? In the 
literature, two approaches to the solution of this problem can be found. The first approach is to 
provide a definition such that there is always precisely one possible way to assign a status to 
arguments, the so called 'unique status assignment' approach. The second approach instead 
regards the existence of multiple status assignments not as a problem, but as a feature: it 
allows for multiple assignments (each representing a valid point of view) and defines an 
argument as 'genuinely' justified if and only if it receives this status in all possible assignments.
The problem to decide which arguments may be accepted has two aspects. The first 
aspect, the theory, is concerned with questions such as which notions of acceptability there 
exists and how different notions of acceptability relate to each other. Abstract argumentation is 
one of the fundamental proposals to formalise the mechanism of argumentation, and allows 
the modelling of acceptability. Beginning with Dung's work [19], there have been many 
proposals for such a notion of acceptability including admissible, preferred and stable 
semantics. In Dung's work arguments are depicted as nodes in a directed graph where arcs 
linking pairs of nodes indicate the attack relation between the nodes of the pair. Apart from the 
binary attack relation between arguments, no other information is given on the internal 
inference relations of each individual argument and how an attack is associated to them. 
Further analysis on the structure of the interrelated attacks depicted in the graph can provide 
an evaluation whether some arguments are defeated. Dung's basic formal notions are as 
follows:
17
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Definition 2 An argumentation framework (AF) is a pair (Args, defeat), where Args is a 
set o f arguments, and defeat a binary relation on Args.
• A set of arguments is conflict free iff no argument in the set is defeated by an 
argument in the set
• An argument A is acceptable with respect to a set S of arguments iff each argument 
defeating is defeated by an argument in S.
• A conflict-free set of arguments S is admissible iff each argument in S is acceptable 
with respect to S.
Definition 3 In terms of the notions o f acceptability and admissiblility several notions of 
"argument assignments" can be defined (which are referred to above as "status assignments").
• A conflict-free set 5 is a stable extension iff every argument that is not in 6" is 
defeated by some argument in S
• A conflict-free set is a preffered extension iff it is a maximal (with respect to set 
inclusion) admissible set.
When dealing with argument systems, questions often boil down to the following two 
fundamental problems which lead to an additional classification of the type of reasoning 
performed: Shouid this argument be accepted in all possible worlds? i.e. should everyone 
accept this argument (which is more commonly referred to as sceptical reasoning)? Is there a 
possible world in which this argument must be accepted? i.e. can someone defend this 
argument (credulous reasoning)? According to Vreeswijk these problems are relatively well 
understood [13]. The second aspect of deciding which arguments may be accepted is involved 
with the design and anaiysis of algorithms that decide on acceptability. Here the analysis is 
divided into two approaches. The first approach is interested in the complexity of specific
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acceptability problems in worst-cases. This direction is well covered in, for example [11], [20]. 
The second approach is interested in the design of algorithms with the intention to actually use 
them in practise, and this is the area most related to our desire to survey the field of practical 
implementations or argumentation.
2.6 Argumentation algorithms
Algorithms to decide on argument acceptability can be further divided into two 
subtypes, namely query based algorithms and total algorithms. Query-based algorithms 
compute answers for one particular argument, whether such answers are yes/no answers, 
defence sets or full extensions. Total algorithms compute answers for all arguments, defence 
sets etc. The decision as to which of the two types is most appropriate depends on the 
reasoning scenario. In addition to providing pointers to algorithms documented in the academic 
literature it is worth taking a step back to look at the broader categories of argumentation. 
Within the argumentation literature authors tend to focus their in one of three areas of study; 
(i) on a logic-based theory of deductive arguments, (ii) the problem of the acceptability and 
comparison of arguments, (ill) or argumentation as a dialectic process during disputation.
The first category is well covered in work by Besnard and Hunter, and they have
presented several query-based algorithms for deductive argumentation using classical logic. A
comprehensive discussion of the algorithms, complexity issues and other interesting issues can
be found in [5] and recently this work has been extended by Efstathiou [21], who examines
computationally efficient algorithms for computing arguments. Much of the work in this
category builds upon Pollock's early work where he first emphasised the significance of
inductive reasoning in [22]. Pollock characterises defeasible reasoning using arguments where
the underlying logic is classical logic and arguments are chains of reasons that may lead to a
conclusion where defeasters exist at each stage of the process. Pollock's work provides the
starting point for many logic-based argumentation proposals where an argument is regarded as
a tuple < O, a > where CD is a set of premises that represents the reasons and a is a formula that
represents a conclusion. This definitition is very general and does not neccessarily require that
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O logically entails a or that O is a consistent set. In [22] defeasible and nondefeasible reasons 
are introduced, alongside rebutting defeaters and undercutting defeaters. Rebutting defeaters 
attack an argument by attacking its conclusion, and undercutting defeaters attack the 
defeasible inference itself.
Pollock has also contributed work to the second category, and over the past two 
decades has worked on a comprehensive framework to support the operation of a rational 
agent, including comprehensive defeasible reasoning algorithms which have been successfully 
implemented in the OSCAR software suite [23]. Cayrol and colleagues have also presented 
several algorithms for determining argument acceptability based on comparison of arguments, 
one exampie of which includes decision algorithms for total computation of credulous 
preferred acceptance and sceptical preferred acceptance in coherent argumentation systems
[24] (an argumentation system is coherent iff preferred and stable extensions coincide).
The third category, argumentation as a dialecticai process, has by far received the most 
attention in the recent literature. An example of blurring the lines between the second and 
third categories is provided by Dung, Kowalski and Toni, who have presented a family of 
dialectic proof procedures for the admissibiiity semantics of assumption based argumentation
[25]. There have also been numerous contributions to the study of argumentation soleiy as a 
dialectic practice, and in particular for this thesis we are interested in further exploring 
contributions by two groups.
The first group consists of Guillermo Simari, Alejandro Garcia, Carlos Chesnevar and 
colleagues from the Universidad Nacional del Sur in Argentina, and the second consists of 
Gerard Vreeswijk from the Universiteit Utrecht in The Netherlands. The first group began with 
Simari (in combination with Loui) being one of the initial proponents of argumentation-based 
algorithms for defeasible reasoning (outlined in his Mathematicai Treatment of Defeasible 
Reasoning framework [26]). Later work conducted by Garcia and Simari has resuited in several 
algorithms and a very interesting practical implementation of what they refer to as "Defeasible 
Logic Programming (DeLP)". Aithough this work has perhaps not received the attention it 
deserves from the academic community, Chesnevar and colleagues have worked extensively 
with both the aigorithms and impiementation, producing several papers outlining
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computational issues and how they may be overcome, and also producing several practical 
small-scale demonstrators for realistic scenarios.
Gerard Vreeswijk has been a constant contributor to the argumentation-based 
algorithm community over the past two decades and a strong proponent of practical 
implementations of argumentation. Vreeswijk implemented algorithms from his PhD thesis in 
the early nineties resulting in lACAS [27], a practical implementation of dialogue based 
argumentation (discussed in Section 4.3). Further work from Vreeswijk includes a 
dialectic-based query algorithm and another practical implementation which can determine the 
acceptance of arguments based on the semantics of credulously preferred sets [28]. The latest 
work of Vreeswijk is presented in [13] where he outlines an algorithm that computes grounded 
and admissible defence sets based on credulous preferred acceptance in one pass for single 
arguments.
2.7 Summary
This chapter has introduced the key ingredients and concepts behind argumentation 
systems, which will serve as a foundation for the presentation of more advanced topics in the 
remaining chapters in this thesis. As with any logical reasoning formalism, the current 
state-of-the-art provides a number of interesting approaches, each with its own set of benefits 
and drawbacks in addition to the overarching challenges associated with argumentation. The 
next chapter attempts to enumerate and discuss these challenges further, and aims to 
introduce the motivation behind the intended purpose of our contribution to the current body 
of research as discussed later in this thesis.
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3. Challenges w ith Argumentation
3.1 Overview
This chapter identifies and discusses the current challenges associated with 
argumentative reasoning. Section 3.2 highlights the key difficulties acknowledged by the 
academic community, including the impact of the choice of underlying logical machinery, the 
decision to utilise total or query-answering algorithms, and the perennial and often analysed 
problem of theoretical computational complexity associated with argumentation algorithms. As 
complexity issues are a current stumbling block to the adoption of argumentation. Section 3.4 
discusses existing and potential solutions, where the different methodologies currently utilised 
have been divided into four key styles of approach. The chapter concludes with a discussion on 
the value of empirical evaluation, looks at why it has not been adopted on a wide-scale by the 
community, and briefly enumerates existing attempts to conduct such experimentation (which 
will be discussed in more detail within individuai reviews of existing practical implementations 
in Chapter 4). The majority of the content within this chapter has been adapted from our paper 
[29], which has been successfully published in the Knowledge Engineering Review Journal.
3.2 How difficult can it be to argue?
The brief overview of argumentation provided in the previous section has attempted 
to illustrate that there are many diverse algorithms available and opportunities for them to be 
adapted for use within a software-based reasoning component. However, there are many 
challenges to be faced when attempting to implement argumentation-based reasoning.
We have already highlighted that computational complexity is potentially a big issue, 
with many algorithms lacking a complexity analysis and therefore it remains unclear how well 
these algorithms perform in practice. This may be responsible for the absence of uptake of this 
type of logical reasoning formalism within existing software applications. However, before we 
discuss this subject and associated challenges in more detail there are several other important
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issues that directly impact on complexity. The first challenge when designing an argumentation 
system is determining the most appropriate underlying logical machinery to use. This includes 
choosing the type of logical language to reason with and deciding how arguments are accepted 
resulting from some judging process, or in other words which semantics to reason with. The 
literature reveals two broad classes of logics used within argumentation systems - highly 
expressive but computationaiy complex (intractable) first order logic, which has been argued as 
essential for real-world reasoning by the likes of [22], and [5], or a less expressive, but more 
tractable defeasible logic, proponents of which include [30], [31] and [32]. We have already 
briefly discussed the various judging processes but for a more detailed overview related to 
classical logic the interested reader is referred to Besnard and Hunter's discussion [5], and for 
an overview of argumentation-theoretic semantics Prakken and Vreeswijk's discussion [2] of 
the topic and associated challenges is recommended.
After the logical language and semantics have been decided, the next challenges faced 
are connected with the design of aigorithms used to manipulate the underlying components. 
Disregarding the associated compiexity issues for the moment, the first challenge presented is 
determining the motivation for the algorithm - do we want to compute all arguments, 
extensions etc or do we want to determine answers to individuai queries made in a more ad 
hoc manner? The difference between total and query answering algorithms has been 
mentioned previously in this report, and both approaches have there pros and cons. A total 
algorithm may be relevant to software applications deployed into a small-scale and relatively 
static environment, for example, we may desire to identify all the arguments that are available 
resulting from both current knowledge and beliefs in order to make the best decision. On the 
other hand, software applications may be operating in a highly dynamic and complex 
environment which will require the use of argument systems that are based on first-order 
languages or equally expressive languages. Vreeswijk [13] argues that these systems can only 
rely on query answering algorithms as arguments in first order systems are constructed 
dynamically and therefore cannot be known in advance. An additional advantage of a query 
answering aigorithm is that it can in principle take on the task of a total algorithm, simply by 
enumerating all arguments and querying each argument as it is enumerated. In fact, work of
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[12] suggests that in terms of complexity such brute force methods are perhaps the best we can 
achieve.
3.3 Computational complexity - Theory vs practicality
The major challenged faced when utilising argumentation-based reasoning is that in 
general it is inherently computationally complex. With first order languages even finding the 
basic units of argumentation is computationally challenging [5]. Typically a minimal consistent 
subset of the available knowledge base is presented in support of a argument, but determining 
whether a set of formulae in prepositional calculus is classically consistent is an NP-compIete 
decision problem [33] and worse still determining whether a set of first order formulae is 
classically consistent is an undecidable decision problem [34]. In addition to determining 
whether the formulae are consistent, deciding whether a set of propositional classical formulae 
entails a given formula is a co-NP-complete decision problem [33]. Although less expressive 
languages may allow the units of argumentation to be found easier, compiexity problems are 
encountered when trying to design algorithms to determine whether an argument is acceptable 
with regard to a certain semantics [11]. For example, deciding whether an argument is 
acceptable using the popular stable semantics is an NP-complete decision problem, and utilising 
the preferred semantics may be even harder [20]. However, all these results are based on 
theoretical worse-case analysis of algorithms, and several members of the argumentation 
community have recently discussed that empirical evaluation may be necessary to determine 
whether these theoretical findings are cause for valid concern.
Despite the importance of experimental studies to the area of defeasible 
argumentation, there has been little reported in the literature. While several algorithms have 
been published and some implementations described, the results are far from conclusive. This 
state of affairs can be attributed to the lack of systematic experimentation with implemented 
systems (with the exception of work conducted by Maher and colleagues [31], which wiil be 
discussed later). To test and experiment with software systems we require easily generated,
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realistic and meaningful test instances. One possible approach frequently used in experimental 
research is to generate data randomly. This method offers an unlimited number of test cases 
and often the user has control over at least some parameters of data generated. However, 
according to Cholewinski and colleagues [35] resorting to randomly generated programs and 
theories, a solution often used in other areas such as graph algorithms or satisfiability testing, 
may not be an ideal approach. First it is difficult to argue that randomly generated data have 
any correlation with cases that are encountered in practical situations. Second, only a very 
careful selection of parameters makes randomly generated instances difficult to solve and 
hence useful for benchmarking purposes.
Another approach, as discussed by Cholewinski and colleagues [35], is to produce a 
collection of real-life problems. Such benchmarks are now used in several areas of experimental 
research in computer science. The benefits of this approach are evident-the problems are real 
and thus meaningful. In addition, they are easily disseminated. However, there are also 
drawbacks. The data often does not provide enough flexibility to allow fully-fledged testing. In 
particular, a comprehensive study of performance scalability cannot easily be conducted as 
databases of benchmarks rarely contain families of test cases of similar structure and growing 
sizes that would allow good extrapolation of running time. Accordingly, another key challenge 
associated with the acceptance of argumentation-based implementations is the need to 
develop experimental testing methodologies and to make these and any associated large-scale 
data sets publicly available to allow verification of applications.
3.4 What can be done?
Designing a computationally efficient algorithm to conduct argumentation-based
reasoning is clearly not a trivial task. However, over the last decade much progress has been
made on this issue, for example, [13], [24], [28], [36] have all published algorithms that could
be implemented, but not all are tractable. There has also been much discussion in the academic
literature about the computational complexity of argumentation, but there has been
comparatively little progress made in developing techniques for overcoming the computational
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challenges of constructing arguments. Of the theoretical work that does exist the techniques 
can be broadly divided into four categories - knowledge compilation, techniques for 
intelligently querying an inference engine, approximating arguments and argument tree 
pruning.
3.4.1 Knowledge compilation
There are several approaches to knowledge compilation in the literature. The first 
technique, presented by [5], is referred to as argument compilation (the discussion relates to 
algorithms working in first order logic, but it is argued that the techniques could be generalised 
to other formalisms). Argument compilation is a process that improves efficiency by finding all 
the minimal inconsistent subsets of the knowledgebase and then forming a hypergraph from 
this collection of subsets. Whilst the process of argument compilation is expensive, once the 
knowledgebase has been compiled, it can be queried relativeiy cheaply and the algorithm 
provided in [5] can be used to efficiently construct undercuts for an argument, and by recursion 
undercuts to undercuts. A similar technique is presented by Capobianco and colleagues, [37]. 
Their mechanism essentially consists of adding a repository of precompiled knowledge, referred 
to as a dialectic database, which can be queried more cheaply than creating an entire 
argumentation tree for each query. The dialectic database contains the set of all potential 
arguments that can be built from the knowledgebase as well as the defeat relationship among 
them, and can be understood in more general terms as a graph from which all possible 
dialectical trees computable can be obtained. In this way the use of precompiled knowledge 
can improve the performance of argument-based systems in the same way Truth Maintenance 
Systems assist general problem solvers.
An additional compilation technique for a knowledgebase is stratification, which was
highly utilised in making early default reasoning implementations computationaily efficient, for
example, DeReS [35] (it should be noted that there is little work on the use of stratification
within argumentation-based reasoning). Essentially, stratification was used to decompose the
collection of defaults into sets (strata) in such a way that extensions can be computed in a
modular way. Within the DeReS system the strata had to be explicitly stated by the
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programmer, with the system performing significantly better when a default theory possessed 
a fine stratification. As with knowledge compilation, stratification techniques are initially 
computational expensive, but it could be envisioned that with a relatively static knowledgebase 
the compilation or stratification process could be conducted when appropriate, for example, 
overnight. However, the cost of constantly maintaining or rebuilding the compilation in a 
dynamic environment is likely to be prohibitively high (although work by Capobianco and 
colleagues [37] does attempt to circumvent this problem by restricting compilation to only 
knowledge that is indicated to be static).
3.4.2 Inteligently querying an inference engine
The second category for improving efficiency is based on techniques for inteliigently
querying an inference engine. The majority of these techniques are similar in principle to
knowledge compilation except that the compilations are built as needed 'on the fly'. In classical
logic and other formalisms if arguments are sought for a particuiar claim, queries are posted to
an inference engine or Automated Theorem Prover (ATP) to ensure that a particular set of
premises entail the claim, that the set of premises is minimal for this, and that it is consistent.
Besnard and Hunter present a technique known as contouring [5] which is a principled means
for intelligently querying an ATP in order to search a knowledgebase for arguments. They
discuss that during the course of building an argument tree there will be repeated attempts to
ask the same query, and there will be repeated attempts to ask a query with the same support
set. Each time a particular subset is tested for a particular claim more information is gained
about the knowledgebase. So instead of taking the naive approach of always throwing the
result of querying away, this information can be collated to help guide the search for further
arguments and counterarguments. Besnard and Hunter state that even in the worse case, by
maintaining appropriate contours the number of calls to the ATP is always decreased, which
offers an improvement over naive searching for arguments and counterarguments [5]. The
downside to maintaining contours, or even partial contours, is the amount of information that
must to be kept about the knowledge base over time. The authors suggest that when a contour
appears to be too large to be manageable it may be better to erase it, and construct the
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elements of the contour as and when required. [38] also offer a similar scheme to argument 
contouring for Simari and Loui's early work on the Mathematical Treatment of Defeasible 
Reasoning framework [26]. They propose creating a repository of previously computed 
justifications (containing dialectic trees obtained as answers to previous queries) which they 
refer to as an Argument-based Justification Maintenance System, or a dialectic base. This work 
was a precursor to the previously mentioned dialectical database, but here only grounded 
justification trees are stored. When a query is posted to the inference engine the engine begins 
by trying to solve the query according to the information stored in the dialectic base. If it 
cannot be solved, then the usual justification process will be started.
The key problem encountered when using a technique to intelligently query an 
inference engine is deciding which elements of the repository of data stored are affected after 
adding new information, and how appropriate changes should be managed. When a new fact is 
added to the non-defeasible knowledge the contours or justifications obtained in the past, 
which are stored by the system, may no longer be valid. To overcome this problem a revision 
process should be performed every time a new fact is added. However, this is not a trivial task 
as several interacting features, such as argument consistency and minimality, and the 
acceptability of argumentation lines in the stored dialectic trees all have to be checked. 
Although Besnard and Hunter imply that their contours are for use with a static 
knowledgebase, Capobianco and Chesnevar state that they are interested in using their 
dialectic bases in a dynamic environment, but do not provide a comprehensive discussion of the 
associated cost of the maintenance process. We suspect in a similar manner to knowledgebase 
compilation techniques that if the knowledgebase is changing frequently this cost could be 
prohibitively high.
3.4.3 Generating approximate arguments
The third category of efficiency improving techniques is based on generating
approximate arguments. Pollock [23] was one of the first proponents of using this technique to
reduce the inefficiency of defeasible reasoning. His proposal included allowing a defeasible
reasoner to draw conclusions tentatively, sometimes retracting them later, and perhaps
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reinstating them still later and so on. Pollock argued that human reasoning is defeasible in one 
sense by allowing a conclusion to be retracted as a result of further reasoning without any new 
input. Therefore, an argument may be justified in one stage of reasoning and unjustified later 
without any additional input. An argument is "warranted" when the reasoner reaches a stage 
where for any new stage of reasoning the argument remains undefeated. However, in theory 
the reasoner can be stopped at any time and asked for the current justified conclusions, which 
would be an "approximate" answer. Besnard and Hunter also present a framework for 
approximate arguments in [5] that can be utilised for producing useful intermediate results 
when undertaking argumentation using an ATP. Rather than throwing away an argument that is 
found by a call to the ATP not to be minimal or consistent, it can be treated as an intermediate 
finding, and used as part of an "approximate argument tree". This approximate tree can be built 
with fewer calls to the ATP than building a complete argument tree, and can be refined as 
required with the aim of getting closer to a complete argument tree. Therefore, finding 
approximate arguments requires fewer calls to an ATP, but it involves compromising the 
correctness of arguments. Techniques based on approximation are also used in other 
approaches to reasoning under uncertainty, and although this report does not focus on 
probabilistic argumentation systems it is interesting to note that for reducing the inefficiencies 
of this type of reasoning a strategy for computing approximated solutions is often employed 
[18]. Typically these strategies concentrate on reducing dramatically the number of arguments 
computed by using a cost function (such as the number of literals in an argument, or the 
probability of the negated conjunction) to generate important arguments only.
3.4.4 Tree-pruning
As many argumentation systems are built using dialectical searches, the final category of
efficiency improving techniques is based on tree-pruning. One example of such a technique is
presented for Garcia and colleague's Defeasible Logic Programming system [32]. According to
their definition of justification, a dialectical tree is built depth-first and resembles an AND-OR
tree, and even though an argument may have many possible defeaters, it suffices to find just
one acceptable defeater in order to consider the original argument defeated. Therefore, when
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analysing the acceptance of a given argument not every node in the dialectical tree has to be 
expended in order to determine the acceptance (referred to as the label) of the root - a - p  
pruning can be applied to speed up the labelling procedure. It is well known that whenever a  - 
P pruning can be applied, the ordering in which nodes are expanded greatly affects the size of 
the search space [39]. Chesnevar and colleagues [40] further extended the original work by 
proposing a technique to create an evaluation ordering based on determining the acceptable 
(or feasible) def eaters which can be efficiently computed according to consistency constraints 
(avoiding fallacious argumentation). Essentially, given two alternative defeaters for an 
argument the one which shares as many ground literals as possible with the argument being 
attacked should be preferred (on average this can dynamically obtain the shortest 
argumentation line). This goal-oriented way of characterising attack helps to dramatically prune 
dialectical trees.
A number of authors have also looked at using extrinsic factors to facilitate the process 
of argumentation, such as the social value of arguments [41] or how an argument resonates 
with an audience, based on empathy or antipathy [5]. In the same way as people naturally focus 
on the most relevant arguments, it is often possible to measure the relevance of supporting 
and refuting arguments by the use of a corresponding cost or utility function. Although there 
has been limited work conducted, it is believed that a utility function such as this could be used 
to selectively prune dialect trees or reduce the number of arguments generated [18]. However, 
the computation of the utility function can be seen as a separate decision problem (Anthony 
Hunter, personal communication), and may add to the computational complexity of the 
argumentation process, potentially offsetting any improvements. Further investigation into this 
technique is needed.
3.5 Empirical analysis -  Valuable, but often overlooked...
As discussed previously in this chapter, the final challenge associated with 
argumentation is the absence of empirical analysis of algorithms and associated
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implementations. There are several approaches to overcome this problem. The first is based on 
the fact that problems in logic are well-known to be hard to solve in the theoretical worst case, 
but these worse case scenarios may not always be representative of the practical problem. 
Vreeswijk [13] discusses that in [42] it was proven that the preferred membership problem - 
and hence the admissible membership problem - is NP-complete. From this it could be 
concluded that the admissible membership problem has been "solved". However, Vreeswijk 
states that this is a non-productive viewpoint. He argues that many argumentation tools are in 
need of an algorithm to compute grounded or admissible defences, and it may well be that in 
spite of the results from a worse case analysis there exist algorithms that perform acceptably in 
average or typical cases [13]. He continues by discussing that a possible line of research that is 
not currently being explored is to empirically test an algorithm's complexity. An empirical 
analysis basically amounts to running the algorithm over multiple cases and measuring the 
amount of elementary computation steps the algorithm has executed on average (Nudelman
[43] describes in detail how to conduct such experiments). As an example, Vreeswijk argues 
that the impiementation details and average case complexity analysis included in his recent 
work [13] should provide enough material to define these tests for his proposed algorithm. He 
concludes his discussion by stating that although he did not conduct empirical analysis in his 
work he is in favour of such a technique. However, he strongly believes the presentation of an 
algorithm must be accompanied by a conventional complexity analysis first, before it can be 
subject to practical tests.
Additional approaches proposed to empirically evaluate nonmonotonic reasoning 
system may also be applicable to argumentation-based implementations. Maher and colleagues 
have created a tool named DTScale [31] which is capable of generating parameterised problems 
to experimentally evaluate the defeasible reasoning system they have implemented. The 
authors admit they have not yet been able to create realistic random problems, but the test 
theories that can be generated include a fairly comprehensive variety of scenarios including 
undisputed inferences, circular inferences (which are unsolvable) and inferences involving 
various widths and depths of rule trees. Cholewinski and colleagues have also proposed a 
similar tool called TheoryBase [35] which is used to evaluate DeReS, their implementation of
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default logic. TheoryBase is based on the Stanford GraphBase graph generating system which is 
utilised to empirically test graph solving algorithms, and is capable of generating parameterised 
families of default theories of similar structure and properties, and of sizes controlled by a 
numeric parameter. GraphBase, and consequentially TheoryBase, provide two additional 
advantages when compared with existing random problem generators. Firstly, the algorithms 
within the application root the graphs (and hence default theories) they generate in objects 
such as maps and dictionaries in an effort to ensure some correlation of the graphs generated 
to real-life problems. Secondly, every default theory generated gets a unique label (or 
identifier) which allows easy reconstruction of test cases generated. Cholewinski and colleagues 
[35] argue that this overcomes two of the fundamental problems with generating random 
problems, and we are curious whether such a technique could be applied to generate a random 
argumentative knowledgebase utilising existing real world problems.
3.6 Summary
This chapter has provided an overview of the current challenges debated within the 
argumentative reasoning community. Of particular interest to the theme of this thesis is the 
reliance on theoretical worst case analysis of the performance of argumentation algorithms, 
with comparitively little attention being paid to empirical analysis. To the observer this may 
appear to be somewhat strange, as it is hard to argue against the value of empirical analysis of 
any system, especially when the likelyhood of the occurance of the theoretical worse-case is 
not well understood or has not been widley studied. Section 3.4 has attempted to provide a 
brief overview of a number of current approaches to overcoming the inherenet complexity 
issues, and before any work can be undertaken to explore this further, it is our view that a 
detailed survey of the current practical implementations of reasoning engines and approaches 
to evaluation must be undertaken. Accordingly, the next chapter of this thesis provides the 
results of such a survey that we have conducted.
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4. Review of Existing Defeasible Reasoning Engines
4.1 Overview
This chapter of the thesis provides a review of the current state-of-the-art of both 
existing implementations and evaluations of defeasible and argumentation-based reasoning 
engines. During our early work it was clearly identified that although there are several very 
useful survey papers providing an overview of the theortical details of argumentation there was 
little providing a survey of the practical implementations and associated literature.
The majority of the content within this chapter has been adapted from our paper [29], 
which has been successfully published in the Knowledge Engineering Review Journal. The 
paper, and hence this chapter, attempts to offer the following four contributions to the existing 
collection of argumentation-based reasoning literature (i) Provide an introduction to and 
overview of the different approaches offered by the choice in the underlying logical machinery 
of the various implementations, such as Logic Programming, Defeasible Logic and 
Argumentation. This is contained within the introduction to Sections 4.2, 4.3 and 4.4 
respectively, (ii) Collate references to a range of practical implementations of 
defeasible/argumentation-based reasoning to act as a signpost to the state-of-the-art for an 
interested researcher (and to also provide a firm foundation for our later work), (iii) Highlight 
the pitfalls with current implementations and evaluation methods in an attempt to understand 
why defeasible/argumentation-based reasoning engines are not currentiy utilsed in real-world 
applications. Comments addressing this are contained throughout the review, and the 
discussion in Section 4.5 (and in particular Table 1) attempts to distill this information concisely, 
(iv) Identify work required and provide a roadmap to push forward next stage of practical 
implementations of argumentation. This contribution, alongside a summary of our other 
findings, is presented in Section 4.5 and 4.6.
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4.2 Our approach to the review and associated caveats
This review focuses mainly on the technical merits of the implementation, and as such, 
references are given to allow the interested reader to explore the underlying theoretical 
details. For a complete overview and comparison of associated theories [2], [4], [5] should be 
consulted. Currently only systems that rely on symbolic approaches to dealing with inference 
under uncertainty have been surveyed. Several of the systems reviewed do also offer numerical 
support, but it is not their primary focus, and as such discussion of these features is minimal. 
Wherever possible we have attempted to personally experiment with each implementation, 
evaluating our experience using a number of metrics, such as availability of the 
implementation, access to the code and internal workings of the engine, configuration options, 
functionality provided via both the GUI and API and efficiency of the application.
We are not claming that this review is a comprehensive list of nonmonotonic reasoning 
implementations (and in particular we have not reviewed the many default logic based 
inference engines), but we have aimed to include a selection of different inference styles 
(bottom-up and top-down), algorithm types (query answering and total) and implementation 
technologies.
4.3 Logic programming - the father of automated reasoning
Computational logic arose from the work begun by logicians in the 1950's on the 
automation of logical deduction, and was fostered in the 1970's by Colmerauer and collègues
[44] and Kowalski [45] as Logic Programming (LP). It introduced to computer science the 
important concept of declarative - as opposed to procedural - programming. The Prolog 
language [44] became the implementation approximating this ideal. Many defeasible and 
argumentation-based reasoning systems use LP as a logical foundation when designing 
algorithms (or are built as "metainterpreters" within an implementation of LP), and as such a 
brief introduction to this technology will be beneficial in understanding the framework
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provided. For a comprehensive overview of the use of Logic Programming within the context of 
automated reasoning the interested reader is recommended to consult [46], although it's 
coverage of argumentation is somewhat limited.
When introduced to the knowledge engineering community Logic Programming quickly 
became a candidate for knowledge representation due to its declarative nature and the so 
called "logical approach to knowledge representation" [46]. This approach rests on the idea of 
providing machines with a logical specification of the knowledge they possess, thus making it 
independent of any particular implementation, context-free, and easy to manipulate and 
reason about. Consequently, a precise meaning (or semantics) must be associated with any 
logic programming in order to provide its declarative specification. Declarative semantics 
provide a mathematically precise definition of the meaning of a program, which is independent 
of its procedural executions, and is easy to manipulate and reason about. When reasoning, 
these semantics typically provide the foundation for total algorithms. In contrast, procedural 
semantics is usually defined as a procedural mechanism that is capable of providing answers to 
queries. The correspondence of such a mechanism is evaluated by comparing its behaviour with 
the specification provided by the declarative semantics. Finding a suitable declarative semantics 
for logic programs has been acknowledged as one of the most important and difficult research 
areas of Logic Programming, and this challenge has been inherited in the creation of 
nonmonotonic logics and argumentation.
There were many early attempts at bridging the gap between logic programming and 
argumentation - the work of Phan Minh Dung [19] is particularly relevant. Within first order 
logic Dung present a theory for argumentation whose central notion is the acceptability of 
arguments. He proves that argumentation can be viewed as a special form of logic 
programming with negation as failure, introducing this as a general logic programming based 
method for generating meta-interpreters for argumentation systems.
4.3.1 Prolog (1973)
Prolog is an implementation of Logic Programming, and is essentially Horn clause
programming augmented with the NOT operator under the Selected Literal Definite with
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Negation as Failure (SLDNF) derivation procedure [47]. Prolog does not allow the use of classical 
negation to specify negative conclusions, and therefore these are only drawn by default (or 
implicitly), when the corresponding positive conclusion is not forthcoming in a finite number of 
steps. This is the specific form of closed world assumption of the originai completion semantics 
given to such programs. However, there were several fundamental problems with the use of 
the completion semantics, and to deal with the issue of non-terminating computations even for 
finite programs and other problems, a spate of semantic proposals were set forth from the late 
1980's onwards, of which the well-founded semantics of [48] was an outcome. These semantics 
deal with non-terminating computations by assigning such computations the truth value "false" 
or "undefined" and thereby give semantics to every program.
The well-founded semantics deals with normal programs i.e. those with only negation 
by default, and thus it provides no mechanism for explicitly declaring the falsity of literals. This 
is what is wanted in some cases. However, this can be a serious limitation in other cases, and 
explicit negative information plays an important role in natural discourse and commonsense 
reasoning. In fact, several authors have stressed and shown the importance of including a 
second kind of negation "not" in logic programming for use in knowledge representation and 
non-monotonic reasoning [46]. These arguments led to the introduction of classical negation in 
combination with default negation, in what was coined as "Extended Logic Programming (ELP)" 
[49]. Recently the Well-Founded Semantics with explicit negation (WFSX) [46] incorporated into 
the language of logic programs an explicit form of negation in addition to the previous implicit 
negation, related the two, and extended to this richer language the well-founded semantics.
There are currently many different implementations of the Prolog language, and 
although many offer comparable performance (over the years the inference process has 
become relatively fast), the main differences are connected with the deployment platform or 
designed functionality. Typically rules and facts are imported into the Prolog implementation in 
a batch-style manner by loading and parsing a text file containing the "rulebase". Prolog is often 
used as a framework in which other logical systems that are designed to provide additional 
functionality are built. This is achieved by creating a m eta interpreter, essentially another layer 
of Prolog code that modifies the standard functionality or augments the inference procedure
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provided by Prolog. The next section of this chapter will discuss several such implementations.
4.4 Defeasible Logics -  adding defeat to reasoning
A development closely related to defeasible argumentation is so-called 'defeasible 
logic' [30]. In both fields the notion of defeat is central - in argumentation defeat is among 
arguments, but in defeasible logic defeat is typically among rules. As stated previously, although 
this report is focused on defeasible argumentation, it is useful to examine implementations 
based on this different approach as they deal with similar logical mechanisms (indeed, they 
could be seen as a precursor to argumentation systems) and explore issues such as the efficient 
manipulation of the knowledgebase and querying, and also offer insight into problems such as 
dealing with the inherent complexity issues. Interestingly, some of the implementations 
reviewed in this section are described as defeasible reasoning systems, but use an 
argumentation-based approach to reasoning.
The implementations are reviewed in approximate chronological order, and although 
this list is by no means exhaustive we have attempted to present the systems that are most 
interesting with regard to this survey.
4.4.1 Nathan (1992)
Nathan [50] resulted out of early work on logics for defeasible reasoning by Simari and 
Loui (specifically their Mathematical Treatment for Defeasible Reasoning framework [26]), and 
was based on combining ideas from systems created by both Poole and Pollock. At the time the 
paper was published Simari and Loui felt that Poole's system treated specificity, i.e. the 
comparative measure of the relevance of information, in an "elegant and usable way, but d[id] 
not describe adequately when to apply his specificity comparator to interaction among 
arguments." [50]. They continued by discussing that Pollock's system was "too general for Al's 
use" [26] and although he treated the interaction among arguments properly he rejected 
specificity, which they saw as essential. A series of applications were created over the years by
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Simari and Loui and their students, each demonstrating the incremental theoretical work that 
was being conducted. However, this discussion will focus on Nathan, the system that drew 
most attention. In essence Nathan was an early implementation of a defeasible reasoner 
utilising specificity to prioritize between generated arguments. Arguments were justified using 
Pollock's inductive definition, where by applying a series of incremental steps an argument is 
classified as "in" or "out" in a series of levels. This bottom-up approach to reasoning 
determined that an argument is warranted when it is "in" in all remaining levels.
The implementation was written as a m eta interpreter within Prolog, and as such 
provides a very simplistic command line driven interface to the user. The knowledgebase is 
defined in an identical manner to a Prolog rulebase and contains a finite set of definite clauses 
and defeasible clauses, possibly containing atoms affected by the neg relation. The neg 
relation allows the presentation of negative facts in the system and is not related in any way to 
negation as failure. Issuing the analyse command invokes the query justifier and starts the 
process of testing whether there is an undefeated argument which supports the query (full 
details of the associated proof can be found in [26]). If the search finds such a justification, one 
of the argument structures and all possible defeaters that were considered will be displayed. All 
the justifiers can be obtained by rejecting the answer and forcing the system to keep searching. 
If the answer is negative, the system will have two possible answers - the query has no 
supporting argument or even though arguments can be constructed to support it, all of them 
were defeated. In the latter case, the system will return all the potential justifiers, already 
defeated with its associated defeaters. Although rather simplistic, this method of representing 
the argument structure associated with a justification "trace" allowed a user to understand the 
reasoning process that had been conducted and has been replicated in many other 
implementations.
No empirical evaluation results were presented for the system, but as was the trend in 
the literature at the time of publication, the solution to several simple benchmark examples are 
demonstrated. Simari and Loui identified some limitations in the implementation due to the 
limits of its underlying résolution-réfutation linear-input set-of-support theorem-prover for 
FOL, but these problems mainly affect the authors approach to planning with the system. The
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implementation offers limited configuration or extra features, but does include a simple Perl 
preprocessor for extracting rules from well structured example cases (however, discussion of 
this feature is limited). Complexity issues are not discussed in great detail (as was typical at the 
time of pubiication). However, Simari and Loui did identify that inherent complexity issues with 
first order logic are overcome by restricting the language used to represent the knowledgebase 
to Horn clauses, a subset of first-order logic. Although this implementation may be considered 
simplistic when compared with current applications, Nathan and associated work (specifically 
the MTDR framework [26]) created a foundation on which much other work was conducted, in 
particular work on DeLP [32] and also early work on utilizing implementation techniques to 
overcome the inherent computationai complexity issues [38] (both of which are discussed 
later).
4.4.2 d-Prolog (1993)
d-Prolog [51] is a nonmonotonic extension of the Prolog programming language based 
on Nute's defeasible logic [30] (which in turn was based on Nute's eariier work on Logic for 
Defeasible Reasoning (LDR) [52]). d-Prolog is implemented as a metainterpreter within Prolog 
and as such the interface provided is command line driven and offers no API for external 
applications to utilise. Nute's aim was to develop a logic that is efficiency implementable and 
therefore he kept the language as simple as possible [2]. One unary function neg, a sound 
negation operator which Nute distinguishes from the built in negation-by-failure operator no t, 
and two binary infix functors representing defeasible rules and defeaters respectively, are 
added to the basic language of Prolog. To derive conclusions defeasibly Nute introduce a unary 
functors @ to invoke the defeasible inference engine, and a clause Goal is defeasibly 
derivable just in case the query l-@ G o a l succeeds. The implementation can also be 
instructed to perform exhaustive investigation of queries. In response to the query 
l-@ @ G oa l d-Prolog will test all possible lines of inference and give an appropriate answer 
as to the assigned status of the query, 'definitely yes', 'definitely no', 'presumably yes', 
'presumably no' or 'can't tell'. These two query types essentially provide credulous and sceptical
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acceptability respectively. Nute used specificity to decide superiority of rules and to adjudicate 
conflicts between defeasible rules (essentially a more specific rule is considered superior, and 
these are determined by looking at the bodies of the two conflicting rules to see if either can be 
derived from the other).
In Nute's original paper [51] there is no discussion of efficiency issues, apart from the 
use of Horn clause style rules dictated by Prolog and the obligatory demonstration of 
benchmark examples (a correct solution to the Yale Shooting Problem is provided). However, 
recent work by other authors has discussed these issues in relative depth. In work on plausible 
logic conducted by Rock [53] (reviewed later), polynomial time complexity is associated with 
d-Prolog. In addition, both Maher and colleagues [31], and Antonio and Bikakis [54] have used 
the d-Prolog implementation as the standard benchmark for comparison to their defeasible 
reasoning systems implementations. Frequently when used as a comparison implementation 
d-Prolog is substantially more efficient when there are no disputing rules, due to the fact that 
these rules are interpreted directly by the underlying Prolog system (of which modern 
interpreters are efficient). However, when disputing rules are common d-Prolog performs 
badly, with time growing exponentially in the problem size [31]. Work by Antoniou and Bikakis 
demonstrates that d-Prolog is able to handle a relatively large knowledgebase, with the 
maximum number of rules limited by the underlying Prolog implementation (standard settings 
in SWI-Prolog typically allows around 20000 rules [54]). However, in results from tests 
conducted by [31] d-Prolog demonstrates incompleteness inherited from Prolog when it loops 
on circular lines of inference rules. However, the test suites are automatically generated, and 
the authors do not discuss whether these rules could have been coded in an alternatively 
satisfiable way.
The implementation of d-Prolog offers several configuration options. For example, the 
use of specificity when solving goals can be turned off, and a whynot predicate is introduced 
that can provide a "proof-trace" illustrating how a statement is derivable. Nute also introduces 
the incompatible predicate to indicate clauses that are incompatible. This is added to prevent 
knowledge engineers from using what might be an intuitive way of representing incompatibility 
which would have caused infinite looping in d-Prolog (as the d-Prolog engine does not process
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cuts(l), disjunctions^) and the built-in negation by failure(wor) properiy). However, d-Prolog 
does support a limited form of negation-as-failure by allowing the programmer to "specify for 
which predicates the 'closed world assumption' is to be made." [51]. The relatively flexibility 
and robustness of this early implementation of defeasible logic is demonstrated in several 
practical systems and has also been exploited commercially e.g. for controlling expert systems 
recommendations [55] and logical control of an elevator system [56].
4.4.3 EVID (1994)
The EVID [57], [58] reasoning implementation is mainly intended for practical 
applications in decision support systems. EVID is written as a shell application (a Prolog 
metainterpreter) that is used to interpret other programs written in Prolog syntax, and is 
capable of performing defeasible reasoning. Interaction with the application is conducted 
through the standard Prolog-style command line interface, and a knowledge engineer must 
write an application program (the knowledgebase in standard nomenclature) to use together 
with the EVID shell. A knowledgebase consists of definite (non-defeasible) and defeasible rules, 
which are written using specific predicates provided as part of the shell. This process does 
require technical knowledge for rule construction and assumes that the user understands 
negation by failure extensively. An application knowledgebase also typically includes some 
relative and absolute defeater rules. The user runs both EVID and the knowledgebase in the 
Prolog compiler and typically enters particular data (atomic sentences) into this system and 
queries it about consequences of these data.
Interestingly, Causey states that at the time the paper was written there is no consensus
regarding what should be the adequacy requirements for a defeasible reasoning system. We
conjecture that this is still an open problem today. Besides the issues about formalizations, he
also discusses that there are other important questions about the nature of practical defeasible
reasoning and how it can be represented in a computational logic system. Causey then
continues to specify some desirable functional requirements of an ideal interactive defeasible
reasoning system, such as having access to a detailed explanation of justifications and allowing
the user to over-ride any conclusions made by the application, which he then attempts to
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implement in EVID. Although Causey does not conduct any empirical evaluations of EVID (or 
discuss complexity issues in much detail), his discussion of adequacy does appear to support 
our view regarding the importance of testing implementations of defeasible reasoning; 
"Unfortunately, much of the current literature, both formalistic and computational is guided by 
a body of simple and eclectic examples about birds and penguins etc. These test cases are 
useful, but I do not believe that they provide very good understanding of the typical uses of 
defeasible reasoning in practical contexts." [58].
EVID offers detailed configuration of explanations of justifications using the "why" 
predicate, which generates a "proof-trace" for a justification of a conclusion (citing all of the 
supporting evidence or reporting defeats to the user). Causey states that in some applications 
there would be times when the user wants to determine what additional user data would 
enable the system to infer a conclusion which it currently cannot, including what additional 
data would serve as either relative or absolute defeaters. Accordingly, he has included other 
predicates in the EVID shell such as "howdefeatit", which shows how a currently justified 
conclusion can be defeated and "howgetit" to determine how a currently defeated conclusion 
could be obtained. EVID also allows a user to defeat any conclusion (promoting Causey's theory 
of the user being able to always "have the last word" [58]), either relative to particular 
supporting evidence, or absolutely, providing that the user does not contradict himself in so 
doing. Causey states "We do not want the user to perform epistemologically irrational actions. 
Obviously we would not want the user to add p and not p p  and notp and EVID prevents 
this" [58]. However, we would have to question this restriction in an automated reasoning 
application. Frequently real world knowledge may be inconsistent. Additional limitations with 
the EVID implementation include the inability to represent classical negation and also the fact 
that the systems cannot infer new defeasible rules from the supplied knowledgebase. Causey 
states these issues are the goal of future work.
4.4.4 OSCAR (1995)
Most of John Pollock's influential work on defeasible reasoning in the last two decades
has been devoted to investigating the processes to be performed by an intelligent agent, so
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that its conclusions and decisions can be considered as "rational". Most of his designs have 
been embedded into OSCAR [23], a fully implemented architecture for rational agents written 
in LISP and based upon a general purpose defeasible reasoner. The principal contribution of 
OSCAR'S defeasible reasoner is that it provides the inference-engine for autonomous rational 
agents capable of sophisticated reasoning about perception, time, causation and planning, etc. 
In OSCAR, reasoning consists of the construction of arguments, where reasons are the atomic 
links in arguments. Defeasibility arises from the fact that some reasons are subject to defeat. 
The implementation makes use of natural deduction, and arguments are encoded into a global 
inference graph. The nodes of an inference-graph represent premises and conclusions, and the 
links between the nodes represent dependency relations. It is possible to conceive of reasoning 
conducted within OSCAR as a dialectical justification process, although Pollock is often not 
explicit on this point [4]. Obtaining the results from reasoning and other interaction with the 
system is conducted through the LISP shell, and although Pollock states that the defeasible 
reasoner could be incorporated into agent applications, no explicit API is specified.
Defeasible reasoning in OSCAR consists of two parts, constructing arguments for 
conclusions and deciding what to believe given a set of interacting arguments, some of which 
support defeaters for others. The latter is done by computing defeat statuses and degrees of 
justification given the set of arguments constructed (although outside our current discussion, in 
OSCAR simple probabilities are assigned to premises and calculated for a conclusion using the 
weakest link principle). This defeat status computation proceeds in terms of the agent's 
inference-graph, which is a data structure recording the set of arguments constructed at the 
current point of reasoning. OSCAR is very flexible with regard to configuration, and although 
Pollock rejects specificity for argument comparison, he provides "reasons schemas" written in a 
macro language to allow configuration of reasoning processes for every domain being 
modelled. The current reasoning schemas are written to support inference in first order 
languages.
Throughout his work Pollock has also extensively discussed the computational issues 
associated with defeasible reasoning. In [23] Pollock argues that perhaps the greatest problem 
facing the designers of automated defeasible reasoners is that the set of warranted conclusions
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resulting from a set of premises and reason-schemas is not in general recursively enumerable. 
The solution embodied in OSCAR is to allow a defeasible reasoner to draw conclusions 
tentatively, sometimes retracting them later, and perhaps reinstating them still later and so on. 
Pollock argues that human reasoning is defeasible in two different senses. He distinguishes 
between "synchronically defeasible" (a conclusion may be unwarranted relative to a larger set 
of inputs) and "diachronically defeasible" (a conclusion may be retracted as a result of further 
reasoning without any new input). Accordingly, in OSCAR an argument may be justified in one 
stage of reasoning and unjustified later without any additional input. However an argument is 
"warranted" when the reasoner reaches a stage where for any new stage of reasoning the 
argument remains undefeated. This is useful if dealing with limited resources. In theory the 
agent can be stopped at any time and asked for an approximate answer. Although empirical 
evaluations for OSCAR are believed to be available [Chris Reed, personal communication], 
unfortunately we were unable to locate them.
4.4.5 Deimos and Delores (2001)
Maher and colleagues [31] presents two implemented systems based on defeasible 
reasoning: one which implements a query answering algorithm (for single query evaluation) 
and one that implements a total answering algorithm (for computing all conclusions of a given 
theory). The authors treat defeasible logic as a "sceptical nonmonotonic reasoning system 
based on rules and a priority relation between rules, [which] is used to resolve conflicts among 
rules" [31]. They chose to reject the commonly implemented specificity to resolve conflicts 
between rules claiming instead that in many domains knowledge is often encoded using 
priorities. Both systems accept theories in a Prolog-like syntax and allow queries to be solved 
for the definite and defeasible levels. It should be noted that currently both implementations 
are limited to only the use of propositional formulae.
The query answering system, Deimos [59], consists of a suite of tools that supports the
author's ongoing research into defeasible logic. The main component of the system is the
prover, which implements a backward chaining theorem prover for defeasible logic based
directly on the inference rules. The system is implemented in Haskell and much of this code
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along with the design strategy is common to the Phobos query answering system for plausible 
logic (reviewed later) which was developed in parallel with Deimos. Significant effort has been 
expended to overcome inherent complexity issues and make the prover efficient. The two 
primary mechanisms for this purpose are memoization, which allows the system to recognise 
that a conclusion has already been proved (or disproved) and saves repeated computation, and 
also loop checking, which detects when a conclusion occurs twice in a branch of the search 
tree. Both methods are implemented using a balanced binary tree of data. Loop-checking is 
necessary for the depth-first search to be complete, whereas memoization is purely a matter of 
efficiency. Deimos is accessible through both a command line interface and a CGI interface [60]. 
The web interface provides full accessibility to the application in a fairly intuitive manner. 
However, there is limited support provided in the way of an API to allow software developers to 
manipulate the application as a standalone component. Another major stumbling block in using 
Deimos was the process of compiling the application from source code into a usable 
application. The website allowing download of the engine did not provide an executable 
application, and instead only the Haskell source code was provided. The associated 
documentation, although appearing to be comprehensive upon first glance, lacked many of the 
required details and instructions for compiling on a Microsoft Windows OS. The compilation of 
the application was also hindered by the fact that external dependencies (both from the engine 
author and the Haskell platform itself) had changed significantly since the initial release of the 
Deimos application, and did not allow successful compilation. Personal communication with the 
author was very helpful, and after the exchange of several emails (and many weeks) a working 
application was eventually built, allowing us to conduct experimentation.
The system that computes all conclusions, Delores [31], is implemented in about 4,000 
lines of C and is accessed using a command line interface. Delores is based on forward chaining, 
but can only produce a proof for positive conclusions. The negative conclusions are derived by 
the use of a pre-processing transformation that eliminates all uses of defeaters and superiority 
relations, and then applies the algorithm to the transformed theory. The transformation was 
designed to provide incremental transformation of defeasible theories, and systematically uses 
new atoms and new defeasible rules to simulate the eliminated features. (A full treatment of
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the transformation, including proofs of correctness and other properties can be found in [61]). 
Maher and colleagues state that the transformation should increase the size of the theory by at 
most a factor of 12 and the time taken to produce the transformed theory is linear in the size of 
the input theory. The algorithm for positive conclusions is similar to the bottom-up linear 
algorithm for determining satisfiability of Horn clauses of Dowling and Gallier [62]. The one key 
difference is in the data structures: the Dowling-Gallier algorithm keeps a count of the number 
of atoms in the body of a rule involved in the justification process, whereas Delores keeps track 
of the complete body. Maher and colleague state "the latter results in greater memory usage, 
but allows us to reconstruct the residue of the computation: the simplified rules that remain. 
This residual is useful in understanding the behaviour of a theory" [31]. However, they do not 
state whether this residual is utilised within their algorithm or for offline exploration. We 
suspect the latter, but if it is used by the implementation this could be similar to the 
argumentation "contouring" proposed by Besnard and Hunter [5].
Efficiency within both implementations is clearly an important factor for the authors as 
in [31] the results for a large amount of empirical experiments comparing the performance (in 
terms of CPU time) of d-Prolog, Deimos and Delores are presented. However, we would argue 
that the experimental platform is less than ideal due to the disparate implementation 
technologies and configuration options utilised. For example, in the experiments presented 
d-Prolog was interpreted using Sicstus Prolog 3.7 fastcode using the default memory allocation 
and the timing was measured by the Sictus Prolog statistics built-in. Deimos was compiled using 
the Glasgow Haskell Compiler 4.04, with optimisation flags and times are measured using the 
CPUTime library. Delores is written in C, compiled using gcc without optimisation flags and 
times are measured using the standard time library. Although the implementations dictate that 
separate platforms must be used, we have to question whether this setup provides a fair 
comparison for all implementations. To highlight a few of our concerns the d-Prolog 
implementation is interpreted whereas the other two implementations are compiled, and the 
author's choice to include only certain optimisation flags is not adequately explained. Although 
we acknowledge that creating a common platform to test implementations is a lofty goal, it 
may be necessary to convince others of the true value of an algorithm's implementation.
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Empirical experiments documented in [31] utilise automatically generated 
parameterised problems designed to test different aspects of the implementations. As part of 
the Deimos suite of tools, Maher and colleagues have created a tool named DTScale which is 
capable of generating these parameterised problems. The authors admit they have not yet 
been able to create realistic random problems, but the tests include a fairly comprehensive 
batch of scenarios, for example, theories containing undisputed inferences, chains of defeasible 
inferences, circular inferences (which are unsolvable), inferences involving various widths and 
depths of rule trees, and inferences where every iiteral involved in the justification is disputed. 
It should be noted that due to design of DTScale, a proof for any of the queries for a generated 
theory will require the use of all facts, rules and superiority statements. This is conducted to 
allow a comparison of the d-Prolog and Deimos query answering to the Delores total algorithms 
used in the test implementations (because by definition a total algorithm would have to 
examine all rules when identifying all conclusions). Unfortunately the authors do not offer a 
more realistic scenario to compare just d-Prolog and Deimos with queries that do not exercise 
all of the rules.
Comparison of the behaviour of d-Prolog and the two other systems on strict and 
defeasible versions of the problems in the first batch of tests clearly demonstrates the expected 
overhead of interpretation with regard to direct execution. Interestingly, d-Prolog is 
substantially more efficient than Deimos when there are no disputing rules, but when disputing 
rules are common d-Prolog performs badly, with time growing exponentially in the problem 
size. Deimos does not suffer from this performance hit by avoiding some duplication of work 
performed by d-Prolog due to memoization. It is worth noting that for certain problems, such as 
the chains of inference, the loop-checking and memoization of Deimos has no effect, and for in 
some cases, such as the rule trees problems consisting of more than 200,000 rules memoization 
increased time by a factor of about 10. Nevertheless, the authors argue that loop-checking is 
necessary for completeness and the advantage of memoization over the range of problem 
types can clearly be seen from experimental results. It is also interesting to note that not all 
experiments could be conducted when the number of rules in a theory becomes too large, due 
to the memory handling limitations of the underlying Haskell and Prolog technologies used for
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Deimos and d-Prolog respectively. Except for the direct execution of strict rules by Prolog, the 
implementation of Delores was shown clearly to be the fastest of the implementations. This is 
an encouraging result for the authors, especially in circumstances where it is known in advance 
that the total set of conclusions must be determined, or that all rules will be utilised in the 
reasoning process. However, we have to question how frequently in a real world scenario the 
computation of all conclusions will be required, and the difficulty of knowing a priori that all 
rules will be required in the reasoning process.
On the discussion of complexity Maher and colleagues conclude that the empirical 
evaluation illustrates that both of their implementations of defeasible logic result in linear 
execution times as expected - the time for Deimos grows at 0(N log N), with the loop checking 
contributing the log N factor. It is also apparent from the experiments that the overhead 
introduced to Delores by the pre-processing transformation varies quite significantly from 
problem to problem and is sometimes extraordinarily high, well above what would be expected 
for a transformation that increases the size of the program only by a factor of 12. However, the 
author's comment that the transformation implemented in full Delores did not behave linearly 
and since theoretically it is of linear complexity there is clearly an engineering issue to be 
addressed here. Work is continuing on both systems. For Deimos, Maher and colleagues are 
re-implementing memoization and loop-checking using mutable arrays, instead of a balanced 
tree in order to eliminate the 0(log N) factor. For Delores, they are addressing the problems of 
initialisation and the pre-processing transformation that were exposed by the experimental 
evaluation.
4.4.6 Phobos (2001)
Phobos [63] is an implementation of propositional plausible logic written by Rock and
Billington [53], [64]. Plausible logic is an extension of Defeasible Logic that overcomes the
letter's inability to represent or prove disjunctions. Rock and Billington state that recent work
on the modelling of regulations has shown that the ability to accommodate disjunctions is
important. Much like defeasible logic, a plausible reasoning situation is defined by a plausible
description, which consists of a set of facts, plausible rules and defeasible rules. The set of facts
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describes the known indisputable truths of the situation. The set of plausible rules describe 
reasonable assumptions, typical truths, rules of thumb, and default knowledge, which may have 
a few exceptions, and the set of defeater rules disallow conclusions which are too risky, without 
supporting the negation of the conclusion. The authors state that currently only propositional 
formulae may be used for the plausible description and queries.
Phobos is the first complete implementation of plausible logic and is capable of 
deducing or proving formulae in conjunctive normal form at three different levels of certainty 
or confidence. In decreasing certainty they are: the definite level, the defeasible level, and the 
supported level. Phobos is implemented in Haskell and is accessible through both a command 
line interface and a CGI interface [65]. However, as with Deimos the web interface provides full 
accessibility to the application in a fairly intuitive manner. Although there is limited support 
provided in the way of an API to allow software developers to manipulate the application as a 
component. Several tools are offered with the implementation, including "Description2Theory" 
which transform a plausible description into a Plausible Theory making it easier for the 
knowledge engineer to express rules, and also a tool similar to Deimos' DTScale to 
automatically generate parameterised problems designed to test different aspects of the 
implementations. The authors utilise these tools to present a multitude of interesting empirical 
results. It could be conjectured that the increased expressiveness with plausible logic also 
increases the complexity. However, performance measurements with a variety of scalable 
automatically generated plausible theories has shown that the prover can operate with 
theories consisting of thousands of rules and priorities, and the prover has a time complexity 
per sub-goal that is close to linear (0(N log N) time complexity) with respect to the number of 
rules in the theory.
Rock and Billington state that planned future work on this implementation includes 
refining and optimising the time and space complexity of the propositional implementation. For 
example, storing rules and priorities in lists which must be sequentially searched is the first and 
easiest target for optimisation. The authors comment that they would like to extend the 
implementation by adding support for variables, and exploring the help guide found on the 
implementation website would indicate that a new version of Phobos has been deployed since
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the paper was written which appears to support variables. However, there is limited 
information available and no experimental data could be found.
4.4.7 Defeasible Logic Programming - DeLP (2003)
Garcia and colleagues present an implementation of a formalism that combines results 
of logic programming and defeasible argumentation, named Defeasible Logic Programming 
(DeLP) [32]. Although this implementation effectively straddles the boundary between 
defeasible reasoning and argumentation we have elected to include the review in this section 
of the chapter. DeLP allows information to be represented in the form of weak rules in a 
declarative manner and conclusions to be warranted using a defeasible argumentation 
inference mechanism. DeLP was originally implemented as a m eta interpreter in Prolog, and can 
be accessed through a web interface (available at http://cs.uns.edu.ar/ajg/DeLP.html). 
Additionally, an abstract machine named Justification Abstract Machine (JAM) has been 
designed for the implementation of DeLP as an extension of the Prolog Warrens Abstract 
Machine (WAM). Recent research has shown that DeLP provides a suitable framework for 
building real-world agent-based applications that deal with incomplete and potentially 
contradictory information e.g. a web-search engine recommender systems [66], a reasoning 
framework for agents within dynamic environments [67], and a framework for stock-market 
trading agents [10]. It should be noted that the standard implementation of DeLP is intended to 
model the behaviour of a single intelligent agent in a static scenario in comparison with ODeLP 
[67] (discussed later) which contains extra machinery to handle dynamic scenarios. DeLP loads 
strict and defeasible rules via a text file (or web form) and outputs results in much the same 
manner as standard Prolog. However, recent work outlining the use of DeLP within a 
deliberative multi-agent system for implementing stock market trading strategies (discussed in 
section X) discusses how the DeLP engine has been incorporated into a reasoning component 
within the Jinni framework [68]. This component is accessed using custom Prolog predicates 
provided as part of the Jinni API, and although re-use of the engine in this format would require 
the use of the Jinni framework we can also conclude that in principle DeLP is suitable for
deployment as a standalone reasoning component.
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Looking into the logical machinery of DeLP, arguments are built on the basis of a 
defeasible derivation computed by backward chaining applying the usual SLD inference 
procedure used in Logic Programming. DeLP incorporates an argumentation-based formalism 
for the treatment of contradictory knowledge, and a dialectic process is used for deciding which 
information prevails. In DeLP a literal will be warranted (i.e. a query succeeds) if there exists a 
non-defeated argument structure. In order to establish whether the structure is non-defeated, 
the set of all defeaters for all arguments used within the structure will be considered. Since 
each def eater is itself an argument structure defeaters for the initial def eater will in turn be 
considered and so on. More than one argumentation line could arise, leading to a tree structure 
that Garcia and colleagues refer to as a dialectic tree. During this dialectical analysis certain 
constraints are imposed for averting problematic situations such as producing an infinite 
sequence of defeaters or handling circular argumentation lines (the inference mechanism is 
capable of answering "yes", "no" and "undecided" in response to the query for support for a 
literal). DeLP does not require a priority relation among rules to be explicitly given in order to 
decide between rules with contradictory consequences. Garcia and colleagues believe that 
common sense reasoning should be defeasible in a way that is not explicitly programmed [39]. 
They believe defeat should be the result of a global consideration of the corpus of knowledge 
contained within the agent performing the inference and therefore DeLP uses what is referred 
to as generalized specificity which allows discrimination between two conflicting arguments. 
Intuitively this notion of specificity favours two aspects in an argument: it prefers an argument 
with greater information content or with less use of rules. In other words an argument will be 
deemed better than another if it is more precise or concise.
Although there is no empirical experimental results available for DeLP there has been 
recent work on a complexity analysis by Cecchi, Fillottrani and Simari [69] who conducted a 
thorough analysis of the complexity issues of DeLP using game semantics. Their results indicate 
that the problem "is a set of defeasible rules an argument for a literal under a defeasible logic 
program?" is P-Complete and the problem "Does there exist an argument for a literal under a 
defeasible logic program?" is in NP. However, anecdotal evidence presented in much of Garcia 
and colleague's work, e.g. [10], [32], [67], would indicate that DeLP performs reasonably in tests
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conducted for small-scale real-world demonstrators. Much effort in DeLP has been put towards 
making the implementation (and the inherent complexity issues with argumentation) efficient 
and tractable. These efforts can be divided into primarily three categories; dialectical tree 
pruning, using precompiled arguments in a dialectical database and adding support for 
parallelism into the argument justification process. Each of these will now be discussed.
The dialectical tree associated with the warrant procedure can become quite large for 
non trivial situations. Given a DeLP knowledgebase there could be several argument structures 
for a literal. However, the warrant procedure will not construct all the possible argument 
structures for this literal. Instead it will consider each one of them in turn, exploring the 
associated dialectic tree. This optimisation is similar in spirit to the one found in Pollock's 
OSCAR. Much of the effort expended in the initial implementation of DeLP was put into the task 
of performing an efficient search. According to Garcia and colleagues definition of justification, 
a dialectical tree is built depth-first and resembles an AND-OR tree, and even though an 
argument may have many possible defeaters, it suffices to find just one acceptable defeater in 
order to consider the original argument defeated. Therefore, when analysing the acceptance of 
a given argument not every node in the dialectical tree has to be expended in order to 
determine the acceptance (referred to as the label) of the root - a - p  pruning can be applied 
to speed up the labelling procedure. It is well known that whenever a - p  pruning can be 
applied, the ordering according to which nodes are expanded affect the size of the search 
space. Chesnevar and colleagues [40] propose a technique to create an evaluation ordering 
based on determining the acceptable (or feasible) defeaters which can be efficiently computed 
according to consistency constraints (avoiding fallacious argumentation). Essentially, given two 
alternative defeaters for an argument the one which shares as many ground literal as possible 
with argument being attacked should be preferred (on average this can dynamically obtain the 
shortest argumentation line). This goal-oriented way of characterising attack helps to 
dramatically prune dialectical trees.
In addition to the tree pruning strategies described above, Capobianco and colleagues 
[37] define a mechanism in their ODeLP formalism to limit the expensive creation of dialectic 
trees in a dynamic environment where an agents perceptions may be changing rapidly. This
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mechanism essentially consists of adding a repository of precompiled knowledge that can be 
queried more cheaply than creating an entire dialectic tree for each query. As discussed earlier 
in this report there are different options for integrating precompiled knowledge into a 
reasoning mechanism. A simple approach would be to record every argument that has been 
computed so far, as proposed in Capobianco and colleagues earlier work [38]. However, a large 
number of arguments can be obtained from a relatively small program, thus resulting in a large 
database. Many arguments are obtained using different instances of the same defeasible rules, 
and therefore recording every generated argument could result in storing many arguments 
which are structurally identical, only differing in the constant names being used to build the 
corresponding derivations.
The solution to this problem is to store as precompiled knowledge the set of all 
potential arguments that can be built from the knowledgebase as well as the defeat 
relationships among them. Capobianco and colleagues refer to this precompiled 
knowledgebase as a dialectic database [37]. Given a DeLP program its dialectical database can 
be understood as a graph from which all possible dialectical trees computable can be obtained. 
Instead of computing a query for a given ground literal, the ODeLP interpreter will first search 
for a potential argument (and its associated defeaters) in the dialectical database, speeding up 
the search. In this way the use of precompiled knowledge can improve the performance of 
argument-based systems in the same way Truth Maintenance Systems assist general problem 
solvers. It should be noted that in the ODeLP system the set of arguments that can be built 
from a program also depends on the agents perceptual observations set. When this observation 
set is updated with new perceptions, arguments which were previously derivable may no 
longer be so. If precompiled knowledge depends on the observation set, it must be updated as 
new perceptions appear. Clearly this is not a trivial task, as new perceptions are frequent in 
dynamic environments and a consequence, Capobianco and colleagues argue that precompiled 
knowledge should be managed independently from the set of observations.
The final method explored for improving efficiency within the implementation of DeLP is 
the use of parallelism presented by Garcia and Simari [70]. Implicitly exploitable parallelism for 
Logic Programming has received ample attention, and Garcia and Simari argue that DeLP, which
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adds additional functionality to existing Logic Programming, is especially apt for this optimizing 
technique. In Logic Programming, OR-parallelism, AND-parallelism, and also unification 
parallelism can be implicitly performed due to the considerable freedom (i.e. non-determinism) 
in selecting which reduction paths to follow in order to solve a query. Garcia and Simari 
demonstrate that these three existing types of parallelism that can be exploited directly by 
DeLP. However, there are new sources of parallelism that can be implicitly exploited in a 
defeasible argumentation formalism. For example, several arguments for a conclusion can be 
constructed in parallel, once an argument is found defeaters can be searched in parallel, and 
several argumentation lines of the dialectical tree can be explored in parallel. All these sources 
of parallelism for defeasible argumentation provide both a form of speeding up the dialectical 
analysis and a form of distributing the process of argumentation. Although they do not provide 
empirical evaluations of the performance enhancement provided by incorporating such 
parallelism their claims appear valid.
4.4.8 DR-PROLOG (2007)
DR-PROLOG [71] is an implementation of a system for defeasible reasoning on the 
web, specifically aimed at the semantic web technologies allowing reasoning with rules and 
ontological knowledge written in RDF Schema (RDFS) or OWL. The developers of the system, 
Antoniou and Bikakis, discuss that the development of the Semantic Web proceeds in layers, 
and the highest layer that has reached sufficient maturity is the ontology layer in the form of 
the description logic based languages of DAML+OIL and OWL [71]. On top of the ontology layer 
sits the logic and proof layers. The implementation of these two layers will allow the user to 
state any logical principles and permit the computer to infer new knowledge by applying these 
principles on the existing data. Most studies have focused on the employment of monotonie 
logics in the layered development of the semantic web. However, DR-PROLOG looks at using 
defeasible reasoning. The implementation is based on Prolog, and is designed to answer 
queries.
Although the implementation architecture of DR-PROLOG is discussed in depth, there is
limited details regarding the interface, and no specific API is outlined that would enable
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developers to utilise the inference engine as a standalone component. Strict and defeasible 
rules can be imported into the implementation using the standard Prolog mechanism of loading 
a text file. The core of the reasoning system consists of a well-studied translation of defeasible 
knowledge into logic programs under the Well-Founded Semantics (for more details on each of 
the translations discussed, see [71]). The translation of a defeasible theory D into a logic 
program P(D) has the goal of showing that p is defeasibly provable in D is equivalent to p is 
included in the Well-Founded Model of P(D). The authors state the main reason for the choice 
of well-founded semantics is it low computational complexity. Once the theory and query have 
been translated into a Logic Program they are solved using a standard Prolog inference engine 
(currently utilising XSB Prolog).
The interface appears to be very flexible as defeasible rules can be entered into the 
implementation either using the author's Prolog-like syntax for defeasible logic or in RuleML 
syntax, the main standardization effort for rules on the semantic web. Priorities on rules may 
be used to resolve some conflicts. Antoniou and Bikakis state that priority information is often 
found in practice and constitutes another representational feature of defeasible logics [71]. 
Only priorities between conflicting rules are used, as opposed to systems of formal 
argumentation where often more complex kinds of priorities (e.g. comparing the strength of 
reasoning chains) are incorporated. The implementation offers several configuration options, 
the most interesting being the option to select ambiguity blocking or propagating behaviour 
when reasoning. A literal is ambiguous if there is a chain of reasoning that supports a 
conclusion that p  is true, another that supports that not p is true and the superiority 
relation does not resolve this conflict. Ambiguity propagation results in fewer conclusions being 
drawn, which might make it preferable when the cost of an incorrect conclusion is high. For this 
reason the authors state that an ambiguity propagating variant of defeasible logic is of interest 
to their intended domain of application.
Antoniou and Bikakis present results of empirical experiment comparing the (CPU-time) 
performance of their system with Deimos and d-Prolog. They utilise the DTScale tool of Deimos 
to automatically generate tests suites for the evaluation, focussing on defeasible inference 
assuming the ambiguity blocking behaviour of the test theories (as both Deimos and d-Prolog
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do not support ambiguity propagation.) Utilising the same testing methodology as employed 
the authors of Deimos unfortunately inherits the same problems regarding the use of disparate 
platforms and configuration. For example, DR-PROLOG is executed using XSB Prolog, d-Prolog 
using SWI-Prolog and Deimos using Haskell. However, this does not prevent the results from 
providing an interesting insight into the DR-PROLOG implementation. The results show that the 
compilation of test theories adds a significant amount of time to the overall execution time of 
the experiments for DR-PROLOG and d-Prolog. In addition, both versions of Prolog used could 
not compile all the test theories, because the default memory allocation was exhausted, and as 
a result theories with more than 20000 logical rules were not tested. In general the 
performance of DR-PROLOG is proportional to the size of the problem due to the defeasible 
theories being translated in logical programs with the same number of rules. In comparison 
with d-Prolog, DR-PROLOG performs better in the cases of complex theories (theories with a 
large number of rules and priorities). In comparison with Deimos, DR-PROLOG performs a little 
worse in most of the cases of theories with undisputed inferences. However, DR-PROLOG is 
designed to support rules with variables, while Deimos supports only propositional rules, and 
this additional feature aggravates the performance on the system.
Antoniou and Bikakis conclude their discussion of DR-PROLOG with a concrete example 
of travel packages brokering on the semantic web, and they outline the input files that are 
parsed. The authors provide an overview of proposed future work including adding arithmetic 
capabilities to the rule language and using appropriate constraint solvers in conjunction with 
logic programs, and investigating the applications of defeasible reasoning for brokering, 
automated agent negotiation, mobile computing and security policies.
4.5 Argumentation - The emerging technology
4.5.1 IACAS(1993)
lACAS (InterACtive Argumentation System) [72] was one of the first prototype 
implementations of argumentation written by Gerard Vreeswijk to do interactive dialectic-style 
argumentation on a computer. lACAS is written in LISP and originally meant to demonstrate the
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theory outlined in Vreeswijk's PhD thesis on defeasible argumentation, referred to as 'abstract 
argumentation systems' [73]. Using this theory as a basis, he explored dialectical issues when 
modelling the procedure of justification as a debate between two parties, a proponent and 
opponent. As the system was written in the early nineties the interface is relatively simplistic 
with input and output conducted via the command line or file system. lACAS uses a language in 
which propositions, rules (strict and defeasible) and cases are represented. lACAS allows 
argument for and against a proposition to be generated, and also a disputation to be carried 
out (in the style of two-party immediate response games), where the system will attempt to 
find arguments for and against a proposition and present an ultimate conclusion taking all of 
the arguments into account. Of particular interest when the implementation was first published 
was that Vreeswijk allowed a proposition to be "established", "denied" or "undecided". This 
third category is useful for avoiding inappropriate conclusions (such as illustrated by benchmark 
problems) and was not offered by many other implementations at this time, notably Nute's 
d-Prolog [51] (which could cause non-intuitive results to be concluded [2]).
Vreeswijk [72] identifies several reasons regarding how his system could be 
distinguished from a number of other systems that were prevalent in the literature at the same 
time, such as Nute's d-Prolog [51], early work on Pollock's OSCAR [22] and work on Loui et al's 
LMNOP [74] (which was later incorporated into NATHAN [50]). First, Vreeswijk states that lACAS 
allows the user to interact with the system in many ways, meaning that he may set parameters, 
accommodate output, and tailor dispute records to personal taste. Other systems, such as 
Nute's and Loui's, did not allow the same amount of interactivity. Second, Vreeswijk states that 
his system handles, what he refers to as "combinatorics" correctly. He argues that many 
argumentation systems do not find the correct number of arguments. For example, if six 
arguments to support a statement are available most argumentation systems come up with 
only one argument (d-Prolog is cited as such a system), or with two, or a potentially infinite 
number of arguments. To find and use the correct number of arguments is essential to debate 
and Vreeswijk claims that "lACAS finds the right arguments and finds them all" [72]. Thirdly, the 
most sophisticated feature of lACAS was stated as the possibility to analyse the epistemic status 
of a proposition according to Chisholm's 'Theory of Knowledge' [75]. Chisholm has a theory in
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which propositions can, for instance, be 'certain', 'beyond reasonable doubt' or 
'counterbalanced'. When lACAS is requested to analyse the epistemic status of a proposition, it 
initiates a debate on that proposition and its negation and synthesises the outcomes into an 
epistemic modality.
No complexity analysis or empirical results were presented by Vreeswijk (as was 
common at the time of publication), although several examples were discussed. However, this 
early work can be seen as essential to the practical implementation of argumentation-based 
systems. lACAS demonstrated that the theoretical idea's advanced in Vreeswijk's thesis really 
did work, and there were few such demonstrations before this implementation.
4.5.2 Argumentation System (AS) (2005)
Vreeswijk's Argumentation System (AS) is a argumentation-based reasoning engine 
written in the Ruby programming language. The core prover accepts formulae in an extended 
first-order language and returns answers to queries on the acceptability of arguments using the 
semantics of credulously preferred sets. The theoretical work behind the engine's algorithm 
and implementation originates from [24], [36], [76]. Argument games were formalised in [36], 
where a general framework is proposed which enables argument games to be defined for 
winning positions in argumentation frameworks. Following this formal approach, but with 
slightly different defintions a general framework for argument games were proposed in [24], 
[76]. It is from this work that the two argument games for the credulous acceptance problem 
under the preferred semantics used within AS are taken. Currently the implementation 
provides a web interface [28] allowing batch-type input into the application (meaning that all 
input is processed in one pass), and due to the design could easily be modified to accept 
command line style input. However, no explicit API is specified to allow other systems to 
interact with the implementation as a standalone component.
Strict and defeasible rules can be entered into the system and typically exactly one
query is supplied. The language accepted by AS can be considered as a conservative extension
of the basic language of Prolog, enriched with numbers that quantify rule strength and degree
of belief. In fact the application accepts Prolog programs (although experimentation has
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revealed that not all standard library predicates are available). Although outside the scope of 
the current discussion two kinds of numerical input play a role in AS, namely the degree of 
belief (DOB for short) and rule strength (strength for short). The DOB is a number b in (0,1] that 
indicates the degree of belief, or credibility of a single proposition. This single proposition can 
be a fact or a proper rule. The strength of a rule is a number s in (0,1] that indicates the 
strength with which the antecedent implies the consequent. All rules possess a DOB as well as 
an implicational strength. Vreeswijk states that rule strength and DOB are "provided as a means 
to experiment with different mechanisms of argument evaluation and they are not intended to 
express probabilities, values from the theory of possibilistic logics, nor do they represent values 
from other numeric theories to reason with uncertain or incomplete information" [28].
The core prover of the implementation attempts to find an argument with a conclusion 
for the query specified and then tries to construct an admissible set around that argument. On 
the macro level arguments are constructed as nodes in a diagraph, and AS tries to build an 
admissible set around an argument for the main claim. The web interface of AS is capable of 
displaying a simplistic graphical representation of this graph, which we have found very useful 
for understanding the underlying argumentation process. Vreeswijk discusses that the 
framework for AS is built with flexibility and configuration as an important function, and 
although currently a large number of algorithmic options are hard-coded into AS, future work 
could allow a user to specify these options at run-time. For example, argument strength is 
computed according to a sieve sum but could equally well be computed otherwise. Due to the 
implementations design it is relatively simple to extend AS's input syntax with flags or 
command line options that indicate specific algorithmic choices. Vreeswijk's treatment of the 
implementation includes a discussion of several examples which demonstrate the system's 
ability to handle increasingly complex examples (included on the web site where the 
implementation can be accessed). However, with this algorithm and associated implementation 
no complexity analysis is given.
4.5.3 Vreeswijk's admissible defence sets (2006)
In the same spirit as AS, Vreeswijk presents another algorithm and implementation
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[13] of an argumentation system that computes grounded and admissible defence sets in one 
pass (i.e. without walking the search tree twice) for single argument. The algorithm has also 
been used to compute defence sets in a knowledge representation architecture for the 
construction of stories based on interpretation and evidence. As discussed ealier in this 
chapter, algorithms to compute grounded and/or preferred extensions have been proposed 
previously e.g. [24], [36], but these algorithms only address one particular semantics, they do 
not combine the search for different semantics and they are often meant to compute full 
extensions rather than minimal lines of defence. The algorithm has been implemented in the 
object oriented scripting language Ruby, and is currently accessed using a web interface [77]. 
Much of the interface and language is common with the previously discussed system, and 
therefore a repeat of the associated advantages and drawbacks will not be discussed here.
Vreeswijk presents an overview of the testing process, discussing that a benchmark 
suite of typical argument systems (i.e. a collection of typical di-graphs) was composed and is 
available on the aforementioned website. Besides standard problems, the benchmark suite also 
contains problems that are known to be computationally difficult or conceptually problematic. 
As of April 2006, this collection consisted of 47 problems and is constantly increasing. Vreeswijk 
also presents a comprehensive complexity analysis, detailing that in the worse case the 
algorithm may behave exponentially on the size of input. Other cases are presented, illustrating 
that the complexity drastically decreases when the worse case example is slightly modified, and 
Vreeswijk also presents a preliminary proposal for a definition of what constitutes to be an 
average case, but does not conduct an analysis of such a case. As discussed earlier in this 
report, Vreeswijk also suggests that a possible line of research that was not explored in his 
current work is to empirically test the algorithm's complexity. An empirical analysis basically 
amounts to running the algorithm over multiple cases and measuring the amount of 
elementary computation steps the algorithm has executed on average. Nudelman [43] 
describes in detail how to conduct such tests. Vreeswijk discusses that although he did not 
conduct an empirical test he believes such evaluation would be highly beneficial. He concludes 
by stating that in his opinion the presentation of an algorithm must be accompanied by a 
conventional complexity analysis first, before it can be subject to practical tests.
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4.5.4 CaSAPI (2007)
The CaSAPI [78] system is a Prolog implementation for credulous and sceptical 
argumentation based upon the computation of dispute derivations for assumption-based 
argumentation frameworks. The system relies upon a generalisation of the original 
assumption-based argumentation framework and of the computational mechanisms proposed 
by Bondarenko, Dung, Kowalski and Toni in [9] whereby multiple contraries are allowed. The 
authors claim this generalisation is useful to widen the applicability of assumption-based 
argumentation to allow, for example, reasoning about decisions. The underlying theoretical 
mechanism are defined as "dialogues" between two fictional agents; the proponent and the 
opponent, trying to establish the acceptability of given beliefs with respect to the chosen 
semantics. In order to determine whether a belief is to be held, a set of assumptions needs to 
be identified that would provide an "acceptable" support for the belief, namely a "consistent" 
set of assumptions including a "core" support as well as assumptions that defend it.
This informal definition of "acceptable" support can be formalised in many ways, using 
the accepted notion of "attack" amongst sets of assumptions [19]. In [78] the authors outline 
three such mechanisms (and also identify the corresponding semantics) that affects the level of 
scepticism in the proponent agent: in GB-dispute derivations the agent is not prepared to take 
any chances and is completely sceptical in the presence of seemingly equivalent alternatives 
(implementing the sceptical grounded semantics); in AB-dispute derivations the agent would 
adopt an alternative that is capable of counter-attacking all attacks without attacking itself (the 
credulous admissible semantics); in IB-dispute derivations the agent is wary of alternatives, but 
is prepared to accept common ground between them (the sceptical ideal semantics).
The implementation of the CaSAPI system is invoked using a standard Prolog
interpretter. Users are required to load the input assumption-based framework and the beliefs
to be proved in the same manner as facts and rules are added to any Prolog program (typically
using text files). Rules are represented as facts of a binary relation myRule/2 consisting of a left-
and right-hand side. The first argument holds the head of the rule and the second argument a
list containing the body of the rule. Assumptions and beliefs to be proved are represented as
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unary predicates myAsm/1 and toBeProved/1 respectively, using a list notation for their 
respective argument. The notion of contrary can also be customised using a binary relation 
contrary/2. The users can then control the kind of dispute derivation they want to employ (GB, 
AB or IB), the amount of output to the screen (silent, compact or noisy) and the number of 
supports computed (one or all). They specify their choices as arguments to the command run/3. 
For example, in order to run AB-dispute derivations in silent mode and obtain only one answer 
the user would specify: run(ab,s,l).
Currently the authors state that Sicstus Prolog is the implementation language of choice 
since they intend to employ some of its constraint solving features in future versions of CaSAPI 
(although version 2.0 of CaSAPI does not make use of any Sicstus specific code and hence it 
should run on most standard Prolog engines.) An interesting design choice made by the authors 
is the fact that the argument selection strategies of the agents are not hard coded into CaSAPI. 
Although different selection strategies do not affect the result of the argumentation process, 
they can have a significant impact on efficiency. The authors state that these strategies control 
how the dispute trees are generated and hence can lead to early pruning for certain trees (as 
discussed in work by Garcia and colleagues e.g. [32]). Apart from the above mentioned 
selection strategies there is little in the way of discussion regarding computational complexity 
issues, or indeed experimentation. However, a worked example is included in [78] as well as 
several example applications.
In [78] several practical application scenarios are considered and discussed; 
non-monotonic reasoning (using logic programming), legal reasoning (where different 
regulations need to be applied, taking into account dynamic preferences amongst them), 
practical reasoning (where decisions need to be made as to which is the appropriate course of 
action for a given agent), and reasoning to support autonomous agents (about their individual 
beliefs, desires and intentions, as well as relationships amongst them). Most of these 
application scenarios require a mapping from appropriate frameworks into assumption-based 
argumentation, and the authors state that currently two of these application areas (legal and 
practical reasoning) assume a translation (by-hand) from a given formalism into 
assumption-based argumentation. However, the authors state that future work includes
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providing an appropriate front-end to the systems in order to automate the translation, 
presumably in a similar fashion to the pre-processing of other systems such as Delores [31] and 
DR-PROLOG [71]. Additional future work includes formalising a number of extensions to 
theoretical assumption-based argumentation (e.g. variables in rules), and investigating the use 
of preferences, as modelled in legal reasoning, to provide effective means of conflict resolution.
4.6 Discussion
This chapter has presented an overview of existing work conducted on defeasible and 
argumentation-based reasoning engines. Our discussion has included a review of a wide range 
of types of formalisms, semantics, algorithms and technical implementation details, an 
overview of which can be seen in Figure 4.1.
The first fundamental issue worth highlighting is the difficulty in acquiring engine 
applications documented within the academic literature. Approximately 40-50% of engines are 
available online (typically via the authors website), and although many of the remainder can be 
obtained through personal communication with the authors, this can take time (in our 
experience sometimes weeks or months). It is also a similar story when attempting to get an 
engine working fully. Many of the authors only provide the source code for their 
implementation, which requires compilation and building using specific tools. Although this 
decision is understandable for Prolog metainterpretter implementations, it is somewhat 
questionable for implementations built upon the more esoteric platforms. Compiling on these 
platforms typically requires a good level of knowledge not only of the compilation tool, but also 
of the fundamentals of Operating System tools and commands (typically Unix-based).
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System
Name
(ref)
Reasoning
Formalism
Language
Supported
Technology interface Complexity
Analysis
Empirical
Evaluation
Conducted?
Extra Notes
Nathan
([50])
Defeasible First order Prolog
meta
Command
line
None Simple
benchmarks
None
d-Prolog
([51])
Defeasible First order Prolog
meta
Command
line
None Simple 
benchmarks 
(See[51], [52])
None
EVID
([58])
Defeasible First order Prolog
meta
Command
line
None
(although
discussed)
Simple
benchmark
howdefeatit
query
OSCAR
([79])
Defeasible First order LISP
program
Command
line
None
(although
considered)
Unavailable Used within
"rational
agent"
Deimos
([31])
Defeasible Propositional Haskell Web and
Command
line
Undertaken Comprehensive 
benchmarking 
with DTScale
Only supports
query
answering
Delores
([31])
Defeasible Propositional C Command
line
Undertaken 
(but not 
detailed)
Comprehensive 
benchmarking 
with DTScale
Only supports 
total
answering 
and requires 
preprocessing 
of theory
Phobos
([63])
Plausible Propositional Haskell Web and 
Command 
line
Undertaken 
(but not 
included)
Comprehensive 
benchmarking 
with custom 
tools
None
DeLP
([32])
Defeasible
(dialectic
argumentation)
First order Prolog /  
JAM
Web,
Agent
componen
t and
command
line
See [69] Simple 
benchmarks 
and anecdotal 
evidence
None
DR-PROL 
OG ([71])
Defeasible First order Prolog
meta
Web and 
command 
line
None Comprehensive 
benchmarking 
with DTScale
RuleML 
support and 
ambiguity 
propogation
lACAS
([27])
Argumentation First order LISP
program
Command
line
None Simple
benchmarks
Chisholms 
Theory of 
Knowledge 
support
AS ([28]) Argumentation First order Ruby Web None Benchmarks Produces 
diagram of 
argument 
structure
Vreeswijk 
Admissible 
Defence 
Sets ([13])
Argumentation First order Ruby Web Detailed
complexity
analysis
Comprehensive
examples
Discussion of 
empirical 
complexity 
analysis
CaSAPI
([78])
Argumentation First order Prolog
meta
Command
line
None Simple
examples
Translation 
(by-hand) 
from a given 
formalism 
required
Figure 4.1. Defeasible Reasoning Engines Overview
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One issue encountered several times was the reliance of third-party iibraries or 
components for the compilation process to succeed, which were not included in the 
distribution. Obtaining these components is not a triviai task, and many such libraries are 
constantly being enhanced and therefore do not guarantee backward compatibility with older 
versions. This ultimately means that the currently available version does not ailow successful 
compilation of an engine without modification. It is our belief that providing a pre-compiled 
version of the application for (at least one of) the three major platforms, Microsoft Windows, 
Unix/Linux and Apple Macintosh, would be highly beneficial in promoting "out of the box" use 
and experimentation.
Another fundamental issue blocking exploration and verification of engines and the 
algorithms used within, was that engine source code was often developed using esoteric 
platforms and programming languages (which are primarily used only within academia). This 
was often coupled with the absense of widely-accepted design principles and patterns within 
source code, and limited technical documentation, which further contributed to the difficulty in 
understandings the inner workings of an implementation. The finai issue related to 
modification of source code was the absence of documentation and information relating to the 
legal ramifications of augmenting and distributing any code. With the proliferation of the 
open-source movement over the past decade there are now many widely accepted and used 
licences, such as the GNU Lesser Public Licence, which can be included within software 
distributions. It is not clear whether the absense of such licence information is merely born out 
of the authors unawareness of the issues, or this is a deliberate pioy to prevent modification 
and re-use, particulariy within commercial applications.
Comparing the engines from a higer level of technical abstration, clearly several 
similarities can be identified between the implementations throughout this review. The first 
striking similarity is that many of the reasoning engines use an underlying Logic Programming 
framework, and are frequently created as a meta interpreter within an existing Prolog 
implementation. Although this reduces the effort required to construct a reasoning engine and 
avoids duplicating inference processes that are common to both Logic Programming and 
defeasible reasoning, this type of implementation technique does have some disadvantages.
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From a technical aspect the Prolog language is interpreted, which can result in a loss of 
performance in comparison with compiled implementations (as indicated by Maher and 
colleagues experimental results [31]). It also means that the interface is based on a Prolog 
implementation which typically offers a limited API, particularly in regard to allowing 
developers to utilise the engine as a standalone component, and also enforces that a 
knowledgebase is loaded in as a text file containing strict and defeasible rules. However, some 
of the more recent engine implementations are attempting to overcome these limitations, such 
as the previously discussed incorporation of the DeLP reasoning engine within the Jinni agent 
platform framework, and DR-PROLOG's ability to load knowledgebase rules in RuleML format.
From a theoretical aspect we can observe that several of the early implementations 
inherited problems associated with Prolog, such as looping with certain theories, as evident in 
the tests conducted by Maher and colleagues [31] on d-Prolog. In addition early 
implementations sometimes computed unintuitive conclusions due to the reliance on Prolog 
semantics which allows a statement to be labelled as only provable or not provable (i.e. a 
statement cannot be labelled as undecidable). However, later implementations have 
incorporated techniques to ensure these kinds of problems do not occur. For example, Maher 
and colleague's Deimos uses loop-checking to prevent circular lines of inference, and Garcia and 
colleague's DeLP utilises consistency constraints when generating dialectical argumentation 
trees to prevent logicai fallacies from occurring. An additional interesting aspect of existing 
work is that there appears to be indecision within the defeasible reasoning and argumentation 
communities regarding the process of resolving conflict between rules or arguments. Some 
authors argue strongly that the use of priorities to resolve conflict should not be necessary. For 
example, Garcia and coiieagues [32] believe that common sense reasoning should be defeasible 
in a way that is not explicitly programmed. However, other authors, such as Maher and 
colleagues [31] and Antoniou and Bikakis [71] argue that knowledge in many domains is 
naturaily represented using priority relations. Other authors, such as Pollock and Vreeswijk 
appear to take the middle ground - offering support for numerical values, but not exclusively 
relying on them in the inference process.
We have also observed several trends over the timeline of implementation
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developments. The reviews show that in the early 1990's the only form of testing conducted on 
a reasoning engine implementation was a demonstration of intuitive resuits and correct 
inference using a standard (and somewhat iimited) batch of benchmark examples. The testing 
conducted with the Nathan and d-Prolog implementations is a prime example of this technique. 
Authors of reasoning impiementations created in the mid 1990's, such as Causey (EVID) and 
Pollock (OSCAR), clearly began to appreciate the need for experimental evaluation. As already 
discussed Causey argued strongly against the use of "a body of simple and eclectic examples 
about birds and penguins etc." [S8] to test defeasible reasoning systems. However, oniy around 
the start of 2001 did authors of defeasible reasoning implementation begin to discuss in depth 
technical techniques to improve efficiency and inciude comprehensive experimental results 
within their work. Examples of this type of work include Maher and Colleagues [31], Rock and 
Billington [53], and more recently work by Antoniou and Bikakis [71].
In this chapter we have already discussed several limitations with the experimental 
testing conducted, and we may have been criticai particularly in regard to the platform and 
application set-up. However, we wouid like to make it clear that in our opinion any attempt to 
include empirical evaluation of defeasible reasoning implementations should be applauded and 
encouraged. It is interesting to note that one of the most complete implementations of 
defeasible reasoning, DeLP, which has been utilised in many small-scale demonstrators, has not 
undergone empirical analysis, and instead the authors have relied on providing anecdotal 
evidence. The example of the value of empirical experiments can be seen with the evaiuation of 
the Deimos and Phobos implementations which confirmed the expected theoretical complexity 
results. Perhaps more interesting is the empirical analysis of Maher and colieague's Delores 
implementation [31], which identified efficiency problems with the implementation which 
indicated that the algorithm had not been implemented correctly, and prompted the authors to 
analyse their technical implementation in order to determine the problem. Without empirical 
evaluation this incorrect translation of the algorithm into the implementation may have gone 
unnoticed. Also worth noting is that the evaluations of the previously mentioned system 
allowed the authors to identify and target the most appropriate areas within their 
implementation to improve performance. It would appear from many of the reviewed
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implementations that the choice of data structures used within the core inference engine is 
very important. Although our review has clearly indicated that there are a limited number of 
argumentation-based reasoning engines available for analysis, the main contributor of such 
work, Gerard Vreeswijk, has clearly advocated the need for empirical evaluation of 
argumentative reasoning engine implementations. In addition to promoting the use of, and 
providing many very interesting benchmark examples (which are much more comprehensive 
than those used within testing of early implementations) he has also been advocating the need 
to empirically evaluate an algorithm's performance using, for example, techniques as discussed 
by Nudelman [43].
We would like to draw attention to several other interesting aspects of existing work 
that has become apparent as the survey was conducted. First, buried within Causey's work on 
the EVID implementation he states that there appear to be no consensus as to what is required 
within a defeasible reasoning implementation, and although this has not been investigated 
fully, we believe this may stiil be a problem today. Causey's ideas on creating a desiderata for 
such reasoning engine impiementations are interesting, such as insisting an engine must 
provide detailed explanation of justifications and ailowing the user to over-ride any conclusions 
made by the application, but may need to be updated taking into account the technical and 
theoretical advances over the last ten years. The use of "proof traces" to facilitate a users 
understanding of the reasoning process is practically a universally accepted requirement of 
defeasible and argumentative reasoning engines, as this was implemented in even the very first 
implementations. Increasingly these traces have become more advanced, with Vreeswijk's 
recent work [13] generating a very useful graphical representation of the argument relations. 
The inclusion of functionality within the EVID implemenation such as the "howdefeatit" 
operator, which shows how a currently justified conclusion can be defeated, and "howgetit" 
operator, which determines how a currently defeated conclusion could be obtained are very 
interesting, and would appear to be very useful for facilitating and expioring the reasoning 
process, especially within decision support systems.
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4.7 Summary
The core premise of this chapter (and our published paper it was adapted from) is 
contributing to raising awareness that research on models of argumentation is on the cusp of a 
move into a phase of engineering appiicable implementations. Through our review we have 
identified a number of shortcomings with the existing state-of-the-art, such as limited access to 
both the implementation and internal working of the engine, reliance on unincluded third-party 
dependencies, difficulties in utilising the engine as a component within other applications, 
poorly designed APIs, efficiency issues with underlying Proiog engines, and the absence of a 
well-defined platform and approach to empirical testing. These shortcomings are summarised 
in Figure 4.2:
Limited access to the actual implementation of the engine itself i.e. difficulty in obtaining 
the engine software application/distribution.
Difficulty in compiiing and buiiding the engine source code into a useable application i.e. 
many engines rely on external dependencies, or require esoteric compiier/platform 
configurations to build successfully.
Limited access to internal working of the engine i.e. the ability to examine and verify the 
engine source code itself.
Difficulties in modifying or enhancing existing code i.e. many engines are built upon esoteric 
or less well-known platforms/SDKs, or the implementation itself is built using non-industry 
standard methodologies and with the absense of well-defined design principles and 
patterns.
Poorly designed and documented Application Programmer Interfaces (APIs)
Difficulties in utilising the engine as a component within other applications i.e. no clear 
approach or process on how to "plug" the reasoning engine into another application.
Figure 4.2. shortcomings with state-of-the-art in reasoning defeasible engines
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All of the issues identified in Figure 4 discourage modification and experimentation by 
the argumentation community, which we believe is a major stumbling block in exploring the 
practical viability of argumentation. It is our belief that continued research into overcoming 
these issues and further investigation of the empirical evaluation of models of argumentation 
will continue to ensure this subject area has real societal benefit. Accordingiy, the next chapter 
discusses our eariy work on one of the key contributions of this thesis, an open-source 
argumentation engine, which attempts to overcome several of the identified limitations.
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5. Argue tuProlog (AtuP) -  A Prototype Argumentation Engine
5.1 Overview
In this chapter we discuss our initial prototype work on one of the key contributions of 
this thesis; a light-weight Java-based argumentation engine that can be used to implement a 
non-monotonic reasoning component within other software appiications. We begin this 
chapter by discussing the motivations for such work, drawing on our conclusions from the 
existing engine survey documented in the previous chapter. Section 5.2.2. attempts to distil 
these motivations into a workable set of requirements, and here we offer what we believe is a 
contribution to the existing body of non-monotonic reasoning literature; a technical desiderata 
for a practical non-monotonic reasoning engine. Section 5.3. provides an overview of the 
existing implementation and theoretical work upon which we have built. Details of our novel 
technical work are discussed in Section 5.4., including an overview of the implementation of the 
algorithm and language used, and the Graphical User Interface (GUI) and Application 
Programmers Interface (API) we have created to facilitate use by others in the research 
community is discussed in Section 5.5. The chapter concludes with a discussion of testing and a 
critique of this prototype. The content presented here is an extended and enhanced version of 
work originally published as [7] and [6].
5.2 The motivation for the prototype
5.2.1 The driving force
Our survey of existing defeasibie and argumentation-based reasoning engines allowed
us to identify a number of technical shortcomings with the existing state-of-the-art and
supporting literature (summarised in Figure 4.2). All of these issues discourage modification and
experimentation by the argumentation community, which we believe is a major stumbiing
block in exploring the practical viability of argumentation. We are not claiming that the list of
problems summarised in Figure 4.2 is definitive, but enumerating the issues allowed us to
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generate a list of requirements (or desiderata) for which we postulate would be an ideal 
implementation of a non-monotonic reasoning engine component. Indeed, two of the primary 
motivations of our inital papers discussing this work, [7] and [6], were to illustrate that a 
practical Internet-ready/agent-based implementation of argumentation is now viable, and to 
also stimulate and add to the discussion on the need for sound empirical evidence for the 
applicabiiity of argumentation.
5.2.2 Desiderata for a practical non-monotonic reasoning engine
We propose that the following are key technical requirements for a practical 
argumentation-based reasoning engine:
• Make the engine application, source code and associated documentation readily 
available for download via the web, ideally through a well known software directory 
such as SourceForge f http://www.sourceforge.com) or Google Code 
fhttp://code.google.com/hosting/).
• Include within the engine distribution a compiled and fully-functional version of the 
engine application, which (within practical limitations) can be used "straight out of the 
box" on all major OS platforms.
•  Publish the source code under an open-source licence allowing modification and free 
distribution, e.g. the GNU Lesser General Public Licence v. 3.
•  Design and implement the engine using widely accepted and utilised platforms and 
technologies.
• Design and implement code using widely accepted and professional-grade design 
principles and patterns.
• Implement and document a comprehensive Application Programmers Interface (API), 
which will allow a third-party to make full use of the functionality provided by the 
engine application.
• Results of the reasoning process should be easily accessible and extractable in a flexible
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format. Details of the reasoning process, including explanations of justifications, specific 
to any query to the engine should also be available if desired.
• Implement the engine as a standalone component, and make clear the method in which 
the engine can be "plugged" into additional software applications.
• The engine should not rely on any external dependencies which are not included within 
the distribution e.g. third-party utility libraries, or foundational Prolog engine. All 
dependencies should be included and packaged appropriately, respecting copyright and 
other legal issues associated with distribution/modification of the code.
• Attempt to create an implementation framework that can be easily modified to support 
a range of argumentation semantics and multiple types of reasoning.
• Attempt to avoid obvious bottlenecks in performance when using existing applications 
as a foundation for the engine code (e.g. if building upon a Prolog engine, ensure that 
the underlying Prolog inference process performs acceptably within the target 
environment).
• Implement a platform to allow empirical evaluation of the engine, and also provide 
comprehensive documentation on the process. Any experimentation should be easily 
repeatable by a third-party, and therefore all supporting applications (such as 
knowledgebase generators and test frameworks) should be included within the engine 
distribution.
5.3 Creating a sound implementation and theoretical foundation
5.3.1 Finding an ideal foundation for implementation: tuProlog
Creating any inference engine from scratch is not a trivial task. Accordingly, we were 
keen to build upon existing work from the community. Initially we debated extending or 
enhancing one of the existing engines reviewed in our earlier survey, but as mentioned 
throughout this and the previous chapter, the majority of existing implementations did not 
meet our desiderata in some way, or were not easily modifiable. Accordingly, we believed that 
if we could not build upon a defeasible reasoning engine then the best course of action was to
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attempt to build upon an existing Prolog implementation. This has a number of advantages in 
addition to simplifying the task of construction, primarily this ensures that in the absence of 
defeasible rules our engine defauits to standard Prolog inference, and we are also able to utilise 
metainterpretters implementing non-monotonic reasoning on top of the Prolog engine. As 
discussed previously, there are also a number of drawbacks, such as complexity of modification 
and re-distribution (both from a technical and licensing perspective), difficuity packaging the 
engine as a self-contained component (to allow inclusion as a dependency within the 
application distribution) and efficiency issues.
Examining the current state-of-the-art within the Logic Programming community 
revealed a recent and interesting research development from a team in the Universita Di 
Bologna in Italy, the resulting output of which was an open-source Java-based Prolog inference 
engine named tuProlog which appeared to address the requirements and concerns discussed 
above. tuProlog has been designed from the ground up as a thin and light-weight engine that is 
easily deployable, dynamically configurable and easily integrated into Internet or agent 
applications [14]. These and other goals (enumerated below) matched our respective 
desiderata. Accordingly, our prototype argumentation engine has been buiit upon tuProlog 
[15]. There are a number of advantages to using tuProlog as a foundation for our engine:
•  tuProlog is open-source, readily available via SourceForge, and licenced under the GNU 
Lesser Public Licence v3, allowing modification and free re-distribution.
•  tuProlog is built using the Java platform, which is pervasive in both the commercial 
sector and the open-source community, and is wideiy used within academic institutions. 
All required dependencies were included with the distribution, and the engine was 
functional "out of the box". Java is also OS platform independent (within certain 
practical limitations), and so the engine runs successfully on all major OS platforms.
• The development of tuProlog itself followed the same design principles that we require 
for our intended domain of application; lightweight, dynamicaliy configured and is 
provided as a standalone component.
•  A comprehensive and well-documented API is provided for all engine functionality.
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• tuProlog consists of a mature code-base so that much of the functionality that is 
common to both argumentation and Prolog-type inference can be relied on with a 
high-degree of confidence. This is further supported by the fact that the tuPolog engine 
was being used within a number of academic and commercial projects.
• Upon initial investigation the source code appeared to promote easy modification 
(although it was noted that several components within the source code did not follow 
widely accepted object-oriented design principles, and were implemented in a manner 
more suited to a procedural language. Additionally, the source code lacked full Javadoc 
API details and code comments were sparse and frequently in Italian).
• Use of the engine itself is well documented, both from the point of view of an end-user 
and also a developer looking to extend the libraries.
• The tuProlog authors were also responsive to personal communication via email, and 
were interested in our ideas and goals (in fact, one PhD student from the tuProlog team 
in the Universita Di Bologna visited the Department of Computing within the University 
of Surrey to promote the exchange of ideas).
tuProlog performed as an ideal base for experimentation with various engine 
metainterpretters. However, as discussed previousley, this way of implementing an 
argumentation engine has both a serious performance overhead and a less than ideal interface. 
In order to avoid these problems and produce an argumentation engine that fuily conforms to 
our desiderata, our first task was to re-engineer tuProlog by implementing a core 
argumentation framework in Java, effectively pushing the functionality of the algorithms down 
into the core engine.
5.3.2 Coding on the shoulders of giants - Vreeswijk's AS algorithm
The first argumentation framework we chose to implement is presented by Vreeswijk in
[80], and is concerned with establishing the acceptability of arguments. Argument games
between two players, a proponent (PRO) and opponent (GPP), can be interpreted as
constructing proofs of acceptance utilising a dialectical structure [36]. The proponent and
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opponent share the same (possibly inconsistent) knowledge base and the proponent starts with 
a main claim to be "proved". The proponent attempts to build an admissible set to support the 
claim and endeavors to defend any argument against any attack coming from the opponent. 
The proponent wins the game (proving acceptability of the claim) if all the attacking arguments 
have been defeated, and the opponent wins if they can find an attacking argument that cannot 
be defeated.
The reasons for utilising this as our foundational algorithm are threefold; (i) the 
algorithm's author, Gerard Vreeswijk, is a strong proponent of practical implementations of 
argumentation and also empirical evaluations, and as such the algorithm presented in [80] is 
easily implementable within programmatic code, (ii) Vreeswijk has implemented the algorithm 
in a prototype web-based application, coded using the RUBY language, and was very responsive 
to technical questions via personal communication, and (iii) many existing argumentation 
algorithms are presented as a dialogue game, and therefore with careful design any framework 
created to support the dialectic algorithm presented in [80] should be readily extensible to 
support such additional algorithms.
5.4 Technical implementation of AtuP
5.4.1 Overview
AtuP was implemented in Java and presented as a self-contained component that can 
be integrated into a range of applications by utilising the well defined API provided. The API 
exposes key methods to allow an agent or Internet application developer to access and 
manipulate the knowledge base (including the ability to define numerical values indicating the 
degree of belief of each proposition), to construct rules, specify and execute queries 
(establishing whether a claim can be supported using the knowledge base) and analyse results 
(determining the support for a claim and the acceptability of arguments).
5.4.2 Language
As with the original AS, AtuP accepts formulae in an extended first-order language and
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returns answers on the basis of the semantics of credulously preferred sets. The language of 
AtuP is constituted of atoms, terms and rules (see Section 2.7.3 in [80] for further details) and 
can be considered as a conservative extension of the basic language of Prolog, enriched with 
numbers that quantify degree of belief. As AtuP is built on top of an existing Prolog engine, the 
engine naturally accepts Prolog programs.
In AtuP the numerical input values in (0,1] represent the degree of belief (DOB), or the 
credibility, of a proposition. The DOB is currently provided to allow experimentation with 
different methods of argument evaluation and is not intended to express probabilities or 
represent values from other numerical theories to reason with uncertain or incomplete 
information.
• Within AtuP there are two types of different rules, namely those with an empty 
antecedent (called beliefs) and those with a non-empty antecedent (called 
rules).
•  Every expression of the form t  ;- b. is a rule where t  is a term and b indicates a 
degree of belief.
• Examples of beliefs include a 0.8. and flies(sylvester) 0.1. Every expression of the 
form t t2j  . . . ,  tn b IS also a rule, provided t i and t2 are terms, /? > 0, and b 
denotes the DOB.
• Examples of rules include flies(X) ;- bird(X) 0.8. and a:-c, d 1.0. A query is an 
expression of the form ?- t j , . . . ,  t„. where n>0.
It is possible to include more queries in the input, but since we are usually only 
interested in one goal proposition, this is not typical.
5.4.3 Algorithms
If ? -1. is a query then AtuP's main goal is to try and find an argument with conclusion t
and then try to construct an admissible set around that argument. Each argument within AtuP
is constructed using the modus ponens. In AtuP every search for arguments for a particular
query is encapsulated within another internal instance of an engine. Using multiple internal
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instances of an engine allows us to keep track of the "dialogue" which is generated as part of 
the argumentation process, and indicates which participant, PRO or OPP, is conducting the 
current query. Once the first argument, say A , is found, the first engine is suspended and A 
is returned to AtuP. AtuP then tries to find an attacker of A . Thus for every sub-conclusion s 
of A , a separate engine is instantiated to search for arguments against s . If one of these 
remains undefeated, then A is defeated, else A remains undefeated. An example of the 
argumentation process is shown in Appendix II.
5.4.4 Implementation details
Parsing defeasible theories
The first challenge with implementing the chosen argumentation algorithm was creating 
the supporting framework within tuProlog, to allow the modified theories, which would include 
defeasible rules and degrees of belief values, to be parsed, stored and manipulated 
successfully. The core work to support this was modification was conducted within the existing 
tuProiog classes Parser, Tokenizer and Theory. We also added code within the Struct class to 
allow the storage and management of a DOB value. As this work was fundamentaliy a 
programmatic modification to the existing codebase (and it was ultimately re-implemented in 
AtuP2 detailed in Chapter 6) we will not discuss this work in further detail.
Implem enting the algorithm
The bulk of the modifications were implemented within the main Prolog class, which 
acts as a Fascade to the functionality offered by the theory parsing and core reasoning engine. 
Within the Prolog class the majority of the algorithm code was implemented, which essentially 
consisted of building an argument tree by making a series of calls to the underlying tuProlog 
engine, and then implementing Vreeswijk's algorithm for the dialectical argumentation process 
(which we had manually extracted from his original AS application code). It should be noted, 
that due to the difficulty in gaining access to the internal state of the Prolog engine during the 
reasoning process we were forced to spread the algorithm implementation over several
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methods within the Prolog class (both existing and newly created ones). The argument tree was 
implemented by creating a new Argument class, which contained the literal, DOB (strength) and 
also a collection of supporting and attacking arguments. Important events that occured within 
the dialectical argumentation process where passed to a collection of Listeners within the 
Prolog class which implemented the ArgumentListener interface. These events can then be 
extracted via the Prolog engine API, and alllow an interested user to view the reasoning 
process. Figure 5.1. shows the UML Class Diagram of these modifications.
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Figure 5.1. Prolog and Argument class diagrams
Creating the API
The goal of the API was to allow a defeasible theory to be loaded into the engine, a 
query specified, and data resulting from the process of argumentation to be extracted. Due to 
our modifications for parsing defeasible theories being tightly coupled (woven) into the existing 
tuProlog parsers we were able to utilise the existing setTheory() method of Prolog class to load 
the defeasible theory into the engine, which simply takes a String parameter. In addition to 
utilising an existing Prolog class method to allow a query/goal to be specified and the resulting 
data extracted, we also added several argumentation-specific methods to this class. Figure 5.2
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provides a summary of the core AtuP API provided. Further explanation and a guide to use are 
provided in the Section 5.5.1 of this chapter.
setTheory(String theory)
Current AtuP engine theory is set as specified.
solve(Stringgoal) : Solvelnfo
Engine attempts to solve goal specified, and returns tuProlog-specific 
Solvelnfo object. The Solvelnfo's isSuccess{) method can be called to 
determine whether there is support for the goal, but the additional Argue 
tuProlog methods specified below must be utilised to gain further data 
resulting from the reasoning process.
getArgumentsO : List<Argument>
Returns a List of Argument class resulting from the process of reasoning. 
getSupportFor(String goal) : List<Argument>
Calls solve(goal) and returns a List of Argument class resulting from the 
process of reasoning.
printAdmissibleSetO : String
Returns a String containing the admissible set resulting from the last 
reasoning process.
printAttackedTermsO : String
Returns a formatted String containing the resulting dialectic reasoning 
process (i.e. the tuProlog terms which were attacked during the reasoning.
Figure 5.2. AtuP Application Programmers Interface (API) specification
Creating the GUI
In addition to the API specified above we chose to allow a user to interact with the AtuP 
engine via a modified version of the existing GUI provided with tuProlog. Figure 5.3 shows the 
resulting AtuP GUI included within the reasoning component. The theory (i) and goal (ii) 
specification panels were left unmodified, as the internal components within the engine 
handled the support for defeasible rules and goals, but the summary results panel (v) was
80
Daniel Bryant Is Arguing in the Real World too Costly?
augmented to show if a goal was included within the admissible set (utilising the API 
printAdmissibleSetO method). We also created a new ArgumentOutputArea class, which 
extended the standard javax JPanel class, and added this to tuProlog ThinletConsole class, next 
to the theory specification panel (iv). The ArgumentOutputArea class was responsible for 
rendering the argument tree resulting from the process of argumentation (the formatted String 
data provided from calling printAttackedTermsO).
(i) Defeasible 
theories can be 
specified here
(ii) Goal can be 
specified here
(iii) Status bar
? ..........................
Solufion
}s NOT i memket ofAe ie l
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defeat: Cos tiiea « twaetr/*
n i  -
Cot Rja ( Cliea ( ; )
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(iv) JPanel subclass 
ArgumentOutputArea 
added to display results 
of reasoning process
(v) Summary panel 
altered to show results of 
argumentation reasoning
(vi) Listener for button 
calls modified setTheoryO 
method of Prolog class, 
and if defeasible theory 
specified then call new 
argumentation methods
Figure 5.3. Modifications to tuProlog GUI for AtuP
5.1 Using AtuP
5.1.1 Using the API
Loading a theory
A theory can be loaded into the engine by calling the setTheoryO method, specifying the 
defeasible theory as a String with line breaks ("\n") between each rule and literal. The theory 
will be parsed immediately and any problems will result in the throwing of a 
InvalidTheoryException. A goal can be specified by calling the solve() method and passing the
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goal as a String parameter. Any problems with the syntax will be reported by the throwing of a 
MalformedGoalException. Regardless as to whether the query goal succeeds, the solve() 
method will return a Solvelnfo object, which is a tuProlog-specific class (more details will be 
provided below). The getSupportPor(goal) method can also be utilised to specify a goal, and 
instead of returning a tuProlog specific Solvelnfo, a List of Argument objects will be returned 
which represent the argument tree resulting from the reasoning process.
Getting results
If a goal has been specified by the solve(goal) method then the resulting Solvelnfo 
object will allow extraction of basic summary information, such as whether the goal can be 
considered as admissible, by calling the isSuccess() method. To get further 
argumentation-specific information the new API methods, such as getArgumentsO should be 
called. If the getSupportPor(goal) method is used to specify a goal a Solvelnfo object will not be 
returned, instead a List of arguments will be returned (which is identical to specifying the goal 
via the solve() method and then calling getArgumentsO). Regardless of the method used to 
solve a goal, the printAdmissibleSetO and printAttackedTermsO methods can be called, which 
will return a simple String containing formatted information resulting from the reasoning 
process. The printAdmissibleSetO returns a String which contains the current admissible set, or 
null if the previous goal was not successful, and the printAttackedTermsO method returns a 
formatted string that displays the resulting output of the argumentation process.
5.1.2 Using the GUI
Loading a theory
A theory can be loaded into the GUI by entering (or pasting) appropriate text into the 
left text area (as indicated by i. in Figure 5.3.). Defeasible rules can be indicated by adding the 
tilde (~) symbol followed by the degree of belief value. Negation can be indicated by using the 
"non" keyword. The goal can be specified by entering the required goal in the textare (ii) shown 
in the Figure above. Once a theory has been loaded and a goal set, the "Solve" button can be
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pressed. Any parsing errors, from either the theory or goal itself, will be displayed in the status 
bar at the bottom of the main window.
Getting results
Once the Solve button is pressed, AtuP will parse the theory and goal, and attempt to 
determine whether the goal is included within the admissible set. Upon completion of the 
reasoning process the summary results will be shown in the panel indicated. This will state 
whether the specified goal is admissible, and will also show the complete admissible set. The 
ArgumentOutputArea, (iv in Figure 5.3.), will display the output of the reasoning process (the 
dialectical process itself).
5.2 Testing
Due to the timescales involved in getting this work ready for the COMMA conference 
our approach to testing was far from ideal. In essence we utilised a collection of small, but 
difficult knowledgebases/theories obtained from Gerard Vreeswijk [28], and attempted to 
verify that the output results were correct. We also did not have time to implement any 
programmatic tests, such as Unit tests, within the application code (which was complicated by 
the fact that we were forced to weave the algorithm throughout existing code).
5.3 Critique
In order to initially assess the success of AtuP, we compared the actual implementation 
with our desiderata.
• We had planned to release our implementation via Sourceforge, but ultimately
did not, as we discovered several subtle problems with the implementation.
Unfortunately, this version of AtuP was never released into the public domain, as
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due to a shift in priorities we started work on a new strand of research (and 
ultimately began work on the second version of AtuP).
• The distribution of AtuP that was demonstrated at several conferences included 
a compiled and fully functional version of the app (a Java JAR file), which could 
be used "out of the box".
• Because we were building upon tuProlog, we were utilising the Java Platform, 
which is widely utilised within both academic and commercial sectors.
• We were less successful in implementing the argumentation-specific code using 
accepted design patterns and principles, mainly because of our reliance on the 
existing tuProlog codebase, which was written in a procedural manner 
(specifically around the core engine).
• Although we managed to implement a fully functional API, our documentation 
(both written and Javadoc API) was limited.
• Building upon the tuProlog API meant that the AtuP engine could easily be 
utilised as a standalone component that could be plugged into additional 
applications.
• No third party libraries were required in order to utilise the engine, other than 
tuProlog, which due to its GNU licence could be redistributed completely.
• A major drawback with this version of AtuP was the lack of flexibility with 
extracting results from the reasoning process.
•  Other than using the Prolog functionality included with tuProlog to run 
metainterpretters we did also not make much progress in supporting a range of 
argumentation semantics or different types of reasoning. Even the success of 
using metainterpretters was limited, for example, CaSAPI did not work (which we 
later discovered was due to a reliance on certain predicates that were 
implemented differently in tuProlog than in the version of Prolog used for 
development of CaSAPI.)
• No work was conducted towards implementing an empirical evaluation platform, 
and therefore we did not utilise any large scale knowledge bases for testing.
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In addition to utilising our desiderata to measure success, we also made several 
observations throughout the development of AtuP. The biggest single contribution to the 
development time of AtuP was the cascade effect of changes made on seemingly unrelated 
components. For example, a small modification would be made on the parsing component, 
which would actually alter the way DOBs were stored. This was to some degree inevitable, due 
to the highly coupled nature of the core engine components, but detecting these problems 
could have been facilitated with the introduction of unit tests. This would have alerted us to 
problems immediately upon execution of the test suite, instead of having to constantly 
manually trawl through the application output looking for the symptoms of (sometimes very 
subtle) problems caused by a modification.
5.4 Summary
In this chapter we have presented a technical desiderata for a practical non-monotonic 
reasoning engine, and provided a first attempt at implementing an engine to meet this 
specification. Rather than re-inventing the wheel, we chose to build our engine upon an existing 
Java-based Prolog engine, tuProlog, and also chose to implement Vreeswijk's AS argumentation 
algorithm within this engine. We have presented technical details of our work, and also 
provided a guide on how to utilise the engine via the provided GUI and API. We have also 
provided our initial critique of the engine, which (in combination with feedback from the 
community, as detailed in the next chapter) acted as a basis for driving improvements to the 
engine implementation, which ultimately resulted in the presentation of AtuP2, which is the 
topic of the next chapter.
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6. AtuP Version 2 -  Acting Upon Feedback from the Community
6.1 Overview
During the presentation and evaluation of the initial release of the Argue tuProlog
software it was discovered that this implementation had several shortcomings. Accordingly this 
chapter provides details of how a new and improved version of the software, AtuP2, was 
architected and implemented. Section 6.2. explains our motivations for this work, and offers 
comments on critique received from both a paper written by the tuProlog authors and 
presentation of AtuP at two conferences. An overview of the new technical implementation is 
provided in Section 6.4, followed by a usuage guide. Sections 6.6 and 6.7 discuss the results of 
initials testing and offer a critique of our work in respect to our desiderata defined in the 
previous chapter.
6.2 Motivations -  Why improve the original AtuP implementation?
6.2.1 Presenting at Jelia and Comma
During the presentation and demonstration of AtuP at the Jelia 2006 conference several 
fellow researchers took the time to test the application by trying various tricky argumentation 
examples and also specifying various complex knowledge bases. Although many were handled 
correctly (as had been indicated by our in-house testing), several examples returning incorrect 
results highlighting subtle problems with our implementation of Vreeswijk's AS algorithm. The 
primary problem affected the handling or arguments with multiple lines of reasoning. As 
Vreeswijk's algorithm was based on credulous reasoning, an argument is admissible if one line 
of reasoning out of potential multiples remains resistant to attack. Our implementation did not 
always handle this correctly, mainly due to the fact that the underlying tuProlog architecture 
forced the code representing the implementation of the algorithm to be spread throughout the 
core tuProlog engine. Our original exploration and review of the tuProlog code had identified 
that the implementation style of several components within the engine adhered to a
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procedural design and did not follow object-oriented design principles and accepted patterns. 
In particular, the goal resolution (and associated rule selection) components did not allow easy 
access to the internal state at run time, which was necessary in order to identify potential lines 
of attack on each argument.
Several other comments were also made by conference attendees in regards to the 
original AtuP implementation, specifically the lack of flexibility provided by the GUI. Indeed, 
several researchers questioned the relevance of a GUI with such a tool, particularly if a well 
defined API was exposed, allowing other developers to build a GUI interface if required. Due to 
the prevalence of graphical argumentation tools, such as Auracaria [81], and even Vreeswijk's 
original implementation of AS [28] many comments were made as to our decision to only 
provide a textual output of the data resulting from the process of argumentation. Several 
additional comments were made questioning the format of the data exposed via the API upon a 
successful run of the application, for example, one comment suggested that even though the 
data displayed on the GUI was useful it would be advantageous to extract the underlying data 
in raw format and produce appropriate diagrams using a third-party tool. These observations in 
combination with our own during testing lead us to conclude that the API provided (and the 
resulting format of the data made available) must be improved in order to support wide-scale 
adoption of the application.
6.2.2 Thoughts from the tuProlog team
Approximately 6 months after the presentation of our work a new version of the
Java-based Prolog engine tuProlog, which we have used as the foundation for our engine, was
released into the public domain. The technical documentation [82] and personal
communication with the authors revealed a major architectural re-design had occurred in order
to address a number of shortcomings identified with their original implementation. Shortly
after the release of tuProlog 2 the authors published a paper [16] which outlined the key new
modifications to the architecture and also the motivations behind these changes - to increase
the malleability of the application and also to adhere more correctly to a fully
objected-oriented design. Piancastelli et al [16] attempt to provide a comprehensive, if
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somewhat succinct, discussion of the technical details underlying how these goals have been 
achieved, and also provides two case studies proposing how the new architecture can be 
modified to support their claims. Interestingly, one of the case studies was entitled "Extending 
to Argumentation", and speculated how the new tuPrologZ architecture would make 
implementing an argumentation-based reasoning component more efficient.
As part of the "Extending to Argumentation" case study the authors also took the 
opportunity to comment and critique our work on the original AtuP implementation, as 
presented in [7]. The suggested areas for improvement can be summarised as follows:
1. Support for recognizing degree of belief values, defined alongside logic clauses that 
express propositions in the knowledge base
2. A hierarchy of classes representing trees of arguments to support or attack a claim
3. Mechanisms to execute argumentation queries, establish whether a claim can be 
support within the knowledge base, and analyze results, determining whether the 
arguments are acceptable.
Piancastelli et al [16]
Suggestion 1 was a somewhat strange criticism as the original implementation of AtuP 
did support degree of belief (DOB) values. It is our suspicion that this point might be in 
reference to a comment made by us in [7] which stated that the support for DOBs and other 
numeric-based support was not as complete as provided in Vreeswijk's original AS 
implementation. The original version of AtuP did support DOBs and we believe it provided 
enough scope for experimentation. For example, attacking rules compared the numerical 
values assigned to the respective arguments, and reacted according to discrete values, i.e. a 
defeasible rule with a DOB of 0.7 was considered weaker than a defeasible rule with a DOB of 
0.8.
The second suggested area for improvement, creating a hierarchy of classes 
representing trees of arguments, was interesting. Although we implemented a crude version of 
this in AtuP, the authors of [16] further expand on this concept later in the paper by suggesting
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that the well known "Composite" design pattern be utilised to represent the proposed 
hierarchy. This pattern essentially allows the composition of objects into tree structures to 
represent part-whole hierarchies, and a standard uniform interface definition allows calling 
methods to uniformly treat individual objects and compositions of objects in the same manner. 
This proposal supported our earlier identified requirement for providing a richer mechanism for 
extracting data from the application in a potentially elegant way.
The third point was again a somewhat odd suggestion as we clearly indicated in our 
original paper that we provided an API to meet the requirements specified in the above point. It 
is suspected that this point relates more closely to the second criticism, in that the resulting 
data exposed via the API was not ideal (or indeed that flexible). This criticism could have also 
emerged from the fact that our supporting documentation with the original AtuP 
implementation was weak, and accordingly this should be targeted as an area of improvement 
for future work. Our own experimentation with other defeasible reasoning systems has 
indicated time and time again that this can be a fundamental stumbling block in utilising and 
adopting tools within experiments.
The "Extending to Argumentation" case study continues by suggesting several other 
subsystems in tuProlog2 would require modification to properly support argumentative 
reasoning. The new version of tuProlog relies heavily on the decomposition of functionality into 
subsystems governed by "Managers", such as the "Theory Manager" and "Engine Manager", 
which provide key methods that can be easily subclassed and overridden. The authors of 
tuProlog are obviously keen to minimize intrusive modifications to the existing codebase (as are 
we), as this goes against one of the fundamental tenets of 0 0  design, "open for extension, 
closed for modification". However, they propose that in order to fully support DOB values the 
"Parse Manager" and "Theory Manager" subsystems will both have to be modified without 
extending from the existing code. The authors also propose the addition of a new "Argument 
Manager subsystem", which would be responsible for argument tree construction and other 
associated behaviour. It was proposed that this component would have to be tightly integrated 
with the existing Engine Manager in order to generate both support for and attacks against any 
query issued to the application.
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In summary the "Extending towards Argumentation" section of [16] contains several 
very interesting ideas, several of which we have built upon, but as a standalone case study 
which attests to the malleability of the new implementation we would have preferred to see 
details of a practical implementation (although this would have left us with little work to do!). 
The ideas presented were purely hypothetical and constructed as a critique of our initial work. 
As the remainder of this chapter will attest, many modifications were required to support 
argumentative reasoning, and although greatly helped by the new tuPrologZ architecture, these 
modifications were far from the trivial task this case study might have suggested.
6.2.3 Key requirements for improving AtuP
Combing both our own critique of the first version of AtuP, and also the feedback from 
the research community, we identified the following key areas for improvement for the second 
version of AtuP:
• Wherever possible, encapsulate argumentation functionality within self-contained 
components, possibly extending/overriding existing tuPrologZ functionality, but not 
directly modifying it. This should make verification and testing of our work much 
easier, and also allow us to utilise well accepted design patterns and principles.
•  Focus on providing a more flexible and powerful API, particularly in relation to 
extracting results. Due to the criticism and proposed uses of this engine as a 
"pluggable" component we chose not to waste resources on creating a front end 
GUI for AtuP2 (unfortunately the first version of our GUI was not compatible with 
tuProlog2).
• Provide more scope for supporting additional algorithms within the engine.
• Focus on providing a large scale empirical evaluation platform.
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6.3 A review of the implementation and theoretical details
6.3.1 Building upon the new tuProlog foundations
Although when implementing AtuP we did encounter several problems building upon 
the existing codebase of tuProlog, we believe that the new version of tuProlog was clearly the 
best choice as the foundation for the next version of our reasoning component. Many of the 
problems encountered when implementing the first version of AtuP, or our criticisms of the 
design of the tuProlog engine, have been fixed in tuPrologZ. Piancastelli et al's suggestions in 
[16] were also very interesting, and related directly to taking advantage of the infrastructure of 
the new tuPrologZ codebase to perform argumentative reasoning. The new improved 
tu Prolog! documentation and personal communication with the authors further supported our 
decision to learn more about tuProlog!, and experiment with the new architecture.
6.3.2 Keeping the theoretical choices constant
We chose to implement the same algorithm in AtuP2, as we had in the original version 
(AS presented by Vreeswijk in [83]) because of our familiarity with this work, and we also 
believed that implementing a dialectical based algorithm would provide the most scope for 
creating a framework to allow other similar algorithms to be implemented. However, before 
implementing the AS algorithm we did revisit our interpretation and extraction of the algorithm 
from the Ruby code following on from comments and observation of incorrect results at the 
Jelia conference.
6.4 Technical implementation of AtuP2
6.4.1 Architectural modifications - capitalising on tuProlog 2.0's 
enhancements
Creating the foundations -  the TheoryManager
Initial work on AtuP! began in exactly the same manner as with the original version, 
parsing the defeasible knowledgebase into the core engine. As the core tuProlog engine had
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been completely redesigned with the introduction of "Manager" components, unfortunately 
none of our previous work could be re-used, which did increase the implementation time 
beyond our initial expectations. The first component to be examined and enhanced was the 
"Theory Manager", and this was one of the areas where we could not encapsulate our changes 
into new isolated classes. As stated by the creators of tuProlog [16], the parsing and storing of 
the theory is so tightly coupled with the core engine, that Is was impossible to intercept the 
processing of defeasible rules and literals without blending new code Into the existing 
codebase. Accordingly, the Struct, Parser, Tokenizer, Token and Theory classes were all 
modified to support defeasible rules and the storage of a degree of belief (DOB) value.
As an enhancement to our initial design of representing Arguments within the 
application (and also following a suggestion from [16]) we created an abstract Argument 
superclass containing key properties such as the literal, from which we derived a 
SimpleArgument and ComplexArgument class (approximately following the Composite design 
pattern). The SimpleArgument class was to be used within the reasoning process and 
represented the standard notion of an Argument (and associated support and attacker), and 
the ComplexArgument was to be used internally within the application to hold all possible lines 
of reasoning for an argument.
Building the argument tree -  the argtreegeneration package
The core argumentation components (which could be considered as the suggested 
"Argument Manager Subsystem" of [16]) were implemented in two packages: 
uk.ac.surrey.cs.argtreegeneration and uk.ac.surrey.cs.argfactory. This section of the chapter 
discusses the argtreegeneration package, which is responsible for building and managing 
argument trees (in essence, lines of reasoning/support for an argument). The use of a Finite 
State Machine in the tuProlog! engine goal-resolution/rule-selection greatly assisted in the 
re-implementation of AtuP, and the "transparent engine whose inferential core's behaviour 
might be inspected during the execution of queries" [16] allowed us to collect the required data 
for building argument trees in a much less intrusive (and loosely coupled) manner when 
compared with the original AtuP.
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Figure 6.1. The model package
Our first attempt at intercepting the required information for building an argument tree 
included adding non-intrusive listeners (using the Observer design pattern) to monitor goals 
and rules selected in the StateGoalSelection class, but his proved ineffective when a goal had 
multiple possible solutions/choicepoints. A listener was then added StateRuleSelection, as this 
State class provided more information about the current solution/choicepoint, but the order of 
the rules fired by this listener could not be guaranteed, which made constructing a tree 
structure for the arguments difficult. Ultimately we had to utilise a slightly more intrusive 
modification, including access to an ArgumentTreeBuilder instance in the StateRuleSelection 
class (extracting key data about the current goal, and calling the buildBranch() method). 
Although we were keen to minimize modification of the existing tuProlog! codebase, this was 
the most effective way of implementing the functionality required. Approximately 20 lines of 
new code were added to the existing StateRuleSelection class.
We chose to store the ArgumentTreeBuilder instance(s) in the abstract super class State,
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of which StateRuleSelection is subclassed. Currently ArgumentTreeBuilder instances are stored 
and accessed using the Multiton [84] design pattern, which is an adaption of the well-known 
Singleton pattern. Whereas the Singleton pattern ensures that only one instance of a given 
class exists in the application, the Multiton pattern allows only one instance of an object (in our 
example, an ArgumentTreeBuilder) to exist per key specified -  in our case the key is the hash of 
the current Engine object. This means that each Prolog engine instance maintains its own 
ArgumentTreeBuilder, preventing multiple goal solutions (such as when attackers are being 
constructed) from interfering with the tree generation of other engines. This also allows us to 
arbitrarily jump between argument trees assigned to each engine in use within the application, 
and perform modifications. This is required, for example, when one line of reasoning is 
defeated. As with the Singleton, using the Multiton pattern does have some limitations, 
particularly in the simultaneous processing of arguments, but if this is required (for example, 
searching or generating arguments in parallel) it would be relatively easy to enhance the 
pattern using the Java ThreadLocal class/pattern [85]. This pattern essentially allows each 
Thread of execution to maintain a copy of a variable specified as ThreadLocal, avoiding 
contention over the simultaneous access of ArgumentTreeBuilder instances at runtime. A 
suggested solution could be to allow each Thread to store its own ArgumentTreeBuilder, but 
include functionality that combines the results/tree generated in parallel (much in the same 
fashion as the master/worker algorithm [86]).
The concrete implementation of the ArgumentTreeBuilder interface, 
ArgumentTreeBuilderlmpI, receives notification of key events of a resolution process by the 
tuProlog engine (i.e. the goals resolved when support for an argument is requested). These key 
events, which are stored in the BuildBranchTO object (utilising the Transfer Object design 
pattern), are typically the head of the current goal, the associated DOB, and the tail (supporting 
arguments) of the goal. With this information the ArgumentTreeBuilderlmpI instance can build 
a graph of ComplexArguments, which contain all possible lines of reasoning for the target 
goal/argument. As the argfactory package components will require access to this graph of 
ComplexArguments the ArgumentTreeBuilderlmpI instance must be exposed to a Prolog 
implementation specific subclass of the ArgumentPactory interface. For example, in the
94
Daniel Bryant Is Arguing in the Real World too Costly?
tuProlog! specific Prolog implementation (TuPrologArgumentFactorylmpI), we have exposed 
the ArgumentTreeBuilderlmpI instance via the tuProlog specific Solvelnfo class, i.e. we have 
modified the Solvelnfo class to link to the Multiton object stored within the State abstract class. 
Although this again required a modification to existing tuProlog! code, this has minimal impact 
to existing functionality (5 lines of code were added to allow retrieval of the Multiton object, 
and all existing Solvelnfo API functionality was left untouched). Unlike the original version of 
AtuP we have also not exposed the tuProlog specific Solvelnfo class to users of the AtuP! API by 
hiding it behind the ArgumentPactory interface.
state
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Figure 6.2. The argtreegeneration package
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Creating an API for argument generation and attacks -  the argfactory package 
The ArgumentPactory interface essentially specifies key methods to support the 
admissible set generation components, allowing the generation of support for a goal, the ability 
to iterator through multiple lines of support (reasoning) for this goal, and the ability to generate 
attackers. Below are the key methods defined in the ArgumentPactory interface:
setKnowledgeBase(String kb)
This allows the defeasible knowledgebase to be specified. Throws an 
InvalidKBException if the knowledgebase is in anyway corrupt or malformed.
isSupportFor(String goal)
Returns a Boolean indicating whether the goal String is provable (has support) given 
the currently loaded knowledgebase.
ensureSupportFor(String goal)
A verification method that throws a TargetArgumentNotProvableException if the goal 
String is not provable given the currently loaded knowledgebase, otherwise returns 
(void) successfully.
getArgumentlterator(String goal)
Returns an Argumentiterator if the goal String is provable, otherwise throws a 
TargetArgumentNotProvableException. The Argumentiterator (explained below) allow 
the iteration through all lines of reasoning for the goal argument.
generateAttackers(SimpleArgument target)
Returns a List of SimpleArguments which attack the target argument specified (either 
rebutting or undercutting)
Figure 6.3. Key API methods for ArgumentPactory
The isSupportO and ensureSupportPor() methods are essentially convenience methods 
that can be used to determine if there is support for a goal, for example, before committing
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further resources into generating an admissible set around an argument. The primary method 
that will be used within the admissible set generation components is getArgumentlterator() 
which takes a String parameter representing the goal and returns an Argumentiterator object 
(or throws TargetArgumentNotProvableException if the goal does not have support). The 
Argumentiterator class implements the standard java Iterator interface, providing hasNext() 
and next() methods (the remove() method has not been implemented). The purpose of the 
Argumentiterator is to allow the iteration through multiple lines of support (if available) for 
each argument. In this implementation the hasNext() method returns true if a further line of 
support exist at the given iteration. The next() method returns a SimpleArgument representing 
the next line of support, effectively "popping" the argument from a queue containing all lines of 
support.
As the functionality specified by the ArgumentPactory relies heavily on the underlying 
Prolog engine, a tuProlog-specific concrete class TuPrologArgumentFactory, was created which 
implements the contract. As the implementation is technically detailed, we have chosen not to 
discuss this here, and instead the interested reader is referred to the codebase and Javadoc for 
more details. A developer interested in adding support for an additional Prolog engine to AtuP2 
must create an appropriately named class which implements the ArgumentPactory interface. 
The ArgumentTreeBuilderlmpI classes buildBranch() method will also need to be called 
appropriately as goals are resolved by the engine implement, and the ArgumentTreeBuilderImp 
instance must be exposed to the engine class implementing the ArgumentPactory interface. The 
previous section of this chapter should be utilised in conjunction with the current codebase to 
implement this.
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-targe tA tg labd: String 
>solve(String)
Figure 6.4. The argfactory package 
Generating an admissible set -  the admsetgen package
The admsetgen package contains components related to the admissible set generation 
algorithms. The core interface, AdmSetGenerator, must be implemented by all admissible set 
generators, and although this interface contains no specifications on how an algorithm should 
be implemented it does define severai key method contracts:
generateAdmissibleSet(SimpleArgument target)
This method returns a List of SimpleArguments representing the admissible set 
generated around the target argument, given the knowledgebase currently loaded. 
An empty List is returned if no admissible set exists.
isArgumentAdmissible(SImpleArgument target)
Returns a Booiean indicating whether the target argument is admissible, given the 
knowledgebase currently loaded.
Figure 6.5. Key API methods exposed via AdmSetGenerator Interface
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The AdmSetGenerator interface also specifies two key setter methods allowing 
dependencies to be injected. First the setArgumentFactory() method allows an 
ArgumentFactory implementation to be specified. Currently there is only one implementation 
of this and it is provided in the argfactory package. Second, the 
setArgumentationOutputHandlerO method allows the specification of an 
ArgumentationOutputHandler, which is defined in the aohandlers package. This interface 
defines a singie method print(String) which is used to output the supplied String parameter to a 
desired target. There are currently two implementations of this interface, ConsoleAOH and 
LoggingAOH, which output the specified String to the Java Console and java.util Logging 
package respectively. The Class diagram for this package can be seen in Figure 6.6.
uk.axsurrey.cs.admsetqen |
«Interface»
AdmSetGenereior
Packa(!e::uk.ac.surrey.cs.atup,adrnsetqen
+gsnefateAdmissibIeSet(SimpIeArgufnent)
HsAigurnentAdmissible^inpleArguirmnt)
+setArgumentFactafy
*setAttackRelaëaiship
+setArgiffnentadonOuputHander
VreeswijkAS
Pad<aqe::uk.ac.surrey.cs.atup.admset<;en
/
-argumentFacfory
-attackRelationship
-argumentaUonOutputHandler
-vASAIgorithm
-print
uk.3c.surrey.cs.atup.aophandler51
«Interface»
ArgumentationOutputHandler
+prinîfSfring)
ConsoleAOH LoggingAOH
Figure 6.6. The admsetgen package (and supporting packages)
6.4.2 Putting it all together -  AtuP 2 UML class diagram
AtuP2 was designed in a much more robust manner than the originai, and as such we 
have taken care not to expose tuProlog-specific classes via our API, attempted to minimize the 
modifications required to existing the tuProiog codebase, and encapsulated the specification of
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core argumentation functionality into interfaces which allows an interested developer to 
develop additional supporting components. The UML Class Diagram shown in Figure 6.7 
summarises all of the key modifications we have made in order to create AtuP2.
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Figure 6.7. UML Class diagram of core AtuP2 classes
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6.4.3 A brief guide to implementing new algorithms
A new admissible set generation algorithm can be implemented primarily by 
implementing the AdmSetGenerator interface. All of the required functionality for building an 
admissible set should be provided by the ArgumentFactory interface, such as determining 
support for a goal, looping through multiple lines of support and generating attackers. The rest 
of the algorithm can be written using standard Java constructs, such as loops, continue/break 
statements and Exception handling. It is recommended that the VreeswijkAS class be inspected 
for guidelines on how this can be done.
6.5 Using AtuP2
6.5.1 Using the API
Initialising AtuP2
The first stage in using AtuP2 is defining and configuring your chosen admissible set 
generation class. The variable should be defined as the interface type AdmSetGenerator and 
the creation of the new class should specify the exact implementation required. Additional 
dependencies required by the AdmSetGenerator should then be specified, such as the 
ArgumentOutputHandler and ArgumentFactory. This can be achieved in code as follows:
log.info ("Lee'3 s ~ s .z ~  arg-oir.g. .. ;
// -- anieiaLia-ation. —
//or.oose adrcissicLe set generator
AdmSacGeneracor as Gan = new Vreaswlj ScAS () ;
//set argnrcentaticn ontpot nandler (where the text generator will fce senjt)
Arguir.entationOucpuCHandlar laoh = new LoggingAOH ( ) ;
asGan.sacArgumancacionOutputHandlar(laoh);
/'•‘setup ar-g'uir.ent ger.erat-or
ArgumancFaccory argumentFactory = new TaPrologArgumencFactorylmpl();
asGan.satArgiumeacFactory (argumantFactcry) ;
// -- end initiaLusatnc'- —
Figure 6.8. Initial AtuP2 configuration 
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Loading a theory
A theory/knowledgebase can be loaded into the engine by calling the 
setKnowledgeBase(String kb) method of the ArgumentFactory interface. The call to this method 
must be wrapped in a try/catch block as any problems with the kb will result in an 
InvalidKnowledgebaseException being thrown. This can be seen in Figure 6.9. It should be 
noted that due to theory parsing issues the DOB value should be specified with a tilde (~) 
immediately before the value and the standard Prolog period after the value. Any rule or literal 
without a DOB value is assumed to have a DOB of 1.0.
try {
arg-omencFaccory. aacKnawledgeaase ( ""
+ '’soii_pr-(alicalinei . " + L3 
+ "wir.d_exposure (moderate j . " -t- LB 
+ ''ccr.dxïions (gccdj . " + LS
+ "drainage(good)." + LB ,
+ "run_off(pruej." + 13 |
+ "magic_sauceI"ruei." + LB
+ "good_to_grow(scale) scil_ph jalicaline) ~0.30." + LB
+ "r.oc gscd_C3_grow(kale) rcagic_sauce ( m e )  . " + LB 
+ "gsod_to_grow{ jcale) drainage (gocd) . " + 13
+  " " >  ;
} catch (InvalidKBExcaptiQn ike) {
log. warn ("txcepticr. + ike) ;
}
Figure 6.9. Setting the knowledgebase
Getting results
Once a knowledgebase has been loaded successfully, a query can be specified by 
creating a prototype SimpleArgument and passing this as a parameter to the 
generateAdmissibleSetO method, like so:
/ / solve cpasry - specif y target argurr.enc in targstlrg Irat 
log. info ( "Sclfe crcsry. . . ") ;
//create qtervArg which contains query gcal tc he prcv-ed 
SimpleArgument gneryArg = new SizzpleArgnmenc("gc=d_tc_gr:w(kale).");
/ /a d d  tc collection srequired by m e th o d  used below 
Set<SiirpleArgumenc> queryArgalist - new Ha3h3at<3iropleArgumant> () ; 
gueryArgalisc.add(gueryArg);
Set<SimpleArgument> admSec = asGan.ganerataAdmiaaiblaSec(gueryArgaliat); 
log.info("Admissible set: " f admSac);
Figure 6.10. Specifying a query and obtaining results
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The Set of SimpleArguments returned will contain the arguments in the admissible set, 
or an empty set if no admissible set could be generated. Although in Figure 6.10. we have 
simply logged the contents of the admissible set to the console it is worth mentioning that the 
List of SimpleArguments returned can be iterated over and processed by a third party 
component, for example, constructing a diagram of the admissible set and the relationship of 
the arguments. In addition to the admissible set, the configuration shown in Figure 6.8 includes 
a LoggingAOH as the specified ArgumentOutputHandler, and accordingly the results of the 
argumentation process itself will be logged. In our experimental environent we are using 
Netbeans 6.8 and have configured the logging to be directed to the console (Standard.out). The 
results of the dialectical argumentation process can be seen Figure 6.11.
Figure 6.11. LoggingAOH output from an example run of AtuP2
6.6 Testing
A key problem with the development of the first version of AtuP was the resulting effect 
on core components of seemingly unrelated modifications to the codebase. Accordingly, we 
altered our development methodology for implementing AtuP2, and utilised a Test Driven 
Development (TDD) [87] approach to designing and building the codebase. Throughout the
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development of the application we implemented Unit tests (utilising the standard JUnit library) 
for the core argumentation packages, and relied heavily on the results of their continued 
execution as the codebase grew in complexity. Isolating the argumentation functionality away 
from the core tuProlog engine made this an easier and productive task in comparison with the 
first version of AtuP, and we have created a suite of 35 tests, 20 of which are focused on the 
ArgumentFactory and ArgumentTreeBuilder implementations. We believe these tests provide 
good coverage of the core AtuP2 engine.
In order to test the functionality of the application we utilised the approach we had 
taken for the original AtuP, manually examining the results of the execution of well known 
problems. However, as noted from the initial implementation we were also keen to utilise large 
scale knowledgebases to test our implementation, and so we developed and utilised a 
knowledgebase generator named "ArgueGen" (the design and development of which will be 
discussed in the next chapter). Results of these experiments can be seen in Chapter 8.
6.7 Critique
Section 6.2.3 of this chapter defined four key points which we have used as a basis for 
our critique:
•  We were successful in encapsulating argumentation functionality within 
self-contained components, with the exceptions of adding an event source to the 
tuProlog State class (which called the ArgumentTreeBuilder buildBranch() 
method), and also adding access to the ArgumentTreeBuilder objects via the 
Solvelnfo object.
•  We were also successful in utilising well accepted design patterns and principles 
because we had developed the core of AtuP as new isolated components
• We have provided a framework for supporting additional algorithms, but we will 
comment later on testing and developing this further
• The next chapter will discuss our work on a large scale evaluation platform.
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In relation to our earlier desiderata:
• We plan to release this version of the engine via Sou reef orge within the next 
month (allowing time to address the issues below).
• The engine is presented as a standaione component, and is not dependent on 
any third-party libraries which are not included.
• The API has been much improved, but supporting documentation could still be 
improved.
• We have improved the flexibility of extracting results, and now present the 
actual Argument objects via the API. This object exposes a well-defined interface 
and therefore could be manipulated via third-party tools, such as a diagramming 
tool, and also provides the foundation for the inclusion of more data, for 
example it would be relatively easy to add a property to represent the source of 
a rule/knowledge.
• Experimentation during the late stages of this research did indicate that some 
knowiedgebases were not processed correctly, specifically when dealing with 
first-order rules, which uitimately lead to incorrect results when generating 
admissible sets. This did not affect the quaiity of the empirical evaluation as the 
experiments only utilised propositionai knowledgebases.
The separation of functionality into the resulting argumentation components, the well 
defined API and inclusion of unit tests should all help to promote modification of AtuP2 by 
interested third parties. Additional future work on AtuP2 is discussed within Chapter 9.
6.8 Summary
This chapter has provided an overview of one of the key contributions of this thesis; an 
open-source argumentation engine built using the contemporary and easily accessible Java 
platform, and designed using accepted Object Oriented design principies and patterns.
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Feedback from the community, including comments gathered from our presentation and 
demonstration of an early version of the AtuP application at the COMMA and Jelia 2006 
conferences, and also the critique provided by the tuProlog authors in one of their recent 
conference paper publications have proved invaluable in making our engine more correct, 
efficient, extensible and perhaps most importantly, usable. Following the general theme within 
this thesis of our belief for open source tools to be made available to the argumentation 
community we plan to release the improved version of AtuP via SourceForge. We have also 
received several requests via personal communication for a copy of the application to assist in 
new and ongoing research.
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7. Creating An Empirical Evaluation Platform
7.1 Overview
This chapter discusses another core contribution of this thesis; an extensible argument 
knowledgebase generator which forms part of an empirical evaluation platform. As discussed in 
Chapter 4, although the past decade has seen an increase in the use of empirical evaluations 
within defeasible reasoning implementations, this has not yet become accepted practice or 
indeed standardised in any way. Our work presented here attempts to address these issues by 
creating a customisable and re-usable knowledgebase generation tool which can be used for 
benchmarking or empirical evaluations. In Section 7.2 and 7.3 we summarise the motivations 
for buiiding such a platform and tool, which briefly discuss lessons learnt from our
experimentation with and review of existing engine implementations. The technical
implementation of ArgueGen is then provided in Section 7.4. The creation of a simpie platform 
and guide to utilising ArgueGen within this for conducting experiments is discussed in Section 
7.5. The remaining sections of this chapter conciude this branch of the work by discussing the 
testing and evaluation of this platform and tool.
7.2 The motivation for building ArgueGen
As we have seen from the review of existing defeasible reasoning engines in Chapter 4, 
the need for empirical experimentation is being recognised as an essential part of evaluating a 
reasoning engine. Starting with Causey's EVID engine [58] he proposed that experimental 
evaluation is essential to prove that an engine is working correctly, and that more than just 
experimentation with a collection of difficult examples is required. Several mature
implementations, such as DeLP [32], stiil rely on anecdotal evidence of performance when
deployed into applications, but this may prove a stumbling block to gaining acceptance from 
mainstream software designers. Starting with the work of Maher et al [31], several engine
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implementations have developed and utilised large scale synthetic knowledgebases 
[54][60][65][21]. The tangible benefits of using a large scale test can clearly be seen, for 
example, allowing Maher and colleagues to compare the expected theoretical and practical 
complexity, and to not only identify areas within the code that would be best targeted to 
improve performance, but also discover subtle implementation errors, which may have 
otherwise gone undetected.
7.3 Learning from existing implementations and theories
The most developed synthetic defeasible knowledgebase generator is the DTScale tool 
included with Deimos [31] and as such, we have examined and experimented with this tool to 
determine its strengths and weaknesses. The initial problem with this tool is inherited from the 
the Deimos application itself -  compiling the code is difficult. In particular the DTScale code 
relies on the author's personal code library implementation and also third party libraries, which 
made obtaining compatible versions of the libraries for compilation difficult. Another drawback 
of this tool is that although instructions are provided for running the compiied application the 
author also does not provide details of how to extend the tool, for example, to generate 
different knowledgebases, and this is further complicated as the tool is written using Haskell.
There are several positive aspects of using DTScale, including the variety of 
knowiedgebases (10 different types) and configurability of characteristics offered through the 
command line parameters. The time taken to generate even large knowledgebase is also 
relatively small.
7.4 Technical implementation of ArgueGen
7.4.1 An overview of the architecture
Unlike the approach we had taken with the development of AtuP, we chose to build our
knowledgebase generator from the ground up, as the complexity of designing this type of
application is not as great in comparison to that of a reasoning engine. In keeping with our
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reasoning engine desiderata we have chosen to impiement our knowledgebase generating tool 
using the Java 5 platform, we fully intend to reiease this tool as an open-source application 
along with AtuP2, and wherever possible we will utilise accepted design patterns and principles.
Creating the foundations
The model package consists of a single Rule class, which represents the container that 
will store any fact, assumption or rule generated within the application. We have aiso created 
an iiteralmanager package which contains a LiteraiManager interface, defining the contract for 
the generation and management of propositionai literals within the application. The current 
implementation of this interface, LiteralManagerlmpI, simply enumerates literals alphabetically 
with a numeric value to ensure each generated literal is unique, e.g. a2, b2, b23, c387. The third 
foundational package, kbohandlers, acts much like the aohandler package within AtuP2, and 
simply defines a KBGenOutputHandler interface with a print(Argument) method that allows the 
generated rules and literals to be printed to a desired target (Console or logging etc).
Building rules -  the rulesbuilders package
The rulebuilders package contains two key interfaces, FactAndAssumptionBuilder and 
RuleBuiider, which respectively specify the contract to allow facts and assumptions to be 
constructed, and also rules. The key API methods of the FactAndAssumptionBuilder interface 
are shown in Figure 7.1., and the key methods of the RuleBuiider interface are included in 
Figure 7.2.
An additional component is specified within the rulebuilders package, the 
RuleBuilderUtils interface, which defines utility methods that are useful when constructing 
knowledgebases, such as a check for if all integer value parameters are non-zero, and also a 
method to generate an empty list. The current version of ArgueGen includes AtuP2 specific 
implementations of the above three interfaces. The RuleBuiider interface has two AtuP2 
specific impiementations, AtuP2StrictRuleBuilder and AtuP2DefeasibleRuleBuilder, which build 
strict and defeasible rules respectively.
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buildAssumption(String)
Returns a Rule object representing an assumption with the literal value set to the 
String parameter.
buildFact(String)
Returns a Rule object representing a fact with the literal value set to the String 
parameter.
negateLiteral(String)
Returns a String representing the negated value of the literal String passed as a 
String parameter.
Figure 7.1. FactAndAssumptionBuilder interface API
buildRule(String, String)
Returns a rule with the head and tail as specified by the two String parameters 
respectively.
buildRule(String, String[])
Returns a rule with the head as specified by the first String parameter, and the tail as 
specified by the multiple literals included within the String array parameter.
Figure 7.2. RuleBuiider interface API.
Generating the knowledgebase -  the generators package
The generators package defines interfaces for the core functionality of the ArgueGen 
application. The KBGenerator interface defines common setter (dependency injection) 
methods, and is extended by two further interfaces, SimpleKBGenerator and 
ComplexKBGenerator. These two interfaces define the method signatures of the generators 
currently offered, which are broadly classed into "simple" and "complex" types. For example,
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the SimpleKBGenerator interface API methods are shown in Figure 7.3. (Further details of the 
knowledgebase types and configuration parameters are provided in Section 7.4.2.)
Chain(int, RuleBuiider)
Generates a knowledgebase where the root literal is at the end of a chain of length 
of the int parameter specified.
Circle(int, RuleBuiider)
Generates a knowledgebase where the root literal is part of a circle of length of the 
int parameter specified.
Tree(int, int, RuleBuiider)
Generates a knowledgebase where the root literal is the root of a branching tree of 
length of the first parameter, and depth of the second.
Figure 7.3. SimpleKBGenerator API interface.
The UML class diagram and associated Javadoc can be consulted to learn more about 
the SimpleKBGenerator interface and also the ComplexKBGenerator interface. There are 
currently AtuP2-specific implementations of the above interfaces names 
AtuP2SimpleKBGenerator and AtuP2ComplexKBGenerator respectively.
Putting it all together
The UML class diagram shown in Figure 7.4. provides an overview of all of the 
components created for ArgueGen.
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Figure 7.4. UML class diagram of ArgueGen application
112
Daniel Bryant Is Arguing in the Real World too Costly?
7.4.2 Generators currently supported
As shown by the KBGenerator interfaces in the UML class diagram in Figure 7.4., 
ArgueGen currently supports 7 knowledgebase generators:
• 4 Generators have been adapted from the theories presented with DTScaie in [31]:
o Chain (int n)
■ ai is at the end of a chain of n ruies ai+i-> ai 
o Circle (int n)
■ ai is part of a circle of n rules aj+i -> a-, 
o Tree (int n, int k)
■ ai is the root of a k-branching tree of depth n in which every literal occurs 
once.
o Mix (int m, int n, int k)
■ There are m defeasible rules for ai and m defeaters against ai, where 
each rule has n atoms in its body. Each atom can be established by a 
chain of strict rules of length k.
•  3 Generators have been developed from Vreeswijk's collection of tricky arguments
presented in [13]:
o Multiple Unique Preferences (int m, int n)
■ ai is at the root of m-branching tree where each rule is defeated and 
reinstated n times.
o Reinstatement (int m, int n)
■ ai is at the end of chain of 2m rules, which aiternatively defeat and 
reinstate the previous rule. Each reinstated rule is further defeated and 
reinstated by a chain of rules of length 2n.
o Loops Attacking (int n)
■ ai is at the end of a circle of self-defeating rules of length n.
Examples of output generated by ArguGen are provided in Appendix III.
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7.4.3 Instructions for implementing a new generator
The first stage for implementing a new generator for an engine other than AtuP2 is to 
create new classes implementing the appropriate rulebuilder pacakge interfaces, such as 
FactAndAssumptionBuilder, RuleBuiider and RuleBuilderUtils. The method signatures are 
naturally specified in the interfaces, and the supporting Javadoc includes comments on the 
functionality required. System-specific implementations of the SimpleKBGenerator and 
ComplexKBGenerator must then be developed, again following the specification of the method 
signatures and associated Javadoc.
7.4.4 Instructions for implementing a new knowledgebase type
A new knowledgebase type can easily be added to the system. Initially a method 
signature specifying the name of the type and the parameters required must be added to either 
SimpleKBGenerator or ComplexKBGenerator (depending on the perceived level of complexity of 
the resuiting knowiedgebase). Appropriate API Javadoc for each method should also be added 
to the interface method, providing a developer with a basic summary of the functionality and 
format of the resulting knowledgebase that will be generated. After the method contract 
definition is complete the method should then be implemented in all concrete implementations 
of the interface. As the programmatic implementation of rule builders is technically complex we 
will not discuss the implementation methodology here, and instead the interested reader is 
referred to the codebase.
7.5 Using ArgueGen as a platform to conduct experiments
7.5.1 Configuring ArgueGen
ArgueGen must be configured with the appropriate dependencies before generation of 
a knowledgebase can begin. Figure 7.5. shows an exampie of this configuration in the 
StartArgGeneration class included with ArgueGen. Essential dependencies include a concrete 
implementation of a LiteraiManager, RuleBuiider, FactAndAssumptionBuilder and
RuleBuilderUtils, the instantiation of which are shown in the first 11 lines of code in Figure 7.5.
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A concrete implementation of the SimpleKBGenerator and ComplexKBGenerator must then be 
instantiated and the previously specified dependencies injected.
Public
public static void main (String[] args) { 
log.debug("main entry");
StartArgGeneration sag = new StartArgGeneration();
sag.setArgumentOutputHandler(new ConsoleKBGOH()); 
log.debug("main - set rule builders");
sag.setDefeasibleRuleBuilder(new AtuP2DefeasibleRuleBuiIder()); 
sag.setStrictRuleBuilder(new AtuP23trictRuleBuilder());
log.debug("main - configure rule builder utils");
LiteralManagerlmpI literalManager - new LiteralManagerlaipl();
RuleBuilderUtils ruleBuilderUtils = new AtuP2Rule3uilderUtils();
FactAndAssumptionBuilder factAndAssumptionBuilder = new AtuP2FactAndAs3umptionBuilder() 
log.debug("main - set simple arg gen");
SimpleKBGenerator SimpleArgGenerator = new AtuP2Sim.pleKBGenerator();
SimpleArgGenerator.setFactAndAssumptionBuilder(factAndAssunptionSuilder); 
SimpleArgGenerator.setLiteralManager(literalManager);
SimpleArgGenerator.setRuleBuilderUtils(ruleBuilderUtils); 
sag.setSimpleArgGenerator(SimpleArgGenerator);
log.debug("nain - set complex arg gen");
ConplexKBGenerator compArgGen = new AtuP2ComplexKBGenerator(); 
compArgGen.setDefeasibleRuleBuilder(sag.getDefeasibleRuleBuilder()); 
compArgGen.setStrictRuleBuilder(sag.getStrictRuleBuilder()); 
compArgGen.setSimpleArgGenerator(SimpleArgGenerator); 
compArgGen.setLiteralManager(literalManager); 
com.pArgGen.setRuleBuilderUtils(ruleBuilderUtils);
compArgGen.setFactAndAssumptionBuilder(factAndAssumptionBuilder);
sag.setComplexArgGenerator(compArgGen);
log.debug("main - generate args..."); 
sag.generateArgs(literalManager);
log.debug("main exit");
Figure 7.5 Configuring ArgueGen
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7.5.2 Generating a knowledgebase
Upon successful initialisation of a SimpleKBGenerator or ComplexKBGenerator the 
required knowledgebase can be generated by calling the appropriate interface method with the 
required parameters. The output of the generation method (a list of Rule objects) can then be 
iterated over, or sent to the console or a file by using the appropriate KBGenOutputHandler. 
Figure 7.6. shows an example of this.
Li3t<Rule> resulfs = null;
System, out.princln ("gsneracaArgs - starting simple arg-UEer.t genera 
System.out.println("generateArgs - cnain");
results = SimpleKBGenerator.chain(1000, t h i s .s trictRuleBuilder); 
kbOutputHandler.print(results);
literalManager.resetliteralCounter 0  ;
System.out.println("generateArgs - circle defeasible");
results = siirpaeKBGenerator.circle (5, this.defeasibleRuleBuilder);
kfaOutputHandler.print(results);
literalManager.resetLiteralCounter();
System.out.println{"generateArgs - tree");
results = SimpleKBGenerator.tree(ID, 3, t h i s .strictRuleBuilder); 
JcbOutputHandler .print (results) ;
:n...")
System.out.println("generateArgs - finished simple ar
System, out.printlnC'ger.erateArgs - starting complex a
literalManager.resetLiteralCounter();
System.out.println("generateArgs - mix"); 
results = complexKBGeneratcr.mix (2 5 0 ,  2 ,  S); 
kfaOutputHandler.print(results);
literalManager.resetLiteralCounter();
System.out.println("generateArgs - mup");
r e s u l t s  =  C o m p le x K B G e n e ra to r .m u ltU n ig u e P r e f (1 0 0 0 ,  2 0 )
kfaOutputHandler.print(results);
literalManager.resetLiteralCounter ();
' )  ;
Figure 7.6. Generating a series of knowledgebases
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7.5.3 Running experiments
We have created and included with ArgueGen a utility class, ArgumentFileLoader, which 
accepts command line parameters for loading a knowledgebase from a filename and other 
configuration parameters and executes the default admissible set generation method of AtuP2. 
The call to the set generation method is then repeated, and all executions times (and an 
average) are then logged to the console. As the discussion of the results of using ArgueGen in 
Chapter 8 will demonstrate, we have also found this class a very useful point for attaching an 
application profiler, such as the Profiling tool included with Netbeans 6.8 [88]. A profiling tool 
enables the execution of an application, such as AtuP2, to be examined at runtime. For 
example, the Netbeans profiler can be utilised to take a snapshot of CPU and memory usage, 
distribution of objects instantiated, frequency of code execution paths and many other 
statistics at any given execution point within the application, or display live results in real time. 
These statistics can then be utilised to determine problematic methods or areas within the 
codebase that can be targeted for modification.
7.6 Testing
Testing of ArgueGen was conducted primarily by manual examination of the resulting 
knowledgebases generated. Due to the complexity involved with ensuring their correctness, a 
series of small knowlegebases with varying parameters were generated for each 
knowledgebase type implemented, and the expected results manually compared to the actual 
generated text, with the assumption that if all of the variations were correct then the successful 
generation of the knowledgebase would scale appropriately. Due to the large amount of data 
generated by each execution of a knowiedgebase generation method is was not feasible to 
implement unit tests comparing expected and actual results. However, future work could 
include the creation of unit tests which evaluated the structure (or some other property) of the 
resulting knowiedgebase instead of the actual textual content.
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7.7 Evaluation of the tool
As Chapter 8 will demonstrate the use of ArgueGen greatly enhanced our ability to 
execute repeatable empirical evaluation experiments. In comparison with the most mature 
defeasible knowledgebase generation tool, DTScale, we believe there are both advantages and 
disadvantages with using our tooi. The first disadvantage of the current implementation of 
ArgueGen is the relatively small number of generator types currently supported in comparison 
with DTScale. However, we believe this could be offset by future work, as the ArgueGen 
infrastructure supports the creation of additional knowledgebase generation types, whereas 
DTScale does not. DTScale is also currently more flexible in the format of knowledgebases that 
can be generated, supporting not only the format for Deimos/Delores, but also d-Prolog as well. 
Although we have designed the framework for support of multiple knowledgebase formats we 
have not implemented any additional generator other than to support AtuP2.
7.8 Summary
This chapter of the thesis has discussed the development and proposed use of 
ArgueGen, a flexible argumentation-based knowiedgebase generation, within an empirical 
evaluation piatform. The application of the tooi and techniques discussed within this chapter to 
experiment with and evaluate our AtuP2 engine is presented in the next chapter.
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8. Results of the Empirical Evaluation of AtuP2
8.1 Overview
This chapter of the thesis presents the resuits of our experimental evaluation of AtuP2, 
utilising the ArgueGen knowledgebase generator and platform discussed in the previous 
chapter. We begin by briefly discussing the methodology used and the experimental 
environment within which the evaluation was conducted. Section 8.4 presents the bulk of the 
experimental results, and discusses a series of performance enhancing modifications which 
were made to AtuP2 as a direct result of the experimentation. Ultimately this lead to the 
inclusion of and experimentation with two approaches to mitigating the inherent 
computational complexity associated with argumentation, intelligently querying an inference 
engine and knowledge compilation. Section 8.S offers a discussion of the results, which leads 
into the final concluding chapter of this thesis.
8.2 Methodology
As discussed in the previous chapter, we generated parameterised knowledgebases 
using ArgueGen and utilised the ArgumentFileLoader class to load the required knowiedgebase 
into AtuP2. We then attempted to generate an admissible set around the a% literal. The 
admissible set was generated 20 times using the same knowledgebase, and an average timing 
taken. All timings were recorded in the number of seconds taken for the generateAdmSet() 
method to complete execution, i.e. the time taken to generate the admissible set, or to prove 
that an admissible set could not be generated. Other than a marginal decrease in execution 
times over the repetitions, which typically stabilised after the tenth execution, no notable 
variations in timing occurred. We suspect that the marginal decrease in execution time was 
most likely due to the Java Virtual Machine (JVM) optimising the execution paths within the 
application generated from the source code (which is typically seen with the execution of any 
Java application).
119
Daniel Bryant Is Arguing in the Real World too Costly?
8.3 The experimental environment
The experiments were conducted on a PC running Windows 7 64bit Professional with 
the following specification:
• Intel Core2 Quad CPU @ 2.40GHz
• 4Gb RAM
• 75Gb SSD Hard Drive
The versions of Java used to execute the tests were:
• 32bit JVM: Java SE 6, Runtime Environment (build 1.6.0_17)
• 64bit JVM: Java SE 6 x64, Runtime Environment (build 1.6.0_21)
8.4 Results
8.4.1 Initial experimentation
The results of the initial experiments can be seen in Figure 8.1. The first observation 
made from the data collected was that knowledgebases which resulted in a large (or deep) 
argument tree being generated where causing the default 32bit JVM to halt execution and 
throw an Exception, either an "OutOfMemoryException: Java heap space" or a 
"StackOverflowException". Using the profiling technique discussed in the previous chapter 
quickly revealed that the large quantity of Complex/SimpleArgument objects being created and 
stored in a tree structure, and the recursive navigation and processing of these object were 
causing the respective Exceptions. Fortunately we have seen this problem before in other 
projects, and switching the compilation and execution of the application to a 64bit JVM, 
mitigates this problem. This is due to the larger amount of memory that can be referenced by
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the JVM. The experiments were executed again and Figure 8.1. shows the data collected.
After the first batch of experiments was complete we were keen to utilise the profiling 
technique to improve the impiementation and re-run the experiments in order to evaluate if 
any tangible decrease to execution time could be achieved. Profiling AtuP2 once again clearly 
indicated that two methods which were being executed repeatedly on a single run of the 
admissible set generation method, the ArgumentTreeBuiiderlmpI findCompleteGoal{) and 
findlncompleteGoalO methods, where contributing to a large amount of the total execution 
time. Exploration of both of these methods indicated that although we had developed our own 
approach to navigating the argument tree being generated as a result of calls to the underlying 
tuProiog engine, this was not an efficient approach. Accordingly, we redesigned both methods, 
implementing the navigation of the argument tree using functionality provided by the Java 
Collections utility ciasses. We compiied the new implementation and executed our suite of 
experiments again, the results of which can be seen in the final column of Figure 8.1 labelled 
"Enhanced find methods".
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Knowledgebase 
type and parameters
AtuP2 32bitJVM AtuP2 64bit JVM AtuP2 64bit JVM. 
Enhanced "find" 
methods
Chain
100 1.864 2.876 0.243
250 Heap space error 6.411 0.392
500 Heap space error 19.422 0.483
1000 Heap space error >300 0.802
10000 Heap space error >300 2.119
Circle
100 1.754 2.52 0.243
250 Heap space error 6.531 1.265
500 Heap space error 19.252 3.263
Mix 
10 2 2 14.893 9.753 6.227
10 3 3 33.491 18.15 9.052
100 2 5 Heap space error >300 >300
1000 2 2 Heap space error >300 >300
Multiple Unique Pref 
10 2 0.175 0.557 0.495
100 2 0.489 1.527 1.366
100 10 1.743 2.068 1.937
100 20 3.077 2.573 2.455
1000 2 5.796 4.127 3.316
Reinstatement 
10 3 3.225 3.648 3.617
10 5 5.493 4.343 4.288
20 3 7.617 5.857 5.753
20 5 13.969 8.475 8.357
100 3 Stackoverflow error 55.161 55.717
X-loops
10 0.174 0.509 0.502
100 0.411 1.51 1.402
1000 5.73 3.565 3.324
Figure 8.1. Results of initial experimentation (execution time in seconds)
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8.4.2 Additional experiment and modifications
The enhanced "find" method clearly produced improvements to execution time, in 
particular for the simple knowledgebases, but the complex knowledgebases types did not show 
any significant decrease in execution. Further examination of execution revealed that the 
ArgumentFactory generateAttaekers() method was consuming a large amount of resources and 
time during each execution. Inserting additional logging into this method and profiling the 
application revealed that the method was being calied with the same parameters multiple 
times within a single execution of the admissible set generation method. Essentially the was 
triggering multiple identical queries to the underlying tuProlog engine, and accordingly building 
multiple instance of identicai argument trees, which were being discarded after each execution 
of generateAttackersO was complete.
As discussed in Section 3.4. of Chapter 3 (which reviews approaches to improving the 
effects of the computational complexity with argumentation), the above situation is an ideal 
candidate for implementing some form of "intelligently querying an inference engine". The 
most appropriate approach for this was to implement a cache, which would store the resulting 
argument trees generated from a goal query. Typically in a commercial application, an existing 
caching solution such as Ehcache [89] would be utilised, but this choice did not seem 
appropriate for this work due to the fact that most of the caching performed in such as 
component is hidden away from the developer (at least without detailed configuration and 
setup). Alternatively we chose to implement our own simple cache class, named 
ArgumentTreeCache. This class was implemented utilising the Singleton design pattern (with 
eager instantiation of the Singleton object) and contained a Map data structure with the key 
defined as a goal String and the value set to a List of SimpleArguments. ArgumentTreeCache 
exposed two methods for its public API; one for querying the cache and one for adding a goal 
String and associated List of SimpleArguments to the cache.
For our final batch of experiments we integrated our new cache into the 
generateAttackersO method. Before any call to the underlying tuProlog inference engine was 
made the ArgumentTreeCache was first checked to see if a key with the required goal already 
existed. If the key existed then the associated list of SimpleArguments (representing all
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solutions to the specified goal) was returned. If the cache did not contain the specified goal 
String then the method functioned as before, calling the tuProlog inference engine and buiiding 
the argument tree, however, when the argument tree was complete a call was made to the 
ArgumentTreeCache singleton and the list of all possible SimpleArguments were extracted from 
the argument tree and inserted as a List associated with the goal String.
With the cache compiled into AtuP2, the suite of experiments were executed again. The 
results of the caching experiment are detailed in Figure 8.2., with the timings shown in the third 
column. With the exception of the Mix knowledgebase the other Simple knowledgebases 
showed a significant increase in execution time. Profiling the application indicated this extra 
time was resulting from loading all of the SimpleArguments into the cache, the impact of which 
was further increased by the fact that the resulting argument trees generated from the Simple 
knowledgebases were typically deep, and the computational cost of navigating and 
manipulating these data structures was high. Execution of the Mix knowledgebase resulted in a 
notable decrease in execution time due to the fact the resulting argument trees are typically 
shallow. The results for execution time of the Complex knowledgebases were also not positive, 
with the Multiple Unique Preference and X-ioops suite of experiments showing no significant 
difference in execution time. Profiling AtuP2 indicated that the cost of populating the cache was 
offsetting any gains offered by the serving of cached results. At this point it should be noted 
that all results for the Reinstatement knowledgebase in this series of experiments produced 
incorrect results. Unfortunately, this was only discovered after the experiments were complete. 
Initial investigation revealed the problem being with the incorrect management of cached 
results affecting only this knowledgebase type, but within the time available for 
experimentation we were unable to implement to identify the cause of the problem and 
implement a fix.
Although the initial results of the caching experiment were not positive we were 
intrigued to see if we could implement a closely related technique of intelligently querying an 
inference engine known as knowledge compilation. Whereas, intelligently querying an 
inference engine builds a cache of results 'on the fly', knowledge compilation effectively 
pre-populates the cache before queries are issued to the engine. Implementing this within
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AtuP2 required little additional work over than that required to initially implement the cache; 
instead of creating an ArgumentTreeCache for each execution of the admissible set generation 
method, we made the cache persistent between each execution. Although the first execution of 
the admissible set generation method would be expensive, because the argument trees would 
be generated, future calls to the admissible set generation should effectively only utilise the 
cached or "compiled" argument trees. As shown by the timings in brackets in the final column 
of Figure 8.2., the initial execution of the admissible set generation method was practically 
identical to that of the time taken for our previous caching experiments. However, as indicated 
by the average execution timings outside of the bracket, future calls to the admissible set 
generation method after the cache was populated resulted in a massive reduction in timings. 
One interesting result was noted, with the execution of the Mix knowledgebase with the 
parameters set to "500 2 5" resulting in a non-significant reduction of execution times. Profiling 
revealed that this was due to the cache growing so large that SimpleArgument objects were 
being inefficiently shunted around in memory. We speculate that performance here could be 
improved by increasing the Java heap size beyond the default values, or utilising the Java 
SoftReference class [90] to implement a memory-sensitive cache, but as only a single 
experimental result was affected and time for experimentation was limited we did not 
investigate this further.
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Knowledgebase 
type and parameters
AtuP2 64bit 
JVM. 
Enhanced 
"find" methods
AtuPZ 64bitJVM.
Enhanced + 
"intelligently query 
inference engine cache"
AtuPZ 64bitJVM. 
Enhanced + "knowledge 
compilation cache" 
(initial execution time 
in brackets)
Chain
100 0.243 2.900 (2.909) 0.019
250 0.392 6.557 (6.467) 0.027
500 0.483 19.02 (19.02) 0.111
1000 0.802 >300 (64.258) 0.211
10000 2.119 >300 >300
Circle
100 0.243 2.901 (2.909) 0.011
250 1.265 12.654 (12.544) 0.101
500 3.263 34.62 (34.661) 0.210
Mix 
10 2 2 6.227 1.455 (1.225) 0.055
10 3 3 9.052 1.762 (1.763) 0.048
100 2 5 >300 4.15 (4.034) 0.717
500 2 5 >300 63.241 (63.034) 51.362
1000 2 2 >300 >300 >300
Multiple Unique Pref 
10 2 0.495 0.501 (0.501) 0.011
100 2 1.366 1.346 (1.382) 0.017
100 10 1.937 1.999 (1.984) 0.025
100 20 2.455 2.327 (2.38) 0.049
1000 2 3.316 3.915 (3.905) 0.051
Reinstatement *lncorrect admissible set *lncorrect results
10 3 3.617 1.302 N/A
10 5 4.288 1.47
20 3 5.753 0.652
20 5 8.357 1.706
100 3 55.717 1.93
X-loops
10 0.502 0.502 (0.500) 0.086
100 1.402 1.412 (1.398) 0.094
1000 3.324 3.243 (3.254) 0.099
Figure 8.2. Results of second batch of experiments (execution time in seconds)
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8.5 Discussion
The results and commentary provided in the previous section of this chapter clearly 
demonstrate the value of utilising large scale knowledgebases and an empirical evaluation 
platform. From the first batch of experiments executed problems or performance issues with 
the implementation were identified, and re-running the experimental suite after modifications 
were made clearly confirmed the success or impact of the changes. The empirical evaluation 
platform also allowed us to setup a repeatable test environment for the purpose of profiling the 
application. In fact, all of the performance enhancements made, including the cache work, was 
as a direct result of observing profiling results from multiple executions of the same or similar 
test knowledgebases.
8.6 Summary
This chapter has presented the results of our experimental evaluation of AtuP2. The 
advantages of performing such experimentation within a well-defined execution environment 
and platform were evident from the execution of the first batch of experiments. The results and 
also the profiling technique discussed in Chapter 7 directly drove several performance 
enhancing modifications to the core argumentation components, and the evaluation platform 
allowed us to observer the tangible gains in the reduction of execution time. The platform also 
allowed us to experiment with techniques for reducing the inherent computational expense of 
argumentation, and as such we implemented and evaluated two such techniques within our 
AtuP2 engine, intelligently querying an inference engine and knowledge compilation.
127
Daniel Bryant Is Arguing in the Real World too Costly?
9. Conclusion
9.1 Overview
This concluding chapter summarises the results of research undertaken throughout the 
production of the entire thesis, and discusses the contributions made by this research. Our 
initial goals were to (i) present an open source argumentation-based reasoning engine, which is 
rigorous in design and implementation, and allows examination, modification and 
experimentation with the engine by the research community, (ii) present a large-scale empirical 
evaluation platform and methodolgy for our engine implementation and (iii) answer the 
questions "Is conducting empirical evaluation of an argumentation-based reasoning engine 
advantageous to the design and implementation of the engine?" and "What benefits does 
empirical evaluation of an engine provide?"
Section 9.2 begins by reviewing the contributions made by the work documented in this 
thesis, including the production of software components which we believe meet goals (i) and
(ii). An evaluation of the research, the approach taken and results obtained in provided in 
Section 9.3, which answers the two questions proposed in (iii) above. We believe that the work 
presented here has clearly shown the benefit of empirical evaluation, as not only did the 
experiments assist in identifying areas of the codebase best targeted to improve performance 
and allow verification and tangible improvements to be observed, but it also greatly helped to 
drive the design and development of techniques to mitigate the inherent computational 
expense of reasoning with an argumentation algorithm. This chapter concludes the thesis with 
an overview of possible future work, and discusses the potential benefits offered by such work.
9.2 Contributions
The survey of existing defeasible and argumentation-based reasoning engines is one of 
our contributions to the argumentation-based reasoning literature, which ultimately stimulated 
discussion and generation of our technical desiderata for an ideal implementation of such an
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engine. The core contributions of this thesis have been the results obtained from the 
production of and experimentation with Argue tuProlog 2 (AtuP2) and the empirical evaluation 
platform, which utilises our argument knowledgebase generator, ArgueGen. The empirical 
evaluation methodology provided an ideal foundation for experimenting with performance 
enhancing modifications to the admissible set generation and core argumentation algorithms, 
and ultimately allowed us to benchmark the effects of implementing two techniques for 
improving the practical performance of argumentative reasoning, intelligently querying an 
inference engine and knowledge compilation.
9.3 Evaluation
9.3.1 Overview
The research documented within this thesis was not without problems. The initial 
stumbling point was gaining access to workable versions of existing engine implementations. As 
stated throughout this thesis, the difficulty in obtaining, compiling and utilising existing engines 
is a major issue preventing experimentation and evaluation. However, we believe that our 
engine, AtuP2, achieves our initial goal of providing an open source augmentation reasoning 
engine which has been implemented upon the widely utilised Java platform and designed and 
built utilising well-accepted principles and patterns. Feedback received from the small-scale 
release and demonstration of the initial AtuP engine has resulted in the production of second 
version of the engine that not only met our requirements, but also the requirements identified 
by additional members of the research community. We have also attempted to document our 
code in such as way as to allow further experimentation and modification by interested 
third-parties. In fact, during the development of AtuP2 we have had several requests to access 
of the application and code from students and researchers, and when the final corrections to 
the engine implementation are complete we fully intend to support this work.
The implementation of ArgueGen, and supporting experimental methodology, has 
allowed us to empirically evaluate and benchmark our AtuP2 reasoning engine application. 
When this methodology was combined with modern software development techniques, such as
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profiling, an ideal environment was created to allow examination of the implementation of the 
individual steps of an algorithm and underlying supporting framework. As demonstrated in 
Chapter 8, this lead to a series of performance improving modifications being made to the 
initial version of AtuP2 and also the implementation of two techniques to reduce the impact of 
the computational complexity associated with argumentative reasoning, the tangible results of 
which were verifiable by re-running our suite of empirical evaluation experiments.
9.3.2 Practical implementations
Our approach to developing the first version of AtuP was far from ideal, which 
ultimately resulted in the implementation of the algorithm being incorrect. A key learning 
point, which we utilised in AtuP2, was the necessity of unit tests within the core argumentation 
functionality to ensure that any modifications conducted to the codebase did not break (or 
otherwise corrupt) the functionality of other components within the application. However, as 
indicated by outstanding problems with the current version of AtuP2, such as incorrect results 
being generated for first-order arguments and the reinstatement knowledgebase type (when 
utilising the AtuP2 cache), implementation and verification of such an algorithm is not a trivial 
task. As discussed in Section 6.7 of the thesis, our final version of AtuP2 did meet the majority 
of requirements original defined in our desiderata for a practical reasoning engine. AtuP2 was 
presented as a standalone Java-based software component which can be plugged into 
additional software applications using the API provided. We also attempted to design the core 
argumentation components to allow the implementation of additional admissible set 
generation algorithms, by encapsulating core argumentation functionality away from the 
implemented algorithm, and providing a well-defined API to allow querying of a knowledgebase 
and extraction of arguments resulting from a query to the underlying Prolog inference engine.
The implementation of ArgueGen was successful and facilitated us greatly in achieving
our goals, however, in comparison with the most mature defeasible knowledgebase generation
tool, DTScale, we believe there are both advantages and disadvantages with using our tool. The
main disadvantage of the current implementation of ArgueGen is the relatively small number of
generator types currently supported in comparison with DTScale. However, we believe this
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could be offset by future work, as the ArgueGen infrastructure supports the creation of 
additional knowledgebase generation types, whereas DTScale does not.
9.4 Future work
Future work can be broadly divided into two categories, practical implementation work 
on AtuP2, ArgueGen and the supporting experimental platform, and also the exploration of 
additional theoretical avenues of work.
9.4.1 Practical work on AtuPZ and ArgueGen
• Future work on AtuP2:
o Fix problems with handling certain first-order knowledgebases and queries, 
o Fix incorrect management of cached results when processing reinstatement 
knowledgebase type.
o Release to research community by depositing code and documentation into a 
code repository, such as SourceForge. 
o Implement additional admissible set generation algorithms using the framework 
provided, and perform empirical evaluation. In particular we would be interested 
to determine whether the performance improving modifications and the 
knowledgebase compilation cache offer the same level of reduction in execution 
times for additional algorithms, 
o We are also keen to spend additional time executing experiments with 
increasingly large knowledgebases and performing profiling. We believe that the 
manipulation of large amounts of data may highlight other areas of the 
admissible set generation or core argumentation algorithms that are candidates 
for performance enhancing modifications, 
o Investigate the possibility of implementing support for the generation of 
argument trees in Parallel, much like the work of Garcia and Simari [70]. As
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stated in Chapter 7 of this thesis, we believe that as the generation of argument 
trees resulting from the query to the tuProlog inference engine are encapsulated 
within their own ArgumentFactory instance, it would not be overly difficult to 
push the processing of each instance into a separate thread of execution. In 
effect this would mean that systems with multiple CPU cores could build 
multiple argument trees in parallel, reducing the overall time taken to compile 
all of the required arguments from the knowledgebase, 
o Investigate the possibility of utilising the API of the SimpleArgment object to 
produce a diagrammatic representation of the admissible set resulting from the 
process of argumentation.
• Future work with ArgueGen:
o Add support for the generation of additional knowledgebase types, 
o Implement and test support for generating knowledgebase for additional 
reasoning engine implementations, such as Deimos and d-Prolog. 
o Add unit tests covering the core rule building algorithms, 
o Investigate if it possible to create a unique label for each knowledgebase 
generated, and allow generation of the exact same knowledgebase by specifying 
this label as a command line option (in much the same way as implemented 
within TheoryBase [35])
During the development of our reasoning engine we have had several enquiries by other 
researchers and students in regards to access to AtuP2 and the code, and we fully intend to 
support this. It is our expectation that this will also drive additional enhancements to the 
implementation work.
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9.4.2 Theoretical avenues for future work
There are a number of theoretical avenues for future work in which we are interested. 
First, we are interested in conducting theoretical complexity analysis of a number of different 
dialectical based argumentation algorithms, and then implementing then within the AtuP2 
framework and conducting empirical evaluation using large-scale knowledgebases. This would 
allow us to not only verify the complexity, but also the frequency within which the worst-case 
results of performance are seen during practical executions. Second, we are keen to enhance 
arguments with possibilities as discussed in, for example, Amgoud [91] or Chesnevar [92]. This 
would provide us with a computationally efficient model with a well-founded semantics. We 
could then progress to explore the integration of a numerical calculus that has a sound 
probabilistic semantics, which may be valuable for use in real-world applications where 
numerical value of uncertaintity are often used during reasoning. Finally, we are also interested 
in exploring the possibility of creating techniques for verifying an algorithm's implementation 
within the engine. At several points during the development of AtuP2 we detected subtle 
problems with our implementation of Vreeswijk's AS algorithm, but this was only possible 
through repeated execution of experiments and manual verification of results.
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11. Appendix I: Sample AtuPZ Argumentation
16:12:32,235 INFO StartArgumentation:60 - Let's start arguing...
16:12:32,413 INFO StartArgumentation:83 - Loading kb...
16:12:32,417 INFO StartArgumentation:101 - Solve query...
16:12:32,419 INFO VreeswijkAS:82 - vASAIgorithm entry with currAdmSet: [[ARG:
flies{tweety).{null)]] attackArgsList: [] recDepth: 0
16:12:32,419 INFO LoggingAOH:54 - STS: Current goal is "flies(tweety)."
16:12:32,434 INFO LoggingAOH:54-
16:12:32,435 INFO LoggingAOH:54 - PRO: Found Argument: [ARG: flies(X).(0.8)] :- {[ARG: 
bird(X).(null)]}
16:12:32,436 INFO LoggingAOH:54 - OPR: starting attack against [ARG: flies(X).(0.8) 
-DEFEATED- ] :- {[ARG: bird(X).(null)]}...
16:12:32,437 INFO LoggingAOH:54 - OPP: Examining
argument [ARG: flies(X).(0.8) -DEFEATED- ] :- {[ARG: bird(X).(null)]}
16:12:32,523 INFO LoggingAOH:54 - ARG_FACTORY: Found Argument: [ARG: 
not(flies(X)).(1.0)] :- {[ARG: penguin(X).(null)]}
16:12:32,523 INFO LoggingAOH:54 - OPP: Found attacker for [ARG: flies(X).(0.8) -DEFEATED- ]
: [ARG: not(flies(X)).(1.0)] :- {[ARG: penguin(X).(null)]}
16:12:32,524 INFO LoggingAOH:54 - OPP: 1.0 >= 0.8... strong enough
16:12:32,524 INFO LoggingAOH:54 - OPP: Examining
argument [ARG: bird(X).(null)]
16:12:32,573 INFO LoggingAOH:54 - OPP: no attack for
[ARG: bird(X).(null)]
adding [ARG: bird(X).{null)] : []
adding [ARG: flies(X).(0.8) -DEFEATED- ] : [[ARG: not(flies(X)).(1.0)]]
16:12:32,574 INFO LoggingAOH:54 - OPP: Generated following attackers: [[ARG:
not(flies(X)).(1.0)]]
16:12:32,574 INFO LoggingAOH:54 - OPP: attacking [ARG: flies(X).(0.8) -DEFEATED- ] with... 
[ARG: not{flies(X)).(1.0)]
16:12:32,575 INFO LoggingAOH:54 - PRO: starting defence against [ARG: flies(X).(0.8) 
-DEFEATED- ] :- {[ARG: bird(X).(null)]} <- [ARG: not(flies(X)).(1.0) -DEFEATER- ]
16:12:32,575 INFO LoggingAOH:54 - PRO: no arguments in the current admissible set defend 
against attack.
16:12:32,576 INFO LoggingAOH:54 - PRO: generating new defenders
16:12:32,576 INFO LoggingAOH:54 - PRO: Examining
argument [ARG: not(flies(X)).(1.0) -DEFEATER- ] :- {[ARG: penguin(X).(null)]}
16:12:32,638 INFO LoggingAOH:54 - ARG_FACTORY: Found Argument: [ARG: flies(X).{0.8)] :- 
{[ARG: bird(X).(null)]}
16:12:32,639 INFO LoggingAOH:54 - PRO: Found attacker for [ARG: not(flies(X)).(1.0) 
-DEFEATER- ] : [ARG: flies(X).(0.8)] :- {[ARG: bird(X).(null)]}
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16:12:32,639 INFO LoggingAOH:54 - PRO: 0.8 < 1.0 not strong enough
16:12:32,639 INFO LoggingAOH:54 - PRO: Examining
argument [ARG: penguin(X).{null)]
16:12:32,695 INFO LoggingAOH:54 - PRO: no attack for
[ARG: penguin(X).(null)]
adding [ARG: penguin(X).(null)] : []
adding [ARG: not(flies(X)).(1.0) -DEFEATER- ] : []
16:12:32,695 INFO LoggingAOH:54 - PRO: defenders generated : []
16:12:32,695 INFO LoggingAOH:54 - PRO: defence [ARG: flies(X).(0.8) -DEFEATED- ] <- [ARG:
not(flies(X)).(1.0) -DEFEATER- ] fails, returning empty set.
16:12:32,696 INFO StartArgumentation:112 - Admissible set: []
16:12:32,696 INFO StartArgumentation:114 - Details...
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12. Appendix II: ArguGen Examples
12.1 Mix 10 2 2
a l a2, a3 ~0.8. 
a2 a4. 
a4 a5. 
a5 a6. 
a6.
a3 a7. 
a7 a8. 
a8 a9. 
a9.
alO al2. 
a l2  al3. 
al3 al4. 
al4.
a l l  I- al5. 
a l5 al6. 
a l6  I- al7. 
al7.
not a l a 10, a l l  ~0.8.
a l a 18, a l9 ~0.8.
a l8  a20.
a20 a21.
a21 a22.
a22.
a l9  :-a23. 
a23 a24.
a24 a25. 
a25.
a26 I- a28. 
a28 a29. 
a29 a30. 
a30.
a l l  a31. 
a31 :-a32. 
a32 :-a33. 
a33.
not a l a26, a27 ~0.8. 
a l a34, a35 ~0.8. 
a34 a36. 
a36 a37.
a37 a38. 
a38.
a35 a39.
a39 a40. 
a40 a41. 
a41.
a42 a44.
a44 a45. 
a45 a46.
a46.
a43 a47.
a47 a48. 
a48 a49. 
a49.
not a l a42, a43 ~0.8.
a l a50, a51 ~0.8.
a50 a52.
a52 a53.
a53 a54.
a54.
a51 a55. 
a55 a56.
a56 a57. 
a57.
a58 a60.
a60 a61. 
a61 a62.
a62.
a59 a63.
a63 a64.
a64 a65. 
a65.
not a l a58, a59 ~0.8.
a l a66, a67 ~0.8.
a66 I- a68.
a68 a69.
a69 a70.
a70.
a67 a71. 
a71 a72.
a l l  a73. 
al3.
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a74 a76. a ll3 .
a76:-a77. not a l al06, al07 ~0.8.
a l l  a78. a l a 114, a l l5  ~0.8.
a78. a l l4 : - a l l6 .
a75:-a79. a l l6 : - a l l7 .
a79 a80. a l l7  a ll8 .
a80 a81. a ll8 .
a81. a l l5 : - a l l9 .
not a l a74, a75 ~0.8. a ll9 :-a l2 0 .
a l a82, a83 ~0.8. a 120 al21.
a82 a84. al21.
a84 a85. al22 al24.
a85 a86. a 124 al25.
a86. a l25 :-a l26 .
a83 a87. al26.
a87 a88. al23 al27.
a88 a89. al27 i- al28.
a89. a l28 :-a l29 .
a90 a92. al29.
a92 a93. not a l al22, al23 ~0.8.
a93:-a94. a l al30, al31 ~0.8.
a94. a l30 :-a l32 .
a91:-a95. a l32 :-a l33 .
a95:-a96. a l33 :-a l34 .
a96 a97. a 134.
a97. a l31 :-a l35 .
not a l a90, a91 ~0.8. al35 al36.
a l a98, a99 ~0.8. al36 al37.
a98 alOO. al37.
alOO :-al01. al38 al40.
a lO l a 102. al40 al41.
al02. al41 al42.
a99 al03. al42.
a l03 :-a l04 . a l39 :-a l43 .
al04 al05. a 143 a 144.
al05. a 144 al45.
a 106 al08. al45.
a 108 al09. not a l al38, al39 ~0.8.
al09 a lio . a l a 146, al47 ~0.8.
a lio . a 146 al48.
al07 a l l l .  a l48 :-a l49 .
a l l l  a ll2 . al49 al50.
a l l2 : - a l l3 .  al50.
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al47 al51. a l6 -0.8.
al51 :-al52. not a l6 a l7 -0.8.
al52 :-al53. a 17 -0.8.
al53. not a l7  a l8 -0.8.
al54 :-al56. a 18 -0.8.
al56 :-al57. not a2 a l9 -0.8.
al57 al58. al9 -0.8.
al58. not al9 a20 -0.8.
al55 :-al59. a20 -0.8.
al59 :-al60. not a20 a21 -0.8.
al60 :-al61. a21 -0.8.
al61. not a21 a22 -0.8.
not a l a 154, al55 ~0.8. a22 -0.8.
not a2 a23 -0.8.
a23 -0.8.
12.2 Mup 10 2 not a23 a24 -0.8.
not a2 a3 ~0.8. a24 -0.8.
a3 ~0.8. not a24 a25 -0.8.
not a3 a4 ~0.8. a25 -0.8.
a4 ~0.8. not a25 a26 -0.8.
not a4 a5 ~0.8. a26 -0.8.
a5 ~0.8. not a2 a27 -0.8.
not a5 a6 ~0.8. a l l  -0.8.
a6 -0.8. not a l l  a28 -0.8.
not a2 a7 -0.8. a28 -0.8.
a7 -0.8. not a28 a29 -0.8.
not a7 a8 -0.8. a29 -0.8.
a8 -0.8. not a29 a30 -0.8.
not a8 a9 -0.8. a30 -0.8.
a9 -0.8. not a2 a31 -0.8.
nota9 :-alO -0.8. a31 -0.8.
alO -0.8. not a31 a32 -0.8.
not a2 a l l  -0.8. a32 -0.8.
a l l  -0.8. not a32 a33 -0.8.
not a l l  a l2 -0.8. a33 -0.8.
a l2 -0.8. not a33 a34 -0.8.
not al2 a 13 -0.8. a34 -0.8.
a l3 -0.8. not a2 a35 -0.8.
not al3 a 14 -0.8. a35 -0.8.
a 14 -0.8. not a35 a36 -0.8.
not a2 a l5 -0.8. a36 -0.8.
a l5 -0.8. not a36 a37 -0.8.
no ta l5  :-a l6  -0.8. a37 -0.8.
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not a37 a38 -0.8.
a38~0.8.
not a2 a39 -0.8.
a39 -0.8.
not a39 a40 -0.8. 
a40 -0.8.
not a40 a41 -0.8. 
a41 -0.8.
not a41 a42 -0.8. 
a42 -0.8. 
a l a2 -0.8. 
a2 -0.8.
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