Small-to-medium enterprises (SMEs) in regional (non-metropolitan) areas are considered when economic planning may require large data sets and sophisticated clustering techniques. The economic growth of regional areas was investigated using four clustering algorithms. Empirical analysis demonstrated that the modified global k-means algorithm outperformed other algorithms.
Introduction
Clustering techniques are compared by examining the relationship between industry structure and business size with economic growth using Australian regional areas (nonmetropolitan) data. Pagano (2003) examined firm size and industry structure; however, the study did not consider in combination the role of both industry structure and size of business in economic growth. This study uses four clustering techniques on statistical local area (SLA) regions to examine the performance of these clustering methods on small-to-medium enterprises (SMEs) data sets. Researchers such as Beer and Clower (2009) have used clustering techniques for pattern recognition; however, there is a gap in the literature in terms of applying clustering methods to SMEs related problems.
Data mining facilitates the identification of useful information within data reservoirs and involves the application of discovery algorithms Karim Ken Marandeh is a Lecturer and Post Doctoral Fellow in the Business School. His research interests include regional economics, economy of small to medium size enterprises, data mining and its application in economics and business problems. Email him at: k.mardaneh@ballarat.edu.au. to the data. Cluster analysis is an important data mining task (Mardaneh, 2007) . Cluster analysis has been used by contemporary researchers when the number of observations in a particular field is fairly large (Freestone, Murphy and Jenner, 2003) . This study adopts cluster analysis and uses four methods of clustering algorithms: Ward's (Ward, 1963) , the k-means (Hartigan & Wong, 1979) , global k-means (Likas, Vlassis & Verbeek, 2003) , and the modified global kmeans (Bagirov, 2008; Bagirov & Mardaneh, 2006) . These algorithms are employed to cluster SLAs based on industry structure and size of the businesses within those areas and to compare the function of the algorithms to identify a clustering algorithm that is most suitable for clustering SMEs data. This study addresses the gap in understanding the combined role of industry structure and size of business in economic growth, as well as the cluster analysis of the SMEs data sets.
Literature Review
Understanding economic growth requires a thorough consideration of the role of industry structure and the size of business (micro, small, medium or large). Regions with an industry structure that enables wealthcreating initiatives will have a better economic condition (Delgado, et al., 2010) . In addition, the distribution of a region's economic activity across industries is considered to be a major determinant of the resilience of its economy (Australian Government Department of Transport and Regional Services, 2003) . Previous studies in this area mainly focus on formation and growth (Dobbs & Hamilton, 2007; Mueller, et al., 2008; Hudson, et al., 2001; Beugelsdijk, 2007; Sierdjan, 2007; Koster, 2007; Armington & ACS, 2002; Pagano & Schivardi, 2000 , Dejardin & Fritsch, 2010 , as well as organizational attitude to change, and success and failure (Walker & Brown, 2004; Agarwal & Audretsch, 2001; Gray, 2002; Feser, et al., 2008; Dejardin & Fritsch, 2010) . A few studies have investigated industry structure and size of business (Okamuro, 2006 , Okamuro & Hobayashi, 2006 Pagano, 2003; Pagano & Schivardi, 2000) ; however, these studies did not identify the drivers of economic growth in relation to those factors. Clustering, or cluster analysis, is a challenging problem for which different algorithms have been proposed. Cluster analysis addresses the problem of organizing a collection of patterns or objects into clusters based on similarity so that objects in the same cluster are in some way more similar to each other than to those in other clusters (Bagirov, 2008; Bagirov & Mardaneh, 2006) . Beer and Maude (1995) used cluster analysis to examine changes in economic functions of towns, and Smith (1965) used clustering in the study of economic functions of Australian regional towns. In this study the clustering technique is used to collect SLAs into clusters so that SLA regions within a cluster are similar to each other and are different from regions in the other clusters.
Clustering methods in general have been used in business and economics disciplines. Ward's clustering method has been widely used in consumer behavior (Greeno, Sommers & Kernan, 1973; Kernan & Bruce, 1972) , marketing and economics studies (Eliashberg, Lilien & Kim, 1995; Blin & Cohen, 1997; Doyle & Saunders, 1985 ). Ward's clustering in particular has been used to study Australian regional economic development (Beer & Maude, 1995; Beer & Clower, 2009; Sorensen & Weinand, 1991) , urbanization in Australian economy (Freestone, et al., 2003) , and marketing themes and strategies (Ho & Hung, 2008; Wong & Saunders, 1993) . Unlike the Ward's method, the k-means algorithms have not been widely used within these disciplines.
The k-means algorithms have been mainly used in information technology and data mining studies and in a few marketing studies (Calantone & Sawyer, 1978; Moriarty & Venkatesan, 1978; Schaninger, Lessig & Panton, 1980) . The k-means algorithm has only recently been used in regional economics studies (Mardaneh, 2012) .
This study explores whether the k-means algorithm and its variations could provide a better tool for regional economics studies than the Ward's clustering algorithm. The framework of the study is based on SMEs, the two variables (industry structure and business size) and the comparative experiment of the four algorithms. A more efficient algorithm that better clusters the SMEs data could help advance the understanding of industry structure and size of business (SMEs) which, in turn, could provide valuable information regarding regional economic growth.
Methodology
Using regional Australian data this study examines the influence of the industry structure and size of businesses on the economic growth of SLAs. To measure growth, individual weekly income is used as a proxy for economic growth and assumes that SLAs with more people in $1,000-$1,999 and $2,000 and over income per week must enjoy a particular industry structure and business sizes. To investigate this, SLAs based on industry structure and three business sizes (micro, small, medium) are clustered. Clustering is conducted three times, once for each size of business, using the k-means, global k-means, modified global k-means and Ward's clustering algorithms. Results are compared to identify the clustering algorithm that is most suitable for clustering the SMEs data.
Data for this study is obtained from the Australian Bureau of Statistics (ABS, 2007) The ABS classifies size of businesses as micro business (1-4 employees), small business (5-19 employees), medium business (20-199 employees) and large business (200 and over employees). This classification is maintained herein, however, this study does not include large businesses (200 and over employees) because the relevant data were too sparse. For the same reason the 'electricity, gas and water supply' industry is excluded from the analysis. Because this study focuses on regional geographical areas -and due to the fact that the industry structure and number of business sizes in regional areas are very different from metropolitan areas -metropolitan data is excluded; this avoids skewness in analysis. After removing metropolitan SLAs and outliers (extreme values in data set) 661 regional SLAs were included in the analysis.
The percentage of people in two weekly income levels, $1,000-$1,999 and $2,000 and over, are considered per SLA. The median of the percentage for each income level is calculated across all SLAs (11.8% and 1.9% for each income level, respectively). SLAs above median within both income levels are considered as SLAs having a higher level of economic growth and are labeled as category 1; the remaining SLAs are considered as SLAs with a lower level of economic growth and are labeled as category 2.
Samples in the data are comprised of SLAs under three business sizes (1-4, 5-19, 20-199) and fifteen industry types which form the data set. To identify the industry type(s) and business size(s) with higher or lower levels of contribution to the economic growth of a SLA (which allocates a SLA to categories 1 or 2) clustering analysis was conducted using three SMEs data sets (see Tables 1-3 ). For this, the kmeans, global k-means, modified global k-means and Ward's clustering algorithms were applied (see Tables 4-6 ).
Clustering Algorithms
Clustering algorithms can be used to analyze large data sets comprising a myriad of economic and social variables. They seek to group samples with similar characteristics and ensure maximum statistical separation from other contrasting clusters. This is a process of pattern recognition which simplifies understanding of large data sets. In one classification, clustering algorithms are classified as hierarchical or iterative algorithms. Hierarchical methods begin with a set of clusters and place each sample in an individual cluster. Clusters are then successively merged to form a hierarchy of clusters (Guha, et al., 2001 ). Iterative methods start by dividing observations into some predetermined number of clusters. Observations are then reassigned to clusters until some decision rule terminates the process (Punj & Stewart, 1983 ). Ward's clustering algorithm is hierarchical, while the k-means and its variations are iterative.
Ward's Algorithm
Ward's algorithm seeks to group a set of n members, which are called subsets or groups in relation to an objective function value. The method seeks to unite two of the n subsets to reduce the number of subsets to n−1 in a way that minimizes the change in the objective function's value. The n−1 resulting subsets are examined to determine if a third member should be grouped with the first pair. If necessary this procedure can be continued until all n members of the original array are in one group (Ward, 1963) .
The k-means Algorithm
The k-means algorithm considers each sample (SLAs in this study) as a point in ndimensional space ( n R ) and chooses k centers (also called centroids) and assigns each point to the cluster nearest the center. The center is the average of all points in the cluster, that is, its coordinates are the arithmetic mean for each dimension separately over all the points in the cluster. The k-means algorithm is an efficient clustering algorithm, but it is sensitive to the choice of starting points (Bagirov, 2008) .
The Global K-means Algorithm
The global k-means algorithm was proposed to improve global search properties of k-means algorithms. The global k-means algorithm (Likas, et al., 2003) computes clusters successively. At the first iteration of this algorithm the centroid of a set A is computed and, in order to compute k-partition of the k th iteration, the algorithm uses centers of k−1 clusters from the previous iteration (Likas, et al., 2003) .
The Modified Global K-means Algorithm
The modified global k means algorithm computes clusters incrementally and, to compute the k-partition of a data set, it uses k−1 cluster centers from the previous iteration. An important step in this algorithm is the computation of a starting point for the k th cluster center. This starting point is computed by minimizing the socalled auxiliary cluster function. (Bagirov, 2008; Bagirov & Mardaneh, 2006) Empirical studies of the performance of clustering algorithms (Punj & Stewart, 1983) suggest that one of the iterative clustering methods (e.g., k-means clustering) is preferable to hierarchical methods (e.g., Ward's clustering). The k-means appears to be more efficient (Mezzich, 1978; Milligan, 1980; Bayne, et al., 1980 ) if a non-random starting point is specified. When a clustering algorithm includes more and more observations its performance tends to deteriorate: This effect may be the result of outliers entering into the solution. The k-means appears to be more robust than hierarchical methods with respect to the presence of outliers. Results from this study suggest that the more efficient version of the k-means algorithm (modified global k-means) may better cluster SMEs data and could help with further understanding of industry structure and the size of business in regional economics studies.
Results
The analysis clustered SLAs based on industry type and three business sizes (1-4, 5-19, 20-199) . Industry, cluster category and the cluster centroids values are reported in Tables 1-3 ; industries are reported in the tables only if the difference between cluster centroids values in cluster category 1 and 2 for a particular industry is 0.1 or more. In addition, industry type and size of business (variables) with higher cluster centroids value in cluster category 1 are considered as variables with a higher level of contribution to economic growth. Industry type and size of business with higher cluster centroids value in cluster category 2 are considered as variables with a lower level of contribution to economic growth.
As shown in Tables 1-3 , the construction, retail trade and personal and other services industries indicate a higher level of contribution to economic growth in all three firm sizes. By contrast, the agriculture, forestry and fishing and wholesale and communication services industries show a lower level of contribution to economic growth in all three firm sizes.
The property and business services industry shows a higher level of contribution to economic growth for both firm sizes 1-4 and 5-19; however, this industry shows a lower level of contribution to economic growth in firms sized 20-199. The cultural and recreational services industry shows a higher level of contribution in both 1-4 and 20-199 sized firms, but shows a lower level of contribution for those sized 5-19. The transport and storage industry shows a higher level of contribution for both 5-19 and 20-199 sized firms; however, it shows a lower level of contribution for 1-4 sized firms.
The health and community services industry shows a higher level of contribution for firms sized 5-19, but shows a lower level of contribution for firms sized 1-4. The finance and insurance industry shows a higher level of contribution only for larger firms, size 20-199. The accommodation, cafes and restaurants industry shows a higher level of contribution for sized 20-199 firms; however, it shows a lower level of contribution for both of the other two sizes. The mining and manufacturing industries both show a lower level of contribution for 1-4 and 20-199 sized firms.
By applying clustering analysis, this study sought to identify the most efficient algorithm for clustering SMEs data. For this, the objective function value and the CPU time spent by each algorithm for clustering were calculated. Clustering was conducted for 2, 5, 10, 15, and 20 cluster numbers for comparison. The analyses in this study were conducted using an Intel Core 2 Duo, 2.99 GHz, PC. Tables 4-6 Table 4 show that MGKM algorithm outperforms both the MSKM and GKM when the number of clusters N ≥ 10. Regardless of the number of clusters, the MGKM outperforms WARD and WARD gives the worst results compared to all other algorithms. The GKM requires less CPU time; however, its solutions are not better. MGKM requires more CPU time, particularly when the number of clusters increases (N ≥10). Similarly CPU time for MSKM and GKM increases as the number of clusters N increases. CPU time for WARD is nearly constant for any cluster number N because it is a hierarchical algorithm and, unlike the other three algorithms, it does not go through iterations.
Results in Table 5 show that the MGKM algorithm outperforms both MSKM and GKM when the number of clusters N ≥ 10. With any number of clusters MGKM outperforms WARD. MGKM requires more CPU time particularly when the number of clusters increases (N > 5). Similarly CPU time for MSKM and GKM increases as the number of clusters N increases. CPU time for WARD is almost constant for any cluster number N. Table 6 shows that in some cases, for example, N = 2, 15, MSKM performed slightly better than MGKM, however, the difference in performance is minimal. With any number of clusters MGKM outperforms WARD. MGKM required more CPU time for all cluster Identifying a clustering algorithm that could help with more efficient cluster analyses of SMEs data is important. A more efficient clustering algorithm may help provide a more accurate and precise grouping of the data points (in this study, geographical areas) based on their similarity. This, in turn, will help with identifying shared characteristics between members (data points) of a cluster. Understanding these characteristics provides a diagnostic of the factors that generate those characteristics. As this study shows, such an understanding can help with identifying the role that each combined industry and business size could play in the economic growth or decline of geographical areas and also whether they have higher or lower contributions to the economic growth of an area.
Conclusion
Cluster analysis revealed clusters of industries associated with industry structure and size of business. This study presented numerical results from three data sets. The results clearly show that the modified global k-means algorithm is more efficient for solving clustering problems in SMEs data sets; this algorithm outperforms multi-start k-means, global k-means and Ward's clustering algorithms. The modified global kmeans algorithm, however, requires more computational efforts than the global k-means algorithm, but is the most promising among all tested algorithms.
The findings from this study provide an improved method for clustering using a more efficient algorithm and, as a result, provide a better understanding of industry structure and size of businesses in regional areas. These findings have policy implications for future economic planning and focus on SMEs for regional areas and will provide paths in identifying significant factors that require further investigation using qualitative methods to ascertain the importance of the clusters and their relationship to SMEs.
