Information needs are naturally represented as questions. Automatic Natural-Language Question Answering (NLQA) has only recently become a practical task on a larger scale and without domain constraints.
Introduction
Questions are the primary linguistic representation of a human information need. Automatic Natural-Language Question Answering (NLQA) is a task with a long history, but has only recently become practical on a larger scale and without domain constraints. Its advantages, once available, are obvious: easier, faster and cheaper access to information stored in databases or text documents, immediate feedback by virtue of automation, and eventually empowering the users without enforcing them to learn artificial query languages.
Computer users often use questions with conventional search engines, without realising that at the time of writing, they may not yet be equipped with NLQA abilities. For instance, if the users ask When is the next train from Cambridge to London?, a keyword-based engine will either ignore 'When' as a stop-word or present a list of documents that are likely to contain (among others) the string 'When', in spite of the fact that this string is most unlikely to be contained on a page answering the question. Using NLQA systems, on the other hand, only pieces of information that refer to a time are returned.
For example, Table 1 shows an extract from the logfile of the Magellan search engine.
1 To sum up, Natural Language Question Answering is the task of developing 1 At the time of writing, the Magellan search engine is no longer publicly available.
systems and techniques for making information access easier by using natural-language questions directly and effectively as search queries by exploiting their semantic structure, without asking for additional human effort to translate the questions into sets of keywords or Boolean queries.
Where can I find free backrounds? Where can I get information on diabetes? does ureach.com use a pop3 mail server for email? what is the 300th anniversary called? where can I find plans for a small tool shed? where can i find the lyrics of christina augular How much liquid can a keg hold What kind of dogs are good for people with allergies? Where can I get buying advice for cars? where can i find codes for driver for pc Table 1 : Some English questions, taken from the Magellan Internet search engine log (unedited).
The remainder of this paper is structured as follows: Section 2 very briefly describes the historical stages of NLQA.
2 Section 3 describes the general architecture of the implemented NLQA system for English and deals with the syntactic and semantic analysis and atomic term unification, the system's semantic similarity matching process. Section 5 describes question classification and named entity tagging. Section 6 then gives some experimental results. The paper concludes with a conclusion and outlook in Section 7.
Previous Work
The BASEBALL system by Green an co-workers (Green et al. (1969) ) was a very early effort towards automatic question answering limited to the domain of baseball, and used a syntactic parser. In the 1970s, intensive research aimed to provide natural-language access to relational databases, but prior to the wide availability and global commercialisation of the Internet, databases to be questioned by end users were local and small, so menu-based access was sufficient for a small community of experts, and consequently no industrial impact was achieved.
More recently, the START (SynTactic Analysis using Reversible Transformations) NLQA system has been developed at MIT (Katz (1997) ). It creates an offline knowledge base comprising normalised semantic tuples from English text and subsequently allows English queries being executed against that knowledge base.
The difference between the BASEBALL and START is that START is an open-domain question answering system: no domain limitation exists, although the type of questions that can be managed to get answered correctly is limited to factual questions (as opposed to expert question or in fact any type of query that involves more sophisticated 'deep' reasoning). Open-domain NLQA is significantly harder since no domain-specific assumptions or vocabulary can be hardwired in the system. BASEBALL, on the other hand, is a deep system relying on the close-world assumption, the tacit illusion of complete knowledge. Open-domain systems are shallow, based on models of pattern matching or Information Retrieval (IR); closed-domain systems typically use sophisticated logical deductions, but over an unrealistically tiny knowledge base.
Within IR, NLQA is to be contrasted with more conservative document retrieval, where the system would always reply with a ranked list of documents relevant to the topic characterised by the query rather than give a natural language reply directly, be it an extracted phrase or a generated reply.
In the 1990s, the broad availability of the WWW with its potential of 'information overload' and a series of evaluating competitions by US government organisations DARPA and NIST, namely the Message Understanding Conferences (Chinchor (1998) ) and the Text Retrieval Conference's question answering track (Voorhees and Tice (2000) ; Voorhees (2000) ), have attracted more researchers back to the field, and the usual strategy adopted by participants is a mix between information retrieval and shallow linguistic filtering of retrieved result documents, so-called passage retrieval.
System Architecture
This section describes the design and implementation of AskBill, a simple NLQA system for English (Figure 1) , in C++ in a very short time, namely eight person weeks of part-time effort.
Following the scenario of the TREC-8 NLQA track workshop, we take a set of questions as starting point. Every question had been prepared offline with some XML-like markup comprising three regions, namely the (tokenised) surface string of the question, a parse tree in LISP notation as generated by RASP (Carroll and Briscoe (2001) ), and a set of functor-argument relations in Minimal Recursion Semantics (Copestake, Flickinger and Sag (1999)).
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These semantic representations have been obtained
• using the LKB system with the public-domain LinGO resource grammar 4 and
• via a POS-based mapping described by template rules (e.g. 'map NN1 to functors'), so as to yield, for instance dog NN1 → dog(e j ).
The document collection, on the other hand, had been prepared in the same fashion.
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AskBill reads a file with the already marked-up and parsed questions into main memory and iterates over all of them, creating PossibleWorld objects on the fly (Figure 2 ). For each question, a (possibly long) TREC document that is known to contain the answer is searched. For every question-answer pair q, a k , a score is computed using the method described below. For each question, a list of five best-scored answer candidates is kept and updated. One of the advantages of the approach is portability across parsers: the parser is completely decoupled from the NLQA system proper, which simply works on the parsed questions and documents containing the answers, both in XML format.
Semantic-Based Scoring
Good results have been achieved with surface-based IR methods in Internet search engines, but such methods to break down when applied to retrieval of single paragraphs, sentences or even phrases. Since the TREC-8 data used has been annotated with functor-argument structures we can exploit these in the hope to improve precision by retrieving semantic relations rather than surface strings and recall by abstracting over word-forms and semantically equivalent expressions.
Matching Using Atomic Unification
Two semantic expressions f (x) and g(y) are equivalent if they have the same predicate name, f = g, and if they refer to the same things, y = x. In the following example, this becomes clearer: a set of RMRS (we also use the abbreviation of the theory-Robust Minimal Recursion Semantics for instances of its representations) can be considered a 'world', and we try to match question RMRS against candidate answers. In order to determine similiarity, we carry out a pairwise comparison and assign a match score for equal predicate names, equal arity, and equivalent arguments.
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Because the argument numbering is idiosyncratic (as it depends on the number of phrases encountered so far) and usually does not correspond in any two possible worlds under consideration, we have to maintain a binding list. In effect, we perform atomic term unification. Atomic means here that arguments cannot in turn be terms, only variables and constants. Here is a trace of the above example: Optionally, function words can be ignored in this matching process, and predicate names may be stemmed (Porter (1980) ). Figure 5 compares the semantic representations as output by two parsers, namely the the robust shallow probabilistic parser RASP (Carroll and Briscoe (2001) ) and the constraint-based unification parser LKB with the publicdomain LinGO resource grammar for English (Copestake, Flickinger and Sag (1999) ). Whereas the LKB analyses are superior in structural quality, due to ambiguity, there is a plethora of them, and the system currently always selects the first one in the absence of a probabilistic ranking. RASP, on the other hand, gives only one (the most likely) tree, but the mapping to semantic representations is still far from optimal.
Semantic Form: One Formalism, Multiple Parsers

Question Classification (QC)
Questions can be classified according to what is asked for, and this can help excluding unlikely candidates from the large set of potential answers. To this end, a flat classification was manually built from insights gathered whilst looking at the 200 test questions. Then, a set of regular patterns was devised to determine the categories. Using the publicly available pattern recognition engine Regex++, an automatic classifier was built. During runtime, question classes are then used to constrain the candidate answer set; Table 2 shows the resulting (flat) system of classes and shows how they relate to entity types.
Recognition of question types can be performed by pattern matching. Table 3 lists some instances that can easily be captured by regular expressions.
The follwing classes can be identified by AskBill:
• TIME: yesterday, Dec 25, ... • PERSON: Mavis, Peter, Maya, ...
• ORG: Delta Airlines, JPL, ...
• TITLE: Mr, Dr., ...
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Using a set of regular expressions, a simple Named Entity Recognizer was implemented. Some words, such as names for months are hardwired, and heavy use is made of cues such as Mrs, PhD, or Mt, and capitalisation. Here is an example:
How many lives were lost in the China Airlines' crash in Nagoya, Japan? How tall is Mt. Everest?
Topic Detection and WordNet
Not all of the content words contribute equally to the determination of the topic of a question; to exploit this fact, a simple topic detector has been implemented that works on RASP parse trees. The module is helpful for determining the answer type of what-and which-questions, because their answer type cannot be discovered easily looking at the question word only. The detector extracts the first noun phrase in the question, discards all words that are have neither nominal nor adjectival tags and marks the last noun as head ( Figure 6 ). The words in the 'topic phrase', and especially the head, can subsequently be assigned a higher (doubled) match score. We use the head noun of the topic phrase to determine the question types of the more difficult type what/which, for instance In which year did the terrorist attack on WTC happen? can be mapped to class QTemporal by fetching the hypernyms of year, possibly repeatedly, until we 'hit' a concept in Table 2 so as to allow to look up the corresponding question type. Here's another example which shows how the head noun NATO determines question type QOrganisational: NATO ∈ {NATO; world organization; international organization} → {alliance; coalition; alignment; alinement} → {organization; organisation}
→ {social group}
If the question classifier is switched on, then the determined question type t q will be compared against all answer candidate types t ai , and in the case of incompatibility, the respective candidates are discarded. The named entity tagger returns a number that compactly represents the presence/absence of named entity types in a i (all t ai are OR-ed together). If the question type cannot be determined, no compatibility check is enforced. This mechanism can be implemented elegantly using bit vectors: a special encoding is used such that the bitwise AND of question type and complex entity type is non-zero in case of compatibility.
Evaluation
As in TREC-8, for every question, five answer candidates are output for evaluation. A ranked score is then computed using the TREC script provided by NIST (Voorhees (2000) ; Voorhees and Tice (2000) ). A set of regular expressions was defined by NIST to automate the evaluation process, and a Perl script computes a score based on matching the expressions (describing the goldstandard answers) against the systems' retrieval results.
The scores used here are Mean Reciprocal Rank (MRR) and Lenient Mean Reciprocal Rank (LMRR).
Mean Reciprocal Rank assigns a value from the set {0, 0.2, 0.25, 0.33, 0.5, 1} to any 5-list of answer candidates, where the value chosen is 1 r , where r is the rank of the answer that is considered the correct one by human judges. If no correct answer appears at any rank, the 5-list is scored zero. LMRR is defined here to get a better idea of the correctness of the answers; instead of assigning zero to unanswered questions, it ignores them and penalises only truly wrong answers. In any realistic scenario, no answer is always preferable to a wrong answer. The author has incorporated the additional computation of LMRR into the script. To make the scoring clearer, here is an example: The total number of questions is three, one of them unanswered (score 0), one has the correct answer at rank 1 (score 1) and another one has the correct answer at rank 2 (score 1 2 ). This gives an MRR of It is interesting to note the heritage of the questions used here. Because TREC-8 was the first workshop to evaluate open-domain Q&A, a set of 127 questions made up by NIST specialists or supplied by the later participants of the competition was mixed with 49 questions from the human assessors (judges) and an existing logfile excerpt of 24 natural questions proposed to the FAQFinder system by undergraduate students playing with that system. (Voorhees and Tice (2000) )
The allowable fragment size of text returned to the user turns out to be quite cruicial; a simple bag-of-words approaches can retrieve answers from paragraphs (250 character windows), but a 50-character restriction requires advanced NLP techniques to be competitive. Table 4 : Some Results for the Baseline System Table 4 shows some preliminary results. Obtaining an MRR of 0.463 without any tuning, we can conclude that semantic (RMRS) matching with stop-word filtering appears to be robust and precise even without state-ofthe-art question classification techniques. Large leading state-of-the-art research systems reach an MRR of 0.650 after several person-years of effort, although the results can of course not directly compared to the ones presented here due to the slightly different task definition (I evalue on sentences, not n-byte windows). Adding the QC component decreases the MRR slightly by 3.8%, but increases the LMRR by 0.9%. This is in accordance with the usual precision-recall tradeoff, but it implies that whereas some wrong answers are discarded with an overall gain in correctness, some right answers were also discarded that would have been retrieved without QC. It can certainly be argued that the question answering task favours more precision over higher recall. Further work will investigate more fine-grained question classification and incorporate a gazeteer component that has already been implemented.
Conclusion and Outlook
Conclusion
It has been shown how in a very limited period of time (eight person-weeks, part-time), a simple, but effective open-domain question answering system can be built from scratch using some off-the-shelf components, such as IR engines, POS taggers, and state-of-the-art parsers.
The result, AskBill, works on marked-up English full text that already contains POS-tags, syntactic parse trees, and semantic relations obtained by pre-processing using state-of-the-art systems. It can use 9 semantic-based matching and has been equipped with a simple named entity recogniser and question classifier. Of course the performance of such a small experimental system cannot compete with the best state-of-the-art systems, but it can still achieve a competitive MRR, which may partly be attributed to the the simplified scenario and the lacking separation between training and test data. Nevertheless, in a very short time a reasonable performance could be achieved.
Possible Enhancements
One disadvantage of the current approach is that the shapes of the trees are not exploited; early work by (Salton (1968) ) has shown that parse tree similiarity can be utilised for matching in addition to predicate forms.
9 among other methods which are not described here (Kay (1966) ) describes a method for deriving valency/dependency graphs from parse trees, and such a method is expected to be exploited much more effectively to construct logical formulae than the currently employed, simple set of POS head-modifier mapping rules.
The most obvious extension, however, is not a linguistic one: the parser should be more tightly integrated, so as to allow interactive online deployment on top of an existing search engine such as Google. This would allow us to supplement the quantitative evaluation presented here with evidence of practical usefulness, and help gather a larger set of question to support further experiments.
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One elegant way of integrating a search engine is by means of a Web Service-essentially a remote procedure call mechanism that uses XML over HTTP-such as the Google API (Google (2002) ).
Looking Ahead
Many topics in the realm of NLQA have not received much attention yet. This section will outline some key questions and issues for further research. Authority. How is the authoritativeness of an answer to be judged? The publication source or original WWW site of the answer might help, if the publisher is a known authority in general or (even better) in the domain of the question (e.g. nasa.gov on astronomy). The redundancy of the Web should also be utilised, since multiple instances of the same answer can be taken as a signal for agreement. Context. Often, a question asked presupposes additional implicit knowledge: in (1), the name of the president in question is most likely the one of the user's nation; in (2), Berlin is referentially underspecified with respect to Berlin, Germany and a multitude of Berlins in Northern America.
What's the name of the president?
(1)
How many people live in Berlin?
The user's extralingual context will have to be modelled using manual user profiles, his or her IP adress, login information, GPS data, previous questions asked, or other sources. If no such knowledge is available, a clarification dialogue may be triggered; in any case, the user should be made aware that alternative interpretations exist and should be able to access them on demand. How is time-dependent knowledge to be handled? Consider the question 
At the time of writing, such a question would be taken to refer to the football World Cup 2002, and this contextual knowledge usually remains tacit common ground. The date of the publication on the Web should be taken into account, and a windowing technique that weights the answer scores with a most-recently first score could make sure to give preference to the most recent sources.
How are anaphoric references treated? The referent must be mentioned in answer candidates in nonpronnomial form, i.e. we don't want (4) Who is the US president?
He was the president of the US.
to be retrieved as an answer to the question (5). To a certain extend, this is already prevented by question classification. Given a reliable algorithm for resolving referents, we could improve sentence or paragraph scores by adding a bonus for sentences like (5) in the environment of a sentence that can function as an answer to a question of type QPersonal.
Multilinguality. A significant part of textual evidence left behind by humankind is in languages other than English. Many important regions are highly multilingual (e.g. Europe, to give just one example), and most large companies are multinational and therefore multilingual.
Computer users also prefer their native language for computer interaction (6, 7, 8) . These multilingual needs need to be catered for by making NLQA multilingual.
Qué está el tipo de cambio por la libra esterlina? (6)
What is the exchange rate for Pounds Sterling? (7)
Wie ist der Umrechnungskurs für britische Pfund? (8)
Presentation. How can the results be presented in the most user-friendly way? If there is just a single candidate answer sentence, we might just want to print that sentence; in fact, if the correct answer is among the top-five candidates, it is known to be at rank one in the majority of the cases. We could also emphasise the central NP that contains the answer type. The unit of output (paragraph, sentence, clause, phrase, word) could be made configurable (as a user preference), or set automatically, depending on an estimate for the answer candidate's correctness.
Wireless NLQA. Finally, NLQA systems should be able to work in the spoken medium to enable users to interact with them using mobile phones, and eventually personal communicators. Whereas in restricted domains this has already been possible for some years, wireless NLQA without domain restriction requires robust highaccuracy recognition with very large vocabulary. Special language models might be needed to cope with out-ofvocabulary words (Schofield and Kubin (2002) ).
It is hoped that each of these lines for further research is followed up in the near future, and that natural language question answering will soon become as pervasive as telephone 'answer' machines are today.
