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Abstract 
A first step in the investigation of long DNA molecules is often to create a library of clones 
which are copies of overlapping fragments of the molecule. In creating a clone library the 
relative order of the clones along the molecule gets lost. Hence, an important problem in 
molecular biology is to reconstruct this order. This Physical Mapping Problem can be solved 
using fingerprints of the clones. A fingerprint of a clone tells, for a given set of small synthetic 
DNA molecules called probes, which probes bind to the clone. This data can be stored in 
a Boolean probe-clone incidence matrix. Of practical interest is the case when the probe-clone 
incidence matrix is sparse, containing only a constant number of ones in each row and column. 
In this paper we give a simplified model for Physical Mapping with probes that tend to occur 
very rarely along the DNA and show that the problem is NP-complete even for sparse matrices. 
Moreover, we show that Physical Mapping with chimeric clones (a clone is chimeric if it stems 
from a concatenation of several fragments of a DNA) is NP-complete even for sparse matrices. 
Both problems are modeled as variants of the Consecutive Ones Problem which makes our 
results interesting for other application areas. 
1. Introduction 
In order to study a long DNA molecule it is necessary to break several copies of the 
molecule into smaller fragments. For further investigation copies of these fragments 
are produced. This can be done by cloning, which means to introduce such a fragment 
into the genome of a host organism which then produces numerous copies of this 
fragment. A fragment which is replicated by such a process is called a clone. Hundreds 
*Corresponding author. E-mail: middendorf@aifb.uni-karlsruhe.de. 
‘Supported by the Applied Mathematical Sciences program, U.S. Dept. of Energy, Office of Energy 
Research, and the work was performed at Sandia National Labs, operated for the U.S. DOE under contract 
No. DE-AC04-76DPOO789. 
0166-218X/96/$15.00 0 1996 Elsevier Science B.V. All rights reserved 
PII SOl66-218X(96)00055-8 
24 J.E. Atkins, M. Middendorf / Discrete Applied Mathematics 71 (1996) 23-40 
or more of such clones from the same DNA molecule form a clone library. Typically, 
such a clone library contains many overlapping fragments. Unfortunately, no in- 
formation about the location of the clones along the DNA molecule can be gained 
in the process of constructing a clone library. Central to the study of DNA, including 
the Human Genome Project, is the problem of determining the relative ordering of 
clones along a DNA molecule [lo]. This problem is called the Physical Mapping 
Problem. 
The first step in reconstructing the clone order is to obtain partial information 
about each clone that is relevant for determining possible overlaps between the clones. 
One main technique produces a set of short pieces of DNA called probes and 
determines for each clone which probes occur in it. This can be done by observing 
whether a probe binds to a clone or not. If it binds to the clone, then the clone contains 
a sequence complementary to the probe. The resulting information about a clone is 
called a fingerprint. The second step is to determine possible overlaps between clones 
from the fingerprints and then to determine the most likely orderings of the clones 
from the overlap data. 
In reality Physical Mapping is a complicated process which includes stochastic 
methods. Several idealized combinatorial versions of the Physical Mapping Problem 
have been investigated from the viewpoint of complexity in [l, 3,6,9,11,14,15]. 
Alizadeh et al. [l] have shown that it is an NP-complete problem to find the most 
likely order of the endpoints of the clones with respect o various goal functions (see 
[12] for the theory of NP-completeness). Since it is a common belief that NP-complete 
problems do not allow efficient solutions this is a negative result. On the other hand, 
such a result may give hints for the design of good heuristics or approximation 
methods. Alizadeh et al. pose investigating physical mapping with probes that tend to 
occur at only one location along the DNA as an interesting problem. In this paper we 
will give a combinatorial formulation for this problem and show that it is NP- 
complete. 
Goldberg et al. [9] have shown that several variants of the Physical Mapping 
Problem which model failures or uncertainties in the data are NP-complete. These 
are: (1) Mapping with overlap data obtained from several complete digests (a digest is 
a set of nonoverlapping clones which covers the whole molecule) of the DNA molecule 
into equal length clones with a minimum number of negative failures, i.e. to find 
a mapping such that the fewest possible number of undetected overlaps has to be 
assumed, (2) Mapping in the model of (1) but now with the minimum number of 
positive failures instead of negative ones, (3) Generating a minimum-width map (i.e. 
a map where the maximum number of clones that cover a piece of the molecule is 
minimal) in the presence of false negatives, and (4) Handling probe-clone error free 
data under chimerism (i.e. two or more fragments from different parts of the DNA 
molecule may be concatenated to form one clone; chimerism is of fundamental 
concern as chimerisms have been estimated to occur in 40%-60% of the clones for 
the two most widely used human YAC libraries [lo]). Several variants of (1) and (2) 
have been studied in [3,6,11,14,15] some of which have been shown to be polynomial 
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time solvable for fixed parameters. Goldberg et al. [9] leave open the complexity of (4) 
with a sparse probe-clone-matrix (i.e. each clone contains at most a constant number 
of probes and each probe is contained in at most a constant number of clones) as 
a problem which is likely to be of more interest to biologists since real genomic 
matrices are sparse. This sparsity restriction was proposed by Lander and Istrail 
with hopes of making the problem tractable [13]. However, in this paper we show 
that the problem remains NP-complete for sparse matrices. By studying restrictions 
of the Physical Mapping Problem which are relevant for practical applications we 
hope that our NP-completeness results will give insights into the complexity of the 
Physical Mapping Problem which are of value for computer scientists as well as 
biologists. 
Both versions of the Physical Mapping Problem which we address in this paper can 
be formulated as versions of the Consecutive Ones Problem for Boolean matrices. The 
Consecutive Ones Problem is, to decide for a given Boolean matrix whether it has the 
Consecutive Ones Property, i.e. whether there exists an ordering of the rows such that 
each column contains at most one block of ones. This problem is polynomial time 
solvable [Z, 4,8]. Several variants of the Consecutive Ones Problem are interesting for 
different applications. Goldberg et al. [9] obtained their result on Physical Mapping 
under chimerism by showing that the k-Consecutive Ones Problem is NP-complete 
for k 3 2. The k-Consecutive Ones Problem is to determine if there exist a row 
reordering of a given Boolean matrix such that each column contains at most k blocks 
of ones. In this paper we show that the 2-Consecutive Ones Problem is NP-complete 
even for sparse matrices with at most 8 ones in any row or column. 
Kou [ 161 has shown that it is an NP-complete problem to determine the minimum 
number of column splittings (or row splittings) necessary for a given Boolean matrix 
to gain the Consecutive Ones Property. To split a column c means to replace it by two 
columns c’, c” such that c has a one in a row r iff c’ or c” has a one in row r. Row 
splitting is defined analogously to column splitting. Observe that we can formulate the 
following problem which is equivalent o the 2-Consecutive Ones Problem: Given 
a Boolean matrix M, the question is whether each column of M can be split into at 
most two columns such that the obtained matrix has the Consecutive Ones Property. 
Our first problem on Physical Mapping with probes that tend to occur rarely along 
the DNA can be formulated in a similar way: Given a Boolean matrix M, the question 
is whether each row of M can be split into at most two rows such that the obtained 
matrix has the Consecutive Ones Property. We show that this problem is NP- 
complete even for sparse matrices with at most 6 ones in any row or column. 
2. PM with infrequent probes 
Alizadeh et al. [l] proposed to consider the problem of physical mapping with 
clones that tend to occur uniquely along the DNA molecule. That means placements 
where probes occur more often than any reasonable number of times are unlikely to 
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be representative. In the following we give a combinatorial definition for this problem 
called Physical Mapping with Infrequent Probes. For simplicity we assume that no 
faults occur in the data. 
Definition 1. Let P be a set of probes. We also consider P as an alphabet where each 
probe is a character. A jingerprint F is a subset of P. Given a set %-of fingerprints 
a pEacement for % is a string S over P such that for each F E 9 there exists 
a concatenation S’ of the probes in F (i.e. S’ is a permutation of the characters in F) 
such that S’ is a substring of S. A string T can be embedded in a string S if T is 
a substring of S. 
Definition 2. Physical Mapping with Infrequent Probes (PMIP) 
Instance: A set % of fingerprints and k E N. 
Question: Does there exist a placement S for % such that each probe occurs at most 
k times in S? 
Instead of directly showing that PMIP is NP-complete we first consider the 
following problem where we assume individual bounds on the number of occurences 
for each probe. 
Definition 3. Physical Mapping with Given Composition (PMC) 
Instance: A set % of fingerprints over a set P of probes and for each probe x E P 
a bound f(x) E l+4. 
Question: Does there exist a placement S for % such that each probe x E P occurs 
at most f(x) times in S? 
Theorem 4. Physical Mapping with Given Composition is NP-complete even iffor each 
probe x E P f (x) d 2, each jngerprint contains at most 6 probes, and each probe is 
contained in at most 5 jingerprints. 
Proof. The problem is in NP since it is easy to verify whether a string over the set of 
probes is a placement for % that contains each probe at most twice. We reduce from 
the Hamiltonian Path Problem with given start vertex and end vertex for graphs 
where the start and end vertices have degree one and all other vertices have degree 
three [12]. This problem is, given a graph G and a start and end vertex does there 
exists a Hamiltonian path in G from the start vertex to the end vertex. A Hamiltonian 
path is a path that contains each vertex of G exactly once. 
Throughout this proof we use the following notations. Fingerprints are denoted by 
F, sets of fingerprints by %, probes by a, b, c, d, p, q, and strings of probes by S, T 
(indices may occur). The reversal of a string S is denoted by S’ and ST denotes the 
concatenation of strings S and T. Curley brackets within a string are used to denote 
that the elements within the brackets may occur in any order, e.g. a{bc}d stands for 
abed or acbd. [x: y] denotes the set of integers {x,x + 1, . . . , y}. 
J.E. Atkins, M. Middendorfl Discrete Applied Mathematics 71 (1996) 23-40 21 
1. The reduction. Given a graph G = (V, E) with vertex set V = {ui, v2, . . . , vn}, 
edge set E = .(e1,e2, . . . , e,}, start vertex vl, and end vertex U, we construct a set % of 
fingerprints over a set P of probes. 
Let I/’ = I/ - {ul, u,}. For each vertex v E I/’ let E, be the set of edges incident to v. 
For u E {vi, v,} let e be the edge incident with v and define E, = {e, e’, e”> where e’ and 
e” are new symbols (e’ and e” represent dummy edges introduced for ease of descrip- 
tion). We define the set of probes to be P = {ave,bve, co,,d,, 1 v E I/, e E EC} u 
{ pe, qel e E E}. Now for each vertex v E V’ with E, = {e, e’, e”j, we define its fingerprint 
Foe = {a,>,,LA& Foe, = {~ve4mAe~~), Fv,f’ = {ave-, he, he,), 
F, = {G auep, ave,,, b,,, her, heft}, 
and set %” = {F,,, F,,,, F,,,., F,}. For each edge e E E and vertex v E e let 
F,1, = {ave, b,,A+p,,q,)> F,‘, = {d,,, c,,} > F,3, = {~,cvej, 
and set %e = {FL, 1 v E e, i E [l : 43) (cf. Fig. 1). Now define the set of fingerprints 
% = UvtV’ %u UeKs %e. Note that for each vertex v E {vl,u,,} only the probes 
{ave, b,,,, b,,,,, c,,, d,,} with e E E and E, = {e, e’, e”} are contained in any fingerprint, 
It remains to define the bounding function f(x). For each e = {v, w} E E we define 
the bounds f‘(c,,) =f(c,,) =f(dve) =f(d,,J =f(pe) = 1. For vertex v E {ui, v,} with 
v E e E E, E, = {e,e’,e”} we define f(bve,) =f(bvef,) = 1. For every other probe x E P, 
we define f(x) = 2. 
2. The correctness. We show that G contains a Hamiltonian path from v1 to v, iff 
there exists a placement S for % such that each probe x E P occurs at most f(x) times 
in S. Suppose G has a Hamiltonian path from o1 to v,. Without loss of generality we 
assume that vi, v2, . . . , v, are the vertices of a Hamiltonian path. For vi E I/’ (i.e. 
iE[2:n-l])withE,={ e,e’, e”} assume that e’ = {vi-i,Ui} and e = {21i,vi+ 11. are 
the edges of E,, that are contained in the Hamiltonian path. For i E [2: II - 11, we 
define 
Si = b,~,,,a,i,,b,,a,,,,,b,,,a,,,b,,,,p,q, 
and 
T = dv,pc,,,a,,,q,av,+,ec”,+,~d”,+,~. 
For v1 with incident edge e = {pi, vz}, we define 
S1 = b,,.,b,,.,,a,,.p,q, and Tl = d “,I? “,e “,” e “,&“,, c a q a d “zf?. 
For v, with incident edge e, we define 
28 J.E. Atkins, M. Middendorf / Discrete Applied Mathematics 71 (1996) 23-40 
avet 
b we’ 
ave 
6 Ye 
c ve 
d ve 
Pe 
9e 
aWe* 
b we** 
aWe* 
b WC* 
aWe 
b we 
CUE 
d we 
1 c 
1 1 000000000000 
10111000000000 
1 0 100000000000 
1 1 011000000000 
1 0 0 1 1 0 1 1 0 0 0 0 0 0 
1 1 100000000000 
00000111000000 
00000100000000 
00001000000100 
00001001100100 
00000000000000 
00000000000111 
00000000000001 
00000000000110 
00000000110110 
00000000000001 
00000000111000 
00000000001000 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
1 1 
0 1 
0 1 
1 1 
0 1 
1 1 
0 0 
0 0 
Fig. 1. Submatrix with rows and columns associated with edge e = {u,w} with E, = {e,e’,e”} and 
E, = {e,e*,e**}. 
Without loss of generality let E’ = (e,, e,+ 1, . . . , e > be the set of edges not contained m 
in the Hamiltonian path. For e = e, E E’ with e = (0, w}, E, = {e, e’, e”}, and E, = 
{ e, e*, e**}, we define 
T = d,,c,,a,,q,b,,,b,,~~p,b,,..b,,,q,a,,c,,d,,. 
Now, since it is easy but tedious to verify that S = S1 S2 . . . S, Tl T2 . . . T, is a place- 
ment for F such that each probe x E P is contained at most f(x) times in S the details 
are left to the reader. We outline some of it below. For each edge e = {u, w} the 
fingerprints which carry index e are F,,, F,‘,, Fi”,, FJ,,,, FL, F,,, F,‘,, F&,, F&, F&. If e is 
contained in the Hamiltonian path then for each of the fingerpoints F&, F:“,, F& F&, 
F&, F&, a permutation of its probes is contained in the corresponding string q. For 
each of the remaining fingerprints F,,, F,‘,,F,,,,,F,‘, a permutation of its probes is 
contained in the corresponding strings SC or Si+l. If e is not contained in the 
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Hamiltonian path then for each of the fingerprints F,‘,, Fi”, F&,, Fk, F,‘,, F&,, F,,,, F& 
a permutation of its probes is contained in the corresponding string z. Since every 
vertex v is contained in the Hamiltonian path we can find a permutation of the probes 
of the remaining fingerprints F,,, F,, in any of the strings Si. Finally, for each vertex 
v E I/’ we can find a permutation of the probes in F, in any of the strings Si. 
For the other direction assume that there exists a placement S for 9 such that each 
probe x E P is contained at most f(x) times in S. The following claim will assist us in 
finding a Hamiltonian path. The edges from case (i) will be the Hamiltonian path 
edges. 
Claim 5. For each edge e = {v, w} E E with E, = {e, e’,e”}, E, = {e, e*,e** ). let 
T,=d c a ve oe “t? and T, = d,,c,,a,,. Then up to reversal qf the strings one qf the 
following cases must hold: 
(i) S contains the substring 
T, = T,qeT,: 
and a substring of the form 
TC = {av,bO,,b,,,,Hp,q,} {b+b,,*a,,} 
(ii) S contains a substring of the form 
c = T,q,{b,,,b,,,,}p,{b,,**b,,.}q,T:,. 
For u1 E e or v, E e, case (i) holds. 
Proof. Since Fi,, F,3,, F& must be embedded into S and f (c,,,) = 1, S must contain 
either the substring dv,ecv.eav,eqe = T,q, or its reversal. Analogously, either d,,,c,,,, 
aw,eqe = T,q, or its reversal must be contained in S. Since F,‘, and F,,, must be 
embedded into S and f (p,) = 1 there must be a string of the form 
{aueb,,&,-} { p,q,} {k,trk,ta,,} (1) 
or 
{a,,b,,,b,,,,q,}p,(q,b,,.*b,,*a,,,}. (2) 
Assume (1) holds. Then, since f (qe) = 2 it follows that (i) must hold. On the other 
hand assume that (2) holds. Since f (qJ = 2 we conclude that there must be a substring 
T in S of the form 
with y, 6 E {0, I} or its reversal. Recall that TV contains ave and T, contains awe. Since 
F, and F, cannot be embedded in T it follows that T can contain each of the probes 
uVu and a,,,= only once. Hence, y = 6 = 0. Thus (ii) follows. If t’ E e with zi E (q , u,) then 
(ii) cannot hold because otherwise the string F,, = {aveb,,, b,,..} cannot be embedded 
in S since f(b,,.) = f (b,,,,) = 1. 0 
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Claim 6. Let v E V’. Then for exactly two of the edges in E, case (i) in Claim 5 holds and 
for the other edge case (ii) holds, 
Proof. Let E, = {e, e’, e”}. Assume case (i) holds for all three edges in E,. Observe that 
each of the strings T,, Te (T,,, Te. respectively T,.,, I$,,) contains the probe ave (ave, 
respectively avet,). Clearly, it is not possible to have F(v) = {a ve,ave,,ave,,Y bb b} ve, ve’, uel’ 
embedded in S. This contradicts our assumption that S is a placement of 9. 
Assume case (ii) of Claim 5 holds for two edges in E,. Without loss of generality let 
these edges be e and e’. Then the strings pe and Te, together contain the probe 
b,,.. twice. Hence, again we have a contradiction as it is also not possible to find an 
embedding of F, in S. Altogether the claim follows. 0 
Claim 7. Let v E V’ with E, = {e, e’, e”} and let e, e’ be the edges in E, for which case (i) 
of Claim 5 holds. Then up to reversal S contains a substring of the form 
b,,,,a,,,b,,a,,,,b,,,a,,b,,,,, (3) 
i.e. S contains a substring of the form Te,a,,,,Te. 
Proof. For edge e” case (ii) of Claim 5 must hold. The string Fe,, contains b,,, b,,, 
and aver,. But none of the fingerprints F,,,F,,,,F,,,,,F, can be embedded in Fe,,. 
The only remaining possibility to find an embedding of F,,, F,,., F,,,,, F, in S is if 
S contains the substring (3) which means that a substring of the form Te,a,,,, Te is 
contained in S. 0 
Proof of Theorem 4 (conclusion). By claims 5 and 6 there are exactly n - 1 edges for 
which case (i) holds, i.e. for each edge e of these edges there exists a substring of the 
form 7’ in S. Without loss of generality let elf e2, . . . , e,_ 1 be these edges and the 
substrings Tee,, Te., . . . , Ten_, be contained in S in this order. Claim 7 says that each 
vertex v E V’ has exactly two incident edges e, e’ E E, for which there is a substring 
Te,ave,,Te in S. Without loss of generality let vi, i E [2: n - l] be the vertices 
for which a substring of the form Tei_,aveS, TIi is contained in S. Since for vl, v, 
case (i) of Claim 5 holds it follows that e, n {vi, v,> # 8 and e,- 1 n {vl, v,} # 8. 
Without loss of generality assume v1 E eI and v, E e,_ 1. Now it follows 
that v1,n2,..., v, is a Hamiltonian path in G with start vertex v1 and end 
vertex v,. 0 
Corollary 8. Physical Mapping with Infrequent Probes in NP-completefor k 2 2 even if 
each fingerprint contains at most 6 probes and each probe is contained in at most 
max { 6,2k} fingerprints. 
Proof. Let a set 9 of fingerprints over a set of probes P and a bound f (x) < 2 for each 
x E P be an instance of PMC. Firstly, we give the proof for k = 2. The idea is to 
construct an instance of PMIP by introducing for each x E P with f(x) = 1 new 
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fingerprints which will “absorb” one occurrence of x in any placement. In particular, 
for each such x we introduce new probes al, a2,a3,a4, b,, bz, b3, b4 and add the 
following fingerprints to % 
Let %’ be the obtained set of fingerprints. Let S be a placement for %’ where each 
probe occurs at most twice. Observe that for each x E P with f(x) = 1 S contains 
al xbI (or its reverse) as a substring. Now, it is easy to see that there exists a placement 
for 9 such that each probe x E P occurs at most f(x) times iff there exists a placement 
for %’ such that each probe occurs at most twice. For k z 3 the proof is similar and we 
give only the construction. For each x E P we do the following k -f(x) times. 
Introduce new probes ai, bi, i E [l : 2k] and add the fingerprints (aI,x, b,} and 
{ai,ai}, {b,,bi}, i E [2:2k] to 8. IJ 
Corollary 9. Approximating the Physical Mapping with Infrequent Probes Problem for 
sparse matrices within a constant less than $ is NP-complete. 
Proof. Any such approximation algorithm would solve PMIP for k = 2. IJ 
We conclude this section with another formulation of PMIP as a matrix 
problem. Consider the probe-clone incidence matrix which is a Boolean 
matrix that has a row for each probe and a column for each clone. An element 
of the probe-clone incidence matrix is 1 iff the corresponding probe occurs on 
the corresponding clone. A Boolean matrix M has the Consecutive Ones Property if 
the columns of M can be permuted such that each row contains at most one block of 
ones. 
Definition 10. Consecutive Ones Problem with Row Splitting 
Instance: A Boolean matrix M. 
Question: Can each row r of M be replaced by at most two rows r’, r” such that for 
each column c row r has a one in column c iff r’ or r” has a one in column c and such 
that the resulting matrix has the Consecutive Ones Property? 
Corollary 11. The Consecutive Ones Problem with Row Splitting is NP-complete even 
for sparse matrices with at most 6 ones per row and column. 
Proof. Immediate from Corollary 8. 0 
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3. PM with chimeric clones 
Goldberg et al. [9] considered the problem of Physical Mapping with chimeric 
clones, i.e. some of the clones may be the result of a concatenation from several clones 
from different parts of the DNA molecule. This problem can be modeled as the 
k-Consecutive Ones Problem. 
Definition 12. k-Consecutive Ones Problem 
Instance: A Boolean matrix M. 
Question: Does there exist an ordering of the rows of M such that each column 
contains at most k blocks of ones? 
Since in existing data, chimerisms rarely concatenate more than two fragments, 
Lander pointed out that the case k = 2 is of special interest [13]. Goldberg et al. have 
shown that the k-Consecutive Ones Problem is NP-complete for each k 2 2. They 
asked the question whether the problem remains NP-complete when the given matrix 
is sparse. They could only show that the problem remains NP-complete if each 
column of the given matrix contains at most a constant number of ones for k > 3. 
Here we show that the problem remains NP-complete for sparse matrices and k = 2. 
To do this we first show that the following variant of the k-Consecutive Ones Problem 
is NP-complete for sparse matrices and k = 2. In this variant, we simply view the rows 
of the matrix as if they formed a circular alignment. So if a one occurs in the first and 
last rows, we count them as being in the same block. 
Definition 13. Circular k-Consecutive Ones Problem 
Instance: A Boolean matrix M. 
Question: Does there exist an ordering of the rows of M such that each column 
contains at most k blocks of ones if it is assumed that columns are circular, i.e. the first 
and the last element in a column are neighbors? 
Throughout this paper, we will say that a matrix is in 2-CIP form or is a 2-CIP 
permutation if each column has at most two blocks of ones. We will say that a matrix 
has the 2-CIP property or is 2-CIP if its rows can be permuted to a 2-CIP permuta- 
tion. The 2-Consecutive Ones Problem is to determine whether or not a 2-CIP 
permutation of a given matrix exists. A graph is trivalent if each vertex has degree 
three. We need the following lemma. 
Lemma 14. Let G be a trivalent graph on 8 or more vertices. The complement of G, G, 
has a perfect matching. 
Proof. Every vertex of G has degree n - 4 which is greater than or equal to n/2 since 
n > 8, so Dirac’s theorem [S] gives us that G has a Hamiltonian cycle. As G is 
trivalent, it has an even number of vertices, so we can form a perfect matching simply 
by taking every other edge of such a cycle. q 
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Theorem 15. The Circular 2-Consecutive Ones Problem is NP-complete even if the 
given matrix contains at most 7 ones in any row and 8 in any column, i.e. it is a sparse 
matrix. 
Proof. Clearly the problem is in NP. We give a reduction from the Hamiltonian cycle 
on a trivalent graph G to our problem. 
1. The reduction. Let G be a trivalent graph on the vertex set I/ = {1,2, .. . , n}. 
First, we find a perfect matching on G. We think of this matching as a function 
f: I/ -+ I/ such that for each vertex i, (i, f(i)) is an edge of the matching. As the 
matching is perfect, f is defined for every vertex. We note that f is an involution, i.e. 
f’ = id, without fixed points. 
Now, we construct our matrix as follows. For each vertex we will have one row in 
our matrix, and for each edge we will have two. We will refer to the row associated 
with vertex i as b and those associated with edge (i, j) as aij and Mji. TO simplify 
matters, we will think of “ij and “ji as belonging to Vi and Vj, respectively. TO define 
the columns of our matrices, we state the row which contain a one in a given column. 
Specifically, we assume that vertices 2,3 and 4 are the vertices adjacent o vertex 1 and 
give only those columns which include either VI, x 12, cx13, or a14. They fall into four 
categories. 
(1) u12,a13,a14; 
(2) (a) vl~cl12~G113? @I vl~c112~c114~ (c) ~l~@b3,@14; 
(3) (a) 1/1,~12,~21, v2, (b) ~~~~~~~~~~~ v3, (c) Vl,~14ra41, v4; 
(4) vl~a12~~13~M14~ I/f(l),Olf(l)j,,C(J.(l)j,,aScl,ja 
where the j’s are the vertices adjacent to f(1). 
Note that the columns of type (1) and (2) are unique for each vertex while columns 
of type (3) and (4) correspond to two different vertices. Here it is crucial that f be an 
involution without any fixed points so that each Vi is part of a unique column of type 
(4) that contains two distinct vertex rows. We see that our columns contain no more 
than eight ones, and our rows no more than seven. 
We give an example of the reduction from the graph in Fig. 2 to the matrix in Fig. 3. 
We find the matching { (1,5), (2,6), (3,4)} on the complement of this graph. This 
yields a function f such that f(1) = 5, f(2) = 6, f(3) = 4, f(4) = 3, f(5) = 1, and 
f(6) = 2. With this f, we get the matrix depicted in Fig. 3 from our reduction. The 
4 6 
Fig. 2. A trivalent graph to be reduced. 
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a14 
a13 
v, 
a12 
a21 
a25 
vz 
a23 
a32 
031 
v, 
036 
a63 
a65 
a56 
ff52 
v, 
a54 
ff45 
a46 
v, 
a41 
100000011000000000000000000001000100 
100000101000000000000000000000100100 
000000111000000000000000100001100100 
100000110000000000000000100000000100 
010000000011000000000000100000000010 
010000000101000000000000000000010010 
000000000111000000000000110000010010 
010000000110000000000000010000000010 
001000000000011000000000010000000001 
001000000000101000000000000000100001 
000000000000111000000000011000100001 
001000000000110000000000001000000001 
000100000000000011000000001000000010 
000100000000000101000000000000001010 
000000000000000111000000001100001010 
000100000000000110000000000100000010 
000010000000000000011000000100000100 
000010000000000000101000000000010100 
000000000000000000111000000110010100 
000010000000000000110000000010000100 
000001000000000000000011000010000001 
000001000000000000000101000000001001 
000000000000000000000111000011001001 
000001000000000000000110000001000001 
Fig. 3. The circular 2-ClP matrix from the reduction. 
rows of the matrix are labeled, and the columns are ordered so that the first six 
are of type (1) the next eighteen type (2), the next nine type (3), and the last three type 
(4). This matrix uses the circular property only in the 30th column which appears in 
bold. 
2. The correctness. Now, we prove the correctness of our reduction. The following 
claim is a vital part of our correctness proof; however, its proof is long and technical. 
Therefore, we postpone it until we finish the proof of Theorem 15. 
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Claim 16. Given a trivalent graph and the matrix derived from the graph in circular 
2-ClP form, we can permute the rows of the matrix to bring the matrix into a normal 
form SO that every Vi appears together with its N’S as either Uij, Vi, aik, Ceil or C(ij, C(ik, Vi, ail. 
For the correctness we have to show that, given a trivalent graph G on eight 
or more vertices, G has a Hamiltonian cycle if and only if the matrix we construct 
from it has the circular 2-ClP property. First, suppose that G has a Hamiltonian 
cycle; say iI,&,..., i,. We show that our matrix is circular 2-ClP. Consider the row 
ordering 
where jk is the vertex other than ik_ 1 and i kfI which is adjacent to vertex &. This 
ordering comes from starting with vertex rows in the order of the cycle, so that we 
have vi,, V,,, . . . , V,,, then inserting between vi, and V,,+, , including Q and Vi,, the a’s 
corresponding to the edge (i k, i k+ i), and finally, placing the remaining Clikj,‘S immedi- 
ately before the corresponding Viil’s. It is easily verified that this permutation of our 
matrix is a circular 2-ClP permutation. 
It remains to show that if our matrix is circular 2-ClP, then the graph it came from 
has a Hamiltonian cycle. We assume that our matrix is in circular 2-ClP form. By 
Claim 16, we can assume that each Vi occurs with its its a’s as either aij, Vi, aik, ail or 
aij,aik, Vi,Clil. TO complete our proof, we show that the current order of rows 
corresponding to vertices gives a cycle on the original graph. The cycle will be 
Hamiltonian as it includes every vertex. We assume without loss of generality that the 
rows of our matrix include, in order, a12, VI, a13, and a14. As the matrix is in 2-ClP 
form, condition (3~) implies that we have 
where {V,, adI } indicates V, and a 41 occurring in some order. As V, is next to two of 
its own Cos, we see that our row ordering includes 
. . ..a12. Vl,a13,~14r~41~ 1/4,@4j,,@4j,, . . . . 
for some j, and j,. Similarly, this leads to 
. . ..aiz. vl,a13,a14,a41, V4,a4j17a4j2,aj24, Vj,fajlj,,aj2j4, ... 
for some j3 and j,. To be circular 2-ClP, the rows must continue like this until we link 
back into this chain with a& V,, a21,a21, for some k and 1. We cannot link back in 
anywhere other than right before a 1 2 as the predecessor of the other rows are already 
determined. Consecutive V rows correspond to adjacent vertices in the graph as we 
necessarily have the rows aij and aji between Vi and Vj in this final form of our matrix. 
Therefore, our matrix ordering gives us a cycle in our graph. q 
We now give a somewhat echnical proof of Claim 16 which we restate here. 
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Claim 16. Given a trivalent graph and the matrix derived from the graph in circular 
2-ClP form, we can permute the rows of the matrix to bring the matrix into a normal 
form SO that every K appears together with its LX’S as either Clij, vi, aik, c(il or Clij, C(ik, vi, clil. 
Proof. We show that we can permute the rows of our matrix so that VI satisfies this 
property while preserving it for the other I/i’s. This suffices as we could then do this for 
each vi. Specifically, we show we can arrange the rows so that VI is adjacent o two of 
its tl’s. Once we have this, (1) will ensure that its third a is adjacent o one of the first 
two and is, hence, in the desired position. We assume that vertex 1 is adjacent to 
vertices 2, 3, and 4 in the original graph. From (2), we see that VI must be adjacent o 
atleastoneofa,,,a,,,andal,;ifitwerenot,thenal,,al3,andal4wouldallhaveto 
be pairwise adjacent which is an impossibility. Now, we assume that VI is adjacent o 
only one of its a’s, say tx12. Then column (2c), will force al3 and al4 to be adjacent. 
First, we deal with the case where the four rows corresponding to vertex 1 
(~l,h2,~13, and a14) are already consecutive. Without loss of generality, we suppose 
that our 2-ClP ordering looks like 
. . ..1/1.C112,a13,a14,.... 
From (3b), we know that V, and clgl are the two rows immediately before the listed set, 
so we deduce that our 2-ClP permutation of the rows looks like 
. . ..{V3.CI31},1/1,al2,al3,al4,.... 
Here we can simply move al3 to the left of Vl to get 
. . ..{~3/3.a31},a13,1/1,a12,a14,... 
which is still a 2-ClP permutation (by looking at all the rows that involve any two of 
a3 1, a1 3, Vl , cxl 2 and al4 as these have all the adjacencies that have been changed) and 
has the desired form. We now work with the case where the four rows corresponding 
to vertex 1 do not appear consecutively. We can assume without loss of generality that 
we have 
.,.,a,1/1,a12,b,...,c,a13,a14, d , . . .. 
The assumption that {a13, q4} is after { Vl,a12} is justified by circularity. Here (4) 
gives us that some T E { T/rclJ, ar(l)j,, af(r)j,,af(l)j,} is necessarily among a, b, c and d. 
We break these into four cases. 
Case a: 
. . . ) T, v, ) CI 12,...,al3,ml4,.... 
From (3b), we know that the current permutation looks like 
. . ..T.T/1,a12,...,{113,a31},a13,a14,.... 
We can now reverse the underlined section to get what we want. 
.,.) T,{a31,v3),...,a 12, Va a 19 13, 14>**.. 
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Simple analysis shows that if our matrix were in 2-Cl P form before this reversal then 
it is so afterwards also. The only column which has ones in the rows corresponding to 
both Vi and T is (4); the number of blocks of ones in this column remains at two 
because Vi is moved next to ai3 which also has a one in this column. Similarly, the 
only column containing ones in the rows corresponding to xl3 and either of V, and 
a3i is (3b), and this is kept in two blocks because a, 3 is now next to Vi. 
Case b: 
... 7 A,1/1.~c12,T,...,~r13,~114,... 
Here we move {V1,txi2} in the row odering to between c(i3 and x14, depending on 
what A is. We must be careful about the columns with ones in rows A and Vi. If 
A E jr3i, V,}, we permute to get 
‘.. > A, T, , c( 139 l/l,%2,~14, ... 
If A E {m14, V,}, then we permute to get 
. ..) A, 7-9 . . ..~13.~12, J’1,~14,... 
If A is in neither set, then either permutation will preserve the 2-ClP form of our 
matrix. 
Case c: 
‘.. 3 VI,~~Z, . . . > 7-,~113,~14, . . . . 
From (3b), we know that the current permutation looks like 
. . ..(7/3.~(31},1/1,alz,...,T,al,,al4,.... 
Simply reversing the underlined portion will give us what we want. 
Case d: 
“. > l/1,a12, .‘. ,~13,@14, T, . . . . 
From (3~) we know that the current permutation looks like 
. . ..(1/4.~(4,},1/1,a,,,...,a13,cr,,,T,.... 
Reversing the underlined portion reduces this to Case a. Note that in each case we 
preserve the normal form of all the other I/i’s 0 
In the rest of this section, we discuss how to remove the requirement of circularity. 
We change our reduction slightly, alter the statement and proof of Claim 16, and 
rework the argument behind the correctness ection in the proof of Theorem 15. 
First, we change our reduction. Instead of reducing from Hamiltonian cycle, we 
reduce from Hamiltonian path on a trivalent graph minus one edge. Again, we let G be 
a graph with vertex set I/ = {1,2, .. . , n> such that G plus the edge (1,4) is a trivalent 
graph. Suppose we wish to know if there is a Hamiltonian path in G. We make the 
same reduction from G plus the edge (1,4) as before except that we leave out row ai4 
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(but keep row CITY). Looking back at our example of a reduction, we see that dropping 
row al4 would leave the matrix in noncircular 2-ClP form. 
The original statement of Claim 16 can no longer apply to V, as one of its GI’S no 
longer exists, so we can simply exclude V, from the statement. In the proof of this 
claim, we assume that if F and its CI’S do not appear consecutively, then all of the a’s 
occur either before or after 6. This assumption is justified by circularity. However, the 
assumption is not necessary. We can break things up into two cases: one where the 
assumption holds and one where IQ occur to both sides of it. In the new parts of 
Cases a, c and d, we would simply have to reverse what is not underlined instead of 
what is, as the underlined part would not be consecutive. For Case b, the existing 
argument still holds for both cases. Alternatively, we can change the proof as follows. 
We can add a row of all O’s to either end of a 2-ClP ordering. With this new row, 
2-ClP is equivalent o circular 2-ClP, so we can apply the existing arguments. Then 
we can remove this new row and break the circularity. 
Finally, we need to address the changes necessary to show the correctness. Given 
a Hamiltonian path in G minus the edge (1,4), say il, ix, . . . , i,, we can construct 
a 2-ClP ordering as follows. Again we start with this ordering on the vertex rows, 
V,,, V,,, . . . , I$” and insert between T/k and J$+l, not including 6” and V,,, the a’s 
corresponding to the edge (ik, ik+ 1 ). We now place one of I/i,% remaining a’s, say ailp, 
before vi, and one of 5.3 remaining a’s, say Xi.q, after Vii,. We have now included in our 
ordering every row except for exactly one CI for each vertex other than vertex 1. For 
ik # 1, let ai*j, be this missing row. NOW insert each Kikjk on the side of the 6, to which 
V, sits. This gives the 2-ClP ordering 
For the other direction, suppose we are given a matrix in 2-ClP form. We first 
apply the revised version of Claim 16 to each 5, with i # 1. Now we consider the first 
K in our current row ordering, say vi, - the notation is intentionally suggestive of that 
above. Without loss of generality, we can assume that il # 1; otherwise, we can reverse 
the ordering to get this. Ignoring V, and its cl’s (which we know nothing about for 
now), we see that the current ordering must start with ailp, Vil,ailj,, ai,;,. From the 
arguments we made before, we can build the ordering up to 
If this includes all the I/i’s, then the remaining c(, tllq, belongs either at the beginning or 
the end of this ordering. If this does not include all of the L$‘s, then we can start at the 
end of the ordering and work backwards o that we get a complete ordering. Anyhow, 
the ordering of the I/i’s necessarily gives us a Hamiltonian path on G minus the edge 
(1,4). Altogether we have shown. 
Theorem 17. The 2-Consecutive Ones Problem is NP-complete even ifthe given matrix 
contains at most 7 ones in any row and 8 in any column, i.e. it is a sparse matrix. 
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Corollary 18. Approximating the Physical Mapping with chimeric clones problem for 
sparse matrices within a constant less than 3 is NP-complete. 
Proof. Any such approximation algorithm would solve the 2Consecutive Ones 
Problem. 0 
4. Conclusions 
In this paper we have shown that two interesting versions of the Physical Mapping 
Problem are NP-complete even for sparse matrices. In practical terms, this means that 
these problems are still hard for fingerprints which contain only a constant number of 
probes and where each probe is contained in at most a constant number of finger- 
prints. Since our problems are modeled as Consecutive Ones Problems for sparse 
matrices the results have implications also for other areas of applications. 
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