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Resumo 
Neste trabalho estudamos superfícies mínimas conjugadas de uma su-
perfície mínima e as propriedades geométricas que lhes são comuns; estudamos 
também superfícies mínimas associadas. Construção de superfícies mínimas 
como solução do problema de Bjõrling também é estudado. Exemplos de su-
perfícies mínimas e suas superfícies mínimas associadas são ilustrados1 bem 
como exemplos de superfícies que são soluções do problema de Bjõrling. 
v 
Abstract 
In this work we study conjugat~ minimal surfaces of a minimal sur-
face and their geometric properties; we also study associated rninimal surfaces. 
Construction of minimal surfaces are given as solution to the Bjorling's prob-
lem. Examples of minimal surfaces and their associated minimal surfaces are 
ilustrated. as well as examples of surfaces t.hat ar€' solutions to the Bjorling's 
problem. 
Vl 
Introdução 
Neste trabalho estudamos superfícies mínimas conjugadas que são obti-
das a partir de uma superfície mínima como solução das equações de Cauchy-
Riemann. Vemos também a representação das mesmas como parte real (su-
perfície mínima dada) e parte imaginária (superfície mínima conjugada) de 
uma curva isotrópica. Estudamos algumas propriedades geométricas comuns a 
estas superfícies, por exemplo, estas superfícies possuem a mesma normal, elas 
são isométricas , etc. Definimos superfícies mínimas associadas que dependem 
de um parâmetro e; quando e e e' diferem por % então as superfícies associadas 
definem relativamente a e a superfície mínima dada e relativamente a e' sua 
superfície conjugada. üm exemplo clássico destas superfícies é o catenóide e o 
helicóide (superfície mínima conjugada do catenóide). Uma ilustração destas 
superfícies é mostrada na fig. 1. 
Estudamos também como construir superfícies mínimas que são soluções 
do problema de Bjorling. Um exemplo deste tipo de superfície é a superfície 
de Catalan. Um esboço da superfície de Catalan e suas superfícies associadas 
também é mostrado na fig. 2. 
Organizamos este trabalho em capítulos divididos da :seguinte forma: 
Cap. 1 contém conceitos básicos necessários ao desenvolvimento do t rabalho. 
Cap. 2 definimos superfície mínima conjugada de uma superfície minima e es-
tudamos propriedades geométricas que lhes são comuns. Também definimos 
pontos de ramificação, pontos umbllicos e vemos uma caracterização para as 
linhas assintóticas e para as linhas de curvatura. No Cap. 3 definimos su-
perfícies mínimas associadas que dependem de um parâmetro e e, quando e e 
()' diferem por ~ concluímos que as linhas assintóticas da superfície definida 
por e são as linhas de curvatura da superfície definida por ()'. Cap. 4 vemos 
o comportamento de superfícies mínimas próximo a pontos de ramificação, 
deduzimos uma forma normal para esta superfície e uma propriedade a qual 
é refletida na forma de limitante inferior para sua área. No Cap. 5 vemos 
as fórmulas de representação de Weierstrass., e calculamos expressões para a 
imagem esférica, curvatura de Gauss) linhas assintóticas e linhas de curvatura. 
No Cap. 6 estudamos o problema de Bjorling e como construir superfícies 
mínimas que são soluções deste problema. Para finalizar no Cap. 7 damos 
alguns exemplos de superfícies mínimas associadas, E' superfície mínima con-
jugada de uma superfície mínima; além disso exemplos de superfícies que são 
obtidas como solução do problema de Bjorling. 
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Catenóide 
helicóide 
Fig. 1: Família de superfícies associadas do catenóide 
Vlll 
Ftg. 2: fanu1ia de ,uperficies associadas a snperHcie de Catal•n· 
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Capítulo 1 
Preliminares 
1.1 Primeira Forma Fundamental 
Seja X : O c R 2 -+ R 3 com lJ aberto de R 2, uma superfície regular. 
Denotemos por TpX o espaço tangente a X no ponto p. O produto interno 
<,>v em TpR3 , quando restrito a TpX define um produto interno <, >p em 
TpX. A este produto interno corresponde uma forma quadrátrica: 
Ip : TpX --+R definida por Iv(vp) =< vp, vP >, p E X, vP E TpX. 
Chamamos a esta forma quadrática de primeira forma fundamental 
da superfície X em p. 
Seja {Xu, Xv} base de TpX. Vamos expressar a primeira forma funda-
mental com relação a esta base. Seja Wp E TpX o vetor tangente a curva 
a(t) ~ X(u(t), v(t)), tE R, p ~a( O), a(O) = wP, então 
Iv(wv) ~ Iv( a(O)) ~<a (0), a(O) >v~ 
< Xu u(O) +X, v(O), Xu u(O) +X, v(O) >~ 
u(0) 2 < Xu, Xu > +2 u (O) v(O) < X, X, > +v (0) 2 < X, X, >. 
Denotando: 
E=< Xu,Xu >, 
F=<Xu,Xv>, 
G =< Xv, Xv >,temos: 
Iv(i>(O)) ~ Eit(0) 2 + 2 Fú(O)v(O) + Gv(0) 2 
onde E. F. G são chamados os coeficientes da primeira forma quadrática 
na. base {X v, X v} do espaço tangente TpX. 
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1.2 Aplicação Normal de Gauss 
Seja X C R 3 uma superfície regular com orientação N e S 2 = {(.r,,y,z) E 
R3 [ .r2 + y2 + z 2 = 1} a esfera unitária e denotamos por N(p) o vetor normal 
unitário a X em p. A aplicação N: X----+ S 2 que associa a cada ponto p E X, 
o vetor N(p) E S 2 é chamada aplicação normal de Gauss. 
Observação: 
Se o domínio da superfície X é um aberto D c R 2 então, variando ( u, v) E D 
temos que esta aplicação N é diferenciáveL Logo dNp : TpX ----+ TN(p)S2 (1) 
é uma aplicação linear. Temos que TpX e TN(p)S2(1) são paralelos, então 
podemos considerar dNp : TpX ---+ TpX 
1.3 Proposição 
A diferencial dNp : TpX ---+ TpX da aplicação de Gauss é uma aplicação 
linear auto-adjunta. 
Demonstração: 
Como dNP é linear, é suficiente verificar que: < dNp(Xu), Xv >= 
< X.,dNP(X,) >para uma base {X, X,) de TpX- Se a(t) = X(u(t),v(t)) é 
uma curva parametrizada em X, com a( O)= p, temos: 
dNp( ir( O)) ~ dNp(Xu u (O)+ X, v (O)) ~ dNp(Xu u (O))+ dNP(X" v (O)) ~ 
dNp(Xu) u (O)+ dNp(X,) v( O)~ Nu u(O) + N, v( O) 
em particular, dNp(Xu) = Nu e dNp(Xv) = Nv· Portanto, para provar que 
dNp é auto-adjunta, é suficiente mostrar que, 
< Nu,X1.! >=< Xu,N1,J >. 
Para ver isto, derivando < N, Xu. >= O e < N, X v >= O, relativamente a 
v e u respectivamente obtemos: 
então 
< N1.!,Xu > + < N,Xuv >=O 
< Nu,Xv > + < N,Xvu >=O 
• O fato de dNp : TpX -+ TpX ser uma aplicação linear auto-adjunta permite-
nos associar dNP a uma forma quadrática Q em TpX· Para a aplicação linear 
simétrica dNp temos associado a forma bilinear simétrica. 
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B:TpXxTpX__,R 
(v, w) e-. B(v, w) =< dNP(v), w >. 
A B temos associada a forma quadrática: 
Q:TPX__,R 
v~ Q(v) = B(v,v) =< dNp(v),v >. 
A segunda forma fundamental de X é definida por 
IIp : TPX ___, R 
1J-->- < dNp(v), v>. 
Isto é, 
Na base { Xu, X v} calculemos a segunda forma quadrática I Ip. 
Seja 
Ilp(i>(O)) =- < dNp( i>(O)), i>( O)>= 
- < Nu u(O) +Nu v(O), Xu ú (O)+ Xu v(O) >= 
- < Nu, Xu > u (0) 2 - 2 < Nu, Xu > u(O) v (0)- < Nu, Xu > v(0) 2 
e= - < Nu, Xu >=< }.f, Xuu >, 
J =- < Nu,Xv >=- < Nv,Xu >=< N,Xuv >=< N,Xvu >, 
g =- < Nv,Xv >=< N,Xvv >. 
Então a segunda forma fundamental fica: 
IIp( i>( O))= eu(0) 2 + 2f u(O) v(O) + gv(0) 2 
1.4 As equações de Weingarten 
Seja X : D --+ R 3 uma superfície regular. Então o operador dNp de X é 
dado em termos da base {Xu, Xv} por: 
estas equações são conhecidas como equações de Weingarten[M]. 
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1.5 Curvatura Normal e Curvatura Geodésica 
Seja a(t), t E I C R uma curva regular em X passando por p E X, k a 
curvatura de a em p, e cos () =< n, N >, onde n é o vetor normal unitário da 
curva a e N é o vetor normal de X em p. O número Kn = k cos () é então 
chamado a curvatura normal de a C X em p; e o número K9 = -J::k sin e é 
chamado de curvatura geodésica de a E X em p. 
Em outras palavras, Kn é o comprimento da projeção do vetor kn sobre a 
normal a superfície em p, com sinal dado pela orientação N de S em p; e K 9 
é o comprimento da projeção do vetor kn sobre o vetor ã(t) em p. 
1.6 Interpretação geométrica da segunda forma 
fundamental 
Seja o:( s) uma curva em X, parametrizada pelo comprimento de arco s e 
tal que p =a( O). Denotamos por N(s) a restrição do vetor normal Na curva 
et(s), temos: 
< N(s), a(s) >~O=?< N(s), a(s) >~- < N(s), a(s) >, 
Logo 
IIp(i>(O)) ~- < dNp( it(O)), it(O) >=- < N(O), it(O) >=< N(O), it(O) >~ 
< N(O), kn(O) >~ k < N(O), n(O) >~ kcos8 ~ Kn(it(O)), 
onde k é a curvatura da curva. Portanto temos: 
IIp(it(O)) ~ Kn(it(O)), 
Em outras palavras, o valor da segunda forma fundamental I Ip para um 
vetor v E TpX é igual a curvatura normal de uma curva regular passando por 
p e tangente a v. 
1. 7 Curvaturas Principais, Direções Principais 
e Linhas de Curvatura 
Seja X(u.1~) uma superfície parametrizada regular. Sabemos que d1V~p : 
TpX --). TpX é simétrica (pois dNp é auto-adjunto). Logo da Álgebra Linear 
[H] sabemos que existe uma base {e1,e2} ortonormal em TpX tal que: 
dNp(e1) ~ -k1e1, 
dNp(e2 ) ~ -k2e2 ; 
Além disso pode-se verificar [M] que se X é uma superfície regular e Kn a 
função curvatura normal de X em p, então existem vetores unitários e orto-
gonais e1: e2 E TpX tais que Kn(e!) = k1 e Kn(e2 ) = k2 são os valores máximo 
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e mínimo da função Kn· A curvatura normal máxima k1 e a curvatura normal 
mínima k2 são chamadas curvaturas principais no ponto p, e as correspon-
dentes direções e1 e e2 são chamadas direções principais. 
Uma curva regular a(t) ~ X(u(t), v(t)) é uma linha de curvatura da 
superfície X se para qualquer tE I C R o vetor&(t) é uma direção principal 
deXemp. 
1.8 Equação Diferencial das Linhas de Cur-
vatura 
Seja a(t) ~ X(u(t), v(t)), tE I C R uma curva regular de uma superfície 
X. Então o:(t) é uma linha de curvatura de X se, e somente se, u(t) e v(t) 
satisfazem: 
(f E- eF) ú(t) 2 + (gE- eG) ú(t) v(t) + (gF- JG) ú(t) 2 ~O 
Esta equação é chamada de equação diferencial das linhas de curvatura. 
1.9 Proposição de Olinde Rodrigues 
Se)a o:(t), tE I uma curva regular de uma superfície parametrizada regular 
X. Então a é uma linha de curvatura de X se, e somente se, existe uma função 
.\(t) tal que 'tt E I, N(t) ~ -.\(t)á(t) onde N(t) ~ N(u(t), v(t)). Neste caso 
.\(t) ~ Kn(á(t)) é uma curvatura prmcipal de X em (u(t), v(t)). 
Demonstração ver [DHKW]. 
1.10 Direção Assintótica e Linha Assintótica 
Seja p um ponto em X. Uma direção assintótica de X em p é uma 
direção v E TpX tal que a curvatura normal Kn na direção v é zero, isto é, 
Kn(v) ~O. 
Uma curva regular a(t) C X, tE I é uma linha assintótica se para cada 
p E a a reta tangente de a em p é uma direção assintótica; ou ainda se sua 
curvatura normal Kn(<>' (t)) ~O Vt E I. 
1.11 Equação Diferencial das Linhas Assintó-
ticas 
Seja a(t) ~ X(u(t), v(t)), tE I C R uma curva regular de uma superfície 
X. Então a(t) é uma curva assintótica de X se, e somente se, II(ó:(t)) =O, 
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para todo t E I. Isto é, se e somente se 
eú(t) 2 + 2fú(t) ri(t) + gri(t)2 =O, tE I. 
Esta equaçao é chamada de equação diferencial das linhas assintó-
ticas. 
1.12 Geodésicas 
Seja X ( u, v) superfície parametrizada regular, uma curva regular n( t) = 
X(u(t), 'v(t)) é uma geodésica de X se Vt E I, ii(t) é um vetor normal a X 
em (u(t), v(t)); ou ainda se sua curvatura geodésica K 9 (n(t)) =O Vt E I. 
1.13 Curvatura Média e Curvatura Gaussiana 
Seja X uma superfície regular em R 3 . A curvatura Gaussiana K e a 
curvatura média H de X são funções K, H : X ~ R definidas por: 
K(p) = det(dNp) = k1kz, 
H(p) = ~tr(dNP) = ~(k1 + k2 ). 
1.14 Definição de superfície mínima 
Uma superfície X : S1 ---+ R 3 , onde 0 é domínio de R 2 "' C, X de classe 
C 2 é chamada superfície mínima se satisfaz as equações: 
f'..X =O 
I Xu 12 = I Xu 12 , < Xu, Xu >=O em O. 
Observação 1 Com esta defhüção incluímos superfícies com singularidades 
isoladas, chamadas de ''pontos de ramificação" que estudaremos no Capítulo 
2 
Observação 2 Se substituímos f'..X = 2HXu 11 Xu (ver [DHKWJ pág. 71} 
temos a definição de superfície mínima em função de H, porém esta definição 
não inclui superfícies com singularidades isoladas. 
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Capítulo 2 
Superfícies mínimas conjugadas 
2.1 Definição: 
Seja X : O --+ R 3 , onde O é domín1:o simplesmente conexo de R 2 rv C su-
perfície mínima. Então defi:n1,mos superfície conjugada 
X"(u,11) ~ (x"(u.v),y"(u,v),z"(u,v)) de X(u,v) em !1 como solução das 
equações de Cauchy-Riemann: 
(1) Xu =X;, X"= -X~ em D. 
Da definição temos que todas as superfícies conjugadas de alguma superfície 
mínima X dada diferem por um vetor constante, então podemos falar de "a" 
superfície mínima conjugada X* de X em O. Além disso, valem as equações: 
t>x· ~o I x· I' ~ I x· I' < x· x· >~ o 
' u v 1 ul v · 
Isto é, a superfície conjugada X* de uma superfície mínima X é uma superfície 
mímma. 
Considere uma aplicação harmônica arbitrária X : O _____,. R 3 , O domínio 
simplesmente conexo em R 2 9:: C, e sua aplicação conjugada X*, definida 
como solução de (1). Então: 
(2) f(w) :~ X(u, ,;) + iX'(u, v), w ~ u + iv E C, 
é uma aplicação holomórfica de Çl em C 3 com componentes: 
'P(w) ~ .1:(u,v) + ix•(u,v) 
7/J(w) ~ y(u, v)+ iy"(u, v) 
x(w) ~ z(u, 11) + iz"(u, v) 
as quais podem ser consideradas como curvas holomórficas em C 3 . Sua derivada 
complexa é dada por: 
j' = Xu + iX: = Xu - iXv 
de onde segue que: 
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< J', J' >~< Xu -i X,, Xu- iX, >~ I Xu 12 - I X, I'- 2i < Xu, X, > . 
Agora observe que: 
, , I , , 
<f , f >~ O{>} Xu I ~ I X, I e < X,, X, >~ O, 
isto é, as relações de conformidade 
(3) I Xu I' ~ I X, 12 e < X., X, >~O 
são satisfeitas se, e somente se, a relação de isotropia 
( 4) < J', f' >~ O for satisfeita. 
Observe que a relação ( 4) significa que as derivadas das três funções satisfazem: 
~.p'2 + '!/J'2 + x'2 = o. 
2.2 Definição: 
Uma curva holomórfica que satisfaz a relação (4) é chamada curva isotrópica. 
Usando esta notação obtemos o seguinte resultado: 
2.3 Proposição: 
Se X : n--+ R 3 é uma superfície mínima em um domínio simplesmente conexo 
rl em R 2 , então a curva holomórfica f: S1--+ C3 definida por (1) e (2} é uma 
curva isotrópica. Reciprocamente, se f : O ---+ C 3 é uma curva isotrópica em 
C 3 ' então: 
X(u, v)~ Re(J(w)) 
X"(u,1!) ~ Im(!(w)) 
define duas superfícies mínimas X, X* : O--+ R 3 , onde O é, ou não, domínio 
simplesmente conexo. 
Demonstração: feita acima. • 
Observação 3 A partir daqui diremos que X*(u, v) é uma superfície conju-
gada de alguma superfície mínima X ( u, v), se exish,r uma curva isotrópica 
f' fl ~ C3 tal que X(u, v):~ Ref(w), X"(u, v) :~ Imj(w),w ~ u + i1! E fl. 
Observação 4 Se X"" é conjugada de X_, então -X é conjugada de X*, isto 
é, X"~ -X. 
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De fato, seja f : rl ~ C3 isotrópica tal que: X(u, v) := Ref(w), X'(u, v) := 
lmf(w). Defina g := -i f : rl ~ ca Daí: < g', g' >=< -i f', -i/ >= 
( -i)i < f', f' >= O, isto é g é isotrópica e vale: g(w) = -i(X(u, v) + 
iX'(u,v)) = X'(u,v) + i(-X(u,v)), e portanto -X é conjugada de X' . 
Introduzindo os dois operadores de Wirtinger 
a '(a a) 8w=2ôu-L8v' 
a '(a+.")t . ow = 2 au. z8v , emas que. 
/',X = O <* Xww = O 
I Xu 12 =I Xu 12 , < Xu,Xu >=O<*< Xw,Xw >=O. 
2.4 Pontos de Ramificação. 
• 
Suponha agora que X : O ----+ R 3 é uma superfície mínima em algum 
domínio O. Então temos: 
(5) fi]:= .,jEG- F'= E= G =~(E+ G) =I Xu 12 
Restringindo-nos a subdomínios simplesmente conexo n' de O, pela 
proposição 2.3 podemos assumir que existe uma curva isotrópica f tal que 
X= Ref, f= (<p,7/J,x). 
, , , I , Agora como I f I =I VX I = 4 Xw I , obtemos: 
Então os zeros de w são os zeros comuns das três funções holomórficas 
cp', 'lj;', x' e portanto são isolados em O, exceto se X ( w) = constante. 
2.5 Proposição: 
Os pontos singulares de uma superfície mínima não constante X : n ----+ R 3 
em um domínio Q são zsolados. Eles são exatamente os zeros da função I Xu I 
emn. 
Demonstração: Vimos que se w é ponto regular de X então r:v não se anula 
[DHKWI. Logo se w é ponto singular de X temos r:iJ(w) =O =>I Xu(w) I= O. • 
Resumindo temos que o comportamento de uma superfície mínima 
em uma vizinhança de um dos seus pontos singulares assemelha-se com o 
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comportamento de uma função holomórfica 9(w) em urna vizinhança dos zeros 
de sua derivada 9'(w). 
2.6 Definição: 
Os pontos singulares de uma superfície mínzma são chamados pontos de 
ramificação. 
2.7 Proposição: 
Seja X: S1-t R 3 uma superfície mínima regular ex~ : S1-t R 3 sua superfície 
conjugada. Então valem: 
i)X(w) =constanteS> X"(w) =constante. 
ü)w0 é um ponto de ramificação de X se, e somente se, w 0 é ponto de rami-
ficação de x~ 
iii) denote por N(w) e N"(w) as aplicações de Gauss de X(w) e X"(w) 
respectivamente, que são definidas em um conjunto O' de pontos regulares de X 
em O. Então temos N(w) = N~(w) em 0'. Além disso, TwX = TwX~,\Iw E 
n', e vale: Ix (V, W) ~ lx· (V, W), liV, W E TwX, w E r( isto é, as superfícies 
X e x~ são isométricas. Portanto as curvaturas de Gauss K e K~ de X e x~ 
são as mesmas. 
Demonstração: 
i) X- c:te <==}X .. = Xv =O= X~ =X; <==} x~ - c:te. 
ii)w0 é ponto de ramificação de X <==} W 0 é ponto singular de X <==} W 0 é 
zero de I Xu I em n <==} Wo é zero de I Xu 12 em S1 {::::::::} Wo é zero de I Xv 12 
em o ~ Wo é zero de I Xv I em n {::::::::} Wo é zero de I X~ I em S1 <==} Wo é 
ponto singular de x~ {::::::::} Wo é ponto de ramificação de X*. 
iii) Seja w E O'. Então temos: 
N = X,AX, X~ A-X* X*AX* N* 
IX,.AXvl =!X;/\ X~l - IX;:AX,";I - " 
Agora como N = _N~ segue-se que TwX = TwX~. Para ver que as su-
perfícies X e x~ são isométricas, basta ver que, como X e x~ são mínimas 
temos E= G, F = O, E* = G*, F* = O. Logo resta mostrar que E= G*; mas 
isto sai direto de Xu = X;, pois E =< X,., Xu >=< x;, X; >= G*. Logo as 
superfícies X e X* são isométricas e portanto suas curvaturas Gaussianas K 
e K*, respectivamente são iguais [K]. 
• 
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2.8 Proposição: 
Seja O domínio simplesmente conexo em C e X 0 E R 3 , w0 E Sl e suponha que 
ifJ(w) = (<h(w), cp,(w), cp,(w)) seja uma aplicação holomórfica de íl em C3 que 
satisfaz: 
(6) <Pi + 4>5 + 4>~ = O em O. 
Então a fórmula 
(7) 
X(w) =X,+ Re iw ifJ(w)dw,w E O 
Wo 
define uma superfície mínima X : [2---+ R 3 e para todo X~ E R 3 , a fórmula 
X'(w) = x; + Imlw ifJ(w)dw,w E O 
Wo 
define uma superfície cOnjugada à X. Os pontos de ramificação de X sao 
exatamente os zeros de cj:>. 
Reciprocamente, se X : O _____. R 3 é uma superfície mínima defirúda em al-
gum. domínio simplesmente conexo .0, então existe uma função holomórfica 
4> : O ---+ C 3 , satisfazendo <Pi + 4>~ + 4>~ = O, tal que X(w) = X(w0 ) + 
Re J:::o $( w )dw, Vw, W 0 E S1. 
Demonstração: 
Suponha ifJ(w) = (çi>1 (w), cP,(w), ifJ,(w)) com <Pl + <Pl + <!>l =O. Defina f • O_, 
C 3 tal que J' •= ifJ, Logo J' é holomórfica e portanto f é holomórfica. De (6) 
< f', j' >= O, isto é, f é uma curva isotrópica. Então pela Proposição 2.3 
X(u,v) •= Ref(w) e X'(u,v) •= Imf(w) definem duas superfícies mínimas, 
onde X* é a superfície conjugada de X. Como f' = cjJ 1 integrando temos: 
f(w)- f(w,) = J;::, ifJ(w)dw. Como f(w,) E C 3 faça f(w,) =X,+ iXô com 
Xo,X; E R 3 . Daí: 
X(u,v) =X,+ Re( cj>(w)dw 
e, 
X'(u, v)= x; + Im( cp(w)dw. 
Pela Proposição 2.5, os pontos de ramificação de X são os zeros de I Xu j. 
Agora de (5) temos I Xu(wo) I= O ç; I /(wo) 12 = O ç; I <P(w,) 12 = O ,., 
tft(w0 ) =O; isto é, se w 0 é ponto de ramificação de X então w 0 é zero de dJ. 
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Reciprocamente suponha X superfície mínima, O domínio simplesmente 
conexo. Pela Proposição 2.3 existe f : O ___, C 3 definida por f( w) := X( u, v)+ 
iX*(u,11) com X= Ref,X* = Imf, tal que f é uma curva isotrópica. Então 
defina: r; : O ___, C 3 por <P = {: daí r/> é holomórfica e < q,, !/J >=< {, { >= 
O? 1;i + q;§ + q;§ = O. Agora pelo Teorema Fundamental do Cálculo, temos: 
J,;;:, r/>(w)dw = J,;;:, /(w)dw = f(w)- f(w,). Portanto X(u, v)= Re(f(w)) = 
X(w,) + Re J;:" <P(w)dw, 'lw, wo E O. 
• 
Observação 5 Sempre exigiremos que a superfície mínima X seja não cons-
tante. Isto significa assumirmos cjJ(w) õj. O na fórmula (7). 
2.9 Pontos Umbílicos 
Se X: O---)- R 3 é uma superfície mínima dada na forma X(w) = Ref(w), 
onde f : n -t C3 denota uma curva isotrópica com derivada f' = q; = 
(c/J1 , if;2 , ij;3 ), então deduzimos de J' = Xu- iXv que: 
Xu = Re<f;, X,= -Imr/>. 
Consequentemente obtemos: 
O elemento de reta ds =I dX I toma a forma ds2 =A{ du2 + dv2 } onde: 
A:= I Xu 12 =~~V' X 12 = ~~ / 12 = ~~ rP 12 2 2 2 
Então a aplicação de Gauss N: o'___, S2 onde O'= {w E O: A(w) #O} 
será dada por: 
Além disso, derivando a equação J' = Xu - iXv temos: 
f = Xuu- iXvu =?r = -Xvv- iXuv, daí: 
(8) < f", N >=< Xuu- iXvu, N >= e- i f, e 
(9) <r 1 N >=< -Xvv- iX,w, N >= -g- i f. 
Comparando as equações (8) e (9) obtemos 
12 
(lO) e~ -g. 
Observe que isto expressa o fato que X tem curvatura média zero, pois 
H <±!!. AI' d' = 2E2. em Isso temos: 
(11) l<f,N>I'~e2 +!2 
De acordo com [ GS] ternos que a função f ( w) = T - i f é holomórfica 
com w ~ u + iv E rl. Logo a função l(w) •~ e(w)- if(w) ~< {(w), N(w) > 
é holomórfica em n'. Assim de (lO) e de (11) temos que a curvatura de Gauss 
de X em o' é dada por: 
K = eg;;f = - e2;f = --w: = - 4l<j~!~>l2 onde ~ = j'. 
Então concluímos que K(w) :SOem [l' e K(w) ~O""' l(w) ~O. 
2.10 Definição: 
Os pontos umbílicos w de uma superfície X ( w) são pontos regulares onde 
k1 e kz são iguais. 
Como H= ~(k1 + kz) = O e K = k1kz :S O, os pontos umbílicos w E O' 
de uma superfície mínima não constante X : [2 __,. R 3 são caracterizados por 
K(w) ~O, ou equivalentemente e(w) ~ O,f(w) ~ O,g(w) ~O. Assim vemos 
que os pontos umbílicos de X são precisamente os zeros da função holomórfica 
I : n' -----+C, logo eles são isolados ou então e(w) _O, f(w) =O, g(w) =O em 
rl', e utilizando as equações de Weingarten (seção 1.5 Cap. 1) temos N.,_ = 
N 11 =O::::? N = cte, logo X planar. 
2.11 Linhas assintóticas e linhas de curvatura 
Csando a função l(w), w E n podemos caracterizar as linhas assintóticas 
e as linhas de curvatura de uma superfície mínima não constante. Seja w(t) = 
(a(t). 3(t)), t E I uma curva em D. Considere as equações diferenciais das 
linhas assintóticas e das linhas de curvatura descritas no Cap. 1, seções 1.11 
e 1.8. Usando que E = G, F= O, e = -g chegamos que as linhas assintóticas 
são descritas por: 
e(a2 - {!') + 2Ja/3 ~o, 
e as linhas de curvatura dadas por: 
f(a 2 - /3')- 2ea/3 ~O, 
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Vamos introduzir a forma quadrática com valores complexos 3( W) depen-
dendo deiu~ ( a,/J) por: S( iu) :~ l(w)( a+i/3) 2, l ~e- ij.E daí, 
S( iu) ~(e- i!)( a +i.Bl' ~e( a2 - /32) + 2f a /3 +i(!( a2 - /3')- 2ea/3). 
Então as linhas assintóticas e as linhas de curvatura são dadas respectiva-
mente por: 
Re(S( iu)) ~O e Im(S( iu)) ~O, 
ou ainda por: 
(12) Re(l(w)(dw)2 ) ~O e Im(l(w)(dw) 2) ~O, 
onde l(w)dw2 é uma forma diferencial quadrática [DHKW] e [O]. 
Colecionando todos estes resultados temos demonstrada a seguinte proposição: 
2.12 Proposição [01] 
Seja X : n ___,. R 3 uma superfície mínima não constante dada por X= Ref, 
onde f: O___,. C3 é uma curva isotrópica com j' = rp = (c/>1 , cp2 ) rfy3 ). Então sua 
imagem esférica N ( w), w E r!' , no conjunto de pontos regulares Sl' = { w E D : 
A(w) #O} é dada por: 
e sua curvatura de Gauss K em Sl' pode ser calculada por 
K = - Ef = - 41<4>' ,N>I 2 onde d> = j' A2 [4>[4 . . 
Em n' a curvatura K ( w) é estritamente negativa, exceto para pontos umbüicos 
onde K(w) é nula. Os pontos umbüicos de X são exatamente os zeros da 
função holomórfica l(w) ~ e(w) - if(w), w E n. Se X é uma superfície 
não planar então seus pontos umbüi.cos são isolados. As linhas assintóticas 
de X são descritas por Re(l(w)(dw) 2) = O e as linhas de curvatura por 
Im(l(w)(dw)') ~O. 
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Capítulo 3 
Superfícies Mínimas Associadas 
O nosso objetivo é definir uma família de superfícies mínimas associadas 
a uma superfície mínima X : D-----+ R 3 dada como parte real de alguma curva 
isotrópica f : n - C3 . 
Então para todo e E R, defina g(w, 8) := e-" f(w), w E rl, que descreve 
uma curva isotrópica, e, 
(1) Z(w,e) := Re{e-"f(w)} = X(w)cose + X'(w)sene 
define uma família de superfícies mínimas com a propriedade: 
Z(w, O)= X(w) e Z(w, ~) = X'(w), 
3.1 Definição: 
As superfícies Z(w, B), w E D, são chamadas superfícies mí-
nimas associadas à superfície X(w),w E O. 
Usando as equações de Cauchy-Riemann ((1) Cap. 2) e derivando a ex-
pressão (1) acima, obtemos: 
Zu = XucosB + X~senB = Xu.cosB- XvsenB 
Zv = XvcosB + x:,senB = Xvcos8 + XusenB. 
E usando as relações de conformidade ((3) Cap. 2) temos: 
I Zu 12=1 Z. 12 =1 X. 1'=1 x. 12 , e < Z., Z, >=O, 
Como anteriormente denotemos (J' = {w E rl: A(w) o/ O} , A :=1 Xu 12 o 
domínio dos pontos regulares de X em D. Então rl' é também o conjunto dos 
pontos regulares de cada uma das superfícies associadas Z(., B). E também os 
espaços tangentes TwX e TwZ(., B) de X e Z(., B) coincidem Vw E D' e para 
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todo (} E R. Então a função de Gauss N : O -----+ S2 de X corresponde com a 
imagem esférica de cada uma das superfícies associadas. Além disso temos: 
< dZ(., B), dZ(., B) >~< dX, dX >, ltB E R 
De fato• 
< dZ(., B), dZ(., B) >~< Zudu + ZudV, Zudu + Zudv >~I Zu 12 (du2 + dv2 ) e, 
< dX, dX >~< Xudu + X"dv,Xudu + Xudv >~I Xu 12 (du 2 + dv2 ), e o 
resultado segue de I Zu 12=1 Xu 12 . Daí todas as superfícies mínimas asso-
ciadas têm a mesma forma fundamental, logo todas as superfícies associadas 
são isométricas entre si. 
Considere agora a função holomórfica 1(8) ~ e(B)- if(B) :~< g" (., B), N > 
que caracteriza as linhas assintóticas e as linhas de curvatura e os pontos 
umbílicos de uma superfície mínima associada Z(., e). Como g" (w, O) = e-ie f' (w) 
obtemos: I(B) ~< c;'f",N >~ e-;o < j",N >~ e-;91(0) ~ 
(ecos e- f sinO)- i(esinB +f cosB) onde 1(0) ~I~ e- i f é a função carac-
terística para X= Z(., 0). Daí segue que I(~)=- f-ie. 
Definindo: 
Obtemos: 
Ç :~ e(<i2 - /32 ) + 2f<i/J 
I(O)(<i + i/3) 2 ~ Ç +i~, 
l(%)(<i + i/3) 2 ~ ~- iÇ. 
~ :~ -f (<i'- i3') + 2e<i/3 
Considerando a Proposição 2.12 deduzimos que: 
Rei(O)(<i + i/3) 2 ~ Ç ~O nos dá as linhas assintóticas de X e 
lmi(O)(<i + i/3) 2 ~~~O nos dá as linhas de curvatura de X. 
Analogamente, 
Rel(~)(ô: + i/3) 2 = 7] =O fornece as linhas assintóticas de X*, e 
Iml(~)(ó: + i.é) 2 = -Ç =O=> Ç =O fornece as linhas de curvatura de X*. 
Em outras palavras deduzimos que as linhas assintóticas de X são as linhas 
de curvatura de x~, e as linhas de curvatura de X são as linhas assintóticas 
de X*. 
Assim temos o seguinte resultado: 
3.2 Teorema: 
Todas as superfícies associadas Z(., (}) sao isométricas entre st. Cada su-
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perfície assoóada pode ser obtida da superfície original X por um processo 
de deformação que em cada estágio continua sendo uma superfície mínima. 
Para cada w E O, todo espaço tangente TwZ(., B) coincide quando e varia em 
R. Finalmente se e e(/ diferem por~ então as linhas assintóticas deZ(., 8) 
são as linhas de curvatura de Z(.,f/), e as linhas de curvatura de ZCB) são 
as linhas assintóticas de Z(., e'). 
Observação 6 Este procedimento de deformação X ~ Z(., B) é chamado de 
transformação de Bonnet{DHKW]. 
Vamos agora retornar a representação X(w) =X o+ Re I:::o r.P(w )dw, w E n. 
Em princípio esta representação permite construir superfícies mínimas em 
domínios simplesmente conexo, desde que satisfaça a relação de isotropia 
r.Pi + 4>§ + r,p~ = O, o que nos impede de introduzir funções holomórficas ar-
bitrárias (h, q)2 , rjJ3 . Podemos contornar esta dificuldade do seguinte modo: 
Seja S1 uma vizinhança suficientemente pequena de w0 e suponha que 
1)1 ( w) *= O em O. Então podemos assumir que a função holomór:fica 
cr : D ~ D' :~ cr(D) 
w ,..., r::o q,, ( w )dw 
é uma aplicação inversível. Seja T : O* -----> O a sua inversa, e defina a função 
h : O* _____. R 2 por: 
h(f,) :~ JJ :;:;: (Ç)dÇ. A partir daí obtemos: 
i> cr(w) ~ lw <jJ,(w)dw, Ç E D' 
wo 
e, 
h(Ç) ~ rc q,(r(Ç)) dÇ ~ rw q,,(w) a-' (w)dw. 
Jo cp1 (r(Ç)) fwo c/Jr(w) 
Mas como (Í( w) = I:::o rjJ1 ( w )dw pelo Teorema Fundamental do Cálculo temos 
o-'(w) ~ ,P1(w), assim: 
h(Ç) ~L: q,(w)dw. 
Agora: A,2 2 .L2 o ' . / •2 A,2 'f"l + ifl2 + '+'s = '* ifls = zy CfJ1 + '1"2 '* 
(1) 
Por outro lado, pelo Teorema Fundamental do Cálculo: h' ( ~) = !~f:J '* 
1 + h'(ç)2 - ct>f(w)+.P2(w)2 '=} 
, '> - ,p,(w)2 
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(2) 
Agora: Ç ~ o-( w) =? di; ~ a-' ( w )dw e como u' ( w) ~ q)1 ( w) obtemos: 
d'"- _<!L 
'-'-'- <P1(w)" 
Logo em (1) temos: 1;3(w)dw ~ iVI"l + 1>l;i~· Substituindo em (2) obtemos: 
l"s(w)dw ~ iyl+ h'(Ç) 2dÇ se q!,(w) r' O em O. 
Então vemos que X lo é equivalente a representação Y :=X o 7 1 que pode 
ser escrita como: 
Y(Ç) ~X o+ Re(Ç, h(Ç), i Jt yl + h'(Ç) 2dÇ), para Ç E rr. 
Reciprocamente, se h(Ç) é holomórfica em 0* e 1 + h'(Ç) 2 =/=-O para Ç E 0*, 
então: Y(Ç) ~ X o+ Re(Ç, h(Ç), i It yl + h'(Ç) 2dÇ), para Ç E 0', define uma 
superfície mínima Y(Ç),Ç E rt*, desde que O* seja um domínio simplesmente 
conexo em C. 
Esta é a representação clássica da fórmula de Monge, afirmando que toda 
superfície mínima é locahnente equivalente a alguma função holomórfica, e 
reciprocamente, que essencialmente toda função holomórfica h gera uma su-
perfície mínima. 
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Capítulo 4 
Comportamento de superfícies 
mínimas próximo de pontos de 
ramificação 
Seja X : [2 ----) R 3 uma superfície mínima em um domínio D c R 2 2;! 
C. Para algum w0 E O, escolhamos um disco Br(w0) C O. Então pela 
proposição 2.3, existe uma curva isotrópica f: Br(w0) ____... C3 tal que X(w) = 
Ref(w), Vw E Br(w0 ). Lembremos que w0 é um ponto de ramificação de X 
se, e somente se, f' (w0 ) =O. 
Queremos deduzir uma expansão para X(w) na vizinhança Br(w0 ) usando 
a fórmula f(w) = X(w) + iX'(w), w E B.(w0 ). Suponha que J(w) "'- cte e 
que j' (w0 ) =O. Então existe um inteiro m 2: 1 ([C]) tal que: 
Jl'l(w0) =O, 1 :S k :S m, Jlm+l)(wo) f O 
Então obtemos a expansão em série de Taylor: 
f(w) = f(wo) + ( 1 )I f(m+l)(wo)(w ~ wo)m+1 + ... 
m+1. 
em Br(w0), e portanto temos: 
f '( ) ~ 1 j1m+1)( )( )m W -, Wo W-Wo + .... 
m. 
S · X ~X( ) A- 1( ·p) . __ 1 j1=+1)( ) B _-'-A_ 1 jlm+1l( ) 
€Ja 0- W 0 € - 2 Ct-t .- 2m! WQ , - m+l - (m+l)! Wo • 
Então concluímos de 2Xw(w) = j'(w) = Xu(w) ~ iX.(w) que 
Xw(w) = A(w ~ wo)= + cr(l w- wo lm+l) quando w ~ w0 
e 
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A relação de conformidade < Xw, Xw >= O implica que < A, A >= O; e 
dai I " I'= I (3 1', < <>,(3 >=O e de A# O deduzimos I a 1=1 (3 I> O. Além 
disso, usando as relações anteriores podemos escrever 
J' (w) = 2A(w- w,)m + ... = a(w- w0 )m- i (3(w- w0 )m + ... , logo: 
Xu(w) = Re(f'(w)) = aRe(w- wo)m + (3Im(w- w0 )m + .. . 
Xu(w) = - Im(J' (w)) = -afm(w- w0 )m + (3Re(w- w0 )m + .. . 
onde o restante dos termos são de ordem ~(I w- w0 lm+l ). Então concluímos 
que: 
Xu(w) 1\ Xu(w) = (a 1\ (3) I W- Wo 12m +O'( I W- Wo l'm+l) 
quando w---+ w 0 . Isto implica que N(w) tende a um vetor limite No quando 
w ---+ 'l..t-'0 , isto é: 
. a/\(3 
bm N(w)=No= I 
1
. 
W->WO Q.' 1\ f3 
Consequentemente a aplicação de Gauss de uma superfície mínima não 
constante X(w), w E O é bem definida em todo i1 como uma aplicação contínua 
em S2, inclusive nos seus pontos de ramificação. 
Vamos coletar alguns destes resultados: 
4.1 Proposição: 
Se wo E S1 é um ponto de ramificação de uma superfície mínima não con-
stante X : S1 ---+ R 3 , então existe um vetor A E C3 , A -=f=. O, e um inteiro 
m ~ 1, chamado ordem do ponto de ramificação w 0 .. tal que vale: 
Xw(w) =A(w-wo)m+O'(I w-wo lm+I) 
X(w) = Xo + Re{B(w- w,)m+l + 0'(1 w- Wo lm+2)} 
quando w---+ w 0 onde B = m~ 1 A,A = ~(a-if3) é um vetor isotrópico em C 3 ; 
isto é: <A, A>= O ou I a 1'=1 !312> O,< a,(3 >= O,a,(3 E R3 . A normal 
N(w) tende ao limite No= ~~~~I' e o plano tangente de X em w converge a 
uma pos1:ção limite w ---+ w0 . Consequentemente a imagem esfén:ca N(w) é 
uma aplzcação contínua de n em S 2 . 
Queremos agora expressar X como uma forma normal que iremos explicar 
em termos dos pontos de ramificação. Sejam 
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a ·- ial - 1!31 e ·- o e ·- $ e ·-e 11 e - " 
.- m+l- m+l' 1 .- ial' 2 .- j;5j• 3.- 1 2- HQ. 
Então podemos reescrever a fórmula 
X(w) ~ Xo + Re{::,~~(w- wo)m+l + o-(1 w- wo lm+2)} ~ X(w) ~ 
X + lolo R ( , )m+l + 11118 J ( )m+l + (I , lm+2) o (m+l)lal e W- Uo {m+l)I,BI m w- Wo o u - w0 ::::} 
Se rodarmos os eixos de um sistema de coordenadas dado em R 3 tal que 
e1 , e2, e3 estejam na direção de novos eixos positivos x,y,.z respectivamente_, 
então obtemos: 
x(w) + iy(w) ~ (xo + iyo) + a(w- wo)m+l + o-(1 w- W 0 lm+ZJ 
z(w) ~ zo + o-(1 w- W 0 lm+2). 
Esta forma normal de uma superfície mínima X(w) = (.r(w), y(w), z(w)) 
mostra que X se comporta em uma vizinhança dos seus pontos de ramificação 
como um ponto de ramificação de ordem m-ésima de uma superfície de Rie-
mann. Chamamos o inteiro m de ordem do ponto de ramificação w0 de X. Se 
definimos m = O para pontos regulares, podemos considerar pontos regulares 
como pontos de ramificação de ordem zero. 
Agora queremos obter um limitante inferior para a áxea de superfícies mí-
nimas. Suponha que BR(p) seja uma bola em R 3 , de centro p que pertence ao 
gráfico de alguma superfície mínima X : D --t R 3 que corta de um lado para 
outro BR(P); isto é, não existe pontos de bordo de X(D) dentro de BR(p). Seja 
w0 um ponto de ramificação de X de ordem me suponha p = X(w0 ). Então 
a forma normal 
x(w) + iy(w) ~ (xo + iyo) + a(w- woJ=+' + o-(1 w- W 0 1=+2 ) 
z(w) ~ Zo + o-(1 w- W 0 lm+2), 
sugere que a área de X(O) n BR(P) é maior ou igual a áxea de m + 1 discos 
equatoriais planos de BR(P), desde que o raio R seja suficientemente pequeno. 
De fato, iremos demonstrar que: 
4,2 Teorema: 
Suponha que X 
constante definida 
D --t R 3 é uma 
em. um domínio simplesmente 
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superfíáe m.írnm.a não 
conexo limitado O. AlPm. 
disso, seja wo E O um ponto de ramificação de ordem m 2: O,Xo = X(wo) e 
seja R> O algum número tal que liminfk-HXl I X(wk) 12: R para toda sequência 
(wk) E il com dist(wh ilil) ~O quando k ~ oo. Então a área A(X) de uma 
superfície X satisfaz: 
A(X) 2: (m + l)?r(R2 - I Xo 1'). 
A igualdade ocorre se, e somente se, a imagem de X pertence ao plano que 
passa pelo ponto Xo e é perpendicular a reta que passa por O e X 0 . 
Demonstração 
Como S1 pode ser levado por uma aplicação conforme sobre o disco unitário 
tal que wo é transformado na origem, podemos assumir que w0 = O, X o = 
X(O), il ~ {w :I w I< 1}. Seja X : il ~ R 3 uma superfície mínima não 
constante. Pela Proposição 2.3 podemos encontrar uma curva isotrópica f : 
il ~ C3 satisfazendo f(O) ~ X 0 ~ X(O) e f~ X +iX' onde X' é a superfície 
conjugada de X com X*(O) = O. Podemos representar f(w) pela série de 
Taylor: 
00 
f(w) ~ Xo + L Akw', Ak E C 3 
k=:m+l 
que é convergente para I w I< L Aplicando a fórmula integral de Cauchy 
[C] para a função holomórfica F(w) :~< f(w), f(w) >,1 w I< 1 com w ~ 
r e", 'Ir E (O, 1) temos: 
(1) 
Agora observe que: 
F(O) ~< f(O),f(O) >~< Xo,Xo >~I Xo I' 
F(re") ~< f(re"), f(re") >~< X(re") +iX'(re"), X(re;9 ) + iX'(re;9 ) >~ 
I X(re") I'- I X'(re") I'. 
Logo substituindo em (1) temos: 
(2) f~' I X(re;') I' de-}~"" I X'(re'0 ) 12 de~ 21r I Xo I'. 
Por outro lado como lzl2 ~ IRezl2 + 1Imzl2 , 'ifz E C, 
J:i' 1 J(re;') I' de ~ Jc" I X(re;0 ) I' de+ fC' 1 X'(re") I' de. Agora 
como lf(re;0 )1' ~ IXol 2 + ~k';,m+l IAkl'r", temos: fg' I f(ré0 ) 12 de ~ 
21T{IXol2 + Lkm+l IAkl2r 2k}. Comparando obtemos: 
(3) I:f'lf(ré0 )l 2de ~ I:f" IX(re;')l'de + f:f" IX'(re;')l'de ~ 21r{l Xo I' 
+ :L~+l I Ak 12 r2k}. 
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Somando (2) com (3) temos que: 
2fg" I X(re") I' de= 471" I Xo I' +2"LI:m+1 I Ak 12 r2k o> 
(4) 
Chamando Jl(r) := minlwl=r I X(w) 12 temos que para V_!= rei{! 
(5) 
Além dissso a área A(r) da imagem de {w :I w I< r} sobre a aplicação X 
é dada por: 
A( r)=~ ~w(<c I \IX I' dudv = ~ ~wl<c I f'(w) I' dudv o> 
(6) A(r) =~Ir I~ I !'(te'') I' tdtde. 
/(w) = Li:m+l kAkwk- 1 o> I /(w) 12= I:l:m+I k 2 1 Ak 1'1 w l'(k-1). 
Substituindo este resultado em (6) obtemos: 
A(r) - l r2• rc "oc k' I A I' t2lk-1ltdtd8-
- 2 JO JO L-k=m+l k , -
l r2• " 00 rc k' I A I' t2k-1dtde-2 Jo L.k=rn+1 Jo , k , , -
1 "= r'" k' I A I' t" I" de 1 "00 r'" k I A I' 2kde 2 Lk=rn+l Jo · k 2k O = 2 L.k=m+l JO 2 k r = 
' "
00 k I A I' r2k Portanto 2 L...k=m+l k · 
(7) 
Observe que de (7) temos: 
(8) ~(m.+ 1) I Am+1 12 r2lm+I) + ~ Lk:m+2 k I A, 12 r2k =A( r) 
E de (5) podemos escrever: 
fi.( r)<; IXol 2 +~I Am+l 1 2 rZ(m+l) + ~ I:l:m+2 I A, 1 2 r2k o> 1r(m + l)jL(r) <; 
7r(m+ 1) I Xo 12 +~(m+ 1) I Am+1 12 r21m+I) + ~ I:l:m+2 (m+ 1) I A, 12 r2k o> 
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(9) -r.(m+1) I Xo I' -~(m+1) IAm+ll2 r21m+l)_~l:j";,m+2 (m+1) I A, 12 
r 2k <; -r.(m + 1)M(r). 
Somando (8) e (9) obtemos 
-1r(m + 1) I Xo 12 +~ l:j";,m+2 k I Ak 12 r 2k - ~(m + 1) l:j";,m+2 I Ak 12 
r2k <;A( r)- 1r(m + l)M(r) "* 
(10) 'f I:l":,m+2(k-(m+l)) I A, 12 r 2k-7r(m.+1) I Xo I'S A(r)-7r(m+1)M(r). 
Seja R> O tal que liminh~oo I X(w,) 12: R. V sequência (wk) de pontos 
Wk E O com dist(wk 1 80) --+O quando k-----+ oo. Agora como J-L(r) = minlwl=r I 
X(w) I' temos liminf,_l I'( r)~ liminf,~ 1 mínrwr~' I X(w) 12 2: liminfk~= I 
X(wk) 1'2: R'-
Tomando o limite com r --t 1 em (lO) temos o seguinte resultado: 
(11) ~ l:%"~m+2 (k- (m + 1)) I Ak 12 +1r(m + l)(R2- I Xo 12 ) S 
lim,_1(A(r)) =A( X). 
Como~ l:k,;,m+z(k- (m + 1)) I Ak 122: O temos em (11) 
1r(m + 1)(R2 - I Xo I') S 'j' l:j";,m+2(k- (m + 1)) I Ak I'+ 
1r(m + 1)(R'- I Xo l'l S A( X). 
Ou seja (m + 1)1r(R2 - I Xo I') s; A(X) e a desigualdade da proposição está 
provada. 
Suponha agora que vale a igualdade (m + 1)1r(R2 - I Xo I') = A(X). 
Então deduzimos de (11) que A, = O para k > m + 2. Assim de f(w) = 
Xo + :Lk=m+l Akwk temos f(w) = Xo + Am+1wm+l_ Seja Am+l =a+ ib, com 
a, b E R 3 . Como f é isotrópica: <f', f'>= O{::}< (m + l)Am+lwm, 
(m+ 1)Am+JWm >=O B< Am+l,Am+l >~O Bl a 12 -I b 12 +2í < a,b >= 
O?-] a 1=1 b ], <a, b >=O. Então os vetores e1 := 1 ~ 1 e e2 := ~f são ortonor-
mais. Agora de f(w) = X 0 + Am+lwm+l, temos: 
X(w) ~ Xo + Re(Am+lwm+l) '* X(w) = Xo + aRe(wm+l)- blm(wm+l) 
'* X(w) ~ X 0 + a~Re(wm+l) + (-b)ffilm(wm+l) '* 
X(w) = Xo+ I a I e1Re(wm+l)+ I b I e2Im(wm+l) "* 
(12) X(w) = Xo+ I a I rm+1le1cas(m + 1)8 + e,sen(m + 1)8]. 
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Daí: 
X" 1\ Xe = (0, O, (m + 1)2 I a I' r 2m+l). Assim 
A( r)= In I X" 1\ Xe I drde = J; J;;'(m + 1)' I a I' r2m+ldOdr = 
2 ( ), I I' "~+' 7í m + 1 a 2(rn+l)" 
Portanto 
A(r) = rr(m. + 1) I a 12 rl'm+l) =? A(X) = lim."- 1A(r) = rr(m + 1) I a 12 . 
Agora. como assumimos (m + 1)11(R2 ~ I Xo 12 ) = A(X) concluímos que; 
(13) I a I'= R'- I Xo I' . 
Agora. seja e3 := e1 1\ e2, assim e1, e2, es formam uma. base ortonormal de 
R 3 , e então podemos escrever X o = L:~= I ckek = c1e 1 + c2e2 + cses. Fazendo 
r= 1 e substituindo em (12) obtemos: 
I X(e") 1'=1 e,(c,+ I a I cos(m + 1)0) + e,(c,+ I a I sen(m + 1)e) + c,e, I'= 
(c,+ I a I cos(m + 1)0) 2 + (c2 + I a I sen(m + 1)0)2 +?, = 
I X 0 12 + I o 12 +2 I a I (c,cas(m.+ 1)0+c2sen(m+ 1)0). Agora por (13) temas: 
I X(e")l 2 = R 2 + 2 I a. I (c1cos(m + 1)0 + c2sen(m + 1)0). Então exceto 
se c1 = c2 = O encontramos um ângulo () tal que I X ( é 9 ) I< R o que contradiz 
a hipótese liminfk->oo I X(wk) 12: R. Portanto devemos ter c1 = c2 = O, ou 
seja, X0 = c3 (e1 1\ e2), e assim a fórmula (12) mostra que X(w) pertence ao 
plano perpendicular ao vetor Xo = cs(e1/\ e2) e passa pelo ponto Xo. 
Reciprocamente introduzindo um sistema de coordenadas adequado x, y, z E 
R 3 obtemos a forma normal 
x+iy = awm+l 
z =O com lwl < 1 onde lal2 = R 2 ~ IX0 I2 . A igualdade segue 
do fato de A(X) = ,-(m + 1)lal'-
• 
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Capítulo 5 
Fórmulas de representação para 
superfícies mínimas 
Neste capítulo primeiramente determinaremos todas as aplicações holomór-
ficas (global) <P: (l ~ C3 satisfazendo 
(1) 
Neste sentido chegaremos nas fórmulas de representação de Enneper -
Weierstrass para superfícies mínimas que, em particular, podem ser usadas 
para estabelecer explicitamente expressões para a imagem normal, a curvatura 
de Gauss, para as linhas assintóticas e para as linhas de curvatura para su-
perfícies mínimas. 
5.1 Lema 
Se p(w) é uma função holomórfica e '!?(w) é função meromórfica em domínio 
O C R 2 =::- C tal que 11( w) ~ O e J1 tem zero de ordem pelo menos 2n onde {} 
tem polo de ordem n, então as funções 
(2) 
são funções holomórficas em rl, e a tripla 1; = (4>1, $2, QJ3) satisfaz (1) e 
<P( u·) iÉ O. Reczprocam.ente toda tripla rP = ( r/JJ, rP, <Ps) iÉ O de funções holom.ór-
ficas em O satisfazendo {1) pode ser escrita na forma (2) se, e somente se, 
</>1 - iifJ2 of= Ü. 
Demonstração: 
Seja fl função holomórfica com w0 zero de orden 2n, assim p.(w0 ) = (w-
w0 ) 2"h(w) com h holomórfica. E seja rJ função meromórfica com w0 polo 
de ordem n, daí fJ(wo) = (u~r;;:~)", F holomórfica. Assim (p.13)(wo) = (w-
w0 )nh(w)F(w) então p..TJ é função holomórfica. Portanto (h, cft2, dJ3 definidas 
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como em (2) são funções holomórficas. Como 11(w) '!É O é claro que rjJ(w) '!É O. 
Mostremos que 4;1 , </>2, cj;3 satisfazem (1). De fato: 
<tl + <Pl + </;§ ~ ~p2 (1- il2 ) 2 + (~11(! + 192 )) 2 + 112il2 ~ -112il2 + 112il2 ~O. 
Mostremos a recíproca. Suponha que 4> ;/::O, satisfaz (1) e pode ser escrita na 
forma (2). De (1), 
<Pl + o/l+ r/Jl ~ o ""' 
(3) (q)l- iq>,)(rjJl + irjJ,) + o/l ~o 
Se supomos o/1 - ú!J, = O então rjJ3 ~ O ""' tzil ~ O "" 11 ~ O ou i) ~ O. Se 
f-1· =O ::::? <P(w) =O, o que não ocorre. Logo teremos {) = O::::} if;>1 = 3, cP2 = 
i~ ==? c/>1 + i4>2 = O. Consequentemente 01 = cjJ2 = tjJ3 = O o que contradiz 
rjJ( w) '!É O. Logo </>1 - im2 '!É O. 
Suponha 4>1 - ic/J2 t O. Então t.t := 01 - icjJ2 , {) := </J1 ~tP-l define uma função 
holomórfica J-L e uma meromórfica fJ em D, satisfazendo: 
11il ~ (rP!- zrjJ,)~ ~ 4>3 ""rjJ3 ~ 11il. Além disso (3) implica: 'f'l-Uf>~ 
(4) "' · · - ~- ( · ·m ) •l _ {}' 'f'l + Z<P2 - "' .... - - QJl - Z'f'2 I" .. )2 - -j.l . 
'!'1 -•'1-'2 '1'1 '·'!>2 
Somando (4) e p. ~ q\1 - iq),, temos 2rjJ1 ~ -11il2 + p. "" q\1 ~ ~(1 - 192 ). 
Subtraindo ( 4) de 11 ~ <jJ1 - úP, obtemos 2iq,, ~ - p.il2 - 11 "" </;2 ~ ~ p.( 1 + il2 ). 
Finalmente a relação J-LfJ 2 = - ( rj>1 +i4>2 ) mostra que a função ,_dP é holomórfica. 
Além disso, se wo E n é um polo de ordem n de fJ, então wo é zero de ordem 
pelo menos 2n para p. 
• 
5.2 Teorema: Fórmula da representação de 
Enneper - Weierstrass. 
Para toda superfície mínima não-planar X(w) ~ (x(w), y(w), z(w)), w E 11, 
definida em um. domínio simplesmente conexo O c C, existe uma função 
holomórfica p e um.a merom.órfica {) em O com. p ;;j. O,{) ;;j. O tal que pfJ2 é 
holomórfica em n; e 
.r(w) ~ Xo + Re r::, !j(l- il2)dÇ 
(5) y(w)~Yo+Ref;;;',~l1(1+i12 )dE, 
z(w) ~ Zo +ReI:, wl!dE,, 'iw, Wo E !i, X o~ (xo, Yo, zo) ~ X(wa). 
Reóprocam.ente, duas funções Jl·, fJ como acima define por (5) uma su-
perfície mínima X : O-----+ R 3 desde que O seja domínio simplesmente conexo. 
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Demonstração 
Se X ( w ), w E D domínio simplesmente conexo é uma superfície mínima, então 
existe uma função isotrópica f ; D-----+ C3 tal que X = Ref e < j', j' >= O= 
<Pi + Q\l + ibl = O onde <P = f' = ( </J1 , 4>2 , </J3 ) com q, holomórfica. Logo defina: 
(6) ~".0 ., 1 1. = 'Pl - UJJz e v= -. -.-. · 
r . <7'1-1<1>2 
Daí temos J1 holomórfica e {} meromórfica, e {} está bem definida pois cjJ t; 
O ""' </>1 - i</>2 jé O. Como X(w) = Xo +Rei:;, ,P(w)dw de (6) obtemos 
<jJ1 = ~(1- 19 2), q,2 = ~p(l + ,J2 ), q,3 = p{}, e assim: 
.r(w) = Xo +ReI:;. W- {}')df, 
y(w) = Yo +ReI,:', ~p(l + i12)df, 
z(w) = zo +Rei,:', p{}df,. 
Para a recíproca, considere p, {) como em (6), e dai cjJ1 = ~(1 - fJ 2), c/Jz = 
~Jt(l + il2 ), q,, = wJ e de (5), temoso 
x(w) = Xo + Re rw q,,(w)dw lwo 
y(w) = Yo + Re L: ,p,(w)dw 
z(w) = Zo + Re rw <jo,(w)dw, lwo 
assim X(w) = X0 + Ref:/o 4>(w)dw define uma superfície mínima . 
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Observação 7 Se X é superfície mínima dada por (5) então w é ponto de 
ramificação de X se Jl e p.{)2 são nulas em. w; além. disso como rp = f' e 
A = W' 12 deduzimos que A = ~I ( ~Jt(l-{}2 ), ~Jt(l +il2), Jt{}) 12 = ~ 111·1'(1+1{}1 2) 2 . 
Logo o conjunto de pontos regulares pode ser expresso por D' = { w E O : 
lp(w)l(l + l{}(w)l2 ) f' 0}. 
5.3 Expressões para imagem esférica, curvatura 
de Gauss, linhas assintóticas e linhas de 
curvatura. 
Deduzamos explicitamente expressões para a imagem esférica N e para a 
curvatura de Gauss de uma superfície mínima X: D-----+ R 3 dada por X(w) = 
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Ref(w) com uma curva isotrópica f: n--+ R 3 satisfazendo j' = Xu- iXv = 
r/J = (<h, rjJ,, rjJ,) = ( t/1(1-192 ), ~11(1+192 ), 111?), onde /1, 19 satisfazem as hipóteses 
do teorema 5.2. Vimos na seção 2.9 que Xu I\ Xv = Im(<!J2{i3, <!J3{il, <P1i2). 
Assim 
q,,rj), = ~11(! + 192 )Jd) = ~II'I'(B + l19l 2iJ), logo 
Im(rj;,rj},) = (iJfim(iB) + IMI'j"1' Im(i19)) = iJfReB + I11I'J!fRe1'i = ±11112(1 + 
I111 2)2Re1'i, 
q,,rj), = 111?W- B') = 1"~"- iJfliii 2B, logo 
Im(rjJ,rj},) = llf!m19 -Jtfl1'ii 2Im.B = ±111,1 2 (1 + I191')2Im19. 
q,,rj), = }(1-192)(~')1(1+02 )) = ~'IMI 2 (1-v2)(1+192 ) = ±111l'(lvl'-l)(l+l111'), 
logo 
Im(rj;,rj},) =±IPI'(!+ 1191')(1vl' -1). 
Portanto: 
Xu 11 Xu = ~1111 2 (1 + I191 2)(2ReiJ, 2Imi!, 1111 2 - I). 
Agora, em virtude de A= ~lpl 2 (1 + lt91 2 ) 2 obtemos a representação 
1V = 1 +
1
1191
,(2Rev, 2Imi!, 1191 2 -I) 
para a imagem esférica N: O--+ S2 de X. Para calcular K, primeiro observe-
mos que f' = 11(~(1-192 ), f(1+192), ti) => r = ~f'+ !li!' g onde g := ( -1!' i19' 1) 
em {w E 0;11(w) :F 0}. Então< N,g >= l+l•1,(-ti2Re19 + i219Im>3 + 
1111 2 - l) = -L Como os zeros de 11 são isolados e < N, / >= O, obte--
mos: < N, f" >= -1119'. Agora de l =<f", N > temos que l =e- i f= -111!'. 
Os pontos de ramificação de X(w) são singularidades removíveis de l(w) = 
-!l(w)19'(w) desde que l(w) permaneça limitada se w aproxima de tal ponto. 
Portanto l(w) é holomórfica em D. Logo de K =-.~f& segue que: 
( 4119'1 )' K = - 1111 (I+ 1>31')' 
onde K é a curvatura de Gauss de X em o'= {w E D;A(w) # 0}. Logo 
da proposição 2.12, temos que uma curva "f descreve uma linha assintótica de 
uma superfície mínima X se, e somente se Re[p("t)tl ("1)("!')2] =O; e as linhas 
de curvatura são caracterizadas por Im[l'(l')íl' (-y)(-y') 2] =O. 
5.4 Interpretação geométrica da função tJ( w) 
Identifiquemos o plano complexo C = {x + iy;x,y E R} com o plano 
{(x, y, z); z = O} em R 3 e seja C = Cu { oo} uma compactificação de C com 
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um ponto no infinito. Introduzamos a esfera de Riemann 5 2 = { (x, y, z); x 2 + 
y2 + z2 = 1} e denote por p = (O, O, 1) o polo norte. Então a projeção estere-
ográfica 
(J : g2 ___,. c 
q = (a,b,c) >--+ a(q) = ( 1 ~,, 1 ~,) 
é uma função injetora que associa a cada ponto q E S2 , q =f p um ponto 
w no plano-xy que é a in ter cessão da reta passando por q e p interceptando o 
plano-xy. Considere a aplicação inversa, 
p: C- g2 
w >--+ q =(a, b, c)= p(w), onde 
(7) 
A fórmula (7) pode ser escrita como: 
(8) p(w) = 1+/wl' (2Rew, 2Imw, lwl2 - 1), w = Ç +i~ 
e vemos que p(w)-+ (0, O, 1) quando lwl ----t oo. Comparando a fórmula para a 
imagem esférica N(w) de uma superfície mínima não -constante X(w), w E O 
com a expressão (8) vemos que: 
N(w) = p({)(w)) e então {)(w) = a(N(w)). 
Isto é, a função meromórfica {) : O ----t C é, nada mais que a projeção este-
reográfica da função normal N da superfície mínima X. Em particular, w E O 
é polo de{) se, e somente se, N(w) = p. Além disso: 
{): ri~ ri' ={)(ri) 
w >--+ w = {)(w) 
é urna função bilomórfica se as duas condições são satisfeitas: 
i) N(w)#p'fwErl 
ii) a aplicação N : n ___,. 82 é injetora. 
Se {) é bilomórfica, então f)' ( w) # O, 'fw E ri, e de K = 
ternos K(w) <O em O, ou seja, X não tem pontos umbílicos. 
Suponha {) : n ___,. O* bilornórfica e seja T : D* ----t n sua imagem inversa; 
w = T(w), w E D*. Então a repararnetrização Y =X o T da superfície mínima 
X é novamente uma superfície mínima. Vamos introduzir a função holomórfica 
em D* 
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Então deduzimos de (5) a seguinte fórmula de representação de Weierstrass: 
Y(w) ~ (y1(w),y2(w),y3(w)) onde: 
y 1(w) ~ YÓ + f:::O ~(7(w))(1 ~ i!(T(w))2)T'(w)dw ~ YÕ + Ref:::O(l ~ 
w')s(w)dw 
v'(w) ~ võ + f:::O ~1'(7(w))(1 + i!(T(w))2)r'(w)dw ~ võ + Ref:::O i(1 + 
w 2)s(w)dw 
y3(w) ~ võ + J:::O !'(T(w))i!(T(w))/ (w)dw ~ võ + Re f:::O 2wC:S(w)dw, 
com w,wo E rl' e Y(wo) ~ X(wo) ~ (yÕ,yÕ,yJ). 
Em vez de duas funções arbitrárias J.L e {}, a expressão anterior envolve 
somente uma função arbitrária 8'(w) em um domínio simplesmente conexo D*, 
além disso, define uma superfície mínima não-constante Y : ,0* ---;. R 3 . 
Vamos coletar os resultados principais para esta fórmula de representação. 
Primeiro observe que esta recai em (5} se mudarmos w0 por w0 , w por w, Y(w) 
por X(w) e definindo p.(w) :~ 2s(w) e i!(w) :~ w. Então temos o seguinte 
resultado: 
5.5 Teorema 
Seja 8'( w) uma função holomórfica em um domínio simplesmente conexo D de 
C, C:S(w) "'O, e seJa 
(9) rjJ(w) ~ ((1 ~ w2 )C:S(w), i(1 + w2 )C:S(w), 2wC:S(w)). 
Então 
(lO) X(w) ~X o+ Re 1:::, rjJ(w)dw, w E rl 
define uma superfície mínima não constante X : D ----+ R 3 com a normal à 
superfície dada por: N(w) = I+J+"'·2 (2u,2v,u2 +v2 -l),w = u+iv. Se (J' 
denota a projeção estereográfica então temos (J'(N(w)) = w. O elemento de 
reta ds ~ jdXI da superficie X é dado por ds2 ~ A(w){du2 + dv2 } onde 
A(w) = ii'S(w)l2 (1 + u2 + v2 ) 2 ,w = u + iv. Então o conjunto dos pontos 
regulares de uma superfície mínima X é dado por o'= {w E O: ~(w) =!=-O} e 
sua curvatura de Gauss é dada por K(w) = -J'S(w)l 2 (l~u2+v2 ) 4 . Os coeficientes 
e, f, g da segunda forma fundamental satisfazem e+ g = O e podem ser obtidos 
da função holomórfica l(w) ~ e(w) ~ if(w) ~ ~2C:S(w), w E 11. Os pontos de 
ramificação w E D de X são os zeros de uma função holomórfica 'S(w), w E 
O, e X não tem pontos umbüicos. As linhas assintóticas são caracterizadas 
pela equação ReSS(w)(dw) 2 = O e as linhas de curvatura são descritas por 
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lm'S(w)(dw)' = O. As superfícies mínimas associadas Z(w, e) de X(w) são 
dadas por 
Z(w, e)= X 0 + Re {w e-"q,(w)dw; lwo 
suas funções de Weierstrass ~(w) B) são simplesmente 8:(w, 8) = e-i0G'(w). 
Inversamente se f : f2 --+ C3 é uma função isotrópica em um domínio 
simplesmente conexo D Ç C, então a superfície mínima 
X ( w) = X 0 + Re f::/o j' ( w)dw, w E Õ tem uma representação equivalente X : 
11 ~ R3 em 11 := u(N(Q)) dada por (9), (lO) desde que sua normal satisfaça 
as condições: 
i) IV(w) of polo norte de S2 , \fw E Õ 
ii) N : Õ --+ S2 é ú1jetora. 
Observação 8 Para superfícies mínimas podemos obter K de um modo mais 
simples, basicamente voltando a definição de K. Primeiro observemos que a 
imagem esférica N(w) = l+v.;+v2 (2u, 2v, u2 + v2 - 1), w = u + iv, é dada por 
parâmetros conformes u, v, 
(11) 1Nu(w)l 2 = 1Nu(w)l 2 = (l+Ju')' e < Nu(w),Nw(w) >=O. 
De fato: 
1Nu.l2 =< Nu, Nu >= (l+u4v2 ) 4 { ( -u2 + v2 + 1)2 + 4u2v2 + 4u2} = 
(l+u2~v2)4 ((1 + u2 + v2)2) = (l+uz~v2)2 
Nv = (l+u2~v2)2 (2u, 2v, u 2 + v2 - 1) + l+u~+vi (0, 2, 2v) = 
(l+)+v2 ) 2 ( -2vu, 1 + u 2 - v2 , 2v), e daí: 
l1'lvl2 =< Nv, Nv >= (l+uz4+v2)4 {4v2u2 + (1 + u2 - v2) 2 + 4v2} = 
(l+j+v2)4 ((1 + u2 + v2)2) = (l+u2~v2)2. 
E vale: 
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Observe que N é a inversa p = cr-1 da projeção estereográfica cr : S2 --+ C 
restrita a O. De {11} obtemos a 3!!:. forma fundamental de X expressa por: 
IIJ(du,dv)~( ; ') 2 {du2 +dv2 }. 1 +u +v 
Agora de ds2 ~ A(w){ du2 +d1J2 } segue que I(du, dv) ~ A(w){ du2 +dv2 } . Por 
outro lado de [DHKW} pág. 17 temos que IIJ(du,dv) ~ -KJ(du,dv), e daí, 
4 4 K(w)-
-- (1 + u2 + v2 )'i\(w) IS'(w)l2 (1 + u 2 + v2 ) 4 · 
Vamos agora mostrar outra fórmula de representação dual da de 
Weierstrass, que é encontrada na literatura. 
5.6 Teorema: Fórmula de representação de 
Weierstrass 
Para toda superfície mínima X : O --+ R 3 de um domínw simplesmente conexo 
n, existem duas funções holomórficas G e H sem zeros comuns tal que: 
{ 
x(w) ~ xo + Re I:;,(G2 - H 2)dl;, 
(12) y(w) ~ Yo +Rei;:, i(G2 + H2)df, 
z(w) ~ zo +ReI;:, 2GH dE,, '<tw, wo E 11, X 0 ~ X(w0 ) 
Inversamente, se G, H são duas funções holomórficas em um domínio sim-
plesmente conexo 11 tal que IG(w)l2 + IH(w)l2 ;#O, então (12) define uma 
superfície mínima não-constante que é regular se, e somente se, G e H não 
tem zeros em comum. 
Demonstração: 
Para verificar a primeira parte, consideremos uma superfície mínima arbitrária 
X:()~ R 3 dada por X(w) ~ X 0 + Rei:;;,rfJ(E,)dE,,w E() onde rjJ ~ 
(</11, </Jz, </13) "1- O, <P: O--+ C 3 é uma função holomórfica com 
(13) l<l\l' + lrfJ,I' + lr/J212 >o, e (9'>1- irfJ2)(9'>1 + i<f,) ~ -rtl. 
A última equação, que é equivalente a <Pi + </.>~ + 1/lâ = O, implica que todo 
zero de (/)1 ~i</.>2 ou de 4>1 +i4>2 é também zero de cp3 . Então deduzimos de (13) 
que as duas funções 4>1 ~icp2 , </J1 +i1t2 não têm zeros comuns. Então as funções 
G := /%(r.h - i<P2), H := J -%(4>1 + i(/)2 ) são funções holomórficas com valores 
simples, que para uma escolha adequada das raízes quadradas satisfaz: 
(14) 2GH ~ </>3· 
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De fato; 2G H = 2J~ ( ~1 - 14'2)( -~( qí1 +i<!>,)) = J ( 1/h - i~,)(-( 4'1 - úP,) ). 
Como -q)j = (d>1 - i<!>2 )(~1 + irh) c? 4>3 =+,j(</>1 - i</>,)( -(</>1 + i</>2)), basta 
tomar a raíz positiva. E claramente G2 - H 2 = cj>1,i(G2 + H 2) = f/!2 . Além 
disso, G e H não têm zeros comuns pois r/;1 - i</>2 , 4>1 + ü!J2 não têm zeros em 
comuns. Então substituindo (14) em X(w) = Xo + Re J:;)
0 
~(f,)dÇ, chegamos 
em X(w) = X 0 + Re J::;, (G 2 - H 2 , i(G2 + H 2), 2GH)dÇ. 
Reciprocamente, suponha G e H duas funções holomórficas em n (simples-
mente conexo) tal que IG(w)l' + IH(w)l' 'f' O. Suponha que (12) defina uma 
superfície mínima regular não-constante. Mostremos que G e H não têm zeros 
comuns. Suponha o contrário, isto é, :1 zo tal que G(z0) = H(zo) = O, logo 
X(z0 ) = X 0 +O= O. Contradição. 
Suponha G e H não têm zeros em comum. Mostremos que (12) define uma 
superfície mínima. Defina, rj:J1 = (G2 - H 2), c/J2 = i(G2 + H 2), 4>3 = 2GH, 
daí, como G, H não têm zeros em comum então 1>1, !J>z, 4>z não têm zeros 
em comum, logo X não constante, então x(w) = Xo + Ref::;0 cf>rdÇ, y(w) = 
Yo+Ref::;, </>zdf,, z(w) = zo+ReJ::;, q),dç => X(w) = (x(w),y(w),z(w)) define 
uma superfície mínima e </>(w) 'f' O, onde <P(w) = (q)1(w), q)2 (w), <!>3 (w)). 
• 
Observação 9 Se omitirmos l</> 1 l'+l<1>2l 2 +l~sl' >O então nem toda superjíc1.e 
mínima X(w) = X 0 + Ref::;, </>(f,)dÇ pode ser escrita na forma (12). Para ver 
isto1 tomemos o/1(w) = 3w,o/z(w) = 5iw,o/3(w) = 4w,w E O, onde 0 é um 
disco pequeno centralizado em w = O. Se existem funções G e H tal que 
3w = G(w) 2 - H(w) 2 , 4w = 2G(w)H(w), 5iw = i{G(w) 2 + H(w) 2 }, daí segue 
que G2(w) = 4w. Contudo, não existe (valor simples) solução holomorfa G(w) 
desta equação em D, pois G(w) =f2JW e G' = Jw que não é contínua em O. 
VVeierstrass já tinha deduzido a representação (10) com c/J dada por (9) 
introduzindo uma nova variável w = ~{::;] = fdw~~!)(w) de tal forma que a 
aplicação w --7 w seja bilomórfica. Então ~ = - q.1 (;)3~~~(w) e de (o/1 (w)-
iq,(w))(rh(w) + ir/Jz(w)) = -~1(w) obtemos!;= IMwj;(~f(w)) 
{ 
G 2 -H2 =rt1 
Agora temos: i(G' +H')= q,, c? G' +H'= -i</>z 
Somando temos 2G2 = o/1 - icb2 ::::;} G2 = ~(<P1 - ic/>2 ). Assim segue que 
G2 (wJ::;:: = ~(rp1 (w)- i</>2 (w))::::: = 'S(w). Então podemos passar de (12) para 
as equações desejadas. 
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Como uma aplicação das fórmulas de Enneper-Weierstrass temos o seguinte 
resultado: 
5. 7 Teorema de R. Krust 
Se uma superfície mínima mergulhada X: B------+ R 3 ,B = {w E C; lwl < 1}, 
puder ser representada como gráfico sobre um domínio convexo no plano,. então 
a superfície conjugada X* : B---+ R 3 correspondente também é um gráfico. 
Observação 10 Primeiro escreveremos a fórmula de representação 
x(w) ~ xo + ReJ;:, E(l- 11')d~ 
y(w) ~ Yo + Ref:O ~1'(1 + 192 )~ 
z(w) ~ Zo +ReI::, !Liidç, Vw, Wo E n, X o~ (xo, Yo, zo) ~ X(wo) 
de um modo diferente. Vamos introduzir duas funções meromórficas g e h 
por g :~ 19, h' :~/Li!, dh ~ /Li!d~ => d~ ~ ~~. Logo 
x(w) ~ xo +ReI::, ~(1- i!2 )d~ ~ xo + ReJ;:, ~ (~- g) dh 
y(w) ~ Yo +Ref:O ~p(1 +112)d~ ~ Yo+Rei:O ~ (; + g)dh 
z ( w) = zo + R e J;::o p{)dE, = z0 + R e f ::/o dh 
=;.X(w) ~Xo+Ref:O (~(% -g),~(~+g),1)dh Fazendo: 
(15) (H~- g), ~(~ + g), 1) dh ~ ,p'(ç)d~ ~ d,P, temos: 
(16) X(w)~X0 +ReJ;:,,p'(Ç)dÇ. 
Além disso podemos escrever a aplicação de Gauss N : B ---+ S2 associada 
a X como 
(17) N ~ I+)91 ,(2Reg,2lmg, lgl2 -1) 
uma vez que tínhamos N ~ 1+/"l' (2Re13, 2Im13, 1111 2 - 1). 
Demonstração do teorema de Krust 
Podemos assumir que X é não planar, que ela pode ser representada como 
o gráfico sobre o plano-xy, e que N(w) aponta sobre o hemisfério inferior de 
S2 , e daí de (17) deduzimos que a função g que aparece na representação de 
Weierstrass dada por (15) e (16) de X satisfaz 
(18) lg(w)l < 1, Vw E B. 
35 
Além disso também podemos assumir Wo = O,X(w0) =O. Introduzindo as 
funções o-(w),r(w),w E B definidas por o-(w) '~- fow ~dh,r(w) '~ fow 2~dh 
podemos escrever as duas primeiras funções coordenadas de X ( w) como: 
x(w) ~ Re[cr(w) + r(w)] 
y(w) ~ Rei[r(w)- cr(w)]. 
E também de X* = lm J;::o 'lj!' (Ç)dÇ podemos escrever: 
x'(w) ~ Im[o-(w) + r(w)] 
y'(w) ~ Imi[r(w)- o-(w)]. 
Agora considere as projeções ortogonais no plano-xy, n( w) := .1:( w)+iy( w ), n* ( w) := 
x'(w) + iy'(w). Daí' 
o,-(w) ~ Reo-(w) + Rer(w) + iReir(w)- iReio-(w) ~ Reo-(w) + Rer(w)-
ilmr(w) + ilmrr(w) ~ f(w) + o-(w) 
o,-'(w) ~ Imr(w)+Imo-(w)+ifmir(w)+ifm[-io-(w)] ~ Imr(w)+Imo-(w)+ 
iRer(w)- iReo-(w) ~ i[f(w)- o-(w)]. 
Assim podemos escrever: 
1r=f+(7 
,.. ~ i(f- o-). 
Escolha dois pontos wr, w2 E B com w1 f W2 e defina Pr := 1r(wr),p2 = n(w2). 
Como D = 1r(B) é um domínio convexo no plano-xy, podemos conectar p1 e p2 
dentro de D por um segmento de reta l' [O, 1] ~ D tal que 1(0) ~ p1 , 1(1) ~ p2 • 
Então existe uma curva seccionalmente suave r; [0, lJ -+ B tal que l = 1T o f. 
Então podemos assumir lz'l ~ ]p2 - p1 ], onde p2 - p1 ~ 1(1) -1(0) ~ z' (t), 'lt E 
[O, 1]. 
Por outro lado I( t) ~ oc('y(t)) ~ f('j(t)) +o-('(( t)) ~ f0w Zg(~(t)) h' ('y(t) h' (t)dt-
fow g(,~t))h'('y(t))·y'(t)dt =? l'(t) ~ [,,1~ 1, 11 h'('y(t))·y'(t)- gbJti)h'('y(t))-y"(t)]~ ~ 
[ 
1 
1
h'(w)- g(:;)h'(w)] ·/(t). E portanto' 
2g(w w=1 (t) 
P2- PI ~ [, (1w1h'(w)- g(:;)h'(w)] ·y'(t). g W=")'(f) 
Agora vamos considerar o produto escalar S de dois vetores P2 ~ p 1 e 
i[1r'(w2)- ,-"(w1)] de R 2 . Defina 
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S :~< P2- P1, i[;o'(w,)- ;o'(wl)] >~< P2- p,,- f, (~dh + 2~dh) >,pois, 
- f, ( ~dh + 2~ dh J onde w, ~ '!(O), w2 ~ '/( 1). Como para quaisquer dois 
vetores w1, w2 E R 2 !'"V C temos< w1, w2 >= Re(w1tih) tomando w1 = 
P2- P1, Wz =- f7 (}dh + 219 dh) ==> W2 =-f"! (~dh + ,J9dh). E daí; 
S ~ Re { l,,(w1h'(w) - g~w) h' (w)L-r(t) ')i (t) I- f, (~dh + 2~dh J J} ~ 
f~ Re { I (~h' + ],h') o 'i] 1' (t) I (~h' - 2~ h')] 1' (I)} dt ~ 
f~ ~1'1' (t)l' [lg('Y(t))l'- lghftill' l dt. 
Então deduzimos de (18) que S < O. Além disso1 temos que p2 - p1 =I O 
pois X : B ---+ R 3 é um mergulho e gráfico, logo da definição de S obtemos 
1r*(wz) -7r*(w1) =I O para quaisquer par de pontos distintos w1, w2 E B e então 
concluímos que a superfície conjugada X* é um gráfico. 
• 
Observação 11 Similarmente pode-se provar que todas as superfícies associ-
adas X B ---t R 3 de uma superfície mínima mergulhada X : B ---+ R 3 são 
gráficos se X(B) puder ser representada como um gráfico sobre um domínio 
convexo no plano (DHKW}. 
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Capítulo 6 
O problema de Bjorling 
Dada uma faixa analítica real Sem R 3 , o problema de BjOrling consiste 
em encontrar uma superfície mínima X contendo esta faixa e seu interior. A 
solução deste problema permite um elegante método para gerar superfícies 
mínimas com interessantes propriedades geométricas. 
Vamos agora descrever o problema em detalhes. Consideremos uma faixa 
real analíticaS= {(c(t), n(t)); tE J} consistindo de uma curva real-analítica 
c: I -----t R 3 com C(t) #O (ou no mínimo C(t) =O somente em pontos isolados 
t E I ), e de um campo vetorial real-analítico n : I -----t R 3 ao ·longo de c, 
com ln(t)l - 1 e < C(t),n(t) >= O. Vamos assumir I intervalo aberto em 
R. O problema de Bjürling consiste em encontrar uma superfície mínima 
X : Q --1- R 3 , com I c fl tal que as seguintes condições sejam satisfeitas: 
i) X(u, O)~ c(u), 'lu E I 
ii) N(u,O) ~ n(u), 'lu E I, onde N é a normal de X, N' rl--> R 3 , 
6.1 Teorema 
Para toda faixa real~analítica prescritaS= {(c(t), n(t)); t E I} o correspon~ 
dente problema de Bjõrling tem exatamente uma solução X ( u, v) dada por: 
(1) X(u, v)~ Re { c(w)- if:O n(w) /1 dc(w)} ,w ~ u+ iv E rl,u0 E I, 
onde O é um domínio simplesmente conexo com I E O. 
Observação 12 A fórmula (1} significa o seguinte: Uma determinada ex-
tensão holomórfica c( u+iv) e n( u+iv) das funções reais anaHticas c( t), n(t), t E 
I para um domínio simplesmente conexo adequado O, com I E O determinam 
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a integral de linha 
f n(w) 1\ dc(w) ~f n(w) 1\ é(w)dw, 
onde C(w) é a derivada complexa da função holomórfica c(w). 
Demonstração do teorema 6.1 
i) unicidade: 
Suponha que X(u, v) é uma solução do problema de BjOrling definida em O 
e seja X* : O --+ R3 sua superfície conjugada com X*(u0 , O) = O, u0 E J. 
Então J(w) = X(u, v)+ iX*(u, v), w = u+ i v E D é uma curva isotrópica com 
X -R f X' -I f f' - x + ·x· - x ·x A N- x,Ax, ~ 
- e , - m. e - u z u - u -z v· gora como - jX,AXvl _____,... 
X v = N 1\ X.., e daí segue que j' =X..,- iN 1\ X..,. Como X(u, v) é solução 
temos/ (u) :~ / (u, O)~ c(u)- in(u) 1\ é(u), assim f(u) ~ c(u)- i J::, n(t) 1\ 
dc(t), 'tu E I. E da observaçào 12, f(w) ~ c(w)- if:O n(w) 1\ dc(w), 'ifw E D; 
desde que os dois lados sejam funções holomór.ficas de w. Assim, suponha 
X : n' ~R' outra solução do problema e /(w) ~ X(u, v)+ iX'(u, v), w ~ 
u+iv E 0'. Assim: 
X(u, O)~ c(u) ~ X(u, 0), 'tu E I, 
N(u, O)~ n(u) ~ N(u, 0), 'tu E I 
Além disso, f' ~X,- iN 1\X, =?f' (u) :~f' (u, O) ~ é(u)- in(u) 1\C(u), 'tu E 
I=? f'(w) ~ é(w) -in(w) 1\é(w), 'ifw E D'. Logo Re](w) ~ Ref(w), 'ifw E 
DnD', isto é, X(u,v) ~X(u,v), 'ifw~u+iv E DnD'. 
ii) Mostremos que (1) é de fato solução do problema de Bj6rling. Considere 
a curva holomórfica f : D ~ C3 definida por f(w) ~ c(w)- i f::;, n(w) 1\ 
dc(w), w E D. Para w E I, temos Rej' (w) ~ é(w), Imj' ~ -n(w) 1\ é(w). 
Como os vetores C( w) e C( w) 1\ n( w) são ortogonais entre si e têm o mesmo 
comprimento e J'(w) ~ c(w) -in(w) 1\é(w), então 'ifw E I< j' (w), J'(w) >~ 
fé(w)f 2 - fn(w) 1\ c(w)f 2 ~O, pois fn(w) 1\ é(w)f 2 ~ fn(w)f 2 fé(w)f'sin90 ~ 
fc(w)f 2; e portanto< j'(w),J'(w) >~ O, 'ifw E D. Daí f é isotrópica e 
X (u, v) ~ Ref(w), w ~ u+iv E n é uma superfície mínima. Como c(w), n(w), 
c(w) são reais para w E I, deduzimos que X(u, O)~ Ref(u) ~ c(u), 'tu E I. 
E X,(u, O)- iX,(u, O)~ f' (u) ~ c(u)- in(u) 1\ é(u), 'tu E I, e assim: 
X,(u, O)~ é(u), X,(u, O)~ n(u) 1\ é(u). 
Além disso temos X,(u, O) ~ N(u, O) 1\ X,(u, O) e < X,(u, O),X,(u, O) >~ 
O~< n(u),é(u) >, fN(u,O)f ~ fn(u)f ~ 1 E daí: 
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Xu(u, 0)1\X,(u, O)~-< n(u), i:(u) > i:(u)+ < i:(u), i:(u) > n(u) ~ li:(u)ln(u) 
'* IXu 1\ X,l ~ lc(u)l. E portanto 
N( O) _ X"(u,O)AX,(u,O) _ ( ) ~ E J u, - IX,(u,O)AX,(u,O)I - n U ' vU . 
6.2 Corolário: 
Seja X(u, v) uma solução do problema de Bjõrlíng dada por (1). Então: 
(2) X(u, -v)~ Re { c(w) +i J::;, n(w) 1\ dc(w)}, w ~ u + iv 
• 
é solução do problema de Bjõrlmg para a faixaS~ {(c(t),-n(t)),t E J}. 
Demonstração É claro que X(u,-v) = X(u,v) é uma superfície mínima. 
Além disso: 
- -
Fi(u, v)~ JC" 1\ JC" ~ X, 1\ X_, ~-X, 1\ X, ~ -N(u, v). 
IXu 1\ X, I IXu 1\ X_,l Xu 1\ X, 
Sendo X(u, v) solução do problema, X(u, v) ~ Re { c(w) -i J::; n(w) 1\ dc(w)} , 
w E il para a faixaS~ {(c(t), n(t)), tE I}. Entãc temos: 
E portanto: 
X(u, O)~ X(u, O)= c(u) 
Fi(u, O)~ -N(u, O)~ -n(u). 
X(u, v)= X(u, -v)= Re { c(w) +i 1~ n(w) 1\ dc(w)}, w E il 
é solução do problema de Bjorling para a faixaS= {(c(t), -n(t)), tE I}. • 
As fórmulas (1) e (2) implicam os dois princípios de simetria descobertos 
por H. A. Schwarz: 
6.3 Teorema 
7) Todo segmento de reta conüdo em uma superj{cie mlnima é um eixo de 
simetrw da superfície. 
ii) Se uma superjíc1:e mínima intercepta algum plano E perpendü:.ularmente, 
então E é um plano de simetria da superfície. 
Este teorema é uma consequência imediata do seguinte lema: 
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6.4 Lema 
Seja X(u,v) = (.r(u,v),y(u,v),z(u,v)),w = u + iv E íl um.a superfície 
mínima não-constante cujo domínio de definição r.! contém algum intervalo 
I que pertença a reta real. 
i) Se Vu E I os pontos X(u, O) estão contidos no eixo x então temos; 
x(u, ~v)= x(u, v) 
y(u, ~v)= ~y(u, v) 
z(u, ~1;) = ~z(u, v). 
ü) Se a curva Z::: = {X(u,O): u E J} está contida no plano-xy E, e se a 
superfície X intercepta E ortogonalmente em L então segue que 
x(u, ~v)= .r(u, v) 
y(u, ~v)= y(u,v) 
z(u, ~v)= ~z(u, v). 
Demonstração 
i) Sejam c(u) = X(u, 0), n(u) = N(u, 0), 'tu E I. Como X(u, O) está contido 
no eixo-x, 'tu E I, temos c(u) = (c1(u),O,O) e n(u) = (O,n2 (u),n,(u)) => 
n(u) A c(u) = (0, c1 (u)n.3 (u), ~c1 (u)n2 (u)). Então considerando X(u, v) 
Re { c(w) ~i fu~ n(w) A dc(w)}, Vw E íl, e 
X ( u, v) = X ( u, ~v) = Re {c( w) +i fu~ n( w) A de( w)} , Vw E íl' temos: 
X(u, O)= Re { (c1(u), O, O)~ i 1.: (0, c1(u)n.3 (u), ~c1 (u)n2 (u))du} 
X(u, O)= Re { (c1 (u), O, O)+ i ~u: (0, c1 (u)n3 (u), ~c1 (u)n2 (u))du}. 
Logo, 
Daí: 
X(u, v)= Re { (c1 (w), O, O)~ i 1~ (O, c1 (w)n3 (w), ~c1 (w)n2 (w))dw}, 
X(u, 10) = Re { (c1(w), O, O)+ i f (0, c1 (w)n3 (w), ~c1 (w)n2 (w))dw}. 
x(u, 1•) = Re(c1(w)) = .i:(u, v)= .r(u, ~v), 
y(u. v) = Re { ~z J,;'; c1 (w)n3 (w)dw} = ~Re { í J:O c1 (w)n3 (w)dw} = 
~y(u, 11) = ~y(u, ~v), 
z(u,v) = Re{ ~ifu~ ~c,(w)n,(w)dw} = 
~Re { ~if,: c,(w)nz(w)dw} = ~z(u,11) = ~z(u, ~v). 
ii) Se X intercepta E = {z = O} em c(u) = X(u, O) ortogonalmente e se 
n(u) = N(u,O) segue que c(u) = (c1(u),c,(u),O),n(u) = (n1(u),nz(u),O) de 
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onde n(u) 1\ i:(u) =(O, O, n1(u)c2(u)- i:1(u)n2(u)). E então: 
X(u,11) = Re { (c1(w), c,(w), O)- i J,;:(o, O, n1(w)c2(w)- c1(w)n2(w))dw}, 
X(u, v)= X(u, -v)= Re{(c1(w), c2(w), O)+ i J,;:(o, O,n1(w)c2(w)-
c1(w)n2(w))dw}. E assim: 
x(u, v)= x(u, v)= .r(u, -v) 
y(u, v)= y(u, v)= y(u, -v) 
z(u, v)= Re {-i J,;:(n 1(w)c,(w)- i\(w)n2(w))dw} = 
-Re {i J,::(n1 (w)c2(w)- c1(w)n2 (w))dw} = -z(u, v)= -z(u, -v). 
6.5 Lema 
• 
Seja X(w),w E !1, uma superfície regular de classe C3 (!1,R3 ) e seja c(t) = 
X(w(t)), tE I, alguma curva regular em X definida por alguma curva C3 1 w: 
I ---+ S1 em rl. Então vale: 
i) A curva c é uma geodésica e uma linha assú·'dótica se, e somente se, ela é 
um segmento de reta. 
ii) Seja c uma geodésica em X. Então c é uma lmha de curvatura se, e somente 
se, ela é uma curva plana. 
iii) Suponha que c está contida em um plano E. Então c é uma linha de 
curvatura em X se, e somente se, X intercepta E ao longo de c em um ângulo 
constante r.p. Além disso, se r.p = ~ então c é uma geodésica. 
Demonstração 
Seja c(t) = X(w(t)), tE I curva regular em X. Podemos asumir que t coincide 
com o parâmetro comprimento de arco s. Seja {t(s), S(s), ~(s)} um triedro 
móvel ao longo de c(s), consistindo do vetor tangente t(s) = é(s), do lado 
normal S(s), e da superfície normal !R(s) = N(w(s)). Considere o triedro de 
Frenet {t(s), n(s), b(s)) onde n(s) é o vetor normal a c(s) e b(s) = t(s) A n(s) 
o vetor binorrnal de c(s). De [DHKW] pág. 15 temos: 
(3) t' = K,S + Kn!R 
onde Kn = k cos (} é a curvatura normal de c e K9 = t-kserdJ é a curvatura 
geodésica de c, cosB =< n, ~>e t' = kn, onde k denota a curvatura da curva 
c. 
i) Suponha c uma geodésica e uma linha assintótica, isto é, K 9 (s) = O e 
Kn(s) =O. Então a relação (3) implica t(s) = cte, ou seja c(s) é um segmento 
de reta. Reciprocamente, se c( s) é um segmento de reta então t' ( s) = O e 
de (3) K,(s)S(s) + Kn(s)!R(s) = O, como !R(s) e S(s) são li's, K9 (s) = O e 
Kn ( s) O, ou seja, c é geodésica e uma linha assintótica. 
ii) Suponha c(s) uma geodésica, isto é, K,(s) =O ou n(s) = T!R(s). Então de 
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b = tl\n::::} b' = t' 1\n+t/\n' = knl\n+tl\n' = tl\n' deduzimos b' = tl\ffi'. Pro-
jetando !Jl' em {t, S, !ll} temos !Jl' ~< !Jl', t > t+ < !Jl', S > S+ < !Jl', !Jl > !Jl e 
como< !Jl,!Jl >~ 1 ~ 2 < !Jl',!Jl >~O. Daí !Jl' ~< !Jl',t > t+ < !Jl',S > S, 
isto é, iR' pertence ao plano gerado por t e S, que é o plano tangente. Logo 
podemos escrever !Jl' ~ '!ri+ '12S ~ b' ~ t 1\ (?1t + '12S) ~ 72 (t 1\ S). Mas 
s ~ !Jl/1 t ~ t (\ s ~ ti\ (!Jl!l t) ~ -(!Jl (\ t) (\ t ~ - [ < !Jl, t > t- < t, t > !ll] ~ !Jl. 
Logo b' ~ '12!Jl assim b'(s) =O? 12(s)- O, isto é !Jl'(s) ~ lr(s)t(s). Então 
concluímos que c( s) é curva plana se , e somente se c( s) é uma linha de cur-
vatura. 
iii) Introduza r.p(s) o ângulo entre o plano tangente da superfície em w = 
w(s) e o plano osculador da curva c, isto é, cosr.p =< ~' b >. Então temos 
%scosr.p =< 3!',b > + < iR,b' >. Suponha c está contido em um plano, ou 
seja, b' = O. Se c é uma linha de curvatura então pela proposição de Olinde 
Rodrigues (seção 1.9) -~' = kt onde k = k1 ou k2 . Então uma linha de cur-
vatura satisfaz d~cosr.p = -k < t, b >=O::::;.. tp(s) _ cte. 
Reciprocamente, suponha c urna curva planar com tp( s) = cte. Então b' ( s) = O 
e de ;Lcos>p ~< !Jl',b > + < !ll,b' >=O temos< !Jl'(s),b(s) >=O, ou seja, 
~~ (s) pertence ao plano gerado por t e n. Além disso, como !R' E Tw(s)X, 
temos 
( 4) !Jl' ~ ''111 + ,,s. 
Mas do feito anteriormente 
(5) !ll' (s) ~ lr(s)t(s) + 73(s)n(s). 
para uma função apropriada 'Y3(s). Então para todo valor admissível do 
parâmetros, pelo menos uma das duas relações são satisfeitas 'Yz(s) = 1'3(s) = 
O ou S(s) = n(s). Suponha que para algum valor admissível s0 a equação 
S(so) ~ n(so) é satisfeita. Então temos < !Jl(s0 ), b(so) >~ cte ~ b(so) ~ 
-±-!ll(s0 ), isto é >p(s0 ) ~O. Por outro lado >p(s) cte logo >p(s)- O~ b(s) = 
!Jl(s) ou b(s)- -!Jl(s). Agora por hipótese b'(s)- O, e assim !Jl'(s) =O. Logo 
de(4) e (5), 
O- -y1(s)t(s) +12(s)S(s) 
O= 'fr(s)t(s) + 'Ys(s)n(s). 
Subtraindo temos, '12 (s)S(s) -13 (s)n(s) ~ O e como S(s ), n(s) são li's devemos 
ter '!2 (s) ~ 13(s) ~ O. Então !Jl' ~ '!r(s)t(s), o que significa que c(s) é uma 
linha de curvatrna. 
Observação 13 Observe que o lema anterior depende basicamente de 
N(w(s)) = at(s). Assim as afirmações do lema continuam sendo válidas se 
considerarmos X superfície mínima não-constante com pontos de ramificação, 
e se c(t) for curva regular exceto para pontos isolados t E I; uma vez que N 
está bem definida nos pontos de ramificação. 
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6.6 Proposição: 
Se1a S ~ {(c(t), n(t)) : t E I} uma faixa real analítica cuja curva suporte 
c(t) t E I é um segmento de reta. Então 
X(u, v)~ Re { c(w)- ifu~ n(w) 1\ dc(w)}, w ~ u + iv, uo E I 
define uma superfície mínima onde c(u) = X(u, O) é uma geodésica. Além 
disso, c é também uma linha assintótica de X e a superfície normal N(u, v) 
de X coincide em I com n, isto é, N(u, O)~ n(u). 
Demonstração: Imediata, basta observar que do teorema 6.1, X(u, 1;) é 
solução do problema de BjOrling para a faixaS; então X(u,v) é uma su-
perfície mínima e c(u) ~ X(u, 0), n(u) ~ N(u, 0), 
\fu E I. Agora como c(t) é um segmento de reta, pelo lema 6.5)i) c(t) é uma 
geodésica e uma linha assintótica de X. 
• 
Considere a faixa real analítica S ~ { ( c(t), n( t)): t E I} cuja curva suporte 
c está contida em um plano E com vetor normal e satisfazendo < n(t), e >= 
cosrp, t E I para algum ângulo constante 9· Então (1) define uma superfície 
mínima X para a qual c é uma linha de curvatura contida no plano E que 
intercepta X em c sobre um ângulo constante <p. Reciprocamente, se c(t), t E I 
é uma curva regular real analítica contida em um plano E e se <p(t) é uma 
função real analítica, então 
(6) S ~ {(c(t), n(t));t E I}; n(t) :~ ecos<p(t) + é(t) 1\ 1,1; 11 sen<p(t), 
é uma faixa real analítica tal que n(t) intercepta E em pontos do suporte c(t) 
sobre o ângulo <p(t). Substituindo (6) em (1) e usando lema 6.5)iii) obtemos: 
6. 7 Proposição: 
Seja c(t), t E I alguma curva regular analítica real contida em um plano E 
com um vetor normal e, e seja r..p um ângulo constante. Então para w = 
u+weu0 El, 
(7) X(w) ~ Re { c(w)- ie 1\ [c(w) - c(u,)]cos<p - isen<p fu: < c(w), c(w) >l dwe} 
define uma superfície mínima contendo c(u) = X(u, O) como uma linha de 
curvatura planar. Além disso, X intercepta E ao longo de um ângulo constante 
r..p. Finalmente se l.fJ = ~ então c é uma geodésica planar de X. 
Demonstração 
Substituindo (6) em(!) temos: 
X(w) ~ Re { c(w) -i J::; ecos <p(w) 1\ dc(w) -i J::, c(w) 1\ e 1 ,1~ 11 sin<p(w) 1\ dc(w)} 
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'* X(w) ~ Re{ c(w) - ie A [c(w) - c(u0)] cos \"(w)-
i fu~ c( w) A e l'i~ll sin \"( w) A de( w)}. Agora, 
-i fu: c(w) A e 1 , 1~)l sinl"(w) A dc(w) ~ 
-i sin \" { 1;:: ( < c( w ), c( w) > 1 ,1~) 1 - < 1 ,1~ll, c( w) > c( w)) dw} ~ 
· Jw <é(w)é(w)> d · · Jw '( ) ·( ) 'd 
-zsen1.p uo . : ~e w = -zsmr.p u <c w ,c w >2 we. (<c(w),c(w)>) o 
E portanto; 
X ( w) ~ Re {c( w) - ie A [c( w) - c( u,)] cos \" - i sin \" J;:: < c( w), c( w) > ~ dwe} . 
Agora como c(t) está contida em um plano E, pelo lema 6.5)iii) c(t) é uma 
linha de curvatura, e além disso , se r.p = 1, c é uma geodésica planar. 
• 
Na proposição 6.7, escolhendo E como sendo o plano-xz, particularmente 
obtemos: 
6.8 Proposição 
Se c(t) ~ (Ç(t), O, ((t)), t E I é um.a curva real analítica contida no plano-
xz E, então X(u,v) ~ (Rel;(w),Imf0w{((w)'+((w)2 }~dw,Re((w)) define 
uma superfície mínima X que intercepta E perpendicularmente ao longo de c. 
Além disso, a curva c é uma linha de curvatura planar em X; de fato é uma 
geodésica planar. 
Demonstração 
Decorre da proposição anterior. De fato, tome e = (0, 1, O) normal ao plano 
E. De ( 7) temos: 
X(w) ~ Re{(Ç(w), O, Ç(w))- i(O, l, O) A [(Ç(w), O, Ç(w))-
(Ç(u0), O, Ç(u0))]cos\"- isenl"f0w < (ç' (w), O, ((w)), (((w), O, ((w)) >~ dwe}. 
Agora observe que< n(t), e>= O- costp =?- tp =% =? senrp = 1. Logo 
X(u, v) ~ ( ReÇ(w), Re (-i fow {ç'(w) 2 + ç'(w)2}~ dw) , ReÇ(w)) =? 
X(u, v)~ (ReÇ(w), Imf0w{ç' (w) 2 + ( (w) 2}~dw, ReÇ(w)). 
• 
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Capítulo 7 
Exemplos 
Neste capitulo iremos discutir alguns exemplos clássicos de superfícies 
mínimas. 
7.1 Catenóide e Helicóide 
A superfície mínima chamada catenóide recebe este nome por ser obtida 
pela rotação de uma certa catenária ao longo de algum eixo. Se escolhemos o 
eixo--z corno eixo de rotação, todos os catenóides são gerados pela rotação das 
catenárias 
(1) x = o:cosh ( z-:._zo); z E R, zo: a constantes arbdrárias e o: f O. 
7.2 Teorema: 
(Teorema de Meusnier [BC]) 
Qualquer superfície mínima de rotação em R 3 é, a menos de um movimento 
rígido, parte de um plano ou parte de um catenóide. 
Demonstração 
Por um movimento rígido, podemos supor que a superfície em R 3 é tal que seu 
eixo de rotação coincide com o eixo-x. A superfície será gerada pela rotação 
da curva a(t) ~ (x(t), y(t), 0), 
i) Se x(t) - c:te então a superfície é um plano perpendicular ao eixo-x. 
ii) Se x(t) f cte então :l t 0 tal que x' =1- O numa vizinhança de t0 . Pode-
mos representar a curva a: por (.r, y(.x), O) em uma vizinhança do ponto u(t0 ). 
A parte da superfície obtida pela rotação de o: pode ser parametrizada por 
X(x, v) ~ (x, y(.r.) cos(v), y(x) sin(v)), O< v < 27r. Usando que X é mínima 
~ H ~ O [M], e calculando H obtemos; 
H ~ O ~ -yy'' + 1 + y'' ~ O. 
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Resolvendo esta equação obtemos y = acosh (;; + b) ([BC] pág. 6). Logo 
a curva a= (x,acosh(~ + b),O) é uma catenária e logo X(x,v) descreve o 
catenóide. 
• 
Considerando a equação (1), podemos obter uma parametrização para o 
catenóide dada por: 
{ 
.r(u,v) = acoshucosv 
(2) y(u,v) _ -acoshusinv 
z(u,v)-au, com -oo<u<oo, 0Sv<2n, se zo=O 
Seja w = u + i v E C e considere as fórmulas 
cosh(u +i v) = cosh ucos~J +i sinh usin v 
sinh(u + iv) = sinhucosv + icoshusinv. 
Seja; 
f: C~ C 3 
w,......... f(w) = (acoshw,aisinhw,aw) (3) 
curva isotrópica. Então vemos que X(w) = Ref(w). 
Queremos encontrar a função de Weierstrass 8-(w) e a representação Y(w) 
dada no Cap. 5, seção 5.4; isto é: 
x =a+ Re ft(l- w2);}(w)dw 
y = Re 1," i(l + w2)\l'(w )dw 
z = Reft 2w;}(w)dw, com Y(w0 ) = Y(O)(=> x(O, O)= a, y(O, O)= 
z(O. O) = 0). 
Primeiro introduzamos uma nova variável w = e-w_ Seja r = lwl e () = 
argw, isto é, w = rei0 . Então logw = logr+i(} = loge-u-iv = -u-iv:::? -u = 
logre () = -v. Daí 
cosh u = ~(e-logr + elogr) = ![~+r]. 
cosv = cosB, sinv = -sinB. 
Então de (2) podemos escrever 
{ 
x = i U +r) cose = Re i (~ + w) 
(4) y=~U+r)sinB=Rei%(~-w) 
z =-o logr = -Re o logw, 
Então se escolhemos S'(w) = ~' w E C- {O} recaímos nestas equações 
para x, y, z. De fato: 
•.r = a + Re Jt (1 - w2) 2:_,~ dw = a + Re % Jt ( 1 - ,;2) dw = 
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a+ Re [%(w -1) +H~ -1)] = Re% (w + ~), 
•y = ReJti(l +w2) 2~~dw = Re -~a Jt (1 + w\) dw =Rei~ (t- w), 
•z = Re f( 2w'S(w )dw = Re Jt 2w ( ;;.,~) dw = Re ( -a[logw - log1]) = 
- Re alogw. 
Considerando a expressão 
f: c~ c3 (3) 
w ~ f(w) = (acoshw,aisinhw,aw) 
obtemos a superfície conjugada do catenóide X*(w) = Imf(w), que é dada 
por 
x*(u,v) = asinhusinv 
y~(u, v)= o:sinh ucosv 
z*(u, v)= av._ 
Ou ainda podemos escrever X'(u, v) = aY(v) + asinh uZ(v), onde Y(v) = 
(O~O,v),Z(v) = (sinv,cos'v,O). Isto é, X* é uma superfície regrada com o 
eixo-z como diretriz. Agora Vv E R, a curva X*(., v) é um segmento de reta 
que intercepta o eixo-z perpendicularmente. Se fixamos u -=f O, então X*(u, .) 
descreve a hélice de passo 211" I o: I· Esta hélice é o lado esquerdo do segmento 
para o: > O e o lado direito para a < O. Logo X* é o helicóide. Em outras 
palavras, a superfície conjugada do catenóide é o helicóide. 
7.3 Proposição:[BC] 
Qualquer superfície mínima regular regrada de R 3 é, a menos de um movi-
mento rígido, parte de um plano ou parte de um helicóide. 
Demonstração: 
Se X c R 3 é uma superfície regrada, então X pode ser representada local-
mente pela pararnetrização 
(5) X(s,t) = a(s) +tiJ(s), 
onde a( s) é uma curva regular, parametrizada pelo comprimento de arco s 
perpendicular as retas de X, e ;3( s) é um campo de vetores unitários ao longo 
de a(s) e na direção das retas que passam através de a(s). Além disso, pode-
mos assumir a e /3 curvas holomórficas. De (5) temos: 
X,= a' (s) + t,B' (s) 
X,= iJ(s) 
X, A X,= a'(t) A iJ(s) + t!)' (t) A iJ(s) 
IX, A X, I= E= )1 + 2t < a',iJ' > +t2 lil'l 2 , 
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Logo o campo de vetores unitário normal N ao longo de a(s) é dado por: 
a' 1\ (3 + t(J' 1\ (3 
N ~ ---r:~~=:=='~~c== 
yl + 2t < a',(J' > +t'](J']' 
Temos que X é mínima {:} H = e2+l = O[M}. Observe que Xu = O e 
Xss = o" + tj3". Logo H = O ::::;.. e =< N, Xss >= O. Logo vemos que X é 
mínima {::} 
(6) < (3' !1(3,(3'' > t 2 +[< (3' 1\(J,o." >+<a' 11(3,(3' >]t+ <a' 1\(J,a' >~O. 
Observando (6) vemos que o lado esquerdo é um polinômio na variável t, 
logo: 
(7) < a' 1\ (3, a' >~ O 
(8) < (3' 1\ (3, o' > + < o/ 1\ (3, (3' >~O 
(9) < (3' 11 (3, (3' >~ O. 
Segue de (7) que a" pertence ao plano gerado por a' e (3. Mas como a: 
é parametrizada pelo comprimento de arco então a: e a' são perpendiculares, 
logo 
(10) o' é paralelo a (3. 
Então < (3' 1\ (3, a' >~ O. Logo de (8) temos 
(11) <o' 1\ (3, (3' >~O. 
Assim de (9) e de (11) vemos que (3" pertence simultaneamente ao plano 
gerado por a' e (3 e ao plano gerado por (3' e (3. A interseção destes dois planos 
contém pelo menos o subespaço gerado pelo vetor .B. 
Se existe um ponto onde (3" não é paralelo a (3 então dentro de uma vi-
zinhança deste ponto esses dois planos coincidirão e ex' é paralelo a (3'. Como 
a: e ,8 são funções reais analíticas isto ocorre em todo lugar. Portanto temos 
que ((3 1\ a')' = j3' 1\ a' + (3 1\ a"' = O. Assim o plano gerado por j3 e a:' é 
constante. Logo T = O e portanto a: é uma curva plana e a superfície descrita 
por X é parte de um plano. 
Por outro lado se ;3" é paralelo a (3 em todo lugar e o/ e (3' não são paralelos 
num ponto, então isto ocorre nas vizinhanças deste ponto. Neste caso temos: 
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(12) a curvatura k e a torção T de a: são constantes. 
De fato) de k =< a:" 1 /3 > e de < o.' 1 (3 >= O:::}< o." 1 (3 >= - < o.', (3' > segue 
que±~;~(< a'-,(3 >)' ~ -(< a',(J' >)' ~- < a",(J' >- < a',(J" >~O; 
logo k é constante. 
Agora pelas fórmulas de Frenet b = o.' 1\ (3 :::}< b', (3 >=< o." 1\ (3, /3 > 
+ < a' 11 (3',(3 >~< a' 11 (3',(3 >, logo +-r ~< a' 11 (3',(3 > Portanto 
+ ~: =< o." 1\ (3', (3' > + < o.' 1\ (3' 1 (3' >= O. Ou seja, T é constante. 
Agora como ~ = cte B o.(s) é uma hélice ([K] pág. 75), a menos de 
um movimento rígido em R 3 , o.(s) pode ser representada pela parametrização 
o.(s) = (Acos as, Asin as, bs) onde A2a2+b2 = 1. Como /3 é paralelo a o." temos 
fJ(s) ~±(cosas, sinos, 0). Logo a(s)+t(J(s) ~ ((A+t) cosas, (A±t) sinas, bs), 
e fazendo u = A+t, ~J = s, obtemos X(u, v) = (ucos a v, usina v, bv). Assim X 
é parte de um helicóide. 
• 
Usando as equações diferenciais das linhas assintóticas e das linhas de 
curvatura descritas nas seções 1.11 e 1.8 respectivamente, vemos que para 
o catenóide as linhas assintóticas são dadas por a(t) ~ X(+v(t) + k(t),v(t)), 
e as linhas de curvatura por u = cte ou v = de, isto é, as linhas de curvatura 
são as curvas coordenadas. Logo pelo teorema 3.2, para o helicóide as linhas 
de curvatura são a(t) ~ X(+v(t) + k(t),v(t)) e suas linhas assintóticas são 
as curvas coordenadas. Um esboço das linhas assintóticas e das linhas de cur-
vatura pode ser visto nas Fig. 3 e Fig. 4, respectivamente. 
As superfícies associadas do catenóide são dadas por 
Z(w. e)~ Re { e-iB f(w)} ~ X(w) cose+ X'(w) sine, e E R, isto é; 
.T = O. cosh U COS V COS () + a: sinh U sin V sin () 
y = -o.coshusinvcosB+a:sinhucosvsinB 
::: = aucos B + o.v sinB. 
Observe que se()= O, Z(w,O) é o catenóide, e se B = ;, Z(w, ~) é o 
helicóide.l'm esboço destas superfícies é dado na fig. 5. 
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Fig 3: Ilustração das linhas 8,:)Sint,óllca::,( de vermelho) do 
catenóid<· e do helicóide. 
Fig. 4: Ilustração das linha:> de curvat.nra( de vermelho) do 
catPnóid<.· c do helicóide. 
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C'<\tC'noide ( O - O) 
o - 31!" 
- 10 
helicóide (O = ~) 
Fig. 5: Família de superfícies assoctadas ao catenóide. 
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7.4 A segunda superfície de Scherk 
Considere a superfície mínima Y ( w) definida por 
:r= a T Re ft'(l- ,_.})8'(-V)dw 
Y = Refti(l +u~2)8'(u.~)dw 
z = 1 + Reft 2w~(w)dw, com a função de vVeiertrass ~(w) = 
-(;;j13l. a, /3 E R ; a 2 + /32 #O. Daí podemos escrever: 
:r = a + Re -<a;im ft' (:!z - 1) dw = a + Re -(o;rOl (2 - ~ - w) = 
a + Re [ ~ ( ~ + u.~) - a + i(J - z ~ ( t + u.~)] = Re l ~ ( ~ + ...; ) - ~/3 - i~ ( ~ + ..; ) ~ 
y = Re [i-a;i/3 .ft (1 + ~) dw] = Re [ -o:r/3 Jt (1 + ~z) dw] = 
Re [ -n~-3 (w- ~)] 
z = "'( + Re( -a:+ i,B) Jt ~dw ="f + Re[( -a+ i/])(lnw)J . 
Agora se substituímos vJ = e-w. w = u. + w. as expressões antenores podem 
ser escritas como: 
:r= Re r 2(ew + e-w) + L3- i!i.(ew + e-w)] = Re[~ (eu(cos1· +i sin v) 
• 2 2 2 
+e- u(cos?·- isinv)) + i/3 - ii(eu.(cosv + isinv) + e-u.(cosz·- u:iinv))J 
a: cos ~~( e"+2e-") + ,8 sin 1'( e"-2e-") = a: cosv cosh u + ,8 sin v sinh u 
y = Re -o:;-3 ( e- w - ew) = Re -a:~-/3 (e-u( cos 1' - i sin v) - eu ( cos v + 
~ sin v)) = -a ( e-""2+e") sin 11 + (3 ( eu2e-u) cos v = -a cosh u sin v+ f3 sinh u cos v 
z = I'+Re(-a+iB)lne-w = "( + Re[(-a:+iB)(-u-·iv)] = "(+a:u+.Bv. 
Logo obtemos uma representação paramétrica de uma fanu1ia de snperfícies 
mínimas: 
X(u, v) = (a cos ·v cosh u+Bsin t• sinh u, -a cosh usin 7.'+{3 sinh ucos ?.o, !+a:u+.B1•). 
Para uma escolha fixa de ac, {3, "f denotaremos esta superfície por segunda 
superfície de Scherk. Desta família quando a = O ou B = O obtemos um 
helicóid€> c um catenóide. De fato podemos escrever X(w) usando as fórmulas: 
xcat(w) = (cosh u cosv,- cosh u~in v. u) para o catenóide. 
X hel ( w) = ( sinh u :;in 'V, sinh u cos v, v) para o helicóide. e escolhendo "'( = O, 
temos: 
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Também podemos escrever a = c cos (), {3 = c :sin B com c = J a2 f- JJ2, e daí 
segue que: 
X(w) = c[cos excat(w) 1 sinBXhet(w)]. 
Em outras palavras, a segunda superfície de Scherk nada mais é do C(ll€' uma 
superfície associada do catenóide (veja Fig 6). 
Fig 6: A segunda superfície de Scherk (superfície do tipo he-
licoidal) . 
7.5 A superfície de Catalan 
A superfície de Catalan é obtida resolvendo o problema de Bjorling para 
a faixa consistindo do ciclóide c(t) = (1 - cos t, O, t- sin t), t E R c de sua 
normal principal. 
De fato, c(t) = (1- cost,O,t- sint), tE R é uma curva regular ana!itica 
contida no plano-xz, então pela proposição 6.8. 
X(u,v) = (Re(l- cosw),ImJ;{(l- cosw) '2 + (w- sinw) '2}~dw, 
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Re(w- cosw)), w = u+ i11 E C 
define uma superfície mínima que intercepta palno-xz ao longo de c. Além 
disso. c(t) é uma linha de cun:atura e uma geodésica de X, t> o plano-xz é um 
plano de simetria de X. Mas: 
.r(u. 'l') = Re(l- cos w) = 1-Re ( e•u-v2e •u+v) = 1- Re~(e-t'(cos u+i sin u) + 
er( cos u-i sin u)) = 1 - Re ( cos u(e''-2e-') +i sin u( e-'2-e'·)) = 1 - cos u cosh r 
y(u.1') = Im J; {sin2 w ,- (1 - cosw)2} ~dw = Im .fow J 2(1- cosw)dw 
= 4 sin ~ sinh ~. 
z(·u, v) = Re(w - sin w) = u-Ree'"-"·~r"'"'" = u-Re(cosue-;iev +i sin u e-~~e" 
= u- Re(sinucoshv + icosu sinhv) =v- sinvcosh v. 
Logo a superfície de Catalan X pode ser escrita como 
X(u, v)= (1- cosv cosh v, 4sin ~ sinh ~~ u- sin u.cosh v). 
Daf temos Xu ( u. 'l') = (sin u cosh v, 2 cos ~ sinh ~. 1 - cos u cosh ·v) e assim 
X11 (u. v) = O =::} (u. v) = (27rk, 0), k E Z. Isto é os pontos de ramificação 
de X são da forma (27rk, 0) . k E Z. As imagens destes pontos são as cúspides 
do ciclóide c( u) = X ( u. O) = ( 1 - cos u. O. u- sin u). Veja uma ilustração destes 
pontos na Fig. 7. 
Considere a curva isotrópica f C ~ C 3 dada por 
fl w) = (1 - cosh(iu:). 4i cosb i~·, u· +i sinh(iw) ). ObserYe que f(w) pode ser 
escrita como: 
j(w) = (1- cos ucosh 1' +i sin usinh v, 4i(cos ~ cosh ~ - i sin ~ sinh ~). u +i v-
sin u cosh 'l' - i cos u sinh I'). 
E assim X ( u, v) = Ref ( w). Em outras palaVTas a superfície de Catalan pode 
ser escrita como X ( u, v) = Re.f ( w), e sua superfície conjugada tem a repre-
sentação: 
x·(u. v)= (sin usinh 1'. 4cos ~ cosh ~-v- cosusinh 1'). 
As superfícies associadas da superfície de Catalan são dadas por Z(w. 8) = 
Re{e-i8J(w)} = X (w)cos 8+X'"(·w) sine, ()E R: isto é: 
X = ( 1 - COS U COSh V) COS {) + sin U sinh V sin (), 
y = 4sin ~ sinh ~ cos () + 4cos ~ cosh ~ sin e. 
z = ( u - sin u cosh 'V) cos fJ + (v - cos u si oh v) sin e. 
Um esboço destas superfícies é dado na fig. 8. 
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'O I 
l 
Fig. 7: A superfície de Catalan é obtida como solução do problema 
de Bjorling para o ciclóide (de vermelho) e sua normal principal. Seu:s pontos 
de ramificação são as cúspides do ciclóide. 
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Pig. 8: família de superfícies associadas à sup<•rfície de Calalan. 
{B = O (Catalan), O - ~· (} - i, fJ = ~ }. 
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7.6 A superfície de Henneberg 
Resolvamos o problema de Bjoling para uma faixa real analítica {(c( f), n(t)); 
t E I} onde c(t) = (.r( i ), O, z(t)) = ( cosh 2t -1. O.- sinh f+~ sinh 3t)(c(t) é uma 
parametrização da parábola de ~eil),t E I e n seu vetor normal principal. Ob-
serve que c(t ) está contida no plano-xz, então pela proposição 6.8: X(u, v) = 
(Re(cosb 2w - 1). Im J0'{(cosh 2w- 1)'2 + (- sinh w + ~ sinh 3w)'2 } ~dw, 
Re(- sinh w + ~ sinh3w)) , w = u + iv E C, define uma superfícir mínima que 
é chamada de superfície de Henneberg; além disso c é linha de curYatura 
e geodésica de X, e o plano-xz é plano de simetria. Podemos escrever X ( ·u, v) 
da Sf'guinte forma: 
.r= Re(cosh2w- 1) = Re(-1 + cosh2ucos2v + zsinh2usin2v) = - 1 + 
cosh 2u cos 21· 
Agora usando as identidades: cosh 2t = 1 + 2 sinh2 t, ~ sinh 3t - sinh t = 
~ sinh3 t. obtemos: 
y = Im .Jàw { (2 sinh2 w)'2-r(1 sinh3 w)'2} 4dw = lm fow {( 4 sinh w cosh w)2+ 
(4sinh2 wcosh w) 2} ~dw = Im fow {16 sinh 2 w cosh2 w + 16 sinh4 w cosh2 w} ~dw 
= 31 sinh 3u sin 3v - sinh u sin v 
z = Re(- sinh w+ k sinh 3w) = Re(- sinh u cos v - i cosh u sin 'l'+ ~ sinh 3u 
cos 31 1 + t cosh 3'u sin 3v) = - ::;inh u cos v + ~ sinh 3u cos 3v. 
Logo a superfície de Henneberg pode ser escrita como: 
x = - 1 + cosh 2u.cos 2v 
y =- sinh usin v- ~ sinh 3usin 3'u 
z = - sinh u cos t· + l sinh 3u cos 3v. 
Por outro lado considerando a curva isotrópica f(w) = ( - 1 + cosh 2w, 
i cosh w+~ cosh 3w.- sinh w+~ sinh 3u.:) = ( - 1+cosh 2u cos 2v4-i sinh 2usin 2-v 
• -z cosh tt c os t: - sinh u sin v , i cosh 3u c os 3u - ~ sinh 3u sin 3 v. - sinb u c os v -
i cosh u sin v + ~ sinh 3u cos 3v + ~ cosh 3u sin 3v) . vemos que a superfície dE' 
H~nneberg é X(u. 1•) = Ref(w). e sua superfície conjugada X" tem a forma: 
.r .. = sinh 2u sin 2tr 
y~ = cosh u cos 7' + ã cosh 3u cos 3v 
z" = - cosh u sin 7', ~ cosh 3usin31·. 
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Ag<?rtt Xu.('l.t.1 v) ~ (2 sinh 2u coi'! 2'1J 1 = ço~h-l.t. ~i,g ·u- çqsh 3u sin 3v, = cosh 'l.b ç<;>s v:f' 
co~h3ucos3v). E de Xu(u,v) =O temos que (u,v) = (0, k;),k E Z fornecem 
os pontos de ramificação de X, e logo de X*. A curva: 
X*(O, v) = (0, ~cos3v, = ~ sin3 v) ê um ãst€róidê 110 plãn<J=Y~ Q<Jilé:t~tand<J 0§ qua-= 
tro pontos de ramificação da superfície conjugada à super±Icie de Henneberg 
para O < v :::; 2-rr. Veja ilustração na Fig. 10. 
Por outro lado, X(O,v) = (-1 + cos2v,O,O) é um segmento de reta, logo 
pelo lema 6.5 é uma geodésica e uma linha assintótica, e pelo teorema 6.3 é uma 
linha de simetria de X. Além disso os pontos finais de X(O, v) são dois pontos 
de ramificação de X. O segmento de reta X* ('u, O) = (0, ~cosh3u, O) = eixo-y é 
uma linha de simetria de X*, e também uma linha assintótica e uma geodésica. 
Veja ilustração Fig. 11 . 
A família das superfícies associadas à sul?erfície de Henneberg é dada por: 
X = ( - 1 + cosh2·u COS 2v) COSe+ sinh2usin 2'1J sin e, 
y = (- sinh 'U sin v - i sinh 3·u sin 3v) cose+ ( cosh u cos v+ i cosh3u cos 3v) sin e, 
z = (- sinh u cos v+ t sinh 3u cos 3v) cos (}+ (- cosh u sin v+ t cosh 3·u sin 3v) sin (}. 
Um esboço da superfície de Henneberg e suas superfícies associadas é dado nas 
figuras 12 e 13. 
Fig. 9: A superfície de Henneberg é obtida como solução do prob-
lema de Bjorling para a parábola de Neil (de vermelho) e de sua normal prin-
cipal. 
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Fig.lO. Ilustração das linhas de simetria (de vermelho) para a 
:mperfície de Henneberg (O ~v S ~' u ~ 13 ~o i) e para sua superfície conjugada 
(O~ v~ 1r, u < 13 :O[), respectivamente. 
Fig ll: ilustração da superfície conjugada da superficie de Hen-
neberg para O ~v~ 27r Os quatro pontos de ramificação de x• são conecta-
dos pelo asteróide (de vermelho). 
60 
Fig. 12: Parte da superfície de Henneberg e suas associadas 
correspondendo a variação O $ 'LL $ ~ e O 5 v $ 7r. 
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Fig. 13: Parte da superfície de Henneberg e suas associadas 
correspondendo a variação 'U::; [1r[ e v::; [2[. 
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