[1] Predicting accurate ground motion is critical for earthquake hazard analysis, particularly in situations where sedimentary basins trap and amplify seismic waves. We exploit the information carried by the ambient seismic field to extract surface-wave Green's functions between seismic stations and to predict long-period ground motion from earthquakes. To do so, we modify the surface impulse response to correct for the source depth and for the double-couple focal mechanism. These corrections are derived under the assumption that material properties in the immediate vicinity of the source depend only on depth. Using this local 1-D assumption, we solve the surface-wave eigenproblem and compute the fundamental-mode displacement eigenfunctions to express the surface-wave excitation at the source. We validate this technique, which we call the virtual earthquake approach, by comparing computed seismograms with earthquake waveforms from four moderate earthquakes that occur near broadband stations in southern California. The depth and mechanism corrections show clear improvements of the predicted ground motion relative to the surface impulse response.
Introduction
[2] Ground motion prediction is a central component of seismic hazard analysis. Until recently, it has been based primarily on ground motion prediction equations, which are regressions of observed ground motion intensity measurements [Abrahamson and Shedlock, 1997; Toro et al., 1997] against source, path, and site descriptions. Those empirical equations suffer from a shortage of data for large seismic events at short distances and only account for wave propagation effects, such as amplification in sedimentary basins, approximately, if at all. Simulations of earthquake rupture and the resulting ground motion have the potential to overcome the lack of data and to properly model wave propagation in basins, so seismologists are increasingly turning to such physics-based methods [Olsen et al., 2006 [Olsen et al., , 2009 for ground motion prediction. If such simulations are to be trusted, however, their accuracy must be established [Hartzell et al., 2011] . Three main sources of uncertainty need to be addressed: the earthquake rupture process, wave propagation in a complex three-dimensional Earth, and nonlinear site effects. We focus this study on the linear wave propagation, or path effects, and only consider moderate-sized earthquakes, for which a simple source description suffices.
[3] New opportunities in seismology have emerged over the past decade through analysis of the ambient seismic field. This so-called "seismic noise" includes a coherent part that can be extracted through careful time-series analysis. The coherent signal between two stations directly relates to the Green's function, or impulse response function (IRF), from one station to another. The exact IRF between a pair of stations is recoverable by cross-correlating simultaneous time series and stacking (averaging) over time. The ambient noise IRFs (ANIRFs) are dominated by surface-wave fundamental modes at the microseismic period band of 5-20 s [Tanimoto and Alvizuri, 2006; Koper et al., 2011] , although several studies [Brooks et al., 2009; Nishida et al., 2008] found higher modes at shorter periods.
[4] To date, ambient noise Green's functions have been used primarily to estimate the velocity structure from Rayleigh-wave [Shapiro and Campillo, 2004; Shapiro et al., 2005; Sabra et al., 2005; Bensen et al., 2007] and Lovewave [Lin et al., 2008] arrival time measurements. For these applications, it is sufficient to extract arrival time information, and the amplitude of the signal need not be preserved. To estimate ground motion, however, we need to capture both elastic (focusing and de-focusing) and inelastic (attenuation) propagation effects that affect wave amplitudes. Validity and accuracy of the amplitudes and dispersion measurements for non-uniform source distribution are highly debated. Extensive analytical work [Cupillard et al., 2011; Tsai, 2011] has attempted to express the empirical cross-correlation technique to show the effect of the noise source distribution on the amplitude measurements. We address numerically this concern in a recent study (Lawrence, J. F., et al., A numeric evaluation of attenuation from ambient noise correlation functions, submitted to the Journal of Geophysical Research, 2013) , in which we show that we retrieve accurate amplitude and velocity measurements with the coherence technique for diverse noise source distribution scenarios. Although the noise sources consistently originate from the Pacific coast [Stehly et al., 2006] in the period band of 5-10 s, Prieto and Beroza [2008] use deconvolution of the ambient seismic field without pre-processing and show that the relative amplitude of the ANIRF is preserved and exhibits similar propagation effects to those observed in records of a moderate earthquake. Prieto et al. [2009] and Lawrence and Prieto [2011] further show that surfacewave attenuation measured from the raw ambient seismic field using the SPatial AutoCorrelation (SPAC) method is consistent with previous studies that use surface waves from earthquakes.
[5] Figure 1 shows schematically the steps we undertake to obtain a realistic displacement response to a buried double-couple source. The ANIRF is the surface-wave response of the Earth for a virtual source (a point force) at the surface (station-source) and recorded at the surface (station-receiver). Because the point force and recorded displacement are both three-component vectors, the ANIRF is a rank two tensor with nine components. We compute the nine components of the ANIR tensor following Prieto and Beroza [2008] (Figure 1(a) ) and show in the first section that we retrieve reliable propagation information with the ambient noise surface-impulse response. The source depth strongly affects the fundamental mode excitation at short periods, especially for complex velocity structures, such as in southern California, and we must account for that. However, the impulse responses obtained from the ambient noise, which account for the complex 3-D wave propagation, restrict the surface-wave excitation to be at the surface. If we describe the medium surrounding the source to be locally 1-D, we can express the excitation as solution of the surface-wave eigenproblem. In the second section (Figure 1(b) ), we use the Generalized Eigenproblem Spectral Collocation (GESC) method [Denolle et al., 2012] to solve the surface-wave eigenproblem by assuming locally a 1-D medium at the virtual source. We use the displacement eigenfunctions to correct the ANIRF and simulate the response of the Earth to a buried point force. In the following section (Figure 1 (c) ), we account for radiation pattern effects due to a double couple at depth.
[6] We compare the predicted surface-wave ground motion from the depth-and source-corrected ANIRFs, referred to as "virtual earthquakes," with records from moderate earthquakes, which we treat as point sources at the wavelengths/periods of interest. We choose four events that occurred close to permanent broadband seismic stations in southern California to validate the approach: the 2009 M 4.5 San Bernardino, 2008 M 5.1 Hector Road, 2008 M 5.4 Chino Hills, and 2011 .2 San Fernando earthquakes. By validating the virtual earthquakes against data, we demonstrate that it should be possible to simulate long-period ground motion from larger earthquakes with this approximation. [7] Extracting the Green's function from the ambient seismic field is now common practice in seismology. [Hauksson et al., 2012] The cross-correlation function of simultaneously recorded ambient noise records is, under the assumption of homogeneous distribution of noise sources, proportional to the Green's function [Lobkis and Weaver, 2001; Weaver and Lobkis, 2006; Snieder, 2004; Sánchez-Sesma and Campillo, 2006] . To improve the distribution of noise sources, we estimate the impulse response from multiple time windows of the ambient seismic field and then stack the result from many windows that span a long period of time. There are numerous processing techniques to minimize the contribution from unwanted sources and to improve the convergence to the Green's function: e.g., sign-bit normalization [Campillo and Paul, 2003; Shapiro and Campillo, 2004] or pre-whitening [Bensen et al., 2007] . These methods have shown great efficiency in providing stable results in arrival time and dispersion measurements, but they have the disadvantage of diminishing relative amplitude information.
Impulse Response Functions
[8] We use the raw ambient seismic field to compute the IRFs for 1 year of continuous data (during 2010-2011) from the Southern California Seismic Network and ANZA seismic network. We select 1 h long time series, and discard the ones with spikes larger than 10 times the standard deviation of the window, and compute the frequency domain IRF [Prieto et al., 2009] .
[9] Stehly et al. [2006] showed that noise sources in southern California vary annually but mainly originate form Figure 3. DD impulse responses compared with earthquake observations. We show in (a) the earthquake locations and mechanisms, the virtual sources, and the receiver locations. We show in (b)-(e) the vertical-to-vertical ANIRFs (in blue) against the displacements earthquake waveforms (in red), band-passed 4-10 s, for Chino Hills, Hector Road, San Fernando, and San Bernardino earthquakes, respectively. the oceans. We use the technique of Seats et al. [2011] to improve the apparent azimuthal distribution of the noise sources, which accelerates convergence to the Green's function. We divide the day-long records into 70 time windows of 30 min duration, overlapped by 20 min.
[10] In the context of predicting ground motion, we define the ANIR tensor to be proportional to the surface-wave Green tensor G(x, x 0 , t), up to a normalization factor that is common to all receivers. The Green tensor component
is the ith component of displacement at receiver position x and time t by a unit impulse in the jth direction applied at source position x 0 and time t = 0. The Fourier transform of G(x, x 0 , t) is O G(x, x 0 , !); a similar notation applies to other fields throughout this manuscript. For each station pair (A,B), we compute the ANIR tensor component averaged over many time windows:
where A is the virtual source (seismic station), B is the receiver (seismic station), and !) are their respective noise displacement spectra. The operator h i denotes stacking over time windows, and { } denotes smoothing over the virtual source spectrum (10-points running average) to ensure stability in the deconvolution. Along with the smoothing operation, we apply a water level if necessary to avoid singularities in the deconvolution.
[11] To extract both Rayleigh and Love waves, we rotate the tensor from the coordinate system North-East-Down (NED) to Radial-Transverse-Down (RTD). The vertical component D is positive downward, and the horizontal rotation is shown for the radial and transverse components, respectively, R and T in Figure 2 .
[12] We compute the nine components of the Green's tensor, given the three channels at each station. We make the assumption that the Rayleigh waves are fully described in the radial and vertical planes (on the tensor components RR, RD, DR, and DD) and that the Love waves are on the transverse components only (TT). This is an approximation since we ignore off-great-circle propagation and any Love-to-Rayleigh wave conversion (and vice versa), surface wave-to-body wave conversion from complex 3-D structure [Gregersen, 1978; Yoshida, 2003; Langston et al., 2009] , or anisotropy [Yao et al., 2011] . These effects may be present in the Green's function, but we do not correct for them in the excitation nor in the recording at the specific locations. In southern California, we see some leakage of energy on the cross-terms DT, TD, RT, and TR in the period band 4-10 s. Although this is not the focus of our study, it is a useful observation that could be used to constrain crustal structure.
[13] Once we account for the common proportionality factor between the Green's function and the ANIRF, we use the superscript AN to refer to the ANIR tensor G AN and we
AN refers specifically to the Green tensor between two surface locations. We exploit the causal and anti-causal symmetry of the Green's function [Snieder, 2004; Bensen et al., 2007] by averaging the causal and anti-causal time series.
[14] To verify that we retrieve correct path effects from the ANIR tensor, we compute the impulse responses from the stations closest to the four epicenters, or virtual sources: CHN for Chino Hills, HEC for Hector Road, LFP for San Fernando, and CLT for San Bernardino (Table 1) . First, we compare the vertical-to-vertical impulse responses with the vertical displacement earthquake records, band-passed 4-10 s. We calibrate the ANIRFs to the observed displacement amplitudes using a normalization factor (peak displacement amplitude) common to all stations pairs that accounts for the strength of the coherent signal traveling from the virtual source.
[15] We correct the ANIRF for the distance between the station source and the estimated epicenters, listed in Table 1 , by using the phase velocity dispersion curve computed from GESC at the virtual source location. (13) and (15) are shown in polar plots and their azimuth and period dependence using the four earthquake moment tensors listed in Table 2 . For each polar representation, the maximum amplitude is shown at azimuth 15 ı . We impose a flat response of the moment-rate function at those periods.
[16] In Figure 3 , we show the similarity between the observed records and the vertical-to-vertical component of the ANIR tensor only. The horizontal components reveal similar results. By rotating the Green tensor into the RTD coordinate system, we align the orientation of the coordinate system into the maximum of the single-force radiation lobes. We therefore expect some misfit between the earthquake records that include the dislocation source mechanism radiation and the impulse responses. However, in the 4-10 s period band, we see a reasonable match of the amplitudes between both waveforms for the specific examples shown in Figure 3 . This implies that the impulse responses capture, to first order, the path effects from the virtual source as found by Prieto and Beroza [2008] . Figures 3(b) -3(e) illustrate the power of using the ANIRFs as a tool for ground motion prediction. The geometrical decay clearly dominates the surface-wave amplitudes; however, for receivers located in the Los Angeles Basin, the ANIRFs also capture the observed local surface-wave amplification (stations RIO in Figure 3 (d) and OLI in Figure 3 (e)) and extended duration.
[17] Surface-wave excitation depends on the complexity of the velocity structure and is strongly frequency dependent. A source at the surface will more efficiently excite short-period waves than a buried source. Therefore, for a better representation of earthquake ground motion, we have to correct the ANIRF for the effect of depth on the surface-wave excitation.
Correction for Source Depth
[18] In this section, we focus on the fundamental surfacewave modes and assume that the medium surrounding the source can be approximated by a 1-D vertical structure. We express the surface-wave part of Green tensor in the RTD system as the contribution of both Rayleigh and Love waves:
[19] We use the convention of Aki and Richards [2002] and derive the source-depth dependence of the Green tensor in cylindrical coordinates. For a surface receiver located at x and a source located at x 0 , we define horizontal distance between the source and receiver r, azimuthal angle , and source depth h. To simplify the notation, we suppress explicit !-dependence while retaining the source-depth dependence h. The Love-wave Green tensor is naturally expressed in the frequency domain as
where l 1 (z) is the Love-wave displacement eigenfunction at depth z, c L the phase velocity, U L the group velocity, k L the wave number, and I 1 = 1/2
1 (z)dz the first energy integral. The Rayleigh-wave Green tensor is
with similar notation as in the Love case; the Rayleighwave group velocity, phase velocity, and wave numbers have the subscript R and I 1 = 1/2
2 (z) dz. The horizontal and vertical displacement eigenfunctions, respectively, r 1 (z) and r 2 (z), are frequency and depth dependent.
[20] We note from (3) that
[21] For Love waves, (5) shows a linear relationship between the Green tensor component for a source at depth and the Green tensor component for a source at the surface. The correction factor is the ratio of the displacement eigenfunctions taken at the source depth and surface. The ambient noise Green tensor G AN contains the information on the surface-wave 3-D propagation in the true complex crustal structure. We replace G TT (0) 
[22] This relation is always stable, in the sense that division by zero or nearly zero is avoided, because the Love-wave displacement eigenfunctions are nonzero at the surface.
[23] For the Rayleigh-wave components of the Green tensor, we have analogous expressions:
[24] These relationships are stable in most cases for similar reasons. Tanimoto and Rivera [2005] and Denolle et al. [2012] , however, highlight changes from the usual retrograde to prograde Rayleigh-wave particle motion at the free surface for certain velocity models and frequencies. In such cases, the r 2 (0) can be small (or even zero) and this correction becomes ill-conditioned. We use the Southern California Earthquake Center Community Velocity Model Version 4.0 (CVM4.0) [Magistrale et al., 2000 ] for which we do not see such changes in particle motion at the frequencies of interest.
[25] We extract from CVM4.0 the velocity profiles at the four seismic stations closest to the epicenters and represent them in Figure 4 (a). Table 1 contains the locations of the earthquake hypocenters [Hauksson et al., 2012] with their respective virtual source (seismic station) name and location. LFP, CHN, and CLT are located in sedimentary basins, which involve strong velocity gradients at shallow depth. HEC is located in the Mojave Desert and presents characteristics of the shallow crust that are closer to bedrock. The Hector Road event occurred shallow ( 5 km) on a strikeslip fault that accommodates part of the distributed rightlateral motion of the Eastern California Shear Zone [Savage et al., 2001] . The Chino Hills earthquake occurred on the blind thrust underlying the sedimentary basin [Hauksson et al., 2008] at greater depth ( 15 km), whereas the San Bernardino earthquake, with similar depth, is near the deepest part of the San Andreas Fault system. The 2011 San Fernando earthquake occurred at 7.3 km near the location of the 1994 M 6.7 Northridge earthquake.
[26] We represent in Figure 4 the source-depth correction to the Green tensor in the 1-D approximation. The dominant pattern of this correction (right panel of Figure 4 ) is the filtering of the high frequencies for sources at depth. For the radial components, the second feature to note is the change of sign in the spectral correction related to the frequencydependent zero crossing of the radial eigenfunction at depth.
Radiation Pattern Correction
[27] We write the surface-wave displacements, O u i , at x generated by a point source described by the moment tensor O M at the source located at x 0 as
[28] Assuming that O G can be expressed in the form given in equations (2)- (4), we follow Aki and Richards [2002] , assuming that the largest contributions are from depth derivatives of the eigenfunctions and the horizontal derivatives of exp(ikr). We rotate the coordinate system from NED to RTD and, under the approximation described earlier, simplify the horizontal partial derivatives to
[29] For Love waves, we expand (9) using the depthcorrected Green tensor O G(h) and approximate
[30] From (3), we see that
[31] And approximating [32] In a similar manner, one can show that for Rayleigh waves,
[33] For Rayleigh waves, the conditioning of the correction strongly depends on the particle motion at the surface. The vertical displacement eigenfunction r 2 (0) becomes zero when particle motion changes from retrograde to prograde (and vice versa). Those changes introduce singularities in the conversion that we do not encounter for the frequencies of interest when using CVM4.0.
[34] We see that (13)- (15) relate the ANIR tensor components to the earthquake displacements with three main factors depending on the vertical, radial or transverse components. We represent their absolute values at given periods (5, 7, and 10 s) in Figure 5 and their variations with respect to azimuth and frequency of the source-depth and doublecouple correction with a flat moment-rate function spectrum. The effect of the source depth is clearly expressed because buried sources excite short-period surface waves less efficiently than shallower sources. The other main feature illustrated in Figure 5 is the presence of four lobes at the transverse and vertical components for the pure strike-slip events (Hector Road and San Bernardino).
[35] As mentioned earlier, the 2008 M 5.1 Hector Road earthquake occurred in the Eastern California Shear Zone and the moment tensor solution exhibits almost pure strikeslip (Figure 3(a) (Figure 3(a) ). The 2011 M 4.2 San Fernando earthquake mechanism is almost almost pure reverse faulting. 
Source Duration
[36] In this study, we choose earthquakes of moderate magnitude so that finite-fault effects are minor at the periods of interest. There is a trade-off, however, because we require adequate signal-to-noise ratio at longer periods. Earthquakes in the range of M 4.5-5.5 provide a good balance between these two considerations. We account for the finite duration of the event with an assumed pulse width for the moment-rate function. The duration T of the pulse is controlled by the corner frequency such that T = 1/2f c . We estimate the corner frequency of the events based on Hanks and Thatcher [1972] with an assumed stress drop = 3 MPa, the observed seismic moment, M 0 , and shear velocity = 3 km/s:
[37] We list each earthquake corner frequency in Table 2 . In the far-field approximation, the displacement field is proportional to the moment-rate function. We use a parabolic moment-rate function [Herrmann, 1978] with the Fourier spectrum
where the moment-rate function Figure 6. [38] We have shown how to incorporate the effects of more realistic source parameters in the ANIRFs to produce far-field surface-wave seismograms for a buried doublecouple source that can be directly compared with earthquake observations. Once we account for the source depth, doublecouple mechanism, and finite duration of the moment-rate pulse, we have constructed the virtual earthquake. To validate what we refer to as the Virtual Earthquake Approach (VEA), we compare the virtual earthquake seismograms with the earthquake records, between 4 and 10 s period. Figure 7 . The bottom panels show the correlation between the VEA and the earthquake waveforms at all three components D (d), R (e), and T (f).
Validating the Virtual Earthquake Approach With Seismic Observations
[39] The epicenters are not exactly collocated with the station source (Table 1) ; the distance between these and the seismic stations varies between 3 and 8 km. We combine the estimated surface-wave dispersion information, taken at the virtual source, and the difference between epicenterreceiver and virtual source-receiver locations to account for the expected time shift. For the earthquakes considered, this correction is as large as 3 s, which is significant over the period band of interest.
[40] In making this comparison, we need to account for several sources of uncertainty in our system. First, we approximate the moment-rate pulse width based on an assumed corner frequency, which we calculate for constant stress drop of 3 MPa despite its expected strong variability [Baltay et al., 2011] . Depending on the seismic moment and stress drop, the time delay due to the finite width of the pulse ranges between 0.3 and 1 s. This particular source of uncertainty will be consistent over the entire seismic network. Second, we use the surface-wave eigenfunctions for a 1-D velocity profile at the station source. By comparing velocity profiles from CVM4.0 at the epicenter and station-source locations, we find variations in phase velocity that lead to variations in the phase shift of at most 2-3 s for stronger variations in the velocity structure. Finally, we allow for arrival time uncertainty of 0.2 s due to the SCSN hypocenter location uncertainties. We combine the possible effects of all these uncertainties by allowing a conservative free phase shift of 1.5 s to maximize the correlation between the virtual and real earthquake waveforms. To isolate the changes in the waveforms only due to the VEA, we also correct the initial IRFs in the same way by allowing the station source and the epicenter the same 1.5 s shift. [41] For each earthquake and each component, we calibrate the ANIR tensor and VEA waveform amplitudes with the earthquake records by taking the peak displacement amplitudes (between 4 and 10 s), averaged over all the station pairs. To first order, this normalization accounts for the difference in strength of coherence between the virtual source and receivers.
[42] We show in Figures 7-10 comparisons between the earthquake displacement waveforms, the initial impulse responses (diagonal terms of the Green tensor), and the displacements calculated with the VEA, all band-passed from 4-10 s. The VEA waveforms show a much better fit to the earthquake records for all three components for most of the stations. The initial IRFs show strong similarity with the waveforms, both in phase and amplitude, for the San Bernardino and San Fernando earthquakes. This occurs because the diagonal terms significantly dominate the response to the buried double couple for these two examples. We find greater improvement for the Hector Road and Chino Hills events, where the diagonal terms do not dominate.
[43] To evaluate the waveform fit, we calculate the normalized correlation coefficient (CC) for each component and at each station, between the ambient-noise-derived responses u and the earthquake records v. We compute this coefficient on a variable time window that contains most of the surface-wave energy. We calculate the cumulative energy (in the root mean square sense) of the waveform and select the time window that contains between 1% of the energy and 90%. We index those, 
[44] For each earthquake (Figures 11-14) , we show a map view of the CCs across southern California. For the smaller earthquakes (San Bernardino in Figure 13 and San Fernando in Figure 10 ), the correlation is initially high on all three components, as explained earlier, validating again the use of the ambient seismic field for ground motion prediction. For these earthquakes, the conversion between surface-impulse response to buried dislocation preserves the goodness of fit between the observed data and the ANIRFs. For Hector Road ( Figure 11 ) and Chino Hills (Figure 12 ) events, there is no obvious correlation between the diagonal terms of the ANIR tensor and the observed waveforms. The VEA clearly improves the accuracy of the predicted ground motion relative to the ambient noise surface-impulse responses. Apart from isolated cases, all the correlations between the new waveforms and the earthquake records are positive at most stations and components.
[45] We can represent the CCs distribution in another, more quantitative way. In Figures 15-18 , we show the distribution of the CC values. The top panels describe the ranges of CCs for all four earthquakes between the diagonal terms of the Green tensor and the observed waveforms. We find positive correlations for the San Fernando and San Bernardino events and the missing radiation pattern for the Hector Road and Chino Hills events. The bottom panels show the results of applying our technique to the ANIRFs, and the overall improvement. We confirm that the VEA waveforms show overall a good match in the phase of the observed records. [46] For a better understanding of the accuracy of the VEA-predicted amplitudes, we show in Figure 19 peak amplitudes for the ANIRF, the virtual and real earthquake waveforms for the four events. There is a good match between the observed and predicted amplitudes, both for the impulse responses and the VEA waveforms. We estimate the best fitting linear trend, using L 1 norm minimization between the predicted and observed peak amplitudes. The slopes, indicated in Figure 19 , are close to one for all cases. Despite the scatter in the amplitude, the standard deviation around the ideal fit is reduced with the Virtual Earthquake Approach. This clearly shows, again, that the VEA predicts, along with the correct phase, reliable amplitudes.
[47] There are several explanations for the isolated cases where we do not see a good match between observed and predicted displacements. Even though we retrieve the 3-D path effects from the ambient noise Green's functions, the 1-D approximation at the source ignores potential coupling between Love and Rayleigh waves that would occur locally for highly heterogenous media. Moreover, the accuracy of the velocity profiles extracted at the virtual source locations is somewhat uncertain. Local noise may affect certain components of the ANIR tensor and hence the overall accuracy of the resulting VEA displacements. Finally, we used a far-field approximation for the expression of the surface-wave displacement, and this method requires modification for receivers within a wavelength of the epicenters.
In parallel to Figure 3 , the summary Figure 20 demonstrates the potential of the VEA for ground motion prediction. [48] We have shown that the virtual earthquake approach can successfully predict ground motion for moderate magnitude earthquakes. We first extracted the surface-wave impulse response, or Green tensor, using the ambient seismic field for each station pair, and then we corrected the impulse response for excitation depth and the double-couple response for a single forces to the response due to a dislocation. These conversions require accurate estimation of the surface-wave excitation at the earthquake source for which we used a new surface-wave eigenproblem solver (GESC) [Denolle et al., 2012] that allowed us to calculate the displacement eigenfunctions and account for the locally complex vertical structure at the virtual source location.
Conclusions
[49] We validate this technique by reproducing far-field terms of the seismograms for the period band of 4-10 s. Given the approximations and sources of uncertainty, we consider the validation successful, in that the constructed seismograms match real earthquake records, in both phase and amplitude. For the four moderate earthquakes in southern California with diverse focal mechanisms, the virtual earthquake approach provides reliable prediction of the ground motion over this period band.
[50] Damaging earthquakes that are of most interest (M > 6) cannot be approximated as point sources at these periods. To predict ground motion for large seismic events, we need to consider the spatial variability of the Green's functions along extended ruptures. A deployment of seismometers along a fault of concern to record the ambient seismic field would provide the Green's functions needed to predict more complex displacement fields from scenario earthquakes.
