This paper argues that the traditional approach to datamining is dominated by quantitative tools which assume knowledge to be inherent in the data: the data miners task simply being to find it. We propose, however, that true knowledge arises from an interaction between the information and the user.
A variety of methods and tools exist to guide the "data miner" in their quest of drawing useful knowledge from the voluminous data banks now available, but the investment, infrastructure and training often required tend to exclude smaller players from the game. Likewise, there is a tendency to focus on large-scale "number-crunching" activities in preference to the more ambiguous, yet rich domain of qualitative analysis. This paper presents the methods of statistical analysis applied to lexical approximation and hyper-text navigation as a solution to the general problem of making datamining accessable to the masses, and more importantly, of tapping into the knowledge which would otherwise remain buried within poorly structured text bases. Via these techniques the user is drawn into an interactive learning cycle, not only greatly facilitating the task of finding relevant information but also offering tools for the processing and extraction of knowledge not readily available by other means.
What is Datamining ?
The notion of datamining, widely heralded as the key to efficiency gains in business and marketing, risks becoming lost in its own definition. On one hand, the term has been used "...somewhat indiscriminately...[to include] all tools employed to help users analyze and understand their data"* whilst on the other hand purists may opt for a narrower definition of datamining as "a set of techniques used in an automated approach to exhaustively explore and bring to the surface complex relationships in very large datasets" (Moxton, 1996) . Others have defined datamining from a techniques angle as "using one or more of four approaches: predictive modeling, database segmentation, link analysis and deviation detection" (Gerber) . Whichever definition one chooses, however, there is always the risk of inhibiting innovation and change via the construction of boundaries. Perhaps it is better to look at the topic from a users point of view.
Who uses Datamining ?
Datamining has progressed a long-way since its origins in artificial intelligence (a domain largely closed to those outside the disciplines of I.T. and statistics). We now find comparatively user friendly applications which run on desktop PCs, although, where one wishes to use mutiple search algorithms more advanced hardware and a great deal of external help and training are still required.
No matter what the system, however, the financial investment is nearly always high. The inital outlay on the soft and hardware itself is only the beginning. Consultants and training will often be required and an appropriate infrastructure established. Packages such as Darwin, for example, require at least three staff: one who creates the models, one who specifies the business rules and one who understands the database (Freeman) . Likewise, the majority of large-scale datamining applications are designed for use on in-house data sets: sales records, client information, etc. This implies the need for additional personnel and investment in establishing and maintaining a comprehensive database. The susceptability of datamining to "dirty data" also calls for extensive "data cleansing" operations. Aaron Zornes, an executive of the META Group, states that 60-80% of the datamining investment is usually in data preparation (Freeman) .
Such factors, thus, make it no surprise that large-scale datamining tends to be restricted to major corporations with clear productivity-oriented objectives. We hear many case studies of datamining in the banking and commercial sectors, focussing on topics such as: market segmentation, customer loyalty, fraud detection and marketing (McCarthy) but few in other sectors, such as health-care and education, where the data is available but not the money or personnel.
Extending the Domain of Datamining
Our review has identified a number of ways in which the datamining process could be extended to meet the needs of different users. Tools should: ?? match the investment potential of small, or non-profit orientated users; ?? permit access to external data sources such as the Internet, CD-ROM and commercially and publically available databases; ?? require a minimum of data preparation, even for unstructured or deteriorated sources; ?? draw on the immense knowledge contained within open-ended text; ?? be easy to use and produce results which are intuitive to interpret; ?? encourage user involvement such that knowledge can be constructed interactively, driven by needs rather than a computerized algorithm; ?? ofter a greater capacity for hypothesis formulation and testing.
Such tools would offer an intermediate level of datamining, falling somewhere between the full-scale corporate model and the heterogenous mix of data management, processing and analysis software often promoted under the guise of "datamining".
Lexical Analysis: A Cross Between Quantitative and Qualitative Analysis
When exploring external data sets we face two distinct problems: 1) how do we find the information sources? and 2) how do we extract knowledge from them? By permitting the almost instant access to increasingly large information sources, the motors and engines of research (such as those found on the Internet) contribute strongly to solution of the first problem, but aggravate the second.
Traditional analysis is no longer viable in this context. Quantitative tools are seriously handicapped by their dependency on clean, well structured data and the inability to deal appropriately with open-ended text; whilst quantitative approaches (content analysis, trees and nodes, etc.) are far too labour intensive to be applied haphazardly to texts from relatively unknown sources.
Lexical analysis offers a middle-ground between quantitative and qualitative analysis, being rapidly applicable to texts of all types, and giving a far more flexible interface between the tasks of data acquisition, analysis and interpretation. This approach is typified by the calculation of "word lexicons": lists of words and their corresponding frequencies in the corpus. By viewing the most common terms in a text one can rapidly determine the overall subject matter without the need for an indepth reading.
The power of lexical analysis is greatly enhanced by the use of word dictionaries and hyper-text navigation. Dictionaries permit the suppression, highlighting, or grouping of terms; whilst hyper-text navigation offers a useful means for selective reading of text directed by the marked word lexicon.
What's more, lexical analysis can be applied to poorly maintained or unstructured data. Whilst it remains be true that if you wish to perform detailed, accurate analysis, some data preparation i s necessary; for the preliminary exploration of a data set, however, very little work needs to be done. In this manner you can select data almost at random and use the results of your lexical analysis to decide whether or not to continue.
User Involvement in the Datamining Process
Algorithmic datamining approaches (neural networks, decision trees, clustering, fuzzy logic, etc.) use the computer's processing power to search for patterns in the data. They are not hypothesis lead, rather they browse through large volumes of information in search of trends. This may be a good means of identifying unanticipated results, but is less useful when wishing to find the response to a pre-defined query. Likewise, these practices are only really applicable to very large datasets (preferably of gigabyte dimensions) otherwise there is the possibility of error.
Social scientists, for example, are wary of results which have not been hypothesis-driven. The concept of statistical probability implies that of every 100 analyses on unrelated data, five will come out significant (a 5% probability threshold). It requires the informed judgement of the analyst to decide an appropriate significance level and which results to accept or discard. Where results are outputted cold from the machine, interpretation may be difficult, however, where the researcher has been involved throughout, the task is much easier.
Lexical analysis brings the user into an interactive learning loop. The preliminary hypotheses of the researcher are refined in accordance to the word lexicon and selective viewing of text. From this, new search terms, classifications and divisions may be determined with which to return to the dataset. Rapidly, the investigation is narrowed to the most important or interesting aspects of the text, or abandoned to enable the individual to move on to the next text to analyze. 
From the Data to the Overview
The ultimate aims of textual data mining, however, are greater than simply providing a peep-hole through which we can view relevant information. We wish to move beyond the raw text to gain a global understanding, to identify major themes and to distinguish systematic developments, trends and changes from the mass of information; in brief, we hope to pass from a preoccupation with detail to a synthesis and global overview: the "big picture". Such a level of knowledge is becoming essential for effective strategic reflection and one of the huge "prizes" of textual data mining.
Simply reading the text is no longer sufficient at this stage for a number of reasons: ?? The quantity of information to take into consideration is too large when wishing to follow developments over a long period or from a large data set. ?? The most relevant knowledge is often drawn from interactions between multiple considerations, thus complicating reading and synthesis. ?? The most important effects may arise from the propagation of apparently insignificant trends or from a large body of information, which may well be missed even by the most attentive of readers.
Added to those of lexical approximation, the techniques of statistical analysis of the lexicon and textual data analysis greatly increase the potential for the researcher to draw important knowledge from computerized information sources. They enable the treatment of large bodies of information which not only would otherwise be unusable due to time restrictions, but also in which a key part of the content would escape identification from standard investigation. From the scientific analysis of textual and numerical data, the statistical approach allows one to identify and highlight structures and findings unobservable via other approaches.
Typical Lexical Analysis Procedures

Principles
The principle of lexical analysis is simple: it consists of applying quantitative analysis to the graphical forms present in a text; a "graphical form" being a continuous character string containing no separating character. Studying the statistical distribution of these forms enables the production of summaries and the identification of "significant" trends.
Preparing data for analysis
A number of key steps are involved when preparing a text for lexical analysis: 1. Find the records : the first step clearly is that of identifying and accessing the data source. As mentioned previously Internet search engines are becoming of increasing importance for this task, as more and more information is made available on the World Wide Web. Alternatively, organizations may have their own data sources they wish to utilize. 2. Prepare the corpus : once the search has been narrowed to a group of records they need to be prepared in a way which permits them to be opened by the lexical analysis software. Where records are structured in a regular manner, this process may simply involve saving the data in plain ASCII text format and identifying a way in which markers (field names) can be distinguished from response texts.
For semi-or unstructured data the researcher may need to insert their own markers or annotations for use during analysis. Such tasks become quick and easy to perform with a little practice and use of word processor editing commands (FIND and REPLACE will surfice in the majority of cases). 3. Import the data: once the data is ready, it's simple to import and to establish a data file compatible with the analysis software. Some packages will even automatically identify and name variables, value labels, and assign variable type. The user's task is simply to monitor the process to ensure it has been performed as intended and to make any adjustments desired.
Using the lexicon
Once the data file is established the process of lexical analysis can begin. Stages depend upon the ultimate aims of the research, however, some standard steps include: 1. Compute the word lexicon: lexical analysis is driven by the word lexicon. This is an automatically calculated list of all words (graph forms) present in the corpus. It may be presented in a variety of ways, but the most common and useful is in descending order of frequency. 2. Reduce the word lexicon: in free text many of the most frequent terms are of little interest. Firstly, there are "tool words": those terms vital for the construction of language (such as "a", "the", "it", etc.) but which convey little meaning; secondly, short words (one or two letters) which may or may not be of interest; and thirdly, numbers and codes not readily interpretable. Lexical analysis software will often offer automatic procedures for the suppression of such terms (frequently via means of dictionaries), after which one instantly begins to get a "feel" for the content of the text. 3. Mark lexicon words : the marking of chosen terms permits amongst others: manual deletion or grouping of terms; searching by dictionaries; and hyper-text navigation. 4. Group equivalent terms : some packages let you to automatically group equivalent terms according to stem, dictionary, etc. thus further reducing the inherent ambiguity of language. 5. Hyper-text navigation: skim through the text selectively viewing only relevant entries (e.g. those containing marked words; those matching a specified profile; etc.). 6. Word environment: move beyond hyper-text navigation to display words in context and calculate "relative lexicons" (those words found before or after the chosen element). 7. Search for expressions : whilst individual words give a certain level of understanding, nothing speaks as loudly as expressions. A search for repeated word strings permits the extension of all the previous analyses to an expressions list. 8. Generate an index: the word or expressions list could be used to calculate an index, permitting rapid identification of relevant observations. Measurements may include: percentage of corpus, banality, most frequent term, etc. 4. Cross analysis: selected terms may be integrated into a standard cross tabulation, where classical statistics (Chi2, t-test, etc.) can be performed. 5. Factor mapping: findings from a cross analysis could be presented in the form of a "factor map", a graphic representation of findings, in which trends come to life and can be intuitively interpreted.
Lexical cross-analysis
Example: Analysis of a Bibliographic Database
The remainder of the presentation is an example of the lexical analysis approach to data mining and knowledge discovery.
Data source
The Social Research Methodology (SRM) database (distributed by Scolari, Sage Publications Software) is a CD-ROM based directory containing details of over 34,000 publications (journal articles and books) in the domain of the social and behavioral sciences. A search was run to identify entries classed under the category of "behavioral research" and the 278 corresponding records exported to an ASCII text file.
Data preparation
The text file was opened in a word processor and the 'Find/Replace' function performed to place each of the field names (author, title, etc.) in square brackets such that they could be identified as markers by the analysis software i . The file was viewed to ensure that replacements had been performed as intended and it was then resaved (once more in ASCII text format).
Data import
Once prepared, the data file was imported into the analysis program. Variable names and types were identified automatically, with 18 different fields being detected (many of these differing according to whether the entry was a book or journal article). Fields available for nearly all entries were "Title", "Author", "Abstract" and "Date of publication". Missing values were recorded where fields were not present for a given observation.
Variable modification
In order to permit simultaneous examination of all relevant text, it was decided to combine fields containing similar information. Thus a new variable was calculated in which the fields "Title" and "Abstract" were merged. A second modification reduced the open-ended numerical variable "Date of publication" to a closed scaled variable in which dates were restricted to a number of categories. Five such categories were defined, each containing a comparable number of records: 1972-1979 (39 records); 1980-1984 (54 records); 1985-1989 (63 records); 1990-1993 (82 records); 1994-1996 (39 records) .
Generating the word lexicon
The first task of lexical analysis was that of generating the word lexicon for the combined "Title and abstract" variable. This list was generated automatically and reduced to eliminate "tool words", words containing a number and words of fewer than three letters (Table 1) Preliminary examination of the full lexicon gave little indication as to the overall content of the text, however, automatic lexicon reduction permitted the reduction of the corpus size by 40% by the suppression of 100 of the most ambiguous terms (representing 5% of the total lexicon) and the quick identification of key issues: "behavior", "research", "analysis", "methods", etc.
Identifying repeated expressions
Whilst isolated words give a certain insight into the meaning of a text, expressions can give a greater "feel" for the data. An automatic search for repeated segments of text was performed, searching for strings with between 2-10 words; a minimum frequency of three; ignoring "tool words" (these parameters can be modified according to the corpus). This identified 169 distinct expressions, the most common of which included: "behavioral research", "research methods", "d ata analysis" and "behavioral sciences". By generating a new variable in which terms from expressions are linked, we permitted the analysis of a combined word and expressions lexicon.
Restricting the analysis to English language publications
The SRM database contains a certain number of references to non-English publications, it was considered wise, therefore, to restrict analysis to only those published in English. Sub-sample definition lead to the suppression of 38 observations, leaving 240 for investigation.
Looking for specific words
By performing a lexical cross analysis of the words and expressions in the new text variable with the recoded date variable we were able to identify trends over time. The Specific words table below (Table 2) shows the most distinctive terms for each time period. 1979 1980-1984 1985-1989 1990-1993 1994-1996 Thresholds were set to show only terms with a distinctiveness indicator of greater than 1.2, a minimum frequency of 5 for the whole corpus, and only 10 words per category. Where an asterisk replaces the distinctiveness indicator the word was used exclusively in this group.
1972-
Factor mapping of most distinctive words
Looking at Table 2 gives a general feel of trends over time, however, more effective would be to explore findings with quantitative analysis. By transferring the specific words to a cross analysis we find that the Chi 2 value is significant for all the specific words except "collection" and "special" (valid for more than one category). By displaying the table graphically, as a "factor map", trends become intuitive and easy to identify (Figure 2 ). 
1994-1996
Figure 2: Factor map of specific words by publication date.
We can thus conclude (from Figure 2 ) that throughout the 1970s and 1980s the field of behavioral research remained relatively unchanged. There was a primary focus upon experimental, quantitative approaches, combined with theoretical considerations regarding ethics, causality and research methodology. In contrast, however, throughout the 1990s there have been rapid changes. The early part of the decade (1990) (1991) (1992) (1993) saw a move to consideration of psychometrics, groups, interviews, effect size, etc.; whilst the mid-part (1994) (1995) (1996) brought out issues regarding qualitative analysis, content validity and latent growth.
Summary
By viewing findings in this context, the full power of lexical data mining becomes evident. We have moved from the raw text to a totally new environment in which statistical trends, not readily available in the raw data, come to light: from the "data mine" to the "knowledge mill"! Lexical analysis permits us to identify and focus upon the dominant trends indicated by statistical analysis. We are given the potential to select a line of investigation and to develop it progressively into an environment where information can be represented in new ways and new insights achieved. The task of interpretation remains that of the reader, but the matter is reduced from voluminous texts to the summary lexicon, selected extracts and tables/graphs. Moreover, the readers attention is focussed in such a way that they may identify factors which would escape traditional reading. The reduction in volume does not restrict knowledge, but rather gives the reader the means to develop hypotheses and ideas with which to return to the original text for elaboration and verification.
Conclusion: the "Knowledge Mill"
The task of obtaining knowledge from the data mining process requires one to address the more general question of how to derive meaningful information from numerical, textual, coded, or any other form of data. Until now there has been a tendency to restrict the analysis of single data units to the most "natural solution" -that defined by data nature. Thus, numeric data is analyzed with statistics, and texts with content analysis, reading or the application of dictionaries and thesauruses. Such an approach may be effective for homogenous or small data sets, but hits a bottleneck when asked to consider a large set of individual data. For data sets composed of many of entries each observation represents only a fraction of the overall knowledge, but their large number hinders classical examination via reading. The need for synthesis and summary is evident yet the means is less clear. The tools and methods of traditional data mining (statistical analysis, case studies, genetic/neuronal algorithms, textual data analysis, etc.) meet this requirement to a greater or lesser degree, yet the question remains of how best to apply these to the analysis of large, mixed data sets.
Some believe that knowledge can be extracted directly without need for user interaction -as if reading could be achieved without a reader. If we believe that knowledge is inherent in the data (a book, database, etc.) as something objective that only needs to be found then this may be a reasonable approach, and automated computing technology the obvious solution. If, on the other hand, we believe that knowledge arises from an interaction between data and the user (seeking to enhance his/her existing knowledge) then an alternative approach is necessary. From casual browsing to selective focus; from hypothesis setting to verification; knowledge is progressively constructed and modified through an interactive communication process. According to this point of view knowledge is subjective (i.e. user dependant) and data mining can be expected to provide more than just a resume of the data. To construct knowledge from the "data mine" we need a "knowledge mill"; an environment that enables the user to process knowledge from data. Once again, computing offers powerful solutions, but the approach is different. Software tools should encourage and facilitate the user in an interactive learning loop which permits not only the extraction of the "ore" from the rocks of the data mine but also the processing and refining of this material to something of greater use and value.
iii This paper has argued that the combined techniques of lexical analysis, hyper-text navigation and statistics can form the foundation stones of the knowledge mill and that in order to access the really precious content of computerized information systems we need to move beyond the concept of data mining to that of knowledge milling.
emerges from an interaction between the user and data. These theoretical stances give rise to either the positivist approach of data mining or the constructivist model of knowledge milling.
