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Abstrakt 
Tato práce se zabývá využitím neuronových sítí při klasifikaci EKG. Nejdříve je 
problematika EKG a neuronových sítí rozebrána teoreticky, v další části je popsáno využití 
Neural Network Toolboxu pro samotnou tvorbu sítě a vytvoření grafického uživatelského 
rozhraní v prostředí Matlab. Na učení i testování jsou zde použita EKG data získána 
při experimentu na králičích izolovaných srdcích, konkrétně jednotlivé cykly (QRST segmenty) 
z ortogonálního svodu X ze sedmi fází experimentu.  
Výsledkem práce je GUI, které umožňuje nastavení různých parametrů a struktury 
neuronové sítě, která je schopná po naučení klasifikovat srdeční cykly podle jejich morfologie 
do sedmi skupin.  
 
Klíčová slova 
Elektrokardiogram, klasifikace srdečních cyklů, umělá neuronová síť, učení s učitelem, 
grafické uživatelské rozhraní 
 
 
Abstract 
This work deals with using of artificial neural networks (ANN) for ECG classification. 
The issue of ECG and ANN technique are described theoretically at first, the next section 
describes use of Matlab to design ANN and graphical user interface. ECG data (namely QRST 
segments from the orthogonal X- lead from seven phases of the experiment) obtained from 
experiments in isolated hearts of rabbits are used for learning and testing of the classifier.  
The result of this work is the software with GUI that allows user to set various 
parameters and structure of ANN. After learning phase, ANN realized in this work able to 
classify cardiac cycles according to their morphology into seven groups.  
Keywords 
Electrocardiogram, heart beats classification, artificial neural network, supervised learning, 
graphic user interface 
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Úvod 
Srdce je výkonný svalový orgán, který je namáhán celý život 24 hodin denně. Tento sval 
pracuje jako pumpa zajišťující cirkulaci krve v těle, čímž zprostředkovává rozvod kyslíku a 
živin a také odvod zplodin metabolismu. Vzhledem k tomu, že srdce hraje takto důležitou 
roli, jeho onemocnění znamená zhoršení kvality života člověka až ohrožení na jeho životě. 
Protože velká část úmrtí ve světě je způsobena kardiovaskulárním onemocněním, je 
diagnostika srdečních patologií nezbytnou součástí dnešní medicíny.  
Nejpoužívanější diagnostickou metodou dnešní doby je elektrokardiografie (EKG), 
která je založena na neinvazivním snímání elektrických projevů srdeční činnosti na povrchu 
těla pomocí elektrod. Pro úspěšnou diagnostiku je nezbytné správně rozměřit 
elektrokardiogram (EKG), čímž se zjistí údaje potřebné ke klasifikaci různých onemocnění. 
Pro úsporu času se používají algoritmy, které jsou schopny lékaři ušetřit práci a samy 
navrhují možnou diagnózu, kterou odborník potvrdí nebo ne.  
V poslední době došlo k velkému rozvoji umělé inteligence, která různými způsoby 
usnadňuje práci a pomáhá v mnoha oblastech každodenní praxe, mimo jiné i v medicíně. Pro 
klasifikaci EKG je možno použít neuronové sítě, které, jak je uvedeno v mnoha zdrojích, mají 
vysokou klasifikační účinnost.  
Cílem této práce je vytvoření rešerše popisující aktuální stav problematiky klasifikace 
srdečních cyklů EKG signálu prezentovaných ve vědeckých článcích. Praktická část se zabývá 
návrhem, implementací a samotným vyhodnocením výsledků poskytnutých neuronovou sítí 
určené pro klasifikaci srdečních cyklů EKG signálů experimentálně získaných na izolovaných 
králičích srdcích. Neuronová síť byla vytvořena v prostředí Matlab pomocí knihovny Neural 
Network Toolbox. Pro uživatelsky přehlednou manipulaci s neuronovou sítí bylo speciálně 
vytvořené grafické uživatelské prostředí – GUI. 
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1. EKG 
1.1 Elektrická aktivita srdce 
Na srdečním svalu můžeme pozorovat dva typy buněk, které umožňují pravidelné 
stahy srdce. Jsou to buňky pracovního myokardu, které jsou odpovědné za vlastní kontrakci 
srdečního svalu, a buňky převodního systému srdečního, které jsou schopny samy vytvářet a 
rozvádět vzruchy po srdci.  
Buňky převodního systému jsou schopny spontánní depolarizace, když v klidové fázi 
dochází k postupnému klesání membránového napětí, které poté, co dosáhne prahové 
hodnoty, vyvolá vznik akčního potenciálu. Tento průběh akčního potenciálu (viz Obrázek 1 - 
a) je jiný než u buněk pracovního myokardu (viz Obrázek 1 - b), které schopnost vytvářet 
vzruchy nemají.  
Elektrické impulzy, které se šíří po srdci, vznikají v sinoatriálním (SA) uzlu nacházejícím 
se v pravé síni. Tyto vzruchy se šíří buňkami svaloviny síní k síňokomorové přepážce, kde se 
nachází atrioventrikulární (AV) uzel, který vede vzruch velmi pomalu, čímž dojde k 
žádoucímu zpomalení přenosu vzruchu ze síní na komory. Je totiž potřeba, aby byla nejdříve 
dokončena kontrakce síní a až poté začala kontrakce komor. Je-li SA uzel poškozen, AV uzel 
za něj přebírá roli tvůrce impulzů – peacemakeru. Vzruch se dále šíří Hisovým svazkem, který 
se větví na pravé a levé Tawarovo raménko, a odtud Purkyňovými vlákny k buňkám 
pracovního myokardu [1].  
 
Obrázek 1 - Akční potenciál buňky převodního systému a kardiomyocytu 
Pracující srdeční buňky se vyznačují elektrickou aktivitou, což má za následek vznik 
elektrického pole, které jsme schopni snímat na povrchu těla v průběhu 
elektrokardiografického vyšetření pomocí speciálních elektrod. Toto elektrické pole se v čase 
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mění v závislosti na změně srdečního vektoru, který vychází z centra elektrického pole – 
virtuálního elektrického středu srdce. Tento vektor elektrické osy udává průměrný směr 
šíření elektrické aktivity během depolarizace komor ve frontální rovině.  
Výsledkem elektrokardiografického vyšetření je tzv. elektrokardiogram (EKG). U EKG 
studujeme rytmus (pravidelný nebo nepravidelný) společně s jeho frekvencí a dále tvary 
jednotlivých vln a délky intervalů křivky. Na EKG zdravého srdce jsou přítomny dvě vlny (P a 
T) a tři kmity (Q, R, S).  
1.2 Snímání EKG 
Elektrický signál ze srdce je zaznamenán z povrchu těla elektrodami, které jsou 
propojeny s elektrokardiografickým přístrojem. Důležitý je dobrý kontakt mezi elektrodami a 
kůži vyšetřovaného, před připevněním elektrody je místo potřebné vyčistit, odmastit nebo 
případně oholit a natřít gelem. EKG přístroj porovnává elektrickou aktivitu na různých 
elektrodách a elektrický obraz se nazývá svod. Každý svod poskytuje jiný pohled na srdeční 
aktivitu, a tedy dává jiný EKG obraz [2].  
Nejčastěji dnes užívaný EKG záznam je dvanáctisvodový: tři bipolární končetinové 
svody (I, II, III), tři unipolární hrudní svody (aVR, aVL, aVF) a šest unipolárních hrudních svodů 
(V1 – V6). V tomto projektu my ale pracujeme s ortogonálními svody. Elektrody se umisťují 
od klasického 12-ti svodového EKG odlišně, u ortogonálního systém podle Franka se používá 
7 elektrod, které se nachází na hrudi, zádech, krku a levé noze. Získáme tak 3 svody, X, Y a Z, 
které nám umožní získat informaci o prostorové srdeční aktivitě [3]. 
1.3 Průběh EKG 
Při záznamu EKG pozorujeme změny od rovné linie (tzv. izolinie), které označujeme 
jako vlny, kmity či intervaly a segmenty (Obrázek 2). Vlna P odpovídá depolarizaci srdečních 
síní, trvá obvykle 80 ms, a má amplitudu do 0,25 mV. Dobu po depolarizaci síní a před 
začátkem depolarizace komor vyjadřuje na křivce segment PR (nebo PQ) a fyziologicky trvá 
50-120 ms. Více využívanou informací ale je délka intervalu PQ, tedy doba od začátku plny P 
po začátek komplexu QRS, která se fyziologicky pohybuje mezi 120-200 ms. Komplex QRS se 
skládá z prvního negativního kmitu Q, prvního pozitivního kmitu R a druhého negativního 
kmitu S. Tento komplex představuje srdeční aktivitu vzniklou v souvislosti s depolarizací 
komor. Fyziologická hodnota délky tohoto komplexu se pohybuje mezi 80-120 ms. Během 
trvání tohoto komplexu také dochází k depolarizaci síní, která však na EKG křivce viditelná 
není, protože je potlačena aktivitou komor při komplexu QRS. Následující segment ST 
vyjadřuje čas mezi depolarizací a depolarizací komor. Dále zde navazuje vlna T, která je 
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vyjádřením depolarizace srdečních komor a trvá do 0,2 s a má amplitudu v rozmezí 0,2-0,8 
mV. Elektrickou aktivitu komor myokardu charakterizuje délka intervalu QT, který se měří od 
začátku komplexu QRS po konec vlny T a je fyziologický do hodnoty 460 ms [4]. 
 
Obrázek 2 - EKG křivka (převzato a upraveno [5]) 
1.4 Vliv ischemie na EKG 
Nedostává-li srdce tolik kyslíku, kolik potřebuje, vzniká srdeční ischemie. Ta může být 
zapříčiněná mnoha různými faktory, nejčastěji ovšem koronární aterosklerózou, z které se 
dále vyvíjí další onemocnění. Ischemie srdečního svalu se na EKG projevuje zejména 
změnami ST úseků a vln T.  
Infarkt myokardu rozlišujeme na infarkts ST elevacemi (Obrázek 3 – a) při úplném 
uzavření koronární tepny (Pardeeho vlny) a bez ST elevací – STEMI a NSTEMI, kde NSTEMI je 
charakteristický depresí ST (Obrázek 3 – b) anebo oploštěním T vlny (v případě neúplné 
ischemie). Můžeme také pozorovat inverzi vlny T a po pár hodinách po prodělaném infarktu 
patologický kmit Q [4]. 
Angina pectoris se projevuje zejména při provádění zátěžových testů a to depresí nebo 
elevací ST (Obrázek 3 – a, b), to ale na rozdíl od IM jen přechodně ve chvílích záchvatu [5]. 
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Blokáda pravého (RBBB) a levého (LBBB) Tawarova raménka provází ischemické 
onemocnění myokardu také. U blokády pozorujeme rozšíření QRS a zdvojení kmitu R  
(Obrázek 3 – c), u inkompletní blokády naopak zkrácení QRS [5]. 
 
Obrázek 3 - Patologické cykly objevující se u ischemií (převzato a upraveno z [5]) 
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2. Klasifikace EKG 
Existuje spousta technik pro analýzu EKG. Ačkoli kardiolog jakožto specializovaný 
doktor musí být schopný EKG klasifikovat sám (ať už díky naučeným postupům nebo vlastním 
zkušenostem), vždy porovnává své závěry s výsledky danými počítačovou analýzou, kterou už 
všechny komerčně dostupné EKG přístroje poskytnou. I když se totiž přesnost algoritmů pro 
výpočty analýz pohybují mezi 85 a 92%, různé studie prokázaly, že počítačová analýza není 
vždy tak přesná jak výklad zkušených čtenářů EKG [7]. 
2.1 Různé klasifikační metody   
Efektivní komprese dat snižuje požadavky na paměť počítače, a tudíž urychluje jeho 
práci. Tato komprese může být provedena kombinací LPC (lineární prediktivní kódovaní) a 
diskrétní vlnkové transformace, následná klasifikace proběhne pomocí fuzzy shlukování. 
Střední kvadratická odchylka u takovéhoto algoritmu je menší než 6% [8]. Dále je možno 
použít dva lineární diskriminační klasifikátory (díky diskriminačním funkcím) a jejich 
kombinací získat výsledek se senzitivitou 76,8%  celkové klasifikace [9]. Ke klasifikaci EKG 
můžeme využít i analýzu hlavních component (PCA), což je metoda jednoduchá a účinná, a 
přesnost takového druhu klasifikace je přibližně 90, 85% [10]. Jako další varianta se nabízí 
použití support vector machines (SVM), zde byla pozorována 95,89% přesnost klasifikace.  
Další možností je klasifikace neuronovými sítěmi. Ty jsou jednou z oblastí umělé 
inteligence a díky řadě zajímavých vlastností se dají využít k řešení různých problémů 
(asociace, aproximace, komprese). Tato práce se zabývá právě problémem klasifikace 
pomocí těchto sítí.  
2.2 Klasifikátory srdečních cyklů založené na neuronových sítích 
V dřívějších letech byly neuronové sítě (NS) použity v mnoha studiích pro klasifikaci 
EKG (viz Tabulka 1). Testované byly různé druhy NS s různou topologií, z EKG signálu byly 
extrahovány většinou rozdílné příznaky, které sloužily jako vstupy NS. Můžeme si všimnout, 
že jednotlivé studie se od sebe mnohdy liší, každý výzkumník považoval za důležité něco 
jiného, a tudíž každá problematika byla popsána jinak podrobně. Úspěšnost klasifikátorů 
(Acc) ukazuje, že NS jsou vhodnými kandidáty pro třídění EKG. Úspěšnost klasifikace byla 
také vyjádřena senzitivitou (Se) a specificitou (Sp), což je míra zachycení pravdivě pozitivního 
a pravdivě negativního výsledku.  
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Tabulka 1 – Přehled klasifikačních metod založených na neuronových sítích 
Rok: 
autor 
Cíl Použité EKG Příznaky Parametry NS 
Úspěšnost 
klasifikace 
2010: 
S. Jokić a 
kol. [11] 
Klasifikace do 3 
tříd: normální, 
supraventriku- 
lární 
(komorové), 
ventrikulární 
(síňové) 
arytmie 
MIT 
BIH databáze 
Strmost a 
trvání QRS, 
parametry 
vlny P, 
sousední a 
průměrné 
RR intervaly 
Dopředná NS s 1 
skrytou vrstvou 
o 10 neuronech, 
sigmoidální 
přenosová 
funkce, 3 
výstupy 
Klasifikace 
do norm. 
třídy: Se = 
99.15%, Sp = 
97.5%; Acc = 
98.65%; 
klasifikace 
do pat.  
třídy: Se = 
93,8%, Sp = 
95.86%; Acc 
= 94.81% 
 
2001:  
Y. Özbay,  
B. Karlik 
[12] 
Rozpoznávání 
normálního 
srdečního 
rytmu, 
bradykardie, 
tachykardie, 
sinusové 
arytmie, 
předčasné 
kontrakce, 
blokády levého 
a pravého 
raménka, 
fibrilace a 
flutteru síní, 
impulzu 
z kardiosti-
mulátoru 
 
MIT-BIH 
databáze: 17 
pacientů, 
průměrný 
věk 38,6 let: 
200 vzorků 
z intervalu 
RR 
200 vzorků 
z intervalu 
RR 
Dopředná NS se 
zpětným šířením 
chyby, 200-15-
10 
Acc = 97,8% 
(jiná 
topologie NS 
pro 
jednotlivé 
skupiny -
Acc=95,7%) 
2012: 
Jeen-
Shing 
Wang a 
kol. [13] 
Klasifikace 
normálního 
rytmu, 
předčasné 
komorové a 
síňové 
kontrakce, 
blokády 
pravého a 
levého 
raménka, 
impulzu z KS, 
MIT-BIH 
databáze: 
9800 
náhodných 
vzorků, 1 
vzorek - 200 
bodu kolem 
R píku 
získaných 
vzorkováním 
o frekvenci 
360Hz 
Délka R-R 
intervalu + 
PCA: 
redukce 
200 
bodových 
vzorků na 7 
Pravděpodobno
stní dopředná 
NS (PNS), 4 
vrstvy – vstupní, 
vzorová, 
sumační a 
rozhodovací 
Se=97,98%, 
Sp=99,10%, 
Acc=99,71% 
při použití 
PCA,LDA, a 
PNS 
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komorového 
flutteru a 
selhání 
sinového uzlu 
 
2005: 
Wei Jiang 
a kol. [14] 
Klasifikace 
arytmií jako 
předčasné 
komorové a 
síňové 
kontrakce, 
blokády 
pravého a 
levého 
Tawarova 
raménka, 
selhání 
sinusového 
uzlu 
 
MIT-BIH 
databáze: 47 
pacientů, 48 
záznamů o 
délce 30min 
Délka 
intervalu 
RR, bodové 
vzorky 
získané 
lineární 
interpolací 
sousedních 
úseků RR/2 
Použitá  BbNN – 
tato síť je 
reprezentována 
2D polem, kde 
v každém poli je 
samostatná 
dopředná 
neuronová síť 
propojená se 4 
okolními poli 
Acc=98,03% 
2007: 
Kuan-To 
Chou, 
Sung-Nien 
Yu [15] 
Klasifikace do 8 
tříd: normální 
rytmus, blik 
levého a 
pravého 
Tawarova 
raménka, 
komorová a 
síňová 
extrasystola, 
impulz KS, 
flutter komor a 
selhání 
sinusového 
uzlíku 
 
MIT-BIH 
databáze: 
9800 vzorků 
QRS 
komplexů 
RR interval 
+ analýza 
nezávislých 
komponent 
Pravděpodobno
stní dopředná 
dvouvrstvá NS 
Acc=98,71% 
2012: 
Dipti 
Patra [16] 
Klasifikace do 6 
tříd: normální 
rytmus, 
blokáda levého 
a pravého 
raménka, 
komorové a 
síňové 
extrasystoly, 
impulzy z KS 
 
MIT-BIH 
databáze: 
100 záznamů 
EKG 
PCA Třívrstvá 
dopředná NS se 
zpětným šířením 
chyby, skrytá 
vrstva má 40 
neuronů, 
výstupní vrstva 
6 neuronů 
průměrná 
chyba 0,13% 
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2003:  
C. 
Alexakis 
[17] 
 
hledání 
příznaků 
hypoglykémie 
na EKG pomocí 
NS 
Ortogonální 
EKG, 11 
pacientů, 
1min 
záznamy 
každých 
15min 
RR a RT 
interval, 
amplituda, 
trvání, 
šikmost a 
špičatost T 
vlny, plocha 
pod T a 
poměr 
ploch pod T 
a vedle T 
vrcholu 
 
Dopředná NS se 
4 vstupy, 5 
neuronů ve 
skryté vrstvě 
Učení: 
Acc=85,07%, 
testování: 
Acc=70,15%. 
 
 
2010: 
M. Arif 
[18] 
 
Detekce 
infarktu 
myokardu 
PTB 
databáze: 12 
svodového 
EKG, 294 
pacientů 
(148 
s infarktem), 
549 
záznamů; 
detekce QRS, 
odstranění 
stejnosměrn
é složky a 
detekce 
nulové 
izolinie 
Odchylka ST 
úseku od 
izoelektrick
é linie, 
amplituda 
vlny T, 
amplituda 
kmitu Q, 
aplikace 
PCA – 
detekce 
infarktu: 
klasifikace 
do dvou tříd 
Dopředná NS - 2 
skryté vrstvy s 
30 neurony v 
první skryté 
vrstvě a 15 
neurony v druhé 
pro detekci 
infarktu; 
lokalizace 
infarktu: 
výsledky PCA, 2 
skryté vrstvy s 
50 neurony v 
první skryté 
vrstvě a 20 
neurony 
v druhé, 
aktivační funkcí 
sigmoida 
 
Klasifikace: 
Se=97,5%, 
SP= 99,1%; 
Lokalizace: 
Se= 90%, 
Sp=90%, 
Acc=84,5% 
2010: 
S.M. 
Jadhav 
[19] 
 
Klasifikace 
arytmií do 7 
tříd: normální 
průběh, 
ischemické 
onemocnění 
srdce, 
prodělaný 
infarkt přední a 
zadní stěny 
myokardu, 
sinusová 
tachykardie a 
bradykardie, 
12 svodové 
EKG 
279 
vlastností 
z 452 
případů 
arytmií 
(blíže 
nespecifiko-
váno) 
Vícevrstvá 
neuronová síť se 
zpětným šířením 
chyby 
s proměnlivým 
počtem skrytých 
vrstev (1-3) 
Acc= 100% 
pro dvě 
třídy, 
98,72%, 
97,4%, 
94,25%, 
92,1% pro 
dalších 5 
tříd. 
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blokáda 
pravého 
Tawarova 
raménka 
 
1990:  
T. H. Yeap 
[20] 
 
Klasifikace EKG 
do třídy 
normální a 
patologické 
(ektopické) 
AHA 
databáze, 80 
záznamů 
EKG délky 
35min s 3000 
srdečními 
cykly v 
každém 
Šířka, 
amplituda a 
posun QRS, 
sklon T vlny 
a 
předčasnost 
(rozdíl 
načasování 
oproti 
normálu) 
Vícevrstvá síť se 
zpětným šířením 
chyby, 5 vstupů, 
dvě skryté 
vrstvy každá 20 
neuronů, učení 
sítě probíhalo 
s 4000 vzorky a 
470 epochách 
Učení: Se= 
98,36%, 
testování: 
Se=67,60% 
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3. Neuronové sítě 
V posledních letech se věnuje problematice neuronových sítí značná pozornost a to 
díky jejich vlastnostem, které lze využít v mnoha oborech. Své uplatnění našly v kybernetice, 
ekonomice, zpracování obrazu, řeči aj. Samotný počátek studie neuronových sítí spadá do 
roku 1943, kdy pánové McCulloch a Pittes vytvořili jednoduchý matematický model 
biologického neuronu. Původním cílem bylo pochopení a modelace funkce lidského mozku, 
což, jak se ukázalo s postupem času, je zatím nemožné. Později se tento elementární neuron 
stal základním kamenem pro tvorbu neuronových sítí [21]. 
3.1 Neuron 
Jak již bylo řečeno, umělý neuron je analogií neuronu biologického, který je základním 
funkčním prvkem nervové soustavy. Neurony jsou buňky, které jsou schopny příjmu, 
přenosu, zpracování a odpovědi na určité signály, což se uplatňuje zejména v mozkové kůře, 
a k těmto funkcím je přizpůsoben svou stavbou (viz Obrázek 4). Z těla neuronu vystupují 
vstupní kanály – dendrity, kterými přijímá neuron informaci z okolí, a výstupní kanál – axon, 
který vede informaci zpracovanou neuronem k další buňce, kde je přenos informace 
zprostředkován synapsí na dendrity jiných neuronů.  
 
Obrázek 4 - Biologický neuron (převzato a upraveno [22]) 
Umělý neuron nazývaný také perceptron (viz Obrázek 5) je procesní prvek s jediným 
výstupem daný rovnicí [22]: 
           
 
    .                                                          (1) 
Neuron charakterizovaný rovnicí (1) má vstup x=[x1, x2, …, xN], kde N je počet vstupů 
udávající dimenzi prostoru (pro N=1 se jedná o přímku, N=2 udává rovinu atd.), aktuální váhy 
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w=[w1, w2, …, wN], jejichž velikost vyjadřuje uložení zkušenosti do neuronu, a čím je hodnota 
vyšší, tím je daný vstup důležitější. Dalším parametrem je aktuální práh ϑ a aktivační funkce 
neuronu f(α), kde α je aktivace neuronu. Výraz v závorce je také označován jako potenciál 
neuronu. Má-li být neuron excitován, musí být potenciál neuronu větší než jeho práh [22]. 
Na obrázcích je patrná podobnost mezi biologickým a matematickým neuronem. 
 
Obrázek 5 - Schéma umělého neuronu (převzato a upraveno [24]) 
Každý neuron je charakterizován svou aktivační (přenosovou) funkcí, která převádí 
vnitřní potenciál neuronu do definovaného oboru výstupních hodnot a může mít mnoho 
podob - funkce lineární (Obrázek 6 – a, b) či skoková (Obrázek 6 – c, d) s prahem nebo bez, 
funkce sigmoidální (Obrázek 6 – e, f), aj. Sigmoida je monotónně rostoucí funkcí mezi body 0 
a 1 nebo -1 a 1 a má ve všech bodech spojitou derivaci. Můžeme ji vyjádřit rovnicí [24]: 
                                                        
 
   
  
 
  ,                                                                 (2) 
která nabývá hodnot mezi 0 a 1 (Obrázek 6 – e), nebo 
                                                       
 
   
  
 
   ,                                                             (3) 
jejíž hodnoty spadají mezi -1 a 1 (Obrázek 6 – f). Parametr T v rovnici (2) a (3) mění strmost 
přechodu funkce v okolí nuly. Tuto funkci využívají zejména dopředné vícevrstvé sítě, 
kterými se budeme zabývat později. 
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Obrázek 6 - Různé aktivační funkce neuronu (převzato a upraveno [24]) 
Samotný neuron může fungovat jako jednoduchý klasifikátor s binárním výstupem 
(např. 0, 1), kdy jsou vstupy rozděleny do tříd A a B. Děje se tak na základě hraniční přímky, 
která je charakteristikou neuronu. Uvažujeme-li neuron se dvěma vstupy, pak tuto přímku 
můžeme vyjádřit rovnicí [24]: 
                                                                (4) 
Pro členy rovnice (4) platí, že -w1/w2 představuje směrnici přímky a ϑ/w2 posun přímky 
po ose y (=x2). Dosadíme-li tyto členy do směrnicové rovnice přímky, dostaneme vztah  
    
  
  
   
 
  
.                                                         (5) 
Má-li neuron hodnoty vah w1=-2, w2=2 a ϑ=1, charakteristika bude mít podobu 
hraniční přímky vyjádřené na Obrázku 7. 
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Obrázek 7 - Hraniční přímka neuronu s hodnotami vah w1=-2, w2=2, ϑ=1 
Takovýto neuron zařazuje dvojice x1, x2 podle toho, zda se nachází nad nebo pod 
přímkou. Například dvojice vstupů x1= -1, x2=1 dá na výstupu hodnotu y=0, naopak výstup 
dvojice x1=3, x2=1 bude y=1. Chceme-li vytvořit hranici tříd lomenou přímkou, musíme použít 
dva neurony, kde každý bude vytvářet jednu přímku a pomocí další vrstvě neuronu dojde 
např. k průniku dvou polorovin vzniklých ve vyšší vrstvě. Takto se od jednotlivého neuronu 
dostáváme k neuronové síti [24]. 
3.2 Jednovrstvá neuronová síť 
Nejjednodušší neuronovou sítí je jednovrstvý perceptron. Jedná se o více paralelně 
pracujících neuronů (na Obrázku 8 znázorněny modře), které nezávisle na sobě transformují 
vstupní hodnoty podle svých vah. Charakteristiky všech neuronů v této sítí jsou stejné. 
Budou-li vstupem dvě hodnoty, neurony budou vytvářet hraniční přímky na ploše a čím více 
neuronů bude, tím přesněji vymezenou oblast dostaneme [22].  
 
Obrázek 8 - Jednovrstvý perceptron (převzato a upraveno [24]) 
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3.3 Vícevrstvá neuronová síť 
Je-li více vzájemně propojených neuronů uspořádáno ve vrstvách, je vytvořena 
vícevrstvá síť, která umožňuje paralelní zpracování dat. Systému vrstev a jejich propojení 
říkáme topologie sítě (Obrázek 9).  
 
Obrázek 9 - Vícevrstvá neuronová síť (převzato a upraveno [21]) 
Vstupní údaje, které podléhají klasifikaci, jsou přiváděny do vrstvy vstupní, přičemž 
výstupy každého neuronu vedou do všech neuronů vrstvy následující. Ve vrstvách skrytých 
neboli pracovních dochází k definování hraničních přímek, které mohou dohromady v další 
pracovní vrstvě vytvořit různě složité křivky definující oblasti jednotlivých tříd pro klasifikaci. 
Děje se to na základě průniku nebo jiné logické funkce různého počtu polorovin. Výsledky 
práce neuronové sítě jsou zachyceny ve vrstvě výstupní. Je to síť dopředná bez zpětných 
vazeb, která ke své adaptaci využívá zpětného šíření chyby. Takovému učení se říká 
algoritmus Backprobation, který porovnává očekávané řešení s výsledkem z neuronové sítě, 
čímž se zjistí, o kolik se neuronová síť „spletla“. Na základě tohoto rozdílu se počítá, jak se 
mají změnit váhy neuronů, aby se minimalizovala např. kvadratická odchylka [22]: 
          
  
   .                                                           (6) 
V rovnici (6) vstupnímu učebnímu vektoru (x1, x2, …, xN) odpovídá požadovaný výstupní 
vektor (d1, d2, …, dM) a (y1, y2, …, yM) představuje aktuální výstupní vektor sítě.  
Samotná korekce vah při učení probíhá na základě iteračního vzorce, který umožní 
vypočítat váhu skryté vrstvy podle váhy vrstvy výstupní a gradientu chybové funkce 
následovně [22]: 
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                .                                                     (7) 
μ v rovnici (7) představuje parametr rychlosti učení,   gradient. 
 
3.4 Dělení neuronových sítí 
Neuronové sítě můžeme dělit podle toho, jakým způsobem probíhá jejich učení [25].  
• Sítě s učitelem se snaží napodobit předkládané vzory, srovnává aktuální výstup 
s výstupem požadovaným a váhy se nastavují tak, aby se zmenšil rozdíl mezi skutečným a 
požadovaným výstupem (např. Hopfieldova síť). 
• Sítě bez učitele si musí najit svou vlastní reprezentaci pouze ze známých vstupních 
dat a s pomocí zadaného kritéria, kterému se snaží vyhovět. Váhy se nastavují tak, aby síť 
poskytovala stejnou odezvu při stejných, popř. podobných vstupech (např. Kohonenova síť). 
Neuronové sítě také můžeme rozdělit podle jejich funkce [24]. 
• Asociativní paměti jsou sítě, které odpovídají vzorem, který je asociován (logicky 
spojen) se vstupním vzorem (Hopfieldova síť). 
• Klasifikátory jsou sítě, které rozpoznají vstupní vzor a zařadí ho na základě 
podobnosti do vybrané třídy (Hammingova síť). 
• Aproximátory jsou sítě, jejichž funkce spočívá ve vytvoření vlastního vnitřního 
modelu na základě vstupních informací, který aproximuje skutečný systém (vícevrstvá 
perceptronová síť). 
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4. Praktická realizace neuronové sítě  
Pro vytvoření klasifikátoru EKG byl zvolen Matlab, který má poměrně rozsáhlý toolbox 
pro neuronové sítě. Ten popisuje jak teoretický základ problematiky, tak rozepsané funkce, 
které je možné použít pro tvorbu neuronové sítě v Matlabu.  
4.1 Vstupní a požadované výstupní hodnoty 
Jako vstupní data byl použit EKG záznam získaný pomocí ortogonálních svodů při 
experimentu na izolovaných králičích srdcích. Tento záznam je konkrétně ze svodu x 
(proměnná X_svod) a obsahuje srdeční cykly v sedmi po sobě následujících fázích (kontrolní, 
1. ischemická, 1. reperfuzní, 2. ischemická, 2. reperfuzní, 3. ischemická, 3. reperfuzní). 
Všechny cykly v těchto datech jsou rozdělena do sedmi různých typů podle morfologie EKG 
křivky, v každé fázi najdeme vždy jen určité typy (viz Obrázek 10 - Srdeční cykly z kontrolní 
fáze a Obrázek 11 – Srdeční cykly z 2. ischemické fáze). 
 
Obrázek 10 - Srdeční cykly z kontrolní fáze 
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Obrázek 11 - Srdeční cykly z 3. ischemické fáze 
Všechny cykly jsou tvořeny 510 vzorky a jsou uloženy v matici se stejným počtem 
řádků. Podle toho, které fáze si uživatel zvolí použít, se do prázdných matic data1 až data7 
vytvořených pro jednotlivé typy uloží odpovídající cykly z označených fází. Matice data1 
bude tedy mít 510 řádků a sloupců tolik, kolik srdečních cyklů z určených fází je zařazeno do 
1. typu. Takto naplněné matice (data) byly spojeny dohromady do matice s názvem 
typ1234567, která je od proměnné X_svod ovšem rozdílná v tom, že jednotlivé typy jsou zde 
uloženy v matici za sebou s tím, že už je známo, které sloupce odpovídají kterým typům. 
Od této vstupní matice byla odvozená matice požadovaných výstupů. Pro formát 
požadované výstupní matice platí, že řádky reprezentují jednotlivé skupiny a sloupce 
jednotlivé cykly. Byla tedy vytvořena matice nul o velikosti 7xP, kde P je počet všech cyklů 
v označených fázích, kde byla příslušnost k určitým typům dále kódovala jedničkou. Z tohoto 
vyplývá, že výstupní vrstva je tvořena sedmi neurony, z nichž každý představuje jeden typ. 
Vzhledem ke spojení všech typů do matice typ1234567, jedničky budou nejdříve na prvním 
řádku, dále na druhém, třetím, atd. tak, že bude ve sloupci jen jedna jednička a zbytek nuly. 
Počet jedniček v řádku byl volen podle počtu sloupců jednotlivých typů a tedy průběhů 
odpovídající tomuto typu (pokud by se použila data, kde by byly jednotlivé typy 
reprezentovány jen jedním cyklem, požadované výstupy by odpovídaly hodnotám z Tabulky 
2). 
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Takto byly vytvořeny dvojice vstupů a požadovaných výstupů, což jsou základní prvky 
pro vytvoření neuronové sítě učené učitelem.  
Tabulka 2 - Reprezentace jednotlivých typů 
Typ cyklu 
Požadovaný výstup 
Neuron 1 Neuron 2 Neuron 3 Neuron 4 Neuron 5 Neuron 6 Neuron 7 
Typ 1 1 0 0 0 0 0 0 
Typ 2 0 1 0 0 0 0 0 
Typ 3 0 0 1 0 0 0 0 
Typ 4 0 0 0 1 0 0 0 
Typ 5 0 0 0 0 1 0 0 
Typ 6 0 0 0 0 0 1 0 
Typ 7 0 0 0 0 0 0 1 
 
Pro vstupní data z kontrolní fáze experimentu (viz Obrázek 10) je odpovídající výstup 
takový, který odpovídá prvnímu řádku z Tabulky 2 (v kontrolní fázi se totiž nachází jen cykly 
typu 1).  
4.2 Struktura a nastavení NS 
Dopředná neuronová síť se zpětným šířením chyby byla vytvořena pomocí funkce 
newff: 
function net = newff(P,T,[S1 S2...S(N-1)],{TF1TF2...TFNl}, 
BTF,BLF,PF,IPF,OPF,DDF) 
jejíž vstupy jsou přímo definované následovně:  
P – matice vstupů 
T – matice požadovaných výstupů  
Si – velikost skrytých vrstev 
TFi – aktivační funkce jednotlivých vrstev včetně výstupní 
BTF – algoritmus pro výpočet zpětného šíření chyby při učení 
BLF – algoritmus pro obnovení vah a prahů  
PF – funkce pro hodnocení výkonnosti funkce (chybová funkce) 
IPF – předzpracování vstupních dat 
OPF – zpracování výsledků 
DDF – funkce určující rozdělení dat na trénovací, validační a testovací 
 
Ve skriptu je vstupem matice typ1234567, požadované výstupy jsou reprezentovány 
maticí target. Počet skrytých vrstev i neuronů v nich si uživatel volí pomocí GUI sám.  
Výstupem je struktura net s uloženými parametry vytvořené sítě. Další vstupní funkce sítě 
nejsou nadefinovány přímo v hlavičce, ale pod ní. Tyto funkce reprezentují parametry, na 
základě kterých dochází k učení i testování sítě. Většinu těchto parametrů si volí uživatel 
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pomocí GUI také sám. Některé parametry jsou v GUI již empiricky stanovené jako výchozí, 
ale uživatel si je může změnit. Všechny tyto parametry jsou obsažený v hierarchické 
struktuře net. Vypsat nebo změnit hodnotu parametru lze odkázáním na určitou položku v 
net pomocí zápisu 'net.název_proměnné', např. nastavení typu aktivační funkce 1. 
Vrstvy se provede následujícím způsobem: 
net.layers{1}.transferFcn = 'logsig', kde 'logsig' se používá pro 
sigmoidální funkci. 
Pak pro výpis typu aktivační funkce lze použit následující příkaz: 
net.layers{1}.transferFcn 
Aktivační funkce první vrstvy je sigmoida v rozsahu <-1;-1> (tansig) a aktivační 
funkce dalších vrstev je lineární (purelin). Učení algoritmem zpětného šíření chyby 
probíhá pomocí minimalizace chyby metodou gradientního sestupu chybové funkce 
(traingd), váhy a prahy se počítají pomocí algoritmu o stejném gradientním principu, jako 
probíhá učení celé sítě (learngd). Chybovou funkci nejčastěji představuje střední 
kvadratická chyba (mse), může se ale použít i střední absolutní chyba (mae) a další. 
K žádnému zpracování dat jako vstupů a výstupů nedochází, proto je nutné smazat výchozí 
nastavení těchto funkcí prázdnou složenou závorkou.  Aby se daly mezi sebou porovnávat 
jednotlivé sítě s různým počtem neuronů ve skryté vrstvě, je potřeba nastavit všechny prahy 
a váhy na nulu (initlay->initwb->initzero) a takto nastavené hodnoty „uložit“ 
pomocí funkce initlay.  
4.3 Rozdělení dat 
Je potřeba určit, na základě jakého algoritmu dojde k rozdělení dat na učební, validační 
a testovací. Toto rozdělení je použito pro realizaci algoritmu předčasného ukončení učení 
sítě (angl. earling stopping), který pomáhá zabránit přeučení sítě. Uživatel si může zvolit 
náhodné rozdělení (dividerand), kdy je náhodně vybráno pro učení 60% cyklů ze 
vstupních dat a pro validaci a testování vždy 20%. Náhodné rozdělení ale není příliš vhodné, 
může poskytovat při každém spuštění jiné výsledky, protože hrozí, se do jednotlivých množin 
náhodně vybere jiná množina cyklů. Na výběr je také přesně definované (dividend) 
rozdělení dat, kdy se do učební množiny vybírá každý 3. prvek ze vstupních dat, do validační 
množiny každý 20. a do testovací každý 7. Ke vstupním datům jsou samozřejmě vytvořeny i 
matice odpovídajících vstupů pro rozdělené množiny. 
Učební množina je použita pro výpočet gradientu a úpravu vah a prahů. Během 
procesu učení dochází i k výpočtu chyby pro množinu validačních dat, která by se měla 
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zmenšovat jako chyba při použití učební množiny. Dojde-li ovšem k tomu, že chyba pro 
validační množinu začne narůstat, proces učení se po určitém počtu takových iteraci zastaví 
a výsledkem jsou takové váhy a prahy, při kterých byla chyba nejmenší. Tj. vyberou se 
hodnoty parametrů z epochy těsně před nárůstem chyby. Validační množina tak slouží 
k tomu, aby nedošlo k přeučení sítě. 
4.4 Učení sítě 
Učení probíhá podle nastavitelných parametrů, které ovlivňují dobu a kvalitu učení. 
Mezi tyto parametry patří maximální počet epoch učení (net.trainParam.epochs), 
nejvyšší přípustná chyba (net.trainParam.goal) a krok učení 
(net.trainParam.lr). Všechny tyto parametry si uživatel může zvolit sám, pokud 
nechce využít hodnoty nastavené jako výchozí, které jsou empiricky stanovené. Tyto 
nastavené hodnoty způsobí, že učení sítě postupuje do té doby, než proběhne maximální 
počet epoch (což v některých případech může znamenat, že přípustná hodnota chyby nebyla 
dosáhnuta a výsledek může i nemusí být dostačující) nebo než dosažená chybová funkce 
nabude svého minima (což značí dostačující výsledek, i když všech epoch nebylo využito).  
Parametr rychlosti učení (=krok učení) ovlivňuje konvergenci sítě k požadovanému 
výsledku (tj. ke globálnímu minimu chybové funkce). Pro demonstraci jeho významu byla 
použita 2. ischemická fáze, nastaven maximální počet epoch na hodnotu 300 a přípustná 
chyba 0,1. Na Obrázku 12 je vidět rozdílný průběh získaných chybových funkcí při validaci 
pro a) krok=0,5 (po 110 epochách byla dosažena chyba mse=0,52) a b) krok=0,005 (chyba 
mse=0,5 byla dosažena až po 300 epochách). Ani v jednom případě ovšem nebyla splněna 
podmínka dosažené maximální chyby, v prvním případě bylo učení zastaveno validací a 
v druhém byl vyčerpán maximální počet epoch. Význam hodnoty kroku učení je ale i přesto 
zřejmý.  
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Obrázek 12 - Různé průběhy chybové funkce pro parametr učení krok=0,5 a krok=0,005 
 
Výchozí učební algoritmus je Levenberg-Marquardtovo zpětné šíření chyby (trainlm 
- iterativní numerická metoda pro určení minima funkce, kdy učení probíhá dávkově – 
všechny vzory jsou předloženy najednou). Jak jsem ovšem zjistila, tato metoda je zřejmě 
dosti náročná na paměť počítače, neboť výpočet trval hodně dlouho. Takto trénovaná síť ale 
klasifikuje s velkou přesností, stinnou stránkou ej ale dlouhá doba výpočtu algoritmu. Tuto 
metodu je lepší použít pro aproximaci funkcí než pro klasifikaci.  
Další funkcí pro učení NS je funkce gradientního sestupu (traingd - snaha 
minimalizovat střední kvadratickou chybu na základě skutečného a požadovaného výstupu). 
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Použití této funkce je zřejmě výhodnější z důvodu rychlosti jejího výpočtu, účinnosti 
klasifikace je i tak hodně dobrá. Funkce train učí vytvořenou síť net se vstupy typ1234567 
a požadovanými výstupy target s využitím parametrů trénovací množiny definovanými výše. 
Výstupem je naučená síť net a struktura tr obsahující kromě použitých parametrů a funkcí i 
výsledky učení (např. pro jednotlivé epochy: gradient, výsledky klasifikace učebních, 
validačních i testovacích dat udaný ve střední kvadratické chybě atd.). Pomocí funkce sim 
dojde k otestování výkonu funkce na dalších datech, v tomto případě na testovací množině 
dat. 
4.5 Zobrazení výsledků klasifikace 
Pomocí funkce plotconfusion se vykreslí tabulka výkonnosti neuronové sítě 
(=kontingenční tabulka – Tabulka 3). Sloupce reprezentují typy vstupních dat, řádky 
zachycují, jak byly vstupy klasifikovány. V zelených buňkách je počet cyklů, které byly 
správně zařazeny do určité skupiny (=TP – true positive), v nevybarvených buňkách je počet 
chybně zařazených cyklů do této skupiny (=FP – false positive) nebo počet špatně zařazených 
cyklů z této skupiny do jiné (=FN – false negative), záleží na tom, zda čteme po řádcích nebo 
sloupcích. Součástí tabulky je i buňka vyjadřující celkovou úspěšnost a velikost chyby 
klasifikace. Všechny tyto hodnoty byly vypočteny na základě rozdílů požadovaných výsledků 
a výsledků sítě, které se zadávají jako vstup vykreslovací funkce.  
Tabulka 3 - Kontingenční tabulka výsledků klasifikace 
 
1 2 3 4 5 6 7 
1 TP FP FP FP FP FP FP 
2 FP TP FP FP FP FP FP 
3 FP FP TP FP FP FP FP 
4 FP FP FP TP FP FP FP 
5 FP FP FP FP TP FP FP 
6 FP FP FP FP FP TP FP 
7 FP FP FP FP FP FP TP 
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5. Program Neural Sorter 
V rámci této bakalářské práce vznikl v programu Matlab 7.9.0 (R2009b) klasifikátor 
Neural Sorter, který je tvořen několika okny grafického uživatelského rozhraní, mezi kterými 
se může uživatel přepínat. Tento program je schopen klasifikovat pomocí dopředné  
neuronové sítě, jejíž strukturu si uživatel navrhne sám, data získána při experimentu na 
izolovaných králičích srdcích. Klasifikátor využívá funkce z Neural Network Toolboxu 
v Matlabu a spouští se pomocí souboru start.m. 
Po spuštění programu se uživateli otevře okno, ve kterém si může pomocí tlačítek 
vybrat, zda si chce přečíst informace o programu, začít tvořit síť novou nebo načíst síť s 
uloženými parametry, pokud si při předchozí práci parametry uživatel uložil (viz Obrázek 13).  
 
Obrázek 13 - Uvítací okno programu 
Informace o programu se zobrazí v souboru about.txt a obsahují stručné informace o 
programu a nápovědu k obsluze programu. 
Při zvolení možnost tvoření nové sítě se uživateli okno tvořené několika funkčními 
bloky. Podobu tohoto grafického uživatelského rozhraní vidíme na Obrázku 14.  
31 
 
 
Obrázek 14 - GUI pro vytvoření nové sítě 
Zde si nejprve uživatel vybírá data, se kterými chce pracovat (viz Obrázek 15). Na výběr 
má ze sedmi fází, které si může zvolit a pomocí tlačítka případně vykreslit. V těchto fázích se 
nachází srdeční cykly o sedmi různých typech morfologie EKG křivky. 
 
Obrázek 15 - Blok pro výběr vstupních dat 
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V dalším bloku uživatel tvoří samotnou strukturu nové neuronové sítě (viz Obrázek 16 - 
Blok pro nastavení struktury neuronové sítě). Počet neuronů ve vstupní a výstupní vrstvě 
jsou parametry pevně dané, určené počty vzorků tvořící jednotlivé cykly a počtem tříd 
(=typů), do kterých síť klasifikuje. Uživatel si zvolí počet skrytých vrstev a dále počet neuronů 
v těchto skrytých vrstvách. Pokud zvolí více skrytých vrstev, může si také zvolit možnost, že 
ve všech těchto skrytých vrstvách bude stejný počet neuronů.  
 
Obrázek 16 - Blok pro nastavení struktury neuronové sítě 
Uživatel si také vybírá přenosové funkce jednotlivých skrytých vrstev a také funkci 
výstupní, jejichž významy jsou popsány v Tabulce 4. 
Tabulka 4 - Přenosové funkce použitelné v programu 
Název Popis 
purelin lineární přenosová funkce v intervalu <- ∞; ∞;> 
poslin lineární přenosová funkce v intervalu <0; ∞;> 
logsig sigmoidální přenosová funkce v intervalu <0; 1> 
tansig sigmoidální přenosová funkce v intervalu <-1; 1> 
 
V dalším bloku si uživatel volí parametry pro učení neuronové sítě (viz Obrázek 17).  
 
Obrázek 17 - Blok pro nastavení parametrů učení 
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Je nutné zvolit maximální počet epoch, který by měl být v intervalu <5; 5000>, dále 
krok učení nacházející se v intervalu <0; 1> a maximální přípustnou chybu ve stejném 
intervalu. Je nutné nezapomenout na to, že při zadávání desetinných čísel se oddělují řády 
tečkou, nikoli čárkou. Také se zvolí princip určující výkon sítě, jejichž výpis a význam je 
zaznamenán v Tabulce 5. 
Tabulka 5 - Popis parametrů výkonu 
Název Popis 
mse střední kvadratická normalizovaná hodnota chybové funkce 
mae střední absolutní hodnota chybové funkce 
msereg střední kvadratická chyba váhovaná vahami a prahy 
 
Na výběr je dále možnost definovaného nebo náhodného rozdělení dat pro učení a 
testování sítě.  
Pokud uživatel vyplnil všechny výše uvedené hodnoty a parametry, může začít učení 
sítě. Aby to ale bylo možné, je nejprve nutno tlačítkem zkontrolovat zadané parametry. 
Pokud je vše správně vyplněno (zvolena aspoň jedna fáze při výběru dat, nadefinované 
hodnoty neuronů všech zvolených skrytých vrstev a všechny parametry učení jsou ve 
správných intervalech), tlačítko pro učení se stane aktivním a po jeho stisknutí proběhne 
samotné učení sítě podle zadaných parametrů s daty z učební množiny. Po učení sítě se 
objeví kontingenční tabulka, která zobrazí výsledky úspěšnosti učení. Nyní už je také aktivní 
tlačítko pro testování sítě, díky kterému se data z testovací množiny klasifikují již naučenou 
sítí, a opět se vykreslí kontingenční tabulka s výsledky.  
Poté uživatel stlačí tlačítko pro ukončení práce se sítí, čímž dostane na výběr další 
možnosti (viz Obrázek 18 - Varovné okno při zavírání aktivního GUI), a to buď smazat všechny 
nastavené parametry a vytvořit síť novou nebo neprovádět žádnou akci či parametry sítě 
uložit, kdy si uživatel zvolí adresář a název složky pro uložení dat. 
 
Obrázek 18 - Varovné okno při zavírání aktivního GUI 
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 Po jakékoli akci se okno se zadanými parametry stávající sítě zavře a uživatel je opět 
na začátečním uživatelském rozhraní, kde může opět číst o programu, vytvářet novou síť 
nebo otevřít síť s těmi parametry, které předtím uložil.  
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6. Analýza výsledků 
Tato část je zaměřena na posouzení úspěšnosti klasifikace při různých topologiích sítě 
nebo různých vstupních datech. Parametr učení, počet epoch, maximální chyba i přenosové 
funkce sítě byly použity takové, které jsou nastaveny jako výchozí ve vytvořeném grafickém 
uživatelském prostředí programu Neural Sorter. Jsou to hodnoty empiricky stanovené jako 
vyhovující.  
6.1 Závislost chyby klasifikace na počtu neuronů 
Nejdříve neuronová síť klasifikovala data pouze z jedné (2. ischemické) fáze 
experimentu a to do 5 tříd. Zjišťovalo se, jaká struktura sítě má za následek nejlepší 
klasifikaci. Byla použita síť s pouze jednou skrytou vrstvou, ve které počet neuronů 
představovala proměnná pocetneuronu. Tato proměnná se měnila v intervalu <2; 15>. Pro 
všechny testované sítě byly použity stejné učební, validační i testovací množiny, parametry 
učení byly následující:  
net.trainParam.epochs = 800; 
net.trainParam.goal = 0.01; 
net.trainParam.lr = 0.05; 
S takto nastavenými hodnotami učení se zjistilo, že nejlepší výsledky dává síť s 8 
skrytými neurony (viz Obrázek 19).  
 
Obrázek 19 - Topologie sítě poskytující nejlepší klasifikaci v SP 
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Tato síť má 97,7% úspěšnost klasifikace při použití testovací množiny. 
V další části práce, kdy se využilo více různých fází experimentu, se také zjišťovala 
závislost chyby klasifikace na počtu neuronů. Byly použity pouze tři fáze, ve kterých se 
dohromady nachází všech 7 typů (kontrolní, 1. reperfuzní a 2. ischemická). Postupně 
v intervalu <1; 20> se zvyšoval počet neuronů v první vrstvě a sledovala se velikost chyby 
klasifikace. Ten počet neuronů, který vykazoval chybu nejmenší, byl použit v 1. vrstvě a dále 
se měnil počet neuronů ve 2. vrstvě stejným způsobem, jako předtím v první atd.  
Z Tabulky 6 jde vidět, že výsledky jsou hodně špatné. Zde totiž vidíme vliv špatné 
detekce R vlny na úspěšnost klasifikace. Na Obrázku 20 je zvýrazněno posunutí R vlny z 1. 
reperfuzní fáze vedle vlny z fáze kontrolní. 
 
Obrázek 20 - Ukázka EKG cyklu se špatně detekovanými R 
Nejlepšího klasifikačního výsledku při použití této sady dat se podařilo s jednou skrytou 
vrstvou, která měla 12 neuronů. Přesto, že je to výsledek nejlepší, nedá se považovat za 
uspokojivý, neboť dobře je klasifikována jen větší polovina (barevně zvýrazněno v Tabulce 6). 
Tabulka 6 - Velikost chyby při špatném předzpracování 
Počet 
neuronů 
Chyba při 1 skryté 
vrstvě 
Chyba při 2 skrytých 
vrstvách 
Chyba při 3 skrytých 
vrstvách 
1 63,5% 63,5% 63,5% 
2 63,5% 55,6% 62,8% 
3 63,5% 63,5% 48,6% 
4 55,9% 60,4% 63,5% 
5 54,5% 49,3% 52,8% 
6 57,3% 53,1% 55,9% 
7 52,8% 63,2% 63,5% 
8 55,9% 56,6% 62,5% 
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9 55,9% 49,7% 87,8% 
10 63,5% 53,5% 76,4% 
11 52,1% 55,9% 95,8% 
12 46,9% 58,3% 76,4% 
13 49% 55,9% 95,8% 
14 55,9% 66,3% 98,3% 
15 52,4% 55,6% 63,5% 
16 62,8% 55,9% 87,8% 
17 51% 67,7% 95,8% 
18 64,9% 47,2% 95,8% 
19 56,6% 50% 86,8% 
20 53,1% 53,1% 76,4% 
 
Stejný problém můžeme pozorovat i u jiných fází (na Obrázku 21 je zvýrazněno 
posunutí R vlny v 2. reperfuzní fázi), kde nepřesná detekce R vlny způsobila posunutí celého 
průběhu. I když morfologie křivek je téměř stejná, toto posunutí způsobí velkou chybu 
v klasifikaci, neboť neuronová síť není schopna zařadit průběhy se správně a špatně 
detekovanou R vlnou do jednoho typu.  
 
Obrázek 21 - Další ukázka 
Mnoho průběhů z různých fází experimentu je touto špatnou detekcí poznamenána, 
což snižuje úspěšnost klasifikátoru. Jedná se ovšem o reálná data, která nejsou nikdy ideální 
a do kterých můžeme buď už snímáním, nebo dalším zpracováním vnést chybu. 
Dále byla vybrána data, u kterých je vlna R detekována správně (tento předpoklad 
splnilo ale pouze 6 typů z fáze kontrolní a 2. Ischemické, viz Obrázek 22), a tato data sloužila 
pro neuronovou síť stejně, jako data výše uvedená (měnil se počet skrytých vrstev a počet 
neuronů v nich tak, že se nejdříve našel počet neuronů schopný klasifikovat co nejlépe pro 1 
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skrytou vrstvu a tato hodnota byla použita pro tuto vrstvu ve vícevrstvé struktuře vždy a 
měnil se opět rozsah jen vrstvy další).  
 
Obrázek 22 - Správně předzpracovaná data 
Výsledky klasifikace jsou v tomto případě mnohem lepší. Nejen, že alespoň 2/3 
úspěšnosti dosáhneme s více různými vyzkoušenými topologiemi, ale i nejmenší zjištěná 
chyba při učení je 26,2%, což je téměř poloviční, oproti datům předešlým. Úspěšnost 
klasifikace 73,8% už můžeme považovat za uspokojivou vzhledem k počtu klasifikačních 
skupin (= 6).  
Tabulka 7 - Velikost chyby při dobrém předzpracování 
Počet 
neuronů 
Chyba při 1 skryté 
vrstvě 
Chyba při 2 skrytých 
vrstvách 
Chyba při 3 skrytých 
vrstvách 
1 100% 94,2% 100% 
2 66,3% 42,4% 87,2% 
3 49,4% 43,6% 44,8% 
4 88,4% 79,7% 88,4% 
5 53,5% 40,7% 31,4% 
6 41,3% 79,1% 97,1% 
7 87,2% 97,7% 48,8% 
8 87,2% 87,8% 93% 
9 32,6% 30,8% 82% 
10 59,9% 88,4% 82% 
11 68% 89% 82% 
12 82% 78,5% 60,5% 
13 72,7% 31,4% 82% 
14 32% 30,8% 60,5% 
15 87,2% 26,2% 97,1% 
16 30,8% 87,2% 93% 
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17 54,1% 30,8% 80,2% 
18 70,3% 91,9% 93% 
19 73,3% 70,3% 97,1% 
20 27,9% 36% 87,2% 
6.2 Klasifikační úspěšnost pro jednotlivé fáze 
Následně byly použity informace získané z tabulky úspěšnosti klasifikace vypsané výše 
a struktura poskytující nejlepší klasifikaci byla použita pro klasifikaci jednotlivých fází. Byla 
tedy použita síť se dvěma skrytými vrstvami s 20 a 15 skrytými neurony. Tato síť klasifikovala 
s úspěšností uvedenou v Tabulce 8. 
Tabulka 8 - Úspěšnost klasifikace pro jednotlivé fáze 
Fáze kontrolní 1. isch. 1. rep. 2. isch. 2. rep. 3. isch. 3. rep. 
Úspěšnost 100% 89,1% 92,2% 89,2% 97,1% 95,8% 85,2% 
 
Výsledky poskytnuté touto topologií se jeví jako velice úspěšné. Nedá se ale vyvrátit, že 
by síť byla schopna klasifikovat ještě lépe, ať už s jinými parametry nebo s jiným počtem 
neuronů ve skrytých vrstvách, protože fakt, že určitá topologie se jevila jako nejvhodnější pro 
určitou množinu dat, neznamená, že tatáž síť bude podávat nejlepší výsledky pro množinu 
jinou. 
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Závěr 
Cílem předložené práce bylo seznámení se s problematikou klasifikace srdečních cyklů 
založené na neuronových sítích. Úvodní teoretická část práce se právě proto zabývá jednak 
samotnou definicí neuronových sítí, tak i rešerší již dosáhnutých výsledků publikovaných ve 
vědeckých článcích.  
Praktická část práce se zabývá návrhem, implementací a vyhodnocením použité 
metody pro klasifikaci srdečních cyklů získaných experimentálně z izolovaných králičích srdcí. 
Vytvořený návrh byl implementován pomocí prostředí Matlab a jeho knihovny Neural 
Network Toolbox. Pro lepší ovládání bylo také vytvořené prostředí GUI, které umožňuje 
konfiguraci hlavních parametrů jak struktury sítě (počet skrytých vrstev a neuronů, typy 
přenosových funkcí), tak jejího učení (maximální počet epoch, krok učení, maximální 
přípustná chyba) i rozdělení dat (náhodné nebo definované).  
Program má také opatření, které hlídá, zda jsou zadané všechny potřebné parametry 
pro spuštění učení, a až po kontrole a splnění podmínek je učení možné, po něm také 
testování sítě. Po vytvoření sítě s určitou strukturou má uživatel na výběr, zda skončit s nebo 
bez uložení zadaných parametrů, což samozřejmě přináší potřebu schopnosti načtení těchto 
uložených parametrů v případě zájmu uživatele, což program také umožňuje. 
Jako vstupní data jsou na výběr různé fáze experimentu - kontrolní, 1. ischemická, 1. 
reperfuzní, 2. ischemická, 2. reperfuzní, 3. ischemická, 3. reperfuzní. V případě, kdy se 
klasifikovala jen data (různé typy) z jedné fáze, byla úspěšnost až 97,7% pro 5 různých typů, 
pro 6 různých typů z více fází experimentu však byla úspěšnost poněkud nižší – 73,8% (viz 
kapitola 6.1).  Chybu klasifikace zavádělo ne příliš kvalitního předzpracování dat a detekce R 
vlny.  Při snaze klasifikovat do 7 různých typů bylo nutno použít fáze se špatnou detekcí, kde 
se 7. typ nachází, úspěšnost klasifikace zde byla pouze 53,1% (viz Tabulka 6). Ukázalo se, že 
pro různé použité vstupní množiny byla topologie sítě poskytující nejlepší výsledek 
klasifikace různá, proto se nedá určitá struktura sítě považovat za nejvhodnější pro všechna 
data.  
Úspěšnost klasifikace byla též ovlivněna nastavenými parametry učení – počet epoch, 
krok učení, maximální chyba. Tyto parametry způsobí, že učení sítě postupuje do té doby, 
než proběhne maximální počet epoch (což znamená, že chyba nebyla dosáhnuta a výsledek 
může i nemusí být dostačující) nebo než dosažená chybová funkce nabude svého maxima 
(což značí dostačující výsledek, i když všech epoch nebylo využito). Rychlost konvergence sítě 
ke správným výsledkům určuje parametr (=krok) učení. 
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Dosažená klasifikační úspěšnost je mnohem nižší než úspěšnost publikovaná ve 
vědeckých článcích. Při klasifikaci do šesti tříd bylo dosaženo v porovnání s publikovaným 
článkem [16] úspěšnosti nižší zhruba o 25%, při klasifikaci do sedmi skupin je klasifikační 
úspěšnost ve srovnání s publikovaným výsledkem [19] o vice než 40% nižší. Reálná data 
použitá v této práci ale zaváděla velkou chybu díky svému nedokonalému předzpracování. 
Tato práce by mohla mít mnohá rozšíření a vylepšení. Nejdůležitějším z nich je zřejmě 
úprava cyklů do takové podoby, aby R vlna byla vždy v přibližně stejném časovém okamžiku 
(ořezáním nebo jiným předzpracováním). Vhodné by také bylo, kdyby byly cykly rozděleny 
odborníkem na EKG podle diagnostického významu jednotlivých průběhů a ne jen podle 
morfologie QRST segmentů (mohlo by ve výsledku být více nebo méně klasifikačních skupin). 
V rámci předzpracování by se cykly také mohly podvzorkovat, což by mohlo omezit 
náročnost výpočtu (méně vstupních neuronů), ale také by se mohlo přijít o důležité detaily 
v morfologiích křivek. Dále by se daly použít i data z další svodů (Y a Z), na základě kterých by 
mohla klasifikace probíhat také.  Největším úspěchem by bylo, kdyby byla síť schopna 
klasifikovat veškerá různá vstupní data, která by jí byla poskytnuta (omezením by byl jen 
určitý formát).  
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