Background: Brazil is the world's largest sugarcane producer, and its production is concentrated in south-central and northeast regions, particularly in the state of São Paulo. The land use change, principally from the increasing sugarcane production, may reflect in the farmland prices. The aim of this study is to evaluate the extent to which agricultural land prices in São Paulo are determined by variations in cultivation and prices of three products that represent a significant share of agriculture in the state: sugarcane, soy and corn, in a low-inflation environment.
Background
Studies of land use changes and farmland prices are very useful to policy makers, who need to be able to identify the determinants of such changes. Changes in land use patterns significantly affect both the environment (biodiversity, water pollution, soil erosion, and climate change) and economic and social welfare [9] .
In Brazil, the large fluctuation in rural land prices during the periods of high inflation that extended throughout the 1970s, 1980s, and early 1990s (associated with the modernization of farming production that began in the 1960s) stimulated several studies on the Brazilian land market. The analyses by Sayad [45, 46] , Oliveira and Costa [34] , Pinheiro and Reydon [36] , Rezende [43] , Egler [15] , and Bacha [1] are representative of this period. Although different approaches were taken, these studies are dedicated primarily to the identification of factors beyond those strictly related to farming activity that acted to determine land prices in the country. In particular, the literature began to consider the impact of macroeconomic variables on land prices.
Beginning with the arrival of the Real Plan and subsequent monetary stability in 1994, however, increased interest rates and low exchange rates in the country led to a new dynamic in the agricultural land market [58] . As noted by Reydon and Plata [41] , in the years immediately following implementation of the Real Plan, there was a marked drop in agricultural land prices in the country. According to these authors, this devaluation occurred as a result of the reduced inflation rate, which diminished
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Agriculture & Food Security *Correspondence: telles@iapar.br 2 Instituto Agronômico do Paraná, C.P. 10 .030, Londrina, Paraná CEP 86057-970, Brazil Full list of author information is available at the end of the article the demand for assets that serve as a store of value, such as land. They also concluded that the price drop was the result of increased interest rates, which made financial assets more attractive than land because the former began to yield better profit expectations to investors. In this context, the influence of agricultural land in storing value decreased, even if it was not completely eliminated. Hence, the authors suggest that the demand for agricultural land became more closely related to its productive dimension than to its capacity to store value, which is an economic dimension linked to speculation 1 [40] . In fact, with the subsequent exchange devaluation that began in 1999, exports were favored and the prices paid for important crops such as sugarcane, corn and soy increased, followed by a rise in the price of agricultural land in the primary producing regions for these commodities [4, 30] -among them, the state of São Paulo. 2 The trend of increased demand for agricultural land for production purposes gained importance in the state of São Paulo, especially from the expansion of sugarcane farms [13, 20] destined for the production of biofuels and agro-energy [17] . One of the reasons for this expansion is related to the liberalization of sugar exports starting in 1990, following the intense process of trade liberalization of the Brazilian economy at the time. In 2007, the state of São Paulo was responsible for 60% of the sugarcane production in Brazil and 53% of the total area occupied by this crop. The advancement in sugarcane farming activity is occurring mostly in areas formerly used to raise cattle, and primarily through land leasing, which maintains the market for land used for sugarcane production on the rise [19, 32, 50] . Furthermore, São Paulo has one of the most complete logistics infrastructures in the country [49] , which reduces the costs of agricultural activities. Associated with the good performance of the farming sector, the demand for land certainly reflects the favorable nature of this environment, which in turn has been reflected in higher land prices since 2000 [54] .
Several studies conducted in Brazil after 1995, especially those by Plata [37] , Reydon and Plata [41] , Gasques and Bastos [20] , Zilli et al. [58] , and Ferro and Castro [18] , indicate that the determinants of land prices in Brazil may be connected primarily to its role as a production factor, suggesting that a similar movement may have occurred in the state of São Paulo.
This study thus aims to contribute to the recent literature on land prices in Brazil by examining the determinants of agricultural land prices in the state of São Paulo using an empirical evaluation of the effects of variables associated with productive activity on land prices. The analysis is based on data from the Rural Development Offices (Escritórios de Desenvolvimento Rural-EDR) 3 from 1997 to 2013. The specificity of the analysis conducted here lies precisely in the adoption of a data disaggregation level based on EDRs, in contrast to the literature on land prices for Brazil in general.
More specifically, this paper analyzes the extent to which land prices in São Paulo are determined by variations in the area of cultivation and in the prices linked to three of the products that represent a significant share of agriculture in the state: sugarcane, soy, and corn, in a low-inflation environment. An econometric model is constructed with land price, the dependent variable, subdivided, according to the definition of the Institute of Agricultural Economics (Instituto de Economia Agrí-cola-IEA) of the state of São Paulo, into first-and second-class croplands. Explanatory variables include the cultivation area of each of the crops considered, the unit price of their products, the land-lease value according to each crop, and the inflation rate and overall production value of São Paulo's farming production, excluding corn, soy, and sugarcane production values. The overall production value for each unit is incorporated into the model to reflect the income associated with other crops (e.g., coffee, oranges, and cattle), whose importance in the agricultural production of the state cannot be disregarded.
Methods

Conceptual framework
Land value has been a privileged subject of analysis in numerous economic studies ever since the conceptualization of a tripartite division of factors of production into land, labor, and capital [47] . In general, several theoretical approaches to the land market have considered the negotiated asset price to be a direct or indirect result of its potential earning stream [29, 51] . That is, even considering some assumptions with respect to the overall operation of the economy and the role that land plays in it, it is possible to identify a common element with respect to land price determinants in several theoretical approaches. That common element is the fact that land price is determined by the earnings that it generates to those who make use of it. From this perspective, land value is dictated by the production capacity of the land.
The relative consensus that had been established in the literature, however, was shattered in the mid-1950s, when many empirical studies found that land prices in the USA rose well above that which would be justified by the earnings from the land use, contrary to what was suggested by the theories of the time [10, 48] . Because of what was known as the "land price paradox" (the name given to this phenomenon in the specialized literature), various scholars began to consider factors not strictly related to land production capacity as determinants of land value. However, many of these authors restricted the influence of these other determinants to the impact they had on the agricultural sector itself. It was thus found that other factors, in addition to production-related ones, could influence land price. Studies by Scofield [48] , Chryst [10] and Traill [52] provide some examples of the way land price determinants began to be considered.
Scofield [48] emphasized that land had a tendency to be more highly valued than the income growth derived from its productive use. To the author, price-sustaining policies, technological advances, and even the use of land as a store of value, e.g., as protection against increased inflation rates, changed the land price and could thus be considered among the elements determining it. Although Chryst [10] argued that land price should reflect the earnings the land is able to generate, including production increases, the author also considers non-agricultural earnings in land price formation. From this same perspective, Traill [52] found that in England, the increase in land prices in the 1960s was much higher than any increase in earnings from agricultural activities. In this context, the relation between the profitability of agricultural activities and land price was not as direct as it had been.
Other authors, such as Tweeten and Martín [53] , Reinsel [38] , Reinsel and Reinsel [39] , Doll et al. [14] , Just and Miranowski [26] , and Weersink et al. [55] investigated the impact of public policy on land price. For example, Reinsel and Reinsel [39] observed that the present value of the land earnings stream, farm credit, the interest rate, and the inflation rate acted as land price determinants. Thus, the authors highlight factors associated with agricultural activities and those related to public policies in the sector. In the same vein, Doll et al. [14] performed an empirical assessment of the evolution of land price in the USA and developed a model that includes variables directly associated with agricultural activity, the interest rate, and other variables that reflect the existence of different government incentives. In general, they found that public policies directed toward the agricultural sector, especially credits and government subsidies, stimulated the demand for land, which raises its price.
Indeed, several factors are currently considered in the literature to be determinants of land prices: institutional aspects [25] , spatial influence [8, 16, 23, 42, 57] , international investment [2, 44] , and the rental price of land [24, 51] , among others factors.
The observation that in Brazil, during periods of high inflation after the modernization of Brazilian agriculture during the 1960s, land prices lost their relationship to the earnings level of agricultural activity led authors such as Sayad [45] and Telles et al. [51] , among others, to argue that, in general terms, speculation, in addition to factors associated with agriculture, contributed to explanation of land value changes in the country.
Sayad [45] noted that, while serving as a store of value in periods of accelerated inflation, demand for land can exist regardless of the prevailing conditions in the production sphere. Land income was relatively constant during different economic cycles, making land a highdemand asset in periods of cyclical decline. Egler [15] , in turn, draws a parallel between the land market and financial markets, noting the importance of interest rate movements as a land price determinant. To Reydon et al. [42] , the determination of land value depends (in addition to the prices of agricultural products and inputs) on the actual interest rate, farming credits, and technological innovations. Reydon and Plata [41] , as another example, state that between 1966 and 1975, growth in land price was influenced by technological innovation that changed the way in which agricultural activities were conducted. For Novo et al. [33] , buying land and investing in farming is based on several reasons, including capital protection (land value used to increase over time and is considered a safe asset to invest money earned in urban business), social recognition (to pursue a farm is a clear sign of wealth to the urban society), leisure weekends and vacation activity, and nostalgia. Oliveira and Costa [34] also highlight that, in addition to agricultural product prices and inputs, the transportation infrastructure was one of the determining factors in land price.
In summary, land is a production factor and its price therefore reflects the income generated by the production activities it enables. However, land is also a financial asset used as a store of value, most importantly in periods of high inflation rates and uncertainties related to the economic environment. Land is also used as a guarantee for obtaining credit and government subsidies. Because of these additional financial factors, land is often used as the target of speculation [31] . Moreover, land prices reflect governmental policies, such as taxes, subsidies, technical assistance, and other programs that may be directly or indirectly related to agriculture. The costs and benefits of such policies are often capitalized in the land prices affected by them. As a result, land price result from a broad range of factors, which makes the task of measuring its determinants more complex.
Nevertheless, with the economic stability resulting from the Real Plan (1994) in Brazil, studies indicated that land price determinants became increasingly associated with production factors, i.e., the income obtained from agricultural activities [6, 7, 18, 37, 41, 58] . This argument is even more relevant for the state of São Paulo, a region where a strong expansion in corn, soy, and especially sugarcane crops has occurred [13] . Thus, due to the data limitation for the selected unit of analysis, i.e., the EDRs, we opted for the use of variables associated with these cultures of the set of possible factors that may contribute to the determination of land prices.
Data and descriptive statistics
The data used in this study are presented in Table 1 . They were acquired from the IEA and from the Getúlio Vargas Foundation (Fundação Getúlio Vargas-FGV). It is important to note that all variables measured in monetary terms were deflated and are shown in constant Reais (2013 BRL). The land price is divided into firstclass croplands and second-class croplands according to the specifications of the EDR, and according to the classification established by the IEA as follows: (1) "Firstclass cropland: First-class cropland is potentially fit for annual crops, perennial crops and other uses, and supports intensive management of crop practices, tillage, etc. It is medium to high productivity land that can be mechanized, being flat or slightly sloping and with deep and well-drained soil" (IEA); (2) "Second-class cropland: Although potentially fit for annual and perennial crops and other uses, second-class cropland has more serious limitations than first-class cropland. It may have mechanization problems because of steep slopes. However, the soil is deep, well drained, fertile, while sometimes requiring some type of compost" (IEA). The descriptive statistics of the variables used are shown in Table 2 . It should be noted that because the data used do not have the same number of observations for all variables (Table 2), the panel described in the subsection below is unbalanced. Sugarcane, corn, and soy crops are predominant in certain regions. Therefore, variables have large ranges. As an example, the soy cultivation area (Area_Soy) has a minimum value of 0 hectares and a maximum value of 169,200 ha. Figure 1 graphically illustrates the evolution of the mean real price of first-and second-class lands in the state of São Paulo between 1997 and 2013. Similar price behavior for both classes of land is observed over the same time period. Between 1997 and 2013, there was an increase in value of 91.64% for first-class croplands and 112.58% for second-class croplands. The data show that, between 1997 and 1999, land was devalued, a movement similar to the one previously discussed for Brazil as a whole. After 2000, an increase in the value of land began, and between 2005 and 2007 land prices stabilized. In 2008, there was a slight increase in land prices in relation to the previous period, followed by a slight decrease in 2010. In 2011, there is a large increase in land value, most likely caused by the high prices of agricultural commodities, especially sugarcane, corn, and soy, in addition to the speculative effect inherent to land price. In 2012, there was a drop in land prices, possibly resulting from the drop in commodity prices, legal insecurity (such as the acquisition of land by foreigners), and environmental impediments resulting from the new Forest Code. Finally, in 2013, prices started to rise again, regaining the upward trajectory that began in 2000. 4 The EDR is chosen as the unit of analysis because it is the smallest unit for which reliable data are available over the period of analysis (1997-2013), which provides robustness to the model results. With respect to the explanatory variables, the crops chosen (corn, soy, and sugarcane) represent the main temporary 5 agricultural activities of the state. As illustrated in Fig. 2 , the share of the sum of corn, soy, and sugarcane production values in the total production value of São Paulo's farming activity increases over time, from approximately 30% in 1997 to 55% in 2013. This movement is credited primarily to sugarcane. When considering shares of cultivated area, the importance of these three crops is also evident [13] . As displayed in Fig. 3 , the share of the sum of corn, soy, and sugarcane crop areas in the total agricultural area of São Paulo, equivalent to the sum of the temporary crop 4 Naturally, as this is the mean price of the EDRs in the state of São Paulo, important individual differences may remain hidden. For example, with the exception of the years after 2011, São Paulo and Campinas show a continuous drop in land price. The allocation of land in the rural areas of these EDRs may not be fully directed to agriculture and may include activities related to urban life, such as clubs, parks. 5 The study's choice to analyze temporary crops reflects their importance within the state of São Paulo's farming activity, as well as the assumption that the impact of these crops on the formation of land prices is best captured by the proposed model. If considered permanent crops, it would be necessary to take into account the different temporalities of each crop as a way to get a reasonable approximation of the activity earnings, a fact that would make the model and the interpretation of its results more complex. agents to protect their wealth, depending on the rate of inflation. Moreover, as a way to isolate the dramatic rise in land prices in 2011 (Fig. 1) , dummy variables were constructed for the years 2011, 2012, and 2013.
Empirical model
This study applies panel data econometric techniques, in which time series and cross-sectional data are combined, allowing higher degrees of freedom, reducing the collinearity between explanatory variables, and controlling for unobservable heterogeneity present in the units of analysis [21, 22, 56] . In this case, the units of analysis are the EDRs in the state of São Paulo. The empirical analysis applies the following econometric model: variance for each EDR) and first-order autocorrelations. In this analysis, tests are conducted to determine the presence of these error structures. If the results indicate the presence of heteroskedasticity between EDRs and/ or first-order autocorrelations, appropriate methods are implemented to correct the model.
Model selection tests
To determine the appropriate model for the data, the following procedures were employed: (1) the BreuschPagan Lagrangian multiplier test was applied in order to choose between a pooled ordinary least squares (pooled OLS) model, which does not present unobservable individual effects, and the random effects model I. If the null hypothesis is rejected, the random effects model is (1) logP it = β 0 + β 1 logArea_Sugarcane it + β 2 logArea_Corn it + β 3 logArea_Soy it + β 4 logPrice_Sugarcane it + β 5 logPrice_Corn it + β 6 logPrice_Soy it + β 7 logLease_Sugarcane it + β 8 logLease_Corn it + β 9 logLease_Soy it + β 10 logVp_Total it + β 11 logIGP it + ε it where i = 1, 2, . . . , 40, refers to each of the 40 EDRs selected, t = 1, 2, . . . , 17, indexes years 1997-2013, β 0 is the intercept, β 1 to β 11 are the coefficients of the covariables defined as potential determinants of land price, β 12 , β 13 , and β 14 are the coefficients of the dummy variables for year 2011, 2012, and 2013, µ i captures the unobservable individual effects of the EDRs, and ε it is the idiosyncratic error term. The number of observations is not the same for all variables in the analysis, thus leaving the panel unbalanced (Table 2) .
The unobserved heterogeneity of the EDRs can be addressed by means of a fixed effect, or may be treated as a random variable. If the specific effect of the units is defined as a random variable, the random effects model is used, in which µ i ∼ IID 0, σ 2 µ , ε it ∼ IID 0, σ 2 ε , with µ i assumed to be independent from both the idiosyncratic error term and the independent regressors of µ i and ε it . The fixed effects model assumes µ i to be a fixed parameter in time, estimable for each unit, with ε it ∼ IID 0, σ 2 ε and the independent regressors of ε it . In the fixed effects model, no independence is assumed between covariables and the unobservable heterogeneity of the units. The parameters estimated using the random effects model become inconsistent if there is correlation between individual effects and covariables. In this situation, the fixed effects model should be used in order to generate consistent coefficients [3] .
Data in the cross-sectional and time series format are likely to have complex error structures, such as the presence of heteroskedasticity among the units (specific used; (2) if the random effects model is favored over the pooled OLS model, the Hausman test is then applied in order to choose between the fixed effects model and the random effects model; (3) if the fixed effects model is chosen over the random effects model, an F test is then used to determine whether at least one fixed effect is different from zero; (4) the hypothesis of heteroskedasticity between individuals is tested. If the null hypothesis of heteroskedasticity is rejected, the structure of the error variance-covariance matrix is corrected, incorporating the variance estimate for each EDR; and (5) the data are tested for first-order autocorrelations. If first-order autocorrelations are found to be present, the first-order autocorrelation error coefficients are estimated. Table 3 shows the results of these applied tests.
Based on the Breusch-Pagan LM test and the Hausman test, the unobserved heterogeneity of individuals is incorporated using the fixed effects model. However, the heteroskedasticity and autocorrelation tests demonstrate the existence of two non-spherical disturbances in the model. Because of this result, three different estimation methods are used to correct the error structures in the model as follows: (1) fixed effects (within) [FE AR (1) ] to control for first-order autocorrelations; (2) panel-corrected standard errors (PCSE) to correct for heteroskedasticity and the autocorrelations; and (3) feasible generalized least squares (FGLS) to correct for heteroskedasticity and autocorrelations.
The FGLS method that is applied was developed by Parks [35] . It corrects the error variance-covariance matrix structure in the presence of heteroskedasticity and first-order autocorrelations. The FGLS estimator generates asymptotically efficient coefficients and unbiased standard errors. This is considered a feasible method because the process that generates the data is not known a priori. Therefore, the variance-covariance matrix elements must be estimated. The PCSE method was developed by Beck and Katz [5] , who questioned the efficiency of Parks' FGLS method in several situations commonly encountered in empirical studies. According to the authors, the FGLS method significantly underestimates the variance of parameters, thus inflating the reliability of estimates. Beck and Katz [5] developed an alternative estimator using OLS that corrects for heteroskedasticity and autocorrelations, thus generating more accurate error estimates with little or no efficiency loss when compared to FGLS. The situations under which Parks' method (1967) produces more efficient estimates, according to the Monte Carlo simulations made by Beck and Katz [5] , are those with extreme heteroskedasticity or extreme contemporary correlations. In order to control for fixed effects in the FGLS and PCSE methods in the present analysis, intercept dummies are inserted for the EDRs.
It is important to emphasize that FGLS and PCSE methods, in addition to estimating the specific variance of each unit, also allow [contrary to the FE AR(1) method] the estimation of the autocorrelation parameter of disturbances for each panel unit. The FE AR(1) method estimates a single autocorrelation parameter for all units. The estimate of different parameters for the correction of the error structure generates some loss in degrees of freedom. In a panel with many units and a short temporal window, there is a critical loss of parsimony when estimating the variance and autocorrelation of each unit. Therefore, the loss of degrees of freedom may render the estimation of the entire error structure impossible. In the present study, there are 40 units of analysis and 17 time periods. In order to estimate the autocorrelation coefficient and the specific variance for each EDR, 80 degrees of freedom are lost. Adding the estimated coefficients and fixed effects dummies, there is a total loss of 130 degrees of freedom when using the FGLS and PCSE methods to correct the entire error structure as identified. Thus, given the total available observations, the estimate of all parameters for the model correction is adequately parsimonious.
Results and discussion
Primary regression results are shown in Table 4 . The data demonstrate, in general, that both models fit reasonably well. Using the FE AR(1) and PCSE methods, the data show that, for first-class croplands, the percentage variation in the independent variables explains, on average, 97 and 99% of the percentage variation of land prices, respectively.
The coefficients associated with the area of sugarcane cultivation, sugarcane price, soy price, the IGP-DI, and the total production value were significant for all estimates at the 1% level, including the dummies. The coefficient of the soy cultivation area was also significant at the 1% level for both classes of land, except for the FE AR(1) method for first-class croplands, which was not significant. Sugarcane leasehold was significant at 1% only in the FGLS method, significant at 5% in the PCSE model for both classes of land, at 5% in the FE AR(1) model for second-class croplands, and at 10% in this same model for first-class croplands. The coefficient for soy leasehold was significant at the 5% level in the FGLS model and at 10% in the PCSE model for first-class croplands. In the case of second-class croplands, the soy leasehold coefficient was significant only in the FGLS model at the 10% level.
The coefficients of the corn cultivation area, corn price, and corn leasehold were not significant for any of the methods. There is therefore no statistical evidence of the effect of these variables on land price, a fact that indicates that corn cultivation may not impact land prices in the state of São Paulo. All significant coefficients showed the expected signs. In fact, positive variations in the area of sugarcane and soy cultivation, in production values, in the leasehold value of these crops, and in the value of total agricultural production and inflation, are reflected in positive variations in first-and second-class cropland prices. An increase in the area under cultivation is associated with an increase in the demand for land that, ceteris paribus, leads to an increase in land value. An increase in the price of a certain agricultural product, with all other factors constant, causes land prices to increase by raising the production-related income. Similarly, if the landowner obtains a higher income through leasehold, the land thus provides greater earnings potential and its price therefore increases. Rising inflation results in an increased demand for land as a store of value, raising the real price of land.
Additionally, coefficients related to explanatory variables exhibit relatively similar values for both classes of land in each of the three models, indicating that land prices of first-and second-class cropland move in parallel to changes in the variables considered. For example, using the PCSE, an increase of 1% in the price per ton of sugarcane is expressed in a corresponding increase of approximately 0.23% in the first-class cropland price and 0.25% increase in the second-class cropland price. Although the variation in cultivated area exerts a relatively lesser impact on land price, the direction is similar. That is, assuming an increase of 1% in the sugarcane cultivation area, increases of approximately 0.10% in the first-class cropland price and 0.09% in the second-class cropland price are expected. Particular attention should be paid to variables associated with the sugarcane industry, which were significant in all models. Coefficient levels show that the price of sugarcane, the cultivation area, and the leasehold associated with this crop are major determinants, under all three methods, of the price of the first-and second-class croplands in the state of São Paulo. 6 The recent development of the biofuels sector, which is served primarily by the production of sugarcane, has been one of the most dynamic agricultural sectors in the state of São Paulo [11, 28] . Because the ethanol sector represents such an important element of agricultural production in the state of São Paulo (making the state the country's primary producer), it is noteworthy that regression analysis measured a notable effect from this sector on land prices in recent years.
On the one hand, it appears that some of the recent variation in land price has been associated with elements related to the agricultural activity itself, thus indicating that the weight of production factors in determining land price should be considered. The identification here of significant associations between production activity and land prices is supported by numerous studies of the Brazilian market, even though these studies consider different units of analysis and employ different methodologies. Dias et al. [12] , in a study on land prices in Brazil between 1966 and 1998, showed that both the index of prices received and paid by producers and land productivity positively affect land price. Similarly, another depiction of the importance of the factors related to the productive use of land is found in the recent study by Ferro and Castro [18] . Considering the price of soy as one of the explanatory variables of the model for the determination of land price in Brazil from 2000 to 2010, the authors note that "land price is strongly related to income that can be obtained with this factor" [18] .
However, on the other hand, the data evidence the influence of the inflation rate in determining land prices, a phenomenon primarily related to the use of land as a store of value. Even if the impact of inflation on the land market was greatly reduced in periods of relatively low and stable inflation, the evidence found in the three methods considered here suggests the contrary, i.e., that the inflation rate, among the variables in the model, has the highest influence on land price. As shown in Table 3 , a variation of 1% in the IGP-DI is reflected in a variation of, at least, 0.73% in prices for both classes of land. Therefore, one cannot discard the suggestion of several authors, such as [45] and [51] , who assigned an important weight to the function of land as a store of value and identified speculation as a key determinant of land prices in Brazil. The rise in inflation, while signaling an environment of greater instability for holders of wealth, nonetheless, increases the demand for assets that serve as stores of value, land being among them. Therefore, the real land price increases through the increased profitability associated with its productive use, and also through the demand of those who see land as an asset with valuation prospects that allow them to protect their wealth from inflation.
Model results indicate that land prices in recent years in the state of São Paulo are determined by a combination of production factors and other variables not inherent to the production process, such as inflation. In fact, as demonstrated, inflation has a greater impact on land price than do the production factors. To more accurately assess the extent to which the demand for land is derived from production factors and from factors associated with speculation would require consideration of a large set of variables. However, for the level of disaggregation considered herein, i.e., EDRs of the state of São Paulo, incorporating variables that express the speculative behavior of agents, in addition to inflation, is a difficult task to perform. This undertaking awaits further analysis.
The empirical evaluation of the determinants of land prices in the state of São Paulo indicates that the variables associated with income from agricultural activity, particularly sugarcane and soy, contribute to the changes in land prices. However, even in the recent period of low and relatively stable inflation, land prices respond to factors indirectly related to its productive use. Strong evidence for the weight of inflation in the determination of land prices and for the importance of land as a store of value is found in the data.
The results suggest that land prices in the state of São Paulo are determined by a combination of production factors and factors linked to the function of land as a store of value, with greater influence of the latter, as demonstrated by the notable impact of inflation. The novelty of the simple model presented here results from the adoption of a panel data approach for EDRs. As evidenced by the significance of results presented here, it would be of interest to see further studies that employ data with this level of disaggregation. However, a better understanding of how these factors influence land use patterns over time and space would help policy makers in evaluating existing practices or in drawing up new sustainable environmentally policies.
