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СИСТЕМА ОРГАНИЗАЦИОННОГО УПРАВЛЕНИЯ 
АВТОМАТИЗИРОВАННЫМИ ОБЪЕКТАМИ  
ПОВЫШЕННОЙ ЖИВУЧЕСТИ 
Рассмотрено построение системы орãанизационноãо óправления сложными объеêтами, изменение целей их фóнêцио-
нирования и механизмы реêонфиãóрации средств объеêта для повышения и поддержêи живóчести, в том числе на 
основе использования предыстории фóнêционирования системы. Представлена фóнêциональная модель для анализа и 
повышения живóчести системы, формально описана оптимизационная задача повышения времени живóчести слож-
ноãо объеêта или системы. 
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Введение 
Сеãодня для повышения эффеêтивности фóнê-
ционирования сложных объеêтов и систем 
необходимо обеспечить их живóчесть, в част-
ности выполнение ими êритичных фóнêций 
[1, 2]. Под живóчестью понимается способ-
ность объеêта или системы выполнять свои 
базовые фóнêции в óсловиях внешних и внóт-
ренних неблаãоприятных воздействий, при 
этом êачество выполнения базовых фóнêций 
системы должно быть на определенном óровне, 
не ниже óстановленноãо для поддержêи сис-
темы. Объеêт должен иметь возможность вы-
полнить реêонфиãóрацию, реорãанизацию и 
реêонстрóêцию для поддержêи стрóêтóрной, 
фóнêциональной и информационной живóче-
сти [3–6]. Перечисленные виды живóчести 
взаимосвязаны междó собой и их реализация в 
êомплеêсе определяет возможность поддержа-
ния системы в работоспособном состоянии. 
В общем слóчае объеêт фóнêционирóет в оп-
ределенной оêрóжающей среде и взаимодей-
ствóет с ней. В процессе таêоãо взаимодейст-
вия среда может оêазывать влияние на объеêт, 
и, наоборот, в свою очередь, объеêт может 
влиять на оêрóжающóю еãо средó. С óчетом 
обеспечения живóчести объеêта необходимо 
óстановить êонêретные элементы объеêта, 
влияющие на еãо живóчесть, и выделить осо-
бенности взаимодействия данных элементов с 
внешней средой [7–11]. 
Внешняя среда способна влиять на объеêт 
таêим образом, что в резóльтате происходит 
деãрадация стрóêтóры и/или фóнêций объеêта, 
и в этом слóчае таêое влияние необходимо 
оãраничить либо полностью óстранить. Од-
ним из возможных пóтей снижения влияния 
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внешней среды на объеêт есть êонтр-воздей-
ствие объеêта на внешнюю средó с целью из-
менения тех ее свойств, êоторые непосредст-
венно влияют на элементы объеêта, êритич-
ные с óчетом еãо живóчести. 
Внешние фаêторы, влияющие на системó, 
моãóт быть минимизированы пóтем формиро-
вания êонтóра защиты объеêта, при этом пол-
ностью влияние всеãо êомплеêса внешних 
фаêторов исêлючить невозможно [12–15]. 
Внóтренние фаêторы моãóт быть минимизи-
рованы на этапе проеêтирования сложноãо 
объеêта или системы таêим образом, что в 
стрóêтóрó объеêта бóдóт заложены возможно-
сти реêонфиãóрации, реорãанизации, реêон-
стрóêции и изменения фóнêциональности 
отдельных êомпонентов системы. 
Постановка задачи 
Фóнêционирование сложных объеêтов и сис-
тем обеспечивает система орãанизационноãо 
óправления (СОÓ), в задачи êоторой входит 
не тольêо процесс óправления объеêтом, но 
таê же и поддержêа еãо живóчести. 
СОÓ выполняет реêонфиãóрацию, реорãа-
низацию и реêонстрóêцию для определения 
целей фóнêционирования объеêта, êроме то-
ãо, она осóществляет óправление объеêтом с 
óчетом изменения внешних и внóтренних 
фаêторов, в частности анализирóет параметры 
внешней среды объеêта и определяет новые 
цели фóнêционирования êомпонентов систе-
мы. СОÓ должна обеспечить реаêцию на не-
блаãоприятные внешние и внóтренние фаêторы 
пóтем ãибêоãо óправления стрóêтóрой и/или 
фóнêциями êомпонентов системы, в том чис-
ле изменения стрóêтóры объеêта или системы, 
а таêже перераспределения базовых фóнêций 
отдельных êомпонентов для продолжения 
фóнêционирования объеêта. Следовательно, 
повышение живóчести объеêта рассматривает-
ся в êонтеêсте обеспечения живóчести систе-
мы для еãо орãанизационноãо óправления. 
Одним из важнейших аспеêтов орãаниза-
ции фóнêционирования объеêта с óчетом 
обеспечения еãо живóчести есть проãнозиро-
вание состояний параметров элементов объ-
еêта для óпреждения перехода элементов объ-
еêта в потенциально опасные для живóчести 
состояния. Для реализации проãнозирования 
необходимо выполнение постоянноãо мони-
торинãа параметров объеêта и проведение 
анализа поведения объеêта в êонтеêсте изме-
нения еãо параметров. Целесообразно выпол-
нить распознавание потенциально опасных 
состояний еще на начальной стадии развития 
таêоãо процесса, что позволит оперативно и с 
минимальными затратами отреаãировать на 
подобные изменения параметров и предпри-
нять соответствóющие óпреждающие меры. 
В статье рассматриваются автоматизиро-
ванные объеêты, в óправлении êоторыми óча-
стие принимает человеê. Таêим образом, СОÓ 
должна óчитывать влияние человечесêоãо 
фаêтора на фóнêционирование объеêта, а таê-
же влияние технолоãий, на основе êоторых 
работает объеêт. 
Отметим, что в данной статье рассматрива-
ются вопросы обеспечения живóчести объеêта 
в êонтеêсте внóтреннеãо перестроения эле-
ментов объеêта, при этом задачи óстранения 
или минимизации внешних фаêторов, влияю-
щих на объеêт, в том числе задачи изменения 
внешней среды и защиты от ее влияния на объ-
еêт в данном слóчае не рассматриваются. 
Система организационного  
управления 
Она выполняет êонтроль и óправление фóнê-
ционированием сложноãо автоматизирован-
ноãо объеêта, при этом в СОÓ выделяются 
базовые (основное фóнêционирование) и 
óправляющие фóнêции. Одной из основных 
задач, с óчетом поддержêи свойства живóчести 
сложноãо объеêта, есть поддержêа перераспре-
деления выполняемых фóнêций междó êом-
понентами объеêта. При этом для реализации 
объеêта должна быть предóсмотрена возмож-
ность на стрóêтóрном и/или фóнêциональном 
óровне выполнить таêое перераспределение. 
Таê, для êомпьютерных систем, вêлючающих 
в себя несêольêо процессоров или êонтролле-
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ров, пóтем изменения их проãраммноãо обес-
печения возможно выполнение ими êаê базо-
вых, таê и óправляющих фóнêций, в зависи-
мости от тоãо, êаêая проãрамма в данный мо-
мент заãрóжена в оперативнóю память. 
Один из вариантов реализации механизма 
СОÓ — децентрализованная архитеêтóра. В 
процессе фóнêционирования системы зада-
ния из внешней или внóтренней очереди по-
стóпают на свободный или освободившийся 
êомпонент (Ê), параметры êотороãо позволя-
ют в данный момент времени обработать по-
стóпившие задания. В дальнейшем данный 
êомпонент выстóпает в êачестве точêи входа 
задания и берет на себя общее óправление еãо 
обработêой, в том числе планирование выпол-
нения задания, подбор ресóрсов системы для 
еãо выполнения, сбор промежóточных резóль-
татов и полóчение êонечноãо резóльтата. 
Для эффеêтивной обработêи заданий óзел–
точêа входа должен иметь данные о теêóщих 
параметрах êомпонентов системы (ресóрсах), 
в частности о тех, êоторым задания или их 
части бóдóт направлены для выполнения. 
В общем слóчае, êомпоненты системы мо-
ãóт передавать данные о своем теêóщем состоя-
нии в синхронном режиме, т.е. периодичесêи 
через определенные промежóтêи времени пе-
редавать сообщения óзлó–точêе входа либо в 
асинхронном режиме по запросó от óзла–точêи 
входа. Для снижения дополнительных затрат 
при выполнении процедóры анализа и переда-
чи параметров ресóрсов даннóю процедóрó сле-
дóет передать специально выделенномó эле-
ментó — аãентó сбора параметров фóнêциони-
рования объеêта (АСПФО). Фаêтичесêи, на 
êаждом êомпоненте системы лоêально разме-
щается АСПФО, êоторый поддерживает сбор, 
анализ и предоставление óзлó–точêе входа 
данных о теêóщих параметрах êомпонента, при 
этом êонêретный перечень параметров опре-
деляется в зависимости от требований инициа-
тора задания. Схема взаимодействия АСПФО с 
óзлом–точêой входа представлена на рис. 1. 
Стрóêтóра и фóнêционирование АСПФО 
АСПФО выполняет сбор определенных пара-
метров êомпонентов системы и передачó их 
óзлó–точêе входа. Передача параметров реа-
лизóется либо синхронно через равные про-
межóтêи времени, или же асинхронно по за-
просó óзла–точêи входа. Соответственно ин-
формацию о параметрах êомпонента через 
определенные промежóтêи времени следóет 
записывать в лоêальнóю выделеннóю память 
êомпонента, тем самым, формирóя êонтроль-
ные точêи фóнêционирования системы для 
постоянноãо анализа ее состояния. 
Анализ параметров  
живучести СОУ и объекта.  
Определение критичных функций 
и критичных состояний 
В процессе фóнêционирования СОÓ и объеê-
та выделяются êритичные фóнêции, необхо-
димые для поддержания еãо живóчести, а таê-
же выделяются êритичные (опасные) состоя-
ния объеêта, при появлении êоторых объеêт с 
определенной вероятностью может преêра-
тить фóнêционирование. Для обеспечения 
живóчести набор êритичных фóнêций должен 
быть, безóсловно, поддержан в процессе фóнê-
ционирования объеêта, а таêже поставлена за-
дача выявления потенциально опасных со-
стояний объеêта с целью предóпреждения пе-
рехода объеêта в таêие состояния. 
Êаждый óзел объеêта (системы) содержит 
базó данных, хранящóю шаблоны êритичных 
фóнêций системы и шаблоны вероятных опас-
ных состояний системы. Эта база распреде-
ленная, на êаждом óзле хранится тольêо часть 
шаблонов вероятных опасных состояний сис-
темы, при этом периодичесêи проводится об-
Узел-точка входа  
… 
АСПФО К 1 
К1 
АСПФО К2 
К2 
АСПФО К3 
К3 
АСПФО Кn 
Кn 
 
Рис. 1. Схема взаимодействия АСПФО êомпонентов с 
óзлом–точêой входа системы 
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мен шаблонами междó óзлами. При обнарó-
жении фаêта попытêи реализации потенци-
ально êритичных фóнêций системы срабо-
тавший шаблон êопирóется в базы всех óзлов. 
Изменение  целей   
функционирования объекта 
В процессе фóнêционирования объеêта (сис-
темы) теêóщие цели еãо моãóт изменяться. В 
слóчае, если по определенным причинам объ-
еêт оêазался в êритичном состоянии или же 
еãо фóнêционирование с высоêой вероятно-
стью приведет ê переходó в êритичное со-
стояние, цели объеêта должны измениться. В 
изменившихся óсловиях оперативной целью 
объеêта выстóпает задача выхода из êритично-
ãо состояния пóтем задействования всех дос-
тóпных ресóрсов. Фаêтичесêи, все ресóрсы 
объеêта переориентирóются на решение дан-
ной задачи, а исходные цели фóнêционирова-
ния объеêта оêазываются в замороженном 
состоянии. Возврат ê исходной цели возмо-
жен через определенный промежóтоê времени 
после реализации выхода объеêта из êритич-
ноãо состояния. 
Реконфигурация средств  
объекта 
Рассмотрим в êачестве объеêта автоматизиро-
ваннóю (êомпьютернóю) системó, представ-
ляющóю собой êомплеêс ãетероãенных аппа-
ратных и проãраммных êомпонентов, êаждый 
из êоторых потенциально способен реализо-
вать проãраммное обеспечение, хранящееся в 
общей или лоêальной оперативной памяти [16]. 
Любой из êомпонентов системы в процессе 
фóнêционирования периодичесêи фиêсирóет 
теêóщее состояние выполнения своеãо ло-
êальноãо проãраммноãо êода в общей опера-
тивной памяти, тем самым, формирóя êон-
трольнóю точêó или точêó отêата. Предполаãа-
ется, что достóп ê общей памяти имеют все 
фóнêционирóющие êомпоненты системы. На 
рис. 2 представлена общая схема автоматизи-
рованной системы с поддержêой живóчести. 
В слóчае выхода из строя (сбоя) одноãо из 
êомпонентов, óправляющий блоê, êоторый 
может реализоваться êаê блóждающий центр, 
передает свободномó работоспособномó êом-
понентó проãраммный êод для выполнения и 
ссылêó на данные в общей оперативной памя-
ти. Под свободным êомпонентом понимается 
таêже и таêой êомпонент, êоторый, бóдóчи 
заãрóженным, имеет дополнительные ресóрсы 
для выполнения проãраммы, например, мно-
ãопроцессорная или мноãоядерная система. От-
êазавший êомпонент временно переводится в 
спящий режим и не использóется. 
Выбор свободноãо работоспособноãо êом-
понента осóществляется либо по принципó 
слóчайной выборêи, либо с óчетом фóнêцио-
нальных параметров êомпонента, таêих êаê 
производительность, сêорость êаналов связи, 
надежность, защищенность и т.д. 
Óправление распределением заданий вы-
полняется в децентрализованном режиме. Тот 
êомпонент, на êоторый постóпило задание, 
объявляется инициатором данноãо задания, и 
далее он выстóпает в êачестве óправляющеãо 
êомпонента, в том числе блóждающеãо цен-
тра. При этом в системе присóтствóет общий 
сóпервизор–êоординатор действий óправля-
ющих êомпонентов. 
Альтернативный вариант обеспечения жи-
вóчести — схема взаимодействия процессор-
ных модóлей без использования общей памя-
ти. В этом слóчае инициатор задания, выстó-
пающий в роли óправляющеãо элемента (цен-
тра) для данноãо êонêретноãо задания, ис-
пользóя механизмы диспетчеризации, в том 
числе с óчетом параметров объеêта (напри-
мер, распределенной êомпьютерной систе-
мы), выполняет начальное распределение за-
дания на ресóрсы. 
В процессе работы все ресóрсы (процессо-
ры) сохраняют предысторию фóнêциониро-
вания, а таêже слóчаев обмена данными с дрó-
ãими ресóрсами (процессорами). Данная пре-
дыстория вêлючает в себя фиêсацию адресов 
процессоров, отправленных данных или по-
лóченных от них, а таêже êопию отправлен-
ных данных и проãраммноãо êода для их об-
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работêи. Предыстория динамичесêи изменя-
ется, т.е. после завершения обработêи оче-
редной части данных процессорным элемен-
том и полóчения êорреêтноãо ответа от неãо, 
предыдóщие данные обнóляются. 
В слóчае сбоя (отêаза) процессорноãо эле-
мента, т.е. при отсóтствии за определенный 
промежóтоê времени ответа (резóльтата), óп-
равляющий êомпонент определяет адрес отêа-
завшеãо процессора, восстанавливает предыс-
торию фóнêционирования системы и возвра-
щает системó в тот момент времени, êоãда 
фóнêционирование всех процессорных эле-
ментов было êорреêтным, т.е. выполняет ло-
êальный отêат системы. Далее óправляющий 
êомпонент передает дрóãомó (исправномó) 
процессорномó элементó êопию данных и 
проãраммноãо êода, êоторые не были обрабо-
таны неисправным процессором. После полó-
чения êорреêтноãо ответа от процессора пре-
дыстория по исходным данным обнóляется. 
Таêим образом, формирóется теêóщая преды-
стория фóнêционирования системы, êоторая 
содержит информацию лишь по тем данным, 
êоторые находятся в данный момент в обра-
ботêе и по êоторым еще не полóчен ответ (ре-
аêция) процессора. Общая схема автоматизи-
рованной системы с поддержêой живóчести на 
основе использования предыстории фóнêци-
онирования системы представлена на рис. 3. 
Формализация механизма  
работы системы на основе  
функциональной модели 
Представим фóнêциональнóю модель для ана-
лиза и повышения живóчести системы. Введем 
следóющие понятия: óровень фóнêциональ-
ности объеêта êаê способность объеêта под-
держивать базовые, в том числе êритичные 
фóнêции, а таêже степень êритичности выпол-
няемых операций с óчетом их влияния на об-
щее фóнêционирование объеêта, прежде всеãо 
в плане поддержания еãо работоспособности. 
Рассмотрим системó êаê набор взаимосвя-
занных и взаимозависимых объеêтов, êаждый 
из êоторых фóнêционирóет независимо дрóã 
от дрóãа. Тоãда с óчетом êритичности выпол-
няемых операций, óровень фóнêциональности 
Lfi (t) i-ãо элемента рассчитаем êаê: 
 lim0( ) * * ( )( ) 1
    i i
QLf t Lf Cr t
Q t
, (1) 
ãде Lf 0 — начальный óровень фóнêциональ-
ности элемента, Сr (t) — óровень êритичности 
выполняемых элементом фóнêций на интер-
вале времени (0, t), Qi(t) — число слóчаев отêа-
зов, вызванных i-м элементом на интервале 
времени (0, t), Qlim — êритичное число слóчаев 
отêазов с óчетом живóчести системы на том 
же интервале времени. 
Предлаãается нормировать óровень фóнêци-
ональности элемента на интервале (0, …, 1). 
Для этоãо определим маêсимально возможный 
óровень фóнêциональности Lfmax элементов 
при фиêсированном начальном еãо óровне 
 max 0 lim max* *Lf Lf Q Cr , (2) 
ãде Crmax — маêсимально возможное значение 
óровня êритичности выполняемых элементом 
фóнêций на интервале времени (0, t). Далее, 
Процессор 1 Процессор 2           Процессор N 
Лок. 
память 1 
Общая память Подсистема ввода/вывода 
Коммутационное поле 
Лок. 
память 2 
    Лок. 
память N
Рис. 2. Общая схема автоматизированной системы с 
поддержêой живóчести 
Процессор 1 Процессор 2  Процессор N 
Лок. 
память 1 
Подсистема 
ввода/выводаКоммутационное поле 
Лок. 
память 2 
 Лок. 
память N 
Буфер 
предыстории 1 Буфер предыстории 2            … Буфер предыстории N
Рис. 3. Общая схема автоматизированной системы с 
поддержêой живóчести на основе использования пре-
дыстории фóнêционирования системы 
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нормирование óровня фóнêциональности 
Lfnorm(t) осóществляется таê 
 norm
max
( )( ) iLf tLf t
Lf
 . (3) 
На рис. 4 представлен ãрафиê зависимости 
нормированноãо óровня фóнêциональности 
Lfi(t) в процессе работы системы в óсловиях 
изменения óровня выполняемых элементом 
фóнêций на интервале времени (0, t). Êаê 
видно из рис. 4, в рассматриваемом слóчае 
óровень фóнêциональности элемента перио-
дичесêи растет и снижается, что определяется 
двóмя фаêторами: 
 число слóчаев отêазов, вызванных i-м 
элементом на интервале (соответственно, на 
первом и третьем óчастêах — число слóчаев 
отêазов меньше êритичноãо óровня, на вто-
ром — выше); 
 динамиêой óровня êритичности выпол-
няемых элементом фóнêций. 
Óчитывая сêазанное, óровень живóчести 
системы в целом (система рассматривается 
êаê набор взаимосвязанных элементов (объ-
еêтов)) рассчитывается таê 
 
1
( ) ( )

m i
i
V t Lf t . (4) 
Далее, время сохранения работоспособно-
сти (живóчести) T системы в целом с óчетом 
óровня живóчести оценивается êаê 
  1
0
)( dttVT . (5) 
В дисêретизированном виде время сохра-
нения работоспособности (живóчести) T сис-
темы в целом с óчетом óровня живóчести 
представляется êаê [17]: 
 
1
( ) max

   N i
i
T V t t , 
(6)
 
 maxmin )( LftVLf i  , 
ãде Lmin, Lmax — предельные значения óровня 
фóнêциональности на интервале исследования. 
Предположим, что для неêоторой системы 
требóется обеспечить маêсимально возможное 
время работоспособности T (живóчести), что 
формально можно представить êаê оптимиза-
ционнóю задачó [17–19]. 
Пóсть переменными состояния являются 
фóнêции поêазателей живóчести v1(t), v2(t), 
v3(t), а óправляющими переменными слóжат 
поêазатели c1(t) и c2(t). В êаждый момент вре-
мени t живóчесть системы зависит от фóнêций 
поêазателей живóчести v1(t), v2(t), v3(t) и от 
óправляющих переменных c1(t) и c2(t). 
В соответствии с этим, фóнêция живóчести 
в момент времени t имеет вид 1 1 2( , ( ), ( ),f t v t v t  
3 1 2( ), ( ), ( ))v t c t c t . Тоãда время сохранения жи-вóчести оценивается êаê: 
 
1
1 1 2 3 1 2
0
( ( , ( ), ( ), ( ), ( ), ( )) . T f t v t v t v t c t c t dt  (7) 
Формально оптимизационная задача по-
вышения времени сохранения живóчести мо-
жет быть представлена таêим образом: 
 ))(),(),(),(),(,( 2132111 tctctvtvtvtfdt
dv   (8) 
с подлежащим маêсимизации êритерием T  — 
времени сохранения живóчести: 
 
1
0 1 2 3 1 2
0
( ( , ( ), ( ), ( ), ( ), ( )) , T f t v t v t v t c t c t dt  (9) 
ãде v1(t) — вероятность потери работоспособно-
сти системы, 1( , ) { 0, }  nv t n P F A  An — 
cобытие, êаê n-разовое появление неблаãопри-
ятных воздействий; v2(t) — поêазатель выжи-
ваемости системы, 2 ( , ) { 1, }nv t n P F A  ; v3(t) 
— запас живóчести системы, v3 = Qlim – 1; c1(t) — 
число пораженных объеêтов системы; c2(t) — 
число неблаãоприятных воздействий на системó. 
Решение данной задачи позволит повысить 
проãнозирóемое время сохранения живóчести 
сложной системы. 
Рис. 4. Зависимость нормированноãо óровня фóнêцио-
нальности Lfi(t) в процессе фóнêционирования сис-темы 
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Заключение 
В статье предложен механизм повышения жи-
вóчести сложных объеêтов и систем орãаниза-
ционноãо óправления сложными объеêтами 
на основе архитеêтóры с распределенным 
óправлением и с использованием предысто-
рии фóнêционирования системы. Выполнена 
формализация механизма фóнêционирования 
системы на основе фóнêциональной модели с 
óчетом повышения живóчести системы. Вы-
полнен анализ и разработана модель повыше-
ния времени живóчести системы на основе 
решения оптимизационной задачи. 
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SYSTEM OF ORGANIZATIONAL CONTROL  
OF THE AUTOMATED OBJECTS WITH THE INCREASED VITALITY 
Introduction. The complex objects and systems functioning is provided by an organizational control mechanism, which 
tasks are not only the process of the object control, but also the support of its vitality. One of the most important aspects of 
the object organization functioning from the viewpoint of its vitality ensuring is the parameters prediction in order to 
prevent the cases when the elements will be into potentially dangerous conditions for vitality. To implement such 
prediction, it is required to perform constant monitoring of the object's parameters, and to perform an analysis of the 
object behavior in the context of its parameters changing. 
Purpose. Increasing the vitality of the complex automated systems is based on a special system of the organizational 
control, taking into account the dynamics of the system functionality level. 
Methods. The system of organizational control uses the mechanisms of reconfiguration, reconstruction and 
reorganization in order to ensure the vitality of the system. During the system functioning, the current goals of the object 
can be changed. In case if, for the certain reasons, the object is in a critical state or its functioning is likely to lead to a 
А.Г. Додонов, В.Е. Мухин 
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critical state, then the goals of the object must be changed. In the changed conditions, the object's operational goal is to 
exit from the critical state using all the available resources. 
Results. The variant of the mechanism realization of the organizational control system based on the decentralized 
architecture is presented. The analysis of the vitality parameters is performed, the concepts of the critical functions and the 
critical states are defined. The issues of the object functioning goals changing, as well as mechanisms for reconfiguring of 
the object in order to support its vitality are described. The general scheme of an automated system with the support for 
vitality is given, also is described the scheme on the basis of the background of the system functioning. A functional model 
for analyzing and increasing the vitality of the system is presented, and the optimization problem of increasing of the 
vitality time of a complex object or system is formally described. 
Conclusion. A mechanism for increasing of the vitality of the complex objects and the systems of organizational 
control of the complex objects is suggested. It is based on an architecture with distributed control and the history of the 
system functioning. The formalization of the system functioning mechanism constructed within a functional model in 
terms of increasing the system vitality is performed. The analysis and the model for increasing the vitality time of the of the 
optimization problem solution are developed. 
Keywords: vitality, control, functioning, functional model.  
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СИСТЕМА ОРÃАНІЗАЦІЙНОÃО ÓПРАВЛІННЯ  
АВТОМАТИЗОВАНИМИ ОБ’ЄÊТАМИ ПІДВИЩЕНОЇ ЖИВÓЧОСТІ 
Встóп. Фóнêціонóвання сêладних об'єêтів та систем забезпечóється системою орãанізаційноãо óправління, за-
вдання яêої поляãає не тільêи в процесі óправління об'єêтами, а й ó підтримці йоãо живóчості. Одним з найваж-
ливіших аспеêтів орãанізації фóнêціонóвання об'єêта з точêи зорó забезпечення йоãо живóчості є проãнозóвання 
параметрів елементів об'єêтів для запобіãання тих випадêів, êоли елементи опиняться в потенційно небезпечних 
óмовах для їх життєздатності. Для реалізації таêоãо проãнозó необхідно проводити постійний êонтроль парамет-
рів об'єêта та  аналіз поведінêи об'єêта в êонтеêсті зміни йоãо параметрів. 
Мета. Збільшення життєздатності сêладних автоматизованих систем на основі спеціальної системи орãані-
заційноãо óправління з óрахóванням динаміêи рівня фóнêціональності системи. 
Методи. Система орãанізаційноãо óправління виêористовóє механізми реêонфіãóрації, реêонстрóêції та ре-
орãанізації з метою забезпечення живóчості системи. Під час фóнêціонóвання системи можóть змінюватися по-
точні цілі об'єêта. Ó випадêó, êоли з певних причин об'єêт знаходиться ó êритичномó стані або йоãо фóнêціонó-
вання, ймовірно, веде до êритичноãо станó, цілі об'єêта повинні бóти змінені. В цих óмовах оперативна мета 
об'єêта – вийти з êритичноãо станó, виêористовóючи всі наявні ресóрси. 
Резóльтати. Представлено варіант реалізації механізмó системи орãанізаційноãо óправління на основі деце-
нтралізованої архітеêтóри. Проведено аналіз параметрів живóчості системи орãанізаційноãо óправління та об'єê-
та, визначено поняття êритичних фóнêцій та êритичних станів. Описано питання зміни цілей фóнêціонóвання 
об'єêта, а таêож механізми реêонфіãóрації об'єêта з метою підтримêи йоãо живóчості. Подано заãальнó схемó 
автоматизованої системи з підтримêою живóчості, таêож описано схемó на основі фóнêціонóвання системи. 
Представлено фóнêціональнó модель аналізó та підвищення живóчості системи, формально описано оптимізаці-
їйнó задачó щодо збільшення часó живóчості  сêладноãо об'єêта чи системи. 
Висновоê. В роботі запропоновано механізм підвищення живóчості сêладних об'єêтів та систем орãаніза-
ційноãо óправління сêладними об'єêтами на основі архітеêтóри з розподіленим óправлінням з óрахóванням істо-
рії фóнêціонóвання системи. Проведено формалізацію механізмó фóнêціонóвання системи на основі фóнêціо-
нальної моделі з точêи зорó підвищення живóчості системи. Виêонано аналіз та розроблено модель збільшення 
часó живóчості системи на основі вирішення оптимізаціїйної задачі. 
Êлючові слова: живóчiсть, êерóвання, фóнêцiонóвання, фóнêцiональна модель.  
