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ABSTRACT
Scalability is one of the main roadblocks to business ad-
option of blockchain systems. Despite recent intensive re-
search on using sharding techniques to enhance the scalab-
ility of blockchain systems, existing solutions do not effi-
ciently address cross-shard transactions. In this paper, we
introduce SharPer, a permissioned blockchain system that
enhances the scalability of blockchain systems by cluster-
ing (partitioning) the nodes and assigning different data
shards to different clusters. SharPer supports both intra-
shard and cross-shard transactions and processes intra-shard
transactions of different clusters as well as cross-shard trans-
actions with non-overlapping clusters simultaneously. In
SharPer, the blockchain ledger is formed as a directed acyc-
lic graph where each cluster maintains only a view of the
ledger. SharPer also incorporates a flattened protocol to es-
tablish consensus among clusters on the order of cross-shard
transactions. The experimental results reveal the efficiency
of SharPer in terms of performance and scalability especially
in workloads with a low percentage of cross-shard transac-
tions (typical settings in partitioned databases).
1. INTRODUCTION
Blockchain is a distributed data structure for recording
transactions maintained by nodes without a central author-
ity [14]. Nodes in a blockchain system agree on their shared
states across a large network of untrusted participants. Block-
chain systems are classified into two categories: permission-
less systems and permissioned systems. While in a permis-
sionless blockchain system, e.g., Bitcoin [42], the network is
public, and anyone can participate without a specific iden-
tity, a permissioned blockchain, e.g., Tendermint [32] and
hyperledger Fabric [6], consists of a set of known, identi-
fied nodes which might not fully trust each other. In per-
missionless blockchain systems, consensus on the order of
transactions is achieved through mining whereas in permis-
sioned blockchain systems, asynchronous fault-tolerant pro-
tocols are used to guarantee safety. Fault-tolerant protocols
mostly rely on either 3f+1 Byzantine or 2f + 1 crash-only
nodes to overcome the simultaneous failure of any f nodes.
Scalability is one of the main obstacles to business adop-
tion of blockchain systems. Scalability is the ability of a
blockchain system to process an increasing number of trans-
actions by adding resources to the system. The scalability
of blockchain systems has been addressed in several stud-
ies using different on-chain, e.g., increasing the block size,
and off-chain, e.g., Lightning Networks [41] [44], techniques.
However, these techniques result in either less decentraliza-
tion or security vulnerabilities.
Partitioning the data into multiple shards that are main-
tained by different subsets of nodes is a proven approach
to enhance the scalability of databases [19]. In such an ap-
proach, the performance of the database scales linearly with
the number of nodes. Recently, sharding has been utilized by
several approaches in both permissionless and permissioned
blockchain systems. Elastico [39], OmniLedger [30], and
Rapidchain [54] are some of the known permissionless block-
chain systems that employ the sharding technique. These
systems ensure probabilistic correctness by randomly assign-
ing nodes to committees (partitions) resulting in a uniform
distribution of faulty nodes in committees. OmniLedger and
Rapidchain also support cross-shard transactions using Byz-
antine consensus protocols.
In the context of permissioned blockchains, Fabric [6] and
AHL [21] use sharding techniques to enhance scalability.
In Fabric, channels are introduced to shard the system.
A channel is a partitioned state of the full system that
is autonomously managed by a (logically) separate set of
nodes, but is still aware of the bigger system it belongs to [7].
While using channels, Fabric is able to process intra-shard
transactions efficiently, processing any cross-shard transac-
tion needs either the existence of a trusted channel among
the participants or an atomic commit protocol [7]. In AHL
[21], Dang et al. employ a trusted hardware (the technique
that is presented in [17] [53] [52]) to decrease the number
of required nodes within each committee, randomly assign
nodes to the committees, and guarantee safety with a very
high probability if each committee consists of 80 nodes (in-
stead of ∼600 nodes in OmniLedger). Nevertheless, running
Byzantine fault-tolerant protocols with quadratic commu-
nication cost among 80 nodes results in high latency. In
addition, in AHL [21], consensus on the order of cross-shard
transactions not only requires an extra set of nodes (called
a reference committee), but also results in a large number
of communication phases since in each phase of the pro-
tocol, the reference committee needs to run a Byzantine
fault-tolerant protocol among its members. Furthermore,
since a single reference committee processes the cross-shard
transactions, AHL is not able to process cross-shard trans-
actions with non-overlapping committees in parallel.
In many systems, especially permissioned blockchains, the
number of available nodes is much more than 3f + 1. In
such systems, using all the nodes to establish consensus
degrades performance since more messages are being ex-
changed without providing improved resiliency, e.g., in PBFT
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[15], the number of message exchanges is quadratic in terms
of the number of nodes. Different techniques have been
presented to address this issue. In the active/passive replica-
tion technique, the protocol relies only on 3f+1 active nodes
to establish consensus whereas FaB [40] uses 5f+1 replicas
to establish consensus in two phases instead of three as in
PBFT. Similar techniques are presented for crash failures to
use 3f+1 replicas instead of 2f+1 [34] [12]. However, such
techniques do not utilize the extra nodes efficiently when a
very high percentage of nodes are non-faulty.
In our previous work [3], we presented a model for permis-
sioned blockchains using sharding. In this paper, we extend
the model of our previous work, introduce a consensus pro-
tocol to process transactions, and present a permissioned
blockchain system, SharPer, which uses the sharding tech-
nique to enhance the scalability of the system. SharPer can
be used specifically in networks with very high percentage of
non-faulty nodes. SharPer partitions the nodes into clusters
such that each cluster includes sufficient number of nodes
to guarantee safety, i.e. 2f + 1 crash-only nodes or 3f + 1
Byzantine nodes.
In addition, SharPer assigns data shards to the clusters.
Each cluster then, processes the transactions that access its
corresponding shard. If a transaction accesses only a single
shard, i.e., an intra-shard transaction, the corresponding
cluster orders and executes the transaction locally. As a
result, intra-shard transactions of different clusters are in-
dependent of each other, and can be processed in parallel.
However, for a cross-shard transaction, agreement among all
and only involved clusters is required. Nevertheless, if two
cross-shard transactions have no overlapping clusters, they
still can be processed simultaneously. Since the ordering
of different transactions might be performed in parallel and
the system includes cross-shard transactions, the blockchain
ledger of SharPer is represented as a directed acyclic graph
including all intra- and cross-shard transactions. Nonethe-
less, for the sake of performance, the blockchain ledger is
not maintained by any node and each cluster maintains its
own view of the ledger including its intra-shard transactions
and the cross-shard transactions that the cluster is involved
in. The main contributions of this paper are:
• SharPer, a permissioned blockchain system that sup-
ports the concurrent processing of transactions by par-
titioning the nodes into clusters and sharding the data
and the blockchain ledger. SharPer supports both
intra-shard and cross-shard transactions.
• A flattened consensus protocol for ordering cross-shard
transactions among all and only the involved clusters.
The protocol is able to order cross-shard transactions
with non-overlapping clusters in parallel.
The rest of this paper is organized as follows. The SharPer
model is introduced in Section 2. Section 3 shows how con-
sensus works in SharPer. Section 4 presents a performance
evaluation of SharPer. Section 5 discusses related work, and
Section 6 concludes the paper.
2. THE SHARPER MODEL
SharPer is a permissioned blockchain system designed spe-
cifically for networks with a very large percentage of non-
faulty nodes. SharPer partitions the nodes into clusters and
assigns a data shard to each cluster. Each node, in addition
to a data shard, stores a view of the blockchain ledger.
In this section, we first present the SharPer infrastructure
and show how shards are formed. Then, the blockchain
ledger is introduced and finally, the transaction model is
presented.
2.1 SharPer Infrastructure
SharPer consists of a set of nodes in an asynchronous dis-
tributed system. Nodes in SharPer are connected by point-
to-point bi-directional communication channels. Network
channels are pairwise authenticated, which guarantees that
a malicious node cannot forge a message from a correct node,
i.e., if node i receives a message m in the incoming link from
node j, then node j must have sent message m to i.
Furthermore, in the presence of Byzantine nodes, mes-
sages contain public-key signatures and message digests [15].
A message digest is a numeric representation of the contents
of a message produced by collision-resistant hash functions.
Message digests are used to protect the integrity of a mes-
sage and detect changes and alterations to any part of the
message. We denote a message m signed by replica r as
〈m〉σr and the digest of a message m by D(m). For signa-
ture verification, we assume that all nodes have access to
the public keys of all other nodes.
Nodes in SharPer either follow the crash or Byzantine
failure model. In the crash failure model, nodes operate at
arbitrary speed, may fail by stopping, and may restart, how-
ever they may not collude, lie, or otherwise attempt to sub-
vert the protocol. Whereas, in the Byzantine failure model,
faulty nodes may exhibit arbitrary, potentially malicious,
behavior. Cloud environments traditionally provide fault-
tolerant services and can specify the maximum number of
simultaneous failures, f , in the cloud based on historical
data. Crash fault-tolerant protocols, e.g., Paxos [35], guar-
antee safety in an asynchronous network using 2f+1 nodes
to overcome the simultaneous crash failure of any f nodes
while in Byzantine fault-tolerant protocols, e.g., PBFT [15],
3f+1 nodes are usually needed to provide the safety prop-
erty in the presence of f malicious nodes [11].
We assume that a strong adversary can coordinate ma-
licious nodes and delay communication to compromise the
replicated service. However, the adversary cannot subvert
standard cryptographic assumptions about collision-resistant
hashes, encryption, and signatures, e.g., the adversary can-
not produce a valid signature of a non-faulty node.
2.2 Shard Formation
In permissionless blockchain systems that use the sharding
technique, e.g., Elastico [39], nodes are assigned to clusters
(committees) in a random manner. In such systems, to en-
sure safety with a very high probability (1−2−20), each shard
has to include hundreds of nodes. In the permissioned block-
chain system AHL [21], safety is ensured with the same
probability in shards of 80 nodes using trusted hardware,
however as discussed earlier, 80 nodes might still be a large
shard size for permissioned blockchain systems.
SharPer is a permissioned blockchain system where the
number of nodes, N , is assumed to be much larger than
3f + 1 (or 2f + 1 if nodes follow the crash failure model).
SharPer utilizes the extra nodes by partitioning the nodes
into multiple clusters each large enough to tolerate f fail-
ures. Indeed, if the nodes follow the crash failure model,
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Figure 1: The infrastructure of SharPer with 16
Byzantine nodes where f = 1
each cluster includes 2f + 1 nodes (the last cluster might
include more nodes) and similarly, in the Byzantine fail-
ure model, each cluster includes 3f + 1 nodes. Nodes are
assigned to the clusters mainly based on their geograph-
ical distance, i.e., nodes that are close to each other are
assigned to the same shard, to reduce the latency of com-
munication within a cluster. We denote the set of clusters by
P = {p1, p2, ...} where for the crash failure model of nodes,
|P | = N2f+1 and for the Byzantine failure model of nodes
nodes, |P | = N3f+1 .
Since there are |P | clusters, the data is also sharded into
|P | shards, thus each cluster maintains a shard of the data.
Within each cluster, the data is replicated over the nodes of
that cluster. We denote shards by d1, ..., d|P | where each
shard di is replicated over the nodes of cluster pi.
An appropriate sharding usually needs to have prior know-
ledge of the data and how the data is accessed by differ-
ent transactions (workload-aware). Workload-aware data
sharding increases the probability of maintaining the re-
cords which are accessed by a single transaction in the same
shard [20]. Nevertheless, there might still be a portion of
transactions that accesses records from different shards. As
a result, SharPer supports two types of transactions: intra-
shard transactions that access the records within a shard and
cross-shard transactions that accesses records from different
shards.
Figure 1 illustrates the SharPer infrastructure for a block-
chain system consisting of 16 nodes following Byzantine fail-
ure model where f = 1. As can be seen, the system consists
of four clusters (|P | = 164 ) of size four (3f + 1). The data
is sharded into four shards where each shard di is replic-
ated on the nodes of cluster pi. Nodes within each cluster,
in addition to a data shard, store a view of the blockchain
ledger.
2.3 Blockchain Ledger
Blockchain systems record transactions in the form of
a hash chain in an append-only data structure, called the
blockchain ledger. Originally, a blockchain ledger was pro-
posed as an ordered list of blocks where each block includes
a batch of transactions and the cryptographic hash of the
prior block to support cryptocurrencies [42]. While in per-
missionless blockchain systems, batching the transactions
into blocks amortizes the cost of cryptography, e.g., solving
proof-of-work, and makes data transfers more efficient in a
large geo-distributed setting, in permissioned blockchains,
since proof-of-work is not required and nodes are physically
close to each other, as shown in [26], batching transactions
into blocks decreases performance. Thus, in SharPer, each
Figure 2: (a): A blockchain ledger consisting of four
shards, (b), (c), (d), and (e): The views of the block-
chain from the four different shards
block consists of a single transaction. To support both types
of intra- and cross-shard transactions, similar to [2] [3], we
generalize the notion of the blockchain ledger from a linear
chain to a directed acyclic graph (DAG) where the nodes
of the graph are transactions and edges enforce the order
among transactions.
In SharPer, each data shard is replicated over all nodes
of a cluster. As a result, to ensure data consistency, a total
order among transactions (both intra- and cross-shard) that
access the same data shard is needed. The total order of
transactions in the blockchain ledger is captured by chain-
ing the transactions (blocks) together, i.e. each transaction
includes the cryptographic hash of the previous transaction.
Since more than one cluster is involved in each cross-shard
transaction, the ledger is formed as a directed acyclic graph.
The ledger also includes a unique initialization transaction
(block), called the genesis transaction.
Fig. 2(a) shows a blockchain ledger created in the SharPer
model for the blockchain infrastructure presented in Fig. 1
consisting of four clusters p1, p2, p3, and p4 (data shards
d1, d2, and d3, d4). In this figure, λ is the genesis block
of the blockchain. Intra- and cross-shard transactions are
also specified. For example, t10, t11, t13, t14, and t16 are
the intra-shard transactions of cluster p1. Each cross-shard
transaction is labeled with to1,..,ok where k is the number of
involved clusters and oi indicates the order of the transac-
tion among the transactions of the ith involved cluster. For
example, t12,22, t32,42, t23,33,43, and t15,25,35,45 are the cross-
shard transactions where t12,22 accesses data shards d1 and
d2 (clusters p1 and p2), t32,42 accesses data shards d3 and d4,
t23,33,43 accesses data shards d2 d3, and d4, and t15,25,35,45
accesses all four data shards. Note that each cross-shard
transaction includes the cryptographic hash of the previ-
ous transaction of every involved cluster. This is needed to
ensure that the cross-shard transaction is ordered correctly
with regard to the transactions of all involved clusters.
As can be seen, there is a total order among the transac-
tions (both intra- and cross-shard) that access a data shard,
e.g., t10, t11, t12,22, t13, t14, t15,25,35,45, and t16 are chained
together. In addition, intra-shard transactions of different
clusters can be added to the blockchain ledger in parallel,
e.g., t11, t21, t31, and t41 can be ordered at the same time
by different clusters. Similarly, if two cross-shard transac-
tions access disjoint sets of shards, they can be added to the
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ledger in parallel as well, e.g., t12,22 and t32,42.
In SharPer, the entire blockchain ledger is not maintained
by any cluster and each cluster only maintains its own view
of the blockchain ledger including the transactions that ac-
cess the data shard of the cluster. The blockchain ledger is
indeed the union of all these physical views.
Fig. 2(b)-(e) show the views of the blockchain ledger for
clusters p1, p2, p3, and p4 respectively. As can be seen, each
cluster pi maintains only the part of the ledger consisting of
the intra-shard transactions of pi and the cross-shard trans-
actions that access data shard di. Those transactions are
chained together.
2.4 Transaction Model
Two main transaction models are used in blockchain sys-
tems: UTXO (Unspent Transaction Output) and Account-
based. In the UTXO model, which is adopted by Bitcoin [42]
and many other cryptocurrencies, each transaction spends
output from prior transactions and generates new outputs
that can be spent by transactions in the future. For each
transaction in the UTXO model, three conditions need to
be satisfied: first, the sum of the inputs must be equal or
greater than the sum of the outputs, second, every input
must be valid and not yet spent, and third, every input
requires a valid signature of its owner. UTXO provides a
higher level of privacy by allowing users to use new addresses
for each transaction.
The Account-based model, which is adopted by Ethereum
[1], is similar to the record keeping in a bank. The bank
tracks how much money each account has, and when users
want to spend money, the bank makes sure that they have
enough balance in their account before approving the trans-
action. The account-based model is more efficient since the
system only needs to validate that the account has enough
balance to pay for the transaction.
UTXO model is used by both OmniLedger [30] and Rap-
idChain [54] to achieve atomicity of cross-shard transacions
without using a distributed commit protocol. However, as
shown in [21], RapidChain fails to achieve isolation and Om-
niLedger has blocking issues for cross-shard transactions.
SharPer, similar to AHL [21], uses the account-based model
and performs cross-chain transactions using a global con-
sensus protocol to achieve correctness.
3. CONSENSUS IN SHARPER
In a permissioned blockchain system, nodes establish con-
sensus on a unique order in which entries are appended
to the blockchain ledger. To establish consensus among
the nodes, asynchronous fault-tolerant protocols have been
used. Fault-tolerant protocols use the State Machine Rep-
lication (SMR) algorithm [33] where nodes agree on an or-
dering of incoming requests. The SMR algorithm has to sat-
isfy safety and liveness properties. Safety means all correct
nodes receive the same requests in the same order whereas
liveness means all correct client requests are eventually ordered.
As shown by Fischer et al. [24], in an asynchronous system,
where nodes can fail, consensus has no solution that is both
safe and live. Based on that impossibility result, similar to
most fault-tolerant protocols, in SharPer, safety is satisfied
in an asynchronous network that can drop, delay, corrupt,
duplicate, or reorder messages. However, a synchrony as-
sumption is considered to satisfy liveness.
Figure 3: Normal case operation in (a) Paxos [35]
and (b) PBFT [15]
In SharPer we need two types of intra-shard and cross-
shard consensus protocols. For intra-shard consensus only
nodes of the corresponding cluster participate to establish
consensus on the order of transactions. Whereas, in cross-
shard consensus nodes of all involved clusters should parti-
cipate. In the rest of this section, we show how consensus is
established in SharPer for intra-shard and cross-shard trans-
actions.
3.1 Intra-Shard Consensus
Nodes in SharPer follow either the crash or Byzantine
failure model. To establish consensus on the order of intra-
shard transactions, therefore, a crash or Byzantine fault-
tolerant protocol is needed. In this section, we briefly intro-
duce two well-known crash and Byzantine fault-tolerant pro-
tocols Paxos [35] and PBFT [15]. Note that the intra-shard
consensus protocol in SharPer is pluggable and depending
on the failure model of nodes, any other crash or Byzantine
fault-tolerant protocol can be used.
Crash fault-tolerant protocol Paxos guarantees safety in
an asynchronous network using 2f+1 nodes to overcome the
simultaneous crash failure of any f nodes. In Paxos, as can
be seen in Figure 3(a), clients send signed requests to the
primary (a pre-elected node that initiates consensus) and the
primary multicasts an accept message including the intra-
shard transaction to every node within the cluster. The
primary also includes the cryptographic hash of the previ-
ous transaction (intra- or cross-shard) that is ordered by
the cluster (which plays the role of a sequence number) in
the message to provide a total order among blocks (transac-
tions). Indeed, the primary adds H(t) to the message where
H(.) denotes the cryptographic hash function and t is the
previous block that is ordered by the cluster.
Upon receiving a valid accept message from the primary, a
node sends an accepted message to the primary. The primary
waits for f accepted messages from different nodes (plus itself
becomes f + 1), multicasts a commit message to every node
within the cluster, executes the transaction and appends
the transaction block to the blockchain ledger, and sends a
reply to the client. Upon receiving a commit message from
the primary, each node also executes the transaction and
appends the transaction block to the blockchain ledger. The
client also waits for a valid reply from the primary to accept
the result.
PBFT, on the other hand, requires 3f+1 nodes to guar-
antee safety in the presence of at most f malicious nodes.
PBFT consists of agreement and view change routines where
the agreement routine orders requests for execution by the
replicas, and the view change routine coordinates the elec-
tion of a new primary when the current primary is faulty.
The replicas move through a succession of configurations
called views [22] [23] where in each view, one replica, which
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Algorithm 1 Cross-shard Consensus with Crash-only
Nodes
1: init():
2: r := node_id
3: pi := the shard that initiates the consensus
4: pi := the primary node of pi
5: P := set of involved clusters
6: upon receiving transaction m and (r == pi)
7: if m is valid then
8: broadcast 〈PROPOSE, hi, d,m〉 to P
9: upon receiving 〈PROPOSE, hi, d,m〉 from primary pi
10: if the message is valid then
11: send 〈ACCEPT, hi, hj, d, r〉 to primary pi
12: upon receiving valid matching 〈ACCEPT, hi, hj, d, r〉 from f+1
nodes of every cluster pj in P and (r == pi)
13: broadcast 〈COMMIT, hi, hj, hk, ..., d, r〉 to P
14: execute and append the transaction to the ledger
15: upon receiving 〈COMMIT, hi, hj, hk, ..., d, r〉 from primary pi
16: execute and append the transaction to the ledger
initiates the protocol, is the primary and the others are
backups.
As can be seen in Figure 3(b), to establish consensus
on intra-shard transactions during a normal case execution
of PBFT, a client c requests an intra-shard transaction by
sending a signed request message to the primary. When the
primary receives a request from an authorized client, it first
validates the signature, and then initiates the consensus al-
gorithm by multicasting a pre-prepare message including the
requested transaction and the cryptographic hash of the
previous transaction block (intra- or cross-shard) that is
ordered by the cluster to all nodes within the cluster.
Once a node receives a valid pre-prepare message from the
primary, it multicasts a prepare message to every node within
the cluster. Each node then waits for 2f valid prepare mes-
sages from different nodes (including itself) that match the
pre-prepare message and then multicasts a commit message to
all the nodes within the cluster. Once a node receives 2f
valid commit messages from different nodes that match its
own commit message, it executes the transaction, appends
the transaction block to the ledger, and sends a reply to the
client. Finally, the client waits for f + 1 valid matching
responses from different replicas to make sure at least one
correct replica executed its request.
3.2 Cross-Shard Consensus with Crash-Only
Nodes
Cross-shard transactions access records from different data
shards which are maintained by different clusters. To ensure
data consistency, cross-shard transactions have to be appen-
ded to the blockchains of all involved clusters in the same
order. As a result, consensus among all involved clusters on
the order of cross-shard transactions is needed. Achieving
consensus on the order of a cross-shard transaction needs
the participation of the nodes of all involved clusters. As
discussed before, depending on the failure model of nodes,
each cluster includes either 2f +1 crash-only or 3f +1 Byz-
antine nodes. In this section, we show how SharPer pro-
cesses cross-shard transactions in a network consisting of
crash-only nodes, i.e., each cluster includes 2f + 1 nodes.
A client sends its request (cross-shard transaction) to the
(pre-elected) primary node of a cluster (any cluster that
stores data records accessed by the cross-shard transaction).
Figure 4: Two concurrent cross-shard transaction
flows for crash-only nodes in SharPer where two dis-
joint clusters are involved in each transaction
Note that once a primary node of a cluster is elected, it
initiates intra-shard transactions of the cluster as well as
cross-shard transactions that are sent to the cluster. Upon
receiving a valid request from a client, primary node pi initi-
ates the protocol among the involved clusters by multicast-
ing a propose message including the transaction to all nodes
of all involved clusters, i.e., all clusters that store data re-
cords of the cross-shard transaction. Once a node receives
a valid propose message, it sends an accept message to the
primary. The primary waits for f + 1 matching accept mes-
sages from different nodes of each involved cluster to ensure
that the majority of each cluster agreed with the order of
the transaction, recall that each cluster has 2f + 1 nodes.
The primary then, multicasts a commit message to all nodes
of the involved clusters, executes the transaction, appends it
to its ledger, and sends a reply to the client. Upon receiving
a commit message from the primary, each node also executes
the transaction and appends it to its ledger.
Algorithm 1 presents the normal case operation for SharPer
to execute a cross-shard transaction in the presence of crash-
only nodes. Although not explicitly mentioned, every sent
and received message is logged by the nodes. As indic-
ated in lines 1-5 of the algorithm, node pi is the primary
node of the cluster pi that initiates the transaction and P is
the set of clusters that are involved in the transaction, e.g.,
{pi, pj , pk}.
As shown in lines 6-8, upon receiving a valid signed cross-
shard transaction 〈REQUEST, tx, τc, c〉σc from an authorized
client c (with timestamp τc) to execute transaction tx, the
primary node pi of the initiator cluster pi multicasts a propose
message 〈PROPOSE, hi, d,m〉 to the nodes of every involved
cluster where d = D(m) is the digest of m and hi is the
hash of the previous transaction (either intra-shard or cross-
shard) block that the cluster pi has been involved in. Hash
hi is used to ensure that the new block is ordered correctly
with respect to the blocks that the cluster has been involved
in. Since all nodes in the system are crash-only nodes, there
is no need to sign messages.
Upon receiving a propose message, as indicated in lines
9-11, each node r of an involved cluster pj validates the
message. If the node belongs to the initiator cluster (i =
j), it also checks hash hi to ensure that the new block is
in a correct order. Once the message is validated, each
node r of an involved cluster pj sends an accept message
〈ACCEPT, hi, hj , d, r〉 to the primary node pi where hj is the
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hash of the previous transaction block that the cluster pj
has been involved in.
As presented in lines 12-14, primary pi waits for valid
matching accept messages from f+1 nodes of every involved
cluster with hi, and d that are matched to the propose mes-
sage which is sent by the primary. Then, since the previous
transaction blocks of different clusters might be different,
the primary collects all hashes (e.g., hi, hj , hk, ...) from the
accept messages of all involved clusters (e.g., pi, pj , pk, ...)
and multicasts a commit message 〈COMMIT, hi, hj , hk, ..., d, r〉
including all hashes to the nodes of all involved clusters.
Finally, once a node receives a valid commit message from
the primary, as shown in lines 15 and 16, the node executes
the transaction and appends the transaction to the ledger.
Figure 4 shows the normal case operation for SharPer to
execute two concurrent cross-shard transactions in the pres-
ence of crash-only nodes where each transaction accesses two
disjoint shards. The network consists of four clusters where
each cluster includes three nodes (f = 1).
Safety and Liveness. In the cross-shard consensus pro-
tocol, since at least f + 1 nodes of each involved cluster
must agree on the order of a transaction by sending accept
messages and at most f nodes might crash within a cluster,
safety is ensured as in Paxos [35].
In addition, once the primary of a cluster initiates a cross-
shard transaction and multicasts it to the involved clusters,
the primary stops initiating or being involved in any other
intra- or cross-shard transactions and waits for agreement on
the order of the initiated transaction to ensure a total order
among transactions that the cluster is involved in. Similarly,
if a node receives a valid propose message and multicasts the
corresponding accept message for a transaction, it does not
process any other transactions for a pre-determined time
before receiving commit messages and appending the trans-
action to the ledger (or when the timer expires).
The safety condition of the protocol ensures that if two
or more concurrent conflicting transactions, i.e., transac-
tions that overlap in at least one cluster, are initiated, at
most one of them collects the required number of messages
(f + 1) from the overlapping clusters. As an example, con-
sider a network with four clusters p1 to p4 and two incoming
cross-shard transactions t1 and t2 where t1 accesses p1, p2,
and p3 and t2 accesses p2, p3, and p4. To ensure safety, t1
and t2 must be appended to the blockchain of p2 and p3
(the overlapping clusters) in the same order. Recall that
to commit a transaction, the primary node needs to receive
accept messages from at least f + 1 nodes (majority) of all
involved clusters. In addition, as mentioned before, once
a node sends an accept message for a transaction, it does
not process any other transactions. As a result, the order of
cross-shard messages in the overlapping clusters is the same.
However, it is possible that none of the concurrent trans-
actions collects enough votes, e.g., overlapping clusters re-
ceive propose messages in different order, thus the (primary
node of) initiator clusters try to resend their own transac-
tions. In such a situation and to ensure liveness, SharPer
assigns a timer to each transaction to prevent concurrent
re-initiation of the transactions.
For a system with a high percentage of cross-shard trans-
actions, since the primary nodes of different clusters can
initiate cross-shard transactions that are sent to them by
clients, many conflicting transactions might occur in the sys-
tem. To reduce the number of conflicts between concurrent
cross-shard transactions, SharPer specifies a super primary
node for any set P of clusters. The super primary is the
primary of one of the clusters in P . The super primary is re-
sponsible for initiating all the cross-transactions that access
all clusters in P . In particular, any transaction that accesses
every cluster in P = {pi, pj , pk, ..} is initiated by cluster i
where i = min(i, j, k, ...). As an example, consider a sys-
tem with three clusters p1, p2, and p3. Intra-shard transac-
tions of each cluster are initiated by the primary node of the
cluster. However, using a super primary, cross-shard trans-
actions that access two clusters p1 and p2, two clusters p1
and p3, or all three clusters p1, p2, and p3 are initiated by the
same primary node of p1 (since 1 = min(1, 2, 3)) and cross-
shard transactions that access two clusters p2 and p3 are ini-
tiated by the primary node of p2 (since 2 = min(2, 3)). Such
an assumption helps to reduce the conflicts between cross-
shard transactions and reduces the latency of the system.
Note that different systems can specify the super primary
in different ways depending on the workload and geograph-
ical distance of different clusters.
SharPer ensures liveness by allowing the system to make
progress when the primary fails. It prevents replicas from
waiting indefinitely for requests to execute. If the primary
fails, the view change routine is triggered by timeouts and
require enough non-faulty replicas to exchange view change
messages. Indeed, when a replica receives a valid propose
message from the primary, it starts a timer that expires
after some defined time τ . When the backup receives a
valid commit message, the timer is stopped, but if at that
point the backup is waiting for a commit message for some
other request, it restarts the timer. If the timer expires,
the backup suspects that the primary is faulty and starts a
view change. In such a situation, replicas detect the failure
and elect a new primary. The new primary then handles
the uncommitted requests, and takes care of the new client
requests.
3.3 Cross-shardConsensuswithByzantineNodes
In the presence of malicious nodes, a byzantine fault-
tolerant protocol is needed to order cross-shard transactions
where for each cross-shard transaction, similar to the pre-
vious case, agreement from all involved clusters is needed.
Indeed, the basic higher level protocol is the same as in
the previous case, i.e., the protocol includes three phases
of propose, accept, and commit, however, there are two main
differences. First, the quorum size of each cluster in the
case of crash failure is f + 1, while in the case of malicious,
quorums are 2f + 1. Second, in the case of crash failure,
accept and commit messages are centralized, i.e., every node
of all involved clusters sends accept messages to the primary
and the primary sends commit messages to every node of all
involved clusters. Whereas in cross-shard Consensus with
Byzantine nodes, all nodes of every involved cluster multic-
ast accept and commit messages to each other.
In the presence of malicious nodes, and upon receiving a
valid request (cross-shard transaction) from a client, similar
to the previous case, primary node pi initiates the protocol
among the involved clusters by multicasting a propose mes-
sage including the transaction to all nodes of all involved
clusters. Once a node receives a valid propose message, it
multicasts an accept message to all nodes of every involved
clusters. Each node then waits for 2f + 1 matching valid
accept messages from different nodes of each involved cluster
6
Algorithm 2 Cross-shard Consensus for Byzantine Nodes
1: init():
2: r := node_id
3: pi := the shard that initiates the consensus
4: pi := the primary node of pi
5: P := set of involved clusters
6: upon receiving transaction m and (r == pi)
7: if m is valid then
8: multicast 〈〈PROPOSE, hi, d〉σpi ,m〉 to P
9: upon receiving 〈〈PROPOSE, hi, d〉σpi ,m〉 from primary pi
10: if the message is valid then
11: multicast 〈ACCEPT, hi, hj, d, r〉σr to P
12: upon receiving matching 〈ACCEPT, hi, hj, d, r〉σr from 2f+1 nodes
of every cluster pj in P
13: if the message is valid then
14: multicast 〈COMMIT, hi, hj, hk, ..., d, r〉σr to P
15: upon receiving matching 〈COMMIT, hi, hj, hk, ..., d, r〉σr from
2f+1 node of every cluster in P
16: execute and append the transaction to the ledger
before multicasting a commit message to all nodes of the in-
volved clusters. Upon receiving 2f+1 matching valid commit
message from different nodes of each involved cluster, each
node executes the transaction and appends it to the ledger.
The normal case operation for SharPer to execute a cross-
shard transaction in the presence of Byzantine nodes is presen-
ted in Algorithm 2. Similar to Algorithm 1 and as shown
in lines 1-5 of the algorithm, Node pi is the primary node of
the initiator cluster pi (the node that receives requests from
clients) and P is the set of clusters that are involved in the
transaction.
Once the primary node pi receives a valid signed request
from an authorized client to execute a cross-shard trans-
action, as presented in lines 6-8, the primary multicasts a
signed propose message including the request, its digest, and
the hash of the previous transaction that the cluster pi has
been involved in to the nodes of every involved cluster. As
before, hash hi is used to ensure that the new transaction
block is ordered correctly with respect to the blocks that the
cluster has been involved in. Note that since the network
might include malicious nodes, the primary needs to sign its
message.
Once a node r of an involved cluster pj receives a propose
message, as indicated in lines 9-11, it validates the signa-
ture and message digest (if the node belongs to the initi-
ator cluster (i = j), it also checks hash hi) and multicasts
a signed accept message including the hash of the previous
transaction that the cluster pj has been involved in to every
node of all involved clusters.
As presented in lines 12-14, each node waits for valid
matching accept messages from 2f + 1 nodes of every in-
volved cluster with hi, and d that are matched to the accept
message which is sent by the node. Here, since nodes might
behave maliciously, each cluster includes 3f + 1 nodes and
we need 2f+1 matching messages from all involved clusters
for each step of the protocol. Once a node r receives suf-
ficient number of valid messages from all involved cluster,
since the previous transaction blocks of different clusters
might be different, node r collects hashes (e.g., hi, hj , hk,
...) from the accept messages of all involved clusters (e.g., pi,
pj , pk, ...). Node r then multicasts a signed commit message
〈COMMIT, hi, hj , hk, ..., d, r〉σr to every node of the involved
clusters. The propose and accept phases of the algorithm
Figure 5: Two concurrent cross-shard transaction
flows for Byzantine nodes in SharPer where two dis-
joint clusters are involved in each transaction
basically guarantee that non-faulty nodes agree on a total
order for the transactions.
Finally, as shown in lines 15 and 16, once a node receives
valid matching commit messages from 2f + 1 nodes of every
involved clusters that match its commit message, the node
considers the transaction as committed, thus, executes the
transaction and appends the transaction to the ledger.
Figure 5 shows the processing of two concurrent cross-
shard transactions in the presence of Byzantine nodes where
each transaction accesses two disjoint shards. The network
consists of four clusters where each cluster includes four
nodes (f = 1).
Safety and Liveness. To establish consensus on the order
of cross-shard transactions, agreement from at least 2f + 1
nodes of each involved cluster is needed. since at most f
nodes within a cluster might be malicious, safety is ensured
as in PBFT [15]. In addition, once the primary initiates
a cross-shard transaction and multicasts it to the involved
clusters, the primary stops initiating or being involved in
any other intra- or cross-shard transactions and waits for
agreement on the order of the initiated transaction. Similar
to the previous case, it can simply be shown that the order
of transactions on overlapping clusters will be the same.
To ensure liveness, similar to the previous consensus pro-
tocol, SharPer assigns timers to delay concurrent transac-
tions and also as an optimization uses a super primary for
systems with a high percentage of cross-shard transactions.
In addition, and to provide liveness when the primary
fails, similar to the previous case, SharPer includes a view
change routine. A faulty (probably malicious) primary might
stop sending messages to all or a subset of nodes or even
send conflicting messages to the nodes. In such a situ-
ations, the quorums of recipients are not constructed and
the view change routine is triggered by timeouts. The view
change routine is performed similar to PBFT [15] and the
new primary handles the uncommitted requests, and takes
care of the new client requests.
3.4 An Optimization for Clustered Networks
We now illustrate how prior knowledge of where the faulty
nodes are placed could help in increasing the number of
clusters, and hence parallelism and overall performance.
In SharPer and in the presence of crash-only nodes, we
assume that the number of nodes is much more than 2f +1
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Figure 6: Throughput/Latency Measurement by Increasing the percentage of Cross-shard Transactions with
Crash-Only Nodes
and therefore, partition the network into clusters of 2f + 1
nodes. This is needed because we are not aware of where the
f faulty nodes are placed. As a result, since they all might be
in the same cluster, to guarantee safety each cluster includes
2f + 1 nodes. Similarly, and in the presence of Byzantine
nodes, each cluster consists of 3f + 1 nodes. However, if
we have some prior knowledge of where the faulty nodes are
placed, we might be able to increase the number of clusters.
In particular, nodes might be (geographically) partitioned
into several groups (e.g., clouds) where f is known for each
individual group of nodes. Hence, clustering can be per-
formed within each group instead of the entire network. In-
deed, different cloud environments might have different fail-
ure properties, e.g., while renting nodes from a particular
cloud might be expensive, the maximum number of possible
concurrent failures, f , in that cloud could be smaller than a
cloud with cheaper nodes. As an example, consider a net-
work of Byzantine nodes with n = 23 and f = 3 where nodes
are partitioned into two groups of A and B (placed in two
different cloud environments) such that nA = 7, nB = 16,
fA = 2, and fB = 1. Without being aware of A and B,
since there are totally 23 nodes and f = 3, the number of
clusters is |P | = n3f+1 = 2310 = 2. However, knowing fA
and fB , we can cluster A and B separately and as a res-
ult, |PA| = nA3fA+1 =
7
7 = 1 and |PB | = nB3fB+1 =
16
4 = 4.
Thus, the network is partitioned into five clusters (three
more clusters in comparison to the previous case). This
is useful especially in cloud environments where nodes are
placed in different clouds with different properties (e.g., dif-
ferent f). Note that the same technique can be applied when
the nodes are crash-only.
Furthermore, SharPer can be extended to support hybrid
cloud environments where clusters (clouds) have different
failure models, e.g., private clouds with crash-only nodes
and public cloud with malicious nodes. In such a setting,
different clusters, depending on the failure model of their
nodes, might use different consensus protocols, i.e., crash
or Byzantine fault-tolerant protocols, and a hybrid fault-
tolerant protocol like SeeMoRe [5] can be used to order cross-
shard transactions.
4. EXPERIMENTAL EVALUATIONS
In this section, we conduct several experiments to evaluate
SharPer. We have implemented a simple blockchain-based
accounting application where the data records are client ac-
counts (every client might have several accounts). Each ac-
count can be seen as a pair of (amount, PK) where PK is
the public key of the owner of the account. Clients of the
application can initiate transactions to transfer assets from
one or more of their accounts to other accounts (accounts
might be in the same shard or different shards). For ex-
ample, a simple transaction T requested by client c might
"transfer x units from account 1001 to account 1002". The
transaction is valid if c is the owner of account 1001 and the
account balance is at least x. A transaction might read and
write several records.
The experiments were conducted on the Amazon EC2
platform. Each VM is Compute Optimized c4.2xlarge in-
stance with 8 vCPUs and 15GB RAM, Intel Xeon E5-2666
v3 processor clocked at 3.50 GHz.
When reporting throughput measurements, we use an in-
creasing number of clients running on a single VM, until the
end-to-end throughput is saturated, and state the through-
put (x axis) and latency (y axis) just below saturation.
Throughput and latency numbers are reported as the av-
erage measured during the steady state of an experiment.
4.1 Measuring the Impact ofCross-ShardTrans-
actions onNetworkswithCrash-OnlyNodes
In the first set of experiments, we measure the perform-
ance of SharPer for workloads with different percentages of
cross-shard transactions where nodes are crash-only. In the
SharPer implementation, intra-shard transactions are pro-
cessed using Paxos and cross-shard transactions follow Al-
gorithm 1. The super primary technique is also used to
process cross-shard transactions. We compare SharPer with
the two main approaches for exploiting the availability of ex-
tra resources: the active/passive replication technique [27]
and Fast Paxos [34]. We implemented two permissioned
blockchain systems called APR-C and FPaxos where their
consensus protocols follow the active/passive replication and
Fast Paxos designs respectively. In addition to SharPer and
these two systems, we also implemented a modified version
of the state of the art sharded permissioned blockchain sys-
tem AHL [21]. AHL has two novel aspects: first, its intra-
shard consensus protocol that uses trusted hardware to re-
strict the malicious behavior of nodes, and second, its cross-
shard consensus protocol where a reference committee uses
2PC to order the transactions. Since the emphasise of the
experiments is on cross-shard transactions, we implemen-
ted a modified version of AHL, called AHL-C where the
intra-shard transactions are processed similar to SharPer,
however, the cross-shard transactions are performed similar
to AHL [21]. In this set of experiments, since the nodes are
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Byzantine Nodes
crash-only, the reference committee uses Paxos [35] to estab-
lish consensus among its members. Note that, since intra-
shard consensus is pluggable, the trusted hardware tech-
nique can be employed in SharPer as well.
We consider a network with 12 nodes. In SharPer and
AHL-C, the nodes are divided into four clusters where each
cluster includes three nodes and uses Paxos with f = 1
to establish consensus on the order of its transactions. In
AHL-C, a reference committee of three crash-only nodes is
also considered to establish consensus on the order of cross-
shard transactions. The data is also equally sharded into
four shards. In the APR-C blockchain system, 3 nodes are
used as the active replicas and the execution results are sent
to the remaining 9 nodes. FPaxos uses 4 nodes (3f + 1) to
establish consensus and the results are sent to the remaining
8 nodes.
We consider four different workloads with (1) no cross-
shard transactions, (2) 20% cross-shard transactions, (3)
80% cross-shard transactions, and (4) 100% cross-shard trans-
actions. We also assume that two (randomly chosen) shards
are involved in each cross-shard transaction. Note that since
APR-C and FPaxos do not use sharding, the percentage of
cross-shard transactions does not affect their performance.
The load is also equally distributed among all the nodes.
As can be seen in Figure 6(a), when there are no cross-
shard transactions, SharPer is able to process more than
35000 transactions with 90 ms latency. Note that in this set-
ting, since there are no cross-shard transactions, each cluster
orders and executes its transactions independently, thus the
throughput of the entire system will increase linearly with
the increasing number of clusters. Since for intra-shard
transactions, AHL-C uses the same technique as SharPer,
its results are similar to SharPer. APR-C and FPaxos are
also able to process 8800 and 10700 transactions with 95
ms and 75 ms latency respectively. Note that since FPaxos
establishes consensus in less number of phases, it has better
performance than APR-C. However, they both have much
lower throughput in comparison to SharPer (25% and 33%
of SharPer at 60 ms latency). The results mainly demon-
strate the effectiveness of employing the sharding technique
in blockchain.
By increasing the percentage of cross-shard transactions
to 20% (Figure 6(b)), the throughput is reduced due to
the overhead of cross-shard transactions. In this setting,
SharPer is still able to process 23000 transaction with 100
ms latency whereas AHL-C processes 21000 transactions at
the same latency. This is expected because first, SharPer, in
contrast to AHL-C, is able to process non-overlapping cross-
shard transactions in parallel, and second, the cross-shard
protocol of SharPer involves less number of communication
phases. As mentioned before, since the sharding technique
is not utilized by APR-C and FPaxos, the percentage of
cross-shard transactions does not affect their performance.
Similarly, increasing the percentage of cross-shard trans-
actions to 80% (Figure 6(c)) and finally, 100% (Figure 6(d))
reduces the peak throughput of SharPer to 12300 and 10500,
respectively. Note that by increasing the percentage of cross-
shard transactions, SharPer still shows much better per-
formance compare to AHL-C (44% better in their peak through-
put with 100% cross-shard transactions) because SharPer
is still able to process non-overlapping cross-transactions
in parallel and also needs less number of communication
phases. In these two scenarios, since APR-C and FPaxos
order the transactions using only three (2f + 1) and four
(3f + 1) nodes, their latency is lower than SharPer. Spe-
cially FPaxos processes transactions with significantly lower
latency due to its fast consensus routine. However, since
a large percentage of transactions is cross-shard, SharPer
needs the participation of all involved clusters to order trans-
actions.
4.2 Measuring the Impact ofCross-ShardTrans-
actions onNetworkswithByzantineNodes
In the second set of experiments, we repeat the previ-
ous scenarios on networks with Byzantine nodes. Similar to
the previous section, we implement four permissioned block-
chain systems: (1) SharPer where its intra-shard transac-
tions are processed using PBFT and its cross-shard trans-
actions follow Algorithm 2, (2) APR-B where its consensus
protocol follows the active/passive replication technique on
Byzantine nodes [27]), (3) FaB where its consensus pro-
tocol follows Fast Byzantine Consensus protocol [40] and
uses 5f + 1 nodes (instead of 3f + 1) to establish consensus
in two phases (instead of three as in PBFT), and (4) AHL-B
where its intra-shard transactions are processed using PBFT
(similar to SharPer) and its cross-shard transactions follow
AHL [21].
We consider a network with 16 nodes. In SharPer and
AHL-B, the nodes are partitioned into 4 clusters where each
cluster consists of four nodes and uses PBFT protocol with
f = 1 to establish consensus on its transactions. In addition
to these 16 nodes, in AHL-B, a reference committee of four
Byzantine nodes is also considered to establish consensus on
the order of cross-shard transactions. In the APR-B block-
9
chain system, 4 nodes are used as the active replicas and the
execution results are sent to the remaining 12 nodes, and fi-
nally, FaB uses 6 nodes (5f + 1) to establish consensus and
the results are sent to the remaining 10 nodes. Similar to the
previous case, since APR-B and FaB do not use sharding,
the percentage of cross-shard transactions does not affect
their performance.
As shown in Figure 7(a), with no cross-shard transactions,
SharPer is able to process more than 25000 transactions with
200ms latency. As before, since for intra-shard transactions,
AHL-B uses the same technique as SharPer, the results of
SharPer and AHL-B are the same. APR-B and FaB also pro-
cess 5900 and 6800 transactions (23% and 27% of SharPer)
with 220 ms and 130 ms latency respectively. Note that
since transactions are processed in two phases (instead of
three), FaB has lower latency in comparison to APR-B.
Increasing the percentage of cross-shard transactions to
20%, reduces the peak throughput of SharPer to 18700 (with
240 ms latency). In this scenario and in comparison to AHL-
B, SharPer is able to process 15%more transactions (at their
respective peak throughput) because first, SharPer is able to
process cross-shard transactions with non-overlapping clusters
in parallel, and second, SharPer establishes consensus on the
order of cross-shard transactions in less number of phases.
As mentioned before, since the sharding technique is not
utilized by APR-B and FaB, the percentage of cross-shard
transactions does not affect their performance. Note that
with 20% cross-shard transactions, the peak throughput of
SharPer is 320% and 270% of the peak throughput of APR-
B and FaB respectively.
With 80% cross-shard transactions, the peak throughput
of SharPer reduces to 8600 transactions which is still 34%
higher than the peak throughput of AHL-B (6400). As
explained before, SharPer processes more transactions be-
cause non-overlapping cross-shard transactions can be per-
formed in parallel whereas in AHL-B, since a single refer-
ence committee processes all cross-shard transactions, cross-
shard transactions are ordered sequentially. Finally, when
all transactions are cross-shard, SharPer is able to process
7500 transactions with 700 ms latency whereas AHL-B pro-
cesses 5000 transactions (67% of SharPer) with the same
latency. In the last two scenarios (80% and 100% cross-
shard transactions), similar to the previous case, since APR-
B and FaB rely on only four (3f + 1) and six (5f + 1)
nodes to order the transactions, their latency is lower than
SharPer. However, in SharPer, simultaneous processing of
non-overlapping transactions results in improved through-
put.
4.3 PerformancewithDifferentNumber ofNodes
(Clusters)
In the last set of experiments, we measure the performance
of SharPer in networks with different number of clusters. We
consider networks with either crash-only or Byzantine nodes
and measure the performance of SharPer with 2, 3, 4 and 5
clusters. Each partition consists of three (four) nodes in the
networks with crash-only (Byzantine) nodes. The workloads
also include 90% intra- and 10% cross-shard transactions
(the typical settings in partitioned database systems [51]
[50]).
As can be seen in Figure 8(a), when nodes follow the crash
failure model, by increasing the number of nodes (clusters)
the throughput of the system increases almost linearly. This
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is expected because 90% of transactions are intra-shard trans-
actions and, as shown earlier, for intra-shard transactions,
the throughput of the entire system will increase linearly
with the increasing number of clusters. In addition, since
cross-shard transactions access two clusters, by increasing
the number of clusters, the chance of parallel processing of
such transactions will be increased. As shown in Figure 8(a),
in the settings with five clusters, SharPer is able to process
37000 transactions with 100 ms latency.
Similarly, when nodes follow the Byzantine failure model,
increasing the number of clusters enhances the overall through-
put of SharPer, as shown in Figure 8(b). In this scenario,
SharPer can process more than 27000 transactions with 240
ms latency on a network with five clusters. This set of exper-
iments demonstrates the scalability of SharPer as the num-
ber of clusters increases.
4.4 Discussion
Overall, the evaluation results can be summarized as fol-
low. First, in typical settings where workloads include low
percentage (less than 20%) of cross-shard transactions, SharPer
demonstrates better performance with both crash-only and
Byzantine nodes in comparison to other approaches. The
performance of SharPer is better than AHL [21] because of
the cross-shard consensus routine of SharPer that, in con-
trast to AHL, can order cross-shard transactions with non-
overlapping clusters in parallel. The performance of SharPer
is much (three to four times) better than both FPaxos (FaB)
and active/passive replication (APR-C and APR-B) since
SharPer uses the sharding technique and is able to pro-
cess intra-shard transactions of different clusters in parallel
whereas in both FPaxos (FaB) and active/passive replica-
tion, transactions are processed sequentially. Furthermore,
and as shown in Figure 8, the performance of SharPer en-
hances semi-linearly with the increasing number of clusters,
which clearly demonstrates the scalability of SharPer.
Second, in settings with high percentage of cross-shard
transactions, using sharding techniques has no significant
advantage. As a result, in the presence of extra nodes,
using FPaxos (FaB) and active-passive replication (APR-
C and APR-B) results in better performance (specially less
latency). Note that as mentioned before, the typical settings
in partitioned database systems includes only 10% cross-
shard transactions [51] [50].
5. RELATEDWORK
State machine replication (SMR) is a technique for imple-
menting a fault-tolerant service by replicating servers [33].
Paxos [35] generalizes SMR to support crash failures and
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guarantees safety in an asynchronous network using 2f+1
nodes despite the simultaneous crash failure of any f nodes.
If the number of available nodes is more than 2f + 1, Lam-
port [34] and Brasileiro et al. [12] can utilize f more nodes to
reduce one phase of communication. Alternatively, the ex-
tra nodes can become passive replicas and only be informed
about the execution results, so that their copies of the ledger
become up to date.
Byzantine fault tolerance refers to servers that behave
arbitrarily after the seminal work by Lamport, et al. [36].
Practical Byzantine fault tolerance protocol (PBFT) [15] is
the most well-known state machine replication protocol that
guarantees safety in an asynchronous network using 3f + 1
nodes from which f might be malicious. In the presence of
more than 3f + 1 nodes, similar to crash fault-tolerant pro-
tocols, one solution is to use the active/passive replication
technique where only 3f + 1 active replicas establish con-
sensus on the order of requests, execute the requests, and
send the execution results to the passive replicas. FaB [40],
Bosco [49], and Zyzzyva5 [31], on the other hand, use addi-
tional replicas to reduce the delay of request processing, e.g.,
FaB [40] uses 5f + 1 replicas to establish consensus on the
order of requests in two phases instead of three as in PBFT.
While both crash fault-tolerant protocol Fast Paxos [34] and
Byzantine fault-tolerant protocol FaB [40] use extra nodes
(f and 2f respectively) to reduce the latency of the system,
if the number of extra nodes is more than that (the typical
case in Blockchain systems), such nodes cannot be utilized
and in the best case scenario the extra nodes become pass-
ive replicas. In SharPer, however, the nodes are partitioned
into clusters of 2f +1 crash-only or 3f +1 Byzantine nodes
to process transactions in parallel.
A permissioned blockchain consists of a set of known,
identified nodes that might not fully trust each other. In per-
missioned blockchains, traditional consensus protocols can
be used to order the requests [13]. Existing permissioned
blockchains differ mainly in their ordering routines. In Ten-
dermint [32], only a subset of nodes, called validators, par-
ticipates in a PBFT-like consensus protocol. Validators are
users with accounts that have coins locked in a bond deposit
and have voting power equal to the amount of the bonded
coins. Quorum [16], is an Ethereum-based [1] permissioned
blockchain, that uses a Raft-like [43] protocol to order trans-
actions. Single-channel Hyperledger Fabric [6] deploys dif-
ferent applications on the same channel and leverages par-
allelism by executing the transactions of those applications
simultaneously. In Fabric, fault-tolerant protocols are plug-
gable. In addition, Fabric supports non-deterministic execu-
tion. However, since the transactions of a block are executed
in parallel and then ordered and validated, Fabric performs
poorly on workloads with high-contention, i.e., many con-
flicting transactions in a block. To support conflicting trans-
actions, in Parblockchain [4], a dependency graph is gener-
ated in the ordering phase and transactions are executed
in parallel in the execution phase following the generated
dependency graph. In SharPer, however, since each block
includes a single transaction, transactions will not conflict
with each other. Caper [2] is another permissioned block-
chain that is introduced to support collaborative applic-
ations. In Caper, transactions are either internal, which
are maintained by a single application, or cross-application,
which are maintained by all applications. Each applica-
tion also maintains two types of private and public data.
SharPer, in contrast to Caper, is able to handle transactions
that access a subset of clusters (i.e. applications). In ad-
dition, in SharPer, both intra- and cross-shard transactions
access the same data.
Blockchain scalability is the ability of a blockchain system
to process an increasing number of transactions by adding
resources to the system. Scalability is one of the main roadb-
locks to business adoption of blockchain systems. To address
the scalability issue of blockchain systems different tech-
niques have been proposed. Partitioning the data into mul-
tiple shards that are maintained by different subsets of nodes
is a proven approach to enhance the scalability of data-
bases [19]. Data sharding techniques are commonly used
in distributed databases in the presence of non-malicious
failures [19] [25] [9]. Using sharding techniques to enhance
the scalability of blockchain systems has been addressed in
several studies in both permissionless, e.g., Elastico [39] and
OmniLedger [30], and permissioned blockchain systems, e.g.,
multi-channel Fabric [7] and AHL [21].
In Elastico [39], nodes randomly join different commit-
tees by solving some PoW puzzle. Committees, then, run
PBFT [15] individually to reach consensus on the order of
intra-shard transactions. Finally, a leader committee verifies
the transactions that are ordered by committees and creates
a global block. In Elastico, the blockchain ledger is main-
tained by all nodes and cross-shard transactions are not sup-
ported. In addition, while running PBFT among hundreds
of nodes decreases the performance of the protocol, reducing
the number of nodes within each shard increases the failure
probability [30]. The considerable overhead and latency in
re-configuring committees, which is needed in every epoch,
and the possibility to bias the randomness, which might
result in compromising the committee selection process by
malicious nodes, are some of the other drawbacks of Elast-
ico [54].
OmniLedger [30] attempts to fix some of the drawbacks
of Elastico by introducing a more secure method to assign
nodes to committees and proposing an atomic protocol for
cross-shard transactions. The intra-shard consensus pro-
tocol of OmniLedger uses a variant of ByzCoin [29] and
assumes partially-synchronous channels to achieve fast con-
sensus. However, it relies on a client to participate actively
and coordinate a lock/unlock protocol to process cross-shard
transactions which, as shown in [21], might result in block-
ing issues. Furthermore, as mentioned in [54], OmniLedger
is vulnerable to denial-of-service (DoS) attacks.
In the context of permissioned blockchain systems, multi-
channel Fabric [6] [7] introduces channels to shard the block-
chain. Nodes within each channel process a disjoint set
of (intra-channel) transactions and maintain a partition of
the blockchain ledger. However, processing the cross-shard
transaction needs either the existence of a trusted channel
among the participants or an atomic commit protocol (in-
spired by two-phase commit) [7] which is utilized on top of
the intra-channel consensus protocols. In SharPer and in
contrast to multi-channel Fabric, there is no need for a trus-
ted channel among the participants or a two-phase commit
on top of intra-shard consensus to process cross-shard trans-
actions and such transactions are ordered using a flattened
protocol.
AHL [21] employs a trusted hardware (the technique that
is presented in [17] [53] [52]) to restrict the malicious beha-
vior of nodes which results in committees of 2f + 1 nodes
11
(instead of 3f + 1). Using this technique, the system guar-
antees safety with a very high probability (1 − 2−20%) in
committees of size 80 nodes. The system also relies on an
extra set of nodes, called a reference committee, to process
cross-shard transactions using the classic two-phase com-
mit (2PC) and two-phase locking (2PL) protocols where the
reference committee plays the coordinator role. The sys-
tem, however, suffers from several drawbacks. First, run-
ning Byzantine fault-tolerant protocols with the quadratic
communication cost among 80 nodes results in high latency.
Second, the proposed protocol to process cross-shard trans-
actions is very expensive. Indeed, it requires an extra set of
nodes to form the reference committee, and in each phase
of the protocol, the reference committee has to run a byz-
antine fault-tolerant protocol among its members, which res-
ults in significant communication overhead and considerable
latency. Finally, since a single reference committee processes
cross-shard transactions, the protocol is not able to pro-
cess cross-shard transactions with non-overlapping clusters
in parallel. In SharPer and in contrast to AHL, there is no
need for an extra set of nodes to process cross-application
transactions. In addition, cross-shard transactions are ordered
in only three communication phases. Furthermore, cross-
shard transactions with non-overlapping committees can be
processed simultaneously. Note that since intra-shard con-
sensus in SharPer is pluggable, the trusted hardware tech-
nique can also be employed to decrease the number of re-
quired nodes within each cluster.
Our work is also related to blockchain systems with dir-
ected acyclic graph structure. The DAG structure is mainly
used to increase the throughput of the system by exploiting
the parallel construction of blocks resulting in the parallel
execution of transactions in different blocks. In such a struc-
ture, the blocks (transactions) that are independent of each
other can be appended to the ledger simultaneously. Since
in a DAG structure, the blocks are constructed in paral-
lel, existing permissionless blockchain systems present dif-
ferent techniques to prevent (resolve) the double spending
problem. In Byteball [18], a set of privileged users, called
witnesses, determines a total order on the DAG to prevent
double spending, whereas, in Iota [45], the number of des-
cendant transactions is used to commit a transaction and
abort the other one. Vegvisir [28], which is designed for
IoT environments, Ghost [47], Inclusive protocol [38], Dag-
Coin [37], Phantom [48], Spectre [46], MeshCash [10], and
Hashgraph [8] are some of the other DAG structured block-
chain systems. SharPer is a permissioned blockchain system
that establishes consensus on the order of transactions using
traditional fault-tolerant protocols Paxos and PBFT, there-
fore, the forking or double spending problem never occurs.
In SharPer and in contrast to all these blockchains, since
intra-shard transactions of different clusters access disjoint
data shards, they can be processed simultaneously which
results in lower latency and higher throughput.
6. CONCLUSION
In this paper, we proposed SharPer, a permissioned block-
chain system which is designed specifically for networks with
a very high percentage of non-faulty nodes (N  3f +1 for
Byzantine or N  2f + 1 for crash-only nodes). SharPer
utilizes the extra resources by partitioning the nodes into
clusters of 3f+1 Byzantine (or 2f+1 crash-only) nodes and
processing the transactions on different clusters in parallel.
The blockchain ledger in SharPer is formed as a directed
acyclic graph which in not maintained by any node. Nodes
of each cluster indeed maintain a view of the blockchain
ledger including the intra-shard transactions of the cluster
as well as the cross-shard transactions that the cluster is
involved in. A flattened consensus protocol is also intro-
duced to order cross-shard transactions without relying on
an extra set of nodes or trusted participants. Furthermore,
SharPer is able to process cross-shard transactions with non-
overlapping clusters in parallel. Our experiments show that
in typical settings where workloads include low percentage of
cross-shard transactions, SharPer demonstrates better per-
formance with both crash-only and Byzantine nodes in com-
parison to other approaches. In addition, with a low per-
centage of cross-partition transactions, the throughput of
SharPer will increase semi-linearly by increasing the num-
ber of clusters.
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