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One key issue in the probability density function (PDF) approach for disperse two-phase turbulent flows is to close the
diffusion term in the phase space. This study aimed to derive a kinetic equation for particle dispersion in turbulent flows
by ensemble averaging over all possible realisations of state transition paths in the phase space. The probability density
function is expanded as a series in terms of the cumulants of particle paths in the phase space, by introducing a local
path density operator to identify the distribution of particle paths. The expansion enables us to directly obtain a kinetic
equation with the diffusion term in closed form. The kinetic equation derived in this study has following features that:
(1) it has its coefficients expressed as functions of the cumulants of particle paths in the phase space; (2) it applies to
particle dispersion by non-Gaussian random forcing with long correlation time scales; (3) it presents new mechanisms
responsible for particle diffusion. An application of the kinetic equation is also presented in this paper.
I. INTRODUCTION
Flows of continuous fluids carrying dispersed solid grains,
gas bubbles, or liquid droplets are generally referred to as dis-
perse two-phase flows. Disperse two-phase flows occur in a
rich variety of circumstances, including suspension of sedi-
ment particles in natural rivers and channels, dust storms in
the atmosphere, mixing of bubbles or droplets in the chemi-
cal engineering devices, among many others. As an important
discipline of fluid mechanics, disperse two-phase flows have
been extensively studies in the past decades.
Conventionally, there are two major categories of ap-
proaches have been developed to formulate disperse two-
phase flows. The first category includes the methods referred
to as the two-fluid models1, of which particle clouds are ide-
alized as continuum media as their carrier fluids and the gov-
erning equations for both phase are derive based on the fun-
damental conservation laws for mass, momentum, and energy.
Two-fluid models have been extensively investigated since the
late 1970’s, and successful applications tackling problems as-
sociated with dispersive particles in turbulent flows have been
widely reported2–6.
However, as a direct descendant of continuum theory, two-
fluid models for disperse two-phase flows suffer difficulties in
closing the governing equations with well-founded constitu-
tive relations1. This situation is largely due to the challenge in
incorporating the microscopic dynamics of particles into the
macroscopic governing equations for particle-laden flows7,8.
This challenge was partly solved by another important cat-
egory of approaches based on stochastic theory or kinetic
therry7–28, of which the particle kinetic equation, or the par-
ticle probability density function (PDF) equation, is derived
and applied to derive the macroscopic conservation equations
for solid phase with constitutive relations properly defined. In
the PDF formulation of disperse two-phase flows, a key issue
is to close a correlation term arising from ensemble average
a)Corresponding author: zhongdy@tsinghua.edu.cn
on the equation for conservation of fine-grained probability
density in the phase space. The well-known approaches in-
clude LHDI theory9–14, functional method15–27, and cumulant
expansion method13,28.
The principal difficulty encountered in closing the turbu-
lent correlation term is to formulate diffusion of particles as
a result of their random motion in turbulent flows. Because
turbulence of fluids often leads to long-time correlation in
flow fields11,27, particle motion cannot always be regarded
as a Markovian process driven by white noise; instead, in
many cases, they are dispersed by random forcing to exhibit a
strong memory effect of non-Markovian dynamics11. In order
to take into account non-Markovianity of particle motion, for
instance, in the LHDI approximation, the RGT invariance is
imposed on particle motion along its path in the phase space
to remove the restriction on correlation time scales9–14; while
in the functional methods, the diffusion coefficients are ex-
pressed in terms of the functional derivative of particle path
with respect to random impulse in the phase space to allow for
influences of long-time correlation on particle diffusion15–27.
Applications show that the kinetic equation methods are suc-
cessful in modelling disperse two-phase flows, although there
is much room still remained for further investigation in de-
riving a closed kinetic equation for disperse two-phase flows.
Moreover, the previously reported studies also provided us
a fundamental concept that, in deriving a Eulerian probabil-
ity distribution function for particle motion in turbulent flows,
combination with a Lagrangian point of view is necessary to
consider memory effect of non-Markovian dynamics in turbu-
lent diffusion of particles.
This paper aims to derive a kinetic equation for particle dif-
fusion in turbulent flows with a new method to formulate par-
ticle diffusion in the phase space. For particles dispersed by
random forcing with a long correlation time scale, considering
the fact that it is the state transition paths (or the trajectories
of particles in the phase space) along which memory effect
takes place to influence future particle states before losing co-
herence, one infers that statistical characteristics of particle
motion are determined not only by the system states, but also
by the state transition paths and their distribution. In this pa-
2per, a local path density operator is introduced to identify state
transition paths. The local path density operator is also a fine-
grained probability density function in the phase space, but it
differs from previous studies in that, it is extended to serve
as a indicator of both state and state transition path in fine-
grained scale. In the derivation, the probability density func-
tion is given by an ensemble average of the local path density
operator, and by expanding it as a series in terms of the cumu-
lants of particle paths in the phase space, a kinetic equation
with the diffusion term in closed form is obtained directly. It
shows that the derived kinetic equation possesses the ability
to account for non-Markovianity in particle motion driven by
non-Gaussian random forces; while in the white noise limit, it
is contracted to the classical Fokker-Planck equation. More-
over, it leads to finding two new mechanisms responsible for
diffusion in the phase space.
In the following sections, we firstly provide a detailed
derivation of a kinetic equation for a general stochastic sys-
tem; thereafter, two important properties of the kinetic equa-
tion, specifically, the memory effect and the Markovian ap-
proximation, are discussed, followed by an application of this
study on dispersion of particles in homogeneous turbulent
flows. Concluding remarks are presented in the final section.
II. FORMULATION
A. Local path density operator
Consider a system described by its state variable X =
{X j} with N components, in which each component X j ( j =
1, · · · ,N) can be either a vector or a scalar, depending on the
specific problem of interest. For instance, if one-point PDF
model is considered, X j ( j= 1, · · · ,2) denotes position and ve-
locity vector of a particle, respectively. The following deriva-
tion can be easily extended to a many-particle PDF model.
In this paper, a state transition path is elaborated mathemat-
ically as a curve in the phase space, along which the system
changes its state from Xs at time s to arrive at X at time t, and
is denoted by X(t) = X(t|Xs,s). Furthermore, we assume that
X(t) is differentiable, or at least piecewise differentiable, with
respect to time t, and it observes that
X˙≡
dX
dt
= H(X), (1)
where H is an arbitrary integrable function of the variable X
and the first-order system of Eq. (1) is assumed to have an
initial state (value) of
Xs = X(s|Xs,s), (2)
at time s(< t). Since dilute disperse two-phase flows are con-
sidered, collisions between particles was not taken into ac-
count in this study.
Consider a special case that the system is in state x =
{x1,x2, · · ·xN} at the time t, on condition that it is in the
state of y = {y1,y2, · · · ,yN} at the time s; that is, Xs = y.
In this case, the state transition path is X = X(t|y,s), with
X(t|x, t) = x and X(s|y,s) = y. To identify those paths arriv-
ing at x at time t, we introduce an operator χ , which serves to
describe the density of the state transition paths that pass y at
time s to arrive at x at the time t, given by Eq. (1). It is defined
as a function of distance |x−X(t|y,s)|:
χ(t) = χ(|x−X(t|y,s)|) =
N
∏
j=1
χ(|x j−X j(t|y,s)|). (3)
The local path density operator χ is assumed to have a
sharp value at x = X(t|y,s), while it is zero elsewhere. The
most simple selection of χ is the Dirac-δ function, namely
χ(t) = δ (|x−X(t|y,s)|). But for the sake of generality, it
is maintained as a general functional of the state difference
|x−X(t|y,s)| as in Eq. (3).
From the definition of the local path density operator, we
can infer that χ depends on the path X = X(t|y,s), which
changes with time. The time rate of change of χ along the
curve X(t|y,s) is
∂ χ(|x−X(t|y,s)|)
∂ t
= X˙∇Xχ(|x−X(t|y,s)|). (4)
As χ = χ(|x−X(t|y,s)|) is a function of |x−X(t|y,s)|, it
is straightforward to verify the identity ∇Xχ = −∇xχ . By
denoting L = X˙∇x = ∑
N
j=1 X˙ j∂/∂x j, Eq. (4) can be written
in an operator form as follows:
∂ χ
∂ t
=−L χ . (5)
Eq. (5) is a Liouville-type equation for the local path den-
sity operator χ , which has an operator solution along the path
X = X(t|y,s) as29–31:
χ(|x−X(t|y,s)|) = U (t|s)χ(|x−X(s|y,s)|)
= U (t|s)χ(|x− y|). (6)
Here, U (t|s) is a time evolution operator defined by29,31:
U (t|s) =
←−
T e−
∫ t
s dτL (τ)
=
←−
T
∞
∑
n=0
(−1)n
n!
(∫ t
s
dτL (τ)
)n
, (7)
where
←−
T denotes the time-ordering operator by which the in-
tegrations in(∫ t
s
dτL
)n
=
∫ t
s
dτ1 · · ·
∫ t
s
dτnL (τ1) · · ·L (τn), (8)
for n = 1,2, · · · , are correctly ordered so that the earlier times
in the products of the integrand stand to the left of those with
later times (τ1 > τ2 > · · ·> τn).
B. Probability density function
Generally, for a Markovian process, the possibility of find-
ing a system having the state of x at the time t is provided
by the Chapman-Kolmogorov equation to maps the state y at
3the time s to the state x at the time t by means of the transi-
tion probability function f (x, t|y,s)32. In deriving the Fokker-
Planck equation, the state transition probability f (x, t|y,s)
was formally expanded as a Taylor series of the transition mo-
ments; therefore, it has to be limited to cases in which the
state transition time scale |t− s|must be infinitesimal to make
the mathematical definition of the state transition moments
meaningful32. However, when investigating a non-Markovian
process, it must to be modified.
In statistical mechanics, states of a system are regarded to
correspond to a set of different realisations that are compati-
ble with their boundary constraints1,30,33, which leads to any
possible realisations of the system states, as well as their tran-
sition paths in the phase space, exhibiting a certain degree of
uncertainties. The uncertainties, particularly those observed
in the state transition paths, are the object of our focus in this
study.
According to the definition of the local path density oper-
ator, the ensemble average on it leads to f (x, t|y,s), the con-
ditional probability density function of finding the system in
state x at the time t, given that it is in state y at the time s.
Let the state transition path given by X(Γ) = X(t|y,s) corre-
sponding to a realisation Γ, and F(Γ) being the distribution
of the realisation Γ, which satisfies
∫
dΓF(Γ) = 1, the state
transition probability density function f (x, t|y,s), therefor, is
given by
f (x, t|y,s) =
∫
dΓF(Γ)χ(|x−X(Γ)|)
= 〈χ(|x−X(t|y,s)|)〉, (9)
where a variable closed by a pair of angles “〈〉" is its ensemble
average, defined by:
〈A〉=
∫
dΓF(Γ)A(Γ). (10)
Eq. (9) indicates that the local path density operator χ as-
sumes the function of picking up those paths leading from a
given point y at the time s to arrive at x at the time t from all
possible state transition paths. Since each realization Γ corre-
sponds to a path X(Γ), the ensemble average in Eq. (9) is es-
sentially taken on all of possible state transition paths leading
from y to x. This definition differs from classical statistical
mechanics, in which a local density function is usually em-
ployed to identify points (states) of interest in the phase space,
and thus the ensemble average in classical statistical mechan-
ics is carried out on system states and their distribution30,33.
This modification is significant, by which non-Markovianity
in particle motion can be reflected in the state transition prob-
ability function given by Eq. (9).
By substituting Eq. (6) into Eq. (9), the conditional proba-
bility density function f (x, t|y,s) can be written in an equiva-
lent form as follows:
f (x, t|y,s) =
∫
dΓF(Γ)χ(|x−X(t|y,s)|)
= 〈U (t|s)〉χ(|x− y|), (11)
where 〈U (t|s)〉 is the path ensemble averaged time evolution
operator, and is expanded in detail in the following manner:
〈U (t|s)〉=
∫
dΓF(Γ)U (t|s)
=
←−
T exp
(
∞
∑
n=1
(−1)n
n!
〈〈(∫ t
s
dτL
)n〉〉)
,(12)
in which 〈〈〉〉 represents the cumulant operator; for exam-
ple, 〈〈A〉〉 = 〈A〉 and 〈〈AB〉〉 = 〈(A−〈A〉)(B−〈B〉)〉 are the
first- and second-order cumulant, respectively, regarding the
ensemble average defined by Eq. (10). In the derivation of
Eq. (12), we have used the result of the ensemble average of
exponent function29,32.
Eq. (11) is in essence a series expansion of the state tran-
sition probability function f (x, t|y,s) in terms of the cumu-
lants regrading state transition paths, rather than state transi-
tion moments in the derivation of the classical Fokker-Planck
equation32. This difference is of significance, because it pro-
vides us with a new method to consider non-Markovian dy-
namics in particle diffusion.
C. Path-averaged kinetic equation
Differentiating both sides of Eq. (11) with respect to t, and
inserting L = X˙∇x into the resulting equation, we derive a
new kinetic equation for f (x, t|y,s) including an infinite num-
ber of terms as follows:
∂ f (x, t|y,s)
∂ t
=
∞
∑
n=1
(−1)n∇nx〈D
(n)(x, t|y,s)〉 f (x, t|y,s),
(13)
where the coefficient 〈D (n)(x, t|y,s)〉 is given by
〈D (n)(x, t|y,s)〉=
1
n!
∂
∂ t
←−
T
〈〈(∫ t
s
dτX˙
)n〉〉
. (14)
The operator ∇nx〈D
(n)(x, t|y,s)〉 in Eq. (13) is defined by
∇nx〈D
(n)(x, t|y,s)〉=
∂ n
∂x j1 · · ·∂x jn
〈D
(n)
j1··· jn
(x, t|y,s)〉, (15)
in which the summation convention with respect to the re-
peated subscript jν ( jν = 1,2, · · · ,N, and ν = 1, · · · ,n) is used,
and the partial differential operators apply to all of the follow-
ing variables.
f (x, t|y,s) is a conditional distribution function. It is ad-
visable to derive a probability density function f (x, t) in nu-
merous circumstances. In general, this can be obtained by the
following relation:
f (x, t) =
∫
dy f (x, t|y,s) f (y,s). (16)
However, Eq. (16) leads to a conditional average on 〈U (t|s)〉,
making the resulting equation complicated. For this reason,
it is useful to define the distribution function for x in a dif-
ferent manner. Multiplying both sides of Eq. (9) with a
Dirac δ -function of δ (|y−X(s)|), where X(s) is a known
4value determined by tracking from the time t through the path
X(τ) = X(τ|X(s),s) (s ≤ τ ≤ t) back to the time s with the
condition that x = X(t|X(s),s), i.e., X(s) = X(s|x, t), using
the relation Eq. (11), we find that∫
dy f (x, t|y,s)δ (|y−X(s)|) = 〈χ(|x−X(t)|)〉. (17)
The major difference between 〈χ(|x − X(t|y,s)|)〉 and
〈χ(|x−X(t)|)〉 is depicted in Fig. 1. The figure illustrates
that 〈χ(|x−X(t|y,s)|)〉 is an ensemble average on the paths
from a given state y at time s to arrive at x at time s, while
〈χ(|x−X(t)|)〉 is an ensemble average taken on all paths lead-
ing to x. Moreover, 〈χ(|x−X(t)|)〉 is, in essence, the distri-
bution function for x at time t; that is,
f (x, t)≡ 〈χ(|x−X(t)|)〉= 〈U (t|s)〉χ(|x−X(s)|). (18)
It should be noted that the time evolution operator 〈U (t|s)〉 in
Eq. (11) involves the ensemble average on the integral curves
starting from a given state y, while in Eq. (18), the ensemble
average is taken on any curve leading to x.
Using the result yielded by Eq. (17), multiplying both sides
of Eq. (13) with δ (|y−X(s)|), and integrating the resulting
equation with respect to y, we obtain a generalized kinetic
equation for f (x, t) as follows:
∂ f (x, t)
∂ t
=
∞
∑
n=1
(−1)n∇nx〈D
(n)(x, t)〉 f (x, t), (19)
where the coefficient 〈D (n)(x, t)〉 involves the ensemble aver-
age on the integral curves starting from an initial state X(s),
instead of a given state y, as in Eq. (13). Eq. (19) can also be
derived directly by differentiating both sides of Eq. (18) with
respect to t.
Because it is derived by the ensemble average over all pos-
sible realisations of the particle paths in the phase space, Eqs.
(13) and (19) can be referred to as path averaged kinetic equa-
tions. It shows that Eq. (13) (or Eq. (19)) contains an infinite
number of terms as the Kramers-Moyal expansion for Marko-
vian processes32,34. According to the Pawula theorem, if the
Kramers-Moyal expansion is not truncated at the second or-
der, it must contain an infinite number of terms32,34. This is
true for the current study, although the expansion coefficients
are the functions of the cumulants34. When Eq. (19) is trun-
cated at n= 2, we obtain a kinetic equation, as follows:
∂ f (x, t)
∂ t
+∇x〈D
(1)〉 f (x, t) = ∇2x〈D
(2)〉 f (x, t). (20)
Eq. (20) resembles the classical Fokker-Planck equation in
form derived by truncating the Kramers-Moyal expansion at
the second order. However, an essential difference exists. Eq.
(14) illustrates that 〈D (1)〉 is a path-averaged state transition
velocity and 〈D (2)〉 is a measurement of dispersion of the state
transition paths, rather than the jump moments in the Fokker-
Planck equation32. This difference is crucial which makes
this study can be applied to diffusion due to non-Markovian
motion of particles where memory effect is prominent. This
point is further discussed in details in Section III. It shows that
Eq. (20) can be alternatively written as an integro-differential
equation with a memory kernel serving to allow for memory
effect in non-Markovian processes.
D. Coefficients of kinetic equation
The coefficient 〈D (n)〉 in Eq. (19) can be expressed in a
more compact and concise form. 〈D (n)〉 is a function of the
integration of X˙(t) along the curveX(t)=X(t|X(s),s) leading
from X(s) to x, denoted as
S(t) =
∫ t
s
dτX˙ =
∫
C
dX =
{∫
C
dX1, · · ·
∫
C
dXN
}
. (21)
On the one hand, the time ordering integration in Eq. (17)
can be expanded as follows29–31:
←−
T
(∫ t
s
dτX˙(τ)
)n
=
∫ t
s
dτ1 · · ·
∫ τn−1
s
dτnX˙(τ1) · · · X˙(τn). (22)
On the other hand, denoting
In(t) =
∫ t
s
dτ1 · · ·
∫ t
s
dτnX˙(τ1) · · · X˙(τn), (23)
and bearing in mind that the integrand X˙(τ1) · · · X˙(τn) is sym-
metric in its arguments τ1,τ2, · · · ,τn, it is straitforward that
35
∫ t
s
dτ1 · · ·
∫ τn−1
s
dτnX˙(τ1) · · · X˙(τn) =
1
n!
In(t) =
1
n!
S(t) · · ·S(t)︸ ︷︷ ︸
n
≡
1
n!
Sn(t). (24)
Therefore,
〈
D (n)(x, t)
〉
can be written in a simple form as follows:
〈D (n)(x, t)〉=
1
n!
∂
∂ t
〈〈
Sn(t)
n!
〉〉
. (25)
5FIG. 1: Schematic diagram of differences between 〈χ(|x−X(t|y,s)|)〉 and 〈χ(|x−X(t)|)〉. The figure illustrates that
〈χ(|x−X(t|y,s)|)〉 is an ensemble path from a given state y at time s to arrive at x at time t, while 〈χ(|x−X(t)|)〉 is an
ensemble taken on all paths leading to x. Correspondingly, the time evolution operator 〈U (t|s)〉 in Eq. (11) involves the
ensemble average on the integral curves starting from a given state y, while in Eq. (18), the ensemble average is taken on the
integral curves, with an initial state X(s).
Eq. (25) shows that 〈D (n)〉 is function of the cumulants
with respect to the integral curves of the transition path S(t);
expressing 〈D (n)〉 in terms of the correlation function 〈〈Sn〉〉
provides us with a new angle to view the manner of diffusion:
it is the variation in the correlation of particle paths that drives
a system state to diffuse in the phase space. Moreover, by
means of the ensemble average on the state transition paths,
the memory effct on X(t) of non-Markovianity can be consid-
ered, which is discussed in Section IIIA. Most importantly,
since the coefficients of the kinetic equation derived in this pa-
per are the functions of the cumulants of particle paths, which
do not directly involve random forcing as a source term in the
particle motion equations, the current study can be applied
to stochastic systems where random forcing cannot be sepa-
rated linearly from deterministic accelerations. This point is
crucial when a system is driven by non-linear stochastic ac-
celerations.
III. NON-MARKOVIANITY AND MARKOVIAN
APPROXIMATION
A. Non-Markovianity
As has been mentioned in the introduction, accounting for
non-Markovian behavior observed in dispersion of particles
in turbulent flows lies at the heart of PDF approaches. In this
paper, we developed a different approach which is expected to
be able to consider memory effect of non-Markovian dynam-
ics on particle diffusion. Therefore, a discussion about non-
Markovianity presenting in the kinetic equation is crucial.
To discuss the non-Markovianity taken into accounted by
Eq. (20), an equivalent form of it is derived herein. We begin
from Eq. (16). Differentiating it with respect to t, we obtained
∂ f (x, t)
∂ t
=
∫
dy f (y,s)
∂ f (x, t|y,s)
∂ t
. (26)
It can be demonstrated by means of the identity ∇xχ(|x−
y|) =−∇yχ(|x− y|) that
∂ f (x, t|y,s)
∂ t
=
∞
∑
n=1
(−1)n∇nx
〈
D
(n)(x, t|y,s)
〉
f (x, t|y,s)
=
∞
∑
n=1
∇ny
〈
D
(n)(x, t|y,s)
〉
f (x, t|y,s). (27)
With the substitution of Eq. (27) into (26), the drift term
(n= 1) is derived directly as
Drift =−∇x
∫
dy〈D (1)(x, t|y,s)〉 f (x, t|y,s) f (y,s), (28)
and the diffusion term (n = 2) is derived through integration
by parts as
Diffusion= ∇x
∫
dy〈D (2)(x, t|y,s)〉 f (x, t|y,s)∇y f (y,s).(29)
In deriving Eqs. (28) and (29), we use the following two
identities:
∇x f (x, t|y,s) =−∇y f (x, t|y,s), (30)
and
(−1)n−k∇n−kx 〈D
(n)〉= ∇n−ky 〈D
(n)〉, k = 1 · · ·n. (31)
Details in derivations of Eqs. (30) and (31) are given in Ap-
pendix A and B.
Using Eqs. (28) and (29), with the first- and second-order
terms maintained in Eq. (26), we obtain the kinetic equation
rewritten as an integro-differential equation (see details in Ap-
pendix C). It is :
6∂ f (x, t)
∂ t
=−∇x〈X˙(t)〉 f (x, t)+∇x
∫
dy
∫ t
0
dsB(x, t;y,s)∇y f (y,s), (32)
where
〈X˙(t)〉=
1
f (x, t)
∫
dy〈X˙(t|y,s)〉 f (x, t|y,s) f (y,s) (33)
is the drift velocity, expressed as a conditional average of
〈X˙(t|y,s)〉, and
B(x, t;y,s) =
1
2
f (x, t|y,s)
〈〈
X˙(s|y,s)X˙(t|y,s)
〉〉
(34)
is the memory kernel.
Eq. (32) is an integro-differential equation; although it is
seldom applied in studying real problems in disperse two-
phase flows, yet it is useful in discussion of non-Markovianity
of a system. It is found that Eq. (32) is similar in form to
that derived by Zwanzig 30 by the projection method, which
has been demonstrated to be able to account for memory ef-
fect in non-Markovian processes by means of integration of
the memory kernel, i.e., Eq. (34), over all previous states and
time. Being an equivalent form to Eq. (32), therefore, Eq. (20)
is able to be applied to circumstances where particle motion is
non-Markovian.
B. Markovian approximation
It is necessary to discuss if the present study can be re-
duced to classical Fokker-Planck equation when Markovian
processes are considered. In that case, the correlation time
∆t = t− s is vanishingly small, i.e., the white noise limit, and
thus the integral cure can be well approximated by a line seg-
ment as follows:
S(t) =
∫ t
s
dτX˙ = ∆tX˙(t)+O(∆t) = ∆X(t)+O(∆t). (35)
At the same time, Eq. (25) can be written equivalently as
〈D (n)(x, t)〉=
1
n!
1
n!
lim
∆t→0
〈〈Sn(t+∆t)〉〉− 〈〈Sn(t)〉〉
∆t
. (36)
Expanding S(t+∆t) at t as a Taylor series, we obtained that,
for n= 1
〈D (1)(x, t)〉= lim
∆t→0
〈S(t+∆t)〉− 〈S(t)〉
∆t
= lim
∆t→0
〈∆X〉
∆t
= 〈X˙(t)〉. (37)
Bearing in mind that 〈∆2X〉 ∼ O(∆t) while 〈∆X〉2 ∼ O(∆2t)
for Brownian particles32, for n= 2
〈D (2)(x, t)〉=
1
2!
1
2!
lim
∆t→0
〈〈S2(t+∆t)〉〉− 〈〈S2(t)〉〉
∆t
=
1
2
lim
∆t→0
〈∆2X〉− 〈∆X〉2
∆t
=
1
2
lim
∆t→0
〈∆2X〉
∆t
. (38)
Eqs. (37) and (38) are the Markovian approximation of Eq.
(25) for n= 1 and n= 2 respectively. As a comparison, the co-
efficient of the Kramers-Moyal expansion for Markovian pro-
cesses is given by32:
〈D (n)〉=
1
n!
lim
∆t→0
〈∆nX〉
∆t
=
1
n!
lim
∆t→0
1
∆t
〈(X(t+∆t)−X(t))n〉, (39)
which means that, for n= 1,
〈D (1)〉= lim
∆t→0
〈∆X〉
∆t
= lim
∆t→0
1
∆t
〈(X(t+∆t)−X(t))〉, (40)
and for n= 2,
〈D (2)〉= lim
∆t→0
〈∆2X〉
∆t
=
1
2
lim
∆t→0
1
∆t
〈(X(t+∆t)−X(t)|)2〉.
(41)
When compared to Eq. (40) to (41), given the correlation
time t− s is infinitesimal to make S = ∆X for Markovian pro-
cesses, it is found that Eq. (37) and (38) are the same as that
of the classical Fokker-Planck equation. This result means
that the Markovian approximation of the kinetic equation de-
rived in this paper is the classical Fokker-Planck equation.
Actually, this conclusion can also be found by Markovian ap-
proximation of Eq. (32). For Markovian processes, because
f (x, t|y,s) = δ (x− y)(1+O(∆t)) (see Eq. (4.20) in Ref. 32)
and X˙ ∼ ∆X/∆t, Eq. (32) is approximated by
∂ f (x, t)
∂ t
=−∇x〈X˙(t)〉 f (x, t)+∇x (B(x, t)∇x f (x, t)) , (42)
where the drift coefficient is
〈X˙(t)〉= lim
∆t→0
〈∆X〉
∆t
, (43)
and the memory kernel is
B(x, t) =
1
2
lim
∆t→0
〈
∆2X
〉
∆t
, (44)
implying that when t− s is infinitesimal, Eq. (32) is also re-
duced to Markovian Fokker-Planck equation.
Therefore, it is concluded that, in the white noise limit, the
present study is reduced to the classical Fokker-Planck equa-
tion for Markovian processes. This conclusion is easy to un-
derstand, because the integral curve S can be represented by
a small line segment ∆X for an infinitesimal time interval ∆t,
and thus the cumulation with respect to the state transition
paths is approximated by jump moments for Markovian pro-
cesses.
7IV. DISPERSION OF PARTICLES IN TURBULENT
FLOWS
Consider a special case of Eq. (1):
dX
dt
= F(X)+ξ, (45)
where F is assumed to be a linear function of X, and ξ is a ran-
dom forcing and unnecessarily Gaussian white noise as usu-
ally assumed. Using Eq. (25), taking ensemble average on all
possible paths leading to the point x, i.e., X(τ) = X(τ|X(s),s)
(0≤ τ ≤ t, with boundary conditions of x = X(t|X(s),s), and
X(s) = X(s|X(s),s) = 0 for simplicity), we obtained that the
drift term is
〈D (1)(x, t)〉=
∂ 〈S(t)〉
∂ t
= F(x)+ 〈ξ〉. (46)
If ξ is Gaussian, 〈ξ〉 = 0. As to the diffusion term, its deriva-
tion is started from the expression for the path integration
given by Eq. (21). It is
S(t) =
∫ t
0
X˙(τ)dτ = 〈S(t)〉+
∫ t
0
dτG(t;τ)ξ(τ), (47)
where the response function, or the Green function G(t;τ),
serving as a propagator to transfer impulses along particle
paths, is determined by the following first-order ordinary dif-
ferential equation:
G˙(t;τ) = J ·G(t;τ)+ Iδ (t− τ), (48)
where J = ∂F(X)/∂X|X=x.
Since that G(t;τ) and 〈〈ξ(τ1)ξ(τ2)〉〉 are functions of the
time t, with the help of Leibniz integral rule, the diffusion
coefficient is expanded in detail as follows:
〈D (2)(x, t)〉=
1
2!2!
∂ 〈〈SS〉〉
∂ t
=
1
2!2!
∂
∂ t
∫ t
0
∫ t
0
dτ1dτ2G(t;τ1)〈〈ξ(τ1)ξ(τ2)〉〉G
T (t;τ2)
= +
1
2
∫ t
0
dτ
(
G(t;τ)〈〈ξ(τ)ξ(t)〉〉+ 〈〈ξ(t)ξ(τ)〉〉GT (t;τ)
)
+
1
4
∫ t
0
∫ t
0
dτ1dτ2G(t;τ1)
∂ 〈〈ξ(τ1)ξ(τ2)〉〉
∂ t
GT (t;τ2)
+
1
4
(
J〈〈SS〉〉+ 〈〈SS〉〉JT
)
. (49)
Eq. (49) shows that the diffusion term involves the cumulant
with respect to ξ; therefore, it is unnecessary to assume that ξ
is Gaussian.
If a stationary turbulent flow is considered, so that
〈〈ξ(τ1)ξ(τ2)〉〉 is independent of time t, then Eq. (49) is re-
duced to
〈D (2)(x, t)〉=+
1
2
∫ t
0
dτ
(
G(t;τ)〈〈ξ(τ)ξ(t)〉〉+ 〈〈ξ(t)ξ(τ)〉〉GT (t;τ)
)
+
1
4
(
J〈〈SS〉〉+ 〈〈SS〉〉JT
)
. (50)
Furthermore, if the term of J〈〈SS〉〉+ 〈〈SS〉〉JT is vanishingly small, Eq. (49) is further reduced to
〈D (2)(x, t)〉=
1
2
∫ t
0
dτ
(
G(t;τ)〈〈ξ(τ)ξ(t)〉〉+ 〈〈ξ(t)ξ(τ)〉〉GT (t;τ)
)
. (51)
Moreover, if G(t;τ) is symmetric, i.e., G(t;τ) = GT (t;τ), de-
noting ∆X(t) =
∫ t
0 dτG(t;τ)ξ(τ), Eq. (51) has the form as
follows
〈D (2)(x, t)〉=
∫ t
0
dτG(t;τ)〈〈ξ(τ)ξ(t)〉〉 = 〈〈∆X(t)ξ(t)〉〉,
(52)
8which is the same as that has been derived by Swailes and Dar-
byshire 17 based on Furutsu–Novikov formula and Reeks 11,12
based on LHDI method.
The above analysis shows that, in comparison with previ-
ous studies, two new mechanisms contribute to diffusion in
the phase space. The first one owes to the temporal varia-
tion of the autocorrelation of the random force ξ. The second
one arises from temporal variation of the response function
G, which indicates that changes in the propagator of turbulent
impulses also leads to diffusion in the phase space.
Considering particles dispersion in a homogeneous turbu-
lent field, one reads in Eq. (45) that
x =
(
r
u
)
,X =
(
R
U
)
,ξ =
(
0
β (V−〈V〉)
)
,F(X) =
(
U
−β (U−〈V〉)
)
, (53)
where V = V(X(t)) is the velocity of the carrier fluid seen by
particles; R and U are respectively the position and velocity
vector of parties; β is is the inverse of the particle relaxation
time. When it is assumed that β is constant and the flows is
homogeneous, we found that the response function is given by
Eq. (48) as follows:
G(t;τ) = β−1
(
0 1− e−β (t−τ)
0 βe−β (t−τ)
)
. (54)
If further assumed that 〈〈V(X(t))V(X(t − τ))〉〉 =
De−|τ|/TLp with TLp denoting the integral time scale of
turbulence along the paths of particles, and D is assumed
independent of time, then we finally found that
〈D (2)(x, t)〉=
(
κ λ
λ µ
)
, (55)
where
κ=
DTLp(1− e
−β t)
2(1−βTLp)
(
1−βTLp+βTLpe
−T−1Lp t − e−β t
)
,
(56)
λ=
β DTLp
2
1− e− tTLp − 1− e−
(
β+T−1Lp
)
t
1+βTLp

+
β DTLp
4(1−βTLp)
1− e−2β t− 2βTLp
(
1− e−(β+T
−1
Lp )t
)
1+βTLp

−
β DTLp(1− e
−β t)
4(1−βTLp)
(
1−βTLp+βTLpe
−T−1Lp t − e−β t
)
,
(57)
and
µ=
β 2DTLp
1+βTLp
[
1− e
−
(
β+T−1Lp
)
t
]
−
1
2
β 2DTLp
1−βTLp
1− e−2β t− 2βTLp
(
1− e−(β+T
−1
Lp )t
)
1+βTLp
 .
(58)
When t → ∞, the diffusion coefficients reach their stable
values:
κ∞ =
DTLp
2
,λ∞ =
β 2DT 2Lp
4(1+βTLp)
,µ∞ =
β 2DTLp
2(1+βTLp)
. (59)
If we assumed that ∂ 2/∂r∂u = ∂ 2/∂u∂r, implying that
f (r,u, t) is continuous in the phase space, then the kinetic
equation for the system determined by Eq. (53) is given by
∂ f (r,u, t)
∂ t
+
∂u f (r,u, t)
∂r
+
∂β (〈V〉−u) f (r,u, t)
∂u
=
(
κ
∂ 2
∂r2
+γ
∂ 2
∂u∂r
+µ
∂ 2
∂u2
)
f (r,u, t), (60)
where γ = 2λ. If we define that
α =
∫
du f (r,u, t),αu˜ =
∫
du f (r,u, t)u, (61)
by virtue of Eq. (60), we had the equations of mass and mo-
9mentum conservation for disperse phase as follows:
∂α
∂ t
+
∂αu˜
∂r
= κ
∂ 2α
∂r2
, (62)
and
∂αu˜
∂ t
+
∂αu˜u
∂r
=κ
∂ 2αu˜
∂r2
−γ
∂α
∂r
+αβ (〈V〉− u˜)+αb, (63)
respectively, where b is a body force on particles. It can be
found that the diffusion additional to conventional research
also affect macroscopic transport of particles as macroscopic
diffusions in both mass and momentum conservation equa-
tions.
Dimensional analysis shows that the relative importance of
the diffusion given by the terms on the right-hand-side of Eq.
(60) depends on the Stokes number St = (βTL)
−1 and the pa-
rameter η = TLp/TL, where TL is the Lagrangian integral time
scale of fluid. The parameter η = TLp/TL is also a compli-
cated function of the Stokes number and the particle-to-fluid
density ratio36. It shows that, for low inertia particles, i.e., the
Stokes number St → 0, η → O(1)36, and thus the orders of
magnitude of the terms on the right-hand-side of Eq. (60) are
O(1), O(St−1), and O(St−1), respectively. While for the high
inertia particles, when St → ∞, the orders of magnitude are
O(η), O(St−2η2), and O(St−2η), respectively, depending on
both the Stokes number and the particle-to-fluid density ratio.
For a special case of η = 1, implying that particles are in neu-
tral buoyancy36, it shows that the first term is important for
high inertia particles. These results implies at least that the
first term on the right-hand-side of Eq. (60) is insignificant
for low inertia particles.
Fig. 2 depicts the variations of the dimensionless diffusion
coefficients κ0 = κσ−1T−1L , γ
0 = γσ−1, and µ0 = µσ−1TL
against t0 = T−1L t for different Stokes number St, with σ =
D/2. For the purpose of simplicity, it is assumed η = 1, which
is true for particles in neutral buoyancy36. It shows that for the
case of St = 0.1, κ0 is one oder of magnitude lower than those
of γ0 and µ0; differently, for the situation of St = 10.0, κ0 is
two orders of magnitude higher than that of γ0 and µ0. This
fact implies that the first term on the right-hand-side of Eq.
(60) is important for high inertial parties, but has a neglectable
effect on low inertia particles. In addition, the results obtained
in Ref. 37 are also plotted in Fig.2. It shows that for St = 0.1,
γ0 and µ0 given by the present study has nearly the same
variation as that of Ref. 37. While for high inertia case, e.g.,
St = 10.0, both γ0 andµ0 increase sharply to reach their max-
imums and then decrease slowly to their stable values, which
were not observed in previous studies.
V. CONCLUDING REMARKS
PDF formulation of disperse two-phase turbulent flows has
attracted considerable attention in the past decades. The key
difficulty encountered is how to close a turbulent diffusion
term in the phase space arising from ensemble average on
the conservation equation for fine-grained phase-space den-
sity function. This difficulty has been extensively investigated
in the past, and different theories and methods are established
to cope with this difficulty, while it nevertheless remains as an
open question for further study.
This study aimed to derive a kinetic equation for particle
dispersion in turbulent flows with a new approach. A local
path density operator is introduced to identify state transition
paths, and based on which the probability density function is
expanded as a series in terms of the cumulants with respect
to particle paths in the phase space. With this expansion, a
kinetic equation with the diffusion terms in closed forms is
directly obtained. This study shows that the derived kinetic
equation is similar in form to the previous studies, but with
its coefficients expressed in terms of the cumulants of particle
paths in the phase space. It also shows that the present study
possesses the features of:
1. The turbulent diffusion terms are derived directly in
closed form by a series expansion of the probability
density function in terms of the cumulants of particle
paths;
2. The kinetic equation is applicable to non-Markovian
processes; whilst in the white noise limit, it is reduced
to the classical Fokker-Planck equation;
3. There are two new mechanisms that contribute to diffu-
sion in the phase space which have not been reported in
the past.
This study is solely focused on deriving a kinetic equation
for disperse of particles in turbulent flows by a new approach.
For simplicity, phenomena such as particle-particle interac-
tions, thermal forcing, and phasic change are not included in
the present formulation. In addition, a simple application to
particle-laden flows is presented to examine its fundamental
features in simple flow conditions, while further discussions
on general features of disperse two-phase flows have not been
touched. More comprehensive studies by means of the kinetic
equation derived in this study will be our future tasks.
ACKNOWLEDGMENTS
This study is supported by National Natural Science Foun-
dation of China with Grant No. 91547204.
Appendix A: Proof of Eq. (30)
Since that
∇x f (x, t|y,s) = ∇x〈χ(|x−X(t|y,s)|)〉
= 〈U (t|s)〉∇xχ(|x− y|), (A1)
Using the relation ∇xχ(|x− y|) = −∇yχ(|x− y|), we found
that
∇x f (x, t|y,s) =−∇y〈U (t|s)〉χ(|x− y|)
=−∇y f (x, t|y,s). (A2)
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Appendix B: Proof of Eq. (31)
Since that
(−1)n∇nx
〈
D
(n)(x, t|y,s)
〉
f (x, t|y,s)
= (−1)n
n
∑
k=0
Ckn∇
n−k
x
〈
D
(n)(x, t|y,s)
〉
∇kx f (x, t|y,s), (B1)
at the same time, with the help of Eq. (A2)
∇ny
〈
D
(n)(x, t|y,s)
〉
f (x, t|y,s)
=
n
∑
k=0
(−1)kCkn∇
n−k
y
〈
D
(n)(x, t|y,s)
〉
∇kx f (x, t|y,s), (B2)
Using Eq. (27) in conjunction with Eqs. (B1) and (B2), we
had Eq. (31).
Appendix C: Derivation of Eq. (32)
Because s in Eq. (29) is arbitrary, let s = t−∆τL, the fol-
lowing integration is approximated by:∫ t
s
dτ〈〈X˙(τ|y,s)X˙(t|y,s)〉〉
=
∫ t
t−∆τL
dτ〈〈X˙(τ|y,s)X˙(t|y,s)〉〉
≈ ∆τL〈〈X˙(t−∆τL|y, t−∆τL)X˙(t|y, t−∆τL)〉〉. (C1)
Moreover, we assumed that 〈〈X˙(t − n∆τL|y, t −
n∆τL)X˙(t|y, t − n∆τL)〉〉 ∼ e
−n∆τL , and if ∆τL satisfies that
〈〈X˙(t − n∆τL|y, t − n∆τL)X˙(t|y, t − n∆τL)〉〉 → 0 for n ≥ 2,
then adding ∆τL ∑
N
n=2〈〈X˙(t − n∆τL|y, t − n∆τL)X˙(t|y, t −
n∆τL)〉〉 to the left of the above equation does not change its
value, so that∫ t
s
dτ〈〈X˙(τ|y,s)X˙(t|y,s)〉〉
=
∫ t
t−∆τL
dτ〈〈X˙(τ|y,s)X˙(t|y,s)〉〉
≈ ∆τL〈〈X˙(t−∆τL|y, t−∆τL)X˙(t|y, t−∆τL)〉〉
+ ∆τL〈〈X˙(t− 2∆τL|y, t− 2∆τL)X˙(t|y, t− 2∆τL)〉〉
+ · · ·
+ ∆τL〈〈X˙(t−N∆τL|y, t−N∆τL)X˙(t|y, t−N∆τL)〉〉
=
N
∑
n=1
∆τL〈〈X˙(t− n∆τL|y, t− n∆τL)X˙(t|y, t− n∆τL)〉〉.
(C2)
Let ∆τL = t/N, when N→ ∞, we found that
lim
N→∞
N
∑
n=1
∆τL〈〈X˙(t− n∆τL|y, t− n∆τL)X˙(t|y, t− n∆τL)〉〉
=
∫ t
0
dτL〈〈X˙(t− τL|y, t− τL)X˙(t|y, t− τL)〉〉
=
∫ t
0
dτ〈〈X˙(τ|y,τ)X˙(t|y,τ)〉〉. (C3)
Using Eq. (C2) and (C3), we had that
∫ t
s
dτ〈〈X˙(τ|y,s)X˙(t|y,s)〉〉=
∫ t
0
dτ〈〈X˙(τ|y,τ)X˙(t|y,τ)〉〉.
(C4)
Substitution of Eq. (C4) into Eq. (29) leads to Eq. (32).
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FIG. 2: Variation of the dimensionless diffusion coefficients κ0 = κσ−1T−1L , γ
0 = γσ−1, and µ0 =µσ−1TL derived in this
paper against t0 = T−1L t for different Stokes number St = (βTL)
−1. Particles are assumed in neutral buoyancy. Solid lines are
derived in this paper, and the dashed lines are those obtained in Ref. 37
