The structure of point defects in body centred cubic metals. by Kenny, Peter Nigel.
A thesis entitled
The Structure of Point Defects in 
Body Centred Cubic Metals
by
Peter Nigel Kenny
Submitted for the Degree of 
Doctor of Philosophy of the 
University of Surrey
Physics Department, 
University of Surrey,
October 1973.
5'7A3.II I
ProQuest Number: 10800207
All rights reserved
INFORMATION TO ALL USERS 
The qua lity  of this reproduction  is d e p e n d e n t upon the qua lity  of the copy subm itted.
In the unlikely e ve n t that the au tho r did not send a co m p le te  m anuscrip t 
and there are missing pages, these will be no ted . Also, if m ateria l had to be rem oved,
a no te  will ind ica te  the de le tion .
uest
ProQuest 10800207
Published by ProQuest LLC(2018). C opyrigh t of the Dissertation is held by the Author.
All rights reserved.
This work is protected aga inst unauthorized copying under Title 17, United States C o de
M icroform  Edition © ProQuest LLC.
ProQuest LLC.
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, Ml 4 81 06 - 1346
Abstract
Various point defect configurations have been studied using 
discrete lattice models. In particular an harmonic reciprocal space 
model has been used to calculate the lattice distortion around an 
isolated vacancy in iron, molybdenum and vanadium. The atomic 
displacements at distances greater than 8a (where 2a is the cube cell 
side) were in good agreement with the corresponding elasticity results. 
In addition the binding energies of various divacancy configurations 
have been calculated. It was found, in all cases, that the pair of 
vacancies separated by [2,0,0]a was the most stable. The only other 
stable vacancy pair found was that separated by [3,l,l]a.
The displacement field around a vacancy and the binding energies 
of various divacancy configurations in molybdenum were also studied by 
minimising the potential energy of the atomic configuration in real 
space. A pair potential was constructed using spline-fitted cubic 
polynomials matched to the elastic constant data and the vacancy 
formation energy. The displacement field around a vacancy was found 
to be in good agreement with the reciprocal space calculations and 
the [2,0,0] divacancy was again found to be the most stable, with the 
[3,l,l] divacancy the only other stable configuration. The migration 
energy of a single vacancy was also calculated and found to be about 
2 eV.
In addition the <110> and <100> split interstitial and the 
crowdion were studied in real space in molybdenum. The formation 
energies were found to be of the order of 8 eV.
Finally, the parameters which define the vacancy and interstitial 
as point defects in an elastic continuum have been calculated together 
with the formation volumes.
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Chapter 1
1.1 Introduction
Point defects can be introduced into an otherwise perfect crystal 
in a number of distinct ways: they can be generated by thermal and
mechanical activation or by fast particle irradiation. In order to 
understand the behaviour of defects generated by either method it is of 
some importance to be able to calculate the formation energy and lattice 
distortion produced by the various defects and the binding energies 
between defect pairs.
In this thesis calculations of the displacement field around isolated 
vacancies in iron*, molybdenum and vanadium and the interaction energies 
of various vacancy pairs are reported. In addition the interstitial 
and a number of close neighbour divacancy configurations are studied, in 
more detail, for molybdenum. Discrete lattice methods have been used 
throughout. Two different formulations of the problem have been considered 
one involving the solution of the equations of equilibrium in reciprocal 
space and the other involving a direct minimisation of the potential 
energy of the real space atomic configuration.
Before describing these calculations it is both convenient and 
useful to summarise the equivalent calculations using the continuum theory 
of elasticity.
1.2 The Elements of Elasticity
In this section we shall merely quote the principal results of 
elasticity theory and derive some relationships which are used in later 
developments. We shall, throughout this discussion, be dealing with the 
infinitesimal theory, in which case the strains, e., , are related to the 
displacement vector, u, by the equations
and the stress, a linear function of the strains
ajk ~ Cjkmn emn (1*2)
The elastic constants are subject to the symmetry conditions
C ~ c z c z cjkmn jknm kjmn mnjk
The equations of equilibrium are, in the presence of body forces F,
3a
^  t F - = 0 (1.3)
In terms of the displacements we have
cjk», + Fj = 0
It is convenient to introduce the Green’s tensor, U., (r), defined by
3* ~
Uj(r) = J U^Cr - r’) Fk(r’) dr’ (1.5)
From equations (1.4) U., (s) is a solution of the differential3K ~
equations
32U. (r)
c... n -y- + S. 6(r) = 0 (1.6)inkl 3x.3x, lm ~ ' ’
3 1
In an isotropic medium
Where y is the shear modulus and v is Poisson's ratio. With the exception 
of materials with hexagonal symmetry (Kroner, 1953) it is not possible to 
obtain an analytic solution to equation (1.6). For cubic materials, which 
are our main concern in this thesis, it is possible (Leibfried, 1953) to 
obtain a perturbation expansion of the Green's function in terms of the 
expansion parameter ^/c.^ where
d = (c^ - c12 - 2c^) (1.8)
If d/c-Q << 1 one would expect the first order correction to the isotropic 
case to be adequate. One further result which we shall need is the 
interaction energy between two crystal defects, labelled (1) and (2). 
Eshelby (1951) has shown that this can be expressed as
Eint F(1)(r) . u(2)(r) dr (1.9)
where the integral is taken over the volume enclosed by a surface, S, which
(2)separates the two defects, u (r) is the displacement field of defect (2) 
and F^^(r) is the fictitious distribution of body force which produces the 
same field on and outside S as does the actual source of stress inside S. 
The force F^^(r) may be obtained, at least in principle, from (l.H). 
Physically the interpretation of (1.9) is that on forming the second defect 
each element of the body is displaced by i/2  ^against the forces F ^ \
1.3 The Continuum Theory of Point Defects
”... the continuum theory can hardly be expected to answer questions 
of current interest about the more intimate behaviour of lattice defects
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(e.g., the binding energy of two adjacent point defects). On the other 
hand, the theory perhaps suffers from the disadvantage that its 
limitations are more immediately obvious than are those of other 
approximate methods ..." J.D. Eshelby (1956).
The simplest elastic model of a point defect is constructed by 
taking a spherical inclusion and placing it into a spherical hole of 
slightly different size in an infinite block of elastic material, welding 
the surfaces together and allowing the configuration to relax. Outside 
the inclusion the displacement field is identical in form with the field 
around a charged particle whilst the inclusion itself suffers a uniform 
dilatation (or expansion). That is
u(r) = Cr/r3, r > R (1.10)
~  ~  -V O
where Rq is the final radius of the inclusion. From equation (1.4) it is 
clear that this displacement field may be produced by a distribution of 
body force
F.(r) = - G (6(r)}
~ j
which corresponds to three orthogonal equal double forces without moment. 
This is readily generalized to
which is equivalent to representing the defect by some ellipsoidal 
inclusion.
From equations (1,11) and (1.5) the displacement field is
(1.12)
and the interaction energy between a pair of identical defects separated 
by R is from (1.9)
If the medium is isotropic and the defect has spherical symmetry equation
(1.13) is identically zero.
So far we have neglected the possibility that the inclusion 
representing the defect may have different elastic constants from the 
matrix. If this is the case then there is an induced interaction between 
the defects even if the matrix is isotropic and the defects are spherical. 
However, this interaction (Eshelby, 1956) is proportional to R and
-3consequently falls off much more rapidly than (1.13) which is of order R . 
Thus, with the possible exception of neighbour pairs of defects, the 
induced interaction is, for real materials, negligible when compared with
(1.13). Since it is precisely in this near neighbour region where we 
expect the assumptions inherent in continuum theories to be inadequate 
we shall not discuss the induced interaction further.
1.4 The Lattice Statics Method
This discrete lattice method was introduced by Kanzaki in 1957 
in order to calculate the displacements around a point defect. Later
(1.13)
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Hardy (1960) used the method to calculate the interaction energy between 
two point defects in ionic crystals and Bullcugh and Hardy (1968) have 
applied the method to defect interactions in metals.
Consider a Bravais lattice of N atoms interacting through a 
pairwise potential <j)(r), if we introduce a point defect, at the origin, 
which interacts with the host atom through a pairwise potential $ (r) then 
the change in energy of the crystal is
U = \j + ~  T (s-sT) u.(s) u, (s’) (1,14)
2 s^s* 3K ~ ~ 3 ~ K ~
where s and u are the host atom positions and displacements respectively,
^^(s-s*) is the force constant matrix of the host lattice, which is
assumed to distort harmonically, and $ = £ ^{s + u(s)}. The relaxed
configuration is given by
9U = 0 . (1.15)3u.(s)
3
That is
F-i<s) = It (S-S>) (s') (1.16)
'3* 
+0
where
9T
Fj ^  Bu.(s) 
3 ~
are the generalized forces associated with the defect. If we make the 
imperfect lattice one cell of an infinite super lattice each super cell 
containing N unit cells we may replace (1.16) by its Fourier transform.
- 7 -
The Fourier transforms of the variables are defined by
u.(s) = ~ I Q.(q) exp(iq.s)
F.(s) = ~ I r.(q) exp(iq.s)
q
and
V - } = 1 1  Ajk(?}
where the summation is over the N distinct q vectors in the first Brillcuin 
zone. Whence a by the convolution theorem9
iyq) = Ajk(q) Qk(q) (1.17)
Inverting 1.17 we have
Q.(q) = S2jk(q) Fk(q) (1.18)
where
V s *  V s 5 = 6jm
Equation (1.18) is identical with the Fourier transform of continuum 
equation (1.5) as would be expected. The real space displacements are9 
from (1.18)9
u^ .(s) = - £ ^ ( q )  Tk(q) exp(iq-s) (1.19)
The interaction energy between a pair of defects3 labelled (a) and (b)9
- 8 -
has been given by Hardy and Bullough (1967) as
E.int (1.20)
which is a fairly obvious generalisation of continuum result (1.9). 
From equation (1.20) we have
differ only by a phase factor exp(iq*R) where R is the separation. So 
for a pair of identical defects
Equations (1.19) and (1.23) form the basis of our calculations. Before 
proceeding to the calculations on the body centred cubic metals it is 
instructive to consider point defects in a face centred cubic lattice9 
which is stable under a force law which includes only nearest neighbour 
interactions.
1.4.1. The Mechanical Interaction of Point Defects in a Face Centred 
Cubic Lattice
(1.21)
(1.22)
If the defects are identical^ the Fourier transforms I^a*(q) and r^*(q)
(1.23)
As a suitable model of the f.c.c. lattice we take that used by 
Begbie (1947) to discuss the thermal scattering of X-rays by crystals. In 
this model the lattice is held together by generalised forces acting
- 9 -
between nearest neighbours. By applying the symmetry operations of the 
f.c.c. lattice it is easily shown that there are only three independent 
elements of the force constant matrix:
and
a = $33 <[1, 1, 0])
6 = ([1, 19 0])
Y = *12 ([19 1, 0])
(1.21+)
By applying the method of long waves (Born and Huang, 1954) to the Fourier 
transform of the force constant matrix we may relate a9 3 and y to the 
elastic constants:
a = a(2c - c )/2s 3 = ac /2 and y = a(c + c )/2 (1.25)
44 11 11 1 44 12
where 2a is the cube cell side. The transform of the force constant 
matrix can now be expressed uniquely in terms of the elastic constants and 
we have:
Ajk(q) = 2a
H cs S cs s
1 1 2 1 3
c s „ s . Ho cs^s^2 1 2 2 3
CS„S, CS0S„ Ho3 1 3 2 3 i
(1.26)
where c = c + c , and 
12 44
H = (2c - c )(1 - c c ) + c ( 2 - c c - c c )1 v 44 11 v 2 3 11 12 13 (1.27)
H and H may be obtained by cyclic permutation of the suffixes 1,2 and 3,
In equations (1.26) and (1.27) c = cos(q a) and s = sin(q a).a a a, a
- 10 -
The generalised forces associated with the defect are
T (q) = -i2/2 Fs (c + c )9 etc. 
1 ~ 1 2  3
(1.28)
F = - d\p(r + ur>/8r where u^ is the radial displacement of the first 
neighbours of a defect. This lattice model has been used by Heald (1970) 
to calculate the interaction energies of defect pairs in aluminium and 
copper. This model is particularly useful for demonstrating the 
similarities;, and differences between elasticity theory and lattice theory 
in the long wavelength limit.
Since A..(q) is real and T(q) is purely imaginary* equations (1.19)
~ ~ ~
and (1.23) may be written as
respectively. In the long wavelength limit we may obtain asymptotic forms 
for u and for an isotropic material by expanding the force constant
matrix and generalized forces in a power series in q and converting the 
sum in equation (1.29) and (1.30) to an integral. If we enforce the 
condition for isotropy
d = c - c - 2c = 0  
11 12 t^f
then equation (1.26) becomes to order |q2|
(1.29)
and
(1.30)
(1.31)
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where the superscript denotes the order? in q. From (1.31) we have
(-2) .
2a3c q2 if 4
<5. .
13
(c + c ) 
12 ifif
c
11
q*q*-n
(1.32)
Similarly
(1.33)
to first order in q. Combining equations (1.29), (1.32) and (1.33) we 
have for this displacement
U.(s) _ (4/2 Fa)
8tt c11
r q.sm q*s
q q‘
dq
(jf/2 Fa) d
if7r c,,
11 3
(1.3if)
which* if we write
G = 4/2 Fa (1.35)
is identical with equation (1.12) when U^(r) is given by (1.7) and
= G fact (1.35) is a special case of a general result first
given by Hardy (1968):
G., = 7 s. F.{s + u(s)} . (1.36)
3K g 3 K ~ ~ ~
Similarly the interaction energy is given by (1.30), (1.32) and (1.33) as
E. ^ 
ant
(if/2 Fa)2
6(R) (1.37)
11
which is identical with the isotropic elasticity result, and zero. In 
order to obtain the first non vanishing contribution to the interaction
- 12 -
energy r^e must expand A., (q) and F(o) to higher orders:3K ~ ~
^int
(2a3)
(2rr)3
+ r . (1)(-q) njk (_2) (q) r k(3)(q) + r . (3) (-q) njk ( ~2)<g) r k(1) (q)
- r.(1)(-q) £2jm(_2)(q) Amn(4)(q) 8nk("2)(q) rk(1)(q>j cos(q-R) • dq
(1.38)
The first term, of zero order in q, gives the delta function term of (1.37), 
the second and third term, of 0|q2|, arise because of the non local nature 
of the forces. The last term, also of 01q2-1 arises from the dispersion of 
the lattice. Since, for large values of R, cos q»R is rapidly oscillating, 
contributions to the integral come only from the vicinity of the pole at 
q = 0 and we have
Eint
(4/2 Fa)2a27r(l-2v) 
48(27r)3y(l-v)
x 42(15~3v)
(1-v)
5(x x **+ x **)
405
1-v
12 35(x1V  x2*»+ x^) 21(x x6+ x26+ x36)
R5 R9 R11 ^ f
(1.39)
This interaction which is of order R~5 was first given by Hardy 
and Bullough (1967) who gave a different angular variation due to the rather 
artificial lattice model which they used. For models which include only 
first neighbour interactions 4/3 of E^ comes from the second and third 
term in (1.38) and the remaining - 1/3 comes from the final term. However, 
this is not a general result. The interaction (1.39) is a consequence of
- 13 -
the discrete lattice model and has ho counterpart in continuum models unless 
one includes higher order multipole moments (Siems, 1968).
In the case of anisotropic media it is not possible to invert 
(1.26) exactly, however, in the longwave limit we have
- a I , « A 
Ajk ‘ jk + Ajk
I .where A., is given by (1.31) and
(1.40)
I 9l"
0
A A = 2a3d 
3k
0 *22 0 (1.41)
^  0
0
% /
Provided that ^/c^ << 1 equation (1.40) may approximately be inverted to
give, to first order in d/c^,
ft., = ft.. 1 - ft. 1 A A ft ,1 (1.42)jx jk jm mn nk
where ft..'*' is given by equation (1.32). In this approximation we calculate 
3*
from equations (1.29) and (1.30) the displacements
, , _ (4/2 Fa) lu, (r) = —r------ • —1 4tt c r
11
and the interaction
1 - 3d2c11
1 - etc
E. . m t
3(4/2 Fa)2- t d
8ir c,, c
11 11 Ir 3J
3
(1.43)
(1.44)
which are identical with the results of Eshelby (1954). Whilst we started 
with a face centred cubic lattice model the results (1.43) and (1.44) are 
the elasticity results for any cubic structure. The work in this thesis is 
mainly concerned with body centred cubic structures, however, we have used 
the above model as an example because, as Heald (1970) pointed out, it is
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a convenient model to illustrate the method of lattice statics and it 
also gives the equivalent elastic results in the long wave limit.
1.5. Real Space Calculations on Defect Structures
1.5.1. The Discrete Lattice Model
The crystal is simulated by a cubic block of about 1000 atoms 
which are allowed to interact through an interatomic pair-wise potential. 
This block of atoms (region I) is embedded in an outer mantle of atoms 
(region II) to which the appropriate boundary conditions are applied.
In effect region II is the interface between the discrete region I and 
an elastic continuum. The defect under consideration is introduced into 
region I by removing an atom, in the case of a vacancy, or inserting 
an extra atom, in the case of an interstitial, and imposing the appropriate 
elastic displacement field on the atoms of region II. (These boundary 
conditions are discussed in detail in Section 1.5.2). The atoms in region 
I, the computational cell, are then allowed to relax in accordance xdth 
the interatomic forces and the laws of Newtonian mechanics.
A number of methods which minimise the total potential energy have 
been used to obtain the relaxed configuration, the most common methods are 
described in an appendix. The calculations in this thesis were performed 
using the quasi dynamical method developed by Gibson, Goland, Milgram and 
Vineyard (1960) which involves integrating the Newtonian equations of 
motion simultaneously. This method is described as an example of a 
relaxation procedure in Section (1.5.3). The relaxation procedure is 
complete when the atoms in region I are judged to be in an equilibrium 
configuration, that is, the total potential energy of the crystal, as 
calculated after each iteration, has converged with sufficient accuracy.
- 15 -
Alternatively9 the total kinetic energy of the assembly is sufficiently 
close to zero. Apart from questions of convergence the accuracy of the 
model depends upon the size of the relaxing block (region I) and the 
boundary conditions together with the interatomic potential used. These 
points will be discussed further in the following sections.
1•5.2. Boundary Conditions
The choice of boundary conditions is of some importance since 
the displacements of the atoms in the outer mantle (region II) can5 for 
some defects3 prejudice the relaxation in the computational cell (region 
I). Basically three types of boundary condition are commonly used:
(a) A rigid boundary condition in which the atoms in region II are 
held fixed in their perfect lattice positions.
(b) Elastic boundary conditions in which the displacements derived 
from continuum elasticity are imposed on the atoms in region II.
and (c) A compliant boundary condition in which the boundary atoms 
are given displacements proportional to the forces acting on them.
In most cases condition (a) is only used as an initial approxi­
mate whilst the first relaxation of the atoms in region I is being 
performed. Once this has been done a first approximation to conditions (b) 
and (c) can be calculated and these conditions are applied and updated 
in the subsequent relaxation of region I until the actual boundary atom 
displacements are compatible with atomic displacements in region I.
Thus two types of convergence are involved in the computational method.
One involving a minimisation of the potential energy of the atoms in 
region I for fixed boundary conditions3 whilst the other involves an
- 16 -
iterative procedure to ensure that the final boundary conditions applied 
to region II are compatible with the atomic displacements within region 
I. We shall consider boundary conditions (b) and (c) in more detail.
(b) Elastic Boundary Conditions
It has been shown in Section (1.3) that the displacement field 
around a point defect is given by
= GkmUjk5n,(5) (1>lt5)
where ^^Cr) is the appropriate Green’s tensor which we shall assume to 
know for the time being. The essential point about the elastic boundary 
condition is that we impose the displacements given by equation (1.45) on 
the atoms in region II. Unfortunately the ’strength* of the defect is
not known a priori since it depends on the forces acting on the atoms 
in their displaced positions, namely (equation 1.35).
G., = J s.F, (s + u(s)) . (1.46)3k £ D k ~
Thus it is necessary to make an initial estimate of G^. This is usually
done by applying rigid boundary conditions and relaxing region I. From
the relaxed configuration a first approximation to G., is calculated
and the appropriate displacements (given by equation (1.45)) applied to
region II. This procedure is repeated until the displacements imposed
on region II are consistent with the G., calculated from region I.
DK
Typically, three or four iterations will ensure convergence.
(c) Compliant Boundary Conditions
We shall assume that region I is spherical of radius R (this 
can be arranged but in practice it is easier to use a cubic computational
- 17 -
cell) and the defect has spherical symmetry, if we denote the net radial 
force on a boundary atom at s by f(i=>) then the stress on the surface is
cr(s) = f(s)/4a2 = 2ye(s) ,
where we have assumed that the material is isotropic, the strain is given by
e(s) = u(s)/R .
Consequently we have that 
f(s)u (s) = ya(8a/R)
or, in component form, 
f.(s)
uj ( -?) =
Now the net forces f.(s) are the difference between the forces, F.(s)
3 - 3 ~
acting on the boundary atom in the defect lattice and the forces, Fj°(s) 
which act on the same atom in the perfect lattice. So that finally we 
have that the boundary displacements are
F.(s) - F.°(s)
V  s> = i & k r -  • (1-47>
These boundary displacements are only approximate for two reasons : (i)
they are isotropic and (ii) the actual computation cell is cubic not 
spherical. However, for weakly anisotropic materials (i) should be a 
fairly good approximation. The effect of (ii) can be reduced by making 
the computational cell large.
These boundary conditions are applied in a similar manner to 
boundary conditions (b). Region I is allowed to relax with rigid boundaries 
and the forces acting on the boundary atoms, Fj(s), are calculated from
- 18 -
the resulting configuration and the corresponding displacements.., calculated 
from (1.47)9 imposed on the boundary. The procedure is repeated until the 
boundary displacements are consistent with the internal configuration.
1.5.3. The Relaxation Procedure
The quasi-dynamical relaxation procedure (Gibson et al.9 1960) 
involves integrating the 3N classical equations of motion for the N 
interacting particles simultaneously.
The force acting on an atom associated with lattice site s 
due to an atom at the origin is9 at a time t9
F (s t) ~ Xj ^  3d>(r)
j ~  ~ }x(s)| 3r X(s)9t
summed over its near neighbours9 and the corresponding acceleration is9 
using mass units (m=l)9
X.(s ,t) = I F.(s-s%t)
3 s' 3
The velocity of an atom at a time t + At is given by a Taylor's expansion 
about t:-
X.(s9t + At) = X.(sgt) + X.(s3t)At 
3 ~ 3 - 3 ~
where Xj(s90) = 0, that is the atoms are initially at rest. Similarly 
the atomic positions are updated
X.(S;,t + At) = X.(Sgt) + X.(s,t)At 
3 ~ 3 ~ 3 -
where Xj(s,0) = Sj9 the atoms are initially on the lattice sites. These 
equations form the basis of the central difference scheme to determine 
the position of an atom at a time t + At from its position at the time t
- 19 -
and the forces on it at that time. The computational scheme is illustrated 
below:
X(s3t - At) X
X(s9t - At/2)
X <s,t)
It is necessary to optimise the value of At to some extent since 
if At is.too small computing time becomes excessive whilst if At is too 
large it is possible for atoms to move large interatomic) distances in 
a time increment and consequently the crystal is unstable. The optimum 
size of At depends on the maximum velocity of any of the atoms. In the 
early stages of the calculations At is small whilst as equilibrium is 
approached (and consequently the net forces on an atom are reduced) At is 
increased. In general the size of At is determined by a series of trial 
runs. ^
The atoms in region I are allowed to move from their initial 
configuration until the crystallite kinetic energy has just past a relative 
maximum (corresponding to a potential energy minimum). At this point all 
the atom velocities are set to zero (i.e. the crystal is quenched)9 but 
the atomic positions are unchanged. The atoms in region I are then 
allowed to move under the imposed forces again until a second relative 
maximum in the kinetic energy is encountered when the crystallite is
Xs9t) X(s*t + At)
X(s3t + At/2)
- 20 -
quenched again. The size of the kinetic energy maxima decreases as the
iteration proceeds. A typical plot of kinetic energy and potential
energy against time is shown in Fig. (1.1). Typically three or four
quenches are sufficient to ensure that ][ |x(s3t)|2 is sufficiently small.
s
- 21 -
CHAPTER 2. THE LATTICE STATICS METHOD APPLIED TO VACANCIES IN 
IRON, MOLYBDENUM AND VANADIUM
2.1. Previous Work
We have already mentioned in Chapter I that the method of lattice 
statics was introduced by Kanzaki (1957), who studied the distortion fields 
around vacancies in solid argon. Hardy (1960) extended the method in order 
to calculate the interaction energy between a pair of substitutional point 
defects, in NaCl. In addition Hardy (I960, 1968) illustrated the relation­
ship between lattice statics and classical elasticity theory and Hardy and
-5Bullough (1967) demonstrated that there exists an interaction aR , between 
a pair of point defects in a discrete lattice which has no counterpart in 
elasticity theory (unless one considers multipole moments; Siems, 1968).
The lattice model which Hardy and Bullough (1967) used had some unsatis­
factory features, namely, in the long wave length limit it corresponded to
a continuum having a Poisson's ratio of infinity. However, it has been shown 
-5that the R interaction remains when the anomalies in Hardy and Bullough ?s 
model are removed (Heald 1970).
The method of lattice statics was first applied to metals by 
Bullough and Hardy (1968) who calculated the distortion field around 
vacancies in aluminium and copper. This work was continued in a series of 
papers by Flocken and Hardy (1968, 1969, 1970), Flocken (1970) and Boyer 
and Hardy (1971). These authors considered the displacement field around 
vacancies in a iron, aluminium, and the alkali metals and also the body 
centred intersitial in copper. With the exception of Hardy and Bullough 
(1967) who used a first neighbour central force constant model and Heald 
(1970) who used a first neighbour generalised force constant model all the 
other authors have used axisymmetric force constant models with interactions
extending out to second nearest neighbours in most cases, but occasionally 
models with interactions extending as far as fifth nearest neighbours have 
been considered.
Ho (1972) has formulated the lattice statics method within the 
context of pseudo potential theory and has used this procedure to calculate 
the vacancy formation energy and formation volume for alkali metals and 
aluminium.
A summary of the application of the lattice statics method to 
point defect calculations is given in table (2.1).
Table (2.1): Summary of Previous Work on the Lattice Statics Method
Applied to Point Defects in Metals
Author Material Defect Type and Range of Potential
Kanzaki (1957) Argon Vacancy Central force, first neighbour
Hardy (1960) NaCl Substitutional K Born-Mayer, and electrostatic
Hardy and Bullough 
(1967)
f.c.c. Point Defect
V
Central force, first neighbour
Heald (1970) f.c.c. Point Defect Generalised force, first 
neighbour
Bullough and Hardy 
(1968)
Al, Cu Vacancy Axisymmetric force, second 
neighbour
Flocken and Hardy 
(1968)
Cu Interstitial Axisymmetric force, second 
neighbour
Flocken and Hardy 
(1969)
Alkali Metals Vacancy Axisymmetric force, fifth 
neighbour
Flocken (1970) a Fe Vacancy Axisymmetric force, second 
neighbour
Boyer and Hardy 
(1971)
Al Vacancy Axisymmetric force, fifth 
neighbour
Ho (1972) (i) Alkali 
metals
(ii) Al
Vacancy Pseudopotential
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2*2* The Lattice Model for Body Centred Cubic Metals
The cohesive energy of a metal U can be considered to be the sum of 
three contributions, (1) the direct ion-ion interaction E^; (2) the ’free 
electron’ energy F^ ; and (3) the ’band structure’ energy, ^ s:~
U = Ed + Efe + Ebg .
E^ depends on the detailed arrangement of ions but depends only on the 
volume. The band structure energy may be resolved into an indirect ion-ion 
term E..^  which depends on the structure factor but not on the volume and a 
volume dependent term Ev so that
E. = E.. + Ebs id v
Thus the total crystal potential may be thought of as a structure dependent 
term (f> = E^ + E ^  plus a volume dependent term E ^  + Ev. The volume 
dependent term may be thought of as a pressure, P, acting over the crystal 
to maintain equilibrium. The calculations described here are at constant 
volume so that the energy changes only involve <£> which, because of screening, 
can sensibly be taken to be short range for metals. The energy difference 
between a defect formed at constant volume and at constant pressure can be 
estimated as pAV where AV is the volume change produced by the defect and 
(for cubic crystals) p = ~ (C12 - C^).
In the model considered here the potential is taken to be a non­
equilibrium central potential which extends out to second nearest neighbours. 
Thus if the atomic positions are denoted by £ the force constant matrix is
4jk<!> = - |6jk ? H e  + ^  (r -JT *']l8 } S. 0 (2.1)
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and
The Fourier transforms are defined by
Ajk<a> = I exP (2.2)
where the summation extends over first and second nearest neighbours to 
give
2a is the cube cell side and X labels the neighbours of an atom. (Summation 
over the Greek suffixes X etc. will be indicated explicitly). The 
remaining matrix elements are obtained by cyclic permutation of the suffixes.
If the point defect interacts with the atoms of the host lattice 
through a potential i|>(r) then the forces associated with the defect are
An (£) = (8B(1) + — [A(l) - B(l)3Hl- cosq^a.cosq^a.cosq^a}
+ 4B(2){sin2q a + sin2q a + sin2q a}i  ^ O
+ 4[A(2) - B(2)] sin^q^a
8
Al2(£) = 2 [A(D ~ B(D] sinq a.sinq a.cosq a (2.3)
where
(2.4)
where
^ = I + u.(£)) (2.5)
s
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Because of the radial symmetry of the force law we can write
s .
Fj<2> = -f|T
where
Kp) = " |f
r(y) + u (y )
(2.6)
(2.7)
and u^(y) is the radial displacement of the y1**1 neighbour of the defect, 
The Fourier transforms of the forces are defined by
r.(a) I F.(s) exp - (iq*s) 
s J
(2.8)
and are
= ~  ^i sinq1a.cosq2a.cosq3a + 2F(2) sin2q1a etc8F(1)
/3
Since the have no real part the real space displacements are, from
equation (1.19)
f I flik(£)rv(£)sin£-£ 
£
(2.9)
where the summation is over the N distinct q^ vectors in the first Brillouin 
zone. is the inverse of A i h e  harmonic approximation
F(y) - 3r
s(y)
afjj,
9r2 s(y)
(2.10)
and for a vacancy we take ^(r) = - <J>(r) and consequently
F(y) = r(y)B(y) + up(y)A(y) (2.11)
The radial displacements of the first and second neighbours of an 
isolated defect when F(1) = 1, F(2) = 0 and when F(l) = 09 F(2) = 1 may be
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determined from equation (2.9). This gives a lattice Green’s function 
U(y,A) such that
uJw) = I U(y,X)F(X) (2.12)
X
Combining equations (2.11) and (2.12) gives
F(y) = I M_1(y,X)r(X)B(X) (2.13)
X
where
M(y,A) = <5 . - A(y)U(y9A) (2.14)y *a
Once the F(\i) have been calculated the displacement field around an isolated 
vacancy is obtained from equation (2.9) and the interaction energy between 
a pair of vacancies is calculated from equation (1.30) namely
Eint = " I E r.(-q)a.k(i )rk(ia)cos^R (2.15)
5.
where R is the defect separation.
2.3. Results
The force constants A(A) and B(A) were calculated from the 
elastic constants and the phonon dispersion curves. Their values are 
given in Table (2.2). In particular
2acn  = I  + 2B(1)i + 2A(2)
2a°12 = I  tA(1) " " 2B(2)
2acV, = f lACX) + 2B(1)J + 2B(2)
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and the phonon energies at the centre of the [1,0,0] face of the Brillouin 
zone are given by
mu2 = —  [A(l) + 2B(1)]
We did not use the experimental values of the phonon energies at
the centre of the [1,0,0] face but chose a value which gave a good
representation of the whole curve. The appropriate elastic constants
for iron, molybdenum and vanadium are given in Table (2.2) together with
the value of d = c - c -2c . The phonon dispersion curves are
11 12 44 y
shown in Fig. (2.2).
The lattice displacements and interaction energies were computed 
from equations (2.9) and (2.15) in all the computation we have used samples 
of 4320, 24240, 71760 and 148800 evenly spaced wave vectors in the 
Brillouin zone in order to test the summation for convergence. The 
contributions from the individual q vectors were weighed according to 
whether they lay on a face, edge, corner or within the zone. The radial 
displacements of the first two neighbours obtained by using different 
numbers of wave vectors in equation (2.9) were plotted as a function of 
the number of vectors used: the results converged uniformily and it 
was found that the results could be represented by u (y,m) = A + Be 
where m is the number of q vectors used in the summation. The results 
for iron are shown in figure (2.1). From these curves it is possible to 
calculate the asymptotic values u (y,») and these values were used 
to calculate the relaxed forces. The relaxed forces were then sub­
stituted into equations (2.15) and (2.9) and .the interaction energies and 
displacements were computed using a sample of 148800 wave vectors, the 
results are shown in Table (2.3).
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Once the relaxed forces have been calculated it is possible to 
calculate the parameter which defines the strength of the defect in 
an elastic continuum: we simulate a point defect in a continuum by a 
localized distribution of body force
Fj(^  = ■ Gjk 3 ^  <4(£ »  (2-16)
where defines the strength of the defect. Hardy (1960) has shown 
that
Gjj, = I{s.jFk{s + u(s)} (2.17)
For cubic materials G.., is diagonal and the elements are equal. For the
3*
model considered here
G : G 5., = 6 M 3k 3k 3k + 4aF(2) (2.18)/3
and the values of G appropriate to iron and molybdenum are given in 
Table (2.2) together with the value of the dilatation
AV = c + 2 c" (2-19)11 12
2.4. Discussion
The accuracy of the lattice statics method is clearly governed 
by the choice of the potential, and hence the force constants, and 
the numerical accuracy of performing the summation in equations (2.15) 
and (2.9). The simple force constant model considered here is matched 
to the elastic constants and the phonon dispersion curve. The model 
is compared with the experimental data in figures (2.2) and we feel
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that the lattice response predicted by this model is an adequate 
description of the harmonic properties of the metals considered. The 
convergence of the summation involved in equations (2.15) and (2.9) was 
discussed in the previous section and our experience is consistent 
with that of Flocken (1970) who, in similar work, used a sample of 
64,000 wave vectors and found that increasing this to 512,000 vectors 
did not affect the near neighbour configuration.
The strain field interaction, which we have computed, will be 
masked by the much larger direct interaction for the first two neighbours. 
However, it seems clear that the strongest binding occurs at [2,0,0].
The only other appreciable binding occurs at [3,1,1], The interactions 
are, in general, much larger in molybdenum and vanadium than in iron: 
this is reflected in the higher values of G found for those metals 
(Table 2.2). In addition the dilatation and relaxation energy associated 
with vacancies in molybdenum and vanadium are somewhat larger than those 
found for iron. This is consistent with the higher vacancy formation 
energies in those metals ('v 2e.V) compared with iron ('v le.V).
Since molybdenum and vanadium are fairly isotropic, having d/c^ 
equal to 0.13 and 0.104 respectively, we have compared the asymptotic 
distortion field with the corresponding elasticity result. The 
displacement field around a point defect in a cubic material exhibiting 
weak anisotropy is (Eshelby, 1955)
4ttc 11
1 - 3d2cll*'
1 - etc. (2.20)
The displacements computed from lattice statics are compared with those 
given by equation (2.20) in Table (2.4) where it is seen that there is good
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agreement for values of r > 8a. The outwards relaxation of atoms of 
the type [2,0,0] appears to be channelled by the lattice along the 
<1,0,0> directions and the displacements in these directions are the 
last to converge to the asymptotic values given by equation (2.20). The 
asymptotic form for the interaction energies is (Eshelby, 1955)*
3G2 1 d ' 1
r 1
5(x **+ x x *0 
0 .... 1 2 3
n !ciJ R3
U ...... . h
R** j
The agreement between (2.21) and the values computed by the lattice 
statics method was not as good as that obtained for the displacements.
In a similar comparison between the displacement fields 
obtained from the lattice statics method and elasticity theo^ for a 
vacancy in a-iron, Flocken (1970) concluded that elasticity theory is 
not valid for distances closer than lte from the defect. This 
conclusion is somewhat more pessimistic than the results of the present 
calculations. In fact, no true asymptotic elastic displacement field 
was reached in the range of Flocken?s computations. The reason for 
these differing conclusions arises from the fact that Flocken uses 
isotropic elasticity in order to determine the elastic displacements. 
Since iron is strongly anisotropic it is not surprising that the lattice 
statics results do not converge to the isotropic elasticity results. 
Consequently, Flocken1s remarks about the applicability of elasticity 
theory are incorrect.
5S There is a misprint in the sign of the expression given in this
paper.
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Whilst the present results for a-iron agree qualitatively 
with those given by Flocken (1970) there are numerical differences.
The principal reason for these differences arises from the fact that 
whereas we have used the measured elastic constants in the equations to 
determine the force constants, Flocken used only the lattice contribution 
to the elastic constants (i.e. the measured values minus the estimated 
electronic contribution). It has been shown in section (1*4.1) that in 
order to obtain elasticity theory results as the long wave limit of the 
lattice statics method it is necessary to fit the force constants to 
the experimental elastic constants. In this respect the present results 
are probably superior to those of Flocken (1970).
In the isotropic limit the elastic displacement field reduces to
G 1the familiar result u = - anc* equation (2.21) is identically
zero. In lattice theory there is an interaction term which arises 
from the non-local nature of the forces and the dispersion of the 
lattice : This interaction was first noted by Hardy and Bullough (1967) 
and is of order R~5. From the present model we have
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Table 2.3a Iron
Lattice
Sites
Displacements around an isolated vacancy at 
the origin
Interaction Energy 
between a vacancy at 
the origin and one at 
(s^s^Sg) in e.V.Uj/2a u2/2a V 2a
1 1 1 -0.011 -0.011 -0,011 0.043
2 0 0 0.010 0 0 -0.080
2 2 0 -0.0025 -0.0025 0 0.049
2 2 2 -0.0041 -0.0041 -0.0041 0.044
3 1 1 0.00030 0.00033 0.00033 -0.046
3 3 1 -0.0014 -0.0014 -0.00035 0.014
3 3 3 -0,0019 -0.0019 -0.0019 0.016
4 0 0 0.00085 0 0 0.020
4 2 0 -0,00025 -0.00027 0 -0.0045
4 2 2 -0.00039 -0.00028 -0.00028 -0.011
4 4 0 -0.00072 -0.00072 0 0.0031
4 4 2 -0.00075 -0.00075 -0.00031 0.0058
4 4 4 -0.00090 -0.00090 -0.00090 0.0067
5 1 1 0.00015 0.000019 0.000019 -0.0013
5 3 1 -0,0003 -0.00026 -0.00010 -0.0016
5 3 3 -0.00041 -0.00032 -0.00032 -0.0032
5 5 1 -0.00043 -0.00043 -0.000096 0.0023
5 5 3 -0.00045 -0.00045 -0.00025 0.0019
5 5 5 -0.00047 -0.00047 -0.00047 : 0.0025
6 0 0 0.00014 0 0 -0.00072
Table 2,3b Molybdenum
Lattice
Sites
Displacements around an isolated vacancy at 
the origin
Interaction Energy 
between a vacancy at 
the origin and one at 
(s1,s2>s3) in e.V.Uj/2a u£/2a
-....... . . __
V 2a
.111 -0.016 -0.016 -0.016 0.48
2 0 0 0.018 0 j 0 -0.45
2 2 0 -0.0020 -0.002 0 0.16
2 2 2 -0.0041 -0.0041 -0.0041 0.20
3 1 1 -0.0023 0.00059 0.00059 -0.23
3 3 1 -0.00077 -0.00077 -0.00031 0.038
3 3 3 -0.0014 -0.0014 -0.0014 0.051
4 0 0 0.0030 0 0 0.19
4 2 0 -0.0011 -0.00071 0 0.0044
4 2 2 -0.0013 -0.00035 -0.00035 -0.035
4 4 0 -0.00049 -0.00049 0 -0.011
4 4 2 -0.00046 -0.00046 -0.00017 0.00071
4 4 4 -0.00051 -0.00051 -0.00051 0.015
5 1 1 -0.00059 0.00017 0.00017 -0.032
5 3 1 -0.00060 -0.00031 -0.00013 0.0094
5 3 3 -0.00065 -0.00030 -0.00030 -0.0048
5 5 1 -0.00030 -0.00030 -0.000083 0.00086
5 5 3 -0.00028 -0.00028 -0.00015 -0.00058
5 5 5 -0.00023 -0.00023 -0.00023 0.0027
6 0 0 0.00032 0 0 0.034
Table 2,3c Vanadium
Lattice
Sites
Displacements around an isolated vacancy at
the origin
Interaction Energy 
between a vacancy at 
the origin and one at 
(sl9s29s3) in e.V.
...... ■ 1
Ui/2a : 
1 1
u2/2a Uq/2a
1 1 1 -0.027 -0.027 -0.027 0.061
2 0 0 0.017 0 0 -0.55
2 2 0 -0.0039 -0.0039 0 0.13
2 2 2 -0.0082 -0.0082 -0.0082 0.20
3 1 1 -0.0052 0.00052 0.00052 -0.18
3 3 1 -0.0011 -0.0011 -0.00059 0.019
3 3 3 -0.0028 -0.0028 -0.0028 0.063
4 0 0 0.0016 0 0 0,093
4 2 0 -0.0023 -0.0015 0 0.0067
4 2 2 -0.0027 -0.00082 -0.00082 -0,029
4 4 0 -0.0010 -0.0010 0 -0,013
4 4 2 -0.00096 -0.00096 -0.00034 -0.0024
4 4 4 -0.0012 -0.0012 -0.0012 0,018
5 1 1 -0.0018 0.00010 0.00010 -0,024
5 3 1 -0.0014 -0.00071 -0.00028 -0.0076
5 3 3 -0.0015 -0.00071 -0.00071 -0.0040
5 5 1 -0.00067 -0.00067 -0.00015 -0.00083
5 5 3 -0.00063 -0.00063 -0.00032 -0.0018
5 5 5 -0.00058 -0.00058 -0.00058 0.0051
6 0 0 -0.00057 0 0 0.018
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Table 2.4a Displacements around an isolated vacancy in Molybdenum
Lattice
r/a
ux/2a U2/2a u
/2a
3
Sites Lattice Elasticity Lattice Elasticity Lattice Elasticity
4 4 4 6.928 -0.00051 -0.00028 -0.00051 -0.00028 -0.00051 -0.00028
7 1 1 7.141 -0.00034 -0.00052 0.00001 -0.00006 0.00001 -0.00006
6 4 0 7.211 -0.00036 -0.00041 -0.00023 -0.00025 0 0
6 4 2 7.483 -0.00036 -0.00036 -0.00021 -0.00022 -0.00010 -0.00011
5 5 3 7.681 -0.00028 -0.00027 -0.00028
:
-0.00013
-0.00027 -0.00015 -0,00015
7 3 1 7.681 -0.00038 -0.00041 -0.00015 -0.000053 -0.000048
8 0 0 8.0 -0.00016 -0,00042 0 0 0 0
7 3 3 8.185 -0.00035 -0.00033 -0.00011 -0.00012 -0.00011 -0.00012
6 4 4 8.246 -0.00034 -0.00026 -0.00019 .-0.00016 -0.00019 -0.00016
6 6 0 8.485 -0.00020 -0.00024 -0.00020 -0.00024 o 0
5 5 5 8.660 -0.00023 -0.00018 -0.00023 -0.00018 -0.00023 -0.00018
7 5 1 8.660 -0.00025 -0.00027 -0.00015 -0.00018 -0.000047 -0.000034
6 6 2 8.718 -0.00019 -0.00022 -0.00019 -0.00022 -0.000061 -0.000067
7 5 3 9.110 -0.00022 -0.00023 -0.00015 -0.00016 -0.000094 -0.000089
6 6 4 9.881 -0.00018 -0.00017 -0.00018 -0.00017 -0.00012 -0.00011
7 5 5 9.950 -0.00018 -0.00017 -0.00014 -0.00012 -0.00014 -0.00012
7 7 1 9.950 -0.00015 -0.00017 -0.00015 -0.00017 i -0.000042 -0.000022 :
10 5o,0 10.0 -0.00020 -0.00027 0 0 0 0
7 7 3 10.344 -0.00015 -0.00015 -0.00015 -0.00015 -0.000071 -0.000060
6 6 6 10.392 -0.00015 -0.00013 •-0.00015 -0.00013 '-0.00015 -0.00013
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Table 2.*41) Displacements around an isolated vacancy in Vanadium
Lattice
r/a
ul/2a u2/2a V 2a
Sites Lattice ' Elasticity Lattice Elasticity : ..Lattice. Elasticity.
4 4 4 ; 6.928 -0.00122 -0.00071 -0.00122 -0.00671 -0.00122 -0.00071
7 1 1 7.141 -0.00108 -0.00126 :-0.000057 -0.00015 -0.000051 -0.00015
6 4 0 7.211 -0.00082 -0.00101 -0.00053 -0.00063 0 , 0
6 4 2 7.483 -0.00082 -0.00089 ( -0.00048 -0.00056 -0.00023 -0.00027
5 5 3 7.681 -0.00063 -0.00066 : HD.00063 -0.00066 -0.00032 -0.00038
7 3 1 7.681 -0.00094 -0.00099 -0.00034 -0.00038 -0.00012 -0.00012
8 0 0 8.0 -0.00073 -0.00103 • ' 0 0 0 o
7 3 3 : 8.185 ; -0.00087 -0.00081 -0.00027 -0.00031 -0.00027 -0.00031 ■
6 4 4 8.246 -0.00081 :f -0.00065 : -0.00046 -0.00041 -0.00046 ; -0.00041
6 6 0 8.485 -0.00048 : -0.00060 -0.00048 -0.00060 0 0
5 5 5 . 8.660 ‘ -0.00058' : -0.00067 -0.00058 -0.00067 -0.00058 -0.00067
7 5 1 j 8.660 ' -0.00057 -0.00067 -0.00037 -0.00045 -0.00009C -0.000086
6 6 2 8.718 -0.00046 -0.00055 ;-0.00046 -0.00055 :-0.00013 : -0.00017
7 5 3 9.110 -0.00053 -0.00057 ;-0.00035 -0.00039 -0.00020 : -0.00023
6 6 4 i 9.381 -0.00042 -0.00044 -0.00042 -0.00044 -0.00024
r
-0.00029
7 5 5 9.950 -0.00046 -0.00043 -0.00030 -0.00030 -0.00030 -0.00030
7 7 1 9.950 -0.00035 ■ -0.00043 -0.00035 -0.00043 ;-0.000082 -0.000057
10,0,0 10.0 -0.00063  ^ -0.00066 0 0 s 0 0
7 7 3 10.344 -0.00033: -0.00038 -0.00033 -0.00038 -0.00015 : -0.00015
6.6 6 10.392 -0.00033 -0.00032 -0.00033 -0.00032 -0.00033 -0.00032
CHAPTER 3, REAL SPACE CALCULATIONS ON DEFECT STRUCTURES IN MOLYBDENUM
3,1. Previous Nork
In this section a summary of computer simulation studies of lattice 
defects is given. The list of references is by no means exhaustive but 
the work mentioned describes the principal interatomic potentials and 
boundary conditions used in defect simulation work.
For any interatomic potential, <j>(r), to represent the inter­
action of two atoms in a stable crystal, the force, - ^  , must be 
attractive at large r and repulsive at small r, with a minimum value at 
some point r = r^. In order to ensure that a crystal is stable with 
respect to infinitesimal shear deformations certain restrictions must 
be placed on the elastic constants (Born, 1940). For cubic crystals 
all the elastic constants must be positive and, in addition, (C^ - ^12  ^
must be positive.
Early work on the computer simulation of crystal defects used 
the Morse, Lennard-Jones and Bcrn-Mayer potentials to describe the 
interatomic forces. These potentials are analytic and are fitted to 
some experimental parameters. The Morse (1929) potential asymptotically 
approaches zero after a deep minimum close to the nearest neighbour 
distance. For two atoms separated by a distance r it has the form
<f>(r) = D [exp(- 2a(r-r )) - 2 exp(- ,a(r-r ))]o o
where a and D are constants and rQ is the equilibrium distance of approach 
of the two atoms. ‘K*^) = - D is the dissociation energy. The Morse
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potential is shown schematically in figure (3.1), Typically, the constants 
a, D and rQ are fitted to the sublimation energy, the lattice parameter 
and the compressability. An example of this is the potential developed 
by Girifalco and Weizer (1959) which was used by Damask, Dienes and 
Weizer (1959) to study the migration and binding energies of mono -, di - 
and trivacancies in copper. This work was extended by Wynblatt (1968) 
and by Doyamd and Cotterill (1965) who used a truncated form of the 
Morse potential to study tetravacancies in copper and also (Cotterill 
and Doyama, 1966) edge dislocations in f.c.c. metals. Depino, Doran 
and Beeler (1970) have considered the sensitivity of point defect 
characteristics to the range of the Morse potential. They found that 
the vacancy relaxation energies increased and migration energies decreased 
with increased range. The energies of interstitial configurations 
retained their relative order except for a change of the lowest energy 
configuration in a-iron from the <110> split to the crowdion as the 
range of the potential is increased.
The Born-Mayer (1932) potential has only a repulsive term and 
a crystal which interacts via this potential must be held together by 
forces applied to its surface. It is of the form
<Kr) = D exp(- ar) 
and is shown schematically in Figure (3.1).
Tewordt (1958) in the first defect calculations using computer 
solutions used a Born-Mayer potential with elastic boundary conditions 
to study interstitials and vacancies in copper. Later point defect 
studies for copper by Gibson, Goland, Milgram and Vineyard (1960) and 
Johnson (1965) also used Born-Mayer potentials.
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The Lennard-Jones (192*1) potential was originally used as an 
interatomic potential to study the behaviour of the inert gases. It 
has the form
It is usual to take m and n as 6 and 12 respectively and to match 
to the sublimation energy or the compressibility.
Girifalco and Streetman (1958) have used a series of different 
Lennard-Jones potentials to study the relaxation around a single vacancy 
in a b.c.c. lattice.
With the exception of the Born-Mayer potential these analytical 
potentials, which are matched to various physical properties, have the 
advantage that the lattice is in equilibrium under the application of 
these forces and so the boundary conditions are easy to apply. (The 
actual crystal structure studied need not necessarily be the lowest energy 
configuration: for example with the Lennard-Jones potential the h.c.p.
structure is the lowest energy configuration but this potential has 
been used to discuss defects in f.c.c. and b.c.c. lattices). The long 
range nature of these potentials means that the lattice sums are large 
and some form of truncation is necessary to prevent excessive computation.
Empirical potentials consisting of a number of spline polynomials 
have been specifically constructed for computational applications. These 
potentials have the form
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The constants A are determined from experimental data and from the
ctp
condition that $ joins smo°thly.
Johnson (1964) has constructed a potential for a-iron which 
extends to a distance midway between the second and third nearest 
neighbours. It is made up of three cubic polynomials and is matched 
to the elastic constants and the radiation damage parameters. Johnson 
(1964) has used this potential to study various point defect 
configurations. This potential has also been used by Bullough and 
Perrin (1968a) to study the morphology of interstitial clusters and 
dislocation cores (Bullough and Perrin; 1968b), Johnson and Wilson (1972) 
have presented potentials of this form for a number of face centered 
and body centered cubic metals. Englert, Tompa and Bullough (1970) 
have constructed an empirical short range potential for copper and 
have investigated dislocations and stacking faults.
Pseudopotentials (Harrison, 1966) have been used by Harrison 
and Wilkes (1972) and Ho (1972) to study vacancies in aluminium.
A more extensive review of interatomic potentials applied to 
the computer simulation of crystal defects has recently been given by 
Johnson (1973). The proceedings of the 1972 Battelle Colloquium on 
Interatomic Potentials and Simulation of Lattice Defects (1972,
Plenum, N.Y.) provides an up to date review of the application of real 
space methods to a variety of crystal defects including point defects, 
dislocations and interfaces.
A tabulated summary of previous work is given in Table (3.1) 
and the relaxation procedures are summarised in an Appendix.
Table (3.1): Summary of Previous Work on the Computer Simulation
of Lattice Defects in Metals
Author Material Defect
Boundary
Conditions Potential
Tewordt (1958) Cu Vacancy Elastic Born-Mayer
Gibson, Goland, 
Milgram and 
Vineyard (1960)
Cu Radiation
Damage
Compliant Born-Mayer
Englert, Tompa and 
Bullough (1970)
Cu (i) Point Defects
(ii) Dislocations
Rigid
Periodic
Short range 
empirical
Doyama and 
Cotterill (196*0
Cu Dislocations Periodic Truncated Morse
Damask, Dienes and 
Weizer (1959)
Cu Mono-, di~ and 
trivacancies
Rigid Morse
Johnson (1965) Cu Divacancies and 
Di-interstitials
Elastic Born-Mayer
Doyama and 
Cotterill (1965)
Cu Tetra vacancies Rigid Truncated Morse
De Pino, Doran and 
Beeler, (1970)
(i) Cu
(ii) aFe
Vacancies, 
divacancies and 
interstitial
Rigid Morse potential 
of varying range
Bullough and 
Perrin (1968a)
aFe Interstitials
clusters
Compliant Short range 
empirical
Sinclair (1971) aFe Edge dislocation Elastic Short range 
empirical
Johnson (1964) aFe Vacancies and 
interstitials
Elastic Short range 
empirical
Beeler and Johnson 
(1967)
aFe Vacancy
clusters
Elastic Short range 
empirical
Wynblatt (196 8) (l) f » C # C ;
(ii) b.c.c
Vacancy Rigid Morse
Johnson and 
Wilson (1972)
(i) f.c.c 
(ii) b.c.c
Vacancy, di­
vacancy and 
interstitial
Elastic Short range 
empirical
Harrison and 
Wilkes (1972)
Al Vacancy Rigid Truncated 
P s e udo-p ot en t ia 1
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3.2. The Pair-Potential for Molybdenum
The interatomic potential was constructed using spline-fitted 
cubic polynomials matched to the elastic constant data and the vacancy 
formation energy. When parameters of the energy function are determined 
from empirical fitting there is no uniqueness to the result and* in 
general, quite different models can be in agreement. The process is 
essentially that of matching the energy functions to known points in 
configuration space, the perfect lattice, and then investigating an 
entirely different region, the defect lattice. The vacancy formation 
energy is used as a defect parameter to relate the two regions. (Johnson, 
1964, Englert et al, 1970).
The total potential consists of two parts: the volume dependent
potential which simulates the cohesive energy arising from the free
electron *gas* and the pairwise potential which describes an effective
ion-ion interaction. In effect, a hydrostatic pressure equal and opposite
to the free electron Tgas pressure* is applied to the crystal to maintain
the correct lattice parameter. Local changes in the volume dependent
potential which occur in regions where the configuration is far from
perfect are ignored. Unlike the case of equilibrium central potentials
(Cotterill, 1966) the Cauchy relations between the elastic constants are
3<J)
not erroneously enforced since ^  , in this model, is not zero at the 
atomic positions.
The pair potential <f>(r) was constructed from two spline-fitted 
cubic polynomials, truncated, with zero value, between the second and 
third nearest neighbours with zero slope (see Fig.3.2). It was of the 
form
-  *+*+ -
= Aj^/a)3 t B1(r/a)2 + C^r/g) + D j , r < r 
iji2(r) = A2(r/a)3 + B2(r/a)2 + C2(r/a) + D2 , < r < r
3
' o a )
Where r^ is the position of the join and r^ is the position* between 
second and third neighbours, where the potential is truncated, a is the 
lattice parameter (2a is the cube cell side). The coefficients A^, Bj 
and Cj are determined from the elastic constants through the relations
2a C =!■<!> "(r ) + ~  d> *(r ) + 2<f> "(r ) 11 3 1 1 rx 1 1 V1 v 2
where rj and r2 are the first and second neighbour distances. is
determined from the experimental vacancy formation energy
e^ = V V  + 3W - e ^  (3,3)
where is the relaxation energy associated with the vacancy and is not 
known a priori. However, we know from previous calculations (Kenny,
Trott and Heald, 1973; Chapter 2) that Er is of the order of 25% of the
jp
experimental value of E^ (2.2 eV). So that, initially, the polynomials 
<f>1(r) and $2(r) were adjusted so that the contribution of the pair-potential 
to the vacancy formation energy exceeded the experimental value by 25%.
3T* f"Subsequent relaxations required that Ev be adjusted to be 30% of Ev in 
order that the esqperimental value of the vacancy formation energy would 
result from the relaxation. The coefficients A2, B2, C2 and D2 were
determined from the requirements that
*2(rE) = 0
and (3.4)
<j>2'(rE) = 0
^(rj) = ^(rj)
rT and r_, were adjusted (within Reason) untilU ti
thus ensuring that the polynomials are continuous with continuous 
first and second derivatives at rj. The resulting values are given in 
table (3.2) and the pair-potential is shown schematically in figure (3.2)
Table (3.2): The Coefficients for the Molybdenum Potential
<t>(r) = A(*ya)3 + B(r/.)2 + C(r/a) + D (eV)
A B C D
Region 1 r S rj : -0.4307 6.9211 -21.9644 19.105 rT = 2.1ad
Region 2 r. < r < r_ 
D ~ h
-12.1747 80.9145 ' -177.3644 127.8942 r£ = 2.443a
The phonon dispersion curve derived from this potential is 
compared with the experimental data in figure (2.2), Other properties of 
the potential are summarised in table (3.3).
Table (3.3): Properties of the Molybdenum Potential
C
11
C I C 
12 | 44
Vacancy Formation Energy
0.455 0.176 1 0.110 2.2 eV
TN.irT2
- 46 -
3.3. Results
In this section we present the results of the real space 
calculations of some point defect configurations in molybdenum. The 
defects considered are the vacancy, the dlOand <100> split inter­
stitials, the crowdion and various close neighbour vacancy pairs. The 
empirical pair potential for molybdenum is described in section (3.2) 
and the relaxation procedure is described in section (1.5). The relaxing 
block contained about 600 atoms and isotropic elastic boundary conditions 
were used for the vacancy and the interstitials and compliant boundary 
conditions were used for the divacancy configurations. The various 
boundary conditions, including anisotropic elastic, were checked on the 
computations for the vacancy. The differences in the final configurations 
and energies were negligible*
For the vacancy the strength of the defect is defined by equation 
(2.18) as
where f’(l) and F( 2) are the relaxed radial forces on the first and 
second neighbours respectively. The isotropic displacement field is
The boundary atoms in region II were given displacements corresponding 
to equation (3.5) using a value of G equal to -1.20 aJ, as previously 
calculated in Chapter 2 by the lattice statics method, and the atoms in 
region I were allowed to relax to equilibrium. A new value of G, equal
to  « 1,20 aJ, as previously, calculated in  chapter 2 by the la t t ic e  s ta tics  
method, and the atoms in  region I  were allowed to  re lax  to  equilibrium .
A new value o f G, equal to  -  1.23 aJ, was calculated from the relaxed 
configuration and the boundary atoms in  region I I  were given the new 
displacements. Region I  was again relaxed resu lting  in  a modified value 
of G of -  1.225 aJ. Repetition o f the process did not change th is  value. 
The resu lting  value o f the vacancy formation energy and the near neigh­
bour displacements are given in  tables (3**0 and (3*5) respectively .
Since the displacement f ie ld  around a point defect fa l ls  o f f  as r~2 the 
s tra in  energy associated with a point defect is  localised in  the v ic in ity  
of the defect. The s tra in  energy in  the e la s tic  region can be estimated 
as follows:
Gerr 27rc
and the corresponding stresses
and the s tra in  energy is
27rc2 r3 
11 c
for rfi 'v 10a E 'v 10”4eV which is negligible compared with the formation 
energy of 2.2 eV as one would expect.
The strength tensor for the <110> split interstitial is clearly 
non-diagonal* The unrelaxed, configuration is shown schematically in 
figure <3.3). The elements of G., are
Gu  = WFjIl,!,!) + Fjd.1,1) + FjO.O.O)}
G12 = fca{- Fjd.I.l) + Fjd.ld) + F2(2,0,0)} = G21
G = 0 = G 13 31
G = 0 = G
23 32
G33 = 4a{F3(l,l,l) + F3(l,l,l)>
where F(,s) are the relaxed forces on the atom (initially) at s_. The 
co-ordinate system is illustrated in figure (3.4). The isotropic 
displacement field is, from equation (3*5)
[c, rt+ c. , 'i r 6 x  6. x, d, x. 3x.x, x % 1 
J l  ' Jk m | Jm. . k J *  % ( 3 . 6 )
CH  J i  r3 r3 r3 r^   ^i
This displacement field was imposed on the boundary atoms in region II, 
the initial value of G., being calculated from the unrelaxed forces. 
Region I was then allowed to relax and from the resulting configuration 
a new value of G., was calculated and this procedure was repeated until 
the boundary displacements were compatible with the relaxed configuration. 
The resulting interstitial formation energy is given in table (3*^)* In 
an actual crystal the interstitials will be distributed amongst all 
possible <11Q> configurations thus it is convenient to define an average
strength
G = i(det[G.k|)1/3.
This value9 together with the dilatation9
is given in table (3«^ )*
For the <100> split interstitial the strength tensor is diagonal 
with unequal elements:
Gjl = UaCFjd.I.X) - Fj(U,l) + Fj(2,0,0)}
G22 = ita{- F2(1,I,1) + F2(I,1.1) + F2(0,2s0)} = G33
and the corresponding displacement f ie ld  is  given by equation (3 *6 ).
The relaxed configuration was determined by the same method as 
that employed for the <110> interstitial (see figure (3.4)). The formation 
energy is given in table (3.*0, with the average strength parameter G 
and the dilatation.
Compliant boundary conditions were used for the crowdion computation 
The mrelaxed configuration is shown schematically in figure (3.3). The 
formation energy is given in table (3.*0 »
In addition to these isolated defects a number of near neighbour 
divacancy configurations were studied. In particular the atomic 
displacements around the [l,l9l], [290,0j and [3,l9l3 vacancy pairs were 
calculated: the displacements are shown schematically in figure (3.5) 
and the absolute magnitudes of the displacements are given in tables (3.6)
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The divacancy binding energy
2V V 2V E^v = 2E* - E^ ,
fo r these configurations are given in  table (3 .7 ) .  For the di vacancy 
computations compliant boundary conditions were used on a relaxing block 
of about 850 atoms.
3.U. Discussion
The displacement field around an isolated vacancy calculated by 
the real space relaxation procedure is compared with the corresponding 
results obtained by the lattice statics method in table (3*5). It is 
found that the displacements of the nearest neighbours are larger in 
the real space calculations. Flocken (1970) found a similar result on 
comparing his lattice statics results on a-iron with the real space 
calculations of Johnson (196U). Flocken asserted that the difference 
arose because Johnson had applied elasticity theory too close to the 
defect. Our results do not support this reasoning. In chapter 2 it 
has been shown that the displacement field around a vacancy calculated 
by the method of lattice statics reduces to the elasticity result at 
distance of the order of 8a from the defect. In our calculations (and 
Johnsons) the elastic boundary conditions were applied to tbs relaxing 
block at distances greater than 8a from the defect. In addition the 
size of the relaxing block was altered to check the effect of the boundary 
on the near neighbour displacements. It can be seen from the following 
table that there is a very minor effect.
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No.of atoms 
in  region I
Boundary on 
region I I
r i /2a r 2/2a
2k5 r ig id -0.0331 0.0207
605 r ig id -0.0337 0.0213
605 e la s tic -0.033U 0.0207
Table______  Comparison of ra d ia l displacements o f the f i r s t  and
second neighbours o f a single vacancy in  molybdenum fo r  
d iffe re n t la t t ic e  s izes.
In  view of th is  we conclude th a t the reason fo r the differences  
between the la t t ic e  statics  and the re a l space calculations arise  
because o f anharmonic e ffec ts . This conclusion is  supported by the 
fact that the discrepancy is  greatest fo r the near neighbours which 
have the largest displacements and consequently the harmonic approxima­
tio n  is  leas t applicable.
The in t e r s t i t ia l  formation energies were found to be about 8 .0  eV. 
Prelim inary results with the molybdenum p o ten tia l matched to  rad ia tion  
damage results a t a distance less than an equilibrium  distance indicate  
that the <110> s p li t  in t e r s t i t ia l  is  the most stab le , in  agreement w ith  
the calculations o f Johnson (196*0 andErginsoy, Vineyard and Englert 
(196^) in  a -iro n . These results w i l l  be discussed in  Chapter *+.
Of the near neighbour divacancy configurations investigated, i t  
was found that the [2 ,0 ,0 ] p a ir  was the most stab le . This agrees w ith  
the calculations of Johnson and Wilson (1972) who used a d iffe re n t  
po ten tia l. The most s ig n ifican t difference being that th e ir  p o te n tia l
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gave a vacancy formation energy o f 1 .8 eV which is  somewhat lower 
than the experimental value o f 2 .2  eV which was used in  our calculations. 
The [1 ,1 ,1 ] divacancy was found to be unstable, th is  d iffe rs  from the 
results o f Johnson and Wilson who found th is  configuration to be 
marginally stable with a binding energy o f 0.02 eV. This difference  
arises because o f the d iffe re n t potentials used. Since the minimum in  
our p o ten tia l is  deeper than that o f Johnson and Wilson the gradient 
o f the p o ten tia l (and hence the repulsive forces) w i l l  be greater than 
that o f Johnson and Wilson in  the v ic in ity  o f the nearest neighbour. 
However, th is  difference is  hardly s ig n ifican t in  view o f the fac t th a t 
the [2 ,0 ,0 ] di vacancy is  strongly bound and is  consequently, a more 
favourable configuration. The in teraction  energies are tabulated below 
fo r  comparison.
Divacancy In teraction  Energy eV
Real Space Reciprocal Space Johnson and Wilson
200 -  0.33 -  0.1*5 -  0.1*1*
111 0.1*1 0.U8 -  0.02
311 -  0.08 -  0.23 -
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Defect 5 AV Formation
Energy
vacancy -1.23 -0.098 t 2.21
<110> split 
interstitial
2.14 0.171 ft ^ 8.0
<100> split 
interstitial
2.50 0.20 ' ft 'v 8.0
crowdion - - * 8.0
units (aJ) (at.vol.) eV
t Formation volume shown plus 1 atomic volume 
ft Formation volumes shown minus 1 atomic volume
Table (3.1*) The formation energies of a single vacancy 
and the three interstitial configurations.
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la t t ic e u1/2a u2/2a u 3/2a
s ite re a l
space
reciprocal
space
re a l
space
reciprocal
space
re a l
space
reciprocal
space
111 -0.0191 - 0.0160 -0.0191 - 0.0160 -0.0191 - 0.0160
200 +0.020T +0.0180 0.0 0.0 0 .0 0.0
220 - 0.0027 -0.0020 -0.0027 -0.0C20 0.0 0.0
222 -0.001*8 -0.001*1 -0.001*8 - 0 . 001*1 - 0 . 001*8 - 0 .001*1
311 -0.0027 -0.0023 +0.0009 +0.0006 +0.0009 +0.0006
331 - 0.0006 -0.0008 - 0.0006 -0.0008 -0.0003 -0.0003
1*00 +0.0032 +0.0030 0.0 0.0 0.0 0.0
1*20 -0.0011 -0.0011 -0.0006 - 0.0007 0 .0 0.0
1*22 -0.0012 -0.0013 -0.0001 -O.OOOi* -0.0001 -o.oooi*
600 +0.0001* +0.0003 0.0 0.0 0.0 0 .0
800 +0.0001 -0.0002 0.0 0.0 0 .0 0.0
1000 -0.0001 -0.0002 0.0 0.0 0.0 0 .0
Table (3 .5 ) The displacements around an iso la ted  vacancy at the o rig in
in  molybdenum. The results are compared w ith the reciprocal 
space calculations.
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lattice
site
u /2a 
1
u /2a 
2
u /2a 
3
radial
displacement
ill + 0.020 + 0.020 - 0.022 - 0.036
220 - 0.020 - 0.020 - 0,021 - 0.035
ill - 0.022 + 0.011 - 0;022 - 0.033
IH- + 0.022 - 0.011 - 0.022 - 0.033
020 + 0.022 - 0.011 - 0*022 - 0,033
200 - 0.011 + 0.022 - 0.022 - 0.033
020 + 0.001 - 0.023 + 0.002 + 0.023
§00 - 0.023 + 0.001 + 0.002 + 0.023
Table (3.6a) The displacements around a [X,l9l] dlvacancy
lattice
site
ux/2a u£/2a u3/2a
radial
displacement
111 0.0 - 0.036 - 0.036 - 0.051
ill 0.0 + 0.036 - 0.036 - 0.051
111 + 0.025 - 0.020 - 0.020 - 0.038
III + 0*025 + 0.020 - 0.020 - 0.038
3ll - 0.025 4 0.020 - 0.020 - 0.038
311 - 0.025 - 0.020 - 0.020 - 0.038
220 - 0.004 + 0.018 0.0 + 0.018
220 - 0.004 - 0.018 0.0 + 0.018
020 + 0.004 - 0.018 0.0 + 0.018
1*00 + 0.020 0.0 0.0 + 0.020
200 - 0.020 0.0 0.0 + 0.020
Table (3.6b) The displacements around a [2,0,0] divacancy
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lattice
site
u1/2a u^/2a u 3/2a
radial
displacement
111 - 0.050 - 0.025 + 0.025 - 0.061
200 + 0.050 + 0.025 - 0.025 - 0.061
111 + 0.020 + 0.020 + 0.019 - 0.031*
1*20 - 0.020 - 0.020 - 0.019 - 0.03U
111 - 0.015 + 0.022 + 0.020 - 0.033
220 + 0.015 - 0.022 - 0.020 - 0.033
**00 - 0.018 + 0.012 - 0.018 - 0.028
111 + 0.012 - 0.018 + 0.018 - 0.028
311 - 0.003 - 0.023 - 0.002 - 0.023
331 - 0.003 + 0.023 + 0.002 - 0.023
020 + 0.001 - 0.021 + 0.003 + 0.021
020 + 0.001 + 0.021 + 0.003 + 0.021
200 - 0.022 0.0 - 0.001 + 0.022
511 + 0.022 0.0 - 0.001 + 0.022
Table (3.6c) The displacements around a [3al«,lj vacancy pair
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di vacancy
..................
binding energy
in  eV.
200 -  0.33
111 0.1*1
311 -  0.08
Table (3«7) The di vacancy binding energies*
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Chapter M- Discussion
The Vacancy
The most striking results concerning tho displacements of the near 
neighbour atoms to a vacancy is that the second nearest neighbours [2,0,0] 
move outwards, away from the vacant lattice site. The nearest neighbour 
atoms to the vacancy move towards the vacant lattice site as one would 
expect from the simple elastic model of the vacancy as a centre of 
negative dilatation. The outwards displacement of the [2,0,0] atom 
appears to be channelled by the lattice along <100> directions since 
atoms of the type [M-,0,0] and even [6,0,0] are also displaced outwards. 
Qualitatively this behaviour is to be expected when a discrete model of 
the defect is considered since the interatomic potential has negative slope 
at the nearest neighbour separation (/3a) and hence the forces are 
repulsive. Consequently the nearest neighbours of a vacancy would be 
expected to relax inward since in forming the vacant lattice site we 
have removed the repulsive forces which were acting on them. Once the 
nearest neighbours of the defect have relaxed radially (because of the 
symmetry) inwards they are closer to the second nearest neighbours 
[2,0,0], (assuming these remain at their perfect lattice sites) the 
separation being approximately (/3a-Ur/3) where Ur is the radial 
displacement of the nearest neighbours. At interatomic spacings closer 
than the nearest neighbour equilibrium separation the potential has an 
even steeper negative gradient thus the outward repulsive forces on the 
second nearest neighbours are greater than those acting in the perfect 
lattice configuration and atoms of the type [2,0,0] move radially outwards.
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This behaviour of the second nearest neighbours would not, of course, 
be expected in a continuum model. The third nearest neighbours, [2,2,0], 
relax radially inwards, but the fourth neighbours [3,1,1] of a vacancy 
have Anisotropic1 or non-radial displacements. These non-radial 
displacements arise because the second and third nearest neighbours of 
the vacancy in their displaced positions produce a non-radial force 
distribution on the [3,1,1] atoms. The fourth nearest neighbours relax 
outwards in iron and vanadium and slightly inwards for molybdenum. For 
iron, our results are in qualitative agreement with the previous work of 
Flocken (1970) as we have discussed in Chapter 2.
Molybdenum and vanadium are only weakly anisotropic thus it is 
possible to compare the displacements obtained from the lattice 
calculations with the anisotropic elastic displacement field given by 
equation (2.20). It was found that for neighbours more distant than 
8a the anisotropic elastic displacement field was a good approximation 
to the lattice statics values. The differences in numerical values are 
attributed to the fact that the numerical procedure used to evaluate 
the appropriate lattice sums are only accurate to within ten per cent, 
in addition, the elasticity values are obtained by a perturbation 
expansion in powers of (d/C^) and are, consequently, only accurate 
to within a few per cent. Convergence is expected between the displacement 
fields calculated by elasticity theory and the lattice statics method, 
since as we have shown for a rather special lattice model in section (1.4.1) 
in the long wave asymptotic limit the lattice statics expressions reduce to 
the appropriate elasticity results without determining a numerical 
anisotropic Green*s tensor for cubic materials. In view of this it is 
envisaged that future work might include a determination of the elasticity
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Green’s function for cubic materials so that the long range lattice 
displacement field around a vacancy in iron may be compared with the 
corresponding elasticity result. In addition it would enable the 
elasticity results to be compared with the lattice calculations on 
vacancies in other cubic structures, for example, copper (Bullough and 
Hardy, 1968). This would enable the tentative conclusions of the 
present work, that elasticity theory gives an adequate description of 
the long range distortion field around a point defect, to be examined 
in more detail.
Preliminary calculations indicate that the migration energy of a 
vacancy is 2 eV. An atom was removed from a neighbouring [1,1,1] site 
to the vacancy, and held fixed at a number of places between the two 
sites and the resulting relaxed configuration calculated. This value 
of 2 eV is consistent with available experimental results (Nihoul 1969).
H.2. The Divacancy
The most strongly bound vacancy pair is the [2,0,0] divacancy.
This might be expected from geometric considerations because, as 
illustrated in Fig. (3.5), the removal of two atoms, separated by 
[2,0,0], from the lattice leaves a configuration consisting of a 
relatively large ’hole’ into which the four atoms surrounding the axis 
of the resulting divacancy can easily relax. None of the other near 
neighbour divacancy configurations result in a configuration of this 
kind into which atomic relaxation is possible. In fact the only other 
close neighbour pair with appreciable binding is the [3,1,1] divacancy. 
The lattice statics method gives only the strain field interaction 
between a pair of point defects, however, it is possible to estimate
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the direct interaction from the pair potential. In the majority of 
cases it has been found that the [1,1,1] divacancy is just stable, 
although in our real space calculations for molybdenum it was found to 
be a marginally unstable configuration. This differs from the result 
of Johnson and Wilson (1972) who found that the nearest neighbour 
divacancy configuration is marginally stable with a binding energy of 
0,02 eV, this is to be compared with the [2,0,0] divacancy binding 
energy of ^  0,5 eV. To the extent that the [1,1,1] divacancy confi­
guration is very unfavourable compared to the [2,0,0] our results are 
consistent with Johnson and Wilson (1972). This relatively large energy 
difference between the first nearest and second nearest neighbour 
divacancy configurations implies that divacancy diffusion by a 
mechanism involving a succession of [2,0,0];[ 1,1,1]; [2,0,0] confi­
gurations would be unfavourable. A mechanism involving [2,0,0]; [3,1,l]; 
[2,0,0] would be more favourable since the energy difference between 
these configurations is ^ 0.25 eV,
*+.3 The Interstitial
The formation energies of the <110> and <100> split interstitials 
and the <111> crowdion configuration in molybdenum were all found to be 
within five per cent of 8 eV. It is not thought that the relative 
ordering of the energies here is significant since they are sensibly equal 
within the estimated accuracy of the computational method. Compared 
with the vacancy formation energy of 2.2 eV the above value for the inter­
stitial formation energy is not unreasonable. Since the spacing of the 
’ dumbell1 atoms forming theinterstitial is less than an interatomic 
distance the potential described in Chapter 3 was carefully matched to 
the Born-Mayer potential for molybdenum given by Abrahamson (1969) at
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close separations.
Clearly the various split interstitials are not spherically
symmetric configurations. It is useful to introduce an average, G,
of the strength tensor, G., , for a comparison of the strengths of
3*
interstitials. A straight forward method is to take
1
G = (det|G.k|) 
which gives a relaxation volume of
<tet|Gjk l
AV =
(°11+ 2C12)
Since 6 is larger for the interstitial than for the vacancy the inter­
stitial will interact more strongly with a dislocation.
When considering the interaction between an interstitial and a 
screw dislocation it is not sufficient to use the average of the strength 
tensor. The interaction energy is (Eshelby, 1956)
and for certain interstitial configurations, like the <110> split inter­
stitial, the elements G13 and G^3 are non zero and consequently there is 
a ’size effect* interaction of order R""1 between non-spherically 
symmetric point defects and screw dislocations (this result holds even 
for isotropic continua).
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There has been a great deal of work done on lattice models over 
the last ten years. The main area of uncertainty continues to be in 
the choice of the interatomic potential. The emphasis has been placed on 
the construction of a simple potential specifically for the problem 
in hand. One advantage of a simple potential is that any limitations 
in its validity should be apparent and remain unobscured by a theory 
which itself may be based on tenuous assumptions. Future work should 
begin to look more closely at the effects of altering the parameters of 
the potential (e.g. the range) on the results and the repetition of some 
earlier calculations substituting different potentials may be 
appropriate.
However, greater insight into the properties of metals may only 
be achieved from a generalisation of the problem and the construction 
of potentials that are applicable to a wide variety of problems. For 
the construction and verification of such potentials more experimental 
results are needed.
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APPENDIX: REAL SPACE RELAXATION PROCEDURES
For a crystal of N atoms the relaxation procedure involves 
minimising a function of 3N variables, the displacements u(s). The 
quasi-dynamic method due to Gibson, Goland, Milgram and Vineyard (1960) 
involves adjusting the displacements until the net forces on each atom 
are zero. Lidiard and Norgett (1971) have suggested that the conjugate 
gradient method of Fletcher and Reeves (1964-) improves the convergence 
of this type of procedure. In the conjugate gradient method the force 
which is applied to an atom Pn+^ on the (n+l)th iteration is related 
to the force which is actually acting on it, and also to these
quantities from the previous iteration, namely
If j 2 n+l1P , - F , + ■—  - - ■ P
~n+l -n+l j f 12 ~n
Other methods make use of the harmonic approximation and involve 
some kind of matrix inversion procedure. If we denote the energy of the 
assembly of atoms before relaxation by E(u(s)) and the relaxed 
configuration by Eq
E(u(g)) = Eo + I <s) + i I 3x.(s)3)L(s') y s ) u R(s')
s 3 S/*s* 3 - R -
and the equilibrium configuration is achieved when
3
where
3E(u)
asrip- = 0 = - V s > + E, V  V s ’)
Fj(s) = " ax^Xs) and wjk = 3X].(s)3Xk(s’)
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(Unlike the equivalent situation in the theory of lattice dynamics the 
equilibrium positions are not the lattice sites and hence the £j(s) 
are non zero). Hence the appropriate displacements are determined from
and thus involves the inversion of the matrix W^(s,s’). Torrens and 
Gerl (1968) have suggested that a sinplifying assumption
V - S)2'> = K 6jk V s 1
improves the numerical convergence. In effect a quasi-elastic constant 
is introduced so that
uj(s) = F.(s)/K
The constant K may be adjusted after each iteration to obtain optimum 
convergence.
Other methods (Norgett, 1971; Sinclair and Pollard, 1970)
rely on the direct inversion of W., (s,s!) and updating the inverse matrix
DK --
each iteration by a method due to Fletcher and Powell (1963) this avoids
having to invert W., (s,s') after each iteration.
JK ~ ~ <
Johnson and Brown (1962) have developed a variational method 
in which the atoms are given a displacement and the resulting forces are 
compared with the original forces, the atoms are then moved to the 
position where the extrapolated forces are zero.
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Captions
(1.1) The variation of kinetic energy and potential energy
with time during the relaxation process.
(2.1a) First neighbour radial displacement in iron as a function 
of the number of q vectors used in the summation.
(2.1b) Second neighbour radial displacement in iron as a
function of the number of q vectors used in the 
summation.
(2.2a) The phonon dispersion results for iron in a <100?
direction. The calculated curves are compared with 
experimental data of Low (1962).
(2.2b) The phonon dispersion results for molybdenum in a <100> 
direction. The calculated curves are compared with 
experimental data of Woods and Chen (1964).
(2.2c) The phonon dispersion results for vanadium in a <100> 
direction. The calculated curves are compared with 
ejqjerimental data of Colella and Batterman (1970).
(3.1) The Morse and Bom-Mayer potential for molybdenum.
(3.2) The empirical potential for molybdenum.
(3.3) The unrelaxed interstitial configurations.
(3.4) A schematic diagram of the unrelaxed interstitial 
configurations showing the forces used in the calculations 
of the strength tensor.
(3.5a) The projection on the (001) plane of the atomic
displacements (magnified) around a [1,1,l] divacancy in 
molybdenum.
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Figure (3.5b) The projection on the (001) plane of the atomic
displacements (magnified) around a [2,0,0] divacancy in 
molybdenum.
Figure (3.5c) The projection on the (001) plane of the atomic
displacements (magnified) around a [3*l9l] divacancy in 
in molybdenum.
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