Abstract. People tracking in crowded scenes from closed-circuit television (CCTV) footage has been a popular and challenging task in computer vision. Due to the limited spatial resolution in the CCTV footage, the color of people's dress may offer an alternative feature for their recognition and tracking. However, there are many factors, such as variable illumination conditions, viewing angles, and camera calibration, that may induce illusive modification of intrinsic color signatures of the target. Our objective is to recognize and track targets in multiple camera views using color as the detection feature, and to understand if a color constancy (CC) approach may help to reduce these color illusions due to illumination and camera artifacts and thereby improve target recognition performance. We have tested a number of CC algorithms using various color descriptors to assess the efficiency of target recognition from a real multicamera Imagery Library for Intelligent Detection Systems (i-LIDS) data set. Various classifiers have been used for target detection, and the figure of merit to assess the efficiency of target recognition is achieved through the area under the receiver operating characteristics (AUROC). We have proposed two modifications of luminance-based CC algorithms: one with a color transfer mechanism and the other using a pixel-wise sigmoid function for an adaptive dynamic range compression, a method termed enhanced luminance reflectance CC (ELRCC). We found that both algorithms improve the efficiency of target recognitions substantially better than that of the raw data without CC treatment, and in some cases the ELRCC improves target tracking by over 100% within the AUROC assessment metric. The performance of the ELRCC has been assessed over 10 selected targets from three different camera views of the i-LIDS footage, and the averaged target recognition efficiency over all these targets is found to be improved by about 54% in AUROC after the data are processed by the proposed ELRCC algorithm. This amount of improvement represents a reduction of probability of false alarm by about a factor of 5 at the probability of detection of 0.5. Our study concerns mainly the detection of colored targets; and issues for the recognition of white or gray targets will be addressed in a forthcoming study.
Introduction
People tracking in crowded places using closed circuit television (CCTV) has been widely deployed for surveillance and security purposes, particularly in strategic public places. Regardless of the advances in machine vision technology, it is in fact still a daunting task to track a person from the CCTV footage. 1, 2 Part of the problem is due to the occlusion of targets in the crowded scene, and partly it is the variable lighting conditions that make target recognition very difficult in real scenarios. 3 Conventional methods like face recognition have been found difficult to deploy in street scenes because of the low spatial resolution of the CCTVs, which cannot resolve facial features in great detail, particularly when they are used for long-range surveillance applications. The use of color in people's dress and clothing may offer an alternative and perhaps more effective means for target recognition. Unlike human visual perception, most of today's machine vision technology is incapable of perceiving the real intrinsic color of a target irrespective of illumination conditions. For instance, an object appears to be in different colors when it is under shadows. Moreover, the color of the same object may be seen very differently when it is viewed from different angles or through another camera view. Figure 1 highlights the effects of these illumination issues, which exhibit undesired apparent color variations when the target is walking toward the exit where the illumination intensity is significantly stronger than other parts of the scene. Figure 1 (a) depicts the raw RGB images of the Imagery Library for Intelligent Detection Systems (i-LIDS) 4 video clip for every ∼0.5-s interval recorded by camera view #1. It is seen that the color of the dress (overcoat) and the suitcase appear to be in a different shade of tone when the target is approaching the exit. Figure 1 (b) shows the same video images but after color constancy (CC) transformation. Figure 1 (c) shows the means of the red (R), green (G), and blue (B) bands extracted from the region of interest (ROI) of a target shirt for every ∼35 frames of the video data. In the raw data (circled plot) the color attributes of the ROI exhibit an abrupt step change of values after ∼2 s of the target's travel [Frame (FR)-1275], when the illumination intensity is much stronger from that spot. CC is the method that is designed to help reduce effects due to nonuniform illumination artifacts, and it is seen that the transformed data by the proposed CC algorithm (triangle plot) reduce the change of the color attributes across the whole sequence rather substantially (see Sec. 4 for more information). The purpose of this paper is to show how CC may be used for improving target tracking in real CCTV surveillance applications. Various forms of Retinex-based and other CC algorithms have been assessed during the course of this work. By using a luminance-based CC together with a pixel-based dynamic range compression, we found that the target recognition performance has been improved substantially. The detection performance is assessed through the area under the receiver operating characteristics (AUROC) within a fixed probability of false alarm (PFA) limit of 10 −5 to 1, and the figure of merit for assessing the detection enhancement is through the AUROC of the CC processed data with respect to that of the raw untreated data. In many cases there are over 100% of AUROC increases after the data are processed by the proposed CC method. Note that the color characteristic has been the only feature to be used for target detections throughout this work, and targets in white or gray will be dealt with in a subsequent paper.
Overview (Previous Work)
There are a number of algorithms proposed for CC within the past two decades. Elementary methods like gamma adjustment, logarithmic compression, and histogram equalization were found unable to produce color constancy, particularly when the image is taken under complex illumination condition. Retinex 5, 6 has been one of the earliest CC approaches proposed for coping with variable illumination conditions like that of human visual perception. Other derivatives of Retinex methods have been the single scale Retinex (SSR) 7 and the multi scale Retinex (MSR), 8 which have been found more useful for complex scenes with large dynamic ranges of pixel attributes. All Retinex algorithms are based on the "gray-world" principle, and therefore they suffer from a major drawback of turning the resulting images into "gray" and the color integrity is reduced. This is not favorable to target recognition, especially when the color is used as the feature for detection. To reduce this color bleaching issue, a Color Restoration (CR) algorithm has been proposed for the MSR; it is commonly termed MSRCR in the literature. 9 The MSRCR algorithm estimates the statistics of the color attributes from the raw data, and it is then used to enhance local contrast after CC transformation. Thus the MSRCR is quite sensitive to the proportions of the "distorted color" pixels in the scene. An alternative approach has been the estimation of the luminosity of the scene, 10 and this method has been applied in conjunction with a nonsymmetric adaptive Gaussian function for the correction of "halo-effects" in MSR. Parameterization in all Retinexbased algorithms has been nontrivial, and all free parameters such as iteration cycles for each spatial scale, Gaussian surround function, the gains and offsets for the color restoration are needed to tune manually. There have been attempts for the parameterization using edge sharpness, 11 but these lacks robustness, and more research in this direction is needed.
Alternate techniques to the statistically based CC have been the luminance and illumination estimations approaches.
12,13 Gijsenij et al. 12 conducted a comprehensive survey of CC algorithms and categorized them into three main classes: (1) static method, where no prior information was needed; (2) Gamut based, where the canonical gamut of a scene could be learnt through a particular luminance source; and (3) learning-based methods such as regression and Bayesian-based approaches. The authors commented that there were pros as well as cons inherent in all these CC approaches. The advancement of illumination estimation algorithm for CC was presented in Ref. 13 , and the author approached the problem using local image patches rather than addressing the issue for the complete scene globally. This image-patching approach was found more suitable to scenarios in which multiple light sources were present in the scene. The authors showed that a better detection performance could be achieved, particularly when the scene was illuminated by two different light sources.
A number of other techniques based on an object-matching approach had been proposed in Refs. 2, 14, and 15. Porikli 14 used the brightness transfer function (BTF) computed for every pair of cameras in the network for color calibrations between cameras. Javed et al. 15 used the BTF and training data to achieve CC for people tracking in the multiple camera network. Prosser et al. 2 made use of a more robust cumulative BTF (CBTF) approach together with a bidirectional matching scheme for reducing false positives, thereby enhancing people-tracking performance.
Gilbert and Bowden 16 proposed an incremental online learning method to model the color variation and the probability distributions of spatio-temporal links of targets among multiple cameras. The proposed method reported an increase of detection accuracy over time without prior information of the scene. A color descriptor, which was invariant to lighting condition based on a multicolor height histogram method, was proposed in Ref. 17 . A luminance perception-based method, which estimated the reflectance of objects through a nonlinear transfer function without the need of calibration standards in the scene, was proposed in Ref. 18 . In view of the so many proposed CC approaches, a selection of a few Retinex-and luminance-based CC algorithms is evaluated in this work with a view to understand whether CC algorithm may improve the tracking of people from CCTV data.
Color Transfer
Camera calibration has been an important factor for maintaining the white balance of the recorded images in each camera view within the multicamera surveillance system. When this method is not available or when calibrations cannot be performed to achieve a high degree of accuracy, an alternative method has to be employed for maintaining consistent color characteristics over the entire multicamera network. Color transfer is the method for the correction of color differences in two sets of images using the statistical mean and standard deviation of one of the camera data. This information is then transferred into the image data of another camera. This method can be very useful for applications such as in the image analysis of multicamera system. 1 In real situations, however, there are other factors, such as variable illumination conditions, viewing angles, and camera calibration settings, that can induce color distortions not intrinsic to the scene. Recent work by Reinhard 19 has developed a color transfer method for reducing illumination-induced artifacts. The method used simple statistics of two images and introduced a relationship between the color of the target image and that of the source image through a transform as shown in Eq. (1).
where I 0 is the intensity map of the scene, which receives the characteristics from another camera I (designated as source) within the network; j represents the [R, G, B] bands; s and t depict the information to be extracted from the source and target scenes, respectively; and σ and μ are the standard deviation and mean, respectively. This method is termed CT hereafter in this paper.
Enhanced Luminance Reflectance Color
Constancy Algorithm for CCTV Network This paper proposes an enhanced luminance reflectance color constancy algorithm (ELRCC), which evaluates the luminance Lðx; yÞ at pixel ðx; yÞ through the one-band intensity Iðx; yÞ in the RGB color space:
Iðx; yÞ ¼ max½rðx; yÞ; gðx; yÞ; bðx; yÞ;
where r, g, and b are the RGB components of color images in RGB color space. The intensity map I is the function of the luminance (L) and its reflectance (R) of the image scene as shown in Eq. (3):
Iðx; yÞ ¼ Lðx; yÞRðx; yÞ:
There are several ways to estimate the luminance L of the scene, and one approach uses a low-pass filtering of the intensities I at (m, n) through a two-dimensional discrete Gaussian G as shown in Eq. (4):
Iðm; nÞGðm þ x; n þ yÞ;
where G is the two-dimensional Gaussian at pixel location ðx; yÞ and defined as
where c is the surround neighborhood constant and q is the normalization constant computed via
Thus the reflectance R can be obtained through Eq. (3).
Adaptive Dynamic Range Compression
To achieve a balance of contrast enhancement and color constancy, researchers in the field commonly use a nonlinear transfer function, such as the windowed inverse sigmoid (WIS) function, 18 to condition the luminance such that the dynamic range of the image is compressed into a userdefined moderate range. Typical WIS transfer function is shown in Eq. (5):
In practice, the luminance is moderated into a range of userdefined v min and v max through the transfer function:
where Eq. (6) linearly maps the normalized luminance to the magnitude range fðv min Þ fðv max Þ and Eq. (7) is the nonlinear inverse sigmoid function. Equation (8) is the normalization after the intensity transfer to bind the range of the luminance. Parameters v max and v min control the shape of the transfer function, which effectively smooths out the extremes of the intensity map. The range v min and v max affect the contrast enhancement, and the v max can be set arbitrarily while v min can be extracted from the scene. The method described in Ref. 18 has been to use a global mean, and in our case it is proposed to evaluate the v min for every pixel. This will give more control over the details of color correction: the dark pixels should be given a smaller v min value, whereas bright pixels should have larger value of v min . To achieve this objective, Eq. (9) is implemented:
where k is a user define constant (k ¼ 5 has been used throughout this work).
Effects of v min
in Luminance-based CC Algorithm v min affects the dynamic range and thereby it has direct influence on the brightness and contrast of the image. Previous work 18 set this parameter for the whole image as a userdefined constant, which can be obtained from the global mean of the scene. Figure 2 (b) and 2(c) are the results of one clip of the raw video sequence as shown in Fig. 2(a) , after processed by the band-wise luminance-based CC using the v min ¼ −5 and −10, respectively. The RGB attributes of the target within the ROI, which is depicted as the red rectangle in Fig. 2 (a) to 2(c), are shown in Fig. 2 (d) and 2(e) after the video sequence is processed using constant v min of −5 and −10, respectively. The sampling frequency is 5 frames∕s, and the color attributes are in RGB. It is quite clear that the CC is rather poor when V min ¼ −5 [ Fig. 2(d) ], and it improves a little when v min ¼ −10 is used [ Fig. 2(e) ]. However, the larger value of the v min also increases color bleaching.
Intuitively, a pixel-wise v min is needed for the CC due to the nonuniform illumination across the scene. Figure 3 compares the effects of using a constant v min for the global scene 18 with that using a pixel-wise implementation according to Eq. (9). The color characteristics of the target after processed by the pixel wise v min are shown in Fig. 3(d) , indicative of having a much better CC performance than that using a global v min for the whole scene [ Fig. 3(c) ].
Adaptive Mid-Tone Frequency Component Enhancement
Like all the Retinex algorithms, the luminance as depicted above exhibits a mid-tone and low-frequency components which can be degraded by the dynamic range compression. A center-surround type of contrast enhancement method can be utilized to help compensate this degradation, as shown in Eq. (10): 
where I ðx;yÞ and the I conv ðx; yÞ are the luminance evaluated using larger values of the neighborhood constant c (10 to 20) in Eqs. (4) and (5). The L 0 n;enh ðx; yÞ is the luminance after mid-tone frequency enhancement. The exponent P is chosen to be a function of the global standard deviation in the I ðx;yÞ , which measures the extremeness of the intensity map. The exact value of P is scene dependent and it can be determined by experiments. Typical values of P are in the range of 0.1 to 1 for the data set used in this study. Given the knowledge of the luminance L, then the reflectance R can be achieved using the relationship from Eq. (3). Once the final luminance L 0 n;enh ðx; yÞ is obtained, the enhanced one-band image I enh can be obtained by combining the reflectance R from Eq. (3):
n;enh ðx; yÞRðx; yÞ:
The color information is stored in a single channel image I enh via Eq. (13). 
where ELRCC ðR;G;BÞ ðx; yÞ is the result of the three color channels after processing by the ELRCC algorithm in the RGB color space.
Color Descriptors Used in this Study
The color opponent (CO) 20 has been commonly exploited in machine vision, as it provides better color invariance. The CO feature is given by
where R, G, and B are the red, green, and blue bands, respectively, of an RGB image. O1 is commonly known as redgreen opponency, O2 is known as blue-yellow opponency, and O3 is the average of all bands.
Other color descriptors such as the ratio, sum, L1L2L3, and C1C2C3 1, 21 have also been used in this work in order to understand the effectiveness of the descriptor to help maintaining color constancy. 1 One way to compare the ROCs between two detectors has been observing the change of the PFA for a particular probability of detection (PD), and it is normally set at midpoint of PD ¼ 0.5. The other way to quantify the detection performances of two detectors is to evaluate the AUROC between two fixed boundaries of PFA. The latter method has been a more faithful way for assessing the detector performance, due mainly to the fact that most ROC do not shift rigidly, as is demonstrated in Fig. 4 : at PD ¼ 0.5 the blue circled plot shows probability of detection (PD) about one order of magnitude better in PFA than that of the red curve, but it is only a factor of about 5 better at PD ¼ 0.7. Thus, we have adopted the AUROC to assess the figure of merit (FOM) for the improvement of detection after the image data is processed by CC algorithms:
where the AUROC ðrawÞ and AUROC ðccÞ are the area under the ROC for the raw untreated image data and that after it is processed by CC algorithm, respectively. Note that the two ROCs (ROC ðrawÞ and ROC ðccÞ ) are obtained from the detections by using exactly the same detector and color descriptor.
Experiment

Data Set and Signature Acquisition
The objective of this paper is to examine if target tracking from multiple camera views could be enhanced by using CC approach. Thus there is no other technique, such as background subtraction or target segmentation, that has been involved in this work. All experiments has been performed using the MCT-TR (1001-1005) serials of the i-LIDS 4 multicamera data set in this study. The experimental procedure for all data analysis has been carried out in the following procedures:
1. Short video sequence clips where the desired target makes appearance in different camera views are preselected as the test data. 2. The color attributes of the target are manually selected from the first THREE frames of the clips from an arbitrary camera view (in this paper, camera view #1 is chosen) and they are then stored in the memory as the signatures of each individual target. 3. This signature will then be used for detection of target from the whole video sequence for ALL camera views. Note that the acquired spectral signatures from the first three frames of camera #1 may NOT necessary fully represent the true characteristics of the targets due to the substantial illumination variations across the scene in the camera #1 view. 4. TWO different forms of the video data for target detections using the same detector are then performed: (A) raw data; (B) the same data after being processed by CC algorithms. 5. All selected targets presented in this work did not make appearances in camera views #2 and #4; therefore, target detections have been performed for the video recorded by camera views #1, #3, and #5 only.
6. Detection is made for every 10 frames of the video clips and the result is presented in ROC.
Targets and Presentations of Detection Results
Ten subjects with various colored clothing have been chosen as targets, and typical RGB images of them are shown in Fig. 5 . As mentioned in Sec. 7.1, that short duration of video clips for all these 10 targets who have made appearances in each camera view are pre-selected, the detection is made for every 10 frames of video clips, and the result is presented in ROC, before and after the data set is processed by CC algorithms. Within each video clip there are ∼10 detections with ∼10 ROC results [see Fig. 6(a) ], which does not make it easy to visualize the effectiveness of the detection. Therefore, all these ∼10 ROC results are then averaged into one as shown in Fig. 6(b) to represent the ROC behavior of each target in each camera view.
Optimum Color Descriptor
It is well known that the selection of inappropriate color feature descriptor is detrimental to object recognitions. Figure 7 presents the averaged results of 10 frames of images for the detection of target T3 in camera 1 view using these six different color descriptors. It is seen that the CO feature (F6) and the C1C2C3 (F5) descriptors have exhibited rather good color invariance properties with better detection performances than that of all other descriptors. Figure 7 also highlights the importance of the descriptors: the good descriptors (e.g., F5 and F6) can reduce the PFA by two orders of magnitude in comparison to the bad one, such as the L1L2L3 (F4). It is also found that the C1C2C3 descriptor cannot give consistent color invariance performance for some reasons [see Fig. 7(b) ], and therefore the color opponency F6 has been selected for assessing the effectiveness of various CC algorithms in this paper.
Optimum Detectors
There are many detectors and classifiers in the field of machine vision, and in this work we have used three commonly deployed detectors, namely the match filter-based (MF) adaptive coherence estimator (ACE), 22 the quadratic (4) discriminant (QD), 23 and the Mahalanobis discriminant (MD) classifier. 24 Figure 8 shows the ROC result for the detection of target T3 in camera view #1 (denoted as T3C1) using three detectors of MD, QD, and MF for the raw data and that after being processed by the CC algorithm (the ELRCC). The red traces denote the ROC obtained from the raw data, and the blue ones represent the detection results using the CC-processed data. It is seen from the Fig. 8 that the detection performances amongst the three detectors vary significantly, e.g., the MD result shows PD about an order of magnitude lower PFA than that of the QD in the raw data base line plots. This may be due to the limited color channels in this RGB data set, which may affect the conditions of the covariance in the color opponency space that is being used in this experiment. The detection performances of the data after they are treated by the CC method have been seen proportionally higher from the MD results, giving ∼60% of improvement in the AUROC metric. Table 1 tabulates the FOM in the AUROC metric to compare the detection performances of three different detectors MD, QD, and MF. It is seen that both the MD and QD detectors have shown much better detection performance than that of the MF-based ACE. Throughout this work we have selected the MD classifier as the detector partly because of its higher detection efficiency than the other two.
Target Detection Performances of Various CC Algorithms
In this section, the effectiveness of various forms of CC algorithms is tesed through their object recognition performances for using one video clip set as the test data. The video clip set is first processed by all these CC algorithms, and their ROCs and subsequently their FOMs are compiled to give some indications whether they have improved target recognitions with respect to the untreated raw data. The experiment involves the detection of a randomly selected target (in this case the target T3, who had made appearances in camera views #1, #3, and #5), and these video clips are used as the test data of this experiment. Six different CC algorithmsnamely, (1) the proposed ELRCC; (2) the luminance-based and CT method 1 (denoted by LB CT); (3) the MSRCR; (4) the LBMSR; 10 (5) the luminance-based method, which uses global mean-dependent fixed v min for the entire scene 18 (denoted by Fixed v min ); and (6) the sub-band MSR method band-wise 25 (denoted by SubBand MSR)-have been used in this test. In all cases the CO feature has been employed throughout and the detection was performed using the MD classifier. Figure 9 shows the detection results of target T3 for the three different camera views after the image data is processed by the six different CC algorithms as mentioned above. Two main results have been observed from Fig. 9: (1) all CC algorithms, apart from the proposed ELRCC, are found not producing consistent performance and in many cases the detections are not even as good as that of the raw data; (2) The ELRCC algorithm is seen to improve target detection particularly in the low PFA region. For example, the PFA at 10 −2 in Fig. 9 shows 40% to 45% of PD for all other CC methods, while the data processed by ELRCC show ∼70% of PD, which exhibits ∼25 to 30% higher detection rate than all other methods. Table 2 tabulates the FOM for the detection of Target T3 in three different views after the data are treated by these six different CC algorithms. It is seen from the table that the CT method barely improves target recognitions, while the proposed ELRCC enhances target detections by about a factor of 2 better than all other CC methods utilised in this experiment.
Acid Test of ELRCC Algorithm: 10 Targets Test
The results that have been presented in the last section may suggest a better CC capability in the proposed ELRCC algorithm than all other five different CC algorithms employed in this study. However, this is only based on one result from the detection of target T3. In this section, the capability of the ELRCC algorithm is critically assessed here by using data sets of nine other targets. As previously, the detection is made for every 10 frames of video clips and the detection results for each target in each camera view are presented in ROC, which is then averaged to form a representative ROC. Figure 10 shows the typical RGB images of three camera views (view #1, view #3, and view #5) of target T1 with the raw data shown in 10(a); the same data after being processed by ELRCC is shown in 10(b). Note that the color bleaching is very minimal after the data are processed by the ELRCC algorithm. Fig. 8 Detection ROC for target T3 in camera view #1 (denoted as T3C1) using the three detectors MD (circle), QD (triangle), and MF (dot) for the raw data and that after being processed by the CC algorithm (the ELRCC). All detection was performed using the color opponency descriptor. Due to the large number of targets used in this experiment, only the detection results for the first five targets (T1 to T5) are presented here, and their ROC results are depicted in Fig. 11 (a) to 11(e) for these five targets, respectively. The ROCs are color coded, depicting the results from camera views #1, #3, and #5 in red, blue, and green, respectively. It is quite clear that the ELRCC processed data (in circle trace) exhibits consistently improved target detections over that of the raw data (in dot trace) for all camera views. The degree of enhancements can be indicated by the shift of the ROC curve to the left, which can be measured more quantitatively from the area of the ROC within the PFA bounds of [10 −5 , 1] . The enhancement of target detection after the data are processed by ELRCC is computed for all 10 targets for all camera views using the FOM formulation according to Eq. (15) . The result is tabulated in Table 3 , which exhibits substantial detection enhancement for the data that have been processed by the proposed ELRCC algorithm. In many cases there are over 100% of detection enhancements that have been seen particularly from camera view 5. Note that all targets in all camera views have shown variable degrees of detection enhancements after the data are processed by the proposed ELRCC algorithm.
Discussions
The main result in this paper is presented in Fig. 11 and Table 3 , which have shown a consistent trend of detection enhancements for all 10 targets after the data are processed by the proposed ELRCC algorithm. Due to the numerous ROCs for all 10 targets, the detection results for five of them have been shown here for brevity. All 10 targets in all camera views have shown substantially improved detection after the data are processed by the ELRCC method, as can be seen from Table 3 . This result may suggest that the CC processing can indeed help to reduce illumination artifact and to help restore the color integrity of the scene to certain degrees. The averaged target detection enhancement over the 10 target for the 3 camera views #1, #3, and #5 are found to be ∼36%, ∼50%, and ∼75%, respectively. However, it is a bit surprising to see that more of the enhancement is seen from the detections in camera view #5, where the detection range is the longest among all the three views presented in this work. Furthermore, the rear view of the scene in camera #5 was greatly affected by the strong solar illumination through the window, and therefore the detection is expected to be more difficult, particularly when the spectral characteristics of the very limited number of the target pixels are heavily distorted by the illumination artifacts.
It is also noted that the least detection enhancement is seen from the data recorded by camera view #1, where the target signatures were taken from the first three frames of the video sequence. The relatively poor detections may be due to the more extreme change of illumination condition inherit in this camera view, and partly may be due to the presence of many colorful objects in the background of the scene.
The average detection enhancement for all three camera views over all the 10 targets is found to be 54% in AUROC metric. In order to visualize the implication of this enhancement as the result of the CC treatment by the proposed ELRCC algorithm, all the ROCs presented in Fig. 11 , together with that of the rest of the other five targets, are summed and averaged as shown in Fig. 12 . It is quite clear from this figure that the ROC of the CC-processed data has shifted rather rigidly to the lower PFA rather substantially. At PD ¼ 0.5, the PFA reduction as the result of the CC process by the proposed ELRCC is found to be about a factor of 5 better than that of the raw untreated data. It is to be emphasised that this amount of PFA reduction is the averaged result for over all 10 targets in three different camera views.
Conclusion
This study involves the development of a CC algorithm with an objective to understand whether target tracking in multiview camera system can benefit from the CC technique. In this paper, we have reported the detection of 10 subjects with colored clothing using various forms of CC algorithms, and their detection efficiencies have been critically accessed via real i-LIDS data set. We found that the Retinex-based CC algorithms suffer from strong color bleaching, and compounded with this fact that there is a lack of a principal way for the parameterization of these CC algorithms, thereby making it difficult to obtain optimal results from the Retinexbased algorithm. This paper reports an improved luminancebased CC method termed Enhanced Luminance Reflectance Color Constancy (ELRCC), which incorporates a pixel-wise mechanism for dynamic range compression. This ELRCC algorithm has been tested for the detections of a number of targets across multicamera views using several color descriptors and classifiers, and the result exhibits consistent improvement of target tracking over all camera views. All detections have been performed by using the MD classifier, and the detection performance is assessed by the receiver operating characteristics (ROC). The figure of merit (FOM) for the detection enhancement after the CC treatment is evaluated through the area under the ROC (AUROC) and compared with that of the raw untreated data. The averaged detection for 10 targets over three camera views has been shown to improve by a rigid shift of the ROC towards the low PFA region, with a FOM of target recognition enhancement of 54%. This amount of enhancement over an average of 10 target detection results is equivalent to a PFA reduction of about a factor of 5 at PD ¼ 0.5. Extension of current work for colorless subjects such as those dressed in black, white, or gray will be considered as the next step of work.
