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Abstract 
In this study, a machine learning approach based on time series models, different 
feature engineering, feature extraction, and feature derivation is proposed to improve 
air passenger forecasting. Different types of datasets were created to extract new 
features from the core data. An experiment was undertaken with artificial neural 
networks to test the performance of neurons in the hidden layer, to optimise the 
dimensions of all layers and to obtain an optimal choice of connection weights – thus 
the nonlinear optimisation problem could be solved directly. A method of tuning deep 
learning models using H2O (which is a feature-rich, open source machine learning 
platform known for its R and Spark integration and its ease of use) is also proposed, 
where the trained network model is built from samples of selected features from the 
dataset in order to ensure diversity of the samples and to improve training. A successful 
application of deep learning requires setting numerous parameters in order to achieve 
greater model accuracy. The number of hidden layers and the number of neurons, are 
key parameters in each layer of such a network. Hyper-parameter, grid search, and 
random hyper-parameter approaches aid in setting these important parameters. 
Moreover, a new ensemble strategy is suggested that shows potential to optimise 
parameter settings and hence save more computational resources throughout the tuning 
process of the models. The main objective, besides improving the performance metric, 
is to obtain a distribution on some hold-out datasets that resemble the original 
distribution of the training data. Particular attention is focused on creating a modified 
version of Principal Component Analysis (PCA) using a different correlation matrix – 
obtained by a different correlation coefficient based on kinetic energy to derive new 
features. The data were collected from several airline datasets to build a deep prediction 
model for forecasting airline passenger numbers. Preliminary experiments show that 
fine-tuning provides an efficient approach for tuning the ultimate number of hidden 
layers and the number of neurons in each layer when compared with the grid search 
method. Similarly, the results show that the modified version of PCA is more effective 
in data dimension reduction, classes reparability, and classification accuracy than using 
traditional PCA.  
Keywords: Feature Engineering; Deep Learning; Principle Component Analysis (PCA); algorithm; 
prediction. 
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 Chapter 1 
 
2.1 Introduction 
Knowing the future trend of passengers travelling through air transportation is of 
immense importance in today’s world (Adrangi et al., 2001). It is important to 
‘forecast’ the number of airline passengers as accurately as possible as such predictions 
can be used in many contexts ranging from simple initial planning to complicated 
business decisions (Carson et al., 2011). The airport facility of a country indicates the 
economic standard of that country (Kincaid, 2016). A global rise in overseas travel has 
meant that the number of passengers using airport facilities has sharply increased. In 
2017, the International Air Transport Association (IATA, 2017) published their 62nd 
annual travel statics report based on data from its 290 airline members. IATA reports 
that a record number of travellers flew in 2017 between more city pairs than ever, and 
that a record-breaking 4.1 billion passengers flew on scheduled airline services that 
year. That was 280 million more than in 2016, representing a 7.3% increase year on 
year.  
A number of different airlines operate within an airport, and to maintain a supply of 
facilities to meet demand accurate business and economic decisions need to be made 
(Tsui et al., 2011). Accurate forecasts of air transport activity are essential in the 
planning processes of states, airports, airlines, and other relevant bodies (Riga et al., 
2009). Accurate forecasts also assist aircraft manufacturers in planning future aircraft 
types (in terms of size and range) and when to develop them (Cho, 2003; Cuhadar, 
2014; Kulendran & Witt, 2003). Since passenger transport demand forecasting greatly 
affects the effectiveness of investment efficiency by adequacy and accuracy of the 
performance estimation, it is seen as a critical criterion for investors as well as for 
airlines (Market Research.com, 2017).  
Air traffic forecasts are a key input into an airline's fleet planning and route network 
development, and are also used in the preparation of the airline's annual operating plan 
(Coshall, 2006). Furthermore, analysing and forecasting air travel demand may also 
assist an airline in reducing its risk through an objective evaluation of the demand side 
of the airline business (Cho, 2003; Cuhadar, 2014; Kulendran & Witt, 2003).  
 20 
Identifying the potential impact of the future trend of airline passengers, this study 
intends to thoroughly analyse the pattern of airline passengers travelling through 
Muscat International Airport in Oman. The study aims to establish a prediction 
mechanism for future values of airline passenger numbers of this airport, which has 
experienced significant growth over recent years, as passenger numbers have more than 
doubled since 2009, when the airport served 4,556,502 passengers for the calendar year 
(OAMC, 2017). Oman is heavily reliant upon its air transport industry (ONA, 2016), 
due to the vast distances across the country, as well as between its urban centres, and 
also its location at the centre of the Middle East – lying at the junction of key trade 
routes leading north/south and east/west. According to the report of National Centre for 
Statistics and Information, Oman tourism is expected to be one of the largest industries 
in the country, since the number of tourists increased to 1.96 million in 2013 from 1.36 
million in 2007 (NCSI, 2017). Based on the data reported by the World Travel & 
Tourism Council, the direct contribution of Oman tourism to national GPD is 3.3 
percent in 2014; it generated 37,000 job positions, which is 3.5 percent of total 
employment (WTTC, 2014). These data indicate that Oman is still behind the UAE and 
Bahrain, but ahead of Kuwait, Saudi Arabia and Qatar. The Oman government has 
invested heavily in tourism and is currently implementing a major project of expanding 
and upgrading Muscat International Airport. 
Air transport stimulates the growth of local economies, contributing to the development 
of companies, and increasing the competitiveness of businesses. It generates jobs, 
which also translates into the society's wealth. This creates possibilities of boosting the 
ease and flow of goods and people. All of this favours higher living standards, 
increasingly greater travel comfort and a wider choice of services offered by the 
aviation market.  
However, Omani aviation is faced with the challenge of effectively satisfying the 
society's demand for air transport. Such demand is not limited to the throughput of air 
infrastructure, but also involves fitting it effectively into both the Omani and, primarily, 
the Middle Eastern transport systems. The biggest changes affecting the size and 
structure of demand for transport are taking place in the technological and innovative 
aspects of transport, in the structure and technologies of manufacturing, and in the 
society's lifestyle.  
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Opening the market to new carriers, greater competition and decreasing ticket prices 
attracts more people to air travel. The trend is expected to continue in the next few 
years, provided new airports appear and old ones are modernised. Accordingly, there is 
a need to make predictions in the form of passenger flow forecasts at existing and new 
civil airports that would give, even to a limited extent, an overview of future scenarios. 
It is therefore important to stress the significance of airline forecasts as the basis for not 
only financial planning, but investment and infrastructure planning. For example, the 
number of passengers in various categories (e.g. arrivals, departures, in transit) 
determines requirements concerning a terminal's throughput. Passenger traffic is linked 
to many factors, and the inclusion of the time factor alone is a considerable 
simplification. It is a well-known fact that air passenger transportation will be 
influenced by various factors, including the population of the country, future amount of 
the Gross Domestic Product (GDP), consumption levels, the value and volume of 
foreign exchanges, etc. To a certain extent, such forecasts enable the right decisions on 
future activities in the analysed area to be taken. Thanks to the use of suitable 
forecasting methods, key decisions become more justified and substantiated with an 
appropriate analysis.  
The traditional approach to generating long-term forecasts consists of statistical 
methods involving time series and econometric models in order to extrapolate 
observable growth patterns (gravity models, analyses and variants) (Gardner & 
Mckenzie, 1985; Gardner & Mckenzie, 1988; Gardner & Mckenzie, 1989). Forecasting 
airline passenger numbers intensity using (regional) air models involves determining 
the demand for air transport in the region. Another important aspect is the seasonality 
of air transport. Seasonal variations make it necessary to monitor passengers’ intensity, 
which include: number of passengers (current traffic, traffic incoming from other 
airports, generated traffic), airfare (if applicable), classification of travel according to 
origin/destination (for origin-destination and connecting flights), in each month of the 
year, and on each day of the month. Currently, there are many applications of data 
mining in the aviation sector as research has been undertaken to forecast passenger 
flows on domestic or international flights in specific cities and airports (Cho, 2003; 
Kulendran & Witt, 2003; Chen, 2006; Feldhoff et al., 2012; Kim et al., 2003; Lu et al., 
2009; Cuhadar, 2014; Boccaletti et al., 2014; Huang et al., 2015; Zou et al., 2014) 
(Wang et al., 2014).  
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Researchers are engaged in a long-term quest to predict airline passenger numbers 
through analysing past patterns (Van der Maaten & Hinton, 2008). The choice of 
method used largely depends on the research question and data available (Armstrong & 
Collopy, 1992). An important aspect to be addressed is the viability of measuring 
techniques. This Thesis investigated the process of finding practical knowledge from an 
immense amount of data saved on databases, data warehouses and different information 
repositories (Fayyad et al., 1996), a process known as “data mining”, as an alternative 
to previously known mechanisms. Such approaches have been used in various 
application domains, such as in sentiment analysis, object recognition, online 
advertisement, and social marketing. The capability of data mining for machine 
learning is using combinations of different techniques from various fields, such as 
artificial intelligence, statistics, database systems, and pattern recognition (Riga et al., 
2009). This ability to data mine can significantly improve the forecasting capabilities of 
current methods.  
A vast amount of literature exists relating to approaches to modelling airline passenger 
movement, as this has important business implications in real life. Sometimes a whole 
group of factors is considered in order to model historical passenger movements, and 
sometimes these movements are modelled on their own. The data structure is 
complicated, and the historical observation period should be sufficiently long for any 
data-hungry machine learning technique (Yang & Wu, 2006). A large set of training 
data is required for this type of method to capture the relationship among factors that 
could be observed. In the case of those movements that are modelled on their own, the 
passenger data are modelled by several methods based on different feature engineering, 
feature extraction, feature derivation, multivariate and univariate time series to capture 
their movement over time, and from this the expected future movement can be 
predicted (Bose & Mahapatra, 2001; Opitz & Maclin, 1999).  
In this study, the subject of the analysis is Muscat International Airport, with passenger 
flights being the focus. Four techniques are commonly used for forecast calculations: 
seasonal exponential smoothing, seasonal ARIMA, artificial neural networks (ANN) 
using deep learning for the optimisation issues and principal component analysis 
(PCA). It was decided that PCA would be used for this study. 
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PCA is an easy, classical multivariate data analysis technique, which is popular within 
linear feature extraction as well as the data dimension reduction of numerous uses 
(Bengio, 2013). It has been applied in numerous areas of information processing to 
prepare data due to its distinctive error reducing and correlating properties. PCA starts 
with compressing most of the information in the first data space with fewer features, 
then maximising the variances in a subspace (Timmerman, 2003) The PCA subspace is 
distributed through the corresponding top eigenvalues of the sample covariance matrix. 
PCA also can be applied in data preparation for both supervised and unsupervised 
learning and recognition processes (Turk & Pentland, 1991). Despite its simplicity 
compared with other techniques such as seasonal exponential smoothing, seasonal 
ARIMA, and artificial neural networks (ANN), PCA is flexible enough to process a 
wide range of factors, such as an airline’s requirements, traffic flow, land uses, and 
meteorology. Although other algorithms do help, they often lack one or more 
functionalities that are fulfilled by PCA. This study tests the ability of several models 
for predicting the number of international airline passengers in Oman to a better 
understanding of forecast model selection and combination approaches. The choice of 
methods requires a detailed study on the research questions, data structure, availability 
of information, forecasting horizon, etc. The methods chosen for this study have greater 
flexibility in terms of data size, as PCA can be applied to both large and small datasets. 
The results are easy to interpret, and the model can be updated as soon as new data 
points are available. Moreover, it is a non-parametric and direct method of obtaining 
relevant information from unclear datasets. PCA provides a roadmap for reducing 
dimensions of a complex dataset and reveal the simplified structures behind it. 
However, most PCA methods are not able to realise the desired benefits when they 
handle real-world, nonlinear data. Here is where the challenge lies. Current 
implementations of PCA use a correlation matrix, which is obtained by the Pearson 
correlation coefficient. However, in some cases the Pearson correlation coefficient 
could be limited in the sense that it fails to capture other properties of the data except 
the linear relation. Therefore, in order to conduct further analysis, a modified version of 
PCA with kinetic correlation matrix using kinetic energy is proposed.  
The research period covers the years 1998 to 2016. Data were presented in monthly 
cycles. The study consisted of 51,983 observations of numeric variables. Despite the 
significance of Oman's domestic airline market sector, little to no work has been done 
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to understand the behaviour of passengers travelling by air transportation in the Oman 
region. Moreover, there has been no previously reported study that has developed and 
empirically tested PCA algorithm-based models for forecasting airline passenger 
demand. The primary objective of this study is to address this apparent research gap in 
the literature. In order to address the research objective, various forms of mathematical 
expressions were proposed and tested. The study also sought to examine whether the 
combined approach based on PCA and ANN approaches are useful tools for this 
application. 
2.2 Research Aims and Objectives 
The study aims to develop a novel method, which will introduce a new modification 
version of PCA with kinetic correlation matrix using kinetic energy and forecast the 
number of airline passenger as accurately as possible as there are many forecasting 
methods discussed in the literature. The efficiency of the modified and traditional 
version of PCA is compared, by applying them to an airline passenger dataset. Again, 
the choice of competing methods should depend on the structure of the data, accuracy 
and reliability of the forecast values obtained from those methods, and ease of use (Kao 
et al. 2013; Jammazi. 2012; He et al. 2012; Pal & Mitra 2009; Goyal & Mehra 2017). A 
users’ preference also plays a vital role while selecting one from a pool of closely 
competing models.  
Numerous studies have applied machine learning and deep learning forecasting models 
to air passenger forecasting (Mueller & Chatterji 2002; Tu et al. 2008; Zonglei et al. 
2008; Xu et al. 2005; Khanmohammadi et al. 2016), however, most published studies 
concentrate on three specific regions, USA, Europe and Asia Pacific. To our 
knowledge, no such studies have been conducted using Oman airport data. All previous 
studies used only the point forecasts while comparing the forecasting performance of 
methods. While choosing a forecasting model for future use it is very important to 
consider the confidence bands around the point forecasts value to evaluate the 
performance of the selected model on the unforeseen data (Gao et al. 2013; 2016; 
Deising et al. 2015). This study will reduce this gap in the literature by considering the 
prediction interval as well as point forecasts while propose forecasting models for 
Muscat airport. 
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It is understood that this study must consider a larger subset of forecasting models 
available in the literature due to the data available in hand is big and consists of several 
observations of airline passenger’s data. However, a broader model class can be 
considered when more features are available. Armstrong and Collopy (1992), discussed 
that a good forecasting model ideally has less prediction error and quantifies the risk 
associated with the forecasted value in terms of prediction intervals. Other modelling 
approach other than feature engineering, time series, and univariate can be used if some 
variables related to the airline passenger data can be measured and available to model. 
That may range from using multiple regression models to advanced machine learning 
algorithms.  
The airport authority may interested to know the forecast for airline passenger for some 
frequencies other than monthly, for example daily, weekly etc. The current models can 
be updated for data measured with various frequencies or some advanced model can be 
applied as the data length increases. Along with airline passenger movement, the 
authorities may be interested to know the future behavior of some other important 
variable, for example, predicting flight delays, as it is a tremendous economy cost and 
dissatisfaction can be brought to airline passengers. 
Proper forecasts for air traffic passengers are of great matter for Oman as tourism is 
considered as one of the most profitable industries (UNWTO, 2016). Initial this study 
keeping in mind the great need of forecasting models for the airport of Oman and 
finding the gap in the literature about not using prediction interval around point 
forecasts. This report will help Muscat airport to build their inaugural forecasting 
models to track the future trend of air travellers and make intelligent and wise business 
decisions. It should be kept in mind that forecasting tasks can vary in many dimensions, 
the length of the forecast horizon, the size of the test set, forecast error measures, the 
frequency of data, etc.  
It is unlikely that once selected, a forecasting method will be better than all other 
plausible methods all the time. Generally, the sensible likelihood coming from the 
forecast model should be frequently analyzed depending on the current task and when a 
new data set is available. 
Hence, a summary of aims and objectives of the study are:  
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1. Review the literature to identify the potential forecasting models that can 
be applied on Airplanes data sets;  
2. Propose forecasting models for the airline passenger numbers travelling 
through Muscat airport of Oman;  
3. Quantify the uncertainty around the forecasted value in terms of the 
prediction interval. 
2.3 Research Hypotheses 
Given the above discussion, the research proposed and presented in this Thesis could 
immensely benefit the air transportation community in the future by providing the 
means to use the modified version of principal component analysis in forecasting 
airline passenger numbers, especially when coping with real-world nonlinear data. 
Motivated by the above reasoning, the proposed research will focus on answering the 
following research questions: 
1. Are current data mining techniques useful tools for measuring airline passenger 
numbers? 
2. Is the modified version of PCA operative in data dimension reduction, class 
reparability and classification accuracy than traditional PCA? 
3. Does a combined approach based on PCA and ANN enable better prediction in 
forecasting air passenger numbers? 
4. Can machine learning and the modified version of PCA be effectively used, 
replacing existing statistical and conceptual analysis approaches, in forecasting 
air passenger numbers? 
2.4 Research Contributions 
 
The research conducted within the context of this Thesis has met all of the above 
objectives and has led to the following original contributions: 
2.4.1 Conceptual Contribution 
Previous research with respect to the efficiency of the principal component analysis 
multivariate technique has not been sufficiently detailed and rigorous enough in the 
field of air passenger forecasting. PCA has been chosen due to its flexibility in terms of 
data size, as PCA can be applied to both large and small datasets (Turk & Pentland, 
1991). This lack of detailed investigation leads one to a number of open research 
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questions. Chapter 5 of this Thesis defines a novel method that concentrates largely on 
the research topic proposed, which involves feature engineering using PCA and its 
implementation to deep neural networks. 
2.4.2 Technical Contributions 
There are two main technical contributions to the state of the art from this Thesis: 
a) A machine learning approach based on time series models, different 
feature engineering, feature extraction, and feature derivation is 
proposed to improve air passenger forecasting. Correspondingly a 
modified version of principal component analysis (PCA) using a 
different correlation matrix is proposed – obtained by a different 
correlation coefficient based on kinetic energy to derive new features 
(when carrying out this study). Chapter 5 proposes the use of a modified 
version of PCA, which is a statistical approach with kinetic correlation 
matrix using kinetic energy, to forecast the number of airline passengers 
as accurately as possible. The novel approaches of MVPCA supported 
by linear and non-linear regression in machine learning proposed in this 
chapter not only benefit the research community within the airline 
sector, but beyond, specifically those who carry out medical, material 
inspection and environmental monitoring. This contribution has resulted 
in the following conference paper. 
 
S. Alruzaiqi, C.W. Dawson, (2018) Modification Version of Principal 
Component Analysis with Kinetic Correlation Matrix using Kinetic 
Energy, Future of Information and Communication Conference (FICC), 
Singapore, 5th -6th April 2018, and appeared in Volume 886 of the 
Advances in Intelligent Systems and Computing series in Springer. 
(Appendix 1).  
 
b) Predicting airline passenger numbers is one of the main concerns of 
airline services. This Thesis presents a possible combined approach 
between PCA and artificial neural networks (ANN) for forecasting 
airline passenger numbers. Due to the small size of the available dataset, 
PCA is used to reduce the dimensions and the required principal 
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components (PCs) are selected based on the given rules. These PCs are 
then treated as inputs to an ANN to make forecasts of the airline 
passenger numbers. Data from the Oman Management Airport Company 
(OMAC) are used to compare the results of the proposed model with 
that of traditional regression models. To the best of our knowledge, there 
is no existing work that utilises artificial neural networks combined with 
PCA to predict airline passenger numbers in the Oman Region. 
Therefore, this study will discuss the concept of using ANN to examine 
several external features that enable better prediction and demand 
forecasting based on such approaches. These approaches are not only 
tedious but will also not be able to identify the presence of fine-detail 
discriminative features between data captured from different groups. In 
Chapter 4, an experiment is carried out to test the performance of 
neurons in the hidden layer of an ANN to solve the nonlinear 
optimisation problem. This approach is work-intensive; therefore, a 
method is also introduced for improving the prediction performance of 
metrics by ensemble method predictions made on different engineered 
feature spaces, replacing outliers that were not predicted correctly. The 
research outcomes prove the capability of machine learning algorithms 
using the combined approach based on PCA and ANN to carry out such 
discriminate tasks with a very high degree of accuracy. This contribution 
has resulted in the following conference paper. 
 
S. Alruzaiqi, C.W. Dawson, (2019) Optimizing Deep Learning Model 
for Neural Network Topology, Computing Conference, London, 16th -
17th July 2019, and appeared in Volume 997 of the Advances in 
Intelligent Systems and Computing series in Springer. (Appendix 2).  
 
2.4.3 Comprehensive Literature Investigation 
Chapter 6 provides an insight into how the outcomes of the research conducted within 
the context of this Thesis were effectively used to improve the performance of the 
principal component analysis algorithm, enabling the algorithms to be re-designed 
using different feature engineering methods, showing improvements in the accuracy of 
the tasks carried out. This work proves the usefulness of the novel research work 
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carried out for this Thesis and its potential contributions to airline research. The 
research conducted within the remit of this Thesis has resulted in the following 
secondary contribution: 
• A comprehensive review of the literature to investigate existing work on 
principal component analysis applied to forecasting airline passenger 
numbers (Chapter 2). 
2.4.4 Data Collection 
It was noted that a dataset of similar nature in which the forecast of the airline 
passenger numbers, based on feature engineering, and principal component analysis, 
has not been conducted prior to this research and hence no public database is available 
to support the original research presented in this Thesis. The recent dataset has thirteen 
years’ worth of monthly data, eight years’ worth of monthly tourism data, and more 
than twenty years’ worth of other data. The main distinction of this study to the studies 
undertaken to forecast airline passenger for other airports is that this study has a good 
amount of airline passenger data – with each set such as population size represented in 
a different time frame, i.e. 1980-2015 – yet want to identify the future trend of airline 
passenger movement and to develop predictive models to forecast the number of airline 
passengers for Muscat airport situated in Oman. Therefore, the outcome from this 
research will have a profound impact on the knowledge by reducing the dimensionality 
of data space for airline forecasting field. Hence it was essential to carry out the tasks 
relevant to capturing this novel dataset. The primary impact of this work can be 
grouped into: 
a. Analysing different feature extraction and selection strategies, as 
these are highly effective methods of feature extraction involving a 
mathematical process which transforms a selection of (possibly) 
correlated variables right into a (smaller) selection of uncorrelated 
variables known as principal components. 
b. Implementing modified version of PCA: The dataset collected 
during this research will be made publicly available and this will be 
itself contribute to the future research committee (Chapter 5). 
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2.5 Thesis Overview 
 
The remainder of this Thesis is organised as follows: 
Chapter 2 provides a review of relevant studies that used the time series method of 
prediction; that explained the components that could be present in airline passenger 
data; and, since we are mostly interested in forecasting airline passenger numbers, a 
description on some of the widely used forecasting methods. Furthermore, a review of 
time series, feature engineering, and deep learning studies are discussed in this chapter.  
Chapter 3 introduces the research background and covers details of the forecasting 
models used in the field of aviation and the theoretical background of various statistical 
and machine learning algorithms used in this Thesis for data analysis. Multiple 
evaluation metrics are used to measure the forecast accuracy. It provides details of the 
analysis design, the processes adopted in carrying out the subjective experiments, and 
data preparation for the analysis to be conducted in the contributory chapters that 
follow. 
Chapter 4 proposes the use of machine learning algorithms based on time series 
models, different feature engineering, feature extraction, and feature derivation to 
improve air passenger forecasting. An experiment was undertaken with artificial neural 
networks to test the performance of neurons in the hidden layer to optimise the 
dimensions of all layers and to obtain an optimal choice of connection weights – thus 
the nonlinear optimisation problem could be solved directly. A method of tuning deep 
learning models using H2O is also proposed. 
Chapter 5 proposes the novel use of PCA, involving the use of a modified version 
named Modified Version of Principle Component Analysis, for the prediction analysis 
when conducting the tasks assigned. Evaluation performance is also proposed. 
Finally, Chapter 6 concludes with an insight into future work, including details of a 
separate project conducted to prove the concepts that are the outcomes of the research 
presented in this Thesis.   
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Chapter 2: Literature Review 
 
3.1 Introduction 
The aim of this chapter is to provide an extensive review of the research areas that are 
relevant to the work undertaken in this Thesis. To this end, the chapter presents 
previous research on passenger flow forecast using a number of methodologies and 
techniques with varying degrees of success. The methodologies used in this work 
include both “top-down” and “bottom-up” approaches. The top-down approach is based 
on a single aggregated forecast which is forecasting the total passenger number of a 
country. This method can be applied to individual airports using their historical 
passenger data. On the other hand, the bottom-up approach can be applied to individual 
airports to obtain an aggregate forecast. Both top-down or bottom-up methods are 
widely used to forecast passenger flows nowadays. The typical applications, attributes 
and limitations of these methods are discussed in this chapter. 
3.2 Traditional Time Series Forecasting 
Numerous studies have been attracted by the rapidly grown global air traffic. The 
annual growth of global air passenger traffic increased by 5.4% between 1970 and 2012 
(IBRD-IDA, 2012). In the past four decades, many studies on air traffic demand have 
been performed, providing abundant literature dealing with determinants of air traffic 
demand. Prediction of future traffic demand based on different forecasting techniques 
has become an important factor in airport development planning (Suryan et al., 2016).  
In order to determine the feasibility of an airport, it is necessary to forecast its demand 
over its design life (Hyndman & Athanasopoulos, 2013). Air traffic forecasting has a 
long history because of the importance of how future traffic demand has a direct effect 
on the airline industry (Profillidis, 2000). There are many methods available for 
improving the forecast result, two of which have been studied in the research works 
presented in this Thesis, applying and improving conventional time series methods and 
obtaining information from the dataset. A statistical model based on time series is a 
state-of-art method for predicting demand. It can be summarised in three approaches – 
the univariate time series smoothing and forecasting approach; the multivariate 
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approach based on Principal Component Analysis (PCA); and approaches based on 
econometric modelling (Box & Jenkins, 1976). 
One advantage of a univariate method is that it is simple to explain and straightforward 
to apply compared with other data-greedy machine learning algorithms. Application to 
small dataset and ease of use in real-life scenarios are other important reasons that 
univariate time series forecasting methods are used (Tsui et al., 2011). 
Forecasting using traditional time series is a well-researched area (Taneja, 1987; Nam 
& Schaefer, 1995; Weatherford et al., 2003; Hyndman & Koehler, 2006). Time series 
forecasting tries to find patterns and regularities which are used for applying future 
values from a sequence of data points. It has different degrees of flexibility and 
complexity so that many ways to generate forecasts are available and it is possible to 
come up with more than one forecasting result for the same problem. Therefore, it will 
come to a question of whether or not all or some of the individual forecasts can be used 
in combination for obtaining a superior forecast. The general forecasting methods and 
combinations thereof will be presented in Sections Two, Three and Four of this chapter, 
while Section Three also presents a popular and easy-to-use empirical evaluation 
approach. 
This section continues with describing the selection method of popular time series 
forecasting techniques (Makridakis et al., 1998; Box et al., 2015). The background for 
this method will be introduced in the later sections of this Thesis.  
3.3 Simple Forecasting Methods 
Some forecasting methods are very simple yet provide accurate forecasts. Usually, they 
are used as benchmarks for more complicated models. If a complex model does not 
provide better forecasts than these simple models, then it is not worth considering. 
These methods are discussed in the following sections of this chapter.  
3.3.1 Average Method 
Setting the forecast to the average level of the observed data can produce the best 
prediction. If  is the observed series for , then the forecast is set 
to the average value: 
Tyyy ,,, 21 … Tt ,1,= …
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where,  is the forecasting period (Cleman, 1989). 
3.3.2 Naïve Method 
In this method, all future values are set to the last observed values. 
  3.2 
 
This method as stated by (Winkler & Cleman, 1992) often provides accurate forecasts 
for different economic and financial time series datasets in practice. 
3.3.3 Seasonal Naïve Method 
For seasonal data, the forecast is set to the same value observed in the same period of 
the previous year, for example, using the same quarter of the previous year in the case 
of quarterly data. 
The forecast equation can be written as: 
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and  denotes the integer part of . For monthly data, the forecast values for all 
Julys in the future are the same as the value observed in last July (see Makridakis, 
1993) 
3.3.4 Drift Method 
The forecasts from the naïve method are controlled by allowing the forecasts to move 
upward or downward gradually. 
The number of variations over a period of time, also known as drift, is equal to the 
average variation observed in the previous data. The forecasts can be calculated using: 
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Even though these methods are very simple, they can be very effective for small 
datasets and short forecast horizons. These methods also serve as benchmarks for more 
sophisticated models (Clemen & Winkler, 1986;Graham, 1996; Zarnowitz, 1984 ). 
3.4 Exponential Smoothing 
Proposed in the late 1950s, exponential smoothing became one of the most successful 
forecasting methods for univariate time series. In this method, forecasts are weighted 
averages of historical observations, in which weights decrease exponentially as they get 
older. Consequently, the more recent observations attract higher weights (Holt, 1957). 
It is necessary to identify the intrinsic seasonal structure in the airline traffic data if one 
is interested in monthly or quarterly forecasts. This method generates reliable forecasts 
quickly and is quite useful if the data to hand is small. The exponential smoothing 
approach includes various types of forecasting models that can be applied to time series 
with various characteristics (additive or multiplicative manner). Using the statistical 
framework of these models, point forecasts as well as prediction intervals can be 
obtained. The prediction interval is a useful piece of information in planning services 
needed to provide for the expected passengers’ travel through an airport (Gardner & 
Mckenzie, 1985; Gardner & Mckenzie, 1988; Gardner & Mckenzie, 1989). Various 
models under the exponential smoothing family are described in the following 
subsections. 
3.4.1 Simple Exponential Smoothing 
Simple exponential smoothing (SES) is the most elementary form of the exponential 
smoothing modelling approach. It is also known as single exponential smoothing in 
some literature. This model is applicable if the time series has a linear evolution 
(Hyndman & Athanasopoulos, 2013). In this case, the forecasts can be calculated 
through the weighted average of the historical data. The equation of a one-step-ahead 
forecast from this model is: 
  3.5 
 
where  is the smoothing parameter. The parameter  regulates the rate of the 
weights’ diminution. Hence, the one-step-ahead forecast for time  shows a 
weighted average, considering the findings in the series . 
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Equation 2.5 can also be rewritten in component form. Having only one component, 
level ( ) the forecast equation and the smoothing equation takes the form: 
  3.6 
 
  3.7 
 
where  is the level (or the smoothed value) at time . The forecast equation gives the 
value at time  as nil but the calculated level at time . The smoothing equation 
applies the smoothing factor on all previous historical observations and provides an 
approximate calculation of the level of the series at each time period  (McNees, 1992; 
Armstrong, 2001). Through this exponential process, it is possible to have a ‘flat’ 
forecast function (Hyndman & Athanasopoulos, 2013), and according to the period 
considered the model becomes:  
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3.4.2 Holt’s Linear Trend Method 
Holt extended simple exponential smoothing to apply to time series with trend (Holt, 
1957). This method has two smoothing parameters and is also referred to as double 
exponential smoothing. This method requires a forecast equation, one smoothing 
equation for each level examined, and a second smoothing equation for the trend: 
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In this case: 
•  indicates an approximate calculation of the level of the series at time ;  
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•  indicates an approximate calculation of the trend (i.e., slope) of the series at 
time ;  
•  ( ) represents the smoothing parameter for the level; and  
•  ( ) indicates the smoothing parameter for the trend. 
The forecast function is trending rather than being flat. It is growing linearly with , 
when the -step-ahead-forecast equals the last estimated value plus  times the last 
approximate trend value. 
(Önder & Kuzu, 2014) used Holt’s linear exponential smoothing method to forecast air 
traffic passenger numbers for 15 airports in Turkey for the years 2013 to 2023 using ten 
years’ worth of historical data from 2002 to 2012. They found that Holt’s linear 
exponential smoothing technique was a successful predicting method regarding to the 
monthly time series data, however, this study deals with the point forecast only and did 
not incorporate the risk associated with the forecasted value. 
3.4.3 Exponential Trend Method 
In Holt’s linear trend model, the trend in the forecast function is linear and the 
estimated trend is added to the estimated level. A variation of this method is to multiply 
the estimated slope with the estimated level in order to have a linear growth rather than 
a constant slope, making the forecast function exponential. The method takes the form: 
  3.12 
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where  represents an estimated relative growth rate (Holt, 1957). 
3.4.4 Damped Trend Methods 
Both Holt’s linear method and the exponential trend method tend to over-forecast, 
especially when the forecast horizon is large. This is because Holt’s linear method has a 
constant trend (while the increase or the decrease is indefinite) and the exponential 
tb
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trend method has an exponential growth rate, which can grow or decline indefinitely. 
To overcome this shortcoming of these useful methods, the additive damped trend 
method, which adds a new ‘damping’ parameter to Holt’s linear method, has been 
proposed (Gardner & Mckenzie, 1985; Gardner & Mckenzie, 1988; Gardner & 
Mckenzie, 1989). The dampen parameter makes the trend flatter after a time when the 
forecast horizon is too long. 
3.4.5 Additive Damped Trend 
If the damping parameter is  ( ), the additive damped trend method has 
following specification as stated by (Makridakis & Hibon, 2000 ): 
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The additive damped trend model is identical to Holt’s linear model if . For 
values between  and ,  dampens the trend so that it settles to a constant value 
sometime in the future. The forecasts converge to  as  for any 
value of . The addition of a damped trend has been demonstrated advantageous 
if forecasts are required automatically for various series (Hyndman & Athanasopoulos, 
2013). 
3.4.6 Multiplicative Damped Trend 
Taylor proposed a multiplicative damped trend model by adding a damping parameter 
to the exponential trend method (Taylor, 2003). This is driven by the forecast efficiency 
observed in the additive trend case. Moreover, if compared with Holt’s linear method, 
the multiplicative damped trend method produces fewer conservative forecasts than the 
additive damped one. The model takes the form: 
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3.4.7 Holt-Winters Seasonal Method 
In Holt’s linear model, only the trend or the trend-cycle component is modelled (Holt, 
1957). It is extended to include seasonality, consisting of the forecast equation along 
with three more equations, and specifically: one indicating the level ( ), the second 
indicating the trend ( ) and the last one indicating the seasonal component ( ). The 
corresponding smoothing parameters are ,  and , while  is used to indicate 
information about the seasonal period per year, for example,  for quarterly data, 
and  for monthly data. Like the exponential trend method, there are two 
variations of the Holt-Winters seasonal method: the additive method and the 
multiplicative method. The choice of the two variations depends on the nature of the 
seasonal component present in the dataset. 
3.4.8 Holt-Winters Additive Seasonal Method 
In the additive method:  
• The scale of the analysed series shows the seasonal component in absolute 
terms;  
• The series are set by subtracting the seasonal component in the level equation; 
• The seasonal component will add up to nearly zero for each year.  
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where , which takes into account that the final year of the 
sample feeds the estimates of the seasonal indices needed to forecast. The notation  
is the largest integer number not greater than . In the level equation, it is shown a 
weighted average coupling the non-seasonal forecast  and observations 
, which are the seasonally adjusted for time . The trend equation is as same 
as Holt’s linear model. The seasonal equation shows the weighted average coupling the 
current seasonal index of the season  and the index of the same season of 
the previous year (i.e.,  time periods before). Therefore, if the seasonal variations are 
nearly constant within the series, the additive method is preferred (Clemen, 1989). 
3.4.9 Holt-Winters Multiplicative Seasonal Method 
The multiplicative version is suitable when the variations change seasonally with the 
level of the series. As opposed to the additive version, in multiplicative method: 
• The seasonal component is given in percentage.  
• The series is changed seasonally by dividing the seasonal component. The 
seasonal component will add up to nearly per year. 
The multiplicative method is represented in the following form:  
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See (Holt, 1957). 
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3.4.10 Holt-Winters Damped Method 
For many seasonal time series, the Holt-winter method with a damped trend and 
multiplicative seasonality performs better than any other competing forecasting 
methods (Holt, 1957). 
3.5 Regression 
In the regression approach, a forecast or dependent variable is expressed as one or more 
outcome related independent or explanatory variables. Formula (2.33) expresses a 
simple linear regression on a single variable, where a is the intercept, b the slope of the 
line and ε the error, which is caused from the actual observation on the deviation of the 
linear relationship. 
 y = a + bx + ε 3.33 
 
In Eq.(2.33), x represents the time index. The regression parameters can be estimated 
by using the standard least squares approach (Clemen & Winkler, 1986; Graham, 1996; 
Zarnowitz, 1984). 
3.5.1 Decomposition and Theta-Model 
The aim of decomposition is to separately project the isolated components of a time 
series into the future data, then produce a final forecast by recombining them. 
Traditionally, the components are: 
• a cycle with a trend of long-term changes; 
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• like months or holiday times seasonality with a trend of shorter-term but 
constant length changes; and 
• random or irregular error components. 
The Theta-model has been proposed recently (Assimakopoulos & Nikolopoulos, 2000). 
In this model, the seasonally adjusted series are decomposed into long- and short-term 
components and the curvature of the time series is modified using a coefficient of θ 
(shown in Formula (2.34)) to the time series’ second-order differences. 
 y’’new (θ ) = θ * y’’original 3.34 
 
The value of Theta is bigger than the one being dilated, and it amplifies its short-term 
behaviour while theta values between zero and one have the opposite effect (Croushore, 
1993). 
3.5.2 Autoregressive Integrated Moving Average Model 
One of the most widely used univariate time series forecasting models is the 
Autoregressive Integrated Moving Average (ARIMA) process (Box et al., 2015). The 
ARIMA model is a combination of autoregressive, moving average and difference 
parameters.  
In an observed series, autoregressive parameters control the effect of lagged 
observations, whereas moving average parameters control the effect of past 
innovations. The order of difference parameter indicates the needed amount of 
differences to render a series stationary. The structure of the model also varies, 
depending on the seasonal pattern of a process. A time series with trend and seasonal 
pattern can be hard to forecast when these components are present, as the trend and 
seasonality will affect the value of the times series at different time points. Sometimes 
the trend and seasonal components are removed or made stationary before fitting any 
forecasted model. In a stationary time series, the properties do not vary with the times 
at which the series is observed. Usually, there are no predictable durable patterns in a 
stationary time series. The time plot of a stationary series shows the results to be 
horizontal with constant variance. In the literature, several statistical tests exist to check 
the stationary of a time series. Detailed discussion on such topics is out of the scope of 
this report. 
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A time series can be rendered stationary by calculating the differences between two 
observations in sequence (McNees, 1992; Armstrong, 2001). This is known as 
difference and can be written as:  
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Differencing is used to make the mean of a time series stable by eliminating changes in 
the time series level, thereby removing the trend and seasonality too. Sometimes the 
observed series may not be stationary after taking the first difference, and a second-
order difference may require making the data a stationary series (McNees, 1992; 
Armstrong, 2001): 
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Through calculating the difference between an observation and the same observation in 
the year before we get the seasonal difference (McNees, 1992; Armstrong, 2001). 
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To distinguish seasonal differences from ordinary differences, the latter is referred to as 
the “first difference” or “differences at lag 1”.  Therefore, it is necessary, sometimes, to 
apply both first difference and seasonal difference to obtain stationary data. The 
backward shift operator  is a very helpful notation when dealing with time series lags 
(McNees, 1992; Armstrong, 2001):  
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In the literature, the “lag” operator  is also used to replace the “Backshift” B 
operator. So, if B operates on  it shifts the data back one period. Hence, two 
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applications of  to  shifts the data back two periods (McNees, 1992; Armstrong, 
2001):  
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and application to the monthly data indicates:  
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The operator B is useful to describe the difference procedure, which is at the core of the 
ARIMA structure. When using the backward operator, the differences can be presented 
as below (Goodrich, 1984; Goodrich, 1986; McNees, 1992; Goodrich, 2000; Goodrich, 
2001): 
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An observed time series requires differencing until it becomes white noise, i.e. 
uncorrelated in time and distribution, with a mean equal to zero and variance constant. 
When the differences series is white noise, the random walk model can be adapted to 
the main series, which can be presented as below (Goodrich, 1984; Goodrich, 1986; 
McNees, 1992; Goodrich, 2000; Goodrich, 2001):  
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The error  is usually specified as white noise. Another version of the random walk 
model allows the differences to have a non-zero mean and is written as:  
  3.47 
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where  is the average of the changes between consecutive observations (Goodrich, 
1984; Goodrich, 1986; McNees, 1992; Goodrich, 2000; Goodrich, 2001). 
After obtaining a stationary time series using appropriate difference and stabilising 
variance by taking log transformations, the ARIMA model can be fitted to the 
differences data. The ARIMA process is a combination of two basic linear models: the 
autoregressive (AR) process and the moving average (MA) process. One aspect of 
these models is that they offer an acceptable approximation of the data generating 
process (DGP) in a world of Gaussian distributions. In terms of forecasting, these 
models can provide accurate forecasts as long as the DGP is Gaussian and non-linear 
features are not strong. Even for some datasets with known non-linear dynamics, this 
modelling process generates close forecasts since the non-linearity can be not constant 
with time and is not so relevant to provide prediction improvements. 
3.5.3 Autoregressive Models (AR) 
Autoregressive approaches have proved to be one of the more accurate time series 
models, since it can be tested and fully estimated within the framework of least squares 
regression. The term auto regression denotes that it is a regression of the variable 
regress on itself. An autoregressive model of order , is known as AR ( ) (Hyndman 
& Athanasopoulos, 2013) and can be represented by the formula (2.48):  
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with  being a constant and  is the white noise. This appears as a multiple 
regression, except for its lagged values of  as predictors. Autoregressive models are 
very flexible at handling a variety of different time series patterns. Generally, we 
restrict AR models to stationary data and some limitations on the parameter values are 
needed.  
For example:   
• For an AR ( ) model,  
o The restriction is .  
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• For an AR ( ) model, ,  
o The restrictions are  .   
More complicated constraints are imposed when  and care should be taken 
during the estimation process. 
Stationary autoregressive processes have two characteristics: 
• Autocorrelation function, . 
• Partial autocorrelation function, .  
The existence of an AR ( ) process in an observed time series is checked using ACF 
and PACF. It is believed that an AR ( ) process exists in a time series if sample 
 converges to zero as  at a geometric rate and sample  equals 
zero for values greater than  (Box et al., 2015; Makridakis et al., 1998). 
For an AR ( ) model the one-step-ahead point forecast equation is obtained, replacing 
the true coefficients by the in-sample estimates, and the error term  by  (Hyndman 
& Athanasopoulos, 2013). 
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The subsequent forecast function is the result of the replacement of unrecognised 
observation of  by its forecast (Hyndman & Athanasopoulos, 2013). The two-step-
ahead forecast function could be represented as: 
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The -step-ahead forecasts can be acquired in the same manner.  
3.5.4 Moving Average Models (MA) 
Instead of past observations, the past forecast errors are used as predictor variables in a 
moving average model. A moving average model with  parameters, refereed as MA (
) (McNees, 1992; Armstrong, 2001), is represented as: 
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where  is white noise. The values of  are unknown so 48 is not a regression model 
as commonly understood. Modifying the parameters  leads to other time 
sequences/series patterns. In a similar approach to autoregressive models, the difference 
of the error term  will modify the range of the series, but not the pattern. Any 
stationary AR ( ) model can be presented as an infinite MA ( ) model by duplicated 
substitution of the parameters (Box et al., 2015). The reverse holds if some constraints 
are put on the MA parameters, i.e., an MA ( ) model can be presented as an infinite 
AR ( ) process. Then MA model is called “invertible”.  
The invertibility limits are almost the same of the stationarity limits. For example, 
• For an MA ( ) model: .  
• For an MA ( ) model:   
Like AR model, the constraint imposed on MA parameters when  should be 
considered during the estimation process. The ACF for an MA process becomes  
after . In contrast the PACF converges to  geometrically. Forecasting from an 
MA requires an estimation of the coefficients  and errors . Since, the error term is 
unobservant at any time period, it is replaced by the previous periods’ forecast-error . 
For an MA ( ) model (McNees, 1992; Armstrong, 2001), the one-step-ahead forecast 
function is: 
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The two-step-ahead forecast function is:  
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This implies that forecasts will become trivially close to the mean of the series 
following some steps. The moving average model should not be confused with moving 
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average smoothing. The latter is widely adopted for estimating the trend-cycle of the 
past value whereas the former is a forecasting model. 
3.5.5 Non-seasonal ARIMA Model 
A non-seasonal univariate ARIMA model is generally expressed as ARIMA (p, d, q), 
with the following specifications: 
• : The number of autoregressive parameters. 
• : The number of non-seasonal differences to make the series 
stationary. 
• : The number of moving average parameters.  
If the series  follows an ARIMA ( , , ) model (Hyndman & 
Khandakar, 2008), then it can be expressed as: 
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where  is the back-shift operator. 
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is the number of non-seasonal differences with.  
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3.5.6 Seasonal ARIMA Model 
The common structure of a seasonal univariate ARIMA model is 
, with the form: 
  3.61 
 
where  is the period of seasonality within a year (Hyndman & Khandakar, 2008).  
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and  is the number of seasonal differences ( see (Hyndman & Khandakar, 2008).  
Applying an ARIMA model to an observed series involves two steps: identification and 
estimation. In the identification stage, the value of the autoregressive parameters (  
and ) and moving average orders (  and ) are specified, along with the difference 
orders (  and ). After the orders of different parameters have been obtained, the 
coefficient values are estimated at the estimation stage. 
When the ARIMA model was first introduced in the 1970s, it was assumed that the 
selection of an ARIMA model from the class of plausible models was ‘more art than 
science’ and should only be done by experienced professionals. However, the growth of 
economics, the development of business, and the advancement of computer technology 
have increased the use of time series models.  
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In some situations, tens of thousands of observed series need to be analysed at the same 
time, or frequent updating to the forecasting function is required to get an overall 
picture, and a detailed analysis of each series is not possible due to cost and time 
constraints.  
Prominent among methods that provide automatic algorithms are TSE-AX (Mélard & 
Pasteels, 2000), AUTOBOX (Automatic Forecasting Systems, Inc., 1999), Hannan-
Rissanen automatic algorithm (Hannan & Rissanen, 1982), Autoregressive Moving 
Average (ARARMA) (Parzen, 1982), FOREX and Forecast pro (Goodrich, 1984; 
Goodrich, 1986; Goodrich, 2000; Goodrich, 2001), SCA-Expert (Liu, 1989), TRAMO 
and SEATS (Gómez & Maravall, 1996; Gómez & Maravall, 2000), and R (Hyndman & 
Khandakar, 2008). 
However, even though an automated algorithm provides model selection, it is important 
to understand the behaviour of the models rather than solely rely on the automated 
process. 
3.5.7 Nonlinear Forecasting 
Principal Component Analysis and Artificial Neural Networks models are widely used 
nonlinear methods for forecasting, which combine two or more sets of model 
coefficients into one and determine which is used for forecasting based on the regime 
or state the system is likely to be in. With the advantages of freely choosing a model for 
each problem, the artificial neural networks can be applied to data-driven forecasting. 
In time series forecasting, the time indices and time lagged observations can be applied 
as input variables to obtain the forecast output. So far, the neural networks have been 
widely used for forecasting purposes with success, a summary of related work in this 
field can be found in the study of (Zhang et al., 1998).  
3.6 Air Travel Demand Modelling and Forecasting 
A number of studies have applied time series smoothing and univariate forecasting 
models to air passenger forecasting (Adrangi et al., 2001; Jonga et al., 2004; Hui et al., 
2004; Matsumoto, 2004; Matthiessen, 2004; Mason, 2005; Lee, 2009; Önder & Hasgül, 
2009; Hwang & Shiao, 2011; Sengupta et al., 2011). However, most reported studies 
concentrate on three specific areas: the USA, Europe and Asia Pacific. To date, no such 
studies have been undertaken using Oman airports data. 
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Autoregressive Integrated Moving Average (ARIMA) models are most widely used to 
forecast air passenger numbers. In fact, (Box & Jenkins, 1976) applied the ARIMA 
model to an airline passenger dataset when the ARIMA model was first introduced in 
the literature. Since then, ARIMA models and other univariate models are used to 
forecast airline passenger data as they can capture the complex seasonality, cyclical and 
trend structure in a single model. As pointed out by (Zhang, 2003), the popularity of 
ARIMA models lies in the fact that they are based on minimal assumptions. 
ARIMA models are used in many studies for forecasting air passenger data. In one 
study case in Indonesia, (Faisal, 2002) used time series analysis ARIMA for 
international air traffic flow. He found that the growth rate for the international 
passenger flow was on average 7%. However, the influence of seasonal factors for 
international cargo and international aircraft movement using the decomposition 
method was not clearly shown. 
(Mubarak, 2014), using Radial Basis Function Neural Networks, achieved an error rate 
below 1%. It indicates this method is appropriate for use with the Juanda airport. 
Meanwhile, (Lasmita, 2010) tried to predict the patterns of air traffic movements in 
Adisucipto, the principal airport serving the Yogyakarta area on the island of Java, 
Indonesia using the WEKA data-mining tool to simplify controlling apron movement.  
In a study by (Castellani et al., 2010), passenger flows to Italy were used as a proxy to 
measure tourism demand. In order to study the monthly time series arrival data of 
Italian islands Sardinia and Sicily during 2003-2008, a set of ARIMA model 
specifications were constructed. Results showed that it is affected significantly by both 
meteorological variables, such as weather and temperature, and lagged values of the 
exchange rates USD/EUR and YEN/EUR. These factors were controlled for, which 
improved the explanatory and forecasting power of estimated ARIMA models 
(Castellani et al., 2010). (Andreon & Postorino, 2006) forecasted yearly inbound and 
outbound air transport demand at Reggio Calabria airport (Southern Italy). The authors 
found that the three models they used – two univariate ARIMA models and a 
multivariate ARIMAX model with two explanatory variables – were capable of 
generating accurate forecasts. 
A study to forecast outbound air traffic flow from the United Kingdom to twenty 
destination was undertaken by (Coshall, 2006). In this study quarterly traffic flow was 
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modelled using naive models, Holt-Winters’ model and a variety of ARIMA models. 
The ARIMA model outperformed the other models when forecasting performance was 
compared using Root Mean Square Error (RMSE). 
Lim & McAleer (2001) forecasted monthly arrivals to Australia from three different 
destinations: Hong Kong, Singapore and Malaysia. They use the single exponential 
smoothing model, Brown’s double exponential smoothing model, the additive and 
multiplicative seasonal Holt-Winters models and the non-seasonal exponential 
smoothing model. The models were evaluated using RMSE. They found that the 
multiplicative Holt-Winters model offered the best performance for Hong Kong and 
Singapore, whereas the additive Holt-Winters model was the most accurate for 
Malaysia. 
A study undertaken by Kulendran & Witt (2003) forecasted international business 
passengers to Australia from four countries – New Zealand, Japan, United Kingdom 
and the United States – at one, four and six quarters ahead. The authors found ARIMA 
and Basic Structural Models (BSM) provided the most accurate models for short-term 
predictions (one quarter ahead) among the five other models they considered. The 
conclusion made by the authors indicates that the performance of the forecasting is 
influenced by the forecasting horizon and depends on sufficient seasonal unit roots 
detection. 
Cho (2003) compared the forecasting performance of three models: ARIMA, the 
multiplicative exponential smoothing model, and the artificial neural network model 
(ANN) on the tourist arrival data to Hong Kong from Taiwan, Korea, Japan, Singapore, 
and the United Kingdom. He noted that ARIMA and Holt-Winters usually give a good 
forecasting performance. However, ANN outperforms the other two models for all but 
the United Kingdom, for which Holt-Winters offers the best performance. 
Since the opening of the Hong Kong International Airport (HKIA) in 1998 the volumes 
of air passengers and cargo have grown steadily, except for the post 9/11 period and 
around the time of the SARS outbreak. A forecast of the airport passenger flows allows 
for short- and long-term planning for airport facilities and the flight network. Tsui et al. 
(2011) compared the performance of ARIMA and a multivariate ARIMAX model 
while forecast air passenger traffic at Hong Kong International Airport. They showed 
that the result of ARIMA forecasting is more accurate than ARIMAX in one over one 
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to three-month horizons during the period. Tsui et al. (2011) used the Box-Jenkins 
methodology to estimate a seasonal ARIMA and a seasonal ARIMAX to forecast the 
number of passengers using data from 1993-2011. 
In contrast to the study by Carson et.al (2011), passengers were categorised into 
different groups depending on destinations. Eleven groups, such as Africa, Europe, 
Japan, etc., were identified and separate forecasts were computed for each region. The 
sum of these formed the aggregated airport forecast of the passenger throughput. The 
final model was a SARIMAX (p, d, q)(P, D, Q) 12, which is an extension to ARIMA 
that supports the direct modeling of the seasonal component of the series where the 
explanatory variables were significant. Instead of using the actual fuel price, a dummy 
variable set to 1 was used if the fuel price in month t was more than 80 dollars per 
barrel, and 0 otherwise. The authors used three different scenarios when producing the 
forecasts to account for changes in the explanatory variables: 
1. The explanatory variables are assumed to take on values made by forecasts from 
external sources. 
2. GDP is assumed to decrease at a 5 % annual rate while the oil price remains as 
in 1. 
3. The oil price remains below 80 dollars per barrel. 
The key finding of their work was that a SARIMAX model, taking into account GDP, 
oil price and connecting flights, made the best forecast with an average monthly 
deviation of 3,6 %. 
Önder et al. (2009) used ARIMA models, traditional time series analysis, and the 
artificial neural network forecasting method for forecasting international arrivals to 
Turkey on monthly data between 1986 and 2007. They obtained forecasts for 2008-
2010 and found that the two successful forecasting methods based on residual analysis 
and classical time series test were artificial neural networks and Winter’s seasonal 
exponential smoothing technique. 
Önder & Kuzu (2014) applied some classical time series smoothing and decomposition 
techniques to air traffic volume data from Turkey’s airports between January 2007 and 
May 2013. They applied a simple moving average, simple exponential smoothing, 
linear moving average, linear exponential moving average with single parameter, 
Brown’s quadratic exponential smoothing method and Holt’s linear exponential 
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smoothing with two parameters to the passenger travel data and obtain yearly 
forecasted values for the year 2013-2023. They presented the analysis at aggregate 
levels on all airports in Turkey separated into two groups: domestic and international. 
They found that the Holt’s linear exponential smoothing method with two parameters 
was the best method to be used for passenger traffic variable. 
Cuhadar (2014) compared forecasting performance among various exponential 
smoothing and ARIMA models for monthly inbound tourism demand to Istanbul on 
data between January 2000 and December 2013. According to MAPE, a seasonal 
ARIMA model (2, 0, 0)(1, 1, 0)12 showed the best performance among all other 
methods compared, and monthly forecasts were generated for the period January 2014 
to December 2015. 
Principal Component Analysis (PCA) is one of the multivariate analysis techniques 
usually used for correlation analysis, data reduction, data multidimensional and 
efficiency assessment (Taylor, 2003). Its main purpose is to simplify and make it easier 
to analyse the data by reducing the number of dimensions and compressing the data 
without much loss of information. PCA is able to use the first data space to compress 
most information into a couple of features. It attempts to search a subspace in which the 
variance is maximised (Timmerman, 2003). The PCA subspace is distributed through 
the corresponding top eigenvalues of the sample covariance matrix. PCA may be put 
onto both supervised and unsupervised machine learning. It’s been used with good 
results in many applications and investigation areas. Different enhancements to PCA 
have been recommended to improve its efficiency or performance (Turk & Pentland, 
1991). Most PCA methods might not produce desirable benefits when they handle real-
world nonlinear data. As the nonlinear PCA and variants can effectively catch the 
nonlinear relation, they might provide much more effective power to cope with real-
world nonlinear data (Van der Maaten & Hinton, 2008). Different feature extraction as 
well as selection strategies are recommended when using PCA, as it is a highly 
effective method of feature extraction involving a mathematical process in which a 
selection of correlated variables is transformed into a smaller selection of principal 
components consisting of uncorrelated variables. Numerous scientific studies have been 
done with this information dimension reduction technique (Coates & Ng, 2012). It is 
known that the main function of PCA is to figure out the most indicative vectors, i.e., 
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the best eigenvalues corresponding to the given eigenvectors in a sample covariance 
matrix. 
In a study by Carson et al. (2011) the multivariate approach based on Principal 
Component Analysis was found to produce more accurate forecasts of air travel 
demand than the univariate approach. In the study, data for 179 individual airports were 
used to compute a model where the aggregated demand was forecasted by the sum of 
all individual forecasts, taking into account the oil price and the unemployment rates in 
the regions served by the different airports. This approach was suitable for U.S. data 
where the economic structure of the country is very heterogeneous, i.e. there are large 
differences in the economic structure within the country. 
The unemployment rate in New Jersey differs considerably from the unemployment 
rate in Washington, which is why it is reasonable to treat each region separately when 
computing forecasts. The main finding was that the multivariate approach outperforms 
the univariate approach in terms of forecast error measurements. 
The previous studies suggested that the performance of PCA forecasting models is 
influenced by the forecasting horizon, the passengers’ origins and destination countries, 
and the market segment. Besides, these models usually forecast in the short and 
medium term more accurately.  
Econometric demand modelling is one of the most widely explored and active method 
in the transportation sector (Wadud, 2011). It involves building a causal relationship 
between the demands of passengers in independent explanatory variable sets. In the 
past decades, the econometrics model has undergone significant advances to include 
sophisticated activity-based models that use random utility theories (Hill et al., 2001).  
Some factors that affect air travel demands include income or GDP, ticket price, fuel 
price, unemployment, travel time, frequency of flights, population size, exchange rates, 
and export and import factors (Wadud, 2011; Wadud, 2013; Profillidis, 2000). 
However, it was pointed out that the income or GDP is the most important factor in the 
econometric method for demand forecasting, since it reflects a country’s economy 
directly (Wadud, 2013). Therefore, GDP per capita is an indicator to understand the 
average standard of living in a country. Attention must be paid to the aspects of the 
equitable distribution of income in a high GDP per capita country. There is also an 
argument that the opportunity to develop the economy of a country with a growing 
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population is higher than people who did not develop at all (Önder et al., 2009). For 
example, the economic rationale depends on the determination of balances between the 
population with the available natural resources, economic planning, the amount of 
income per capita, the amount of labour available for construction and how much 
manpower is available to manage industry, agriculture and natural resources. 
The econometric factor is an important variable in air travel demand modelling. 
However, it has been ignored in many relevant studies. Spence (1975), cited by Ippolito 
(1981), considered that the econometric factor is the critical factor in product 
differentiation. 
In a study by De Vany (1975), the omission of the econometric factor has been caught, 
and the flight frequency is integrated as an indicator of reflecting the quality of service. 
Although the empirical results of the study when the flight variable frequency was 
considered were unsatisfactory, it has the merit of using the service variable quality as a 
determinant of air travel demand. 
These empirical studies show that the demand for air travel is proportional to the 
frequency of flights and inversely proportional to the load factor. However, the result of 
Ippolito (1981) is that only a small fraction of those studies that were carefully 
designed to eliminate the influence of empirical and theoretical problems. Therefore, 
this result is related to the assumptions in these studies.  
In order to forecast the air traffic demand of Saudi Arabia, a stepwise regression 
technique is used to find the best econometric model (Ba-Fail et al., 2000). In this study, 
authors split the income into several sectors: oil-GDP, government non-oil GDP, 
private non-oil GDP, and total non-oil GDP. It was found that the model includes the 
explanatory variables as total spending and that the population size is an appropriate 
model for forecasting the domestic air traffic demand in Saudi Arabia. Either aggregate 
income or any of its components are not significantly explanatory of international air 
travel demand in Saudi Arabia. 
Alperovich & Machnes (1994) used permanent instead of current income as a relevant 
variable in predicting the demand in international air travel. It was concluded that the 
main reason for misspecification in the previous studies was the exclusion of variables 
representing the consumer’s wealth. The authors found that the air traffic demand for 
out of Israel is income-elastic and price-inelastic, which supports the basic assumption 
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indicating that the key determinant for air travel demand is the wealth of consumers. 
The consumers’ wealth is divided into two categories, financial and non-financial, and 
the authors argued that the propensity to travel probably is different based on the source 
of income, and so an aggregate income variable that only combines incomes is not 
adequate. The major innovation of this study is that it found the wealth variables have 
significantly high positive signs. Hence, the air travel demand depends not only on the 
current income but also the wealth of consumer. 
Besides, the exchange rates have a significant effect on air travel demand, including 
airline decisions, consumer decisions, and financial accounts (IATA, 2017). Changes in 
foreign exchange affect the consumer demand, but the degree of effect varies based on 
routes. The degree of variance also relies on other factors, such as the balance of travel 
between degree of substitutability and specific routes. Moreover, exchange rates also 
affect the decisions of airlines in terms of supply. In order to keep the balance between 
the supply and demand, airlines have to undertake price adjustments. Otherwise, 
permanent changes in the exchange rates might have influence on the long-term 
investment and network planning decisions of the aviation industry. In other words, as 
assumed by (IATA, 2017), foreign exchange fluctuations also affect an airline’s 
financial system through its balance sheet valuations and daily profitability activities. 
3.7 Forecast Combination 
In the last four decades, time series forecasting has been studied extensively, and 
numerous empirical studies have been conducted to compare various methods in out-
of-sample accuracy. Among these studies, there are three biggest competitions, namely 
the M-competition in 1982, the M2-competition in 1993 and the M3-competition in 
2000.  The general results of these methods can be summarised as below (Makridakis 
& Hibon, 2000): 
1. All of them are complex, like ARIMA; less sophisticated approaches like 
exponential smoothing are not necessary. 
2. Forecasting performance requires accurate measurement. 
3. Forecasting performance relies on different time horizons. 
4. Forecast combination based on averages outperforms individual methods. There 
are arguments on whether or not empirical evaluations are properly applied to 
the model’s performance.  
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Although plenty of literature on forecast combinations is available, a straightforward 
method for the right approach has not yet been found. 
The relative performance of the models depends on the correlation between the 
estimated sample size and forecast errors, and the error variance of the individual 
forecasts (De Menezes et al., 2000). While multivariate approaches are more suitable 
for small sample sizes, regression and univariate methods are properly suited to bigger 
datasets. 
Comparing univariate time series forecast combination studies, the research works on 
multivariate methods are small. Studies about forecast combinations of neural networks 
reported a significant improvement on linear forecasting and individual forecasting 
combination models (Shi & Liu, 1993; Shi et al., 1999). However, in these studies, only 
a very short time series is applied to forecasting, and the neural network architecture 
details are not specified. The performance of neural networks is found to be mixed 
dependent on measurement errors and forecasting horizons in a more extensive study 
(Donaldson & Kamstra, 1996). Deutsch et al. (1994) reported a notable improvement 
on one specific time series in out-of-sample forecast error; extensive empirical studies 
gave discouraging results (Terui & van Dijk, 2002; Stock & Watson, 2004). 
In summary, generally, the forecast combinations are considered to be beneficial in 
most of the literature (Makridakis & Hibon, 2000; De Menezes et al., 2000). In time 
series forecast combination or combination with weight changes, the most suitable 
method is based on very small datasets, in other words, the adaptivity and nonlinearity 
are not beneficial for every time series based on extensive study reports with mixed 
results. 
3.8 Integrating Uncertainty into Airline Passenger 
Forecasting 
In the civil aviation sector, numerous studies have been undertaken to forecast airline 
passenger numbers either for a particular airline, or for an airport, or for a whole 
country. Simple to advanced quantitative, qualitative or decision analysis has been 
applied depending on the data structure and the complexity of problems (Taneja, 1987; 
Nam & Schaefer, 1995; Weatherford et al., 2003). The main purpose of these methods 
was to set up a procedure to forecast air traffic data. It is also important to consider the 
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uncertainties around these projected values during the aviation planning process about 
the intended use of these forecasting methods (or set of methods). 
Kincaid (2006) pointed out three common procedures related to the air traffic 
forecasting that explained uncertainty: 
• High and low forecasts. For example: in developing demand forecasts under this 
procedure, many of the forecasting assumptions are adjusted in one direction to 
create a positive forecast, and to produce a negative forecast in the other 
direction.  
• What-if analysis. In this procedure, the influence of a single event, such as a 
dramatic rise in fuel prices, is estimated and reported in relation to the model 
forecast. Uncertainties are normally expected to be event-specific and are 
described as either threats or opportunities.  
• Sensitivity analysis. In this procedure, forecasting assumptions are diverse, 
considered one at a time, and the variations in the expected results (e.g., a 
tourism demand forecast) are reported consequently.  
It is also pointed out that these approaches provide a superficial understanding of the 
risks and uncertainties involved and are rarely used in any meaningful way in the 
planning process. There are analytical procedures available that have the potential to 
incorporate the underlying risk and uncertainties involved while using a forecasting 
model. Though not used widely in aviation data, the understanding of associated risks 
while using any forecasting models can play an important part in decision making, 
especially when choosing a model from a set of competing models with similar 
forecasting performance. When some potential forecasting models with similar 
performance are available, more weight should be given to the one with the highest 
accuracy and least risk involved. 
The incorporation of associated risk and uncertainties into forecasting can be 
categorised in the following two ways:  
• Objective probability: data-driven processes that involve analysing historical 
data. 
• Subjective probability: judgment-driven processes including the judgement as 
well as experts’ and stakeholders’ points of view.  
 59 
Intelligent use of these types of procedures in conjunction with the forecasting model 
applied can be used to advance the comprehension about mitigating risk and control 
uncertainty within the airport context. These could be further augmented by applying 
computational methodologies such as Bootstrap validation, as stated by Efron (Efron, 
1979; Efron, 1983).  
To our knowledge, no such method was applied to quantify the risk associated with the 
projected value by a forecasting model in the aviation sector. The availability of small 
data is another issue in our study since existing literature used large historical data to 
forecast airline passenger. 
3.9 Forecasting Performance Evaluation 
A good forecasting model should capture some or all of the statistical properties of the 
underlying data generating process. However, it is not required to believe that the used 
forecasting model did generate the observations. According to the accuracy of the 
forecasts obtained with a system, the system itself could be considered reliable. One 
approach to determine the level of accuracy is to compare the current results with those 
forecasted by the model. It is also possible to adapt the model to only part of the data 
(training set) and applying the model to the other available data (test set) to test its 
accuracy. Moreover, the second subset could be considered an ex-post testing to 
determine both the method (process) accuracy and the functional form of the model. 
Forecasts can be obtained for a “sequence of forecast horizons” starting from a 
common origin, or in a “rolling” fashion where the historical data are updated at each 
iteration, but a consistent forecast window is maintained. Whatever way the forecasts 
are generated, it is very important to evaluate the accuracy of the forecasts generated 
before using the model in a real-life application. The forecast accuracy measure plays a 
more important role when a model needs to be selected from a class of potential 
forecasting models. For a given observed series, , the forecasts  ( ) can 
be obtained by applying a forecasting model. There are several forecast accuracy 
measures available in the literature, and can be separated into three main groups: 
1. Scale-dependent errors.  
2. Percentage errors.  
3. Scaled errors.  
hy hyˆ Hh ,1,= …
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3.9.1 Scale-Dependent Errors 
The forecast error is given by the difference between the observed and the forecast 
value, , which has the same scale as the data. Accuracy measurements 
based on  depend on the scale and, consequently, cannot be used to evaluate a series 
based on diverse scales, for example, forecasts from the original scale and log scale of 
the same series. 
The three more frequently adopted scaled dependent measures are: 
 
 
3.67 
 
 
 
3.68 
 
 
 
3.69 
 
When comparing different forecasting methods based on a single dataset, the MAE is 
popular because of its simplicity and easy to understand inference. In the literature, 
MAE stands for Mean Absolute Deviation (MAD), and MSE stands for Mean Squared 
Prediction Error (MSPE) (Armstrong, 1978; Hyndman & Koehler, 2006). 
3.9.2 Percentage Errors 
The percentage error is given by . The common percentage-error-based 
measurements are: 
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Being scale-dependent, the percentage-error-based measures are commonly utilised to 
compare the forecast performance of different datasets. However, the main drawbacks 
of these measures are that they can be infinite or undefined if any  equals zero or is 
near zero. Also, they influence the negative errors more than the positive ones 
(Armstrong, 1978; Hyndman & Koehler, 2006). 
3.9.3 The Use of Scaled Errors 
Hyndman & Koehler (2006) proposed how to scale the errors using the Mean Absolute 
Error from a simple forecast method instead of percentage errors when the forecast 
accuracy is compared across series on multiple scales. Moreover, naïve forecasts, 
which are considered an effective way of defining a scaled error for a non-seasonal 
time series, are given by: 
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For seasonal series with period , a scaled error uses a seasonal naïve forecast: 
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Since both denominator and numerator involve values of original data,  is 
independent of the scale of the data. The following measure can be derived as: 
 
 
3.75 
 
If a scaled error is less than one, it means a better forecast result is obtained compared 
to the average naïve forecast on the sample data. If it is greater than one, on the other 
hand, it indicates that the result is worse than the naïve forecasting result (Armstrong, 
1978; Hyndman & Koehler, 2006). 
3.10 Measuring the Accuracy of Forecasts Using Training and 
Test Sets 
Consequently, Rob Hyndman pointed out that it is necessary to evaluate forecast 
accuracy using genuine and real forecasts. Hyndman & Koehler (2006) stated in the 
accuracy of forecasts that the accuracy is determined by only considering how a model 
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performs on a new set of data and not using fitting tools. It is useless to look at how 
well a model fits the previous data.  
When selecting models, it is necessary to use some of the available data for fitting, and 
use the rest of the data for testing purposes, as was done in the above examples. Then 
the testing data can be used to measure how well the model is likely to forecast on new 
data. The size of the test set usually should be around 20% of the sample, while this 
also depends on the sample length and how far ahead the intention is to forecast. The 
size should be at least equal to the forecast timespan. The following points should be 
noted:   
• A model that fits the data well won’t necessarily fit the forecast well.  
• It is always possible to find the perfect model by using enough parameters.  
• Over-fitting a model on a set of data is as bad as failing to figure out the 
systematic pattern in the data.  
In literature the “training set” is also known as the “in-sample data” and the “test set” is 
also known as “hold-out set” or “out-of-sample data”. 
3.11 Feature Engineering and Machine Learning 
In a predictive model, the input vectors are easily conceivably transformed or 
augmented to promote predictive performance. This behaviour is generally referred to 
as feature modification, feature extraction, or feature engineering. In machine learning, 
feature engineering refers to the process of creating or selecting variables from a set of 
data to improve machine learning results (Domingos, 2012). Feature engineering is also 
known as feature extraction, feature construction, or feature generation. There are 
different explanations for the terms of feature engineering, extraction, construction, and 
generation. Some of them are quite close, however, the difference between these terms 
are: the building of features from raw data (Muhammad et al., 2015; Kanter & 
Veeramachaneni, 2015); the creation of new features from one or multiple features 
(Markovitch & Rosenstein, 2002); and the creation of a map of original to new features 
conversion (Motoda & Liu, 2002). 
Unless otherwise specified, the term “feature engineering” and its synonyms used in 
this Thesis refer to the process of creating new features from one or multiple features. 
These methods are important for linear regression in that they change model input into 
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favourable forms (Freeman & Tukey, 1950). These changes are applied in order to 
reduce residual errors in linear regression. Box & Cox (1964) showed a method of 
finding how to helpfully transform several power capabilities into a linear regression 
input. The algorithm used in their study is known as the Box Cox transformation. 
Power transformations use exponents of the variables of a machine learning model. 
There are other ways to conduct a transformation by mathematical functions; for 
example, using logarithms is a good option. Linear regression, which benefits from 
feature engineering transformations, is not the only machine learning model. The single 
features are independent of one another with these simple transformations.  
The Box Cox transformation depends on the stochastic sampling of the data and cannot 
guarantee an ideal set of transformations. Breiman & Friedman (1985) proposed an 
alternative conditional expectation (PCA) algorithm, which can ensure great 
transformations for linear regression. A set of maximum transformations for every one 
of the predictor features is used in a PCA algorithm for linear regression. Although, the 
initially designed transformations ensure linear regression, it also shares advantages 
with other models (Cheng & Titterington, 1994). 
In almost all machine learning model types, an extra grid search for optimising 
parameters is a typical means of feature transformation. By using grid search matching 
on specific features, it’s possible to clean the data and lower over-fitting. The knot 
numbers and its places within the grid search is the “hyperparameter”, which is 
assigned for this specific transformation technique. Extra grid search is able to make a 
good approximation of the form of various other features. Brosse et al. (1999) used 
extra grid search for changing data in a neural network used to forecast the division of 
fish populations. 
Machine vision is also a widely used program in feature engineering. An early type of 
computer vision feature engineering is the Scale Invariant Feature Transform (SIFT) 
(Lowe, 1999). In a machine learning model with the purpose of learning to identify 
figures, the model might not see the very same figures at different scales, which is 
problematic. SIFT pre-processes the data and provides them in a format in which the 
images are created in a scale of different identical features. These feature types can be 
generalised for different issues and used in machine vision, including object recognition 
stitching and panorama stitching (Brown & Lowe, 2003).  
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Another widely used machine learning algorithm is text classification. Scott & Matwin 
(1999) used feature engineering for text classification in order to improve the overall 
performance of understanding rules. It allows the structure and frequency of the text to 
be generalised to different features. A machine learning model represents textual data 
that creates a substantial number of dimensions. Feature engineering is used to decrease 
the dimensions in text classification. 
Feature engineering has been found to be important in the Kaggle and KDD Cup data 
science rivalries. One group used feature engineering and an ensemble of machine 
learning models to win the KDD Cup 2010 rivalry (Yu et al., 2011). Histograms of 
arranged slopes with different features were exhibited in this opposition. Cheng et al 
(2011) developed an era of mechanised feature algorithms for data sorted by domain-
specific knowledge. The finding had numerous applications. For example, Ildefons & 
Sugiyama (2013) won the Kaggle Algorithmic Trading Challenge with a feature 
engineering and model ensemble. The features engineered methods in these rivalries 
were made physically or with information about the particular rival issues. Such 
learning indicates domain-specific knowledge and human instinct that could not be re-
generated by a machine. Feature engineering is also used for natural language 
processing (NLP). One engineered feature for NLP is the frequency-inverse document 
frequency (TF-IDF). Basically, this engineered feature estimates how important a word 
is to a document in a collection or corpus (Rajaraman & Ullman, 2011). TF-IDF is the 
mainstream tool for content classification, text mining, and NLP. 
Machine learning algorithms can perform feature learning automatically. Frequently, 
these calculations are unsupervised. Coates et al. (2011) specified a neural network 
with an unsupervised single layer for feature engineering. PCA (Timmerman, 2003) 
along with t-distributed stochastic neighbour embedding (Van der Maaten & Hinton, 
2008) are proven to achieve success for automatic feature engineering for dimension 
reduction algorithms. 
Deep neural networks need a wide range of layers in order to learn complex 
collaborations in the data. Deep learning benefits from feature engineering despite its 
innovative learning ability. Bengio (2013) reported that feature engineering is 
beneficial for computer vision, speech recognition, signal processing and classification. 
Le (2013) developed high-level features using unsupervised procedures to engineer a 
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deep neural network for signal processing. Lloyd et al. (2014) used feature engineering 
to produce the Automatic Statistician project. This framework used an unexpected 
regression issue model and created readable reports. It can figure out the transformation 
forms that could improve particular features. Kanter & Veeramachaneni (2015) 
engineered a method known as “deep feature synthesis” that transforms relational 
database tables instantly into the feature vector that is used for the regular machine 
learning model. A neural network’s feature vector input cannot encode directly the 
many-to-many and one-to-many relations that are easy to encode in RDBMSs. The 
deep feature synthesis algorithm uses SQL-like transformations, such as MAX, MIN, 
and COUNT, for summarising and encoding the relations into a feature vector. The 
deep feature synthesis was found on their algorithm’s potential to outperform a couple 
of competitors in three data science competitions.  Automated feature engineering was 
also implemented for particular domains in some studies. Davis & Foo (2016) applied 
an automated feature detection to a HTTP traffic and tunnel modelling task. Cuayáhuitl 
(2016) invented SimpleDS, which is a text document processing approach that does not 
make use of manual feature engineering, instead using a full reinforcement learning 
system. Manual feature engineering is still popular due to its value in various contexts. 
Bahnsen et al. (2016) showed guidelines for and examples of feature engineering for 
fraud detection relating to credit cards. It is a good example of specific knowledge 
domain application. Zhang et al. (2016) studied feature engineering for phishing 
detection. Although these methods are used successfully in some specific domains, they 
do not relate to the issue statement suggested by this study, which is producing a 
generic automatic feature engineering system. 
Feature engineering might remove unnecessary or redundant features. This process 
requires assessing the relevance of the variable. It can be implemented by creating a 
model to test variable correlations to the dependent variable. Feature engineering 
involves creating new variables by combining multiple variables and modifying 
variables (Kern, 2014). In this Thesis, the first use of feature engineering is the 
selection of the relevant variables. The input data may contain too many variables, 
some of which do not improve the prediction performance; thus, the predictive model 
contains too many features and becomes overly complicated. Therefore, unnecessary 
variables must be removed in order to make the model more efficient. Variable removal 
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can be done manually, based on domain knowledge, or automatically (Domingos, 
2012). 
The main two goals of feature engineering are accuracy improvement and 
dimensionality reduction (Kern, 2014). When the goal is accuracy improvement, the 
resulting feature space will contain more features than the original feature space. When 
the goal is dimensionality reduction, while the resulting feature space will contain 
fewer features than the original. 
In this Thesis, the main goal is to improve the accuracy of the predictor in feature 
generation methods. Dimensionality reduction has less priority, since the feature 
generation results are input to a feature selection phase with the aim of reducing the 
dimensionality of the feature space. However, dimensionality reduction has to be taken 
into account to avoid generating an extreme number of new features. The importance of 
feature generation is illustrated in Table 2.1, considering a specific example. 
Table 3-1 Features are Date and Visitors; extracted feature is IsWeekendDay 
Date Visitors IsWeekendDay 
2019-04-13 18,325 Yes 
2019-03-11 6,426 No 
2019-01-26 18,845 Yes 
2019-04-08 6,434 No 
2019-02-18 6,924 No 
 
In Table 2.1, the original feature is “Date” and the dependent feature is “Visitors”. It 
shows a date and the corresponding number of visitors for a theme park. It can be seen 
that there is no obvious pattern between the predicting and the dependent feature. By 
using feature engineering, we can extract what kind of day the date is, shown in the 
“IsWeekendDay” column. This indicates whether the date is a weekend day or not. 
There is a clear pattern that implies the number of visitors is significantly higher on 
weekend days than on weekdays. Another situation where feature generation can 
improve performance is when there is feature interaction. Then two (or more) features 
are not correlated or relevant to the dependent feature on their own, however, together 
they have a (high) influence on the dependent feature. For example, in the case of the 
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quality and price of a product, they will not give much indication of whether a product 
is purchased often when these features are separated. However, they have a high 
correlation to the purchase of the product when combined. If the quality is high and the 
price is low, then the product will be purchased often. However, without knowing both 
price and quality value, it cannot guarantee that the product will be purchased often. If 
both the price and quality are low, then the product will not be purchased by many 
customers, and vice versa. 
In this Thesis, the feature selection was done by observing the output of the linear 
regression model to find how much correlation each variable has with the dependent 
variable. The other purpose of using feature engineering in the Thesis is modifying 
variables. Examples include combining multiple variables to create a new variable; 
calculating a variable differently so that it can be used better in classification; and 
categorising a variable so that it has a limited range of possible values. 
3.12 Discussion 
This chapter introduced and discussed the forecast combination approaches with a 
focus on their application to the airline industry. It should be kept in mind that 
forecasting tasks can vary by many dimensions, the length of the forecast horizon, the 
size of the test set, forecast error measures, the frequency of data, etc. It is unlikely that 
once selected, a forecasting method will be better than all other plausible methods all 
the time. Generally, the sensible likelihood coming from the forecast model should be 
frequently analysed depending on the current task and when a new data set is available. 
A short introduction to airline demand was presented, and the importance and need for 
effective forecasting procedures in the airline industry has been explained and justified. 
The study concentrates largely on the research topic proposed, that is, regarding 
forecasting monthly airline passenger numbers using Principal Component Analysis 
and its implementation to deep neural networks. This provides the opportunity for 
building the ability to manipulate expressions. The concept of Principal Component 
Analysis will enable the dissertation algorithm to recommend engineered features. 
While choosing a forecasting model for future use, it is very important to consider the 
confidence bands around the point forecasts value to evaluate the performance of the 
selected model on the unforeseen data.  
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All previously mentioned studies in this chapter used only the point forecasts while 
comparing the forecasting performance among methods. This Thesis will reduce this 
gap in the literature by considering the prediction interval as well as point forecasts 
while proposing forecasting models for Muscat International airport. 
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Chapter 3: Air Demand in Oman and 
Predictive Modelling 
 
4.1 Introduction 
Oman is a fairly large country (310,000 km2), with a long coastline reaching down to 
the Indian Ocean in the south, and is strategically placed at the mouth of the Gulf at the 
southeast corner of the Arabian Peninsula – see Figure 3.1 (Calvin, 2016). It has an 
extensive mountain range spanning the country, creating a variety of climate zones. 
Moreover, Oman has numerous highlands within its geographical niche, with Muscat, 
Dhofar, and Nizwa being the highest tourist attraction sites (Cullen & Kusky, 2010). 
However, Oman’s economic growth has not ultimately reflected the development of the 
infrastructure, and it is still considered a developing country, regardless of the nation’s 
steady economic growth. 
 
 
Figure 4-1 Location of Oman’s four airports. 
In Oman, the aviation industry is one transportation sector that has experienced slow 
development, which has primarily compromised the level of service quality of that 
industry in the country. However, as postulated by (Omanair, 2011), airline carriers in 
Oman have experienced numerous problems that can be traced to the planning and 
policy structure of Oman. For example, the significant growth of the country is 
 70 
affecting the location of its airports. As a result, this eventually affects the effective 
planning of airports in Oman, which has a negative effect on its airline industry 
development. Additionally, with the projected increase in demand for the aviation 
industry, there is a dire need to develop a well-structured aviation planning and policy 
framework (Omanair, 2017). There are currently three domestic airports and one 
international airport in Oman (Oman Airports, 2018), as shown in Table 3.1. 
                                     Table 4-1 Domestic and international airports in Oman. 
 
 
 
 
 
 
Muscat is the capital city and political and economic centre of Oman and, accordingly, 
Muscat International Airport is the most significant and busiest airport in the country. 
While Salalah and Sohar airports also cater for international flights, their share is 
relatively small. International flights through Salalah Airport stood at 574 in January 
2019 compared to 55 flights during the same period through Sohar Airport. Table 3.2 
shows the positive change in the annual passenger traffic for Muscat International 
Airport for the past four years. Figure 3.1 above presents the location of these three 
airports. Almost all domestic flights start or end at Muscat International Airport. 
                                                 Table 4-2 Positive change in passenger traffic. 
 
 
 
 
 
 
Domestic and international airports in 
Oman 
City Served IATA Airport name 
Duqm DQM Duqm Airport 
Muscat MCT Muscat 
International 
Airport 
Salalah SLL Salalah Airport 
Sohar OHS Sohar Airport 
Muscat Airport Annual Passenger 
Traffic 
Year Passengers % 
Change 
2018 15,392,580 9% 
2017 14,034,865 28% 
2016 10,314,449 18% 
2015 8,709,505 5% 
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The airports are located far from each other, and domestic flight times are over 50 
minutes from Muscat. Despite the distances, there are four viable airports in Oman due, 
in part, to the lack of significant road connections. Besides, the railways are not well 
developed, so the main cities and adjacent countries are not linked together (Oman 
Airports, 2018). Therefore, travelling by land is time-consuming and unpleasant. 
However, this situation is changing in recent years with the development of land 
transportation, including new roads and interconnected rail bridges (Oman Airports, 
2018). The number of air passengers from Oman has increased steadily during the last 
decade, which is why it is of interest for the airports, airline companies and authorities 
to obtain forecasts to plan future production and logistics. Forecasting airline passenger 
numbers have attracted numerous researchers in recent years due to its essential role in 
people’s daily life. The research works of this Thesis are focused on forecasting Oman 
air passenger volumes. The main objective of this study is to evaluate accurate monthly 
air passengers in Oman for international flights. In Oman, transportation has been 
considered an important economic sector of the country for a long time (UNWTO, 
2016). It has been proven that air transportation depends significantly on the economic 
activity of the country (Oxford Economics, 2011). There was a remarkable growth of 
air passengers in Oman between 2006 and 2017. The handling capacity of Oman 
airports was 12 million passengers in 2016, which more than doubled to 4.7 million by 
2006 (IATA, 2018). Predicting future air passenger volumes is essential, as it allows air 
transport authorities to construct and implement airport infrastructure facilities for 
future needs and offers airline companies the capacity to match the increasing 
passenger demand for air transportation. Furthermore, as an essential employer in 
Oman, the air transportation industry contributes to a prosperous Omani economy both 
directly and indirectly. For example, 15.9% of Omani employees were working on-site 
in the air transportation sector, compared with 6.2% in the road industry (NCSI, 2017). 
The purpose of forecasting depends on the time duration of the forecast. Generally, 
short-term forecasting spans a period of a few months to one year and requires daily 
operations; the medium-term forecasting considers a period of one to five years and 
involves route-planning decisions; and long-term prediction spans a period of 5 to 10 
years and decisions for airport and airline infrastructures have to be taken account. 
Also, air travel demands are the main factors for route development, fleet planning and 
annual operating planning of the airline companies. Analysing and forecasting air travel 
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demand helps reduce the airlines’ and airports’ risk by objectively evaluating the 
demand side of the air transport business. Accurate forecasting is essential for airport 
and airline managers to plan effectively and efficiently, as inaccurate prediction may 
lead to bad decisions and ineffectiveness in overall operations of management. 
Therefore, this study provides forecasts for air passenger numbers in Oman based on 
various models and techniques. Given that air transportation demand is highly linked to 
the economy (Adeniran & Stephens, 2018), which is typically characterised by business 
cycles, or alternations between periods of economic growth and downturns, the data 
series should exhibit cyclical patterns or seasonality. Any economy is highly 
susceptible to a variety of fundamental issues, such as political, economic, climate 
issues, etc., which are likely to modify the past trends and the volatility in the data. 
Both of these characteristics have been taken into account in the time series models 
presented in this study. 
4.2 Datasets Overview 
The research objectives were developed to address the shortcomings associated with 
demand forecasting methods. Firstly, to determine the factors that affect the number of 
airline passengers travelling by using econometric models of projection, with an 
emphasis on the use of panel data that comprise observations of multiple phenomena 
taken over various periods for the same subject. Secondly, the economic factors that 
affect airline passenger numbers have to be determined by an econometrics projection 
model with an emphasis on the use of time series data. There are several factors 
affecting air travel demand; each factor is composed of elements, which can stimulate 
or constrain air travel growth (Vasigh & Fleming, 2016). For the purpose of air travel 
demand analysis, these factors are more conveniently classified into two broad groups: 
those external to the airline industry, and those within the industry (Ba-Fail et al., 
2000). The comprehensive search of the literature on previous air travel demand 
forecasting studies reported in the leading journals and literature, and presented in 
Chapter 2, showed that there is a range of socio-economic factors that influence air 
travel demand. Real GDP, real GDP per capita and airfares were the most common 
explanatory variables included in these studies (Ba-Fail et al., 2000). GDP is the factor 
that is directly proportional to air passenger demand: if the GDP is increasing, people 
can travel abroad, and air demand will increase. Similarly, if the GDP increases 
because of good infrastructure, tourist arrival will also increase. Other important factors 
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that influence air travel demand reported in the literature include unemployment 
(McKnight, 2010), tourism demand (Koo et al., 2018), world jet fuel prices (Gesell, 
1993), and real interest rates (Cook, 2007; Wensveen, 2007). Similarly, short-term 
conditions such as inflation, interest rate and currency exchange rates can have a 
substantial effect on the growth potential of both individual airlines and the entire 
industry. The obtained insights could help airlines and managers of all airports in 
Oman. The explanatory variables available for this study are described in Table 3.3: 
Table 4-3 Exploratory data analysis. 
Data Cleaning and Exploratory Data Analysis 
Tourism statistics: General indicators of tourism statistics 
Number of guests: Number of guests in different regions 
Hotels: Hotel statistics 
Climatological summary: Climatological information of Muscat and Salalah airports 
Component IDL, which contain pax movements, including: 
Total freight; 
Mail Traffic; 
Aircraft; 
Passenger movement of Muscat and Salalah airports. 
Other variables, such as: 
Oman’s jet fuel price; 
Oman’s real interest rates; 
Oman’s unemployment size; 
Oman’s real GDP; 
Oman’s real GDP per capita; 
Oman’s population size; 
Incoming passengers of Oman; 
Outgoing passengers of Oman; 
Total passengers of Oman; 
Incoming aircraft movement of Oman; 
Outgoing aircraft movement of Oman; 
Total aircraft movement of Oman. 
Airline schedule 
Pax: Passengers departing from Oman to any international destination 
Distance: Distance between Oman and any international airport 
Avg. Base Fare: Average base fare from Oman to any international destination 
Public Holidays: Oman’s Public holidays 
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4.2.1 Cleaning Process Description 
The dataset contains 11 data files from multiple sources. To process data for the study, 
the following process was followed to ensure the data is internally consistent by having 
the same content and format of each data type: 
1. Data Layout Standardisation; 
2. Data Cleansing; and 
3. Data Collation – appending similar data from the same sources. 
Considering most of the data were present in the report layout instead of tabular form, a 
tabular format for each file was designed. To ensure that these files were easy to 
maintain and update, a standard table format was designed for all the files (wherever 
possible). i.e. information like month or year were kept in rows rather than creating a 
column for each month. Due to the traditional report level layout of the data files, data 
had to be cleansed and then transformed into the above-defined formats (Table 3.3). 
Data cleansing and transformation were undertaken automatically. Data from different 
files were then moved/appended to the required files one by one. The data were 
thoroughly checked to ensure that there was no loss or change in data. Given the data 
provided in Excel format as input, the desired output is a single table of data. There is a 
total of 11 tabs (or tables) of passengers’ data and economically relevant data. The raw 
data are not in a form suitable for data analysis. The desired format should have each 
variable (or predictor) as a column and each observation as a row. There was 
inconsistency in the data format that had to be normalised and there was (5%) missing 
data to be removed. R was used to clean, tidy, and join data to form a single view of all 
available information ready for exploratory data analysis. Data were checked for 
official statistics, explored for trends and anomalies, and documented with initial 
findings and analysis into a single R notebook file. Data pre-processing includes 
loading data from the Excel file, removing spaces from column names, and tidying 
data. The initial data cleaning and investigation revealed the following variables and 
data types. All processed data are listed in Table 3.4 below: 
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Table 4-4 All processed data. 
Data Period Daily/Monthly/Yearly 
Passengers departing from Oman to any international destination 1998 – 2016 Monthly 
General indicators of tourism statistics 2009 – 2015 Yearly 
Number of guests in different regions  2009 – 2014 Yearly 
Hotel statistics 2009 – 2015 Yearly 
Climatological information of Muscat airport  2005 – 2016 Daily 
Total freight / mail traffic / aircraft / passenger movement of 
Muscat airport  
2004 – 2016 Yearly 
Oman’s jet fuel price 1997 – 2016 Monthly 
Oman’s real interest rates 1986 – 2016 Yearly 
Oman’s unemployment size 1991 – 2016 Yearly 
Oman’s real GDP  1970 – 2016 Yearly 
Oman’s real GDP per capita 1970 – 2016 Yearly 
Oman’s population size 1961 – 2016 Yearly 
Incoming passengers of Oman 2014 – 2015 Monthly 
Outgoing passengers of Oman 2014 – 2015 Monthly 
Total passengers of Oman 2014 – 2015 Monthly 
Incoming aircraft movement of Oman  2014 – 2015 Monthly 
Outgoing aircraft movement of Oman 2014 – 2015 Monthly 
Total aircraft movement of Oman  2014 – 2015 Monthly 
Airline schedule 2013 – 2016 Daily 
Distance between Oman and any international airport 1998 – 2016 Monthly 
Average base fare from Oman to any international destination 1998 – 2016 Monthly 
Oman’s Public holidays 1998 – 2016 Yearly 
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4.2.2 Proposed Time Series Predictive Modelling 
Since there are various factors affecting air passenger volume prediction, in-depth study 
is needed of the internal and external environment of the aviation industry. The 
economic forecasting processes, such as the Benchmark model, the ARIMA model 
(i.e., autoregressive moving average model), the Random Forest model and the Casual 
model, are not only taking the economic phenomena into account in time series 
dependence, but also consider the interference of random fluctuations. These models, 
for short-term forecasting of economic operations, have a very high accuracy rate and 
have been widely used in different studies (Box & Jenkins, 1976; Cryer & Chan, 2008; 
Castellani et al., 2010; Tsui et al., 2014; Findley et al., 1998). The passenger volume 
can be regarded as a stochastic time series formed with the passage of time. By 
analysing whether the time series is stationary, and stochastic and seasonal factors, 
these models can be used in relation to civil aviation passenger transport. Therefore, 
this section will use the time series analysis of the ARIMA, Benchmark, Casual and 
Random Forest models using R software to fit the data to achieve airline passenger 
numbers forecast. A number of forecast algorithms have been described in Chapter 2. 
Many of the empirical studies mentioned have one thing in common: Forecasters have 
spent a lot of time and applied a lot of knowledge in designing more or less 
sophisticated methods tuned for specific time series. 
This section describes an empirical experiment comparing the performance of forecast 
combination methods that have not been heavily tuned and are likely to be employed by 
users who are not forecasting experts. In practical applications with a vast dataset, this 
method is not feasible often, because often a significant number of forecasts has to be 
calculated every second. This section aims to provide some empirical evidence on the 
effectiveness of seasonal and trend time series on modelling and forecasting airline 
passenger numbers. Therefore, the main question is: 
• Are time series methods able to directly model seasonal and trend variations and 
produce satisfactory forecasts? 
Different levels of prediction will be investigated, depending on whether there are 
enough training examples. Time will be spent on finding the best way to include 
historical statistics (months lag data) for each observation. Several statistical models 
will be explored in an attempt to fit the data. 
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A short review of previous research will be presented in Subsections 3.2.3, 3.2.4, and 
3.2.5. This is followed by a methodology part where the estimated models are 
described. Section 3.3 contains a description of the data, and then evaluated and 
compared considering forecast performance in the following sections. Analysis and 
discussion are presented in Section 3.4. 
4.2.3 Benchmark Model 
When modelling monthly time series with recurring patterns every year, Box & Jenkins 
(2015) established a two-coefficient time series model of factored form, which is 
nowadays known as the airline model (Findley et al., 1998). The model is often used to 
forecast passenger flow since it is both accurate and straightforward to estimate. The 
model has the form: 
 1− 𝐵 1− 𝐵! 𝑌! = 1− 𝜃𝐵 1− 𝛩𝐵! 𝑒! 4.1 
 
It is a 𝑆𝐴𝑅𝐼𝑀𝐴 0,1,1 𝑥 0,1,1 !, where B is the backshift operator, 𝑌! is the number of 
passengers in time t, θ is a moving average (1) term, and Θ is a seasonal moving 
average term. 𝑒! ∼𝑊𝑁 0,𝜎! . Thus, for monthly data (Findley et al., 1998), s=12. To 
forecast a 𝑆𝐴𝑅𝐼𝑀𝐴 0,1,1 𝑥 0,1,1 !"𝑘, the following representation is used: 
 1− 𝐵 1− 𝐵! 𝑌!!! = 1− 𝜃𝐵 1− 𝛩𝐵! 𝑒!!! 4.2 
 
The airline model serves as a suitable benchmark model that is to be improved. The 
Box-Jenkins method proceeds in four steps: identification, estimation, diagnostic 
testing and forecasting. The first step in the Box-Jenkins method is determining 
whether the time series is stationary and whether it is necessary to be modelled for any 
significant seasonality. The stationarity of the time series can be evaluated by running a 
sequence plot where it shows the constant location and scale. The stationarity can also 
be detected by an autocorrelation plot with prolonged decay. Box and Jenkins 
recommend the differencing approach to achieve stationarity. However, fitting a curve 
and subtracting the fitted values from the original data can also be used in the context 
of the Box-Jenkins model. Typically, for monthly data, one would include either a 
seasonal MA 12 term or a seasonal AR 12 term. In Box-Jenkins models, removing 
seasonality before fitting the model is not necessary. Instead, the seasonal terms in the 
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model specification can be included in the ARIMA estimation software. Once the 
model has been specified, its moving and autoregressive average parameters, as well as 
seasonal equivalents in the case of the SARIMA model, have to be estimated. The non-
linear least squares are one of the most used methods. The estimation is carried out in R 
with the ARIMA function of the forecast package. Model diagnostics for Box-Jenkins 
models are similar to model validation for non-linear least-squares fitting. That is, the 
error term 𝐴! is assumed to follow the assumptions for a stationary univariate process. 
The residuals are supposed to be white noise drawing from a fixed distribution with a 
constant mean and variance, or independent when their distributions are normal. If the 
Box-Jenkins model is appropriately used, the residuals should satisfy these 
assumptions. If these assumptions are not met, a more appropriate model should be 
used for fitting. In this case, one should go back to the model identification step and try 
to develop a better model. 
4.2.4 Causal Model 
To develop forecasts for airline passenger numbers for Muscat International Airport, 
this study attempted to create a causal model. To establish a causal model, the 
following steps must be followed: 
1. Data examination; 
2. Searching for main causes; 
3. Statistical analysing for short-range forecast development; and 
4. Creating long-range forecasts by scenarios. 
It is recommended that a detailed data examination should be done first, since the 
available data are often full of errors, inconsistencies, and other factors that introduce 
spurious fluctuations into past trends (Hyndman & Athanasopoulos, 2013). Searching 
leading causes of changes in passenger flows is the next appropriate step (Taylor, 
2003). It is critical to determine at this stage if there are any particular factors over 
other factors that should be entered into the model. At this point, the investigations 
determine which elements of the model are correlated significantly with passenger 
flows and whether the overall model fits the data (See Figure 3.2). 
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Figure 4-2 Correlations between Total Passenger and the other variables. 
 
If it fits, the model may not be very accurate but at least plausible. This justification of 
the model is sufficient for starting preparation for short-range forecasting. However, it 
is probably not reasonable to expect that this statistical model will produce reasonable 
forecasts for long-range forecasting, where the situation may change dramatically. Our 
approach, then, is to develop scenarios that describe how the significant causes of 
airline passenger numbers might change and use them to prepare order-of-magnitude 
forecasts of flows. It probably is not very elegant; however, it provides an honest 
projection of low and high levels of flow. 
The causal model, which aims to improve the forecasting performance of air 
passengers, is an expansion of the airline model with explanatory variables (Hyndman 
& Athanasopoulos, 2013). The model is defined as  𝑆𝐴𝑅𝐼𝑀𝐴𝑋 0,1,1 𝑥 0,1,1 !", and it 
is outlined as: 
 1− 𝐵 1− 𝐵! 𝑌! = 1− 𝜃𝐵 1− 𝛩𝐵! 𝑒! + 𝛽!!!!! 𝑋!,!!! 4.3  
where  is the number of exogenous variables included in the model and v is the lag. 
The explanatory variables can be lagged or not lagged, or, possibly a mixture of the two 
depending on the delay of the effect in the dependent variable given a change in the 
	B
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specific explanatory variable (Hyndman & Athanasopoulos, 2013). The SARIMAX 
forecasting model is obtained from: 
 1− 𝐵 1− 𝐵! 𝑌! = 1− 𝜃𝐵 1− 𝛩𝐵! 𝑒!!! + 𝛽!!!!! 𝑋̂!,!!!!! 4.4  
To make a forecast, the causal model uses unknown or available values of the 
explanatory variables based on the lag structure. According to the trends in air 
passenger numbers, the causal model must explain steady growth in both international 
and national flows in a time period. Since there is a rapid increase in domestic air flows 
while the global flows are gradually decreased after 1970, when searching for causes, 
plausible reasons must be identified both for the shift in trends around 1970 and for the 
subsequent divergence between national and international travel. The basic structure of 
the change in trends is self-explanatory. Oman discovered vast quantities of oil, and 
this domestic prosperity increased the ability of Omanis to travel. At the same time, the 
economy of the United States is depressed by the oil crisis and thus dampened the 
international airflows that represent the influx of American tourists. The preceding 
period of steady growth in air travel, on the other hand, is the expected pattern 
associated with constant demographic and economic expansion. Any of several 
variables would represent this effect. In general, many variables might represent the 
underlying causes been described in the following section. 
4.2.5 Explanatory Variables 
Several variables might affect the number of monthly passengers. Latent factors 
essential to incorporate in the model are determinants of indicators of economic 
development and variations in occurrences of holidays. Since there are no close 
substitutes to international air travel, cross-price elasticities are not considered. Possible 
explanatory variables, for which data are available during the investigated time period, 
are listed below. 
4.2.5.1 Price of Crude Oil 
It was found that the price of jet fuel is correlated with the price of crude oil (Carter et 
al., 2006; Morgan, 2001). It is not possible to compare one ticket to another since ticket 
prices depend on factors such as destination, number of stopovers, etc. However, the 
fuel price is an operating cost for all companies and thus comparable. The jet fuel 
expenditure accounted for 29% of the total operating expenses, which had increased by 
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15% by 2007 (IATA, 2014). The airline companies’ operating cost increases with the 
increase in oil price. The oil price might serve as a proxy for the ticket price and 
therefore reflected in the ticket price. Data on the variable comes from the World Bank 
and is the monthly average price of Brent crude oil, which originates from the North 
Sea and is the most commonly used benchmark for crude oil prices (EIA , 2014). 
However, the time-consuming refining process of crude oil into jet fuel introduces a 
delay on ticket price, so its reflectance on the lag structure of the variable is not 
apparent. Additionally, if the crude oil price rises, ticket prices are adjusted by airlines, 
and these changes immediately come into force. Airlines set the prices of the tickets far 
in advance, sometimes up to a year ahead, and forecasts of the oil price are taken into 
account. 
4.2.5.2 Foreign Exchange Rate 
The most significant share of the international flights departing from Oman is to 
Europe, accounting for 42% or 2,445 weekly seats (Oman Airports, 2018). Thus, from 
the passengers’ point of view, if the OMR/GBP/EURO exchange rate depreciates, the 
cost of holidays decreases. These data are obtained from the Central Bank of Oman and 
represent the monthly average. Since airline tickets are bought in advance, variations in 
the exchange rate should reasonably affect air travel demand with a delay. Castellani et 
al. (2010) found that the exchange rate of GBP/EUR must have a lag of three months to 
best explain variation in arrivals of tourists from the UK to Sicily. 
4.2.5.3 Unemployment Rate 
According to basic economic theory, consumption is likely to be postponed when a 
large portion of the population is lacking high income. Problems may arise since the 
unemployment rate does not frequently fluctuate much every month, whereas the 
passenger flow does. The data used as a variable, provided by the World Bank, is based 
on monthly average values. 
4.2.5.4 Holiday Dummy Variables 
The occurrence of Eid (A public holiday in Muslim countries) or Easter had a 
tremendous impact on passenger flow in specific months, which led to an 
underestimation of the passengers in that month and overestimation of the passengers in 
other months. Since other holidays occur in particular months, Eid is the only holiday 
that needs to be accounted for. To control for this, a holiday dummy variable is 
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constructed which takes on the value one if Eid occurs in April and zero if it occurs in 
another month, i.e. March. This is done since ARIMA(1,0,2)x(2,0,0) only remembers 
the values in the previous month and the value at the same month in the previous years. 
4.2.6 Random Forest Regression 
The random forest model is one of the most effective methods in machine learning for 
predictive analytics, making it an industrial workhorse for machine learning. The 
random forest model is an additive model that makes predictions by combining 
decisions from a sequence of base models (Cheng & Titterington, 1994). Typically, this 
class of model can be described as: 
 𝑔 𝑥 = 𝑓! 𝑥 + 𝑓! 𝑥 + 𝑓! 𝑥 +. .. 4.5 
 
where g is the final model and it is the sum of simple base models 𝑓!. Each base 
classifier here represents a simple decision tree. This technique uses the model 
ensemble method for obtaining better predictive performance using multiple models. In 
this model, all the base models are constructed independently using a different 
subsample of the data. The random forest model can capture non-linear interactions 
between the features and the target. 
4.2.7 Construction of Models: Data Source and Description 
This Thesis investigates air passenger numbers; to that end, this study analyses 33 
airlines from the International Air Transportation Association (IATA, 2017). Insights 
from the model and accuracies of its predictions are presented here. The data represent 
eight central regions and consist of 51,983 monthly observations. Monthly time series 
are more difficult to predict because they have more seasons to deal with than other 
types of seasonal data such as quarterly time series. The time series data regression 
model employed the use of GDP, population, the exchange rate, and a dummy variable 
obtained from the World Bank data (World Bank, 2016). The dependent variable is the 
number of passengers per month. The forecasts were made for the total passengers 
departing from Oman to any international destination. Arriving passengers will not be 
included since the aim is to estimate the number of international air travel passengers. 
Therefore, the monthly observations in the year 2016 were treated as unknown and 
used to compare the point predictions with the actual values in order to evaluate 
forecast accuracy. In 1998 the economic crisis shook the economy of Oman, and to 
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account for this a “dummy variable” is added to the model. A dummy variable (also 
known as an “indicator variable” (Gujarati & Porter, 2009)) is one that takes the value 0 
or 1 to indicate the absence or presence of some categorical effect that may be expected 
to shift the outcome. Dummy variables are used as devices to sort data into mutually 
exclusive categories (Gujarati & Porter, 2009), such as holiday/not holiday or, in 
econometric time series analysis, to indicate the occurrence of major strikes (Gujarati & 
Porter, 2009). A dummy variable can thus be thought of as a truth-value represented as 
a numerical value 0 or 1. When the dummy takes on a value of 0, that variable's 
coefficient will have no role in influencing the dependent variable; when takes on a 
value of 1 its coefficient acts to alter the intercept (see Section 3.3.4). In this section, 
the proposed working algorithm of the study is presented. Firstly, a benchmark model 
is built. It is a time series forecast, which only takes the previous values of the 
passenger data into account. This benchmark model was then expanded by exogenous 
explanatory variables, referred to as a “causal model”. The criteria for model selection 
used include standardised residuals, ACF of residuals, Q-Q plot, and Ljung-Box 
statistic. Finally, a random forest model was built in an attempt to obtain more accurate 
forecasts. 
3.3.1. Benchmark Model 
The purpose of this data exploration was to find exogenous variables that affect 
monthly airline passengers departing from Muscat to any international destination 
between January 1998 and December 2016. Time series models used for forecasting 
airline passenger numbers, which use only information on the variable to be forecast 
and makes no attempt to discover the factors, affect its behaviour. Therefore, this study 
will extrapolate any trend and seasonal patterns and ignore all other information such as 
competitor activity, marketing initiatives, and changes in economic conditions. In this 
data exploration, this study focused on finding latent factors that affect passenger flow. 
The Box-Jenkins method was applied to determine the fit (meaning that the properties 
of the process do not change over time) of the airline model to monthly Oman data. 
This approach is a crucial assumption in the Box-Jenkins method, and why it is often 
necessary to transform the data until this condition is fulfilled (Cryer & Chan, 2008). In 
Figure 3.3, only observations until December 2015 are included since the remaining 
ones are saved to evaluate the forecasts. R software was used to draw the timing 
diagram, as shown in Figure 3.3 below. It can be seen from Figure 3.3 that the 
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passenger flows include a positive trend and seasonal variation. There is a sharp decline 
in the number of passengers in 2000/2001 as a result of the terrorist attacks on the 
World Trade Center. The decline in 2008 and 2014/2015 is due to the financial crisis 
(Frankel and Saravelos, 2010; Feldkircher, 2014). The data were aggregated across all 
destination regions for a given month, and it can be seen that the number of passengers 
was increasing following a relatively stable trend year by year. The following general 
linear regression models were used in this study. 
 
Figure 4-3 Monthly departing passengers (in 1000s). 
 
As expected, there is a clear seasonal pattern (see Figure 3.3) where the summer 
months are the busiest. Since the pattern is identical regardless of year, this indicates 
that the behaviour of passengers does not change over time. There is a positive trend, 
and the variance increases with time. The series follows the expected pattern and, not 
surprisingly, it resembles an airline passenger process. The point forecasts can be quite 
off for long-term forecasting, as it seems not to follow the overall pattern. The "overall 
pattern" in the plot of monthly passengers (Figure 3.3) is the visible seasonal pattern in 
this data spanning from the beginning of 2000 to mid-2006 (about 90 data points or 
months). The seasonality observed is not a typical calendrical pattern but is very clearly 
associated with the business cycle or, more specifically, with market downturns in 2001 
and 2008. This study would not be able to model the business cycle, per se, since it has 
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a much longer time frame. However, it can be "controlled" with dummy variables or by 
factoring in a macroeconomic index such as quarterly GDP and holidays. 
 
Figure 4-4 Seasonal plot: Air passengers. 
 
Figures 3.4 shows that each year in January is the trough of passenger numbers, in the 
mid is the peak of passenger flows. If observed closely in Figure 3.4, you can see the 
long-term seasonal in this data. The change of seasons can make the time series of air 
passenger numbers change regularly, which is the seasonal periodicity seen in Figure 
3.3. There are many reasons for the seasonal changes, such as climate, holidays and so 
on. 
By eliminating seasonal effects in the sequence by seasonal adjustment, the trend of the 
time series can be seen clearly (Liu et al., 2008). In order to reflect the essential 
attribute of the real economy more accurately, more methods need to be used to 
eliminate and adjust the seasonal variation factors in the time series. The original data 
displayed in Figure 3.4 show a positive trend and increasing seasonal variation. 
According to the Loess method, stationarity is required for the data log transformation 
to smooth out the seasonal variation with no loss of information. This trend 
decomposition method is an STL decomposition method, which is a particular variant 
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of the time series decomposition method with increased robustness and generality 
(Cleveland & Cleveland, 1990). At this stage, more understanding is gained about the 
difference between seasonality, trend, and cycle. The STL decomposition explains it 
thoroughly since it is a commonly used method to smooth two-dimensional scatter 
points. It combines the flexibility of the nonlinear regression and simplicity of the 
traditional linear regression. R's stl() function is applied ("seasonal and trend 
decomposition using Loess") to the dataset: 
decomposed <- stl(time.series, s.window="periodic") 
plot(decomposed) 
 
This decomposes the data as the sum of a seasonal, a trend and a noise/remainder time 
series: 
 
Figure 4-5 The transformed data series. 
 
When estimating a response variable value, firstly a subset of data from the forecast of 
nearby variables must be obtained (Variables that may or may not have any effects on 
the prediction), then quadratic regression or linear regression is used on the subset 
regression. The weighted least squares method used in this study is close to the 
estimated value of the point of higher weight. The last step is to use a local regression 
model to estimate the response variable values. The whole fitting curve obtained by the 
point-by-point operation method has many advantages. For example, it can handle any 
seasonal data, and the quarter component can be changed over time. It can control the 
rate of change and has better robustness to outliers. However, the disadvantage of this 
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method is that it is only applicable to the additive model. The upward curve at the top 
of Figure 3.5 represents the development trend of passenger flows and the associated 
time sequence diagram information. As signified earlier, the plot in Figure 3.5 indicates 
a non-stationary process with a linear trend, but the log transformation made the 
seasonal variance constant over time. To make the series stationary, first and seasonal 
differences are applied. After the transformation, the mean is centred on zero. In order 
to effectively predict the future trend of air traffic, the air passenger numbers curve 
needed to be fit to make reasonable predictions. First, the seasonal changes in the time 
series will be removed, and then making the remaining part of the data. In order to 
forecast the monthly passenger flow, multiple models for forecasting the number of air 
passengers departing from Oman will be estimated and forecasted in the next sections. 
4.2.8 ARIMA Model 
A popular and widely used statistical method for time series forecasting is the ARIMA 
model. An ARIMA model is a class of statistical models for analysing and forecasting 
time series data. It explicitly caters to a suite of standard structures in time series data, 
and as such provides a simple yet powerful method for making skilful time series 
forecasts. It has an advantaged when handling time series datasets as it has a 
functionality of autoregression which most of the machine learning algorithms lack. 
ARIMA is usually limited to short seasonal data, e.g., 12 months (monthly) or 3 months 
(quarterly). Several ARIMA models have been proposed, and the data is split into 
training and test sets. Only observation data until December 2015 are included since the 
remaining ones are saved to evaluate the forecasts. This technique called cross-
validation. It is a method that involves keeping a particular sample of the dataset which 
is not trained in the model. The model can be tested on this sample later before 
finalising it. The steps involved in cross-validation are listed as below: 
1. Reserving a sample data set. 
2. Training the model by the remaining dataset. 
3. Using the reserved sample for validation test. It will help to gauge the 
effectiveness of the performance of the model. If the result is a positive result 
on the validation data, the current model can be used continuously. 
There are various methods available for performing cross-validation, and the data split 
into train and test sets. The train set contains the data until 2015 and the test set 
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contains the rest. The next step is building the ARIMA model. A linear combination of 
past values of the same variable has been applied in this forecasting study using an 
autoregression model. The term autoregression indicates that it is a regression of the 
variable against its previous values (Box & Jenkins, 2015). Therefore, an 
autoregressive model of order  can be written as: 
  4.6 
 
where is white noise, and it is typically distributed. It is a regression with lagged 
values of as predictors and is a coefficient for  lagged value. It can be referred 
to as AR (p) model. Moving average models are used if there are any random jumps in 
the time series data; these jumps are represented in the error that is calculated. A 
moving average model uses past forecast errors in a very regression-like model (Box & 
Jenkins, 1976; Box & Jenkins, 2015). 
  4.7 
 
where is white noise, and it is typically distributed. This is referred to as an MA (q) 
model, a moving average model of order q. 
4.2.9 Finding the Order of AR and MA Models 
After a timeseries has been made stationary by transformations, the next step in fitting 
an ARIMA model is to determine whether MA or AR terms are necessary for 
correcting any autocorrelation that remains in the differenced series. By using software 
tools, such as Statgraphics, one can try to combine different terms and select the best 
combination.  
Table 4-5 Consideration of model AR and/or MA model condition. 
Model ACF Ljung-Box 
AR(p) Spikes decays towards zero Spikes cut off at zero 
MA(q) Spikes cut off at zero Spikes decays towards zero 
ARMA(p, q) Spikes decays towards zero Spikes decays towards zero 
 
ρ
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Also, there is another systematic way to complete this: by checking the autocorrelation 
function (ACF) or the Ljung-Box plots of the differenced series, the required numbers 
of AR or MA terms can be identified temporarily. The value of p will be equal to the 
value of lag where the coefficient line is touching the upper boundary of the confidence 
interval in the Ljung-Box plot. The value of q will be equal to the value flag where the 
coefficient line is touching the upper boundary of the confidence interval in the ACF 
plot. The value of (d), which is the differencing value will be equal to the number of 
times the data is differenced to convert into stationary. In the plots, the dotted lines on 
either side of 0 represent the confidence interval. These can be used to find the values 
of p and q, i.e., the order of AR and MA. In order to model monthly international air 
travel passengers and other seasonal time series, a two-coefficient time series model of 
factored form, which is also known as the airline model, a seasonal 
ARIMA(1,0,2)x(2,0,0), has been developed (Box & Jenkins, 1976). The model 
SARIMA(pax.ts),1,0,2,2,0,0,12) is often used to forecast passenger flow since it is both 
accurate and straightforward to estimate. The airline model will serve as a suitable 
benchmark model that is to be improved. Firstly, the airline model fits the Oman data, 
as illustrated in Figure 3.6. 
 
Figure 4-6 Benchmark model. 
 
The fitting results of monthly airline passenger numbers obtained by the ARIMA model 
shown in Figure 3.6 have reached an ideal fitting effect. This method can be used in the 
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future for forecasting the change of passenger flows. High prediction accuracy of the 
model can be seen in Figure 3.6. The mean of the residuals is close to zero, and the 
residual series are not significantly correlated. Apart from the one outlier, the time plot 
of the residuals indicates that the variation of the residuals stays almost the same as the 
historical data and, therefore, the residual variance can be treated as a constant. The 
variance in the time series appears constant in the above Standardised Residuals plot, 
except in years 2000/2001, 2008 and 2014/2015 and the several months of the 
following years due to the differencing. The magnitude of these residuals is larger than 
4, which is unusual in a standard normal distribution. This often occurs due to omitted 
variable bias, i.e. shocks to the series as a result of certain factors not being controlled. 
The right tail of the histogram seems a little bit longer, which indicates that the 
residuals may not be normal even when we ignore the outlier. Therefore, this method 
forecasted a good result, but there might be some inaccuracies of prediction intervals. 
Figure 3.6 shows the ACF and Ljung-Box plots. The regression coefficient for the 
ARIMA (1,0,2)x(2,0,0) model is illustrated in Table 3.6 and it shows that the estimated 
intercept of the model was 2047.2502.  
Table 4-6 The regression coefficient for ARIMA (1,0,2)x(2,0,0). 
 
 
 
 
4.2.10 Causal Model 
The causal model is defined as an extension of the airline model, to account for omitted 
factors with a possible effect on passenger flow. Based on the available data, the aim to 
find exogenous variables that affect monthly air passengers departing from Oman 
(Muscat International Airport) to any international destination. The factors explored 
include Oman’s jet fuel price, Oman’s real interest rates, Oman’s unemployment size, 
Oman’s real GDP, Oman’s real GDP per capita, Oman’s population size, average base 
fare from Oman to any international destination, and Oman’s public holidays. The 
approach to finding the omitted factors is to compare the ARIMA model using one 
variable to the benchmark model using penalty function statistics, such as Akaike 
Coefficients  
Auto 
regression 
(ar1) 
Moving 
average 
(ma1) 
Moving 
average 
(ma2) 
Sarima 
(sar1) 
Sarima 
(sar2) 
Intercept Regression 
coefficients 
(xreg) 
0.8903   -0.4517   -0.1380   -0.0897   -0.1830   2047.2502   8.580 
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Information Criterion [AIC] (Akaike, 1974) or Bayesian Information Criterion [BIC] 
(Schwarz, 1978) as a reference. AIC/BIC is used for assisting time series analysts to 
reconcile the need to minimise errors with the conflicting desire for model parsimony. 
These statistics are in the format of minimising the sum of the residual sum of squares 
plus a “penalty” term, which incorporates the estimated parameter coefficient numbers 
into the factor in the model parsimony. If the AIC and BIC are similar, it is prudent to 
go for the model that uses fewer parameters. If there is an accurate ARMA time series 
model, BIC and AIC are the best candidates for it. The BIC is strongly consistent while 
AIC will usually result in an over-parameterised model, with too many MA and AR 
terms (Mills, 1993). Other researchers are also in favour of the BIC over the AIC 
(Gómez & Maravall, 1997). Thus, in practice, using the objective model selection 
criteria involves estimating a range of models and the one with the lowest information 
criterion is selected. This selection will bring many difficulties. First, using the penalty 
function criterion is computationally expensive. So, it is imperative to choose the 
maximum order to avoid high computational requirements. However, there is a lack of 
previous information, which can assist in selecting the maximum order of the ARIMA 
model. 
One good way for determining the maximum order of the model is to select one less 
maximum for the regular seasonal span terms (for example, three for four sets of data) 
and one for the seasonal term. Second, the different objective model selection criteria 
can suggest different models. That is, the ranking order based on the BIC will usually 
not be the same as under the AIC. Comparisons of the top seven ranking models under 
the BIC and AIC for the monthly passengers departing from Muscat to any 
international destination during the period January 1998 to December 2016 are 
illustrated in Figures 3.7 – 3.20.  
4.2.10.1 The Effect of Monthly Average Base Fare on Passenger Flow 
A time series graph of the Average Base Fare forecasted values is displayed in Figure 
3.7 and 3.8. 
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                 Figure 4-7 Monthly average base fare effect on passenger flow. 
 
 
Figure 4-8 Model1: Arima((pax.ts.)=fare.ts). 
 
As can be seen from Figures 3.7 and 3.8, Average Airfare has some effect on passenger 
flow. As price elasticity has a negative impact on airfare, an increased airline 
congestion cost will cause airfare impact to become more negative and decrease the air 
passenger demand. Airfare represents the commercial aeroplane fare for transportation. 
The impact of airfare on air passenger demand is determined by utilising the concept of 
price elasticity of demand. Price elasticity of demand is the percentage change in 
demand when the average airfare changes by 1% (Sabatelli, 2016). The time elasticity 
of demand can be defined as the percentage change of total travel demand, and it occurs 
at around 1% of travel time. In this study, the airfare impact is defined as a change in 
demand from a percentage change in average travel cost times to price elasticity. The 
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exchange rate has some effect on the airfare prices as well. It had the expected negative 
coefficient since it is measured in OMR/EUR/USD. The effect of an increase in the 
exchange rate goes two ways; when it becomes cheaper to travel to countries using 
euros or dollars as a currency, Omanis are more likely to travel to such countries. The 
overall vacation cost decreases, as hotel stays become cheaper. Meanwhile, it becomes 
more expensive for tourists to visit Oman. Since tourists are included in the data when 
they leave Oman, the negative coefficient indicates that the effect is dominant for 
Omanis travelling abroad.  
4.2.10.2 The Effect of Jet Fuel Price Effect on Passenger Flow 
The exchange rate has some effect also on jet fuel prices. Jet fuel price in Oman has 
some effect on passenger flow (see Figures 3.9 and 3.10). 
 
 
 
 
 
 
 
Figure 4-9 Jet fuel price effect on passenger flow. 
 
Figure 4-10 Model2: Arima((pax.ts.)=JetFuel.ts). 
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Since the operational costs of airlines increase with the increase of the oil price, the oil 
price can serve as a proxy for the ticket price. It was expected that the adverse effects of 
this relationship are reflected in the ticket prices; however, the positive coefficient we 
have obtained proved that it is not correct. It is reported that including oil price as an 
explanatory variable has led to the same problem, with the possible explanation that the 
oil price serves as an indicator for the overall state of the global market (Yu et al., 
2009). When economies grow, demand for oil increases, which puts upward pressure 
on the price. In the estimate, the model in this study, the increases in oil price happened 
in global periods of economic prosperity. In this period, the passenger numbers also 
increased simultaneously with the oil price. Historical oil price data showed a peak in 
August 2008 and a decline in the following time window. Until this time, both monthly 
passenger numbers and oil price increased steadily. Both passenger numbers and oil 
price decreased dramatically after the financial crisis, and showed an even stronger 
positive correlation, although the decline in passengers was a result of other factors. 
The effect of oil price could be different if a pre- and post-2008 model was to be 
constructed. In general, the causal forecast lies between the naïve forecast and the 
actual number of passengers, indicating a forecast improvement. The causal model is 
used for forecasting the passenger flows 12 months ahead because the oil price is non-
lagged; it requires predictions of the explanatory variables for each month. 
4.2.10.3 The Effect of Oman Population Size on Passenger Flow 
Air travel demand is affected by several factors, such as population, which relates 
directly to fundamental demographic and macroeconomic factors (Seraj et al., 2001). 
Population growth can generate more travel demand. In our model, population must be 
examined since it acts as a predicted variable because future populations are not 
guaranteed. Based on experience, the population models are notoriously unreliable. 
According to national figures and short period aggregates, the predictions of population 
models are reasonably accurate, but they are inaccurate in most countries when 
considering over twenty to thirty years’ estimation. It requires significant adjustments 
over short periods of less than ten years due to the migration, fertility rate and death 
rate of the population. The disaggregate level, which can be applied to city or 
metropolitan levels or even the national reliability level, has not been attained in this 
study. The disaggregate population of urban areas in developing countries must be 
divided into a non-economic population who are subsumed by urban areas only because 
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they have no position in the rural economic structure and an economic population who 
has wage-earning or engaged in trade. The effects on air transport demand by the non-
economic population are small, so the essential population factor is influenced by the 
economic growth factor. The higher the growth, the greater is the proportion of the 
population to enter into the economic sphere of activity. Figures 3.11 and 3.12 
illustrates Oman’s population size, which has little effect on passenger flow.  
 
Figure 4-11 Oman population size effect on passenger flow. 
 
Figure 4-12 Model3: Arima((pax.ts.)=pop_total.ts). 
 
4.2.10.4 The Effect of Oman’s Real GDP on Passenger Flow 
The air passenger numbers are influenced directly by the quality of people’s life and 
income. One of the critical impacts on air traffic demand is attributed to GDP because it 
increases profit by generating an increase in travel (Pupavac, 2009). The research result 
of EU data indicated that there is a lag in growth rate in air passenger transport demand 
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compared with the GDP growth rate (Grosche et al., 2007). For example, passenger 
traffic increased by only 9.33% between 2000 and 2007, while the European GDP has 
increased by 16.61% in this period. Oman’s real GDP is presented in Figures 3.13, and 
it shows some effect on passenger flow. Data from Figures 3.13 and 3.14 show a 
correlation between the actual GDP growth rates and realised growth rates of passenger 
numbers. This correlation is rather strong, as the number of passengers is growing at a 
higher rate when there is a growth in GDP; vice versa, when the rate of GDP growth is 
negative, the total number of air passengers shows greater negative rate. The regression 
model in this study was built on explanatory or independent variables like GDP. The 
disaggregated approach would probably increase the accuracy of the forecast and could 
be of interest to airline companies to forecast specific routes. It also can be used for 
computing aggregated forecasts of interest to Oman’s transport agency and other 
stakeholders. However, such an approach is often time consuming and reliant on 
extensive data and is beyond the ambitions of this Thesis. The GDP on a per capita 
basis is also an indicator of how well off the population is. Due to air travel still being 
considered a luxury in developing countries, per capita GDP is an indicator of people’s 
abilities to fly.  
 
Figure 4-13 Oman’s GDP effect on passenger flow. 
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Figure 4-14 Model4: Arima((pax.ts.)=gdp.ts). 
 
4.2.10.5 The Effect of Oman's Unemployment Size on Passenger Flow 
The unemployment rate is also a determinant factor of air travel demand (Clark et al., 
2009; Wensveen, 2011). It is a standard independent variable in regressions used to 
forecast air travel demand, even when income effects are also included (Carson et al., 
2011). Unemployment in the airline industry will affect the quality of the services 
because new people will not be hired due to financial instability in the industry. To 
provide better services to its customers, it is necessary for the company to have skilled 
employees. However, the unemployment position will cause poor service and low 
demand in the industry, and it will force the industry towards a recession period. 
Figures 3.15 and 3.16 indicates that Oman’s unemployment size has some effect on 
passenger flow. 
 
 
 
 
 
 
 
Figure 4-15 Oman's unemployment size effect on passenger flow. 
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Figure 4-16 Model5: Arima((pax.ts.)=unemployment.ts). 
4.2.10.6 The Effect of Oman's Real Interest on Passenger Flow 
There are also a variety of other factors that might affect air travel demand, i.e. holidays 
and real interest rates (Gesell, 1993). Interest rates affect the balance between 
expenditure and saving (Cook, 2007). High-interest rates restrict economic activity and 
cause a dampening effect on airline traffic (Wensveen, 2011). Exchange rates and 
interest rates affect the growth of air passenger demand firmly but in the short-term 
(Omanair, 2011). Exchange rates can be strong determinants of air transport demand 
but mainly on international routes. If the currency of a country is stronger than others, 
then its citizens can obtain more foreign currency with the same amount of money than 
before. It will provide relatively lower prices and increase the desire to go to a country, 
which has a lower price. For example, it was reported that positive exchange rate 
coefficients are more attractive for UK citizens (Dargay & Hanly, 2001). It means UK 
citizens could get more local currency with the same number of pounds and would have 
more desire to travel to such countries.  
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Figure 4-17 Oman’s real interest effect on passenger flow. 
 
Figure 4-18 Model6: Arima((pax.ts.)=interestrate.ts). 
4.2.10.7 The Effect of Oman's Monthly Public Holiday on Passenger Flow 
Oman’s monthly public holiday (Eid) in Figures 3.19 and 3.20 show some effect on 
passenger flow. The variable controlling for Eid also has the expected positive sign. If a 
year when Eid occurred in March, for example, is followed by a year when Eid 
occurred in April, this yields a positive effect on the number of passengers in April. 
When scrutinising the original data for monthly passengers, March is barely affected by 
the occurrence of Eid, while April is. A possible explanation might be that April is a 
warmer month than March, which is why holiday planners are more likely to adjust 
vacation plans and travel somewhere cooler, depending on which month Eid occurs in. 
A weeks’ leisure in April makes people more likely to travel abroad than a week’s 
leisure in March. During the period 1998 to 2015, only four Eids have occurred in 
March. The model captures the Eid effect but underestimates it. When making the 2016 
forecast, all observations included in the model, hence another rare Eid observation. 
This results in an Eid effect significant on the 1% level, compared to the forecast for 
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2015, where the effect was significant on the 10% level. Since future Eid dates are 
known, this is a simple way to improve forecasts. The zero coefficients mean there is 
no linear relationship between passenger flow and the number of holidays. 
 
 
Figure 4-19 Oman's monthly public holiday effect on passenger flow.  
 
Figure 4-20 Model7: Arima((pax.ts.)=holiday.ts). 
 
Point predictions of the causal model follow the actual values to quite a reasonable 
extent. The most significant deviations seem to occur during the summer months and in 
April. The model underestimates the number of passengers in the summer of 2014; 
hence, people appear to have travelled more during the summer of 2014 compared with 
previous summer months. The model continues to underestimate passenger numbers in 
April, even though Eid is accounted for. The model captures the effect of the 2014 Eid 
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holidays, which will occur on April 2015. The point prediction for this month is 
adjusted by the forecast of April 2015, in comparison to the 2014 forecast. The other 
point predictions lie within the trend of the series. An overall increase in passengers is 
predicted for August 2015 to November 2015, which might be due to increased 
weekend travelling, which is more popular during the fall because of more clement 
weather and public holiday periods. The point prediction for March is less than the 
2014 forecast, but there is no way of determining the accuracy. 
4.2.11 Random Forest Model 
Random forest algorithm is a supervised classification and regression algorithm. As can 
be seen from the name, this algorithm randomly creates a forest with several trees. In 
general, when there are more trees in the forest, the forest looks more robust. Similarly, 
in the random forest classifier, the higher the number of trees in the forest, the more 
accurate results are produced. Random forest is an ensemble of decision trees; it 
randomly selects a set of parameters and creates a decision tree for each set of chosen 
parameters. The variables of the random forest model include the average base fare, 
numbers of holidays, MA(3) of total passengers, MA(1) of total passengers, and first 
difference of total passengers. Since the monthly passengers in the year 2016 are 
treated as unknown, unlike the ARIMA model, the random forest model can only 
predict the monthly passengers one by one: predict the passengers in January 2016, 
then take the prediction in January as known value and predict the passengers in 
February, and so on. 
4.3 Performance Evaluation: Evaluation Metrics 
Accurate forecasts can only be determined by considering how well a model performs 
on new data that were not used when fitting the model. Looking at how well a model 
fits the historical data is not effective. It is common to use a portion of the available 
data for fitting when choosing a model and use the rest of the data for testing the model. 
Then the testing data can be used to measure how well the model is likely to forecast 
one new data. This study uses multiple metrics to measure forecast accuracy. Let 𝑦! 
denote the observation, and ?̂?!  denote a forecast of 𝑦! . The forecast error can be 
simplified as 𝑒! = 𝑦! − ?̂?!, which is on the same scale as the data. Accuracy measures 
that are based on 𝑒!  are, therefore, scale-dependent and cannot be used to make 
comparisons between series that are on different scales. 
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MAE and RMSE are the two most commonly used scale-dependent measures based on 
absolute errors or squared errors (Armstrong, 1978; Hyndman & Koehler, 2006): 
 Mean absolute error: MAE = 𝑚𝑒𝑎𝑛 𝑒! , 4.8 
 
 
Root mean squared error: RMSE = 𝑚𝑒𝑎𝑛 𝑒!!  4.9 
 
When comparing forecast methods by using a single data set, MAE is more favourable 
because it is easier for understanding and computing. The percentage error is given by 𝑝! = 100 𝑒! 𝑦!. It has the advantage of being scale-independent, so it is frequently used 
for comparing forecast performance between different data sets (Armstrong, 1978; 
Hyndman & Koehler, 2006).The most commonly used measures are: 
 Mean percentage error: MPE = 𝑚𝑒𝑎𝑛 𝑝! , 4.10 
 Mean absolute percentage error: MAPE = 𝑚𝑒𝑎𝑛 𝑝! . 4.11 
 
The disadvantage of measures based on percentage errors is infinite or undefined if 𝑦! = 0 for any i in the period of interest and having extreme values when any 𝑦! is 
close to zero. Another problem with percentage errors is that it assumes a meaningful 
zero more often. 
Theil’s U statistic is a relatively accurate measure that compares the forecasted results 
with a naive forecast. It also squares the deviations to give more weight to significant 
errors and to exaggerate errors, which will help to eliminate significant errors. For 
cross-sectional data (Theil, 1958), a scaled error can be defined as: 
 𝑞! = 𝑒!1𝑁 𝑦! − 𝑦!!!!                                         4.12  
In this case, it is compared with the mean forecast (Armstrong, 1978; Hyndman & 
Koehler, 2006). The mean absolute scaled error can be simplified to:         
   MASE = mean( 𝑞! ).    4.13 
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When forecasting data with distinct seasonal patterns and an overall increasing trend, 
the causal models predict reasonably well. The RMSE gives a root of the squared 
average deviation of 54,515 passengers per month, or 9.5% in mean absolute 
percentage terms, compared with the benchmark model of 59,069 or 10.2%. Both 
models’ point predictions are plotted with the actual series in Figure 3.21, where it can 
be seen that both forecasts underestimate the number of passengers in April, June and 
July while overestimating them in other months. In general, the causal forecast lies 
between the benchmark forecast and the actual number of passengers, indicating a 
forecast improvement. The following table lists the evaluation metrics of the models. 
Table 4-7 The evaluation metrics of the model. 
Model RMSE MAE MAPE MASE 
Monthly passengers time series (benchmark model) 59,069.36 49,876.47 10.22179 1.039352 
Monthly passengers + average base fare time series 54,515.8 46,412.12 9.479257 0.96716 
Monthly passengers + jet fuel price time series 91,178.87 75,934.25 14.5154 1.582358 
Monthly passengers + GDP time series 2,807,080 2,804,603 579.501 58.44379 
Monthly passengers + GDP per capita time series 60,459.4 52,647.66 11.20872 1.0971 
Monthly passengers + unemployment size time series 62,835.92 51,316.97 10.22283 1.06937 
Monthly passengers + interest rates time series 59,752.49 49,829.1 10.12643 1.038365 
Monthly passengers + holidays time series 58,877.53 49,867.34 10.21048 1.039162 
Random forest 34,176.74 25,447.81 4.892305 0.5302949 
 
As can be seen from the evaluation metrics table, it was found that the ARIMA model 
of monthly passengers with average base fare and random forest model performs better 
than the benchmark model. Figure 3.21 shows the actual monthly passengers in 2016 
and the predictions of three models: the benchmark model, the benchmark + average 
base fare model and the random forest model. 
 104 
 
Figure 4-21 The actual monthly passengers in 2016 and the predictions of the benchmark 
model, benchmark + average base fare model and random forest model. 
4.4 Discussion 
This chapter has discussed the available data used for analysis and hypothesis testing 
throughout this study. The data source and some specific information, such as the 
structure of data tables and the number of records, are mentioned clearly to explain the 
reason for the proposed hypothesis in Chapter 1. The proposed cleaning algorithm of 
the dataset was presented. This algorithm proposes to collect data and pre-process them 
using R. A model validation process is required to help build confidence in the model. 
The objective of this Thesis is to obtain a deeper understanding of the model.  
For this purpose, historical data during the time horizon of simulation of the base model 
(1998-2015) are needed. A model will be valid when the error rate is less than 5% (see 
Table 3.21) according to the previous research by (Barlas, 1994). The comparison 
between model and data of air passenger demand, Oman’s unemployment size, Oman’s 
real GDP, Oman’s real GDP per capita, Oman’s population size, and average base fare 
from Oman (Muscat) to any international destination are given respectively.  
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The forecast of departing passengers is improved by taking into account changes in oil 
price and the OMR/EUR/USD exchange rate while controlling for the occurrence of 
public holidays. The actual values of the explanatory variables were used to determine 
whether it is advantageous to use them as input. This should be considered when 
evaluating the forecast since it is impossible in out-of-sample forecasts. Based on the 
result of the ARIMA model, which is used for predicting the trend of passenger flows 
over the next 12 months, it was concluded that this model works better in our case. The 
following conclusions are made based on the result of the ARIMA model for passenger 
flow prediction: 
1. Based on Oman’s comprehensive national strength and people’s higher living 
standards, air passenger volume will keep a steady increase and the air 
passenger market will become more significant. 
2. There is an inevitable seasonal fluctuation in airline passenger numbers, the 
main reasons for which include public holidays, oil price, and other factors 
mentioned in this chapter. The summertime, i.e. August, is the peak in air 
passenger numbers. 
Only by accurately predicting the trend of air passenger traffics can airlines reasonably 
adjust the workforce and material resources in the passenger transport market. These 
adjustments will improve the operational capacity and service quality of airlines. 
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Chapter 4: Optimising the Deep 
Learning Model for Neural Network 
Topology to Improve Classification 
Accuracy 
 
5.1 Introduction 
Machine learning is the science of instructing a computer to perform operations without 
telling it exactly how to perform the tasks involved in such an operation (Burkov, 
2019). As such, a model is fed with large quantities of data as well as the anticipated 
responses. From the data input, the model comes up with a mathematical sequence of 
how to label the input and bind it with the anticipated response. This is done in such a 
way that it is possible for the model to generate the correct response prediction as well 
as input that has not yet been seen (Burkov, 2019). This form of machine learning that 
utilises labels is known as supervised learning. In the current world, machine learning 
is used to analyse enormous volumes of data, the complexity of which increases along 
with any increase in activities and specialisations. 
In the last decade, the advent of deep learning technology facilitated the creation of 
more effective learning models, which have been applied in various contexts such as 
health and education. When optimising such models, they are calibrated with large 
datasets which consequently enable future predictions (Bengio, 2013). There are 
various optimisation techniques that are employed in deep learning to enhance 
performance. One commonly used technique is principle components analysis (PCA), 
which is mostly applied to enhance the calibration of deep neural networks. The main 
challenge remains of how to teach deep learning neural networks with large sets of data 
(Hornik, 1990). While trying to solve this problem, researchers have come up with deep 
learning methods capable of teaching deep network variants such as the conviction 
network presented by Fukushima (Hochreiter, 1991). This development played a 
critical role in re-establishing the enthusiasm of other researchers toward conducting 
more research on deep neural networks. It is, however, a common phenomenon for 
researchers investigating neural networks with numerous layers to encounter the 
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problem of some transfer functions approaching zero. It was Hochreiter who came up 
with a solution to this issue of disappearing gradient when conducting his PhD (Bishop, 
1991) 
Before deep learning came into use, the majority of neural networks employed simple 
quadratic error performance measures on the output layer (De Boer et al., 2005). The 
invention of the cross-entropy error feature facilitated the achievement of better 
outcomes than the quadratic function previously in use (Michalski et al., 2014). This is 
mainly because it tackled the vanishing gradient issue by allowing errors to change 
weight even when a neuron’s gradient saturates (their results are close to zero). 
Additionally, it offers a more irregular form of error representation as opposed to the 
quadratic error performed for classification neural networks. As such, the analysis used 
in this study will utilise the cross-entropy error measure for classification as well as the 
more commonly used root mean square error (RMSE) measure for regression.  
Random weights are the starting points for neural networks (Rzempoluck, 2012). 
Sampling of these random weights is often done within ranges such as (-1, 1). At times, 
range initialisation can create a set of weights that proves difficult for back-propagation 
training (for example, being caught in a local minima). To counter this challenge, 
Bastien et al. (2012) unveiled the rectified linear unit (ReLU) transfer function. 
Contrary to sigmoidal transfer functions, ReLU transfer functions achieve better 
training results for deep neural networks. This is because the hidden layers of neural 
networks make use of the unique ReLU transfer feature. As stated in past studies, it is 
essential to identify the type of transfer function that is to be used for each layer in a 
deep neural network (Glorot & Bengio, 2010; Bengio, 2013). Most deep neural 
networks make use of a linear transfer function for regression in combination with 
softmax transfer function for classification in their output layers. No transfer function is 
required for input layers.  
Overfitting has been identified as a common hindrance for neural networks. Overfitting 
is said to occur when a trained neural network starts mastering the outliers in a dataset 
(Bastien et al., 2012). Due to the availability of many variables, as opposed to the total 
number of training examples, the overfitting problem is countered through feature 
selection and regularisation. To begin with, extraction of data from the input data is 
conducted. This is a way of creating a new representation specifically for the current 
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task (Grus, 2015). For the task to be achieved, a classification system is then learned on 
top of the extracted features. Once training has been undertaken, it should be possible 
for the system to be employed on data that have not yet been seen during the training 
stage and then accurately predict the response, giving rise to the class labels (Kelleher 
et al., 2015). Until recently, the features extracted from the input were mostly 
handcrafted features. This means that the features are designed specifically for the input 
and task at hand. Generally, they are not only tied to the type of data, for instance 
prediction of airline passenger numbers, but to a specific subset, such as the prediction 
of Oman airline passenger numbers using Muscat airport data. In most instances, the 
majority of these features are not robust to change. 
Another way to extract features from data is to develop a feature extractor using 
machine learning. Rather than building a system to classify some numbers, a learning 
system is built to extract features from the input (Han et al., 2016). In such a case where 
numbers are being used, the network is able to learn higher-level features directly from 
the input figures. This approach is deemed superior to the use of handcrafted features, 
for various reasons. First, a model that has been trained on each dataset can be adapted 
to many types of input, whereas handcrafted features may require hand-tuning for each 
dataset (Han et al., 2016). Additionally, this method does not require expert knowledge 
of the numbers being analysed. 
This Thesis is focused on in-depth analysis of techniques used to extract features from 
data. As outlined in the next section, attention is given to the extraction of features from 
numbers, in this case, airline passenger figures. All machine-learning workflows 
depend on feature engineering and feature selection. These two actions are considered 
by various data science and machine learning communities to be equal. Although they 
share some overlaps, they differ by having diverse objectives (Girolami, 2011). 
Knowing the distinct goals for each can significantly improve workflows and processes 
in data science. The overfitting problem emanating from the small number of variables 
in comparison to the total number of training samples will be countered through feature 
selection and regularisation techniques. 
For regression purposes, evaluation criteria for effective models are defined. Data is 
partitioned into training, validation, and testing sets to ensure robust statistics (Dangeti, 
2017). In order to address the prediction problem, influential variables will be listed to 
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facilitate better understanding of the factors that underlie the predictions. All results 
and executable codes from experiments and detailed analysis will be included in the R 
notebook file as well as in Python. As such, the purpose of this chapter is to therefore 
determine the model accountable for exogenous variables and, by doing so, 
consequently improve a regular time series forecast of monthly airline passengers 
departing from Oman to any international destination. It is also in this chapter that a 
description of feature engineering will be outlined as well as its significance, problems 
solvable through it, engineering of such problems and how to go deep into the process 
as well. First, features and feature matrices will be explained and then an outline of the 
differences between feature engineering and feature selection will be provided. 
5.2 Brief Overview of Features 
Machine learning is the process of generalising from a set of training data to predict or 
infer an output. Normally, a collection of numeric examples is taken as input by a 
machine learning algorithm in a process commonly referred to as ‘training’ or ‘fitting’. 
Once the process is complete, the final result is a model that can be used by the 
algorithms to predict outputs in the future (Balasubramanian et al., 2014). A two-
dimensional feature matrix is created by stacking the numeric examples on top of each 
other. The rows in the matrix represent examples while columns represent features. 
Table 4.1 below illustrates. 
Table 5-1 Feature matrix diagram. Each row represents an example, and each column represents a feature 
describing that example. 
 
It is important to know the roles of all features in order to gain a clear understanding of 
machine learning. The main role of the features is to transform input data from its 
current form into a format that is suitable and readable by the algorithms. At times, if 
 Features 
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the input contains single numeric values for each value – for example, the pound 
amount in a credit card transaction – transformation may not be necessary. For deep 
learning in particular, features are usually simple since the algorithms generate their 
own internal transformations (Rahman, 2019). This approach requires large amounts of 
data that on the other side tends to be less interpretable. These trade-offs however are 
worthwhile when using image processing or natural language processing. In some 
cases, feature engineering is essential to convert data in formats suitable for machine 
learning. Both interpretability and performance are largely determined by the features 
chosen. 
It is worth noting that without feature engineering, the accurate machine learning 
systems that are currently deployed by major companies today would not be existent. 
Feature engineering is therefore the process of using domain knowledge to extract new 
variables from raw data that make machine learning algorithms work (Zheng & Casari, 
2018). In a typical machine learning implementation, quantity prediction is achieved 
using information obtained from the data sources of the company in question. Such 
sources could be various databases as well as log files. Generally, they contain many 
tables connected by certain columns. An ecommerce airline website’s database could, 
for example, have a table called ‘members’ containing a single row for every client that 
visited the site. It could also have a table called ‘interactions’ containing a row for each 
interaction (click or page visit) that the member made on the site. This table could also 
have information about when the interaction took place and the type of event that the 
interaction represented (For example, is it a “Ticket Purchase” event, a “Search” event, 
or an “Add to Cart” event?). The two tables are then interrelated by the ‘member ID’ 
column, as illustrated in Table 4.2 and Table 4.3 below. 
Table 5-2 Members table for airline clients. 
 
Member ID Email Sign up Date 
WY0 Sara@gmail.com 7/11/2018 
WY1 Chris@gmail.com 21/10/2018 
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Table 5-3 Interaction table with an e-commerce airline website. 
Interaction ID Member 
ID 
Date Type Amount 
X0 WY0 30/12/2018 
08:22:00 
Add to Cart N/A 
X1 WY0 30/12/2018 
08:22:40 
PurchaseTicket 400 
X2 WY0 31/12/2018 
10:12:00 
PurchaseWeight 100 
X3 WY1 01/01/2019 
09:02:00 
Add to Cart N/A 
X4 WY1 01/01/2019 
13:00:00 
PurchaseTicket 1200 
 
*Note the `member ID column’ which is uses to interrelate the tables 
To come up with an accurate prediction of when a member will next purchase an item, 
it would be necessary to have a single numeric feature matrix with a row for every 
member, which would then be used in the machine learning algorithm. The members’ 
table does not contain much essential information. However, a few features such as the 
number of days since a specific member signed up can be constructed, though the 
options are limited at this point. To improve the predictive power, therefore, the 
historical data in the ‘interactions’ table should be considered, an operation that is 
possible through feature engineering. Aggregate statistics for each member can be 
computed using all values in the Interactions table with reference to the Members’ ID. 
Below are possible aggregate features that can be derived from the members’ historical 
behaviour. 
• Average time between past purchases. 
• Average amount of past purchases. 
• Maximum amount of past purchases. 
• Time elapsed since last purchase. 
• Total number of past purchases. 
To compute all these features, it would be vital to first find all interactions related to a 
particular member. Filtering out interactions whose “Type” is not “Purchase” would be 
conducted and subsequently it would be possible to compute a function that returns a 
single value using the available data. Generally, this process is unique for each case and 
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dataset. These features are highly specific and wouldn’t make much sense for a dataset 
from a different industry, such as one describing network outages. However, in a 
network outage dataset, features using similar functions can still be built. To achieve 
this, it would require transformation of the Location column into one with a True/False 
value that indicates whether the data centre is in the Arctic Circle, for example (Zheng 
& Casari, 2018). Features can also be computed by utilising aggregation functions 
similar to the ones used for e-commerce, such as the following: 
• Average time between past outages. 
• Average number of affected servers in past outages. 
• Maximum number of affected servers in past outages. 
• Time elapsed since last outage. 
• Total number of past outages. 
To effectively use machine learning algorithms and consequently build predictive 
models, this type of feature engineering is essential. Deducing the right set of features 
to create leads to the biggest gains in performance (Kuhn & Johnson, 2019). This is 
usually the primary focal point of a scientist on most occasions. The right 
transformations depend on many factors such as; the type/structure of the data, the size 
of the data, and the objectives of the data scientist. In practice, these transformations 
run the gamut time series aggregations (average of past data points), image filters 
(blurring an image), and turning text into numbers (using advanced natural language 
processing that maps words to a vector space), as illustrated above.  
Feature tools were also developed in this study to relieve some of the implementation 
burden on data scientists and reduce the total time spent on this process by enabling 
feature engineering automation. Feature engineering transformations can be 
“unsupervised”, meaning that computing them does not require access to the outputs, or 
labels of the problem at hand. Additionally, the interpretability of such data is usually 
of a high level. In the examples mentioned above, the historical aggregations of 
member data or network outages are interpretable. On the other hand, the image filter is 
not, since each feature would represent a pixel of data. It should be noted that feature 
engineering methods are less common than feature selection methods. This is because 
feature selection has been in use for a long time, whereas feature engineering has only 
been designed whenever a need arose to solve the problems of a specific situation. 
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5.2.1 Feature Selection 
With any given dataset, it is possible to select many features. The crucial consideration 
point is which features are to be used for a specific model to achieve the desired results. 
There also exists an infinite number of possible transformations. Even when restrictions 
are maintained to the space of common transformations for a given type of dataset, 
there are still thousands of possible features left (Kuhn & Johnson, 2019). It would be 
more admirable when all these features are plugged in to determine the ones that 
worked. However, the algorithms in reality do not function well when overloaded with 
too many features. This is especially true when the number of features is greater than 
the number of data points. 
There exist numerous feature selection algorithms capable of converting a set with too 
many features into several subsets of the desirable size. These algorithms are also ideal 
for various data types, as with feature engineering algorithms. The choice of a specific 
feature selection algorithm should be driven by the goals of the data scientist. Feature 
engineering should however come prior to all of the aforementioned points. It is quite a 
challenge to select the most predictive features from a large space. As such, the more 
training examples one has, the better the performance, though the computation time 
will definitely increase (Dong & Liu, 2018). There are several overarching methods 
exist which fall into one of two categories: 
• Supervised selection.  
• Unsupervised selection. 
5.2.1.1 Supervised Selection 
This method entails the examination of features together with a trained model from 
which computation of performance is possible. This strategy tends to work well 
because of its interpretability as well as features being selected based on a model’s 
actual performance (Guyon et al., 2008). The drawback is that these strategies require a 
lot of time to run. Although it is a guarantee that this method will deliver the expected 
results, it is quite expensive and thus should be limited to small feature sets. This 
strategy attempts to combine features in every possible way, and consequently chooses 
only the best combination. If, for example, there are 1,000 features and only 10 are 
required, then 2.6 x 10^23 different combinations will be tried. This would be 
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extremely time consuming. However, there are more complex but less ideal algorithms 
that can perform the operation in less time.  
5.2.1.2 Unsupervised Selection 
This method entails a technique by which machine learning algorithms are fed with 
unlabelled data in an operation popularly known as a clustering algorithm. This 
operation entails the grouping of similar objects based on a given criterion, such as 
density or distance. The objects present in any grouping therefore tend to be more 
similar than the outliers. This technique proves helpful when selecting significant 
features from a training dataset. Each unsupervised algorithm has its strengths and 
drawbacks that determine its applicability. In this study, the principle component 
analysis (PCA) technique has been used to select essential features. This has been 
achieved through the identification of independent features and consequently the 
removal of the redundant features from the training dataset. It can therefore be stated 
that the primary objective of these algorithms is to study the intrinsic and hidden data 
structures to get a thorough understanding, facilitate segmentation of similar datasets 
into groups and, as a result, simplify them. 
5.2.1.3 Fundamental Tools of Data Science 
In a bid to improve the performance of their models, feature engineering and feature 
selection are often the first areas that data scientists seek to improve. Vivid 
understanding of these areas is of importance to any data science task. Through feature 
engineering, it is possible to come up with complex models that could only otherwise 
be developed from raw data (Kuhn & Johnson, 2019). It also allows you to build 
interpretable models from any amount of data. Feature selection enables limitation of 
these features to a manageable number. Consequently, the risks of overwhelming the 
algorithms are greatly reduced, as well as the computation time. 
5.2.2 Feature Extraction Process 
As previously mentioned, feature engineering is the process through which domain 
knowledge and data science skillsets are combined to come up with features that speed 
up a model’s training as well as providing more accurate predictions. Its main aim is 
the means of deriving a measurable model from data, which can be used to accurately 
anticipate future conduct. Recently, the measure of accessible data has expanded 
exponentially and "big data analysis" is required to be at the centre of most future 
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advancements (Breiman & Friedman, 1985). Due to rapid improvements in the field of 
data analysis, there still lacks an agreement on how new features should be extracted 
from a small dataset. 
This study therefore undertakes a variety of experiments on feature engineering by 
utilising existing sources of learned or engineered knowledge. This is not a very 
familiar approach in the study of airline passenger numbers, as numerous scientists 
don’t consider it productive. Such scientists tend to focus more on new learning 
algorithms or feature selection techniques with the main aim of enhancing performance. 
However, studies have proved that performance can also be improved by various 
feature engineering techniques (Freeman & Tukey, 1950). Building machine learning 
classification models, feature selection and extraction are vital phases due to the critical 
roles they play in enhancing the accuracy and the overall performance of the model. 
These phases are relatively expensive with no guarantee that features that have been 
extracted manually will fit appropriately in different data modalities. Through deep 
learning models, the phases of feature extraction, selection and classification are 
integrated into a single optimised process. However, computing them is quite expensive 
compared to traditional machine learning methods. Additionally, for good classification 
performance to be achieved, large training datasets are required. 
The process of feature engineering in a focused structure assumes the procedure below: 
1. Investigate the data. 
2. Clean/process the data.  
3. Construct a statistical model (repeat) in order to derive features  
4. Select the best features. 
In this chapter, several feature engineering methods for air passenger numbers are 
investigated in the context of a symbolic rule-based learning algorithm. Many new 
features are explored in an attempt to find extra information and features that were not 
present in the original dataset by creating and extracting new helpful features. For a 
machine learning model to be able to classify some objects, they should initially be 
represented as sets of characteristics (Nixon, 2013). In the training set, transformation 
of each object into a vector of feature values explaining a spot in a feature area is 
essential. The aforementioned efforts have been applied in this study to examine the 
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feature engineering methods for airline passenger numbers within the context of 
symbolic machine learning, as illustrated in Figure 4.1. 
 
Figure 5-1 Feature engineering techniques for aeroplanes dataset. 
 
The main idea is that modelling and the prediction will each be performed once to 
obtain a benchmark score. Subsequently, prediction will be done hundreds of times for 
every variable in the product while randomising that adjustable. If the variable being 
randomised affects the model’s benchmark score, then it is marked as an essential 
variable. Alternatively, if nothing changes, or should the variable beat the benchmark, 
then it is marked as useless. Running each variable’s predictions hundreds of times 
gives a clear image of the variables that are impacting the model and the extent of their 
implication. This method is advantageous due to its uncertainty towards any specific 
model. It therefore gives the possibility of achieving any kind of result after the 
modelling stage. 
5.2.3 Feature Generation and Extraction 
An effective approach to boosting the number of features is to physically incorporate 
several of them based on an educated guess about their importance. At times, some 
features are rather small, and it's not often intuitive which features hold predictive 
power (Domingos, 2012). In such a case, it is possible to use automatic methods to add 
valuable features. Past studies have proved that feature engineering, or creating new 
input features for machine learning models, is a key part of building an accurate 
predictive model (Domingos, 2012). Each problem is usually domain-specific and, as a 
result, better features are often the deciding factor of a model’s performance. At the 
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commencement of this study, the main dataset, which was the starter file, contained the 
following seven feature spaces relying on Muscat International Airport experts’ 
knowledge of the aviation domain and the associated passengers’ journeys with respect 
to the target variable: 
FeatureSpace={'Year','Month','DestinationAirport',Destin
ationAirportName,'DestinationCityName', 'Destination 
Region Name','Destination Country Name'} 
Based on these original feature space, this study aimed to train a simple model on this 
feature space in order to have some starting point from which we could observe the 
importance of variables and some performance measures. In this first approach, the 
main interest was to improve the “explained variance” measure. To commence with the 
random forest process, airline dataset for flights between Oman and other cities in 
different countries became the primary focal point. The final goal was to establish the 
main factors/variables affecting the overall figures of passengers travelling. The first 
data were read from Pax_data and the training dataset was created through the removal 
of the first column. To simplify the results, all fields were converted to numeric with 
the use of fix Sapply functions. As such, it will be easy for the random forest 
calculation to create random trees: 
pax_data=read.csv('E:/pax_data.csv',header=T,sep=',')tra
in=pax_data[,2:ncol(pax_data)]train[,1:ncol(train)]=sapp
ly(train[,1:ncol(train)],as.numeric) 
Since machine learning will be conducted using the feature engineering technique, 
which requires numerical data, it became necessary to transform our text data into 
numbers. Otherwise, a lot of critical information from the table would have been 
omitted. As explained in Section 4.2, text data, which is one of the most challenging 
forms of data, can be easily converted into numeric data with the help of feature 
engineering techniques. Such techniques have been derived from natural language 
processing as explained in the previous section. Upon successful transformation of text 
data into a continuous numerical scale, the simple randomForest library of R was used 
to create a random forest with Passenger.numbers.in.thousands..000 as the predictor 
value on the basis of the number of variables as the response. It is important to not only 
have an accurate, but also an interpretable, model. Other than wanting to know what 
this study model’s air passenger figures predictions are, it is also desirable to know why 
the predictions are high or low and the most significant features in determining the 
forecast as well. Identification of the variables can facilitate timely predictions and 
better still enable enhancement of the services rendered. There are various benefits 
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emanating from knowing feature importance indicated by machine learning (Kelleher et 
al., 2015):; 
1. Clearly understanding the model makes it possible to not only verify its 
correctness but also to come up with improvements for the model by 
highlighting the important models that can be focused on. 
2. It gives room for feature selection whereby insignificant x-variables can be 
eliminated and consequently produce similar or better results within a shorter 
training time. 
3. It makes it possible to forego accuracy for the sake of interpretability in a 
business case whenever the need arises. When an airline website, for example, 
rejects a client’s purchase request, the client can learn the reason behind it. 
For the above reasons, this Thesis will therefore explore different approaches of 
interpreting feature importance in a random forest model. The majority of these 
approaches are applicable to other models, such as linear regression and black boxes 
such as XGBoost, as explained in Chapter 5. 
5.2.4 Variable Importance from Machine Learning Algorithms 
As an important tool for interpretation, feature selection is regularly used by scientists 
to examine model parameters such as coefficients in a linear model. Through it, 
measures of feature importance are also provided by various random forest (RF) 
implementations. Although few machine learning practitioners are aware, the RF 
importance technique – to be precise, the permutation importance – is applicable to a 
wide variety of models. This technique is common, efficient and reliable as it observes 
how the accuracy of a model is impacted by random sampling of predictors and 
consequently measures the variable importance from the observations. Unlike linear 
regression coefficients, which are poor proxies for feature importance, the RF 
technique does not rely on internal model parameters and thus makes it broadly 
applicable. 
Use of permutation importance is recommended on all models, including linear ones. 
This is because all issues associated with the interpretation of model parameters can be 
successfully avoided. In Section 4.2.2 it is described how Breiman & Friedman (1985) 
identified accuracy as an issue of great concern. It is therefore worth noting that the 
more accurate the model in this study is, the more the importance measures and other 
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interpretations can be trusted. The difference between predicted and expected 
outcomes, also known as residual analysis, has to be measured to determine the 
goodness-of-fit in a linear model. It is however not possible to tell when a model is 
biased when conducting residual analysis. Breiman & Friedman (1985) quote William 
Cleveland, one of the fathers of residual analysis, as having said that “residual analysis 
is an unreliable goodness-of-fit measure beyond four or five variables.”  
5.2.4.1 Variable Importance on Original Features 
Figure 4.2 below employs varImpPlot(rf) to illustrate the observed next feature 
importance as well as explained variance for the random forest library obtained from 
the original data. An expounded fraction of the model translates to be the explained 
variance. This is the R^2 value in a simple linear model, which is equal to the squared 
correlation coefficient. When the learned parameters of a flexible model, for example, 
the structure of a decision tree, have considerable variations with the training data, such 
a model is said to have a high variance. The measure of how the target variance of the 
training set can be explained by out-of-bag predictions is known as the percentage 
explained variance. Unexplained variance would be to due true random behaviour or 
lack of fit. Running randomForest:::print.randomForest as the last element in rf.fit$rsq 
and subsequently multiplying it by 100 retrieves that percentage explained variance. 
Figure 4.2 is an illustration of the above.  
 
Figure 5-2 Model 1: Variable importance on original features (% Var Explained: 33.43). 
Seven features were used to train a regression to predict passenger numbers using seven 
features. For a better explanation of feature selection, a column of random numbers was 
added. All features of less importance in the random column were considered junk and 
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thus tossed out. The varImpPlot which described parameters with high responsiveness 
at the top and those with low responsiveness at the bottom was plotted after the 
training.  
From Figure 4.2, it can be stated that the “Year” and “Month” parameters are more 
responsive (strongest predictor) respective to other parameters that predict the values of 
the number of passengers with a 33.43% variance. It is worth noting that as the 
accuracy of the model increases, feature importance measures as well as other 
interpretations can be trusted more. As datasets get larger, it is more challenging to 
build reliable and efficient predictive models and at the same time understand what is 
happening with the data. For example, it is the desire of all data analysts to know the 
predictors that have a significant influence on the predicted results in a fitted model. At 
times, a variable that makes business sense may be available but there lacks assurance 
as to whether it can help in predicting the variable Y. It is worth noting that a feature 
that may be quite useful in one machine learning algorithm – for example, a decision 
tree – could end up under-represented or even unused in another algorithm, for 
example, in a regression model. However, it should be kept in mind that a variable with 
poor signs of offering help in the explanation of the response variable Y could be 
helpful if combined with other predictors. By this, it is meant that a variable might have 
a low correlation value of (~0.2) with Y, but in the presence of other variables, it can 
help to explain certain patterns/phenomena that other variables can’t explain when 
alone. In such scenarios, therefore, the decision as to whether such variables should be 
included or excluded is hard to make. Outlined later in this topic are strategies that can 
greatly aid in eliminating the challenge. From the strategies, a firm understanding will 
also be gained on the importance of a particular variable and how much it contributes to 
the model.  
Moving on with the first step of this research, two new features were created even 
though the original space feature did not look promising. In many cases, the given 
features are not directly useful or are much correlated. One example of features that are 
not directly useful is the one described in this section, where it was intended to predict 
the airline passenger numbers using specific features such as, month, holiday, GDP, jet 
fuel prices, total population, interest rate, average base fair and distance. In simple 
models, direct usefulness of the original features does not prevail. In other cases, the 
features may be too many and as also display high levels of correlation and thus fitting 
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robust statistical models becomes a challenge. In the case of this study, replacement of 
the features with a new and smaller set of features that contain similar information as 
the original ones was tried. Since the month is influential, it was decided to make a new 
feature based on the four seasons derived from the month column. From this action, it 
was observed that there is a possibility of extracting useful information from the month, 
which can subsequently help in determining whether month1, month2, etc. are summer, 
winter, etc. 
5.2.4.2 Variable Importance with Season on Original Features 
The techniques discussed above are also referred to as “binning” and provide insights 
during descriptive data analysis. Binning is a way of converting numerical continuous 
variables into discrete variables by categorising them on the basis of the range of values 
of the column in which they fall. For example, if the ‘seasons’ feature is added in the 
transaction level data while rolling the data up on the “seasons” column, it is possible to 
directly compare air traffic across the four seasons. A loop will be set up where data is 
extracted from the month and assigned to a season. Since cut was used to determine 
whether, in this regression task, there is any influence of the season corresponding with 
any particular month, the solution uses the base of R only. As such, the prediction of 
seasons and the plotting of importances was conducted using the other seven features 
on a random column with a newly built RF classifier. ‘Month’ was used to develop a 
new feature as follows: 
If months January, February, and March are grouped as season 1, months April, May, 
June grouped as season 2, and so on until four seasons have been attained from all 
months, then ‘month’ will be captured by the RF and it will be reasonable to bin it into 
four groups based on the four seasons developed. With this column newly added to the 
training dataset, a random forest procedure was run and a new graph printed. Figure 4.3 
demonstrates. 
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Figure 5-3 Model2: Variable importance with season on original features (% Var 
Explained: 37.13). 
 
From Figure 4.3, it is clear that a vital role is played by the newly added column in the 
prediction of airline passenger figures. The variables ‘year’, ‘month’, and ‘season’ are 
the most essential, with ‘year’ playing a key role as the principle variable. It is therefore 
clear that the number of passengers from Oman to various destinations is largely 
influenced by the seasons. Additionally, the random column is considered more 
predictive of the season than other features, as per the RF classifier. Learning in 
machine learning models is greatly influenced by the features present in the data frame 
columns. As such, it is evident that more accurate predictions and faster training will 
occur if the features are better. Figure 4.3, for example, shows that around Christmas, 
and generally during winter, airline passenger figures tend to be relatively high. 
Further on, the algorithm becomes more advanced and reliable when a feature is added 
specifying the exact number of days left before Christmas, rather than by depending on 
the date alone. As such, it is possible to employ domain knowledge and perception to 
engineer similar simple features that will largely increase the accuracy of the models. It 
is clear that passenger figures during the weekends are relatively higher than during the 
weekdays. This information can be conveyed to the machine learning model by 
creating a 1/0 flag in the dataset row that corresponds to the weekday/weekend 
respectively. Similarly, monthly statistics show that passenger figures are higher during 
public holidays. The addition of 1/0 flag can therefore play a significant role in relaying 
this information. However, seasonality associated with moving months cannot be 
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captured with ease. Even with monthly statistics, this is still challenging as festivities 
can occur in any month of the Islamic calendar. There is no provision for this in the 
usual seasonal models and even the general assumption of the complex seasonality is 
that festivity patterns occur at the same time each year. Vectors for all events can 
therefore be used to successfully counter this challenge. 
5.2.4.3 Variable Importance with Season and Holiday on Original Features 
In this study, therefore, a decision was made to derive a new feature based on Oman’s 
major holidays. Owing to the fact that there are multiple public holidays per month, a 
better magnitude of holidays in each month was obtained by establishing the sum of all 
holidays. Creating a vector of all major holidays and matching their respective dates in 
the model’s data frame was pinpointed as the most effective way of getting a general 
holiday indicator variable. A common magnitude of all holidays was achieved by 
marking a vector with 1 for months with holidays or with 0 for months with no 
holidays. As a result, a significant influence on the passenger figures in any particular 
month was witnessed. Figure 4.4 is an illustration of the above information. 
 
Figure 5-4 Model3: Variable importance with season and holiday on original features (% 
var explained: 49.61). 
 
By adding one more column, ‘holiday’, as illustrated in the figure above, it would be 
possible to find out whether the number of holidays in a particular month are influential 
to the seasons or not. According to Figure 4.6, it is clear that the seasonal prediction 
power is weakened by the addition of holidays. Only the first three variables can 
therefore be considered for prediction. The variance explained increased from 37.13% 
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to 49.61% creating these additional features that are also captured by decision tree 
feature importance.  
Numerical data consists of both decimals and integers, also known as real numbers. In 
any machine learning model, it is essential to have numerical data since only numbers 
can be understood and interpreted by machines. It is however common to have 
underlying assumptions on data in most ML models. As such, for machine learning 
algorithms to give optimal results, it is important to identify the assumptions and 
transform the related data into the most suitable format. In a linear regression, for 
example, there is the assumption that residuals are normally distributed and that a linear 
relationship exists between the variables. To eradicate the assumptions, it should be 
ensured that the Y variable is normally distributed. According to Kuhn and Johnson 
(2013), symmetrical or unimodal distributions of features facilitates a better 
functionality of machine learning algorithms. 
Machine learning cannot be successful when data is input in its raw form. The success 
of machine learning is more heavily dependent on the quality of features that have been 
extracted than on the ML algorithms. Manual intervention and domain knowledge are 
two essential features that significantly impact the engineering process of meaningful 
and descriptive features. The possibility of the feature engineering process to generate 
large number of figures is another complication. If a high ratio of features with respect 
to the total number of points presents itself, then the curse of the dimensionality 
challenge occurs. As this ratio rises, the likelihood of the ML algorithm uncovering 
spurious patterns which are less related to the reality also increases. This has a negative 
impact on the model, which is likely to exhibit low accuracy levels upon deployment. 
To avoid this problem, effective strategies will have to be implemented by only 
selecting the important features. Based on the above information, a strategic test was 
conducted as part of this study to determine whether the addition of new features such 
as jet fuel price, gross domestic product, distance, interest rate and population would 
help improve the current predictor’s accuracy. 
5.2.4.4 Variable Importance with Season, Holiday and GDP on Original Features 
GDP is an illustration of the market value of all finished goods and services produced 
in a nation within a specific year. It is a global standard measure used to determine the 
economic growth of a nation as well as comparing economies of various states 
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internationally. The basic assumption is that the performance of a nation/society is 
reflected adequately by an economy’s value of income, expenditure or production. A 
strong economy is signified by a high GDP. In such a nation, the rate of unemployment 
is relatively low and the demands of labour and production are on the rise. When the 
economy of a nation is growing, it is likely to attract more investors and consequently 
lead to the development of the state. It is a complicated task to calculate the gross 
domestic product. So as to come up with meaningful insights for use in this study, some 
features from the available data were constructed manually due to format inconsistency. 
A feature derived from Oman’s GDP for the period 1998-2016 was used to test the 
impact of GDP on the model’s prediction power. The training dataset was first kept in 
temp variable, that is, temp=train, after which GDP columns were added based on 
years. The RF code used to check the influence of this feature on the prediction 
capacity of this model is as follows: 
table(train$Year)gdp=c(6330.73,7059.21,8710.99,8559.57,8
670.26,9070.49,10115.04,12398.59,14575.16,16225.66,22963
.38,17518.83,17518.83,21164.34,21631.89,20204.93,19129.8
4,15550.68,16329.00)gdp_year=rep(1998:2016)gdp_df=data.f
rame(c(as.data.frame(gdp_year),as.data.frame(gdp))) 
 
 
Figure 5-5 Variable importance with season, holiday and GDP on original features (% Var 
Explained: 67.06). 
 
From Figure 4.5, it is clear that the annual GDP has more influence than other 
parameters. An increase in the explained variance from 49.61% to 67.06% is realised, 
leading to the creation of additional features that are also captured by decision tree 
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feature importance. The target data of the total passengers were not aggregated with 
other variables. If such an aggregation could have been conducted, the train data could 
have been contaminated, leading to interference with the outcome. 
5.2.4.5 Variable Importance with Season, Holiday, GDP, and Jet Fuel on 
Original Features 
Later, an RF classifier was built to employ the jet fuel price feature in predicting airline 
passenger figures. As previously done, a random column was used to plot the 
importance. Between July 2004 and July 2008, the cost of jet fuel hiked up to 244%. 
This consequently marked it as the operating item with the highest cost  (IATA, 2010). 
The air transport system is affected by changes in jet fuel on two main sides, which are: 
1. Networks and fleets, as well as scheduling and pricing, affect the supply side. 
2. The general economy affects the demand side. 
The price of crude oil plays a vital role in determining the effective cost of jet fuel. The 
general expectation is that when the effective cost of fuel increases, an imbalance 
between demand and supply occurs, leading to changes in the supply of airline items to 
such areas as network and fleet. That said, the significance of determining how an 
increase in fuel prices affects airline passenger figures in this study became evident. 
Data on jet fuel was therefore added to the model to determine their impact on airline 
passenger figure predictions. For jet fuel, data were copied and a csv file derived from 
it. It therefore became possible to determine whether a new feature, ‘Jet Fuel’, would 
have an impact on prediction.  
The new column was added into the PAX and train data, and again, the RF was run as 
follows:  
jet_fuel=read.csv('E:/jet_fuel.csv',header=T,sep=',') 
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Figure 5-6 Variable Importance with season, holiday, GDP, and jet fuel on original 
features (% Var Explained: 69.18). 
  
Figure 4.6 illustrates the prediction power of this study’s random forest model. If the 
top variable is dropped from the model, the prediction power will significantly reduce. 
On the other hand, introduction of one of the bottom variables might not have much 
impact on the model’s prediction power. The explained variance increased from 
67.06% to 69.18%. 
5.2.4.6 Variable Importance with Season, Holiday, GDP, Jet Fuel, Population, 
and Interest rate on Original Features 
Population size is another factor with the potential to influence air travel demand. With 
a higher population, the demand for mobility increases. As such, it is essential to 
consider the population of a country in the estimation and differentiation of air travel 
demand. Nevertheless, population was added as one more parameter, subsequently 
deriving a new column in the train database. The influence was again determined: 
pop_total=c(2225481,2239403,2272547,2323203,2385075,2448
194,2506891,255337,2593750,2652281,2762073,2943747,32100
03,3545192,3906912,4236057,4726413,4490541,5119745)year=
rep(1998:2016) 
 
According to Richard E. Quandt (2006), social, economic and demographic factors 
affect peoples’ rational decision-making capacity and in turn affect the demand for 
mobility. The author also explicitly states that different modes of travel and various 
destinations are commodities, all which have varying prices from which consumers 
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make choices with the main aim of maximising satisfaction. This statement has a broad 
perspective and is backed by various philosophical explanations such as the utility 
theory, economic theory as well as consumer theory, all which have been considered in 
the selection of variables used in this study’s model. A solid understanding of the 
model’s theoretical foundations is essential as it will enable the conducting of 
evaluations based on accidental or causal interrelations of the variables. 
Global interest rates are constantly on the rise and more so in the US. This has a 
detrimental impact as a high US dollar exchange rate results in losses for airlines whose 
revenues are in local currencies. In India and Indonesia, for example, exchange margins 
are sliced down significantly as the currencies operate at a 20-year low against the 
United States dollar. Consequently, all airlines that use the US dollar to pay for costs 
such as lease rentals and jet fuel, but on the other hand, they also book their revenues 
using their local currency, incur huge losses. Escalations in finance contracts as well as 
aircraft orders as a result of rising interest rates commonly negatively impact airlines.  
According to a banker, Winston Yin from Korea Development Bank, the cost of 
borrowing for airlines with a floating rate debt could be significantly impacted even by 
a 50-point base increase on interest rates. Yin further states, “Some airlines have been 
requesting interest rate hedges for new aircraft deliveries.” He also says that nowadays, 
based on requests for proposals (RFPs), airlines are beginning to prefer fixed rate 
funding. Craig Fraser, an official from Fitch Ratings backs Winston’s view by stating, 
“By some measures, this is the longest upturn we’ve had in the aviation sector, but we 
need to keep in mind that this is a sector with a high structural risk profile. Performance 
can turn very quickly, and there are a lot of signs of complacency if you look around … 
They are certainly insisting on the optional to fix funding rates in the future.” 
As such, an interest rate according to the ‘years’ column was added to the model and 
the RF was again employed to check its impact on prediction, as follows: 
 
interest_rate=c(27.05,-1.21,-6.58,14.46,3.67,-1.92,-
4.81,-12.57,-5.48,-0.90,-19.93,43.50,-7.61,-
9.34,0.68,6.9,3.35,26.24,25.24)year=rep(1998:2016) 
 
 129 
 
Figure 5-7 Variable importance with season, holiday, GDP, jet fuel, population, and 
interest rate on original features (% Var Explained: 68.55). 
 
From Figure 4.7 it is clear that the two new parameters (population and interest rate) 
are influential, with an explained variance of 68.55%. There are several interrelated 
methodological decisions that a researcher must make when performing a factor 
analysis. One key decision is that an appropriate variable for factor analysis must be 
determined. Peterson (2000) states that, on average, 56% of variance is usually 
accounted for. It is not until the last factor accounts for less than 5% of the variance or 
until the extracted factors account for at least 95% of the variance that the factoring 
procedure can be stopped in natural sciences. For social sciences, on the other hand, a 
solution accounting for 60% of the variance should be considered as satisfactory in 
cases where information is less precise (Hair et al., 2014). According to Nunnally and 
Bernstein (1994), ‘‘the goal [of a factor analysis] is to explain the most variance (or 
related property) with the smallest number of factors.” Tinsley and Tinsley (1987) 
stated that ‘‘less than 50% of the total variance is explained by a factor solution.’’ 
5.2.4.7 Variable Importance with Season, Holiday, GDP, Jet Fuel, Population, 
Interest rate, and Distance on Original Features 
It therefore became necessary to add a ‘distance’ parameter as another variable in the 
model to investigate its impact on the demand for air travel. The usage of a particular 
aircraft on any route is usually well explained by the total distance covered. With an 
increase in distance between two destinations, larger and longer-range aircraft are 
required. Although tickets often become more expensive with an increase in distance, 
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this is not always the case. A flight between Los Angeles and Portland, for example, 
was booked at the end of the month of January at $160 for a two-way trip. On the other 
hand, a person flying from the same departure place but to as far as Chicago, which is 
more than twice the distance, would not need to pay double. The extra airfare was 
recorded to be only an extra $28 for a two-way trip. It should be noted that there are 
various factors that affect the prices of air tickets and distance is just one of them. 
distances=read.csv('E:/distances.csv',header=T,sep=',') 
 
 
Figure 5-8 Variable importance with season, holiday, GDP, jet fuel, population, interest 
rate, and distance on original features (% Var Explained: 67.74). 
 
From Figure 4.8 it is clear that distance does not play a big role in the prediction of the 
total number of passengers, with an explained variance of 67.74%. 
5.2.4.8 Variable Importance with all Features 
The pricing variables for airfare feature tend to be far more than for the majority of 
other features. Within the aviation industry, the issue of how effective measurement of 
the fare average base, also known as price on demand, has been debated for a long 
time. Another issue of concern has been how significant commercial value can be 
gained by airlines proactively managing it. Price on demand explains the percentage 
increase in airline passenger figures when the prices drop by a certain percentage. It is 
important to determine how demand is impacted by price changes, as it guides airlines 
when making aircraft orders worth billions of dollars. Airfare pricing removes a 
significant risk from any airline’s business plan. From Oman’s air data, this study is 
able to measure the price of various routes which have received significant attention as 
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evidenced by the airport’s operations as well as the Transatlantic low cost. The average 
base fare was added into the model, as follows: 
fair=read.csv('E:/avg_base_fair.csv',header=T,sep=',')tr
ain["fare"]=fair$Avg.Base.Fare..OMR. 
 
 
Figure 5-9 Variable importance with all features (% Var Explained: 69.04). 
 
From Figure 4.9 it is clear that fare rates have a significant impact on airline passenger 
figures. The explained variance raised from 67.74% to 69.04%. Although price 
elasticity is a valuable measure, many airlines have not recognised it and incorporated it 
in their planning. When determining fare rates, it is essential to understand price 
elasticity measures so as to come up with the most effective rates. The urge to 
understand the factors behind airfare pricing is also driven by the constantly growing 
air carriers, with each seeking to expand their services.  
5.3 Optimising a Deep Learning Model to come up with a 
Robust Neural Network Topology 
Deep machine learning, also known as deep learning, is a kind of machine learning 
algorithm model that inputs data to higher-level abstraction by using a deep architecture 
with many hidden layers composed of linear and non-linear transformations (McGregor 
et al., 2004; Friedman & Popescu, 2008; Rizescu & Avram, 2014). In other terms, deep 
learning is the process through which a neural network, in which the input and output 
are separated by several layers of nodes, is used. The numerous layers of nodes are 
composed of multiple levels of non-linear operations such as neural nets with numerous 
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hidden layers. There are several areas in which deep learning entailing feature 
representation and predictive modelling has been successfully explored and applied. 
Such areas include computer vision, natural language processing, remote sensing and 
bioinformatics. Deep learning has been applied extensively due to the numerous 
benefits it provides. Such benefits include the ability to model the processes of complex 
systems, the ability to generate high level feature representation, high levels of 
prediction accuracy, and higher robustness in modelling (Chen & Wasserman, 2016). 
Prediction of airport usage is an important aspect of air passengers’ prediction research. 
According to Gosavii & Bandla (2002) and Riedel & Gabrys (2003), original 
forecasting models don’t consider the influential factors comprehensively, and less so 
when dealing with changeable state or complex airport usage states. This Thesis, 
however, recognises a variety of attributes such as classification vectors and designs 
new time series algorithms through the calculation of representatives in all kinds of 
clusters between observing time series and representatives. A new approach of feature 
selection is investigated and features that are important in prediction of the number of 
passengers traveling in different seasons are subsequently demonstrated. Higher 
probabilities of surviving among the more fit combination of features guides feature 
extraction in deep learning. In this study, therefore, as explained in Section 4.2.3, 
features were extracted by Feature-Space = {’Year’, ’Month’, ’Destination Airport’, 
‘Destination Airport Name’, ’Destination City Name’, ’Destination Region 
Name’, ’Destination Country Name’}. In Figure 4.4, the impacts of various parameters 
from a variety of techniques are illustrated. This is achieved through classification 
accuracy and subsequently comparing the results with those obtained through the 
addition of features step by step. Additionally, discussing the importance of correlation 
among different features gives a vivid understanding of the impacts of such correlations, 
as further explained by Riedel & Gabrys (2007). 
In this study, deep attention is given to features by experimenting on new features 
obtained from optimised neural network hidden layers. The capabilities of the existing 
machine learning models were used to visualise the importance of feature selection. 
After choosing the set of features, adding new features in different steps and visualising 
the correlation among all the features, the methodology of incorporation of deep neural 
network was chosen. All modelling best practices are maintained by using this 
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methodology. Strong arguments against machine learning techniques are constantly 
emanating from various scholars. The majority of the scholars argue that the entire 
variable selection process lacks a clear definition. As such, they have studied deep 
neural networks with the chief aim of achieving more accurate forecasting results 
(Friedman & Popescu, 2008; Essa & Ayad, 2012). By focusing on the above-mentioned 
methodology in this study, desirable results were achieved, as demonstrated in the 
following sections of this chapter. 
5.4 Illustration: Optimisation Techniques (Finding A Good 
Neural Network Topology) 
 
5.4.1 Techniques Description 
Among the various optimisation challenges encountered in deep learning, such as, it 
requires so much time, and consuming data input, neural network training is the most 
robust of all. A heuristic method based on computing saliency, also known as 
sensitivity, has therefore been proposed to counter this challenge. As such, H2O library, 
which runs under the R environment, was chosen for implementation in order to get 
better accuracy, and later on, find a good neural network topology, given the code 
explanations line by line. There exists a wide variety of neural network libraries such as 
Python and Tensor Flow. However, the main reason that led to the selection and 
implementation of H2O is its nature as an open source machine learning platform. 
Additionally, it enables companies to build models based on large datasets with no need 
of conducting any sampling and consequently achieve more accurate predictions. It is 
easy to implement at any level, fast, and with high accessibility. As such, companies 
can perform quicker data computations through its GUI-driven platform. As of now, the 
H2O platform operates with both the basic and advanced levels of algorithms, which 
include but are not limited to; bagging, deep learning, boosting, principle component 
analysis, k-means, time series, naïve Bayes, and generalised linear models. 
Additionally, H2O has facilitated operations for Hadoop, Python, R and Spark users by 
releasing APIs suitable for them all. As such, it becomes possible for researchers, like 
in this study, to build models at an individual level. 
Furthermore, H2O is free for use to any interested researcher and enables quicker 
computation. It also consists of a safe feature through which a tool, such as Python or 
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R, can be directly connected with a CPU. With this rare feature, it is possible to channel 
more processing power and memory into the tools and consequently increase the 
overall speed of computations. As a result, it becomes possible for computations to be 
conducted at 100% CPU capacity. Computations can also be performed by connecting 
the tool with clusters using various cloud platforms. Even when operating with a small 
cluster, H2O handles large datasets using in-memory compression in addition to having 
provisions that enable the implementation of parallel distributed network training. As 
stated by Landset & Khoshgoftaar (2015) and supported by McGregor et al. (2004), the 
model has a straightforward hyperparameter tuning that entails Java back-end 
development as well as an option to run on some number of clusters k where k 
represents the number of cores on the processor  
5.4.2 Solving a Problem (Dataset) 
Principally, cross-validation splits the dataset into two: the training and the test sets. 
The expected error for the whole model is then determined by averaging the prediction 
errors for each of the two sets. In this study, therefore, data were split into five 
partitions of equal sizes. In the first fitting, 20% of the data is taken as the test set and 
accounts for the first fold. The remaining 80% is taken as the training set and accounts 
for the other four folds. Test/training data is then fitted into the model K times, where K 
is the number of folds. An average of the prediction errors from all fittings is then 
calculated to determine the overall prediction error for the model. Although five and ten 
splits/folds are commonly used in various studies, it is up to the researcher to determine 
the number of folds to have in a study depending on the data size. In other cases, when 
both the number of folds and the number of cases in a dataset are equal, that is, K=N, 
the leave-one-out cross-validation can be conducted. The error and variance are 
however affected by the number of splits. It should therefore be noted that the fewer the 
splits, the higher the bias/error and the lower the variance, and vice versa. After cross-
validation was successfully conducted, a double check was run using a 25% dropout 
from the original train file. A dropout is a 5-fold cross-validation taken to its extreme, 
whereby, the test set is 9,840 observations while the training set is composed of all the 
remaining observations. It should be noted that in a dropout, 1=number of observations 
in the dataset. Furthermore, a more frequent and efficient running of cross-validation 
can be conducted with the use of various built-in functions in R. in this study, therefore, 
the customised codes were used and, as a result, a better understanding of the actions of 
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the algorithms and how they were undertaking the actions was achieved. Sacrificing 
some efficiency percentage would have enabled the creation of a ‘cross-validator’ but, 
on the other hand, a well customised process was achieved by personalising and 
tweaking most of the parameters. The ‘Train’ and ‘Test’ were the two main parts of the 
airline dataset selected at the beginning of the deep learning process. 51,983 
observations were recorded for the ‘Train’ dataset while 9,840 observations were 
recorded for the ‘Test’ dataset. To capture the observations and record all relevant data, 
the author of this study made a request to, and was granted permission by, the Public 
Authority for Civil Aviation. However, restrictions applicable to the availability of such 
data were enacted in this research and thus limits the publication of the data. All the 
data were sourced from Oman Management Air Company (OMAC).  
The dataset was in the form of large numeric variables that were used for predicting 
airline passenger figures for Muscat Airport. The data were not scaled and thus in raw 
form and contained binary columns representing quantitative independent variables 
such as unemployment rate, real GDP per-capita, GDP, and interest rates. The 
‘TARGET’ column indicated the variable to be predicted. Such predictions will play a 
vital role in enabling OMAC to take the necessary steps based on real-time forecasts to 
improve service provision and consequently generate more revenue. However, the main 
focus of this study is not the dataset but rather the analytical models used for prediction. 
H2O and R features are also at the epicentre of the discussion due to their importance in 
deep learning. As stated in Chapter 1, the main aim of this study is to successfully build 
and train a deep learning prediction model. As such, this chapter has put more emphasis 
on feed-forward neural networks that will help to achieve the study’s principle goal. 
The chapter will first explore the available data; then discuss its simplification; then 
describe the application of the model to obtain the prediction results. R language was 
used in the aforementioned steps, and in the H2O modelling process as well.  
5.4.3 Import and Set-up Model (The H2O Package Implementation) 
Deep learning in H2O is based on a multi-layer feed-forward artificial neural network 
that is trained with stochastic gradient descent using backpropagation. It is possible for 
the network to contain a large number of hidden layers consisting of neurons with tanh, 
rectifier and maxout activation functions. High predictive accuracy is enabled by 
advanced features such as adaptive learning rate, rate annealing, momentum training, 
dropout, L1 or L2 regularisation, check pointing and grid search. Each compute node 
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embarks on the multi-threading technique that works asynchronously to train a copy of 
the global model parameters, which in turn periodically contributes to the overall model 
by the use of model averaging across the network. A feed-forward artificial neural 
network (ANN) model, is the most common type of deep neural network and the only 
type that is supported natively by H2O. With the use of H2O, therefore, it is possible to 
build predictive models with programming environments such as R, Python, Scala and 
a web-based UI known as Flow. 
In this section, a description of how a good neural network topology can be obtained 
using the H2O package in R is outlined. Below are the requirements and 
implementation steps. 
1. The datasets need to be linked to the H2O cluster before the H2O engine is used 
to train the model. This can be achieved in many different ways, and for this 
study, a passenger numbers (PAX) data frame is linked and imported using the 
code [train=read.csv('finalTrain.csv',header=T , sep=','),] 
2. The finalTrain is then split into a validation set, a training set, and a test set 
data. This provides the initial insight into the performance of the tuned deep 
learning model. To achieve this, the predicted values on the unseen test will be 
plotted against the real ground values. This is as illustrated in Figure 4.11, 
which is the original distribution plot. As explained in Section 4.4.3, the model 
parameters will be optimised using the validation dataset in the course of the 
training process, while the test dataset will be used to test the performance of 
the model.  
3. The last step will entail predicting passenger numbers using classes with a grid 
dataset on the airlines’ dataset. 
With the aim being able to predict the PAX column, the original dataset copied in the 
train_copy variable for future use will be employed, as illustrated in the code below:  
train_copy=train 
target="Passenger.numbers.in.thousands..000." 
 
The data will then be imported into R normally and will assume the shape below. It is 
the variable to predict. Figure 4.10 is a drawn scatter plot showing data pattern in the 
passenger flight list. It portrays the possibility of having enough variance to come up 
with a good predictor. Multiple runs could be conducted to determine the variation in 
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the prediction performance and to investigate the impact of model regularisation by 
tuning the ‘Dropout’ parameter in the H2O deep learning (…) function. 
 
Figure 5-10 The original distribution of target. 
 
For the next step, it is essential to consider memory usage to ensure that memory 
utilisation is enough over the lengthy period of the model training process. Below is the 
code used to build a local cluster with 4GB memory allowance. 
h2o.init(nthreads=-1, max_mem_size="4G"). 
Deep learning in this study has been initiated by the creation of a single thread, shown 
above. To avoid excess or entire use of memory, only 4GB of the total RAM has been 
allocated to the experiment. However, memory usage can be adjusted depending on the 
prevailing situation. A memory problem affecting one node in a cluster occurred during 
the experiment and thus highlighted that allocating a suitable and efficient memory size 
is always an issue in experiments like this one. To manage memory usage and eradicate 
the problem, the following solution was devised. After running each code, the machine 
ran h2o.ls() to pinpoint all temporary H2O objects that had been created when running 
the codes. As such, h2o.ls() could be used to delete the temporary objects and thus free 
up some memory. It however emerged that h2o.ls() required more clear specifications 
of the objects to be deleted. The code below was therefore applied to solve the problem.  
h2o.removeAll() 
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The code was used to remove any old memory in case the cluster in question had been 
previously run. After running this, all temporary objects were cleared out, and checked 
with h2o.ls(). However, this didn’t solve the root of the problem. When the data process 
was run on H2O cluster, java.exe took up about 4GB in memory, which is about the 
size of the dataset being uploaded onto the H2O cluster. There was an assumption that 
this memory would be freed up with h2o.removeAll(); but that was not the case. 
Java.exe still took up about 4GB in memory after all temporary objects were removed. 
All un-used objects in R were removed, by making sure that the unused object was no 
longer available, from R’s perspective, without shutting down the session all together. 
There could be several factors which needed to be addressed to create a relation 
between removed objects in R, and instantly seeing memory going down during the 
Java process. 
5.4.4 Training a Deep Neural Network Model and Creating some Base Scenarios 
(Default Models) 
The syntax is quite similar to other machine learning algorithms within R. The main 
differences are the inputs for x as well as y that are essential in utilising the column 
numbers as identifiers. Nowadays, the classifier is fitted and run for several preliminary 
tests to get a grasp on how the model is actually doing when predicting creditability. 
This consequently brings out the need to run a variety of cross-validation methods. 
Cross-validation is a model evaluation approach that doesn't use traditional fitting 
measures (such as R2 of linear regression) during assessment of the model. Cross-
validation is centred on the predictive ability of the model. The process follows the 
steps below:  
1. Splitting the dataset into training and test sets. 
2. Training the model using the training set. 
3. Using the model on the test set. 
It should be noted that running the operation only once cannot give reliable estimation 
of the model’s overall performance. This is because the estimate has a non-neglectable 
variance. Consequently, a variant of the n-fold cross-validation, which gives better 
results in cases where the size of the dataset is limited, was used to better estimate the 
model’s performance. If the datasets would have been large enough, a sizeable portion 
would have been set aside to be used to validate the model after it has been run on the 
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larger portion of the dataset by examining the resulting prediction error. Unfortunately, 
in most cases, more so in social sciences research, large datasets are not always 
available. The original dataset was saved in the temporary variable temp=train. The 
training dataset was distributed in three parts randomly; 0.75 into train, and the rest into 
test and predict. From the created smp_size (sample size), the range of data in the 
datasets was specified as follows: 
smp_size <- floor(0.75 * nrow(train)) 
train_ind <- sample(seq_len(nrow(train)), size = 
smp_size) 
train <- train[train_ind, ] This is used for training 
test <- train[-train_ind, ] This is used for test data 
train=as.h2o(train) 
Using the library, we created our training data as follows: 
1: annmodel <- h2o.deeplearning( 
2: x=predictors, 
3: y=target,  
4: training_frame=train, 
5: hidden=c(100,80,45), 
6: epochs=20, 
7: nfolds=5, 
8: fold_assignment="Modulo" # can be "AUTO", "Modulo", 
"Random" or "Stratified" 
9: ) 
 
*Result: Neural Network -> 292.5256 errors (errors before 308.0929) 
The above topology means that there are 100 neurons in the first hidden layer, 80 
neurons in the second hidden layer and 45 neurons in the third hidden layer. Data have 
been fed to the deep learning module ANN with predictors, target and train data. Deep 
learning is based on a multi-layer feed forward artificial neural network that is trained 
with stochastic gradient descent using backpropagation. From the above result, it 
appears as if the data really lends itself to the Neural Network. The next section will 
seek to unveil whether this is truly the situation or whether the neural network default 
parameters were achieved by luck.  
5.4.5 Testing the Model: Model Evaluation 
The test is commenced by the addition of L1 and L2 as well as boosting the number of 
training rounds/epochs from 1 to 100. Consequently, the errors tend to reduce to 
292.5256, which is quite sensible as the study’s model has been made less prone to 
catching ‘noise’ and to facilitate better generalisation. Experimentation is conducted 
with a wide range of hidden layers and number of neurons to construct a list of 
potentials so that the chosen parameter was somewhere in the middle. The best 
classification obtained was from [128, 63, 32] neurons, which is a fairly complex 
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network. The model ended up having fewer errors, which were fewer still than on the 
validation. The h2o.predict (…) function will return the predicted label with the 
probabilities of all possible outcomes (or numeric outputs for regression problems), 
which is quite useful if more models are to be trained and an ensemble is to be built. In 
the codes below, data were predicted with predict function in H2O and as.numeric used 
to find impurity in the output. A data frame of the given prediction vector was created 
and a scatter plot of the data was drawn to show the pattern in passenger flight list (see 
Figure 4.11). In Figure 4.11 below, the actual total value of passengers is shown on the 
Y-axis while the X-axis shows the predicted values from the predictor. A mismatch of 
both the actual and the predicted values is shown at points 2000-2500 on the Y-axis. 
This can be confirmed by reviewing the last points at 0-500 on the Y-axis. Hence, the 
ANN needs to be trained more. Regarding the number of epochs, the neural network 
should iterate the best number from the possible states of the greedy search100 epochs. 
A dropout of 25% of data from original train file was performed in order to have a 5-
fold cross validation with 75% data for train and 25% data for evaluation to have some 
initial intuition about how the tuned deep learning model is perform by plotting 
predicted values on the unseen test set against ground truth values. The predicted values 
on the unseen test set were then plotted against the true ground values and thus giving 
an insight on performance of the tuned deep learning model. The information above is 
illustrated in plot bellow Figure 4.11 followed by plot of the original distribution and 
the predicted distribution Figure 4.12 and Figure 4.13. 
 
Figure 5-11 Predicted Values on the Unseen Test Set Against Ground Truth-Values. 
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Figure 5-12 The original distribution of target. 
 
 
Figure 5-13 The distribution of predicted values. 
 
5.5 Hyperparameter Tuning: Tuning with Grid Search and 
Random Hyperparameter Search 
Fine tuning strategies primarily aim to extract essential features from unlabelled details, 
identifying and eliminating input redundancies, and protecting the vital data sections in 
discriminative and robust representations. In neural network architectures, deep 
hierarchies are built by stacking unsupervised layers on top of each other (Le, 2013). 
Upon giving input layer activations to the first layer, they are automatically fed to the 
other layers. The initial deep features training is conducted within an unsupervised 
layer and then fine-tuned into classifiers though back-propagation (Lloyd et al., 2014). 
These actions significantly improve the performance stability of the network (Bengio, 
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2013). A test set error of less than 10% can be obtained within one minute when fine 
tuning is conducted. With larger models, an error rate of even less than 5% can be 
achieved. For the dataset used in this study, deep learning methods are more effective 
than any other methods. This is because they directly partition the space into sectors 
which are highly required in the experiment. With the aim of this study being to 
identify parameters that can positively influence the accuracy of the model, 
hyperparameter tuning is an effective action. The first 10,000 features of the training 
dataset will be trained in the case of speed. In most occasions, random parameter search 
tends to be more productive than use of rigid search when searching for over four 
parameters. This therefore gives high possibilities of locating one of several excellent 
models. In this study, emphasis was put on tuning the network structure as well as the 
regularisation of parameters. The grid search was stopped as soon as the overall 
performance at the roof of the leader board ceased displaying any more changes, i.e., 
after the search has converged. The activation models used in the next model are 
rectifier, tanh, and maxout. For logistic performance, the Tanh function is shifted and 
rescaled. Its almost zero symmetry facilitates a quicker converging of the training 
algorithm. library(metrics) is used to fine tune implementation in this study; metrics is 
a set of evaluations that unsupervised machine learning employs on a large scale. In the 
case of artificial neural networks, the activation part is the rectifier which is considered 
the positive part of the network’s argument (Lloyd et al., 2014) and is as follows:  
with X as an input to a neuron. Hahnloser et. al. (2000), driven by strong mathematical 
justifications as well as biological motivations, were the first researchers to introduce 
the activation network in a dynamical network. Its first demonstration was conducted in 
2011 and it proved to facilitate better training in deep networks in comparison to other 
activation functions that were in use before then. As of 2017, the rectifier had boomed 
to become the most used activation function for deep neural networks due to its two 
main benefits, which are: 
1. Its operations are relatively fast. 
2. The gradient vanishing condition cannot affect it. 
The rectifier is quick to compose as it does not involve any normalisation, nor does it 
require exponential computations. Nonetheless, a rectifier can be eliminated by a bigger 
  5.1 	f (x)= x + =max(0,x)
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gradient, and in such a case, it can never be reactivated again. Application of maxout 
generalisation solves this problem by capping the weight data dot product and thus 
preventing it from being eliminated (Glorot & Bengio, 2011). The most recent studies 
on batch normalisation show that when normalisation is done with batchwise whitening 
as well as by re-scaling, most of the rectifier-related issues can be solved. Both re-
scaling and normalisation with batchwise whitening are achievable through the 
inclusion of a linear layer before the activation functions (Sutskever et al., 2013). As 
such, any hyperparameters that are not critical are either turned off completely or set to 
zero in the early stages. In the event that the loss does not drop, tuning of the learning 
rate is initiated. Typically, the learning rate ranges between 1-1e-7. Each time, the rate 
should be dropped by a factor of 10 and then tested in short iterations while at the same 
time monitoring the loss closely. A consistent rise in the loss signifies a relatively high 
learning rate while failure of the loss to go down means that the learning rate is too low. 
The learning rate should therefore be adjusted accordingly until it flattens prematurely. 
Once stabilisation has been achieved in the model, further tuning can be conducted. 
From the experiment, the following hyperparameters turned out to be the most tuned: 
• Learning rate. 
• Mini-sized batch. 
• All factors of regularisation. 
• Hyperparameters that are layer-specific, such as the dropout. 
Upon successful debugging of the models in this study, focus was shifted to model 
capacity and tuning. The next section is a discussion of how to improve the 
performance of a deep learning network and to tune deep learning hyperparameters. 
5.5.1 Improving Deep Neural Network Model Performance using 
Hyperparameter Tuning 
Gradual addition of layers and nodes into the deep network is conducted to increase its 
capacity. The tuning process is more empirical and less theoretical owing to the fact 
that more complex models are produced by deep layers. The main aim of gradual 
addition of layers and nodes is to overfit the model as regularisations can tune it down. 
The iterations are done repeatedly until the accuracy improvement is diminishing and 
thus the drops in the training and computation performance can no longer be justified. 
However, the maximum number of hidden nodes between any two affine layers is 
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restricted by the memory size. In very deep networks, it is observed that the gradient 
diminishing problem is more recurrent. Close monitoring should be conducted on the 
activation histogram after implementation of the activation functions. The gradient 
descent will be ineffective in the functions are in a relatively different scale. It will also 
be possible to further trace the problem if there is a high number of dead nodes present 
in the network. High prevalence of dead nodes can be caused by diminishing gradients, 
bugs, or weight initialisations. If none of these causes is evident in the deep network, 
advanced experimentation of the ReLU functions should be conducted. 
Later, the network was trained to avoid any overfitting. This is achievable so long as 
the data in the study and the data in the initial dataset are kept relatively similar in 
context. As such, the pre-trained model will have learnt the features that are applicable 
to the classification condition of this study. Since the dataset in this study has a 
relatively similar context to the initial dataset that was used to train the pre-trained 
model, fine tuning must then be conducted. More features are captured in the first layer 
of a network that has been pre-trained with a diverse and large dataset. All the features 
captured are relevant and useful to all classification operations. By nature, if the dataset 
of the study belongs to some distinct domain, for example, health data, and if no pre-
trained networks on that domain are available, the network will have to be trained 
afresh from the beginning. In situations where the dataset is relatively small, overfitting 
might occur when the pre-trained network is fine-tuned. This is more so the case when 
several layers in the network are entirely connected. As such, it should be noted that 
fine-tuning gives much better results when the dataset is relatively large. 
The value of the raining error is based on the parameter training_frame=train which is 
a specification of the randomly selected training points that have already been sampled 
and are to be used for scoring. This study utilises a default 10,000 points. The 
validation error is based on the parameter validation_frame=valid_frame, from which 
the identical value on the validation set is regulated and subsequently set to be the 
whole validation set by default. When either of the parameters is set to zero, the whole 
corresponding dataset is instantly used for scoring. ‘Target’ and ‘Train’ sets with L1 
and L2 for regularisation had already been fed into the deep learning module ANN with 
predictors. The foundation of Deep Learning is a multi-layer feed forward artificial 
neural network already trained with stochastic gradient descent with the use of back-
propagation. Typically, the size of the batch is either 8, 16, 32, or 64. A small batch 
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size will not give a smooth gradient descent. On the other hand, a very high batch size 
will result in a longer completion time for one training iteration with relatively smaller 
returns as well. 
In this study, each training iteration was taking too long and thus leading to lowering of 
the batch size. Close monitoring of the overall learning speed was done and when the 
oscillation became too much, it became clear that the prices have been pushed to the 
extreme. Below is the fine-tuning of the study with the resultant topology following a 
grid search hyperparameter optimisation.	 
                Tuned Model of Deep Neural 
                 1: function Tuned Model(H2O) 
                 2: x=predictors, 
                 3: y=target,  
                 4: training_frame=train, 
                 5: hidden=c(128,63,32), 
                 6: epochs=100, 
                 7: nfolds=5, 
                 8: fold_assignment="Modulo", 
                 9:l1=5.6e-05, 
                 l0:=7.4e-05, 
                 11:input_dropout_ratio=0.05 
                 12:) end function 
The topology above illustrates a neural network consisting of 128 neurons in the first 
hidden layer, 63 neurons in next hidden layer and 32 neurons on third hidden layer. The 
total number of epochs, which show passes with data, per iteration on N nodes, is 100. 
To achieve a higher prediction accuracy, additional epochs will be utilised. This will, 
however, be subject to the affordability of the arising computation cost. A dropout rate 
of 20% to 50% was observed. Changing input dropout ratio rate improved the training 
dataset to 0.8560758. Changing it definitely changes the results. Once again start 
predicting with the help of data, which have already trained. This as.numeric function is 
used for finding impurity in output. The basic steps of improving deep neural network 
model performance using hyperparameter tuning are as follows: 
5.5.1.1 Splitting the Data According to Initial Train Test Split (1-Fold Cross-
Validation) 
Half of the outlier labels in the training set were removed and subsequently considered 
as un-labelled data. In the set-up, these removals were also considered as contaminated 
in the normal class. However, no regularisation was applied to any of the methods up to 
that point. This plays a huge role in easing comparability of the results. It was critical 
that various techniques of unsupervised outlier detection be applied in feature 
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transformation. This was achieved by choosing an arbitrary subset of options and also 
the k-NN outlier, whereby the sum of distances of K from the nearest neighbours was 
computed. The basis of these functions is on a rough search for unsupervised 
algorithms, and to determine which function moderately affected the training set. 
5.5.1.2 Getting the Best Three Features 
Numerous decision trees are created in the random forest approach. With the use of the 
function randomForest() in the random forest package, random forests were created 
and analysed. In turn, they were used for prediction. As illustrated in Figures 4.14, a 
reduction in errors was realised when different features with ensemble functions were 
used. As such, using this technique proved to be a significant improvement over the 
ANN. 
 
Figure 5-14 Variable importance on generated features. 
The error is related to random forest importance error. Variable importance refers to 
how much a given model "uses" that variable to make accurate predictions. The more a 
model relies on a variable to make predictions, the more important it is for the model.  
5.5.1.3 Features Obtained from Deep Learning Hidden Layers 
The number of neurons in each hidden layer was similar to the number of features 
extracted from the deep learning model. To ensure that only the important non-linear 
features were selected, a correlation of all features corresponding to a neuron in the 
hidden layer containing the target variable was computed. Only one feature per neuron 
in the newly computed correlations was kept. Subsequently, the final four non-linear 
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features were achieved by comparing the maximum correlations with other features 
from the same hidden layer. Figure 4.15 shows a hierarchy of importance of features 
that play a vital role in the prediction of passenger figures. It is clearly shown that non-
linear features attained through the method outlined above are deepf1, deepf2, deepf3, 
and deepf4, and they have the highest influence in the prediction, as captured by 
XGBOOST features importance. 
 
                      Figure 5-15 Features importance obtained from deep learning hidden layers. 
 
5.5.2 Extra Grid Search to Optimise Parameters  
To enable comparison of all models’ performances, and consequently tune the 
hyperparameter values, all possible models attained through combination of 
hyperparameter sets were trained using a grid search model. During the process, a 
strong interrelation of some of the hyperparameters was observed. As such, tuning 
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should therefore be conducted using a mesh of possible combinations on a logarithmic 
scale. For two hyperparameters, λ and γ, for example, the initial values can first be 
corresponded and then dropped by a factor of 10 in each step. A random slight shift of 
the points is done rather than to use the exact cross points. As a result of this random 
shifting, properties that could have remained hidden were discovered. The optimal 
point was further retested within the border region if it was found to be lying in the 
border of the mesh. Due to the computational intensity of a grid search, it should be 
used sporadically in smaller projects. The results were fine-tuned by lengthening 
iterations and dropping the values by a factor of 10 or lower. Poor performance on 
held-out test data is realised when a large-sized feed-forward neural network is trained 
on a small training set. To lower this ‘overfitting’, half of the characteristic detectors 
were randomly omitted during each training session. This consequently halts the 
complex co-adaptation whereby a function is only useful in the presence of other 
particular element detectors. Each neuron therefore learns how to identify a feature, an 
act that significantly aids in coming up with the suitable answer. This was performed in 
this study and maintained as long as the inner combinatorial large variety remains 
operational. Random grid searches are reliable when locating the greatest parameters. 
As such, another grid search was run on the model, as it had given perfect scores at the 
beginning. This new grid search would unveil its relevance and whether it can overtake 
the NN. The randomly created frame was run on the codes below. 
valid_frame=as.h2o(test) 
dl_random_grid <- h2o.grid( 
algorithm="deeplearning", 
grid_id = "dl_grid_random", 
training_frame=train, 
validation_frame=valid_frame,  
x=predictors,  
y=target, 
epochs=1, 
stopping_metric="RMSE", 
stopping_tolerance=1e-2,     
 
Above process stops when log loss does not improve by >=1% for 2 scoring events 
stopping_rounds=2, 
score_validation_samples=10000,  
Now we have down sample validation set for faster scoring 
score_duty_cycle=0.025,  
This is for not score more than 2.5% of the wall time max_w2=10 
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Both the accuracy and training speed of the model were significantly impacted by the 
values picked for the hyperparameters. A variety of hyperparameters, such as 
attempting different amounts of hidden layers as well as alternatively selecting layers, 
was tried, as hyper_params = hyper_params, search_criteria = search_criteria. The 
fact that a grid search gives a high predictive accuracy led to its selection in this study. 
Additionally, it allows specification of a variety of hyperparameter values as well as 
enabling a trial of all possible combinations. The getrid() feature can be successfully 
utilised to make every possible combination of variables in R. As such, the incremental 
outcomes become visible as the models are now being constructed by fetching the grid 
with the h2o.getGrid feature. The first element in grid@summary_table is taken into 
consideration. 
4.5.2 Improving Deep Neural Network Model Performance Using Ensemble 
Learning 
There are various types of learning paradigms. One that is commonly used is neural 
network ensemble learning, whereby higher generalisation abilities are a representation 
of several neural networks and thus outshine individual networks. Its applicability 
therefore explains its relevance for deep learning in multi-layer neural networks. 
Additionally, the overall performance of a conventional neural network ensemble can 
be successfully enhanced through various qualities of deep neural networks. Due to 
their efficiency in increasing the percentage of accuracy in a variety of operations, 
model ensembles are commonly used in DL competitions. In this Thesis, a new 
ensemble strategy is suggested, with which the overall performance of neural network 
classifiers will be enhanced. Predictions in ensemble models are based on the 
following: 
1. Single vote for every model. 
2. Weighted voted on the basis of models’ prediction confidence level. 
The suggested solution brings together a variety of neural network classifiers as well as 
another group of characteristics which are possibly feature engineered. In this study, it 
has been demonstrated that co-adapting features is more advantageous than individual 
optimisation of features for every distance metric. As such, enhancement of each 
feature set in the context of the whole ensemble is achieved. The solution also outlines 
how the ideal degrees of an ensemble can be obtained, and consequently how the model 
can be enhanced and optimised. When compared with other commonly used classifiers, 
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the results of a DF-TS-INN classifier indicate a significant improvement in 
performance. 
The aim of this Thesis was to evaluate and retain the method used herein. Getting rid of 
the intense values benefited each training session on the model and also facilitated the 
datasets’ validation. It should be noted that a big leap in the development of the model 
would be realised even by conducting some metric enhancements. 
5.6 Discussion 
Predicting airline passenger figures accurately is an integral part of successful and 
efficient management practices in the airline industry. This chapter has therefore 
presented an overview of all the features that impact the forecasting of airline passenger 
figures. As demonstrated by the experiments herein, is important to select closely 
related features so as to achieve an accurate forecast of airline passenger figures. It has 
also been demonstrated that the addition of new features to the old ones alters the 
variance results in the new output, which improves the forecasting results. The results 
were also significantly improved when the deep neural network was optimised. This 
study also proposes the H2O method of tuning the deep learning models. In this 
method, diversification of samples is achieved by the building of a trained network 
from the samples of features selected from the dataset. 
As manifested in the results, the final predictions obtained from the test set are 
significantly better than the predictions of the training dataset. This became clearly 
visible when the training set histogram was reassembled into a better histogram of the 
test set final predictions. It is noted that regardless of the combination method for 
different machine learning models, the accuracy of results from a deep neural network 
model is higher than that of results from individual machine learning models. 
Feature importance of the original feature space formed the basis of parameterisation of 
the predictions. A fixed rule was employed to combine the predictions emanating from 
different time series models. Calculations of weighing parameters that are to be adopted 
while forecasting on holiday and season were done using the fixed rule. The 
calculations are, however, dependent on the number of months, destination, seasonality, 
and holidays. Although the rules have significantly optimised the performance, the 
study intends to scrap the fixed rules and instead adopt a dynamic combination 
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approach. Through such a combination, the basic features used will be adjusted while at 
the same time adapted to any newly introduced features. 
When building machine learning classification models, feature selection and extraction 
are essential and inevitable phases. They also significantly impact the model’s overall 
accuracy and performance. However, these phases are expensive and there is no 
guarantee that features extracted manually will generalise effectively in various data 
modalities. Later, the building of a hybrid classification scheme facilitated exploration 
of the advantages derivable from combining traditional machine learning models with 
deep learning models. For feature selection and extraction, the hybrid classification 
scheme utilises the first few layers of a convolutional neural network. Classification 
was then performed by feeding the extracted features into a traditional learning 
algorithm that was supervised. From the experimental results derived, it is clear that the 
hybrid approach outshines both the deep learning and traditional machine learning 
algorithms in the isolation of small data. 
Several approaches suitable for the derivation of feature importance from various 
machine learning models such as random forest have been demonstrated in this chapter. 
It is as important to understand the results as it is to have good results. As such, every 
scientist should strive to understand the variables that are important in their models and 
why. This can not only give a better understanding of business operations but also pave 
the way for further improvements to their models.  
All codes used in this chapter are shown in the Appendices section. 
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Chapter 5: Creating a Modified 
Version of Principal Component 
Analysis (PCA) to improve the 
Forecasting Performance Using a 
Different Correlation Matrix. 
 
6.1 Introduction 
In time series analysis, forecasting future observations are a key focus for economists 
and statisticians (Koopman & Ooms 2006; Heij et al. 2006). Over the past decade, the 
increased use of a variety of predictors in forecasting air passenger figures has in turn 
led to increased accuracy in the resulting forecasts. There are various variables that are 
used to forecast air traffic numbers, such as price index and employment rate. Such 
variables usually entail datasets with large numbers of time series observations that 
have been made over a long period of time (Vasigh & Fleming, 2016). When 
conducting the actual analysis, all variables play a significant role. As such, considering 
them or ignoring them would have an impact on the forecast accuracy and could result 
to suboptimal results. It is therefore a matter of great significance to determine the right 
variables to be considered in an analysis. Researchers, therefore, employ various data 
analysis statistical methods to determine the most suitable information from the 
available predictors to ensure that both theoretical and empirical performance of the 
forecasts have been improved (Hassanien & Gaber, 2017). 
Principal Component Analysis (PCA), a commonly used method, is one of the many 
techniques have been coined to counter samples’ errors. One of the primary goals of 
PCA is identifying patterns in data, an act that is only achievable when variables show 
a strong correlation and consequently making it possible for the dimensionality of data 
to be reduced (Mirkin, 2011). While reducing the dataset dimensionality, PCA ensures 
that as much statistical information or variability is preserved. In other words, PCA 
enables derivation of a smaller dimensional subspace by determining maximum 
variance directions in high dimensional data while at time retaining much of the 
original information (Mirkin, 2011). As such, it is certain that the overall prediction 
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accuracy for air passenger variables and figures can be greatly improved by utilizing 
factor based forecasting with PCA estimation to extract small numbers of latent factors 
(Anderson, 1984). 
Further on, regression analysis tends to be easier when PCA is incorporated into it 
(Sapankevych & Sankar 2009). Basically, the training dataset is used to learn an 
appropriate estimator function that is to be used in generating new outputs from the 
corresponding inputs (Adhikari & Agrawal 2013). Although there are various 
disciplines where PCA application exists, a correlation matrix is currently used to 
implement PCA. Such a matrix is derived using the Pearson Correlation Coefficient to 
correlate variables in a pairwise orientation. At times, however, data properties outside 
the linear relation may not be captured by the Pearson correlation coefficient (Jackson, 
2012). This chapter therefore aims to bring forth a new, more reliable and effective 
forecasting method based on PCA. A Nonlinear Principle Component Analysis 
(MPCA) modified version that will use kinetic energy will be introduced and applied to 
the study’s dataset with samples of selected features being used to compute the 
transformational matrix. The MPCA simplifies the PCA by not computing a 
multivariable quadratic optimization problem displaying any linear constraints 
(Adhikari & Agrawal 2013). 
The main aim of this chapter is to present the most appropriate approach for long term 
forecasting at Muscat Airport. As such, the performance of three forecasting 
approaches are evaluated. The first approach is the PCA model linear forecasting 
method. The second approach entails application of machine learning in the form of 
MPCA as a nonlinear forecasting technique. In the third approach, the outputs of the 
hybrid MPCA are leveraged when a curve is fitted into the trend component and 
extrapolated to the future. The final forecast is then obtained by superimposing the 
MPCA-forecasted seasonal component into the trend component. Rather than repetitive 
fitting of a model, this approach entails projecting a fitted curve into the future. In this 
chapter, therefore, an analysis of the implications of MPCA on forecasting accuracy, as 
well as, a combined Regression-PCA analysis for airline passenger figures are 
presented. Monthly statistics of passengers traveling via Muscat Airport are used in this 
study. Since aged data might exhibit unwanted characteristics, data used in the study 
was for the period January 1998 to December 2016. In total, 51,983 observations were 
collected and divided into two; the Training set and the Test set. Model parameters 
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were obtained from the Training set while performance evaluation as well as 
determination of forecasting accuracy was done using the Test set. 
Univariate autoregressive models and multivariate vector autoregressive models are 
some of the commonly used analysis methods (Lütkepohl, 2013). When handling many 
time series, most of the models have many limitations. In addition to the developmental 
challenge as discussed in Chapter 4, it is also difficult to measure performance and 
draw conclusions for such models. Since there are numerous and varying modelling 
assumptions on which derivations and relative results are based on, it becomes difficult 
to compare the models theoretically (Lütkepohl, 2013). It is, for example, hard to 
determine whether the entire processes or algorithms are affected by assumptions. 
Empirically, applicability and variability of datasets could be another challenge. As 
such, the data requirements, specifications, implementation, forecast horizons and areas 
among other aspects of a research are always faced by frailness and lack of clarity 
(Lütkepohl, 2013). 
Many studies have been conducted and consequently provide a variety of methods to 
counter the challenges of low dimensional data and, as a result, improve forecasting 
performance. There are three classes of methods that have been derived (Stock & 
Watson, 2004). First, there is the class that combines a large cluster of forecasts from 
relatively simple models, whereby; multivariate models form the foundation of 
computing individual forecasts from which a combination of the forecasts is produced 
entailing reasonable weights that are based on some historical measures. The Theory of 
forecast combinations was first proposed by Bates and Granger, (1969) and over time, 
its application has successfully borne improvements in forecasting results (Timmerman, 
2003; Stock & Watson, 2004). In the second class, several latent factors employ factor 
analyses to cover information in the predictors subsequently providing factor 
augmented forecasts. In the third class, forecast accuracy is improved by reducing the 
samples’ errors. 
Referring back to Chapter 4, this chapter employed traditional tools with a variety of 
features such as monthly national accounts to assess autoregressive models in the short 
run, forecasting, as well as, economic analysis. It was shown clearly that the variance 
results of the new outputs were significantly altered by addition of new features to the 
old outputs and thus a better forecasting performance was obtained in comparison to 
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more complicated econometric models. With the aim of analysing the performance of 
complicated models, MPCA is applied in this chapter is based on Chapter 4’s results. 
Consequently, a forecast of the monthly year-on-year airline passengers’ figures’ 
growth in Oman is conducted. Based on Principle component Analysis, autoregressive 
and MPCA estimations are used as they will enable extraction of only the common 
trend by removal of noise factor from variable shocks. A comparison of the forecasts 
from the old PCA and the newly obtained ones is then made. 
In the next section, PCA is deeply reviewed and a definition given. Additionally, the 
basic outline of the MPCA framework is given and a comparison made with the old 
PCA. Section 5.2 will bring forth the proposed methodology while section 5.3 will 
show an implementation of the model. The experimental results derived from the model 
will be reported in section 5.4. A new ensample method will be discussed in section 5.5 
while section 5.6 will bear the conclusion. 
6.1.1 Presentation of Principle Component Analysis: Review of the PCA 
First introduced by Karl Pearson, Principal Component Analysis, commonly known as 
PCA, is a classical multivariate technique of conducting data analysis. It is commonly 
used to extract features linearly as well as, a wide range of data dimension reduction 
(Bengio, 2013). It calculates the eigenvectors of the covariance matrix in high 
dimensional original inputs to come up with smaller numbers of uncorrelated inputs. 
Due to its high ability to correlate properties and reduce errors, PCA has been used to 
prepare data in various areas of information processing. Literature has it that much 
attention has been drawn to PCA. The first contribution of PCA to probability, for 
example, is attributed to Onicescu and Mihoc, in 1996 and consequently became a 
viable solution to the forecasting challenge of having too many predictors all which are 
potentially useful. In the past, PCA has been applied to dimensionality decrease in 
cases of enormous data, where the data has been correlated by numerous correlation 
metrics, or when deriving new features that were non-existent e.g. by addition of 2, 
3…5 features to the initial CSV file to consequently achieve Eigenvalue or Eigen-
features. Fewer features are achieved by compressing much of the information in the 
initial data space. PCA achieves this by maximizing the variance in any potential 
subspace (Timmerman, 2003) whereby spanning of the PCA subspace through 
eigenvectors in line with the sample covariance matrix’s top eigenvalues occurs. 
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It is also possible for both unsupervised and supervised learning and recognition 
processes to adopt PCA in their data preparation phases (Turk & Pentland, 1991). 
However, since in most times data available is usually in nonlinear form, PCA 
strategies might not give desirable classification benefits. On the other side, it is 
possible for MPCA and its variants to work effectively with nonlinear relations and 
thus provide the advantage of working efficiently with nonlinear data (Maaten, & 
Hinton 2008). It should be noted that PCA operates by finding vectors that are highly 
indicative, that is, eigenvectors that corresponds to the best eigenvalues in a covariance 
matrix sample. As such, PCA is a mathematical process with high levels of 
effectiveness in transforming selected variables with a correlation possibility into 
principal components which are a smaller selection of variables that are not correlated 
(Wensveen 2007; Coates & Ng 2012; Babu & Reddy 2014; Phyoe et al. 2016). 
In the modern age, data sets are often too large and thus pose a challenge to computer 
hardware in addition to slowing down the overall performance of various machine 
learning algorithms (Hastie et al., 2013). It should be kept in mind that the main aim of 
PCA is to conduct a procedure to reduce the variables and in turn attain a small number 
of factors that take into account variations from a large set of observation variables. 
The attained small number of factors consequently elevate the accuracy in entire 
prediction models. A modified PCA version is proposed in this study to make airline 
passenger figures more accurate. This is done having it in mind that investment 
decisions can be significantly influenced even by the slightest performance 
improvement. Input features in form of economic indicators have been calculated using 
time series analysis, given its crucial role in forecasting activities. PCA is then applied 
to input features to extract influential components which upon filtration, they facilitate 
transformation of high dimensional inputs into low dimensional features that are easily 
applicable. Later on, the reduced features are converted into principal components 
using MPCA which then constructs the forecasting model using the low dimensional 
input variables obtained earlier on to predict the final airline passenger figures. 
6.1.2 Modified Principal Component Analysis Framework 
Application of various feature extraction methods in data mining has been witnessed 
over the past few decades. The performance of machine learning algorithm on data is 
therefore largely impacted by the efficiency and effectiveness of the data extraction 
method used (Perner, 2012). Even an advanced and highly complex machine learning 
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algorithm is likely to exhibit poor performance with the application of poor feature 
extraction. On the other hand, a simple machine learner will show high performance 
levels when a good feature extraction method is applied. At high levels of abstraction, 
PCA has shown the possibilities of giving better results in automated extraction of data 
features. Machine learning would achieve a major breakthrough upon successful 
performance of feature engineering in a more automated manner. As such researchers 
would be able to extract features automatically without having to exercise direct human 
input. In a study conducted by Yang, et al. (2004), 2-D PCA was proposed with which 
there would be no need of converting images into vectors. 
According to Plataniotis & Venetsanopoulos (2008), the effectiveness of 2-D PCA is 
relatively high as compared to PCA, and it can therefore be considered as a special 
multi-linear PCA. Recently, L1_norm-based PCA that are robust to outliers have been 
suggested by researchers. They include; Sparse PCA by  Meng et al. (2012), 2DPCA-LI 
by Pang & Yuan (2010) (Li, 2010), PCA-LI by Kwak, (2008) (Kwak, 2008) and 
Robust PCA by Candes, (2011). However, desirable classification results may not be 
achieved from most of the aforementioned approaches when dealing with nonlinear 
data. However, nonlinear PCA models and their variants with the ability to deal with 
nonlinear data available in the real world have been proposed in various studies. They 
are; Nonlinear PCA by Wang & Tang (2004); Schölkopf et al. (1998) and the Kernel 
PCA (KPCA) by Huang et al. (2009). Other extension of the PCA that are based on 
measurement of probabilistic similarity are Probabilistic PCA (PPCA) by Tipping 
&Bishop (1999), Bilinear PPCA by Zhao (2012), Independent Component Analysis 
(ICA) by Koldovsky et al. (2006), and the Half-Quadratic PCA by Zheng et al. (2011). 
PCA is a key method of reducing dimensionality and extracting features. When 
investigating PCA based methods, the main focus point of researchers is on vectors that 
are highly representative. Such researchers barely show interest on discriminative 
vectors. With a chief aim of improving PCA classification performance, this study will 
propose a novel PCA with the use of different correlation matrix and as well modify the 
Pearson correlation PCA. While doing so, Information correlation Coefficients as well 
as Kinetic Energy methods will be employed. This framework will have a more 
powerful data representation ability and at the same time give better classification 
results. Owing to the fact that each of above mentioned PCA methods are based on only 
one measurement, i.e., the distance or probability measurement. Although it is easy to 
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implement these PCA algorithms, the classification results of them are usually not very 
good (Phyoe et al. 2016). As such, the non-linear relations from various classes may 
not be captured by these methods. The modified PCA should therefore provide a 
solution to this challenge. Consequently, the following ideal properties emanate from 
the application of Kinetic energy metrics by MPCA; 
1. Contrary to use of only one measurement by other PCA methods, MPCA 
employs multiple measurements and thus gaining a high potential to capture 
sufficient non-linear relations from the data at hand. Additionally, it has a high 
capability of data representation. 
2. In cases where data dimensionality is larger than number of training samples, 
MPCA is highly applicable. 
3. It is possible to theoretically apply MPCA to both un-supervised and supervised 
learning models.  
Moreover, other forms of MPCA similarity measurements also exists. The most 
common one is Mahalanobis distance which is a highly effective and efficient 
multivariate distance metric used to measure the distance between a distribution and a 
given point. Its applicability in detecting multivariate anomaly, classifying datasets that 
are highly imbalanced and one-class classification makes it highly useful (Hillel et al. 
2005). 
In a training set with N centred training samples𝑥𝑖 ∈  𝑅𝑀(𝑖 =  1,2, . . . ,𝑁) , the 
covariance matrix would be determined by (Hoffman et al. 2013); 
 𝐶 = 1𝑁 𝑥!𝑥!!!!!! = 1𝑁𝑋𝑋!                                                       6.1  
Whereby; X = [x1, x2... xN]. in the event where the dimensionality of the above covariant 
matrix C displays high substantiality, which in most cases is usually M N, the Eigen 
decomposition of C becomes hard and most likely infeasible and thus giving rise of the 
need to explain a new matrix (Hoffman et al. 2013). 
 𝐷 = 𝑋!𝑋𝑁                                       6.2  
It is clear that matrices C and D have a similar non-zero Eigenvalues that are denoted 
by λi(i = 1,2,...,r). The Eigenvectors affiliated to the matrix D nonzero eigenvalues are 
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denoted by vi(i = 1,2,...,r). As such, covariance matrix C Eigenvalues corresponds to the 
following Eigenvectors; 
 𝑢! = 𝑋𝑣!𝜆!  ,          𝑖 = 1,2,… , 𝑟   6.3  
When a pattern recognition is fed into the PCA, ui(i = 1,2,...,r) are labelled as Eigen-
pattern while the subspace spanned by ui(i = 1,2,...,r) is termed as an Eigen-space. The 
modified version in this study takes into account the fact that the PCA method has 
employed a different correlation matrix. The main limitation of its implementation is 
that data properties beyond linear relations are not captured. If, for example, a 
researcher is correlating two random vectors using Pearson Coefficient; 
, this result would be wrong since the non-
linear relation existing between the two vectors, resulting from the functional 
transformation  is not captured. The correlation is therefore not Zero and a 
modified PCA has therefore been introduced in this study to improve this (Hoffman et 
al. 2013). 
6.2 Methodology Framework 
6.2.1 Features Based on Information Energy (Kinetic Energy) 
Information Energy was first introduced in in the early 18th Century by Gottfried 
Leibniz and Johann Bernoulli, and a study was later conducted by Gustave Coriolis in 
1829 to unveil its potential applicability. It is basically an application of the Kinetic 
Energy used in Physics to probability, and its definition is as follows with a countable 
sets of states (Nowikow et al. 2001); 
The corresponding probabilities are as follows; 
  
6.5 
 
From the above, in an experiment with n outcomes with the probability 1/n being 
common among all outcomes, the information energy IE=1/n. the Information Energy 
will have a maximum value of IE=1 and the probability for every outcome will be 1 
	x = {−4,−3,−2,−1,0}, y = x2 => 	Cor(x , y)=0
	(x)2→( y)
	p= (p1 ,p2 ,....,pn),IE(p1 ,p2 ,....,pn)= pi2i=1n∑
 X1,x2…xn,. 6.4 
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whenever the experiment gives similar results. This means that a decrease in 
randomness will automatically cause an increase in Information Energy. 
It is like reverse of Shannon entropy used to determine uncertainty by measuring 
information bits. Although it is also an Entropy, it should best be considered as  
1/2∗m∗v2 of a random vector. The kinetic energy method is simple but powerful and 
thus provides quite reliable accuracy enhancement as well as in improving methods of 
machine learning on raw data. This is more so the case in the event where categorical 
data exists in groups and such data could be possibly discretized even when it is in in a 
continuous form. Additionally, if the corresponding probabilities of a random vector X 
are , the kinetic energy would be equal to (𝑝𝑖!). This approach in probability 
is similar to physics only that (1/2)∗ does not prevail here. The probabilities are 
assumed to be floating, either because their total masses sums to 1, which is quite un-
credible, or because they have a mass of 0 by them being considered as floating inertial 
masses with no mass. Based on Quantum physics, this can be explained as follows; if 
for example a random variable X=1,1,1,3,5,3, computation of kinetic energy will be; 
The probabilities of the three random vector categories (Nowikow et al. 2001), which 
are 1, 3 5 are 
a) Prob (1) = 3/6 =1/2 
b) Prob (3) = 2/6 =1/3 
c) Prob (5) =1/6 
 
 
It should also be noted that; 
If  6.6 
 
It therefore means that at a maximum value of 1, kinetic energy remains perfect so long 
as there is no diversity (Nowikow et al. 2001). On the other hand, an analogy made 
with atomic nuclei causes release of energy in large amounts in an occurrence known as 
nuclear fusion as shown below; 
	p1 ,p2 ,....,pn
	KineticEnergy(X )= "Sumofsquaredprobabilities"= prob(1)2 + prob(3)2 + prob(5)2 = (1/2)2 +(1/3)2 +(1/6)2 =0.3888.
	X = {1,1,1,...,1},KineticEnergy(X )= Sum(prob(1)2)=1
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  6.7 
 
As such, Kinetic energy decreases to zero or near zero whenever a high level of 
uncertainty or maximum level of diversity prevails. In such a case, random vector 
categories are said to be emanating from the atomic nuclei as shown in the previous 
example. This results to high energy that later on translates into low atomic numbers 
but an eventual low energy. Kinetic energy is bound between 0 and 1 as illustrated in 
the two examples above. Pattern recognition in MPCA will be improved if a new factor 
with the ability to measure the properties of random vectors is introduced. 
6.2.2 Features Based on Information Correlation Coefficient 
First introduced by Linfoot (1957), the Informational Correlation Coefficient (ICC) is 
also referred to as Onicescu’s correlation coefficient (Iosifescu, 1986). At the bivariate 
normal distribution, it is equal to the classical Pearson’s Correlation Coefficient. It is, 
additionally, a jont probability density distribution function of vectors X and Y. The 
ICC can be described as follows in a case with random vectors x and y; 
 O x, y = p !" ∗!(!")!IE P ∗ IE(Q)   6.8  
In this study, the above function only applies for discrete data. 
Only the linear properties of the manifold in which this study’s data lies are captured by 
the Pearson Correlation. Taking a random vector in R, for example, x=c(-4,-3,-2,-
1,0,1,2,3,4) and y=x^2, a 0 correlation will be yielded by Spearman or Pearson while in 
the real sense, the actual correlation is 0.5 due to the transformation function x->^2. In 
this study therefore, a new correlation coefficient has been applied in the modified PCA 
instead of fitness functions in genetic algorithms or cross entropy in neural networks. 
Formerly, decreasing large datasets that are correlated by a number of correlation 
metrics or deriving new features by addition were the main uses of PCA. On the other 
hand, determination of eigenvectors or eigenvalues was achieved through covariance 
matrix or Pearson Correlation. 
With the new correlation matrix, a modified version of the original algorithm has been 
created by implementing the totally different correlation metric possessing the ability to 
capture the kinetic properties of two random vectors. The new correlation metrics were 
	X =1,2,3,4,....+ XnKineticEnergy(X )=0
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hence implemented with the main aim being modification of the original PCA to derive 
a version that could obtain eigenvalues and eigenvectors that could in turn enable 
reduction of dimensionality by application of a correlation matrix possessing the 
Kinetic Correlation coefficients. The modified PCA was implemented and tested using 
the airline dataset by addition of two new features in the neural network. As it will be 
described later on in this chapter, the results of the implementation showed a boost of 
the final score by several hundred positions. 
6.3 The Working Algorithm of the Study: The Modified PCA 
Implementation 
First, a new correlation Coefficient known as “O” was developed. This correlation uses 
kinetic energy to select features. With the modified PCA developed in this study, the 
new Octave correlation in the PCA can have positive impacts to science when 
compared to the Pearson Correlation that is commonly used and only measures linear 
relationship. Additionally, measures linear relationship. There is also distance 
correlation that first introduced in 2005 by (Gábor J Székely, 2005) and is used to 
measure dependence levels between random vectors capturing non-linear relations. As 
such, there are multiple kinetic properties that could exist in a data such as number of 
1s in a row, non-linear shape or linear shape. Based on the Kinetic properties, features 
are derived from the modified PCA by use of kinetic correlation metrics rather than by 
use of Pearson Correlation Coefficient. “Pandas” and “NumPy” which are the two most 
essential libraries are imported to enable numerical analysis as well as data 
manipulation. 
Feature selection is subsequently conducted using the correlation that have been 
explained using two random vectors which are X=x1,x2,..xN and Y=y1,y2,...yN. There 
are two main coefficients as explained below. 
The Informational Correlation (IC). This type of correlation measures the merits 
of a predicted value and does not use kinetic energy. The IC improves the 
predictive skills of a forecasting analyst when used as a performance metric to 
forecast airline passenger figures. The IC is similar to correlation in the fact that 
it can measure the linear relationship between two random variables which in 
this case are the actualized numbers and the predicted figures. IC coefficients 
ranges from 0 to 1 where a perfect linear relationship is denoted by 1 and thus 
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showing good forecasting skills whereas inexistence of a linear relationship 
between the actual values and the predicted values is denoted by 0 and thus 
showing poor forecasting skills (Kent & Williams, 1995). Below is the IC 
function; 
 C(x,y)=Cx1,x2,…xN,y1,y2,….,yN=∑ℕi=0 p(xi)∗p(yi) 6.9 
 
The Informational Correlation Coefficient (ICC). ICC measures ratings or 
measurement reliability for data that has already been sorted into groups or 
collected as groups through a process known as clustering. Pearson Correlation 
also known as interclass correlation is a term related to ICC and is commonly 
used unlike other statistics such as the Cohen’s kappa that is rarely used. 
Pearson is commonly used in cases where there are only one or two meaningful 
pairs, from one or two systems to improve inter-rater reliability. The ICC could 
as well suffer from kinetic energy usage in information just like other statistical 
correlation coefficients (Kent & Williams, 1995) would and consequently 
resulting to the following; 
 O(X,Y)=(∑ℕi=0 p(xi)∗p(yi))/(∑ℕi=0 xi2∗∑ℕi=0 yi2) 6.10 
 
It should be noted that kinetic energy forms the denominator and thus the ICC 
coefficient (Kent & Williams, 1995) could be presented as; 
 O(X,Y)=IC/kinetic(X)∗kinetic(Y) 6.11 
 
In order to master the dot product computation techniques explained here in a 
mathematical field, it should be ensured that the cardinality of unique events also 
known as classes of the two random vectors is similar as that of the set. It should be 
noted that existence of different shapes will disable the functionality of the correlation 
coefficient. IC for two random variables referred to as the dot product of probabilities 
corresponding to each class is returned as illustrated in code 5.3 below. 
def ic(vector1,vector2): 
a=vector1 
b=vector2 
prob1=np.unique(a,return_counts=True)[1]/a.shape[0] 
prob2=np.unique(b,return_counts=True)[1]/b.shape[0] 
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p1=list(prob1) 
p2=list(prob2) 
diff=len(p1)-len(p2) 
if diff>0: 
for elem in range(diff): 
p2.append(0) 
if diff<0: 
for elem in range((diff*-1)): 
p1.append(0) 
ic=np.dot(np.array(p1),np.array(p2)) 
return ic 
With IC and kinetic energy of a vector functions available, a new function with the 
ability to compute kinetic correlation is defined. Consequently, kinetic energy-based 
correlation will be returned as illustrated below; 
def o(vector1,vector2): 
i_c=ic(vector1,vector2) 
 
o=i_c/np.sqrt(kin_energy(vector1)*kin_energy(vector2)) 
return o 
An update of the formula is done to add square root to the denominator and 
consequently bound the probabilities between 0 and 1. The number of items in the 
NumPy array will be returned by SHAPE function in form of a tuple. The function will 
additionally create a new matrix whereby the number of rows will have been initialized 
with zero values as shown below. 
rows=data.shape[1] 
rows 
matrix= np.zeros((rows,rows)) 
Further on, the o() function that had been previously defined will facilitate creation of 
the correlation matrix as illustrated in Table 5.1. For comparison purposes, Table 5.2 
illustrates the correlation matrix derived through the Pearson method. 
Table 6-1 Correlation matrix with the function o(). 
 0 1 2 3 4 5 
0 1.000000 1.000000 0.974678 0.326396 0.184695 0.229420 
1 1.000000 1.000000 0.974678 0.326402 0.184695 0.229420 
2 0.974678 0.974678 1.000000 0.320928 0.180018 0.223611 
3 0.326396 0.326402 0.320928 1.000000 0.070861 0.131047 
4 0.184695 0.184695 0.180018 0.070861 1.000000 0.490760 
5 0.229420 0.229420 0.223611 0.131047 0.490760 1.000000 
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Subsequently, the ‘scipy’ library is used to derive correlation matrices on the basis of 
Pearson r’ models which is illustrated below; 
Table 6-2 Correlation matrix correlation matrix on basis of ‘Pearson r’ model. 
 0 1 2 3 4 5 
0 1.000000 0.751037 0.770805 -0.041212 -2.751721e-02 -1.111287e-05 
1 0.751037 1.000000 0.959409 -0.013875 -3.120134e-02 -1.200190e-05 
2 0.770805 0.959409 1.000000 -0.020539 -2.392666e-02 -1.213799e-05 
3 -0.041212 -0.013875 -0.020539 1.000000 2.169034e-01 2.223767e-05 
4 -0.027517 -0.031201 -0.023927 0.216903 1.000000e+00 8,876347e-07 
5 -0.000011 -0.000012 -0.000012 0.000022 8.876374e-07 1.000000e+00 
 
6.4 Experimental Analysis / Performance Evaluation 
This section aims to evaluate the PCA algorithm by removing all features that are 
redundant and irrelevant. In this study’s experiments, comparisons were made between 
kinetic correlation matrix derived from kinetic energy and the modified PCA as well as 
between Pearson R Correlation and PCA. Comparison of these methods gave the 
results explained henceforth; 
6.4.1 Comparison of Modified PCA with Kinetic Correlation Matrix from 
Kinetic Energy and PCA with Pearson R Correlation 
The main activity undertaken here involved replacing the Pearson r-based correlation 
matrix, or even the covariance in some instances, with the Onicescu correlation 
coefficient-based correlation matrix. Figures 5.1 and 5.2 clearly illustrate the results 
obtained after Pearson Coefficient was used to test the kinetic correlation of the study’s 
data. 
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Figure 6-1 Air passenger numbers data with Pearson Correlation. 
 
 
 
Figure 6-2 Train passenger numbers data with Kinetic Correlation. 
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The above results were obtained with the main goal being to determine whether more 
space could be brought in the distance between data clusters when kinetic energy 
correlation is applied. The following plots were obtained after the data’s kinetic 
correlation was tested against the Pearson Coefficient; 
As it had been anticipated, the kinetic correlation matrix of the kinetic correlation is far 
much higher when obtained from kinetic energy in comparison to the one obtained 
from the Pearson. Only linear relations in a dataset were detected by Pearson’s R. both 
the X and Y axis have 7 columns each in the graphs. The correlation between columns 
on the scale 0 to 1.0 is shown by colouring on each square. A light colouring shows 
high correlation while a dark colouring indicates low correlation. It was also an aim of 
the experiments to figure out the reaction of plugging in the kinetic correlation into the 
PCA algorithm. Two new columns were created using the kinetic energy PCA method 
to achieve this. Two new columns are added on the kinetic model to enable airplane 
data training for further analysis to be conducted. The code below illustrates these 
actions.  
train['kineticPCA1']=new_features[:,0] 
train['kineticPCA2']=new_features[:,1] 
train.to_csv('airplanes5.csv',index=False) 
 
With the two columns newly added from the training data set, all passenger number 
values were added to another variable and the same column removed from the actual 
input data as explained further in Section 5.4.2. 
6.4.2 Features Obtained from Kinetic Energy PCS Components 
Complex interrelationships between variables give rise to a wide range of commonly 
applied predictive analytics. The process of determining the most relevant inputs to be 
used in a predictive model is called feature selection. With feature selection techniques, 
redundant, irrelevant and unwanted features with little or no contribution to, or those 
that lower, the accuracy of the models, can be identified and removed. From a 
mathematical perspective, formulation of input selection is done as a combinatorial 
optimization problem. Here, the error on dataset selection instances represents the 
generalized performance of the predictive model which is the function to be optimized. 
Inclusion (1) or the exclusion (0) of the input variables forms the design variables in the 
neural network. A wide variety of combinations, such as, 2N with N being the number 
of characteristics, would be evaluated through an exhaustive feature selection. As such, 
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requires application of intelligent methods that will facilitate efficient selection of 
features. 
This section has demonstrated the application of eXtreme Gradient Boosting package, 
commonly known as XGBoost. This package facilitates the gradient boosting 
framework to be implemented in a scalable and efficient manner (Friedman, 2001; 
Friedman et al., 2000). It additionally supports a variety of objective functions such as 
ranking, classification and regression. The package is designed in such a way that it is 
expandable and thus giving room for users to define individual objectives with ease. 
Due to its high speed and good performance, the XGBoost algorithm has dominated in 
applicability for machine learning with either tabular or structured data (Chen and 
Guestrin 2016). In this study, it has been applied in a passenger figures training dataset 
with 51,983 observations and 9 variables. A variant of the famous 1-fold cross 
validation was used to ensure that a better performance estimate of the model has been 
achieved. The dataset was split with 75% of the dataset being allocated for the training 
set and 25% being allocated to the test set. The interrelation between features or target 
variables is shown by correlation. A positive correlation indicates that the value of the 
target variable is increased by an increase in one feature value. On the other hand, a 
decrease in the target variable value due to an increase in one feature value is an 
indicator of a negative correlation. With XGBoost, features highly related to the target 
variable can be easily identified. As such, the Table 5.3 below shows the obtained mean 
values of features obtained from the PCA components. 
Table 6-3 The Mean Values of Features Obtained from Kinetic Energy PCA Components. 
train-rmse-mean test-rmse-mean 
1031.46 1031.48 
374.967 378.627 
332.24 338.45 
315.669 324.328 
306.623 318.784 
 
Table 5.3 shows that the calculated mean values are closer to the actual one.xgb.train 
values when the XGBoost model was run with python ML modules. The one.xgb.train 
is an advanced XGBoost model training interface. It additionally indicates that the 
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number of total mean values equals the number of boost rounds. The model’s feature 
importance property can be used to derive individual feature importance of each feature 
in the dataset. Each feature in the data is given a score, whereby, a higher score shows 
that the particular feature is more relevant or important to the output variable. Increase 
in the model’s prediction error depicts a feature’s importance which is achieved 
following permutation of feature’s values and consequently breaking the relationship 
between the true outcome and the feature. Extraction of the top ten dataset features will 
be conducted using the extra tree classifier. It should be noted that Tree Based 
Classifiers comes with the feature importance which is an inbuilt class. Figure 5.3 
below is a hierarchical illustration of features used in airline passenger figures in their 
order of importance. It is clearly illustrated that the most predictive values are month, 
jet fuel, and fare. It is also to be noted that running the XGBoost model and inspecting 
the feature importance had great influence on capturing kineticPCA1 and kineticPCA2 
on the plot. These are the features obtained from the modified PCA. 
 
     Figure 6-3 Principal Component Analysis Features (KineticPCA1 and KineticPCA2). 
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Table 5.4 is an outline of the predicted airline passenger figures using the prediction 
model. Additionally, the two newly created features have the second highest 
importance when compared to other methods of feature engineering that are to be later 
introduced in the study’s experiments. 
Table 6-4 Prediction Model using KineticPCA1 and KineticPCA2). 
passangersPred5 
515.111389 
636.188843 
621.036011 
624.570862 
607.825500 
 
6.4.3 Features Obtained from Training Data Only 
The XGBoost model ran in this section employed features obtained from the first 
experiment’s training data. The whole activity commenced by deriving airline data 
from all columns of the training set. Nevertheless, all passenger number values were 
added to another variable and the entire column was then removed from the actual input 
data set. The behaviour of the model based on the newly created dataset was then 
determined by running the XGBoost model. 
Jet fuel turned out to be the most important feature from the training dataset. A partial 
dependence plot based on the jet fuel feature shows clearly how changes of in the 
feature results to changes in the output regardless of the generalization error. 
Table 6-5 The Mean Values of Features Obtained from Training Data Only. 
train-rmse-mean test-rmse-mean 
1031.48 1031.5 
375.129 378.55 
331.191 337.084 
314.235 322.608 
305.394 317.117 
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From the Table 5.5, it is clear that the means calculated herein are much closer to the 
actual means. According to Table 5.5, the number of mean total values is equal to the 
number of boost rounds. It is also clear that the MPCA has learnt to use the ‘JetFuel’ 
feature to make predictions. It is therefore possible to unveil the important features 
from the training data by checking on the features that are utilized by the model to 
make predictions.  
There is a reason as to why the training dataset was used and not the test data. 
Practically, it is the intention of this study to get the best possible final model by using 
all train model data. As such, there is no test data that is available to be used in feature 
importance computation. The same problem arises when there is the desire to estimate 
the model’s generalization error. When cross-validation is nested for estimation of 
feature importance, the challenge of mot calculating the feature importance on the final 
model containing all data would arise. However, the behaviour would be different for 
models that have several data subsets.  
Eventually, it would be necessary to determine whether there is the need to establish 
the level of the model’s reliance on each feature, and in this case the training data set, 
to make predictions or the overall contribution of the features to the model’s 
performance based on unseen data, which is the test data in this case. As of now, there 
is no published study or research with a detailed comparison of training data vs. test 
data on their applicability in computation of feature importance. Such an examination 
would need a more intensive examination exceeding the use of MPCA applied in this 
study.  
Further on, an example has been outlined in which feature importance computation was 
based on training data. The choice for training data was largely influenced by the fact 
that it required a code with relatively fewer lines.  
Figure 5.4 below is a hierarchical representation of feature importance in prediction of 
airline passenger figures from the most important to the least important. As such, it is 
clear that jet fuel, moth and fare have the largest influence on prediction. It is also to be 
noted that running the XGBoost model and inspecting the feature importance had great 
influence on capturing features that had been obtained from the training dataset such as 
holiday and season. 
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Figure 6-4 Features Importance Obtained from Training Data Only 
Table 5.6 is an outline of the prediction model has been used for given values in 
passenger figures prediction and the prediction values have been kept in a new CSV 
file. 
Table 6-6 Prediction Model using Training Data Only. 
passangersPred1 
540.558472 
630.196777 
617.746277 
621.555908 
627.247681 
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6.4.4 Features Obtained from Deep Learning Hidden Layers 
In an artificial neural network, a hidden layer exists between input and output layers. It 
is in this layer that the activation function is utilized for the artificial neurons to take in 
a set of weighted inputs and consequently produce outputs. In almost all neural 
networks, this is the area where engineers typically simulate the human mental 
activities. There are various ways of setting up hidden neural network layers. Weighted 
inputs are randomly assigned in some instances while in others, back-propagation is 
conducted to calibrate and fine-tune the inputs. Either way, the functionality of the 
hidden layer artificial neuron is similar to that of the biological neuron in the brain. 
Construction of neural network hidden layers is the main focus point of many ML 
models analytics. Varying results are generated from different ways of setting up the 
hidden layers. In this study, for example, diversity in multiple datasets was achieved by 
creation of a differently engineered dataset. At this juncture, it was decided that 
addition of non-linear features emanating from implementation of R in the deep 
Learning model in Chapter 4 was necessary. The used model had the topology 
illustrated below; 
model<- 
h2o.deeplearning(x=predictors,y=target,training_frame=tr
ain, 
hidden=c(100,63,30,15),epochs=30, 
nfolds=5,fold_assignment="Modulo" ,# can be "AUTO", 
"Modulo", "Random" or "Stratified",l1=5.6e-05, l2=7.4e-
05,input_dropout_ratio=0.05)  
 
100 neurons in first hidden layer, 63 neurons in second hidden layer and 30 neurons in 
the third hidden layer and 15 neurons in last hidden layer were used to train the deep 
learning neural network. Each hidden layer had the same number of neurons as the 
number of features extracted from the deep learning model. The correlations of each 
feature corresponding to a neuron in the hidden layer were computed with the target 
variable, which is the passenger number in 1000/month, to ensure that the most 
important non-linear features are selected effectively. 
In the course of correlation computation, a single feature from each neuron was kept, 
this being a depiction of the comparison between maximum correlation and other 
features in the same hidden layer. Subsequently, the final four non-linear features are 
obtained. The behaviour of the model based on the new dataset was then determined by 
running the XGBoost model as illustrated in Table 5.7 below. 
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Table 6-7 The Mean Values of Features Obtained from Deep Learning Hidden Layers. 
train-rmse-mean test-rmse-mean 
1031.7 1031.72 
376.89 381.492 
333.428 341.489 
314.42 326.202 
303.514 319.026 
 
In Table 5.7, clearly illustrates that the calculated mean values are closer to the actual 
ones though a significant difference was recorded on the last set of inputs. 
 
Figure 6-5 Features Importance Obtained from Deep Learning Hidden Layers. 
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Figure 5.5 above is a hierarchical representation of feature importance in prediction of 
airline passenger figures from the most important to the least important. As such, it is 
clear that jet fuel, moth and fare have the largest influence on prediction. It is also to be 
noted that running the XGBoost model and inspecting the feature importance had great 
influence on capturing non-linear features deepf1, deepf2, deepf3, and deepf4 on the 
plot. 
Table 6-8 Prediction Model using Deep Learning Hidden Layers. 
passangersPred4 
582.059143 
545.397705 
546.236450 
552.925049 
627.696899 
 
Table 5.8 above is an outline of the predicted airline passenger figures with the use of 
Deep Learning Hidden Layers. 
6.4.5 Features Obtained from Genetic Algorithm 
Genetic algorithm is one of the most advanced feature selection algorithms. It is a 
stochastic method founded on biological evolution and natural genetics mechanics for 
function optimization. This section will demonstrate application of genetic algorithms 
in selection of the most relevant features leading to performance optimization in a 
predictive model. The symbolic transformer is a genetic algorithm from which the 
features were extracted. This algorithm is an estimator that commences with building a 
relationship representative from a naïve random formula’s population (Lowe, 1999). 
Being a heuristic optimization method, genetic algorithm is inspired by natural 
evolution procedures. 
The generalization performance of a predictive model is usually the function to be 
optimized in feature selection. In the first step, the individuals in a population are 
created and initialized. Random initialization of the individuals’ genes occurs due to the 
nature of this algorithm as a stochastic optimization method. Next on, a fitness must be 
assigned to each individual. The predictive model must therefore be trained with the 
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train data and subsequently use selection data to evaluate is selection data to facilitate 
successful evaluation of fitness. Low fitness will be indicated by a high selection error. 
As such, the probability of individuals displaying the greatest fitness to be selected for 
recombination will be high. 
After successful performance of the fitness activities, individuals to be recombined in 
the next generation are chosen by the selection operator based on their fitness levels. At 
this stage, the individuals that are more fitted to the environment have a high survival 
possibility. With N/2 being the number of selected individuals, N is the population size. 
Direct survival of the fittest individuals for the next generation is enabled by elitism 
selection. The number of directly selected individuals is controlled by elitism which is 
commonly set to a small value such as 1,2… onwards. Further on, stochastic sampling 
with replacement or the roulette wheel is one of the most commonly applied selection 
methods. In this method, all individuals are placed on a roulette with areas proportional 
to their fitness. The roulette is then turned and random selection of individuals is done. 
The individual that corresponds is then selected for recombination. 
Once the selection operator has chosen the population halfway, a new population is 
generated by recombining the selected individuals using the crossover operator. This 
operator randomly picks two individuals and their features combined to give rise to 
four new ones for the new population. This process is done repeatedly until the new 
population achieves a similar size as the old one. The decision of which parent will bear 
the off springs’ features is made by the crossover operator. As such, it is possible for 
the operator to generate off springs that are identical to the parents and thus resulting to 
lowly diverse new generation. To counter this problem, the mutation operator randomly 
changes some feature values in the off springs. A random number between 0 and 1 was 
generated to determine whether a feature is to be mutated or not. From this, the variable 
is flipped whenever this number turns out to be lower than the mutation rate value. 
Usually, the mutation rate is 1/m with m being the number of features. With the 
mutation rate values, one feature for each individual must be mutated statistically. The 
entire process is the conducted repeatedly until a stopping criterion is met. Prom the 
process, it is more likely that a generation will be well adapted to the environment than 
its predecessor. 
Below are advantages derivable from use of genetic algorithm methods; 
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1. They have improved performance in comparison to traditional feature selection 
techniques. 
2. They can handle datasets containing many features. 
3. It is not a must to have specific knowledge of the problem being studied in 
order to apply them. 
4. It is easy to parallelize algorithms clusters in computer clusters. 
Their main disadvantages are; 
1. They may be computationally expensive since a predictive model must be built 
to evaluate each individual. 
2. Due to their stochastic nature, they take relatively longer to converge. 
The formulas assume a tree-like structure representation while at the same time 
recursively applying mathematical functions to constants and variables. The fittest 
individuals in a population are selected and evolved into a successive generation of 
programs. Such individuals are taken through genetic operations such as reproduction, 
mutation and crossover. Conclusively, in this study’s model, selection of the best 
variable’s subset can be achieved by genetic algorithms. This process however requires 
enormous computations. Figure 5.6 below illustrates the results explained above’ 
 
Figure 6-6 Tree-like Structures of the Genetic Algorithm. 
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The different kinds of operations produced by genetic algorithm can be easily observed 
in a genetic program. After running the XGBoost model, two new features were 
obtained from the genetic transformer and added to the algorithm. 
Table 6-9 The Mean Values of Features Obtained from Genetic Algorithm. 
train-rmse-mean test-rmse-mean 
1031.46 1031.48 
375.332 378.553 
333.665 339.378 
317.021 325.23 
307.186 318.731 
 
In Table 5.9, clearly illustrates that the calculated mean values are closer to the actual 
ones though a significant difference was recorded on the last set of inputs. Moreover, 
Figure 5.7 below is a hierarchical representation of feature importance in prediction of 
airline passenger figures from the most important to the least important. As such, it is 
clear that jet fuel, month and fare have the largest influence on prediction. Additionally, 
it is clear that a relatively low influence below researcher’s expectation emanated from 
capturing the genetic features ‘genetic_feat1’ and ‘genetic_feat2’ in the plot.  
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Figure 6-7 Features Importance Obtained from Genetic Algorithm. 
Table 5.10 below is an outline of the predicted airline passenger figures with the use of 
Genetic Algorithm. 
Table 6-10 Prediction Model using Genetic Algorithm. 
passangersPred2 
529.164917 
611.098145 
600.075256 
609.790955 
607.040894 
 
6.4.6 Features Obtained from One-Hot Encoding 
One-hot-encoding is method commonly used in data science to deal with categorical 
features. It is a process through which categorical variables are converted into a form 
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that can be easily fed to ML algorithms and consequently enable them produce 
improved prediction results. In this study, the ‘month’ feature consisting of 12 
categories was transposed into 12 dimensional binary spaces using this method. As 
such, the categorical variables are represented as binary vectors. It is a requirement of 
the process that the categorical values be first mapped into integer values. Each integer 
value is subsequently represented as binary vector that have all values as zero. Only the 
index of the integer is marked with 1. When the XGBoost model is trained on this new 
feature importance dataset, 12 newly added columns are obtained. All the passenger 
number values were then added to another variable and the same column removed from 
the actual input Dataset see Table 5.11. 
Table 6-11 The Mean Values of Features Obtained from One-Hot Encoding. 
train-rmse-mean test-rmse-mean 
1032.74 1032.78 
370.113 373.86 
327.627 333.901 
311.213 320.576 
301.409 314.091 
 
Table 5.11, clearly illustrates that the calculated mean values are closer to the actual 
values of one.xgb.train, though a significant difference was recorded on the last set of 
inputs. 
Figure 5.8 below is a hierarchical representation of feature importance in prediction of 
airline passenger figures from the most important to the least important. As such, it is 
clear that jet fuel, month and fare have the largest influence on prediction. The Figure 
also shows that the number of mean total values is equal to the number of boost rounds. 
Additionally, 12 new features and their corresponding influences have been obtained 
rather than a single feature and thus showing that the influential magnitude is not very 
high. 
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Figure 6-8 Features Importance Obtained from One-Hot Encoding. 
At first, all possible one variable models were fit and then the variable model with the 
highest performance was chosen. Later on, all possible two variable models were fit 
and thus adding a second variable to the one variable model with the highest 
performance previously attained. A two-variable model with the highest performance is 
chosen and if it displays superiority than the previous one variable model, then the 
experiment is proceeded with it. All three variable models are fit, then four variable 
models, then five and so on until the process achieves the best k features or there are no 
more improvements in the model. However, the first impressions of this approach are; 
the main challenge is that there is a high possibility of not finding a most optimal 
solution. More so, variables from future steps that are yet to be included in the process 
may work quite well with the candidate variable. Also, if the algorithm terminates 
beforehand, the candidate variable may not have the chance of utilizing potentially 
significant predictors. 
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Table 6-12 Prediction Model using One-Hot Encoding. 
passangersPred3 
586.558441 
620.629944 
619.795837 
614.935303 
612.234863 
Based on one-hot-encoding, Table 5.12 above is an outline of the predicted airline 
passenger figures and the prediction values have been kept in a new CSV file. 
6.4.7 Feature Obtained from Conditional Probability 
After determining that categorical nature cannot be used to exploit more features, it was 
decided that a conditional feature obtained from joint probability distribution be 
created. In their analysis of the theory of probability, Gut, (2013) defines conditional 
probability as the measure of how much an occasion is likely to occur given that 
another particular event has already occurred. In a case where A is the event of interest 
and B is a known event that has already, or is assumed to have, occurred, the 
probability of A occurring under the condition of B is written as P(A | B), or sometimes 
PB(A) or P(A / B). In this study therefore, the conditional probability P (City | Month, 
Year) was created and designed to answer the following question; 
“What is the probability that on a specific row in particular city giving the evidence 
that month has some particular value and year has some particular year?” 
To, therefore, experiment on creating a conditional feature obtained from joint 
probability distribution, the airline dataset with a single newly added column was read.  
Table 6-13 The Mean Values of Features Obtained from Conditional Probability. 
train-rmse-mean test-rmse-mean 
1031.46 1031.48 
373.877 377.486 
331.002 336.737 
315.453 323.695 
306.327 317.887 
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All the passenger figures values were put in another variable and the same column 
removed from the actual input dataset. In Table 5.13 above, the plot clearly indicates 
that the mean values calculated are much closer to the actual values. A significant 
difference was however recorded after the points were increased. After the XGBoost 
was ran on the dataset entailing the new feature, the conditional feature was determined 
to be the least influential as shown in the figure below. This feature was however kept 
with the main aim of increasing the model’s diversity as shown in below Figure 5.9. 
 
Figure 6-9 Features Importance from Conditional Probability. 
 
Figure 5.9 above is a hierarchical representation of feature importance in prediction of 
airline passenger figures from the most important to the least important. As such, it is 
clear that jet fuel, month and fare have the largest influence on prediction. The figure 
also shows that the number of mean total values is equal to the number of boost rounds. 
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Additionally, the influential magnitude is not quite high as one new feature has been 
obtained with the corresponding influences rather than having a zero feature. 
Table 6-14 Prediction Model using Conditional Probability. 
passangersPred6 
621.677002 
628.961792 
629.928589 
644.625793 
650.002625 
 
Table 5.14 above is an illustration of the passenger figure values predicted with the use 
of conditional probability. As aforementioned, the conditional probability P (City Name 
|month) was intended to answer the question; what is the probability of achieving 
particular passenger number value for a given destination city for a particular given 
month in a particular year? 
Nevertheless, the probability space was defined by loping in for the total number of 
keys after the list counts of each tuple were taken. At each time, an entry at the same 
key position was added by a similar count as well as the actual shape count. 
Consequently, an empty table with an equal number of tuples and with zero as the 
initialization was created and the values then added into the joint probability table for 
each probability. In conclusion, a list of conditional probability of city was created and 
added as a new column in the train dataset. 
6.5 Ensemble Stage and Outlier Detection 
Ensemble analysis is a method that has been widely reviewed by literature with its main 
function being reducing a model’s dependence on a specific data set or data locality. 
Clustering and classification are some of the areas where the ensemble technique is 
commonly applied with each of these meta-algorithm areas being considered as a 
vibrant and active subfield in its own right. This technique creates a more robust model 
by combining the results from a variety of models. An outlier is defined as a particular 
data point maintaining a significance distance from other similar points. This is an 
occurrence resulting from measurement variability or at times indicating experimental 
errors. The outliers should not be included in the dataset if possible. It is, however, a 
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difficult undertaking to determine these anomalous instances and in most scenarios, it is 
practically impossible. ML algorithms have a high sensitivity to distribution and ranges 
of attribute values. It should therefore be noted that the entire training process can be 
misled or completely spoilt by data outliers resulting to longer training durations, 
models with low accuracy levels and definitely poor results. 
Generally, outlier detection makes ensemble analysis a complicated process and thus 
being focused on in literature concerning outlier analysis. The case of high dimensional 
data is an instance where ensemble analysis is commonly used. One of the earliest 
feature bagging approaches used in detection of high dimensional outliers is 
Formalization of outlier ensemble analysis (Lazarevic et al 2005). Currently, ensemble 
analysis is designed for application on high dimensional cases though there is a 
potential broader applicability. The certainty and robustness of results obtained from 
the process of subspace discovery are greatly improved through ensemble analysis. 
As such, with the aforementioned in mind, this part of the study has focused on 
detecting the outliers for the monthly airline passenger figures which is the target 
feature. The following steps formed the foundation of the outlier detection algorithm; 
1. After the XGBoost model was used to make predictions on all datasets obtained 
through  various feature engineering processes as illustrated in sections 5.3.7, 
5.4.2, 5.4.3, 5.4.4, 5.4.5, 5.4.6, as well as on the initial dataset with the original 
features, the following set of predictions were obtained; 
2. Prediction1, Prediction2, Prediction3, Prediction4, Prediction5, Prediction6. 
Prediction 2 was a key point of interest and referred to predictions obtained 
after the dataset was ran using the modified PCA method. 
3. The data frame containing the predictions was randomly split into two sets with 
the first one being 75% of the initial size and representing the training set while 
the second one was the remainder 25% and represented the validation set. 
4. The “o” training set outliers in the training set were flagged with ‘1’ whenever a 
particular value was determined to be an outlier and with ‘0’ if the value was 
not an outlier. Following multiple experiments, a good definition of outliers for 
the case of this study was said to be; y=outlier, where y>=2.5*standard 
deviation of y +mean of Y, where Y=target /passenger numbers. 
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5. Outliers are then predicted in the test set after a random forest classifier was 
fitted in the training set 
6. The maximum values from all predictions were used to replace the predicted 
target feature outlier values as shown; replaced_outlier=MAX((Prediction1, 
Prediction2, Prediction3, Prediction4, Prediction5, Prediction6) 
The above steps were repeated in the absence of prediction2 which had been 
previously mentioned to be from the modified PCA version and the results compared 
with those from the above steps. The following conclusions were made; 
a. The histogram of the training set prediction is reassembled into a better 
histogram by the final test set predictions. 
b. A better replacement of the outliers is achieved. 
c. A decrease of the root mean squared error is recorded. 
The above a. b, and c observations were made only in the presence of prediction2 from 
the modified PCA. Refer to Appendix 3 for more explanation. 
6.6 Discussion 
With the continuously arising challenges and trends in the field of airline passenger 
figures predictions, it is consequently become a key focus point of researchers in 
various studies. Successful and smooth operations as well as a boost in profitability can 
be achieved through accurate prediction of airline passenger figures. Forecasting of 
future passenger numbers is mainly based on past data. In a case where passenger data 
for the past 90 days is given and an estimate of the next 10 days is required from it, the 
most suitable estimator to use is the multivariate conditional mean due to its ability to 
minimize the mean square error of estimation. However, it is not at all times that 
numerical results can be relied on since use of this method to estimate future figures is 
not a well-conditioned process. 
Long-term forecasting has been achieved using a variety of methods. Principle 
Component Analysis is commonly applied method that employs linear techniques. The 
main aim of this chapter was to therefore propose method with similar forecasting 
power but with the ability to improve the reliability of the numerical results obtained. 
As such, a modified PCA version modified with kinetic correlation matrix using kinetic 
energy has been introduced. Different sets of airline passenger data have been used to 
assess the modified PCA and the results compared with those from the traditional PCA. 
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The modified PCA results shows that Pearson correlation is much lower than Kinetic 
correlation. This is relatively sensible since Pearson’s R can only detect linear relations 
in a given dataset.  
It also turned out that classification accuracy, classes’ reparability and data dimension 
reduction were achieved more efficiently and effectively with the modified PCA than 
with the traditional PCA. Based on the results obtained in this chapter, clustering in 
hyper-dimensional space using kinetic correlation as a distance can be achieved with 
application of the modified PCA and consequently make it run in real time when doing 
future work. Outliers have also been highlighted as a major hindrance in the 
construction of predictive models. They have been attributed to poor results in various 
studies. To counter the challenge, this study proposed an ensemble method that 
effectively detected outliers.  
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Chapter 6: Conclusions and Future 
Work 
 
7.1 Overview 
The foundation framework for civil aviation was set up in 1944 after the signing of the 
Chicago Convention by Franklin Roosevelt. Since then, tremendous transformations 
have been witnessed, subsequently leading to the global economisation of the industry 
to its current state (ICAO, 2005). For the past 30 years, the aviation industry has 
showcased an annual average growth rate of 5% (MIT, 2015). Aeronautical 
Information Services (Eurocontrol, 2014), as well as Air Traffic Control (ATC), are 
key specialties for Air Traffic Management (ATM). Through such ATM activities, safe 
aircraft flights are facilitated, and improvements are sought on the existing operations 
to increase effectiveness and efficiency in the industry’s service provision (Zhong et al., 
2015). 
Air Traffic plays an important role in facilitating a smooth flow of people and capital as 
the per capita income grows in the Middle East (Duval, 2008; Zhong et al., 2016)  
(Duval, 2008). Various airlines have been able to intensify their operations to provide 
services to almost all corners of the globe (Duval, 2008; Zhong et al., 2016). Airbus, for 
example (Airbus, 2014), one of the largest aircraft manufacturers, forecasts an average 
annual growth of 4.6% in air traffic operation in the period 2014-2024 (Airbus, 2014). 
The forecast also shows that Asia and the Middle East will eventually become the 
largest markets due to their being major global destinations for various business 
activities (Airbus, 2014). Similar estimates are also brought forth by the International 
Air Transport Association, which stated that the number of air passengers per year is 
expected to rise to 7.3 billion by 2034. This figure will be more than twice the number 
of passengers served in 2014 (IATA, 2014). 
Despite the anticipated future growth in the industry, a survey by the European 
Organisation for the Safety of Air Navigation disclosed some rather disturbing facts. 
The results of the survey showed it was critical that more than 16 factors needed to be 
reviewed and addressed, as they would otherwise hinder the anticipated growth in one 
way or another (Eurocontrol, 2009). As such, when conducting future forecasts, the 
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relevant authorities also should come up with appropriate strategic planning and 
development policies to counter all the hindrances that would constrain the anticipated 
growth. The survey result highlights the significance of assessing air travel forecasts to 
develop viable strategic plans for the future of the aviation industry; (Wensveen, 2007; 
Phyoe et al., 2016). Forecasting also serves to provide a foundation of environmental 
assessment for carbon emissions emanating from aviation activities (ICAO, 2010). 
Originally, influencing factors were not considered comprehensively in forecast 
models, especially with regards to passenger numbers. (Gosavii et al., 2002; Riedel & 
Gabrys, 2003). 
In this study, however, different attributes are recognised as classification vectors, and 
new time series algorithms were designed by calculating representatives in all clusters 
between observing time series and representatives. The study additionally embarks on a 
new approach based on feature selection and subsequently demonstrates the features 
that are significant in facilitating the prediction of passengers travelling to various 
destinations at different seasons. The deep learning and genetic algorithm-based feature 
extraction is guided by higher probabilities of survival for fitter combinations of 
features, where the features are extracted by Feature-Space = {’Year’, ’Month’, 
’Destination Airport’, ‘Destination Airport Name’, ’Destination City Name’, 
’Destination Region Name’, ’Destination Country Name’}. The effects of different 
parameters for a variety of techniques were also studied by classifying accuracy and 
comparing the results with those obtained through stepwise addition of features. An in-
depth discussion is also conducted to determine how different features correlate and the 
significance of such correlations. 
7.2 Study Approach 
The available data was relatively large, consisting of 51,983 observations. 
Consequently, a larger subset of forecasting models as available in the literature had to 
be considered. However, a broader or narrower model can be considered to match the 
size of the dataset. If more airline passenger data variables are available and can be 
measured, other modelling approaches can be used. Such models include advanced 
machine learning algorithms and multiple regression models. 
Chapter 2 described how various methods were employed to forecast airline passenger 
figures. Principle component analysis (PCA) is a commonly used forecasting method 
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with its applicability traceable to the forecast of airport passenger traffic in Hong Kong 
(Tsui et al., 2014). Nonlinear forecasting methods were also used to forecast the air 
passenger flow in Russia (Blinova, 2007). 
Chapter 3 described how various hybrid methods were employed to conduct data pre-
processing prior to the actual forecasting. When forecasting air passengers passing 
through Muscat International Airport, the STL decomposition method was predeceased 
by seasonal decomposition pre-processing. This was in a non-linear forecast that 
showed more accuracy than a variety of standalone methods. Seasonal decomposition 
allows observation of the underlying distinctive characteristics in a particular time 
series by removing any systematic seasonal variations. In this study, the application of 
STL decomposition increased the accuracy of time series’ components (Hyndman & 
Athanasopoulos, 2013). 
In Chapter 4, hybrid methods were proposed for instances where more than one 
forecasting method is used. This will consequently enable compensation for the 
drawbacks emanating from individual methods. When the ARIMA model was 
employed, followed by the ANN model, for example, high levels of accuracy were 
obtained in comparison to application of single standalone models (Zhang, 2003). This 
chapter additionally presents an overview of various factors affecting the forecasting of 
airline passenger figures. A clear depiction emanates from the examples used therein 
revealing the significance of using interrelated features to increase the accuracy of 
forecasted airline passenger figures. It also came out clearly that the addition of new 
features to the old inputs significantly altered the variance results of new outputs. 
Optimisation of the deep neural network model significantly improved the results. A 
general observation made was that more accurate results were obtained from the deep 
neural network than from any individual machine learning model or even a 
combination of different machine learning models (Brzezinski & Stefanowsk, 2014; 
Zhang et al., 2009). Being the new model in the predictive world, the deep neural 
network prediction parameterisation is based on important features of the original 
space. The basic predictions produced by different time series models are combined by 
a fixed rule depending on the booking level. The weighting parameters to adopt the 
forecasts to the season and holiday are calculated by fixed rules too, depending on the 
number of months to a destination as well as information relating to seasonality and 
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public holidays. Although performance has been used to optimise all these rules, the 
ultimate goal was to eradicate all fixed rules and adopt a dynamic approach to the 
combination. The combination should, therefore, be able to adjust the basic methods 
and also adopt new features. 
This study pays deep attention to the experimentation of new features obtained from 
optimised neural network layers. The significance of feature selection was visualised 
using existing machine learning models’ strongpoints. The methodology of deep neural 
network incorporation is selected after the selection of features, addition of new 
features at various steps and visualisation of how all features correlate. It is through this 
methodology that best modelling practices are obtained and maintained. Since various 
scholars are raising concerns against machine learning and criticising it for poor 
definition of the variable selection process, such scholars have consequently embarked 
on the use of deep neural network with the desire to achieve accurate forecasting results 
(Essa & Ayad, 2012; Friedman & Popescu, 2008). 
The figure segments should deliver reliable forecasts for each flight date and admission 
level. The ticket request at a charge level (e.g. per take-off date) can be displayed as a 
period arrangement. However, only a few strategies have been able to deliver figures 
with an acceptable accuracy level as a result of the nature and structure of the available 
information. In our case, rapid global changes are being witnessed and as a result, only 
a little information is available and various pertinent estimates are often lacking. Deep 
research on this theme has shown that straightforward and vigorous time arrangements 
impacting models such as basic normal, diverse renditions of exponential smoothing or 
relapse models portray superiority over more refined techniques. Additionally, 
academic investigations have proved that movements in airline flows are not random. 
To the contrary, they behave in a highly non-linear, dynamic manner and thus make 
predictability of airline passenger figures quite challenging (Huang et al., 2013). As 
discussed in Chapter 3, many factors impact air traffic, among them prevailing 
economic conditions. It is therefore worth noting that economic indicators used in this 
analysis are calculated from historical data. 
Various machine learning approaches have been used to analyse these economic 
indicators and consequently predict future trends. The majority of the approaches come 
with various drawbacks such as over-fitting or under-fitting, initialising a large number 
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of control parameters, and finding the optimum solutions. As a solution to these 
shortcomings, Chapter 5 details how the modified principal component analysis 
(MPCA) method is suggested. The main reason for this choice is that MPCA uses the 
structural risk minimisation principle for function estimation while the traditional 
methods implement the empirical risk minimisation principle. This is preferable 
because, in order to make predictions, which are as accurate as possible on an actual 
unknown distribution, it is necessary to minimise the error of the predictions on the 
data that obtained from that distribution. 
Attention is drawn to the results obtained from a modified principal component analysis 
(PCA) using a different correlation matrix sourced from kinetic information energy 
properties of the features as represented by random vectors. Additionally, 
experimentation on the new features obtained from an optimised neural network’s 
hidden layers has been conducted. 
With the main aims being to obtain distribution on some hold-out dataset that 
resembles the original distribution of the training dataset and improving prediction 
performance metric, predictions made on different engineered feature spaces were 
assembled while replacing all outliers of incorrect predictions. The first important steps 
in developing MPCA-based forecasting model are feature extraction (transforming the 
original features into new ones) and feature selection (choosing the most influential set 
of features). To improve this model, however, two-stage methodologies named PCA-
MPCA have been proposed in this research. It was also a proposal of authors from 
previous studies to take the average of the data to fill the missing values of continuous 
features and the most common value to fill the missing value of the discrete feature. 
However, it was noted that making these changes could result in a high 
misclassification rate which would, in turn, affect the classification accuracy. 
This study, therefore, proposed two new methods to solve the issue of missing values. 
In the first method, all features with a high frequency of missing values are removed. 
Such features would not contribute any significant value to the final results. In the 
second method, the finite difference method is used to determine the missing values 
and consequently result in an efficient selection of a feature set. Now with the desired 
feature set, PCA was used in the first stage to extract features which were then reduced 
into a low-dimensional feature space. MPCA was then applied to the reduced feature 
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space in the second stage to extract principal components, from which a forecasting 
model was finally constructed. 
7.3 Research Outcomes 
The results of this study show that the random forest model is the most powerful of all 
models in predicting monthly airline passenger flow. The variables used in the model 
are base fare, number of public holidays, MA(3) of total passengers, MA(1) of total 
passengers, and the first difference of total passengers. The travel behaviour of air 
passengers from Oman to various destinations around the globe is influenced by base 
fare and holidays, both of which are exogenous variables. When the random forest 
model is fitted with new features, a 69% variance increase was observed. The deep 
learning model was optimised by conducting a hyperparameter search to determine the 
best topology from thousands of topologies in the neural hidden layers by determining 
the root mean square errors. The best hyperspaces of parameters were determined 
through a grid search of some validation frames (split them in training and test 
validation). 
Outliers of incorrect predictions were successfully replaced with feature engineering 
file ensembles obtained from a variety of engineering processes. The best model 
obtained from hyperparameter optimisation was used to obtain the deep feature, which 
is non-linear, as well as to derive new features and thus gave rise to multiple files based 
on the original features to have diversity for the ensemble. This was done in the form of 
data frames with all vectors and correlations with layers 1 and 2 being added. 
Numerous deep features were obtained, from which correlations are made with target 
features, giving rise to the maximum correlation heights. Only columns with height 
index correlations were kept. As such, those correlating with our targets were obtained. 
Later, a modified version of PCA with kinetic correlation matrix using kinetic energy 
was presented. The features of this modified PCA were assessed with different sets of 
air passenger data and compared to traditional PCA. It emerged clearly that the 
modified version of PCA is more effective in data dimension reduction, classes 
reparability and classification accuracy. Satisfactory results were obtained from the 
modified PCA version as the predictions histogram in the training set was reassembled 
into a better histogram in the final predictions set. Moreover, there was a better 
replacement of the outliers while at the same time a decrease in the root mean squared 
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errors was marked. The results of the modified PCA version also showed that the 
kinetic correlation is much higher than the Pearson correlation. This is much more 
sensible owing to the fact that Pearson’s R is only able to detect linear relations in any 
data. 
This study also highlighted the possibility of airport authorities forecasting airline 
traffic figures on other frequencies other than on a monthly basis. This is because the 
models presented in this study can be successfully loaded with data measured at various 
frequencies or some advanced model can be applied as the data length increases. 
Additionally, the models described in this study can enable air authorities to predict 
future occurrences that could impact operations such as flight delays. This will help 
improve the management of operations to avoid losses and customer dissatisfaction. 
7.4 Overall Contribution of the Study to the Knowledge of 
the Field 
The major contribution of this Thesis is the advancement in the forecasting approaches 
and models that have been developed and tested for forecasting Oman air passenger 
demand. It goes without saying that the modified principal component analysis 
approach and optimised method of robust neural network technique are the newest and 
unique modelling paradigms. As such, these models have been successfully piloted in 
the Oman air passenger demand forecast. Additionally, this is the first reported study to 
employ MPCA models for forecasting airline passenger demand. 
The models in this study have shown a high level of accuracy, reliability and a greater 
predictive capability in comparison to the traditional principal component analysis 
models (PCA), which are currently the recommended approaches of the International 
Civil Aviation Organisation and other key government agencies around the world. 
Therefore, this study has contributed to the current knowledge by: 
1. Proposing an optimised method of the robust neural network technique 
with existing machine learning models; 
2. Enabling extraction of new features from the original feature space; 
3. Proving the significance of new features extracted on existing features 
through different experiments, i.e. deep neural network; and 
4. Proposing the modified version of PCA, which is a statistical approach 
with kinetic correlation matrix using kinetic energy and forecasts the 
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number of airline passengers with a high level of accuracy in 
comparison to existing methods. 
7.5 Suggestions for Future Research 
With the primary outcome of this research being that models based on MPCA 
approaches are more effective than Pearson’s traditional linear PCA models, it is 
essential for further research to be conducted to validate this work. This being the 
pioneering study, future researchers will know the challenges faced while undertaking 
similar studies and thus more easily mitigate them. To eradicate the challenge of dataset 
size limitation, future studies can base their case studies on larger airports with 
intensified operations. Additionally, based on these results, the modified PCA can be 
applied to make clustering in hyper-dimensional space using kinetic correlation as a 
distance (increasing performance), to make it run in real-time in future work. When 
handling various clustering categories such as a clustering algorithm, clustering K-
means or in hierarchical clustering, future researchers should be advised that it requires 
a for-loop at every point to get the nearest point from row vector. This is because n 
rows of data complexity will be of the order n^n, which is impossible to finish unless 
using the said method. In a two-dimensional space, there is a trick to hasten 
implementation using a divide and conquer method, which has complexity n or log n. 
All these challenges can be mitigated with a modified PCA version containing all the 
latest features. Since this study employed only one dataset to study limited features of 
the modified PCA model, future studies should employ large sets and sub-sets of data 
with a wide variety of features to gain a full understanding of the model. 
It is worth noting that forecasting tasks entail numerous dimensions such as the length 
of the forecast horizon, the size of the test set, forecast error measures, and the 
frequency of data. It is therefore unlikely that once selected, a particular forecasting 
method will be better than all other plausible methods all the time. As such, the 
probabilities of any forecast models should be frequently analysed depending on the 
current task as well as the availability of new datasets. This study was initiated keeping 
in mind the great need of forecasting models for the airports in Oman and finding the 
gaps in the literature related to non-usage of prediction interval around point forecasts. 
It is therefore believed this report will help Oman airports to build their inaugural 
forecasting models to track the future trends of air travellers and make intelligent and 
informed business decisions. 
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9.3 Appendix 3 
 
9.3.1.1 Detecting the Outlier for the Monthly Airline Passenger Numbers 
Outlined below is a line by line code explanation. It will be seen that first, “Pandas” 
and “NumPy,” which are the two most significant libraries, were imported to facilitate 
numerical analysis and data manipulation. The train data set was then read and the first 
five rows printed as shown below. 
Let Month and passenger numbers be represented by variables X and Y respectively. A 
function is then defined to create X and Y distributions with the use of NumPy co-
variance function. 
 
x=train[['Month']] 
y=train[['Passenger.numbers.in.thousands..000.']] 
def MahalanobisDist(x, y): 
    covariance_xy = np.cov(x,y, rowvar=0) 
    inv_covariance_xy = np.linalg.inv(covariance_xy) 
    xy_mean = np.mean(x),np.mean(y) 
    x_diff = np.array([x_i - xy_mean[0] for x_i in x]) 
    y_diff = np.array([y_i - xy_mean[1] for y_i in y]) 
    diff_xy = np.transpose([x_diff, y_diff]) 
    md = [] 
    for i in range(len(diff_xy)): 
        
md.append(np.sqrt(np.dot(np.dot(np.transpose(diff_xy[i])
, 
                                        
inv_covariance_xy),diff_xy[i]))) 
    return md 
 
The dimensions of X and Y are then changed to find the outliers as shown below; 
x=np.array(x) 
x=x.reshape(x.shape[0],) 
y=np.array(y) 
y=y.reshape(y.shape[0],) 
md = MahalanobisDist(x,y) 
 
The previous function was then utilized to come up with the outlier for monthly 
passenger figures as shown henceforth; 
 
def FindOutliers(x, y, p): 
    MD = MahalanobisDist(x, y) 
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    nx, ny, outliers = [], [], [] 
    threshold = -2*np.log(1-p) 
    for i in range(len(MD)): 
        if MD[i]*MD[i] < threshold: 
            nx.append(x[i]) 
            ny.append(y[i]) 
            outliers.append(i) # position of removed 
pair 
    return (np.array(nx), np.array(ny), 
np.array(outliers)) 
 
The actual passenger figures data with outliers 1 is then printed as; 
 
print(train[['Passenger.numbers.in.thousands..000.']]==O
utliers[1][1]) 
 
The actual data on number of months with outliers 2 was printed and the outlier 
calculations produced as follows; 
 
print(train[['Month']]==Outliers[0][1]) 
train[train[['Passenger.numbers.in.thousands..000.']]==O
utliers[1][1] &train[['Month']]==Outliers[0][1]] 
np.mean(y)+2*np.std(y) 
 
 
Table 9-1 First Five Rows of Target Feature (Passenger Number) 
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Table 9-2 Actual Data of Number of Passengers with Outliers 1 
 
 
Table 9-3 Actual Data of Number of Passengers with Outliers 2 
 
 
 
