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Les télécommunications à grande échelle dont 1'Internet nécessitent des capacités 
de traitement importantes. Les machines parallèles sont depuis longtemps considérées 
comme une solution 5 ce problème. Mais, avec I'accroissement des performances du 
matériel grand public. de nouvelles architectures parailèles peuvent être utilisées ; les 
grappes d'ordinateurs constituent une solution peu coûteuse qui possède aussi I'avantage 
d'être évoiutive. Ainsi, il est théoriquement facile d'augmenter la puissance d'une 
grappe d'ordinateurs en lui rajoutant des nœuds. En pratique, de nombreux problèmes 
peuvent dégrader la performance du système résultant et compromettre cette évolutivité. 
Le but de ce mémoire est donc d'étudier I'évolutivité des grappes d'ordinateurs afin de 
proposer un systf me dont I'évolutivité est proche du cas idéal. 
La plupart des recherches qui ont été menées sur les grappes d'ordinateurs ont 
pour cible des applications scientifiques. II existe ainsi une théorie de I'évolutivité des 
systèmes pmllèles. et des métriques comme I'iso-vitesse ou l'iso-efficacité permettent 
de mesurer I'évolutivité. Ces premières recherches s'intéressaient davantage h l'aspect 
dgonthmique de I'évolutivité, dors que les recherches plus récentes se sont penchées 
sur l'architecture des systèmes parallèles afin de les rendre évolutifs. Dans ce cadre. le 
stockage et l'accès aux données jouent un rôle central et constituent souvent une limite à 
I'évolutivité. Dans ce mémoire, nous avons donc choisi d'étudier plus particulièrement 
les systèmes de fichien répartis pour grappes d'ordinateurs. Nous avons commencé par 
une étude générique des gnppes d'ordinateurs à l'aide d'un modèle analytique. Pour 
cela. nous avons utilisé une modélisation par réseau de Pétri et nous avons calculé les 
indices de perfomances de notre modèle. Nous avons ainsi montré que la façon dont les 
performances du système évoluent dépend de la capacité des ressources partagées et des 
délais de transaction. Mais, ce sont les contentions lors des accès simultanés à une 
ressource partagée qui bornent les performances ou les dégraéent quand le nombre de 
nœuds de la grappe augmente. 
Pour la suite, nous avons choisi le système de fichiers « Parallel Virtud File 
System » (PVFS) développé par l'Université de Clemson comme point de départ. Ce 
système de fichiers pour grappes d'ordinateurs Linux implémente le wide stripping B. 
Nous avons implémenté et calibré un simulateur de PVFS grâce auquel nous avons 
montré que cette technique de distribution des données rend les perfomances du 
système évolutives tant que la taille de la grappe reste inférieure à un certain seuil qui 
correspond à la saturation de la bande passante du réseau. Pour palier cette limite, nous 
proposons d'exploiter les avantages du « wide striping » et de la réplication dans la 
même architecture. Notre nouvelle technique de distribution des données basée sur le 
4 chained declustering » a pour but d'assurer à la fois la tolérance aux pannes et 
I'évolutivité du système. Elle permet également de faire évoluer le système à moindre 
coût et sans interruption ni dégradation trop importante du service déjà offert. De plus. la 
granularité de I'évolutivité est réduite à un nœud. ce qui permet d'ajuster la taille de la 
grappe aux besoins en capacité de traitement. Enfin, nous proposons une architecture 
basée sur le concept de grappes de grappes qui permet de s'affranchir de la limite en 
taille que le réseau impose. 
Pour valider notre système de fichiers. nous avons utilisé le simulateur de PVFS 
dans lequel nous avons implémenté les améliorations proposées. Les résultats des 
simulations montrent que I'évolutivité de notre algorithme statique de lecture des 
données est proche du cas idéal. Une fois que l'on a bien choisi la taille de la grappe 
d'origine, les performances ne sont plus limitées par le réseau et sont proches des 
performances idéales. Nous avons également simulé un scénario de mise à jour du 
système sans interruption de service pour calculer la perturbation engendrée sur le 
service : celle-ci est minime et peut être contrôlée par des mécanismes de gestion des 
priorités. 
ABSTRACT 
Great scale telecommunications and the htemet require more and more 
pmcessing capacity. Parallel cornputers have k e n  used for a long time to solve this 
problem. Today, "off the shelf' components achieve good performances and they can be 
used to build new parallel systems such as computer clusters which are less expensive 
than the other architectures and can achieve better scalability. Thus. it is theoreticdly 
easy to increase the overdl performances of a computer cluster by adding a node. 
Actually. there are numerous factors than can Iimit the performances or even iower the 
scalability. The purpose of this thesis is to study the scalability of computer clusten in 
order to propose improvements to existing systems and achieve real scalability. 
Most of the researches on parallel systerns are related to scientific applications. 
Thus a complete scalability theory and metrics like iso-speed or iso-efficiency have 
already been defined. But these fint researches are more focused on the algorithmic 
aspect of scalabili ty. Recent researches are more interested in the architecture of scalable 
panllel systems. in this context, data storage and data access are crucial and often limit 
the scalability. b this thesis, we choose to study more particularly distributed files 
system for computer clusten. We start with s genenl study of parallel systems with an 
malytical model. This model is based on Petri Nets and we have showed that the 
performance indices depend on the capacity of shared resources and transaction delay. 
But bis is only the contention due to multiple accesses to shared resources that limits the 
ovedl performances and could even decrease the performances while the number of 
nodes is increasing. 
For this study, we have chosen to work with Parailel Virtual File System (PVFS) 
from Clemson University; it is a distributed file system for Linux that implements wide 
stripping. First, we have prognmmed and calibrated a PVFS simulator. using this 
simulator, we demonstrated thai PVFS h a  a very gooâ scdability where the number of 
nodes in the cluster is smdler than a given threshold. This threshold actually 
viii 
corresponds to the saturation of the network bandwidth. To go beyond this lirnit, we 
propose to use wide striping and replication in the same file system. We also propose a 
new data distribution technique based upon "chained declustering", that warranties high 
availability and scalability. This also allows the system to be improved with minimal 
cost, without service interruption and with a minimal degradation of service. In addition, 
the granularity of the file system is ideal: the size of the cluster can be adjusted to the 
needed performances with a precision of one node. Finally, we propose a complete 
architecture, using cluster of clusters, where the performances are not limited by the 
network performances. 
In order to validate our file system, we use the PIFS sirnulator where the 
improvements have been implemented. The results show that the performances of the 
system are close to the ided case. Once the size of the origin cluster is well defined. the 
total number of nodes in the system is not limited anymore. and the performances 
increase linearly. We have also simulated an uppde  of the system. in order to measure 
the perturbation caused by the updaie of the new nodes: it is minimal and cm be 
con trolled by priority mechanisms. 
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CHAPITRE 1 
INTRODUCTION 
Les applications commerciales ou scientifiques nécessitent de plus en plus de 
capacité de traitement. Pour répondre à ce besoin. les systèmes parallèles sont 
aujourd'hui largement utilisés. II existe plusieurs types d'architectures panllèles p m i  
lesquelles les grappes d'ordinateurs connaissent un succès croissant. En effet. ils ont un 
nppon coûtlperformance très faible car ils sont souvent composés de matériel « grand 
public ». Mais un système panllèle doit aussi être évolutif : il faut pouvoir améliorer ses 
performances en augmentant les ressources matérielles. De par leur architecture. les 
grappes d'ordinateurs supportent bien 1 'ajout de nouvelles ressources matériel les. 
Toutefois, ceia ne suffit pas pour garantir l'évolutivité des performances : c'est ce que 
nous allons étudier dans ce mémoire. Après avoir présenté les définitions et concepts de 
base. ce chapitre d'introduction définit notre problématique de recherche, puis énonce 
nos objectifs de recherche avant de finir en présentant le plan du mémoire. 
1.1 Définitions et concepts de base 
Le nom u grappe d'ordinateurs » (cornputer cluster en anglais) est une métaphore 
qui représente bien l'architecture de ce système formé d'ordinateurs personnels (PC) ou 
de stations de travail ordinaires qui constituent les nœuds de la grappe. Les nœuds sont 
interconnectés par un réseau local et coopèrent entre eux : les grappes d'ordinateurs sont 
donc un type d'architecture parallèle. Le matkiel utilisé est en générai du type grand 
public (PC reliés par un réseau Ethemet) : comparés aux autres architectures parallèles, 
le rapport prixlperfomance est donc très faible. 
L'évolutivité d'une grappe d'ordinateurs réfère à sa capacité à tirer partie d'une 
augmentation des ressources disponibles pour accroître ses perfomances globales. Par 
exemple. une grappe d'ordinateurs dont les performances doublent quand on multiplie 
par deux le nombre de nœuds (le matériel utilisé étant homogène) possède un évolutivité 
parf'aite. D'autre part, il faut considérer la pnulwité de I'évolutivité. En effet, 
I'évolutivité d'un système peut être bonne. mais pour certaines valeurs du nombre de 
nœuds seulement. c'est-l-dire que les performances augmentent par paliers successifs. 
Les coûts de parallélisme correspondent aux coûts des traitements 
supplémentaires lorsqu'on utilise un système parallèle plutôt que séquentiel. Ce sont par 
exemple les temps de communications entre les différents noeuds de la grappe 
d'ordinateurs ou les temps de calcul nécessaires B la répartition des tîches entre les 
nœuds. 
1.2 Éléments de la problématique 
L'un des points forts des grappes d' ordinateurs est de permettre trè s facilement 
l'ajout de nœuds à un système déjà existant. Mais I'évolutivité d'un système ne se limite 
pas % ce simple fait : i l  ne suffit pas d'augmenter la puissance théorique d'un système. i l  
faut aussi pouvoir l'exploiter. Dans un cas extrême, l'augmentation du nombre de nœuds 
dans la grappe d'ordinateun peut même dégrader les performances globales du système. 
Dans le cas idéal, les performances de la gnppe d'ordinateurs augmentent linéairement 
avec le nombre de nœuds. Étudier l'évolutivité d'une grappe d'ordinateurs, c'est donc 
déterminer jusqu'à quel point les perfomances de celle-ci augmentent en fonction du 
nombre de nœuds. Pour se rapprocher du cas idéal, il faut bien répartir les tîches sur 
l'ensemble de la grappe tout en minimisant les coûts de parallélisme. il faut aussi éviter 
tout goulot d'étranglement d u s  I'architectm de la grappe qui limitera les performances 
à cause des congestions. 
Pour des applications scientifiques, les performances d'un système sont mesurées 
par le temps mis pour résoudre un problème de taille donnée. Dans le cadre d'une 
utilisation commercialel c'est In capacité de service du système qui nous intéresse. On 
mesure ainsi le nombre de clients pouvant être servis simultanément, tout en garantissant 
5 chaque client un certain niveau de qualité de service. Dans ce contexte, la grappe 
d'ordinateurs doit également garantir la continuité du service et la tolérance aux pannes. 
Une mise à jour du système devra perturber le moins possible le service déjà fourni : 
i'évolutivité du système devra se faire ji un coût raisonnable. C'est pourquoi les 
reconfiguntions nécessaires lors de l'ajout d'un nœud à la grappe doivent être 
minimales. Nous avons déjâ mentionné que les gnppes d'ordinateurs sont intéressantes 
car leur rapport coût/performance est faible : c'est une caractéristique qui reste valable 
Ionqu'on fait évoluer le système. Si le choix du matériel utilise est restreint, ce sont 
donc I 'architecture. les mécanismes et les algorithmes utilisés qui doivent répondre aux 
contraintes. Également pour des raisons économiquesl un système dont la gnnularité de 
I'évolutivité est faible sera meilleur : on pourra ainsi ajuster plus précisément Iü taille de 
la grappe d'ordinateurs en fonction des besoins en performance. Étant donné l'évolution 
rapide du matériel et de son prix, cela peut représenter des économies substantielles. 
Les systèmes de fichiers pour grappes d'ordinateurs ont fait l'objet de 
relativement peu de recherches. Pourtant, c'est une composante cruciale qui limite 
souvent les performances des grappes. Les contraintes d'évolutivi té, de continuité de 
service et de tolérance aux pannes sont particulièrement importantes. En effet, les 
applications commerciales servent un client en accédant B des données : quand le 
nombre de clients augmente, la capacité du système de fichiers doit s'accroître. C'est 
donc la bande passante maximale du système qui détermine les performances du 
système de fichiers. 
1 3  Objectifs de recherche 
Cette recherche a pour but principal d'étudier l'évoiutivité des systèmes 
panllèles afin de proposer des mé1iontions aux grappes d'ordinateurs existantes. Elle 
vise plus spécifiquement à proposer un système de fichien réparti pour p p p e  
d'ordinateurs en : 
étudiant analytiquement et par des simulations l'évolutivité d'un système de fichiers 
de notre choix et qui se base sur les choix techniques retenus lors de notre étude 
préalable ; 
proposant des algorithmes et des mécanismes pour l'accès aux données qui 
améliorent l'évolutivité du système tout en répondant aux contraintes que nous nous 
sommes fixés ; 
énonçant aussi les procédures à respecter pour faire évoluer le système 
progressivement ; 
implémentant et calibrant un simulateur de système de fichiers qui nous permet 
d'évaluer les améliorations apportées par le système de fichier que nous proposons. 
1.4 Plan du mémoire 
Le deuxième chapitre hit une recension sélective des recherches sur I'évolutivité 
ainsi que les solutions techniques utilisées dans les systèmes de fichiers répartis. Le 
chapitre trois propose un modèle générique de systkme parallèle et son étude analytique. 
Le chapitre quatre présente les résultats obtenus en simulant notre modèle analytique. 
Ces simulations ont permis d'étendre le modèle pour le rendre fidèle au systéme de 
fichien réparti que nous avons choisi pour noue recherche. Dans la suite de ce chapitre, 
nous proposons une amélioration basée sur une nouvelle distribution des données, une 
description des algorithmes utilisés. ainsi que les résultats obtenus avec notre simulateur. 
Enfin, le chapitre cinq conclut ce mémoire en synthétisant les travaux réalisés et les 
principaux résultats de notre recherche; i l  présente les limitations de ces travaux et 
formule des recommandations pour des recherches futures. 
CHAPITRE 2 
ASPECTS FONDAMENTAUX DU CONCEPT 
D'ÉVOLUTIVITÉ 
Les grappes d'ordinateurs connaissent un succès imponant car i l  est 
théoriquement facile d'en améliorer les performances en augmentant le nombre de 
nœuds qu'elles intègrent. Un des principaux avantages des systèmes répartis est que leur 
taille peut augmenter de manière flexible IBuyya99 1 .  Ainsi. l'étude de i'évolutivité 
(scalabili~ en anglais) permettri de choisir 1s meilleure association 
architecture/algorithme pour une situation donnée. mais aussi d'extrapoler et de prévoir 
le comportement d'un système parallèle quand le nombre de processeurs augmente. à 
partir de données recueillies pour un nombre réduit de processeurs. Ce chapitre a pour 
but de faire le point sur les différents aspects du concept d'évolutivité. Dans un premier 
temps, nous allons donner les définitions et concepts de base nécessaires B l'étude de 
l'évolutivité. Puis, nous aborderons les métriques qui ont été développées pour mesurer 
celle-ci. ainsi que les problèmes qui y sont liés. 
2.1 Définitions et concepts de base 
On définit un système parallèle comme l'association d'une architecture p d l è l e  
avec un algorithme paralièle. Dans tout ce chapitre et sauf mention contraire, on 
considZrera que l'architecture parallèle utilisée est homogène, c'est-à-dire que les 
processeurs et les canaux de communication sont tous identiques. La taille d'un 
problème (W) est une mesure du nombre d'opérations de base nécessaire pour résoudre 
ce problème. Étant donné qu'il peut exister plusieurs algorithmes pour résoudre le même 
problème, on choisira l'algorithme séquentiel le plus rapide pour assurer l'unicité de la 
définition. La taille du problème ne prend en compte que les calculs utiles il la résolution 
de ce problème. 
L'évolutivité d'un système parallèle peut se définir comme une mesure de 
l'aptitude à utiliser efficacement un nombre croissant de processeurs [Kurnar94]. Ainsi. 
lorsqu'un problème est résolu avec un système parallèle, il est naturel de s'attendre i ce 
que le temps d'exécution du même problème diminue quand on augmente les ressources 
de calcul disponibles. On peut aussi reformuler la définition de l'évolutivité en se basant 
sur le cas idéal illustré l la Figure 2.1 : I'évolutivité d'une architecture parallèle se 
définit alors comme la mesure de sa capacité à accélérer les calculs de fqon  
proportionnelle aux nombres de processeurs utilisés (Grama931. 
pmcsscwr 
Figure 2.1 Cas idéal d'évolutivité 
L'évolutivité peut aussi ê t ~  appréhendée à travers les objectifs que l'on cherche 
à atteindre. Son analyse permet de réponâre aux questions suivantes : de quelle manière 
l'augmentation du nombre de processeurs influence les performances d'un algorithme ? 
Dans quelle mesure la taille du problème affecte-t-elle les performances ? De quelle 
façon une modification de la vitesse de cdcul des processeurs, de la vitesse du réseau 
d'interconnexion et d'autres composants matériels affectent les performances d'un 
système parallèle [Grna931 7 
Keqin Li et Xiang He Sun [Sun981 définissent I'évolutivité d'un système 
parallèle comme une mesure du coût des traitements supplémentaires liés au 
parallélisme. alors que la taille du système et la taille du problème augmentent. 
Pour un algorithme donné, sa fraction séquentielle ( s )  est le rapport du temps 
d'exécution de sa composante séquentielle au temps total d'exécution sur un processeur. 
La composante séquentielle d'un algorithme est la partie de I'algorithme qui ne peut être 
pdlélisée et qui doit être exécutée sur un même processeur. 
Le temps d'exécution séquentiel (Ts) fait référence au temps d'exécution de 
l'algorithme séquentiel le plus rapide pour un problème donné. On le compare au temps 
d'exicution parallèle ( T p )  qui correspond au temps écoulé entre le début de l'exécution 
parallèle et le moment ou le dernier processeur utilisé complète ses calculs. Pour un 
système parallèle donné. Tp est une fonction de la taille du problème (W) et du nombre 
de processeurs @), et on écrira parfois TdW,p). Le ratio de ces deux valeurs T f i  est 
appelé accélération paralléle (S): c'est le gain en temps d'exécution lonqu'on utilise 
une architecture paral lele plutôt qu'un seul processeur. 
Le cotît d'un système parallèle est le produit du temps d'exécution parallèle par 
le nombre de processeurs. Un système parallèle est dit de coût optimal si et seulement si 
le coût est asymptotiquement du même ordre de grandeur que le temps d'exécution 
séquentiel. c'est à dire p.Tp = @(?Pl. 
Le coût supplémentaire du pura!lélisme (To) est défini comme la somme de tous 
les surcoûts liés au panllélisrne pour l'ensemble des processeurs. 11 comprend les 
surcoûts de communication, de calculs supplémentaires, d'attente. de synchronisation de 
l'algorithme. L'expression mathématique est la suivante : To = p.Tp - Ts. Pour simplifier 
notre Ctude théorique, nous considérerons que To n'est jamais négatif, ce qui signifie que 
l'accélération pyallèle est toujours bornée par p. Dans certains cas, l'accélération peut 
être a superlinéaire » et To prendra alors des valeurs ndgatives. C'est par exemple 
possible si la mémoire des processeurs est hidrarchique, ce qui a pour conséquence que 
les temps d'accès à la mémoire augmente avec la quantité de mémoire utilisée. Ainsi, si 
l'algorithme utilise une quantité M de mémoire sur un processeur, i l  utilisera une 
quantité W p  de mémoire sur une architecture parallèle à p processeurs. La prise en 
compte de ce cas particulier n'a pas d'importance fondamentale dans l'étude théorique 
de I'évolutivité et la définition des métriques qui y sont liées, car on ne veut pas 
s'intéresser à une architecture particulière dans ce chapitre. Pour un système parallèle, 
To est une fonction de W et de p et on écrin parfois : To( W,p).  
L'eficacité (E)  d'un système pünllèle est définie comme le rapport de 
l'accélération parallèle (S) au nombre de professeurs @) : 
Le degré de simiiltanéité r(lY) désigne le nombre maximum de tîches qui 
peuvent être exécutées simultanément ji tout moment pour un algorithme parallèle. 
Ainsi, pour un W donné. l'algorithme ne pourra pas utiliser plus de processeurs. Ce 
p m è t r e  est indépendant de l'architecture du système et il a été démonué que. si 
l'algorithme est à coût optimal (i.e. p.Tp = O(W) ), alors T(W) < @(W7 [Kumu94]. 
La loi d 'Amdhal 
Dès 1967, Amdahl [Amdahl671 s'est intéressé aux systèmes parallèles : il a 
observé que l'accélération panllèle (S) est bornée supérieurement par l'inverse de la 
fraction séquentielle de l'algorithme (s) : S 5 l/s. Cette limite est indépendante de 
l'architecture et a été un argument principal des détracteurs des systèmes parallèles de 
grande taille. Mais. I';iccéléntion parallèle dépend de nombreux autres facteurs. En 
pratique, la loi d'Amdahl prédit que, dans le cas général, pour la résolution de l'instance 
d'un problème donné (c'est à dire de taille fixke). l'accélération parallèle ne croît pas 
linéairement avec le nombre de processeurs. Elle tend plutôt à atteindre une valeur 
limite. En d'autres termes, cela signifie que l'efficacité chute lorsque le nombre de 
processeurs augmente. 
2.2 La fonction iso-effcacité 
La fonction iswfficacité est l'une des principales métriques d'évolutivi té. Dans 
cette section. nous allons en donner la définition, étudier ses propriétés et l'utiliser sur 
un exemple d'application. 
2.2.1 Définitions de base 
La fonction appelée iso-efficacité mise au point par Grma, Gupta et Kumar 
[Grna931 est en fait une métrique de I'évolutivité pour les algorithmes et les 
architectures parallèles. Sur un ordinateur séquentiel, le meilleur algorithme pour 
résoudre un problème donné est le plus rapide. Mais, pour un système parallèle, cela 
devient beaucoup plus complexe : le temps mis par un algorithme parallèle pour 
résoudre un problème est fonction de la taille du problème. du nombre de processeurs 
utilisé mais aussi des canctéristiques de l'architecture parallèle (puissance des 
processeurs. type d'interconnexions, politique de routage...). C'est pourquoi cette 
métrique a pour objectif de permettre une meilleure analyse des performances d'un 
algorithme et d'une architecture parallèle. 
Cette metnque se base sur la loi d'Amdahl et le constat suivant : pour un même 
nombre de processeurs et un même problème, une instance de plus p n d e  taille 
augmente l'efficacité du système parallèle et accroît I'accéléntion parallèle. Ainsi. il est 
théoriquement possible de maintenir I'efficacité constante en augmentant à la fois le 
nombre de processeurs et la taille du problème : ce comportement se retrouve sur la 
plupart des systèmes pûnllèles. Grama, Gupta et Kumar définissent théoriquement 
I'évolutivité comme Iû possibilité de maintenir l'efficacité constante quand le nombre de 
processeurs croît en augmentant la taille du problème. 
Mais, si un système p d l è l e  est évolutif selon cette définition théorique, un 
autre problème se pose : ji quel taux faut-il augmenter la taille du problème pour remplir 
la condition d'évolutivité ? C'est ce taux qui mesure le degré d'évolutivité du système. 
Si le coût pour exécuter une opération de base est tc, l'équation (2.2) devient : 
Dans cette équation, on se rend bien compte que si West maintenu constant alors que p 
augmente, l'efficacité diminue parce que le surcoût totd de parallélisme To croit avec p. 
Au contraire, si W augmente en maintenant p constant. l'efficacité augmente car To croît 
moins vite que 80. Par définition. un système est évolutif si on peut maintenir 
l'efficacité à une certaine valeur. c'est à dire si le rapport T f l  dans l'équation (2.2) 
reste constant. En considérant que E est constant dans (2.2), on peut écrire : 
Posons K = E/(tc.( 1-0). L'équation devient alors : 
W = K.To (2.3) 
À partir de l'équation (1.3). on peut obtenir W comme une fonction du nombre de 
processeurs p. C'est cette fonction que l'on appelle iso-eficacité d'un système parulltYe. 
Si la fonction iso-efficacité a des valeun petites. cela signifie que le système parallèle 
possède une très bonne évolutivité. car lorsqu'on augmente le nombre de processeurs. 
l'augmentation de la taille du problème nécessaire pour maintenir l'efficacité constante 
est faible. Inversement, si la fonction iso-efficacité est grande, le système possède une 
mauvaise évolutivité. La fonction n'est pas définie pour les systèmes non évolutifs 
(selon la définition théorique). 
2.2.2 Exemple d'iso-efficacité [Grama93] 
Considérons un système p d l è l e  qui possède la propriété suivante : 
To = p3c + p314$14 
En remplaçant dans l'équation (2.3), on obtient : 
W = K~~~ + K ~ ~ ~ ~ $ ~ ~  
il est difficile d'exprimer W en fonction de p à partir de cette équation. Ignorons 
d'abord le deuxième terme dans To. L'équation (2.3) devient alors : 
w =  KpYL (2.5) 
Si au contnire, on ignore le premier terme. on obtient : 
W = KP3l4 PlJ (2.6) 
w = P p 3  (2.7) 
Si on veut pouvoir maintenir l'efficacité constante quand le nombre de 
processeurs croît. le premier et le second terme de Tu imposent que la taille du problème 
augmente en et @b3) respectivement. Le comportement asymptotique de ce 
système parallèle est donc décrit par une fonction iso-efficacité en @(p3). 
En effectuant ceite analyse, nous pouvons tester les performances d'un système 
avec un petit nombre de processeurs puis en prévoir le comportement à grande échelle. 
Mais l'étude de I'iso-efficacité ne se limite pas à cet objectif : dans les prochains 
paragraphes. nous verrons que ceite métrique permet aussi d'étudier le comportement de 
systèmes pmllèles en fonction de paramètres tels que la vitesse des processeurs. les 
capacités des canaux de communication. etc. 
2.2.3 Coût optimal et borne inférieure de la fonction iso-efficacité 
L définition d'un système parallèle de coût optimal ( pTp = W ) et celle du coût 
supplémentaire de parallélisme (To = p. TF- Tg) donnent : 
TP + Tu = W 
or : 
Tp = W.1,. 
d'où : 
W J ,  +T, a W 
enfin : 
W a T o  
Un système est donc à coût optimal si le coût supplémentaire de panllélisme et 
la taille du problème sont proportionnels. C'est exactement la condition exprimée par 
l'équation (3.3) : la conclusion est que satisfaire l'équation (2.3) d'iso-efficacité quand 
le nombre de processeurs augmente permet de conserver la propriété du coût optimal 
d'un système parallèle. 
Nous avons conclu précédemment qu'une fonction iso-efficacité plus petite 
signifie une meilleure évolutivité. Mais quelle est alors la borne inférieure de Ir 
fonction ? Si un problème est de taille W, il ne peut pas être exécuté en parallèle sur plus 
de W processeurs. Supposons que le système parallèle soit idéal et qu'il n'y ait aucun 
surcoût de parallélisme. Dans ce cas. si la taille du problème croit plus lentement que 
O@), il existe un seuil à partir duquel des processeurs sont forcément inutilisés. et à 
partir de Là, l'efficacité chute. Donc. pour maintenir une efficacité constante. il  faut que 
la taille du problème ait une croissance asymptotique supérieure ou égale à O@). La 
fonction iso-efficacité d'un système parallèle idéal est donc é)(p). 
Tel que mentionné précédemment. nous wons vu que le nombre maximum de 
processeurs sur lequel un problème est exécuté est borné par W. Il est en fait borné par le 
degré de parallélisme P(W) de l'algorithme utilisé. La conséquence est que la fonction 
d'iso-efficacité ne peut être de coût optimal que si le degré de parallélisme est de l'ordre 
de W. Si cela n'est pas le cas. la fonction iso-efficacité est plus grande et I'évolutivité du 
système est moins bonne. 
2.2.4 Exemple d'étude de I'évolutivité avec la fonction iso-ef'ficacité 
[Crama931 
La métrique et la théorie développées autour de la fonction iso-efficacité ont été 
mises en place vers la fin des années 1980. Elles ont d'abord été utilisées dans l'étude 
des algorithmes de cdcul panllèle. Par la suite, des recherches ont aussi été menées sur 
des systèmes parallèles moins spécialises dans le calcul scientifique. Nous allons ici 
aborder l'exemple d'une étude sur la répartition dynamique des tîches. 
Considérons l'application possédant les caractéristiques suivantes : 
Les tâches présentes sur chacun des processeurs peuvent être 
partitionnées en sous-tâches indépendantes de base (non 
décomposables) ; 
Il est difficile d'estimer la quantité de calcul nécessaire pour une sous- 
tâche ; 
a [I existe un mécanisme « raisonnable » de répartition des tâches. c'est 3 
dire qui vérifie la propriété suivante : si une tâche o localisée sur un 
processeur est divisée en deux taches vw et (1-y)w. dors il existe une 
constante a > O petite tel que yw > a u  et (1-y)o > au. Le rôle de la 
constante a est de fixer une borne inférieure du déséquilibre conséquent 
au partitionnement des tâches. 
Pour cet exemple. nous allons utiliser l'algorithme de répanition des iâches 
suivant : toutes les tîches se trouvent initialement sur un seul processeur. II existe une 
variable globale G qui pointe initialement sur le premier processeur : G est un pointeur 
rnodulo le nombre de processeurs (cette technique porte le nom de a Global Round 
Robin »). Un processeur libre Pi choisit le processeur PG pointé par G et lui demande de 
lui donner du tnvail. Si le processeur pointé par G n'a pas de tnvail à partager. i l  rejette 
la requête. Aprés chaque requête, réussie ou non. G est incrémenté de un. 
II est clair que, pour un tel algorithme non déterministe, i l  est impossible de 
déterminer exactement les temps d'exécution. En revanche, on peut déterminer une 
borne supérieure du surcoût dû aux communications entre les processeurs [Gnma93] : le 
nombre de communications pour cet algorithme est majoré par O@ log W). chaque 
communication dure 41og p). Donc, le surcoût total dû aux communications entre 
processeurs est majoré par O@ log p log W). Pour garantir I'iso-efficaci té, il faut donc : 
W = Wplog p. log W). Après manipulation de cette expression. on obtient la condition 
suivante : 
Mais cette équation prend uniquement en compte le surcoût des communications. 
Un autre surcoût est engendré par le partage de la variable globale G dont les accès sont 
répétés. il se pose donc le problème des accès concurrents car un seul processeur peut 
accéder G à un instant donné. Analysons I'iswfficacité due aux accès concurrents. 
La variable globale G est accédée O@ logW) fois pendant toute l'exécution. Si 
les processeurs sont efficacement utilisés, le temps total d'exécution est de @(W/p). 
Supposons qu'il n'y ait pas de problème d'accès concurrent pendant toute l'exécution. 
Dans ce cas, W l p  est très gnnd par rapport au temps durant lequel G est accédée. Si le 
nombre de processeurs augmente. le temps d'exécution (i.e. W l p )  diminue, mais le 
nombre d'accès à G augmente. Ainsi. il existe un seuil à partir duquel les accès 
concurrents à G deviennent un goulot d'étranglement et le temps d'exécution ne pourra 
plus être réduit en augmentant le nombre de processeurs p. On peut éviter cette limite en 
faisant augmenter W 5 un taux tel que le rapport entre Wlp et O@ logW) reste Ic même. 
En résolvant ce problème avec les équations de I'iso-efficacité. i l  a été démontré que 
I'iso-efficacité est de la forme O(p2 log p). La conclusion est que la partie de I'iso- 
efficacité due h l'accès concurrent domine celle relative aux communications. 
Finalement, 1'iso-effic;icité du système est donnée par 0@2 log p). 
Dans cet exemple, nous avons vu comment il est possible d'étudier un modèle de 
surcoût d'un système grice à la fonction iso-efficacité et ainsi de déterminer les facteurs 
qui interviennent dans l'évolutivité. Dans [Gnma93], i l  û été confirmé 
expérimentalement que les schémas de distribution dynamique des tîches possédant une 
meilleure fonction d'iso-efficacité sont plus efficaces en terme d'évolutivité que ceux 
qui ont une mauvaise fonction iso-efficacité. 
La métrique de I'iswffcacité est utile dans des situations où l'on veut obtenir 
des performances qui augmentent linéairement avec le nombre de 
processeurs [Kumar94] : il faut que la taille du problème augmente conformément à la 
fonction iso-efticacité pour que I'acc~lération parallèle soit linéaire. Mais si un système 
peut être évolutif en théorie, dans la pratique, la taille du problème est limitée par la 
mémoire disponible à chaque processeur par exemple. Un système évolutif en théorie 
peut ne plus l'être dans la pratique. C'est pourquoi. la fonction iso-efficacité est aussi 
utile pour mesurer le degré d'évolutivité d'un système parallèle. 
23 Autre métrique de I'évolutivité : l'iso-vitesse 
Dans cette section, nous abordons un autre moyen de mesurer I'évolutivité, 
proposé par Sun et Rover [Sun9 11 au début des années 1990 : la métrique de I'iso-vitesse 
a été développée pour mesurer I'évolutivité d'un système en étudiant les vitesses 
d'exécution. car c'est finalement le facteur intéressant dans la pratique. En effet. l'étude 
de I'évolutivité a d'abord été plutôt théorique car le but était. dans un premier temps, 
d'étudier les systèmes parallèles en tant que tel en les comparant à des systèmes 
séquentiels. Comme l'iso-efficacité. cette métrique propose une mesure de I'évolutivité 
d'un système parallèle et a fait l'objet de nombreuses études d'algorithmes et de 
systèmes panileles. Dans la section 2.1. nous avons abordé la théorie liée à cette 
métique. Dans ce qui suit. nous définirons le concept d'iso-vitesse et nous énoncerons 
les théorèmes et les corollaires qui seront ensuite vérifiés par I'étude d'algorithmes et 
l'expérimentation. 
2.3.1 Définition de Viso-vitesse 
La vitesse d'un calcul parallèle est une fonction de la taille du problème W et du 
nombre de processeurs p. Elle est définie comme le rapport de la taille du problème au 
temps d'exécution parallèle : 
LA vitesse moyenne se caicule en divisant la vitesse par le nombre de 
processeurs : 
Comme pour I'isoefficacit6, un système est dit évolutif au sens de I'iso-vitesse 
s'il est possible de maintenir la vitesse moyenne constante lorsque le nombre de 
processeurs et la taille du problème augmentent. Ainsi, quand le nombre de processeurs 
augmente de p à p' et la taille du problème de W à W', l'évolutivité iso-vitesse d'un 
système parallèle, est évaluée par la fonction : 
p'. W 
@(PPPfl = (p)/(p) = pW; 
De fa même manière que I'iso-efficacité, cette fonction indique dans quelle 
mesure la taille du problème doit augmenter quand le nombre de processeurs croît 
que la vitesse moyenne V(wVp)reste constante. Cela revient ?i trouver la fonction : 
W=AP) 
tel que : 
À défaut de déterminer exactement cette fonction. on peut rechercher le taux de 
croissance de W = Ap) nécessaire pour maintenir la vitesse moyenne V( w . ~ )  constante. 
Une faible croissance de flp) signifie une bonne évolutivité, alors qu'une forte 
croissance indique une mauvaise évolutivité : dans le cas d'une fone croissance, i l  faut 
augmenter I i  taille du problème de beaucoup - relativement b l'augmentation du nombre 
de processeurs - pour maintenir la vitesse moyenne construite. 
En choisissant W =&). la vitesse moyenne est constante donc : 
En conclusion, la métrique de I'iso-vitesse permet d'évaluer la dégradation de 
performance d'un calcul à plus grande échelle (plus de processeun et un problème de 
taille plus grande). Dans le cas idéal, la condition d'iso-vitesse est respectée sans qu'il 
soit nécessaire de changer la taille du problème. On a don une évolutivité égale à un : 
2.3.2 Théorèmes et corollaires 
Le temps d'exécution est une mesure fondamentale pour les calculs parallèles 
[Sun95]. Les théorèmes 1 et 2 qui suivent montrent que la métrique de l'iso-vitesse 
favorise les systèmes qui ont un meilleur temps d'exécution. 
Théorème 1 : Si les temps d'exécution des systèmes parallèles I et 2 sont 
respectivement aT et T pour un même état initid (même taille de problème W), alors le 
système 1 a une plus gnnde évolutivité que le système 2 si et seulement si les temps 
d'exécution pour un problème W' sont tels que aT' < T'. 
Ce théorème soulève donc un problème simple : les performances d'un système 
peuvent être très bonnes pour une taille de problème donné. mais se détériorer et rendre 
le système pire qu'un autre pour d'autres tailles de problème. Dans le cas où les temps 
d'exécution initiaux des deux systèmes sont identiques, ou lorsque les deux systèmes ont 
la même évolutivité, on a les corolhires suivants : 
Corollaire I : Si les temps d'exécution des systèmes parallèles 1 et 1 sont 
identiques pour une taille de problème W. le système 1 a une meilleure évolutivité que le 
système 1 si et seulement si le temps d'exécution d'un problème de taille supérieure sur 
le système 1 est plus petit que sur le système 2. 
CorolIaire 2 : Si les temps d'exécution des systèmes pdlè les  1 et 2 sont 
respectivement aT et T pour une taille de problème W. les deux systèmes sont de même 
évolutivité si et seulement si, pour un problème de taille supérieure. on obtient le même 
rapport des temps d'exécution (a T' et TB). 
Les performances d'un système parallèle peuvent être évaluées par le temps 
d'exécution - comme c'est le cas dans le théorème no 1 - ou bien par la taille du problème 
nécessaire pour atteindre une vitesse d'exécution donnée. C'est le point de vue du 
théorème n02 qui suit. 
Théorème 2 : Si pour un même temps d'exécution, les tailles des problèmes sur 
les systèmes panllèles 1 et 2 sont respectivement a W et W, alors l'évolutivité du 
système 1 multiplié par a est plus grande que l'évolutivité du système 2 si et seulement 
si le temps d'exécution d'un problème de plus grande taille est inférieure sur le système 
1. 
Corollaire 3 : Si pour un même temps d'exécution. les tailles des problèmes sur 
les systèmes parallèles I et 2 sont respectivement aW et W. alors l'évolutivité du 
système L multipliée par a est égale à I'évolutivité du système 2 si et seulement si les 
temps d'exécution d'un problème de plus grande taille sont identiques sur les deux 
systèmes. 
(Pour les démonstrations des théorèmes et des corollaires, voir [Sun95]). 
2.3.3 Étude de la résolution de systèmes tri-diagonaux 
La résolution des systèmes tri-diagonaux est un problème clef du calcul 
scieniifique. Par exemple. beaucoup de méthodes de résolution d'équations 
différentielles partielles s'appuient sur la résolution de systèmes tri-diagonaux. Pour 
illustrer les résultats théoriques de I'iso-vitesse. Xian-He Sun [Sun951 compare trois 
algorithmes de résolution des systèmes tri-diagonaux. 
Par définition, un système tri-diagonal est un système linéaire d'équations de la 
forme : 
Ar = d 
où x = (xtr  x2, ..., xn) T 
d = (dl, dz, . . . ' d,) T 
et A une matrice canée tri-diagonale de dimension n : 
bo Cr, 
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Les trois algorithmes de résolution d'un système tri-diagonal étudiés par Xian-He Sun 
sont les suivants : 
algorithme parallèle de partitionnement (PET. Parailel Partition Algorithm) ; 
algorithme parallèle de la diagonale dominante (PDD. Parallel Diagonal 
Dominant Algorithm) ; 
algorithme parallèle réduit de h diagonale dominante (Reduced PDD. Reduced 
Parallel Diagonal Dominant Algorithrn). 
L'étude théorique montre que les algorithmes PDD et PDD rédilit ont une 
évolutivité parfaite de 1 [Sun95]. Par contre. l'algorithme PPT n'est pas parfaitement 
évolutif et son évolutivité dépend de l'architecture du système parallèle. Ces différences 
sont dues à Iû structure des communications qui diffère d'un algorithme à l'autre. Ce 
résultat a été vérifié par l'expérience. Les résultats expérimentaux obtenus valident 
également les théorèmes et les corollaires énoncés plus hauts. Par exemple. les 
algorithmes PDD et PDD réduit ont théoriquement la même évolutivité : cela a pemiis 
d'appliquer le corollaire 2. 
2.3.4 Synthèse 
Alors que l'accélération panllèle permet de mesurer le gain entre un système 
séquentiel et un système parallèle, I'évolutivité évalue le gain d'un système parallèle en 
fonction de sa taille. L'évolutivité mesure la capacité d'une combinaison 
algonthme/architecture à maintenir l'utilisation de chaque processeur [Kumar94]. 
L'évolutivité a fait l'objet de nombreuses études théoriques, mais le temps 
d'exécution reste le critère fondmental d'évolution des systèmes parallèles. L'étude de 
l'évolutivité aurait un intérêt pratique limité si elle ne donnait pas d'information 
importante sur les temps d'exécution d'iin système parallèle [Sun95]. La métrique de 
I'iso-vitesse est basée sur cette idée. De plus. l'avantage de ho-vitesse est qu'une fois 
que la vitesse initiale a été choisie. la vitesse moyenne est indépendante de la taille du 
problème, du nombre de processeurs et de toute référence à un système séquentiel. 
2.4 Autres métriques de l'évolutivité 
Dans cette section, nous présentons quelques autres métriques d'évolutivité qui 
ont été développées. Elles ne font pas l'objet d'un développement complet comme I'iso- 
efficacité et I'iso-vitesse, car ce sont des extensions ou des sous-parties de ces deux 
métriques. Certains concepts sont cependant intéressants et méritent d'être évoqu6s dans 
cette revue de littérature. 
2.4.1 Développements théoriques 
Gustafson. Montry et Berner [Gustafson88, Gustafson88aj ont développé une 
métrique appelée accélérarion d'échelle (scüled speedup) pour évaluer 
expérimentalement les performances d'un système parallèle. Cette mesure est. par 
définition, l'accélération obtenue lorsqu'on augmente la taille du problème linéairement 
avec le nombre de processeurs. Si la courbe obtenue est bonne, c'est à dire proche de la 
linéarité, d o n  le système est dit évolutif. Pour des systèmes ayant une bonne évolutivité, 
les résultats & cette métrique et ceux de I'iso-efficacité sont très proches. Des 
généralisations de la notion « d'accélération d'échelle D ont été formulées par la suite : 
elles different par la manière dont la taille du problème augmente. Par exemple, dans 
une des approches. la taille du problème augmente de telle manière que toute la mémoire 
disponible est utilisée (on suppose que la quantité totaie de mémoire augmente avec le 
nombre de processeurs). D'autres méthodes prennent en compte le temps d'exécution et 
se rapprochent beaucoup de I ' iso-vitesse. 
Pour leun expérimentations, Karp et Flatt ont défini la notion de «fraction 
séquentielle . f comme une métrique des performances d'un système pmllèle. Si S est 
l'accélération pmllèle d'un système à p processeurs. f est définie par : 
La valeur de f est exactement égale i la fraction séquentielle s si le seul facteur 
limitant I'acctlération pmllèle (S) est la partie séquentielle de l'algorithme (i.e. il n'y a 
pas de coût supplémentaire de panllélisme). De petites valeurs de f indiquent de bonnes 
performünces. Si f augmente avec le nombre de processeurs. cela signifie que le surcoût 
de parallélisme augmente quand p croit : c'est le signe d'une mauvaise évolutivité. 
L'équipe de Zorbas [Zorbas89] a développé une métrique de I 'évol ut i vi té basée 
sur l'évaluation des surcoûts de parallélisme. Un algorithme parallèle est décomposé en 
sa partie séquentielle (WS) et sa partie parallélisable (Wp). Lorsqu'il est exécuté sur un 
seul processeur, le temps nécessaire est t,.(WS + Wp). Idéalement. le temps d'exécution 
WP du même algorithme sur un système parallèle b p processeurs est t,.(W, + -). Mais 
P 
en pratique, il faut prendre en compte les surcoûts de panllélisme qui auzpentent le 
WP temps d'exécution, ce qui donne : t, .(W, + -) x @ ( p )  . Ici. a@) est appelée 
P 
«fonction stircoîci de parallélisme » : on dit don par définition, qu'un système parallèle 
est évolutif avec un surcoût de p~allélisme de a@) si le temps d'exécution vérifie la 
condition : 
La plus petite fonction qui satisfait cette contrainte est appelée la fonction surcoût de 
parallélisme du système et est définie par : 
Un système p d l è l e  a une évolutivité idéale si la fonction O@) reste constante quand le 
nombre de processeurs augmente. Si la taille du problème augmente au moins aussi vite 
que la fonction iso-efficacité. a@) est une constante et le système est idéalement 
évoiutif selon la définition de Zorbas. Dans ce cas, ce critère ne donne aucune 
information sur le degré d'évolutivité du système. Un autre problème est que la fonction 
@@)prend en compte uniquement le surcoût de communication. En revanche. cette 
métrique est intéressante lorsque le système n'est pas évolutif. car elle fournit des 
informations sur son degré de non-évolutivité. 
Chandran et Davis [Chandrnn87] définissent la fonction d'efficacité du 
processeur (FEP) comme la borne supérieure du nombre de processeurs p qui peut être 
utilisé pour résoudre un problème de taille W, tel que le temps d'exécution sur le 
système parallèle soit de l'ordre du temps d'exécution sur un système séquentiel divisé 
par p. i .e. : 
L'inverse de cette fonction est appelé fonction d'efficacité des données (FED) et est 
définie comme la taille minimale du problème vérifiant la condition ci-dessus lorsque le 
nombre de processeurs est fixé. Le concept de fonction d'efficacité des données est en 
fait assez proche de la fonction d'iso-efficacité. 
L'équipe de Kniskal [Kruskal88] a tnvaillé sur une classe de problèmes appelée 
problèmes parallèlement efficaces (PE). La classe des problèmes PE a la propriété 
suivante : la fonction iso-efficacité des algorithmes est polynomide. ils ont montré 
l'invariance de cette propriété sur plusieurs architectures parallèles : ainsi, un problème 
dont la fonction iso-efficacité est polynomiale sur une architecture donnée aura la même 
propridté sur une autre architecture. Il existe cependant des exceptions : par exemple, 
l'algorithme de FiT a une iso-efficacité polynomiale sur une topologie en hypercube, 
dors qu'elle est exponentielle pour une topologie en grille. La conclusion de cette étude 
est que l'iso-efficacité varie d'une architecture parallèle à une autre, mais a aussi permis 
de définir une nouvelle classe de problèmes et de prévoir. dans une certaine mesure. le 
comportement de combinaisons algorithmelarchitecture parallèle. 
Eager, Zahorajan et Lazowska [Eager89] utilisent le concept de parallélisme 
moyen . pour cmcténser l'évolutivité d'un système logiciel pmllèle représenté sous la 
forme d'un graphe acyclique de tâches, pouvant inclure des règles de précédence. Le 
parallélisme moyen se définit comme le nombre moyen M de processeurs qui sont 
occupés pendant l'exécution du programme. en faisant l'hypothèse qu'un nombre infini 
de processeurs est disponible. Une fois M déterminé. ils ont démontré que l'accélération 
parallèle et l'efficacité avaient comme borne inférieure et 
( p +  M - 1 )  
A respectivement. Mais ces résultats sont utiles uniquement Iorsqu'on néglige 
@ + M - 1 )  
les surcoûts de communication. Dans le cas contraire. les résultats peuvent être bien plus 
mauvais. 
Mainescu et Rice [M~nescu93] pensent qu'un seul panmètre qui dépend 
uniquement du logiciel utilisé ne suffit pas à analyser I'évolutivité d'un système. Par 
exemple. l'approche précédente du parallélisme moyen » ne prend pas en compte les 
composants matériels qui influencent pourtant les performances du système. ils ont 
développé un modèle pour décrire et analyser les calculs parallèles à travers le nombre 
de « processus légers » (np)  impliqués et le nombre d'évènements (g(np)) (un évènement 
est une action de communication ou de synchronisation). À tout moment. un processus 
léger peut être soit en train de faire un calcul utile pour l'algorithme. soit en train de 
communiquer, soit bloqué. L'accélération panllèle peut être vue comme le nombre 
moyen de processus légers qui effectuent un calcul utile. La conclusion de cette étude est 
que si g(np)=8(np)alon l'accélération est asymptotiquement bornée. Si 
g ( n p ) = 8 ( n p " ) ~ l  ,dors l'accélération parallèle optimale est obtenue pour une certaine 
valeur p,, et tend asymptotiquement vers zéro quand le nombre de processeurs 
augmente. La valeur de p ,  dépend de g(n~) : g(m) est donc caractéristique du système 
et pop, fournit une mesure de I'évolutivité. Plus le nombre de processeurs utilisés dans les 
conditions optimales est gnnd, plus le système est évolutif. Lorsque le nombre 
d'évènements g(np)est une fonction convexe de n p ,  pop, peut être calculé en résolvant 
l'équation suivan te : 
où W est la taille du problème, et B 
considère constante). 
la durée associée à chque événement (on la 
2.1.2 Performance des systèmes parallèles de grande échelle 
Dans la pratique, I'accélération parallèle pour un problème de taille constante 
atteint une limite lorsqu'on augmente le nombre de processeurs : cela est dû au surcoût 
de parallélisme qui croit plus rapidement que le gain de performance. Nous allons 
aborder dans cette section quelques-unes des recherches sur ce phénomène. 
Flatt et Kennedy [FlattW, Rat891 ont calculé les limites de performance d'un 
système panllèle fixé par les surcoûts de synchronisation et de communication. Quand 
la fonction surcoût obéit B cenaines conditions, il existe une valeur po unique du nombre 
de processeurs qui minimise le temps d'exécution. pour une taille de problème donnée. 
Mais cette valeur po correspond à une efficacité très Faible : c'est pourquoi, les auteurs 
proposent plutôt de minimiser le produit de I'efficacité et de l'accélération panllèle. 
Cela correspond à des contraintes plus réalistes et revient en fait 5 maximiser l'efficacité 
divisée par le temps d'exécution. Une des hypothèses importantes de cette étude est que 
le surcoût par processeur ro(W, p) = p,  augmente plus rapidement que @@), ce qui 
P 
limite la portée de cette étude. Gupta et Kumar [Gupta931 montrent que plus to est petit 
et plus la valeur de po est grande (et meilleur est l'algorithme). Pour certains systèmes 
parallèles, cette valeur de po est même supérieure au degré de parallélisme du système, 
ce qui rend le calcul de sa valeur inutile. 
Flatt et Kennedy ont aussi étudié l'augmentation simultanée de la taille du 
problème et du nombre de processeurs. Us définissent u l'accélération d'échelle M par : 
ils ont démontré que sous l'hypothèse que to dépend uniquement du nombre de 
processeurs, A, est bornée par k 
W W .  kp)  - 
L'équipe d'Eager [Eager89] a utilisé le << parallélisme moyen » pour déterminer 
la position de I'injkxion dans le graphe du temps d'exécution en fonction de I'efficacité. 
L'inflexion a lieu quand le rapport de l'efficacité au temps d'exécution est maximum. 
Une des applications de cette recherche est de pouvoir partager de façon optimale les 
ressources de calcul d'un système entre plusieurs applications. 
Tang et Li [Tang901 ont prouvé que maximiser le rapport &ITp revient à 
minimiser P ( T ~ ) ~ .  Ils proposent donc de minimiser un terme plus général : p(Tp)'. Dans 
cette expression. r reflète l'importance qui est attribuée au temps d'exécution par rapport 
à I'efficacité. Une grande valeur de r signifie que le temps d'exécution est privilégié aux 
dépens de l'efficacité : le système sen ainsi composé de plus de processeurs mais qui ne 
seront pas exploités au maximum. Inversement, si on veut porter l'accent sur l'efficacité 
aux dépens du temps d'exécution. on choisira des petites valeun de r. Kumar et Gupta 
[Gupta931 déterminent analytiquement le nombre optimal de processeurs qui minimise 
p(Tp)', pour une certaine classe de fonctions de surcoût. Ils démontrent alors que. pour 
un grand nombre de fonctions de surcoût, minimiser ce terme revient asymptotiquement 
à maintenir l'efficacité constante : cette valeur constante dépend alors de r et de la 
fonction de surcoût du système. 
Zhou et Van Catledge (VanCatledge89, Zhou891 ont raffiné le modèle de 
Gustafson qui prédit les performances d'un système parallèle à partir de sa fraction 
séquentielle. Ils ont conclu qu'en augmentant la taille du problème. il est possible 
d'obtenir une accélération parallèle proche du nombre de processeurs. Mais 
l'augmentation de la taille du problème nécessaire pour atteindre cette xcélération 
pamllèle dépend de la fraction séquentielle de l'algorithme utilisé. Si cette fraction 
séquentielle reste constante, i l  suffit d'augmenter linéairement la taille du problème avec 
le nombre de processeurs (la métrique de I'isoefficacité amve aux mêmes conclusions). 
Dans le cas où la fraction séquentielle augmente avec la taille du problème. celle-ci doit 
augmenter plus que linéairement. Cette approche ne prend pas en compte le surcoût de 
communication en tant que tel. En effet. la composante séquentielle Ws d'un algorithme 
coûte WS@ - 1) = p.Ws et paxticipe au surcoût de panllélisme total. Cela est dû au fait 
que lorsqu'un processeur est en train d'exécuter une partie de la fraction séquentielle. 
tous les autres sont inutilisés. Ainsi. la fraction séquentielle peut inclure le surcoût de 
communication dans le cas où ce dernier augmente linéairement avec h taille du 
problème. S'il n'est pas en O(p), ce modèle n'est plus adéquat. 
2.5 Conception de systèmes parallèles évolutifs 
Après s'être intéressé ii la métrique de I'évolutivité. nous allons aborder les 
problèmes liés à la conception d'un système évolutif. Nous allons ainsi étudier les choix 
d'architectures possibles. 
2.5.1 Influence du matériel et de l'architecture 
Homogénéité du -&ne 
De nombreuses recherches se sont penchées sur l'influence de la vitesse des CPU 
et des vitesses des canaux de communications sur les performances des systèmes 
parallèles. Il est clair que si la vitesse des CPU est plus grande, les performances 
globales ne peuvent qu'être meilleures. Mais contrairement à un système séquentiel, 
dans un système parallèle, une amélioration d'un facteur k de la performance des CPU 
n'entraîne pas nécessairement une réduction de k du temps d'exécution. 
Dans une étude sur la multiplication de matrices sur des architectures parallèles 
en grille, Gupta et Kumar [Gupta911 définissent t,,, comme le temps nécessaire pour 
transmettre un mot de donnée » entre deux processeurs connectés directement, et 1, 
comme le temps nécessaire à un processeur pour effectuer une <t unité de calcul D. Pour 
la variante GK de l'algorithme DNS [GuptBî], ils obtiennent dors le résultat suivant : 
3 
la fonction iso-efficaci té est proportionnel le à ] . conr6qirnce est qu'en 
augmentant la vitesse des processeurs sans changer les canaux de communication. il faut 
augmenter la taille du problème d'un facteur 1000 pour maintenir la condition d'iso- 
efficacité. En revanche. si on augmente la vitesse de communication d'un facteur 10, la 
même efficacité est obtenue en augmentant la taille du problème de seulement lm. 
Cet exemple, comme d'autres recherches. prouve que pour optimiser l'utilisation du 
système. i l  ne faut pas créer de déséquilibre dans l'architecture. Ainsi, i l  est peu rentable 
d'améliorer uniquement une composante matérielle du système. Pour ne pas créer 
d'incohérence dans le système et maximiser les performünces globales. i l  est 
indispensable de tenir compte 2 I i i  fois de Iri puissance des CPU. de la vitesse des canaux 
de communications, de la quantité de mémoire, des unités de stockage. etc. Dans les 
prochains paragraphes. nous allons étudier les choix matériels et architecturaux 
p s i  bles, ainsi que leurs avantages et inconvénients. 
Rapport performances/prir 
L'un des avantages des grappes d'ordinateurs est leur rapport performancefprix 
très intéressant car i l  est possible d'utiliser des composants pnd-public. Mais nous 
avons vu que le système doit rester homogène : le problème est qu'à l'heure actuelle. les 
processeurs voient leur prix chuter alors qu'ils atteignent les performances des stations 
de travail. Au contraire. les réseaux performants ou spécialisés pour les systèmes 
parallèles sont encore relativement coûteux. Par exemple, A. B a n k  et al. ont montré que 
le réseau spécialisé Myrinet permet d'améliorer les performances d'une grappe 
d'ordinateurs car il diminue les délais de transmission et possède une bande passante 
importante @3arak99aJ. Mais c'est aussi une architecture environ dix fois plus onéreuse 
qu'un réseau Ethemet. Dans ce contexte, il est clair que le prix intervient dans le choix 
de l'architecture du réseau. L'optimisation du rapport perfomancefprix est donc très 
compliquée car les composants matériels ont des impacts sur les performances et des 
coûts variables. Gupta et Kumar [Kumar94] proposent d'utiliser l'efficacité ramenée au 
pour comparer les systèmes parallèles entre eux. prix Ec = - 
Coût 
2.5.2 Architecture des systèmes parallèles et grappes d'ordinateurs 
Jusqu'alors. nous avons plutôt abordé I'évolutivité des grappes d'ordinateurs 
d'un point de vue théorique. En effet. de nombreuses recherches se sont interessées à 
I'évolutivité des systèmes parallèles sans tenir compte de leur architecture. Dans un 
premier temps, le but était plutôt de s'assurer dans quelle mesure un système parallèle 
est intéressant par rapport à un système séquentiel. Ensuite. les recherches ont voulu 
modéliser I'évolutivité des systèmes panllèles en général. Mais. avec I'üvènement des 
grappes d'ordinateurs. les prix des systèmes parallèles ont beaucoup chuté et l'accent 
peut être mis sur l'expérimentation pemettûnt de valider les résultats théoriques. 
Nécessité d'irne arcliitect~ire ripanie 
Dès le début des travaux sur le parallélisme. avec les recherches d' Amdahl. on û 
compris que la fraction séquentielle est une barrière infranchissable pour le parallélisme. 
II faut donc à tout prix la minimiser ou même l'éliminer si possible. Ainsi. un contrôle 
central limite forcément I'évolutivité car i l  constitue en fait une partie séquentielle. 
Selon [Buyya99], un contrôle centrai est facile ii mettre en place mais doit être évité car 
i l  crée une non-tolérance aux pannes et constitue un risque potentiel de congestion. 
Comme nous le verrons par la suite, l'absence de contrôle central pour gérer la 
distribution des tâches et le partage des autres ressources n'est pas un problème trivial. 
Dans ce sens, Bank et Komatzky [Bank871 ont établi qu'une architecture ou des 
algorithmes qui dépendent de la topologie et de Ir taille système ne sont pas évolutifs. 
L'une des règles fondamentales est donc d'utiliser une architecture répartie, aussi 
bien du point de vue du matériel que du logiciel. Dans le cas contraire, I'évolutivité du 
système est limitée car il existera des possibilités de goulots d'étranglement. Cette 
contrainte est indépendante de la performance des composants du système : c'est-à-dire 
qu'un système qui utilise des composants très performants mais dont l'architecture est 
mauvaise ne sen pas évolutif. 
Selon Mukhe rjee wukherjee991, la capacité du système de stockage à servir des 
documents, la finesse de la distribution possible des tâches et l'absence de goulot 
d'étranglement dans un système, sont des facteurs critiques pour I 'évoluti vi té d'un 
système de grande taille. Dans ce qui suit. nous allons aborder les deux premiers points 
évoqués ci-dessus. 
Distribution des tâches 
Dans l'étude théorique précédente, nous avons toujours considéré des 
u algorithmes pmllèles » : c'est l'algorithme lui-même qui effectue les colculs et se 
charge de distribuer les tLhes aux différents processeurs. C'est le cas pour cenains 
algorithmes pw;illèles. mais essentiellement ceux spécialisés de calcul scientifique. Nous 
avons vu dans l'introduction que les grappes d'ordinateurs se destinent de plus en plus à 
des applications commerciales et professionnelles. Elles doivent donc être polyvalentes 
et c'est le système d'exploitation de la grappe qui se charge alon de distribuer les tâches 
aux différents processeurs. Pm exemple, l'outil MOSK pour les systèmes d'exploitütion 
Linux implémente des algorithmes de pariage des ressources pour les grappes 
d'ordinateurs [Barak99]. 
Dans le cas de calculs scientifique, la quantité totale de calculs est souvent 
connue : ainsi. la distribution des tkhes est statique. Puisque c'est relativement facile à 
mettre en œuvre, c'est souvent le programme de calcul qui s'en charge. en utilisant des 
API de programmation panllèle. Mais pour un système parallèle qui se veut polyvalent, 
la distribution des tkhes doit être dynamique. L'objectif est alors d'optimiser 
l'utilisation de tous les processeurs en répartissant les tâches le plus judicieusement 
possible. De nombreuses recherches ont été menées dans ce domaine. Trois politiques 
d'attribution des tiiches sont possibles : au hasard, en fixant un seuil d'utilisation des 
processeurs ou en choisissant le moins chargé. L'attribution au hasard est la plus simple 
et ne fait intervenir aucune coopération entre les processeurs, mais peut entraîner des 
surcoûts importants lorsque le hasard fait mai les choses B. Pour la politique avec un 
seuil, on procède de la manière suivante : un certain nombre de processeurs vont être 
sondés et la tâche est attribuée au premier processeur qui est en dessous d'un seuil de 
charge fixé. Enfin, la dernière possibilité consiste à sonder des processeurs et de choisir 
le moins utilisé. Cependant. les études précédentes ont montré qu'il n'y a pas de gain 
lonqu'on choisit le meilleure processeur plutôt qu'un processeur peu chargé [Buyya99]. 
En réalité, il existe des politiques d'attribution des tâches bien plus élaborées, qui 
peuvent prendre en compte de nombreux facteurs en plus de la charge des processeurs : 
par exemple, la H proximité du processeur >>, le taux d'utilisation de diverses ressources 
par un processeur, la vitesse des canaux de communication, le type de tâche, etc. La 
répartition des tiches peut aussi s'occuper de migrer des processus qui sont en cours 
d'exécution parce qu'un processeur est surchargé. 
L'une des gnndes difficultés de la distribution dynamique des tâches est que 
chaque processeur doit avoir des informations sur l'état d'autres processeurs B tout 
moment, puisqu'il est exclu d'utiliser une architecture centralisée. Les surcoûts de 
communications et de traitement même de la distribution des tkhes peuvent devenir 
importants, réduisant les perforrnünces utiles de la grappe. 
Stockage des données et systèmes de fichiers 
Mukhe jee [Mukhejee99] a souligné l'importance du système de stockage des 
données dans I'évolutivité du système. Pour ce qui est des applications commerciales, la 
tendance est d'utiliser des fichiers toujours plus volumineux car les documents intègrent 
de plus en plus de médis différents. Par exemple. des grappes d'ordinateurs sont 
utilisées comme serveurs de vidéo à la demande, qui nécessitent un débit important et 
constant. Sans aller à ces extrêmes, les disques durs sont aujourd'hui de plus en plus 
performants et il faut donc que l'architecture des systèmes de fichiers puisse les 
exploiter. 
Les systèmes de fichiers pour grappes d'ordinateurs sont en fait très liés à 
l'architecture du système de stockage : deux raisons I'expliquent. Tout d'abord, pour 
être performant. le système de fichier se doit d'être optimisé et donc doit exploiter au 
maximum les avantages de telle ou telle architecture. D'autre part, le but est de fournir 
un certain degré de transparence de service : l'accès aux données ne doit pas dépendre 
du choix de l'architecture, bien qu'il soit clair qu'il devra profiter de ses spécificités en 
terme de performance. 
Comme pour la distribution des tâches. le système de fichiers ne doit pas avoir 
d'architecture centralisée. Une architecture répartie permet d'obtenir de meilleures 
performances grâce au parallélisme. Mais avant tout. c'est une condition pour que le 
système soit évolutif et exempt de goulot d'étranglement. 
Ii existe trois méthodes de distribution des données : la réplication, le partage de 
données réparties et le wide striping m. La réplication n'est efficace que pour des 
grappes de petite taille et lorsque les données ne sont pas modifiées trop fréquemment. 
En revanche. la réplication n'est pas une solution pour I'évolurivité [Mukhejee99]. 
Gérer une quantité importante de répliquas devient vite iinyossible et pose des 
problèmes de consistance des données. 
Les serveurs de fichiers partagés sont une meilleure solution. Mais la manière 
dont les données sont réparties, comme illustré à la Figure 2.2. conduit forcément à des 
déséquilibres dans l'utilisation des disques durs : un disque dur contenant une donnée 
très demandée peut devenir surchargé et constituer un goulot d'étranglement. D'autre 
pari, si un fichier volumineux se trouve sur une seule unité de stockage. I'accès au 
fichier va monopoliser le disque dur concerné. Cette solution a donc des limites. mais est 
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Figure 2.2 Partitionnement des données 
néanmoins performante pour certaines applications : les fichien doivent être de petite 
taille et les accès doivent être relativement Sien répartis sur l'ensemble des disques. 
Enfin le u wide striping~ est la solution préconisée par Mukherjee 
[Mukhejee99] selon qui, pour les systèmes de fichiers. la véritable scalabilité ne peut 
pas être atteinte en utilisant la réplication et la distribution des données. Pour avoir une 
bande passante importante et respecter des contraintes temps réel, le « wide striping » est 
Figure 2.3 Wide Striping 
un bon choix puisqu'il possède également de très bonnes propriétés de répartition de la 
charge. Le « wide striping r consiste en fait b distribuer les données. mais au niveau des 
blocs de données : les blocs qui appartiennent à un même fichier forment des groupes 
qui sont répartis sur plusieurs unités de stockage, comme illustré à la Figure 2.3. L'accès 
aux disques durs est ainsi réparti uniformément. D'autre part, il existe des techniques 
d'optimisation (par exemple le « graduated declustenng » [Dusseau99], les files 
d'attentes distribuées) qui permettent de synchroniser les disques entre eux pour encore 
améliorer la coopération de ces derniers. Ce concept est né i l'université de Berkeley 
dans les années 1980 avec les architectures R A D  (Redundant A m y  of Inexpensive 
Dis ks) [Massigliéi2000]. 
La Figure 2.4 explique l'idée du wide striping » : le disque virtuel est en fait 
constitué de blocs réels. mais répartis régulièrement sur l'intégralité des disques. Dans 
cette figure, sont représentées deux variables importantes : la profondeur et la largeur du 
a stripe ». Leun valeurs devront être choisies judicieusement pour optimiser les 
performances du système. Outre le fait que les blocs d'un fichier sont répartis. on peut 
constater sur cette figure un autre avantage de cette architecture : la coopération entre les 
disques est accrue. Par exemple. la requête pour le fichier est traduite par le disque 
virtuel en : 
1) Une requête PU disque A pour les segments 000 et 0 0 1  
2) Une requête au disque B pour les segments 002 à 005 
3) Une requête au disque C pour les segments 006 à 009 
4) Une requête au disque A pour les segments O10 à O13 
5) Une requête au disque B pour les segments O14 à 0 1 7  
6) Une requête au disque C pour le segment 01 8. 
Répanitition physique des données 
Fichier 
Segmnl000 
Segment 001 H 
Figure 2.4 Principe du r wide striping * 
Les trois premières requêtes concernent des disques différents et peuvent donc 
avoir lieu simultanément. De plus, lorsque la requête 1) a fini d'être traitée, la requête 4) 
peut débuter. En conclusion, les avantages du « wide striping * sont résumes h la Figure 
2.5 : le wide striping » est le plus avantageux dans le cas de fichier volumineux et dont 
les accès sont séquentiels. 
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Figure 2.5 Avantages du striping » des données 
CHAPITRE 3 
CONCEPTION D'UN MODÈLE DE GRAPPE 
D'ORDINATEURS 
Les grappes d'ordinateurs constituent un type bien particuiier de système 
parallèle. Le but de ce chapitre est d'élaborer un modèle théorique de grappe 
d'ordinateurs nous permettant d'étudier leur évolutivité. Dans un premier temps, nous 
allons décrire notre modèle et les raisons qui ont motivé nos choix. Puis. nous 
analyserons ce modèle pour évaluer la performance du système en fonction de ses 
caractéristiques. Enfin, nous élaborerons un modèle de simulation permettant de dégager 
des résultats quantitatifs qui seront analysés. 
3.1 Description du modèle analytique 
Pour modéliser les grappes d'ordinateurs. nous avons choisi une approche 
comportementale selon laquelle le système est décomposé en modules qui reproduisent 
la réalité. Cependant, le but ici étant d'obtenir des résultats surtout qualitatifs. nous 
n'avons pas modélisé chaque composante par son module correspondant. Nous avons 
plutôt choisi de regrouper les composantes qui ont des cancténstiques similaires. Une 
des raisons est que les calculs théoriques sont ainsi simplifiés. Pour obtenir des résultats 
quantitatifs. il convient mieux d'utiliser des méthodes numériques ou effectuer des 
simulations plus poussées : ces deux aspects seront abordés dans la dernière partie de ce 
chapitre. 
L'un des objectifs de ce modèle est de partir d'une structure connue au niveau 
microscopique, pour en exinire un comportement général au niveau macroscopique. En 
d'autres termes. nous allons modéliser le comportement de chacun des processeurs pour 
étudier les performances globales du système parallèle. Nous allons ainsi utiliser les 
probabilités pour représenter le niveau microscopique : les temps d'exécution sont ainsi 
représentés par une variable aléatoire appropriée, sans chercher à simuler l'exécution 
d'un programme dans ses détails. Ainsi, nous ne nous intéresserons pas à simuler un 
programme au niveau de ses instructions : le but est d'arriver à un modèle plus général 
qui pourra être adapté à différentes situations. 
Comme l'illustre la Figure 3.1, nous utilisons dans ce modèle trois types de 
composantes : les processeurs, les ressources partagées et un délai. Les processeurs font 
des calculs et effectuent des requêtes lorsqu'ils ont besoin d'accéder à une ressource non 
locale; ils constituent donc la seule ressource de calcul de notre modèle. Nous voulons 
déterminer la limite de performance. donc nous considérons qu'un processeur a toujours 
un processus à exécuter. Par contre. lors de l'accès ii une ressource. le processeur devient 
inactif jusqu'à ce que la réponse à sa requête lui parvienne : chaque processeur ne 
traite donc qu'un seul processus 3 la fois. 
Serveur 
Figure 3.1 Schéma du modèle andytique 
Le système est composé de K processeurs. De plus, toutes les requêtes partagent 
une ressource commune et subissent un même délai. La ressource partagée vise à 
modéliser une composante dont le temps de réponse dépend du nombre de requêtes. Si 
une requête arrive alors que In ressource partagée (représentée comme un serveur j. la 
Figure 3.1) sert déji une autre requête, alors elle est placée dans une file d'attente dotée 
d'une politique FF0 (premier arrivé. premier servi). Le délai représente une ressource 
qu'on suppose indépendante des deux autres composantes du système : il dépend 
uniquement de la topologie du système. Par exemple. le délai peut modéliser les 
communications ou les temps de traitement supplémentaire. Par définition. nous 
appelons tp le temps de calcul utile d'un processeur. >v le temps d'attente totale. q le 
temps d'attente dms la file d'attente et s le temps de service. 
Ce modèle repose sur l'hypothèse que les processeurs ont un comportement 
cyclique. Nous nous bornerons ainsi j. une situation de calcul bien précise pour laquelle 
les caractéristiques d'utilisation des ressources du système ne varient pas. Si ce n'est pas 
le cas, i l  faudra considérer séparément toutes les phases par lesquelles passe le système. 
Pour modéliser le système, nous avons donc choisi les réseaux de Pétri : le principe est 
de représenter le système à travers les états et les transitions possibles. L'évolution de 
l'état d'un processeur est représentée par le parcours du réseau. Nous utilisons ici la 
classe des réseaux de Pétri stochastiques généralisés (GSPN. Generdised Stochasiic 
Petri Net) qui permettent d'étudier à la fois le comportement mais aussi les 
performances du système. La Figure 3.2 représente le réseau de Pétri correspondant au 
modèle : i l  est composé d'états (représentés par des cercles) et de transitions 
(représentées par les lignes horizontales) reliés par des arcs. Chaque transition a lieu 
suivant une loi de probabilité déterminée. 
Dans ce modèle, nous faisons aussi i'hypothèse que tous les process~urs sont 
identiques, ce qui permet de simplifier le réseau de Pétri en regroupant tous les 
processeurs sur le même graphe d'états. Les processeurs sont représentés par des jetons 
qui se déplacent d'état en état. Dans l'état pi ,  un processeur exécute son programme : 
on considère que dans cet état, il fait du «calcul utile >P. L'événement 11 correspond à 
l'émission d'une requête par un processeur: à partir du moment où une requête est 
émise, le processeur attend sans rien exécuter tant que la réponse à Ir requête ne lui est 
pas parvenue. Le serveur s modélise la ressource partagée : une seule requête peut être 
servie à la fois. Dans l'état pz. les requêtes sont placées dans une file d'attente afin de 
pouvoir accéder à la ressource commune. Entre les événements tz  (début du service) et t~ 
(fin du service), l'état p3 correspond à l'accès à la ressource partagée. Une fois servie, la 
requête subit encore un délai matérialisé par l'état p~ et l'événement t d  (fin du délai). 
Finalement. on peut remarquer que ce modèle constitue un système fermé de file 
d'attente : le Comportement de chaque composante est cyclique et le nombre de requêtes 
est borné par le nombre de processeurs. 
Figure 3.2 Représentation du modèle par un réseau de Pétri 
Pour notre modèle de prognmme parallèle, nous avons choisi de ne pas prendre 
en compte dans le détail toutes les interactions entre les processeurs telles que les 
synchronisations, les échanges d'information, etc. Nous avons préféré regrouper ces 
interactions dans la composante de ressource partagée. Nous avons aussi choisi de 
modéliser l'évolution entre les états par des évènements qui suivent des distributions 
exponentielles. L;i raison de ce choix est que la distribution exponentielle est sans 
mémoire. Puisque nous avons déjjl regroupé tous les processeurs sur un même graphe en 
considérant le système homogène, In propriété sans-mémoire nous permet d'aller plus 
loin et de ne plus différencier les processeurs entre-eux : les transitions deviennent ainsi 
complètement indépendantes des processeurs. On peut justifier le choix de la 
distribution exponentielle par l'hypothèse suivante : le prognmme exécuté par un 
processeur ne conserve pas de donnée sur son passé en tant que tel, c'est-Mire que les 
seules informations qu'un processeur possède dépendent uniquement de l'état dans 
lequel i l  se trouve et les distributions qui régissent les transitions sont donc sans 
mémoire. Or la seule distribution sans mémoire est la distribution exponentielle. 
Les taux d'arrivée et de service sont indiqués à In Figure 3.2. Chaque processeur 
émet des requêtes suivant une loi exponentielle de paramètre J., : étant donné qu'il y a ml 
processeurs dans l'état pi,  les arrivées des requêtes au serveur suivent une loi 
exponentielle de paramètre mr.l,.  La politique de service de la ressource partagée suit 
aussi une distribution exponentielle de paramètre p. Enfin, le délai suit aussi une 
distribution exponentielle de paramètre r pour chaque processeur en attente. Le taux de 
transition de I'état ppr est donc mdr. 
Cette modélisation est eussi équivalente à une chaîne de Markov à temps continu 
Waviesl994j et nous utiliserons les deux représentations pour notre étude théorique : le 
Tableau 3.1 indique les comspondances entre les paramètres. Les hypothèses que nous 
avons formulées ont pour conséquence que II chaîne de Markov représentant le système 
a les cmctéristiques suivantes : elle est homogène, irréductible, récurrente non nulle et 
apériodique. Nous pouvons alors utiliser un thborèrne & la thdorie des files d'attente 
wofman98] pour conclure qu'un état stationnaire existe. Cet état stationnaire est 
indépendant des conditions initiales et c'est ce régime stationnaire qui fera l'objet de 
notre étude. Puisque l'état stationnaire existe, nous pouvons déterminer les probabilités 
stationnaires de chaque état : c'est la probabilité que le système se trouve dans un état 
donné. 
Tableau 3.1 Correspondance entre le réseau de Pétri et le système de Markov 
Paramètre Chaîne de Markov 
Taux de requête d'un 
processeur 
Taux de requête total 
Nombre de requêtes dans la file 
d'attente 
Temps passé dans le serveur 
(temps d'attente et de service) 
Temps de service 
Délai subi 
Nombre total de requêtes 
Réseau de Pétri 
Taux de transition d'un jeton 
de P I  à P? 
rnJ, : taux de transition total de 
D/ i pz 
Nombre de jeton en pl (m?) 
Latence d'un jeton en pz et p3 
Latence d'un jeton en p~ 
Latence d'un jeton en p~ 
Le serveur de ressource partagée est équivalent au système de Markov 
MIMIl/K/K (notation de Kendall) : les arrivées et la politique de service sont 
markoviens, avec un seul serveur dont le nombre maximum de requêtes en attente et en 
train d'être servies est K. pour une population finie de K requêtes. Le système de file 
d'attente MIMIlIKIK a été étudié depuis les années 1950 et il a notamment été utilisé 
pour modéliser des requêtes d'entrée/sortie. Ce système peut aussi bien modéliser 
l'accès à une mémoire partagee : les processeurs effectuent du calcul utile tant qu'ils 
n'ont pas besoin d'accéder à une donnée partagée. Pour accéder à une donnée partagée. 
un processeur doit effectuer une requête et attendre la réponse pour pouvoir continuer 
son calcul. Pendant ce temps. le processeur est inactif : l'efficacité du système dépend 
donc du temps de réponse aux requêtes. Ce système étant fermé, nous pouvons aussi 
utiliser la propriété de conservation du flot : elle nous sera utile pour l'étude analytique 
qui suit. 
En ce qui concerne le délai, nous considérons qu'il ne dépend pas de la charge du 
système : il n'y a pas de concurrence. contrairement à la ressource partagée. De plus. le 
temps de service est exponentiel et le délai est donc &pivalent à une file d'attente 
M/M/a componant une infinité de serveurs. II faut aussi remarquer que le délai a été 
placé après le serveur de ressource partagée dans le réseau de Pétri. Mais son 
positionnement dans le temps n'a pas d'influence sur les canctéristiques et les 
performances puisque toutes les distributions sont sans mémoire. 
3.2 Étude analytique 
Pour étudier les propriétés générales du système, nous préferons utiliser la 
représentation du modèle sous la forme d'un réseau de Pétri plutôt qu'une représentation 
par chaîne de Markov. Car, un réseau de Pétri représente plus intuitivement la structure 
du système. En utilisant la propriété de conservation du flot, nous allons en déduire les 
relations entre le taux de requête, le taux de service, l'utilisation de la ressource 
partagée, les temps d'attente et le débit de requêtes. Nous notons p le taux d'utilisation 
de la ressource partagée, c'est B dire le taux d'utilisation du serveur dans notre modèle. 
Le débit du système sera noté D et mesure le nombre de requêtes traitées par seconde. 
Par conservation du débit, le débit du système est égal au nombre de requêtes mivant de 
l'ensemble des processeurs par seconde. Quand le serveur est occupé. p requêtes sont 
traitées par unité de temps. Le débit du système est donc : 
D = A = p.p (3.1) 
La Figure 3.3 représente le cycle d'un processeur. En utilisant les notations 
introduites au Tableau 3.1, nous définissons pour un cycle les moyennes dans le temps 
suivantes : 
: temps moyen passé dans le serveur de ressource partagée ; 
: temps moyen de calcul utile ; 
T :  délai moyen. 
requête 
Processeur 
servit réponse requête 
Attente+service 1- ( u = q + s )  -+- 7;; -+- 5:;) + 
Figure 3.3 Cycle d'un processeur 
On peut en déduire une expression du taux de requêtes pour un processeur 
comme l'inverse du temps moyen pour effectuer un cycle complet : 
A r  = 1 o + T + q  
Pour K processeurs. on a donc : 
Du fait de la conservation du débit. on peut donc écrire : 
Avec les taux de transitions de la Figure 3.2. on obtient finalement : 
0 =L-1-1 (3  -2) 
POP r 
il faut remarquer que ce résultat est complètement indépendant des distributions 
utilisées dans le modèle. L'équation (3.2) est donc valable pour tout système de file 
d'attente de même architecture dont le temps de service moyen est 1Ip. le temps moyen 
entre deux requêtes l l A r  et le délai moyen 11s. 
Nous allons maintenant nous intéresser aux propriétés liées à la distribution 
exponentielle des arrivées et du temps de service. Le système de Markov du système 
complet ressemble au système MIMI1IK.K que nous avons décrit précédemment. étendu 
par le fait qu'un processeur peut aussi être inactif car il subit un délai. Le système de 
Markov de naissance et de mort est ainsi triangulaire. comme le montre la Figure 3.4 
représentant un système à trois processeurs. Pour un système à K processeurs. la 
représentation est identique, sauf qu'elle comporte plus d'états. Du fait de la propriété 
sans mémoire du système. chaque état est complètement déterminé par le nombre de 
processeurs en attente et le nombre de processeurs qui sont en train de subir le délai : 
c'est respectivement la signification des deux chiffres qui caractérisent un état dans le 
système tnangulaire de Markov. Nous allons ainsi déterminer la forme générüle de la 
probabilité de se trouver dans chaque état. Nous utilisons la notation suivante : 
P(.r.y) désigne la probabilité de se trouver dans l'état (.r.y) 
où : 
Nombre de processeurs qui attendent la réponse à une requête : 
Nombre de processeurs dont la requête est en train de subir un délai : 
Entre les différents états, les transitions qui sont considérées dans le système 
triangulaire de Markov sont : 
l'émission d'une requête par un processeur (flèche horizontale) : 
la fin du traitement d'une requête par le serveur de ressource partagée 
(flèche verticale) ; 
la fin d'un délai pour une requête (flèche en diagonale). 
Figure 3.4 Système triangulaire de Markov (trois processeurs) 
Le système de Markov permet d'écrire les égalités suivantes : 
K. A. P(O.0) = r P( 1 . 1  ) 
(p + ( K  - l).IL).P(l,O) = K.AP(O.0) + r.P(Z.1) 
( r  + ( K  - l ) . h ) . P ( l . l )  = p.P(l.0) + 22P(2,2) 
etc. 
On remarque donc que dans le cas général : 
pour un nœud intérieur : 
+ jr + (K - i).h).P(i'. j) = ( K  - i +  l )h.P(i  - 1 ,  j) + p.P(i. j - 1 )  
+ (j+ l)?.P(i+ 1, j + 1) 
pour un nœud du bord supérieur : 
(p + ( K  - ï).h).P(i, fi = ( K  - i + i)A..P(i - i ,  J] + (j + I )zP( i  + 1 ,  j + 1) 
pour un nœud du bord inférieur : 
(K - i ) i . P ( i ,  j] = p.P(i, j - 1) + (j + I ) z P ( i  + 1, j + 1) 
Nous remarquons égaiement que les nœuds « s u r  les bords » sont des cas 
particuliers des nœuds intérieurs car certaines transitions ne leur sont par permises. En 
posant : 
on peut écrire une formule générale : 
d o =  
[&K - i)(K - i3.h + &i - j)p + & l j l . P ( i .  j? = 
&i)s(i - j ] ( K  - i + 1 )A. P(i  - 1, j] 
+ &)p.P(i, j - 1) 
+ 6(K - i)v + l)zP(i + 1. j + 1) 
On peut alors démontrer [Davies19941 que la probabilité de se trouver dans un 
état donné est de Iri forme : 
l,six>O 
O, sinon 
Ar où : ic = - (charge) et clr = - (taux de délai). 
C1 5 
La condition de normstlissition donne : 
3 3  Évaluation de performance 
La charge du serveur (ressource partagée) est ddtemiinee par le temps pendant 
lequel le serveur est inactif. Le serveur est inactif lorsqu'il n'y a aucune requête dans le 
système ou lorsqw toutes les requêtes du système sont en train de subir un délai. ce qui 
donne : 
Nous pouvons alors en déduire le débit total de requêtes à partir de l'équation (3.1 ) : 
À partir du temps moyen de réponse exprimé par l'équation (3.2) et de la formule 
de Little, on peut déduire la taille moyenne de la file d'attente du serveur de ressource 
partagée : 
L = A.o 
or A = p.p donc : 
Temps passé dans la file d'attente : 
La Figure 3.3 illustre le fait que, pour un cycle. un processeur est actif pendant 
en moyenne. Le reste du cycle, le processeur attend la réponse à une requête et 
demeure donc inactif. L'inactivité I d'un processeur s'exprime comme suit : 
On peut d'ailleurs dériver de cette équation la formule suivante : 
En utilisant (3.2), on peut écrire : 
Cette dernière équation (3.5) nous permet théoriquement d'obtenir la charge de Iû 
ressource partagée à partir dc la mesure de l'inactivité des processeurs. En pratique. i l  
faut résoudre une équation polynorniale d'ordre K et on se tournera vers une résolution 
numérique plutôt qu'une résolution analytique complète. 
Une bonne mesure de performance d'un système parallèle est le temps total de 
calcul utile. Plus le système passe de temps ii faire du calcul utile, plus i l  est capable de 
traiter un nombre important de requêtes. Nous allons commencer par faire ce calcul pour 
un processeur en déterminant le temps de calcul utile par cycle T. (ramené au temps du 
cycle) : 
Pour K processeurs, le temps de calcul utile total s'exprime comme suit : 
En utilisant l'équation (3.2) pour substituer G dans Iû formule, on obtient : 
Dans cette dernière expression, ii est constante et fixée par les caractéristiques du 
système panllèle. Pour l'évaluation numérique, on utilise l'équation (3.4) pour 
substituer p : 
r 1 
La Figure 3.5 représente K.TU en fonction du nombre de processeurs. c'est h dire 
I'évolution du temps de calcul utile quand on augmente K. Pour ces tracés. 11 est fixée à 
la valeur 0.05 et chaque courbe représente une valeur de 4 différente. Nous pouvons 
remarquer qu'il existe une asymptote commune à toutes les courbes et on peut 
démontrer que c'est la droite d'équation y = 1 I i ~  Le délai n'affecte plus le toux de temps 
de calcul utile au-delà d'une certaine valeur de K qui dépend de 11. En effet, PU-delh de 
cette valeur, c'est l'influence de ri qui prend le dessus et qui limite I'évolutivité du 
système en constituant un goulot d'étranglement. La valeur du délai modifie seulement 
la vitesse à laquelle la fonction se rapproche de son asymptote : plus le délai est grand, 
moins la pente de la courbe est importante. Pour un délai important. il hut donc un plus 
grand nombre de processeurs pour atteindre une même valeur de temps de calcul utile. 
C'est ce que montre les valeurs du Tableau 3.2. 
O 5 10 15 20 25 30 35 40 45 50 
Nombre de processeurs ( K )  
Figure 3.5 Variation du temps de calcul utile en fonction du 
nombre de processeurs quand d, varie (u = 0,05) 
Tableau 3.2 Valeur minimale du nombre de processeurs K pour que le 
temps de calcul dépasse 95 % de la voleur asymptotique 
Pourcentage du Nombre de processeurs 
nécessaires 
26 




IA Figure 3.6 démontre bien l'influence de u sur les performances absolues du 
système parallèle. Comme nous l'avons souligné, c'est la valeur de i i  qui détermine 
l'asymptote de la courbe et qui limite donc les performances. 
Intéressons nous maintenant à l'accélération parallèle de ce système telle qu'elle 
est définie dans le chapitre 2. Reprenons l'équation (3.6) pour un processeur en 
substituant p grâce à l'équation (3.4). Nous obtenons alon : 
= T U =  1 
1 + 11 + 1l.dr (3.8) 
Dans le système avec un seul processeur. il  n'y a plus de partage du serveur de ressource 
partagé, mais le délai s'applique toujours de la même manière puisqu'il représente un 
surcoût inhérent à l'architecture du système. 
O 5 10 15 20 25 30 35 40 45 50 
Nombre de processeurs ( K )  
Figure 3.6 Variation du temps de calcul utile en fonction du nombre de 
processeurs quand u varie (d, = 1) 
À partir de l'équation (3.6), on peut donc en déduire l'accélération parailèle : 
La Figure 3.7 pour l'accélération parallèle a été tracée avec les mêmes 
paramètres que la Figure 3.5. Les équations (3.7) et (3.9) ne diffèrent que d'une 
constante puisque u et d, sont fixés. Ainsi, chaque courbe de la Figure 3.7 correspond à 
une courbe de la Figure 3.5 multipliée par une constante. Cependant, ce facteur constant 
varie d'une courbe 5 l'autre, ce qui permet de mieux les différencier. Les courbes de 
l'accélération parallèle équivalentes à la Figure 3.6 n'ont pas été tracées, car pour les 
valeurs de u et d, choisies. les courbes sont quasiment identiques. De plus. les courbes 
étant bien séparées sur la Figure 3.5. i l  ne nous a pas semblé pertinent de les retracer 
pour l'accélération parallèle. 
O 5 10 15 20 25 30 35 40 45 50 
Nombre de processeurs 
Figure 3.7 Variation de l'accélération padèle en fonction du nombre 
de processeurs quand d, varie (u = O,O5) 
Dans ce modèle, l'accélération parailèle du système est proportionnelle à la 
charge du serveur de ressource partagée (équations (3.6) et (3.9)). La charge du serveur 
exprimée dans l'équation (3.4) est représentée à la Figure 3.8. Le cas de l'accélération 
parallèle linéaire a été représenté sur la même figure. Nous distinguons clairement sur 
cette figure la partie asymptotique qui cornespond à la saturation de la ressource 
partagée. 
Le modèle analytique que nous venons d'étudier avait pour but de dégager des 
résultats qualitatifs sur l'évolutivité des grappes d'ordinateurs. Nous l'avons élaboré en 
faisant le minimum d'hypothèses sur l'architecture pour que le modèle soit le plus 
générique possible. Ainsi, nous avons représenté deux composantes caractéristiques 
auxquelles tes nœuds d'une grappe peuvent faire appel : une ressource partagée et une 
ressource introduisant un délai pur. Les courbes qui ont été tracées permettent de se 
rendre compte de l'influence de chaque composante. 
O 5 10 15 20 25 30 35 40 45 SO 
Nombre de processeurs ( K )  
Figure 3.8 Charge du serveur de ressource partagée en fonction du 
nombre de processeurs (u = 0,05 ; d, = 1) 
CHAPITRE 4 
MODÈLES ET RÉSULTATS DE SIMULATION 
Dans ce chapitre, nous allons décrire les deux simulateurs qui ont été développés 
comme outils d'analyse supplémentaire de I'évolutivité des grappes d'ordinateurs. Ils 
ont été programmés en langage C++ et utilisent la librairie CSiM18. Nous allons 
d'abord donner un aperçu de cette librairie et préciser les raisons de son choix. Puis. 
nous présenterons le premier simulateur. les résultats obtenus et les conclusions que 
nous avons tirées. Par la suite. nous développerons un second simulateur qui représente 
un système de fichien réparti dont l'architecture s'inspire du 6 wide striping » présenté 
au chapitre 3. Ce simulateur a été calibré à l'aide de mesures effectuées sur un système 
réel : les simulations nous ont alors permis de mesurer les performances du système 
actuel et d'analyser ses limites. Enfin. nous avons utilisé le simulateur pour valider une 
nouvelle technique de distri bution redondante des données assurant I 'évoluti vité du 
système sans intemption de service. 
4.1 Apergu de CSIM 18 
CSIMl8 est une librairie commerciale, distribuée par Mesquite Software : c'est 
une librairie de simulation, orientée processus et événement. destinée à être utilisée dans 
des programmes en langage C ou C++ [CSlM18]. Elle se présente sous la forme de 
classes et procédures gui fournissent toutes les fonctionnalités liées à la simulation. La 
liste des classes disponibles est la suivante : 
Processus (Process) : Ce sont les entités qui effectuent des requêtes pour 
exploiter des ressources et attendent des événements. Elles s'apparentent 
à un processus LJNIX. mais limité au cadre du simulateur. 
Ressources (Facility) : Elles sont composées de leur file d'attente et d'un 
ou de plusieurs serveurs de service. 
Réservoirs (Storage): Ce sont des ressources qui peuvent être 
partiellement affectées à des processus. 
Évènements (Event) : ils servent ji synchroniser les processus entre-eux. 
Boite aux lettres (Mailbox): Us permettent aux processus de 
communiquer entre-eux 
À cette liste, il faut rajouter des fonctions mathematiques et diverses structures utiles aux 
mesures et B la production de statistiques. 
Nous avons donc choisi CSiM18 car il fournit tous les objets nécessaires h notre 
simulateur, tout en étant relativement simple pour que In prise en main soit rapide. CSIM 
a déjà été utilisé pour développer un simulateur de disques durs RAID dont les résultats 
sont très proches de la réalité [Gmger98]. Grâce à ses différentes classes. CSiM facilite 
également la transition du modèle analytique au modèle de simulation. Enfin. le langage 
de programmation C++ permet d'avoir une bonne souplesse dans l'implémentation. Les 
deux simulateurs ont été développés avec Borland Ctç 5.0, sous Windows 98. Dans la 
suite de ce chapitre, nous allons détailler leurs architectures. 
4.2 Modèle du premier simulateur 
Notre premier simulateur se veut simple : son but est de simuler notre modèle 
analytique. puis d'étendre l'étude théorique par des résultats de simulation. II est 
composé d'une classe unique qui a et6 rajoutée aux classes de CSIMl8 : la classe 
Processor m. Cette classe définit les objets processeurs de notre modèle andytique. Le 
programme principal peut se décomposer en trois parties. La première se charge de 
I'initidisation de la simulation. Ainsi. elle propose à l'utilisateur le choix du mode parmi 
quatre possibilités : 
un temps de service et un délai constant ; 
O un temps de service variant linéairement avec le nombre de processeurs et un 
délai constant ; 
O un temps de service constant et un délai variant linéairement avec le nombre de 
processeurs ; 
O un temps de service et un délai variant tous deux linéairement avec le nombre de 
processeurs. 
Les coefficients constants du temps de service et du délai doivent être définis dans le 
fichier d'entrée input.txr dont le contenu est indiqué i la Figure 4.1. Dans le cas d'une 
variation linéaire. les coefficients lus dans le fichier d'entrée seront également pris en 
compte. 
Temps de simulation 
Temps moyn entre deux requêtes d'un processeitr 
Temps moyen de service 
Coemie~it  de variation linéaire du temps de service moyen 
Temps moyen clu dilui 
Coeficient de variation linéaire du temps moyen du délai 
Figure 1.1 Contenu du fichier de configuration inputtxt w 
Le programme demandera alon à l'utilisateur de saisir le nombre de processeurs 
maximum N désir& Puisque nous voulons étudier l'évolutivité du système, N 
simulations seront en fait effectuées, en faisant varier le nombre de processeurs de 1 à N 
avec un pas de 1. Le nombre maximum de processeurs est fixé à 2 0 ,  mais il est facile 
d'augmenter cette limite en modifiant la taille du tableau des processeurs et en 
augmentant le nombre de processus supporté par CSIM. 
Une fois que I'initialisation est terminée, la simulation débute. Le programme 
initialise et crée la ressource partagée et le nombre de processeurs nécessaires. Puis, 
chaque processeur est rendu actif par la commande sran() qui démarre un nouveau 
processus par processeur. Ainsi, chaque processeur fonctionne en parallèle comme s'ils 
étaient indépendants; il recueille des statistiques sur son activité par lui-même pendant la 
simulation. Une fois la simulation terminée (quand le temps de fin de simulation est égal 
au temps d'horloge), la collecte des informations est donc simplifiée : le programme 
écrit les statistiques de chaque processeur dans le fichier processors.txt et les données 
recueillies par CSiM 18 sur la ressource partagée sont écrites dans le fichier modele0.t.s-t. 
Comme le montre la Figure 4.2. les résultats obtenus sont très proches de ceux 
obtenus avec notre modèle analytique. Après avoir validé ce simulateur, nous l'avons 
utilisé pour étendre notre étude théorique du chapitre 3. Ainsi, nous avons envisagé le 
cas d'une ressource partagée dont la capacité de service se dégrade lorsque le nombre de 
Y Y U 
n n A 
- Cou- théorique 
x Résultats de simulation 
O 5 10 15 20 25 30 35 40 45 50 
Nombre de processeurs 
Figure 4.2 Résultats de simulation : charge du serveur de ressource 
partagée en fonction du nombre de processeurs (u = O,O5 ; d, = 1) 
processeurs augmente. À la Figure 4.3, nous constatons une dégradation des 
performances du système panllèle lorsque le nombre de nœuds dans la grappe 
augmente. C'est une situation que l'on veut à tout prix éviter puisqu'elle revient à 
augmenter les ressources du système parallèle pour en dégrader les performances 
globales. Dans la réalité, ce phénomène dépend de l'architecture du système. Par 
exemple, si les processeurs sont reliés par un bus Ethemei. la bande passante utile du 
réseau se dégrade lorsqu'il y a trop de nœuds, à cause des collisions entre les paquets 
Ethemet et les retransmissions. Dans le cas de nœuds reliés par un commutateur, le 
même phénomène se produit. mais pour un nombre de processeurs plus important. En 
effet, l'utilisation d'un commutateur évite un gnnd nombre de collisions. mais son cœur 
de chaîne a tout de même des performances limitées. 
O 5 10 15 20 25 30 35 4 0  45 50 
Nombre de processeurs 
Figure 4.3 Variation de l'accélération parallèle en fonction du 
nombre de orocesseurs : u = 0.05*(1+0.01SK) et d, = 1 
Ces résultats sur les systèmes parallèles ont orienté la suite de noue recherche. 
En effet, pour améliorer I'évolutivité des grappes d'ordinateurs, il y a deux 
approches possibles. La première consiste à supprimer les phénomènes qui limitent 
I'évolutivité : à la 
quand le nombre 
Figure 4.3, cela revient à améliorer le comportement de la grappe 
de processeurs est supérieur à 20. Mais nous pensons que ces 
limitations sont fortement liées au matériel utilisé et elles constituent donc une 
contrainte inhérente aux grappes d'ordinateurs. L'autre approche consiste à mettre en 
place un système qui se maintient toujours dans la zone d'évolutivité quasi idéale : à la 
Figure 4.3, I'évolutivité est quasi linéaire pour un nombre de processeurs inférieur à 20. 
Nous allons donc mettre en application cette approche pour proposer des améliorations 
aux grappes d'ordinateurs. De plus, nous allons nous limiter à un problème bien précis : 
l'accès à des données partagées. 
4.3 Simulateur de système de fichiers réparti 
Dans la suite de nos travaux, nous nous sommes concentrés sur I'évolutivité des 
systèmes de fichiers pmllèles pour grappes d'ordinateurs. Nous avons déjà établi au 
chapitre 2 qu'une architecture du type wide striping » est paniculièrement adaptée à Iü 
lecture séquentielle de fichien volumineux. Cette architecture reprend l'idée du RAID O 
selon laquelle un fichier est découpé en segments qui sont répartis sur plusieurs disques 
durs [Massiglia20ûû]. Ainsi, lors de la lecture d'un fichier, les disques vont collaborer 
entre eux. ce qui permet d'améliorer les performances générales. La différence majeure 
avec un système R A D  se trouve au niveau de la transmission des données, qui a lieu par 
l'intermédiaire d'un réseau Ethernet et de gestionnaires implémentés nu niveau logiciel. 
Pour notre recherche, nous nous sommes basés sur PVFS (PanIlel Virtual File S ystem), 
un système de fichiers développé à l'Université de Clernson par P. C m s  et W. Ligon 
[Cams2000], qui utilise le « wide striping » sur des grappes Linux. En prenant PMS 
comme point de départ, nous allons utiliser ce simulateur dans le but de tester des 
améliorations que l'on pournit apporter aux systèmes de fichien pd lè l e s  actuels. 
Linux est déjà utilisé dans les grappes d'ordinateurs et possède de bonnes performances 
fLuecke2000, Brightwell99]. D'autre part, le code de Linux étant ouvert, il est un 
système d'exploitation prometteur et polyvalent qui est le support de nombreuses 
recherches sur les systèmes parallèles. Enfin PVFS supporte les API suivantes : une -1 
PVFS native, I'API UNIX/PûS[X et 1' API MPI-IO [Gropp99, MP1971. Ces APIS sont 
souvent utilisées dans les systèmes parallèles, mais ne feront pas l'objet de 
développement supplémentaire puisque nous avons choisi de ne pas faire 
d'implémentation dans notre recherche. 
4.3.1 Architecture matérielle et distribution de données 
Pour illustrer les problèmes d'évolutivité que l'on peut rencontrer, nous allons 
considérer un serveur de vidéo sur demande (VoD), une des principales applications des 
systèmes de fichiers répartis utilisant le wide striping ». En effet, les clients visionnent 
des séquences vidéo en lisant de manière séquentielle des fichien de grande taille. Le 
but d'un tel système est donc de maximiser le nombre de clients pouvant être servis 
simultanément : la performance du système est évaluée par la bande passante totale 
délivrée. De plus, la capacité totale de stockage doit être élevée puisque les fichiers 
multirnédias sont très volumineux. Du point de vue de I'évolutivité. un serveur de vidéo 
sur demande doit s'adapter au nombre de clients et i la quantité de données accessible. 
On peut imaginer que. lors de la mise en place du système. ses capacités sont réduites. 
pour augmenter progressivement en sui vant la demande. 
Avant de détailler les problèmes d'évolutivité à résoudre. nous allons décrire 
l'architecture de PVFS sur laquelle est basé notre simulateur. Les clients extérieun au 
système accèdent aux données par des points d'entrée qui sont eux-mêmes des clients 
pour le système de fichiers, tel que représentés à Iû Figure 4.4. Dans Ia suite de noire 
étude, nous ne considérerons que les clients locaux en faisant i'hypothèse qu'un 
algorithme s'occupe de In répartition des requêtes de clients extérieurs. Lorsque le 
système est utilisé à pleine capacité, les clients internes sont ainsi toujours actifs. Le 
nombre de clients internes détermine le nombre d'accès simultanés au serveur de 
données. En plus du client interne à la grappe. la lecture d'un fichier fait intervenir tous 
les éléments de Ir grappe représentés à la Figure 4.4 : 
le réseau reliant le client au reste de la grappe ; 
le réseau reliant chacun des nœuds de la grappe entre eux ; 
les N nœuds de la grappe ; 
un nœud particulier de la grappe appelé « Management Daemon » (MNG) 
qui est le gestionnaire du système de fichiers. 
Client c 
Client #C El= 
Réseau 
Daemon n?[ 1 
Processeur = bN 1 
Figure 4.4 Architecture matérielle du système de fichiers 
Chaque nœud de la grappe est en fait composé d'une unité de calcul, d'un disque 
dur pour le stockage des données et d'une interface réseau. Le « wide striping » de 
PVFS est identique à celui détillé dans le chapitre 2 : un fichier est découpé en blocs de 
taille fixe et ces blocs sont répartis de manière séquentielle sur l'ensemble des nœuds de 
la grappe. La profondeur du « striping » est définie par la taille d'un bloc de donnée 
(valeur par défaut de 64 Ko). Selon la Figure 4.5, PVFS adresse les données en 
considérant directement les blocs de données. Le disque virtuel correspondant est un 
disque composé des blocs de données réordonnées. Ainsi. le kcm bloc du disque virtuel 
peut être repéré dans la grappe par des coordonnées ( i j ) ,  où i désigne le numéro du 
u stripe » et j le numéro du disque. Par exemple, le bloc 10 a pour coordonnées (3.1). 
Nous allons maintenant énumérer les situations d'évolutivité qui peuvent être 
rencontrées : 
lu cas : évolutivité de la capacité de stockage. Le nombre de clients pouvant être 
servi simultanément ne varie pas. mais la taille de l'ensemble des données 
accessibles par ces clients doit augmenter. Dans ce cas. il suffit d'accroîtrp la 
capacité de stockage de chaque nœud. Cette opération est plus ou moins coûteuse en 
fonction de la taille de la grappe : ru minimum, il faudra rajouter autant de disques 
qu'il y a de nœuds. 
2' cas : augmentation du nombre de clients pouvant être servi simulianément. C'est 
la situation qui nous semble la plus complexe 5 résoudre. En effet. pour augmenter la 
capacité de service, i l  faut ajouter des nœuds. Une redistribution des données doit 
dors avoir lieu. 
Rlponirion physiqiie des données 
F 
Largeur (nombre de nœuds) 
Figure 4.5 Répartition des données avec PVFS 
3' cas : augmentation simultanée de la capacité de stockage et du nombre de clients 
pouvant être servi simultanément. Dans cette situation, la solution peut être soit de 
combiner les solutions des deux premiers cas, soit de mettre en place une nouvelle 
grappe qui supportera une partie des requêtes des clients et contiendra les nouveaux 
fichiers. 
Pour les différents cas. l'objectif est de faire évoluer le système en minimisant les 
coûts de mise à jour : il faut donc utiliser les ressources déjii existantes. Cela ne doit pas 
non plus entraîner d'met ou de perturbation trop importante du service. Enfin, i l  faut 
rester dans la zone où I'évolutivité est quasi idéale. Notre recherche a donc pour but de 
proposer des mécanismes qui permettront de faire évoluer le système tout en répondant à 
l'ensemble de ces contraintes. Pour ce faire, nous avons développé un simulateur de 
système de fichien en nous appuyant sur l'architecture de PVFS. 
4.3.2 Architecture et configuration du simulateur 
Les mécanismes de lecture d'un fichier sont présentés ii la Figure 4.6. Afin de 
modéliser les différentes composantes du système de fichiers et de la grappe 
d'ordinateurs, six classes ont Sté utilisées dans notre simulateur : 
les instances de la classe lODaernon sont les entités qui gèrent la tmsmission 
des données entre un client et un nœud de la grappe ; 
la classe Processot- permet de représenter les nœuds de la grappe ; 
la classe MNGDaemon correspond au processus qui gère le système de fichiers 
lui-même, il maintient ainsi Ies informations de localisation des fichiers, le 
nombre et le rôle des processeurs de la grappe ; 
la classe Client : l'ensemble des instances de cette classe représente les clients 
qui accèdent simultanément aux fichiers ; 
la classe Request est Ir stmcture de données d'une requête d'accès aux données ; 
La classe Datafile est la structure de données qui contient les informations sur la 
localisation des blocs d'un fichier. 
Pour lire un fichier, un client doit procéder de la manière suivante : 
a Il communique avec le MNG Daemon pour avoir des informations sur le fichier 
(taille, locaiisation) qu'il veut lire et savoir ou trouver les blocs correspondants. 
r Avec toutes ces informations, il initialise un IO Daemons pour chacun des 
nœuds sur lesquels des blocs seront lus. Ces IO Daemons possèdent don une 
liste des blocs à lire sur le nœud qui leur est attribué. 
a Enfin, le client démarre les IO Daemons et se met en mode réception : les IO 
Daemons transmettent don les blocs aux clients de manière séquentielle. 







Figure 46 b r i p t i o n  de la lecture d'un fichier 
La plupart des paramètres de configuntion sont lus dans le fichier de 
configuration inpirt-rxz dont le contenu est présenté à la Figure 4.7. Une option de 
compilation permet de choisir un mode manuel dans lequel le programme demande à 
l'usager le nombre de nœuds de la grappe, le nombre de nœuds additionnels et le 
nombre de clients. Les valeurs correspondantes dans le fichier de configuration sont 
d o n  ignorées. On peut remarquer que le MNG Daemon a un r6le cenual dans cette 
architecture et constitue ainsi un goulot d'étranglement potentiel. Un des objectifs de la 
prochaine version de PVFS est de permettre plusieurs MNG dans Ia même grappe 
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d'ordinateur : cela permet de s'affranchir de cette limite, mais égaiement d'introduire 
une redondance et donc d'améliorer la tolérance aux pannes. 
Nombre de nœuds de la grappe (nœuds d'origines iiniquement) 
Nombre de nœuds additionnels 
Nombre de clients 
Temps de simulation 
Temps moyen d'inter-arrivée des rrquites clients (O dans nos simulations) 
I Taille d'un bloc de donnée 
Figure 4.7 Contenu du fichier de conîiguration a input.txt » 
Le fichier filrslisr.tx~ contient les informations sur les fichiers stockés dans la 
grappe : la première entrée indique le nombre de fichiers, puis en suivant l'ordre dans 
lequel les fichiers sont localisés dans le disque virtuel, chaque entrée donne sa taille. 
Dans le cas d'ajout de nœuds durant la simulation. le fichier online.t.rr doit contenir en 
première entrée le nombre de nœuds qui seront ajoutés puis, pour chaque nœud. le temps 
d'horloge auquel aura lieu l'ajout. 
CSIM génère autom;itiquement un compte rendu de simulation dans le fichier 
modelel.txt. D'autres statistiques sont disponibles dans les fichiers texte suivants : 
bandwidth-txt : Ce fichier constitue un historique des simulations effectuées. La 
dernière entrée donne la bande passante moyenne du système. Selon le mode 
choisi à la compilarion, le nombre de clients ou de nœuds additionnels est 
indiqué : 
clients.txt : dans l'ordre chronologique, il contient les requêtes client complétées. 
le nombre de blocs et le numéro du fichier correspondant, ainsi que le temps qui 
a été nécessaire ; 
0 cbandwidth-txt : mesure la bande passante consommée par les clients toutes les 
10 secondes ; 
0 rt-bandwidth.txt : mesure la bande passante totale du système toutes les 10 
secondes. 
4.3.3 Calibrage du simulateur 
Pour régler les paramètres internes du simulateur. nous allons utiliser des 
résultats de tests effectués par P. Cams et W. Ligon [Cams20ûû) sous PVFS. Le matériei 
utilisé est une grappe de PC reliés par un commutateur Ethemet à 100 Mbitfs. Les 
mesures ont été prises pour des tailles de grappe différentes et en faisant varier le 
nombre de clients : les clients lisent simultanément un fichier de taille fixée. LR Tableau 
4.1 présente les différentes configurations utilisées. 
Les mesures montrent que la bande passante du réseau est Iü ressource qui limite 
les performances globales. C'est donc le parimètre de notre simulateur qui  sera ajusté 
avec le plus de soins. Les figures 4.8, 4.9 et 4.10 montrent que le système possède une 
bonne évolutivité tant que le nombre de clients ne dépasse pas Ir nombre de nœuds de la 
gnppe : passé ce seuil. les requêtes des clients saturent Iû bande passante des liens de 
communication qui les relient aux différents nœuds de la grappe. Dans la zone 
d'évolutivité linéaire, la bande passante totale augmente d'environ I l  MOIS par nœud 
supplémentaire. C'est aussi le domaine dans lequel notre simulateur reproduit le plus 
fidèlement le comportement du système réel. Quand la charge du réseau devient trop 
élevée, notre simulateur s'écarte des résultats mesurés car i l  ne prend pas en compte les 
phénomènes liés à une forte contention. Ceci n'aura pas d'incidence sur Ir suite de notre 
recherche puisque c'est le domaine d'évolutivité linéaire dans lequel le simulateur est 
valide qui nous intéresse. 
Les figures 4.11 et 4.12 montrent que, pour des tailles de 24 et 32 nœuds, de 
nouvelles limites du réseau apparaissent : c'est la capacité du commutateur Ethemet qui 
constitue le goulot d'étranglement. Étant donné l'architecture matérielle utilisée, le 
MNG Daemon ne constitue pas un goulot d'étranglement : les performances du réseau 
empêchent de se r e m v e r  dans une telle situation. En revanche. il est probable qu'en 
utilisant un réseau plus performant, le MNG Daemon peut devenir Ir ressource limitant 
les performances globales : c'est pourquoi la possibilité d'avoir plusieurs MNG Daemon 
est un des objectifs pour la prochaine version de PVFS. 
Tableau 4.1 Paramètres des bancs de test PVFS 
I 4 nœuds I 0-48 I 8 Mo 
Taille de la grappe 
8 nœuds 









- . . . . - . Simulateur 
O 5 10 15 20 25 30 35 40 45 50 
Nombre de clients 
32 Mo 
0-29 48 Mo 
Figure 4.9 Résultats de simuiation pour une grappe de 4 nœuds 
64 Mo 33 nœuds 0-28 
PVFS 
- - - - -  Simulateu , 
O 5 10 15 20 25 30 35 40 6 50 
Nombre de clients 
Figure 4.9 Résultats de simulation pour une grappe de 8 nœuds 
O 10 15 20 25 30 35 40 45 
Nombre de clients 
Figure 4.10 Résultats de simulation pour une grappe de 16 nœuds 
Y" PVFS -.-.- Simulateur 
1 
10 15 20 
Nombre de clients 
Figure 4.11 Résultats de simulation pour une grappe de 24 nœuds 
PVFS 
O 5 tS  20 25 30 35 
Nombres de clients 
Figure 4.12 Résuitats de simulation pour une grappe de 32 nœuds 
43.4 Distribution des données 
Comme prévu, la principale limite d'évolutivité est la capacité du réseau. Nos 
résultats de simulation confirment Ir très bonne évolutivité de PVFS dans la partie 
linéaire. Nous allons donc proposer une technique de placement des données qui permet 
d'augmenter facilement le nombre de clients pouvant être servis simultanément en 
ajoutant progressivement des nœuds, tout en restant dans la zone d'évolutivité linéaire. 
Un des objectifs est de diminuer autant que possible la granularité de cette évolutivité, le 
cas idéal étant une granularité d'un nœud. De cette manière. les performances du 
système pourront toujours être optimales par rapport aux besoins. La distribution des 
données doit également être redondante afin d'assurer la haute disponibilité du système 
et la tolérance aux pannes. Nous nous imposons cette contrainte. mais nous n'allons pas 
étudier les schémas de redondance en tant que tel car ils sortent du cadre de cette 
recherche. 
Nous allons ainsi étudier une extension du a chained declustering » (Dusseau99I. 
Jusqu'à présent, ces méthodes de répartition redondante des données n'ont été utilisées 
que pour garantir un service continu en cas de pannes matérielles. Cependant. nous 
voulons montrer qu'il est également possible de les utiliser pour rendre les systèmes 
facilement évolutifs. Dans des applications comme les serveurs de vidéo sur demande. Ia 
combinaison de ces deux propriétés est primordiale. Nous avons choisi d'utiliser un 
algorithme statique de lecture des données. Un tel algorithme est plus difficile à 
optimiser qu'une version dynamique, car il ne prend pas en compte l'état courant du 
système. Cependant, une politique statique est plus simple à implémenter et minimise les 
coûts de gestion des transferts. De plus, de nombreuses méthodes dynamiques existent 
déjà et nous pensons qu'elles peuvent être adaptées à notre système (le a gnduated 
declustenng » pusseau99] par exemple). 
Désignons par N le nombre de nœuds d'entrée/sortie d'origine, c'est à dire les 
nœuds qui constituent la grappe avant toute évolution et par M le nombre de nœuds 
d'enWsortie additionnels destinés à augmenter le nombre de clients que le système 
peu servir simultanément. Nous numérotons les nœuds d'origine de O à N-1 et les nœuds 
additionnels de O à M-1. Notre solution consiste à augmenter les performances du 
système d'origine en ajoutant progressivement des nauds jusqu'à atteindre la limite M = 
N. Lorsque la taille de la grappe a doublé, les nœuds d'origine et additionnels sont 
séparés pour former deux grappes indépendantes : cette solution nous permet de rester 
dans la zone d'évolutivité idéale en multipliant le nombre de grappes et en limitant la 
taille de chaque grappe. Un algorithme de répartition de la charge distribue alors les 
requêtes des clients sur les deux systèmes, ce qui permet de se rapprocher de 
I'évolutivité idéale. 
Au maximum, un même bloc de donnée du disque virtuel pourra être 
dupliqué quatre fois dans la même grappe. Pour différencier les blocs de données en 
fonction de leur type. nous utilisons les notations suivantes : 
X désigne un bloc de donnée se trouvant sur un des nœuds d'origine et 
correspondant aux données primaires ; 
Y désigne un bloc de donnée se trouvant sur un des nœuds d'origine de la grappe 
et correspondant aux données redondantes ; 
U désigne un bloc de donnée se trouvant sur un naud additionnel de la grappe et 
correspondant aux données primaires (i.e. un bloc n'étant pas un duplicata) : 
V désigne un bloc de donnée se trouvant sur un nœud additionnel de la grappe et 
correspondant aux données redondantes. 
Nous reprenons la notation introduite i la Figure 4.5 : un bloc est représenté par son 
numéro k dans le disque virtuel. 
Xk (respectivement Yk, Uk, Vk) désigne alors les coordonnées du bloc k lorsqu'il 
est de type X (respectivement Y, LI, V) ; 
r n(ij1 (respectivement y(i , j ) )  désigne le bloc de type X (resp. Y) qui se trouve sur 
le r stripe » i et le nœud d'origine j ; 
u ( i ~ 7  (respectivement v(i,j)) désigne le bloc de type U (nsp. V) qui se trouve sur 
le n stripe » i et le nœud additionnel j. 
On peut donc écrire : 
x(iT JI = x(X i )  o ( i ,  j )  = Xt . avec O I i  et O I j 5 (N - 1) 
Les correspondances sont les même pour les autres types de blocs. Toutes les 
démonstrations concernant cet algorithme sont présentées en annexe [Annexe A]. 
1) Les blocs de type X (nœuds d'origine, données primaires) : 
ils sont distribués selon un a stnpe >) séquentiel simple. On bénéficie ainsi des 
avantages du wide striping évoqués précédemment. On peut formaliser les positions 
représentées 5 la Figure 4.13 (lignes notées X) par les formules suivantes : 
2) Les blocs de type Y (nœuds d'origine, données redondantes) : 
Distn bution de type r mu1 ti -c hained declustering » (redondance des blocs X). Le 
principe de la distribution que nous proposons est de répartir les blocs de redondance tel 
que les données primaires d'un disque soient uniformément réparties sur l'ensemble des 
autres disques. Cela revient à décaler le « stnpe » séquentiel des blocs de redondance 
d'un bloc à chaque « stripe. » Cependant, i 1 faut éliminer le M stripe » pour lequel les 
blocs pimaires et les blocs de redondance sont sur les mêmes disques. Le décalage (D) 
d'un bloc Yk par rapport b un bloc X s'exprime donc par la formule suivante : 
D = ( i [N  - 11 + 1) 
On peut vérifier que D est bien périodique de période (N-1) et n'est jamais nul. Nous 
pouvons alon formaliser cette distribution : 
y( i ,  JI = y(Yi) o Yt = ( i .  JI et y(i, j) = x( i ,  { j  - D } [ N J )  
y(& 19 = x( i ,  { j  - ( i [ N  - 11 + 1) }[w ) 
* x(i, fi = y(iT ( j  + i [N - 11 + 1}[~]) 
Nous démontrons alon que : 
Cette distribution des données est représentée à la Figure 4.1 3 (lignes Y). On peut don 
constater l'avantage d'un tel placement de la redondance : lorsqu'un nœud tombe en 
panne, sa charge est répartie sur l'ensemble des nœuds survivants. Par exemple, si le 
nœud O ne fonctionne plus. les blocs de données de type X qu'il contient sont répliqués 
sur tous les autres disques sous Iü forme de blocs de type Y (blocs en p s ) .  Une telle 
répartition permet donc de ne pas perdre de données lorsqu'un nœud devient 
indisponible ou tombe en piinne. mais également de maintenir une capacité de service 
optimale avec les nœuds survivants. 
3) Les blocs de type U (nœuds additionnels, données primaires) : 
C'est une distri bution de type r exiended rnulti-chained declustering » par 
rapport aux blocs X. Elle reprend l'idée de la distribution des blocs Y. mais les blocs 
sont répliqués sur des nœuds additionnels et i l  est possible d'avoir Xk = LIk. Le décalage 
s'exprime alors simplement comme suit : 
D = i [ w  
On peut alors formaliser cette distribution par les fomules : 
u(i, J]  = u(Ut) a Ut = (i, J") 
W. JI = .di, { j  + ~ W I ) [ ~ V I )  
x(i* J I  = ~ ( i *  (i- ~ [ N I } [ I V I )  
Ce qui nous permet de démontrer que : 
Cette distribution que nous proposons reprend l'idée du multi-chained declustering ». 
mais a pour but d'améliorer la bande passante totale du système en répliquant les blocs 
situés sur les nœuds d'origine. Ainsi, la lecture des blocs d'un même fichier peut avoir 
lieu sur l'ensemble des nœuds d'origine additionnels. Pour que la répartition de la 
charge soit idéale, i l  faut lire autant de blocs de données sur chacun des naeuds de la 
grappe. Chacun des nœuds supporte alors la même charge indépendamment de sa nature. 
Cette distribution nous permet également d'avoir une granularité de I'évolutivité idéale. 
puisque les performances de la grappe restent optimales indépendamment du nombre M 
de nœuds ajoutés à celle-ci. 
1) Les blocs de type V (nœuds additionnels, données redondantes) : 
Distribution de type « rnulti-chained declustering fi  par rapport cius blocs U. 
Cette distribution est équivalente à la distribution des blocs Y par rapport aux blocs X. 
c'est à dire que le décalage de V' par rapport à fi est le même que celui de Y k  par rapport 
3 Xk. On peut donc écrire : 
v(i* 11 = v ( f i )  e Vi = (i, 1 '  
v(i* j) = u(i, - ( i [N - 11 + lj}[NJ) 
u(s, t )  = U(S, {t + s[N - 11 + 1 } [ ~ )  
OC 
u<L 13 = -4 O' + ~[N]} ( Iv I )  
-(P. q)  = U ( P .  {q - PIN }[NI ) 
d'où 
VU, 11 = .di, ( { j  - ( i [N - 11 + l)}[NJ + i[w) [ ~ j )  
x b T  4) = v (pl (Iq - ~fhrl)Irw + PW - 11 + 1) [NI)  
On démontre alon que : 
À l'aide de ces formules, nous avons implémenté les algorithmes de piacement 
des blocs de données lors de l'écriture d'un fichier. Les résultats de ces algorithmes sont 
présentés j. la Figure 4.13. Chaque groupe de 2 lignes représente un stipe » composé 
des données primaires et de la redondance correspondante. Les blocs X et Y se situent 
sur les nœuds de base de Ir grappe et les blocs U et V sur les nœuds additionnels. Nous 
avons représenté tous les nauds additionnels possibles mais un système peut comporter 
un nombre de nœuds additionnels compris entre zéro et le nombre de nœuds du cluster 
d'origine. 
6 nœuds d'origine Nœuds supplémentaires 
i d 1 2 3 4 5  
Figure 4.13 Distribution des données pour N=6 
La distribution des données est telle qu'un nœud additionnel contient autant de 
blocs provenant de chaque nœud d'origine. Pour la lecture des données, il faut aussi que 
le nombre de blocs lus soit le même sur l'ensemble des nœuds. L'algorithme de lecture 
va donc faire intervenir les panmètres M et N. En remarquant que : 
di ,  j) = u (i, { j - i [ ~  KM) = u(i, e) où e = { j  - i [ ~ j } ( ~ j  
on peut en déduire l'algorithme décrit à la Figure 4.14. 
Initialisation : on veut lire le bloc k, x(i, j )  = x ( X t )  
Soit e = { j - i [~ j } [w  
SieeM 
Alors : 
Si ( i  - t)[M + M =  O pour O 5 t < M . alors on li t  x(i. j) . 
Sinon. on lit u(i, e) à la place de s ( i .  j )  . 
Fin si 
Sinon on lit r(i, J )  
Fin si 
Fipre 4.14 Algorithme de lecture 
Cet algorithme répartit tgalement les blocs à lire pour des groupes de N*(N+M) 
blocs. On peut montrer qu'il est en fait nécessaire d'avoir un nombre suffisamment 
grand de blocs pour avoir de bonnes performances. Dans la pratique, ce n'est pas une 
limite car la taille des données dépasse largement ce seuil. La Figure 4.15 représente la 
lecture de blocs sur une grappe composée de 6 nœuds de base et 2 naeuds additionnels en 
reprenant le schématisme de la Figure 4.13. Cet algorithme combiné à notre méthode de 
distribution des données a de très bonnes performances : on peut démontrer que sur un 
nombre de requêtes suffisamment grand, la répartition de la charge est quasiment 
parfaite (ie défaut de répartition est inférieur à 1%). 
6 nœuds à l'origine 2 nauds supplémentaires 
Figure 4.15 Exemple de lecture 
4.4 Analyse des résultats 
Dans cette section, nous allons présenter et anaiyser les résultats obtenus avec le 
simulateur de système de fichiers décrit précédemment. Ce simulateur nous a permis de 
valider la méthode de répariition des données que nous proposons et de mettre en piace 
une procédure pour faire évoluer les perfomances du système de fichiers qui l'utilise. 
44.1 Évolutivité de la capacité de service 
Dans un premier temps. nous avons testé notre technique de répartition des 
données. Nous avons donc repris les configurations utilisées pour calibrer le simulateur 
et correspondant à son domaine de validité. La Figure 1.16 représente I'évolutivité d'une 
grappe de 8 nœuds. L'évolutivité du système de fichien est proche du cas idéal : l'écart 
est inférieur à 1%. Ces résultats ont été obtenus pour 15 clients qui lisent simultanément 
des fichiers de 16 Mo. Le nombre de clients est toujours supérieur au nombre de nœuds 
O 1 2 3 4 5 6 7 8 
Nombre de noeuds additionnels 
Figure 4.16 Évolutivité d'une grappe de 8 nœuds 
de la grappe : on mesure ainsi la bande passante maximale que peut délivrer le système 
de fichiers. C'est le réseau qui limite la capacité de ce système : comme l'indique la 
Figure 4.16, notre solution se limite à 8 nœuds additionnels par grappe. Cela signifie 
qu'une même grappe contiendra au maximum 16 nœuds. Nous avons vu que Ir limite 
d'évolutivité se situe autour de 220 Mo/s. soit 20 nœuds. i~ solution consiste alors à 
utiliser plusieurs grappes en parallèle pour toujours se situer dans la partie d'évolutivité 
linéaire. 
Pour une grappe de 8 nœuds. une fois que le nombre de nœuds supplémentaires 
est égal à 8, le système est décomposé en deux grappes contenant les mêmes données. 
Les requêtes des clients doivent alors être réparties sur les deux systèmes. Grâce à notre 
technique de répartition des données. les deux systèmes sont quasiment identiques : le 
placement des données est un peu différent pour la grappe issue des nœuds additionnels, 
mais le même type de redondance des données permet d'assurer la même tolérance aux 
pannes. À ce stade. on peut b nouveau faire évoluer le système en rajoutant des nœuds i 
la grappe d'origine. La Figure 4.17 illustre la procédure utilisée pour augmenter la 
capacité du système : il est préférable de toujours ajouter les nœuds à la même grappe au 
lieu de les ajouter à toutes les gnppes existantes B la fois. En effet. même si la 







Figure 4.17 Méthode évolutive de développement 
qu'à chaque fois que 8 nœuds ont été rajoutés, une nouvelle grappe indépendante 
devient opérationnelle. 
La Figure 4.18 présente les résultats d'une simulation similaire. mais pour une 
grappe de 16 nœuds. On constate que In capacité limite du réseau est atteinte pour 4 
nœuds additionnels. Cela correspond bien à une bande passante de 220 Mois. La Figure 
4.19 montre qu'un tel système a une évolutivité en marche d'escalier » : la granularité 
n'est pas de un nœud, puisque au-delà de 4 nœuds additionnels. les performances 
n'augmentent plus. Mais. grice à notre méthode. on atteint des performances proches du 
cas idhl lorsqu'une grappe additionnelle est créée. 
O 2 4 6 8 10 12 14 16 
Nombre de noeuds additionnels 
Figure 4.18 Évolutivité d'une grappe de 16 nœuds 
A ia Figure 4.19, nous n'avons pas pris en compte les défauts de répartition de la 
charge entre des grappes identiques, ni le coût même de cette tâche. II est toujours 
préférable d'utiliser une grappe de base ayant la plus grande taille possible, étant donné 
les limitations du matériel utilisé. Dans notre cas. la bande passante maximale du réseau 
32 48 64 
Nombre total de noeuds 
Figure 4.19 Évolutivité d'un système basé sur des grappe de 16 nœuds 
est de 220 Mo/s. On peut en déduire que la taille optimale de la ~ a p p e  d'origine est de 
10 nmuds. Nous avons testé ce système avec 25 clients qui accèdent sirnuitanément ù des 
fichien de 50 Mo. La Figure 4.20 montre que. lonqu'on ajoute des nauds ù ce système. 
l'écart par rapport à I'évolutivité idéale reste inférieure i 1%. Pour 10 nœuds 
suppiémentaires. la bande passante est de 219 Mo. ce qui est proche de la capacité 
maximale du réseau Ethernet utilisé. La Figure 4.21 montre que notre technique de 
répartition des données permet de très bien répartir la charge et d'optimiser l'utilisation 
des ressources : le défaut de répartition de la charge est de 0.22% et est dû au nombre 
fini de blocs lus. 
Pour tester les performances pratiques de notre aigorithme de distribution et de 
lecture des données, nous avons simulé I'évolutivité d'une grappe de LOO nœuds en 
éliminant la limite des 220 MOIS imposée par le réseau Ethemet : avec 100 nœuds 
additionnels, l'écart par rapport au cas idéal est inférieur à 2%. Cela confirme que les 
performances de notre méthode de u declustenng » sont indépendantes du nombre de 
nœuds utilisé. Les seules conditions pour que la charge soit bien répartie sont 
finalement : 
une probabilité de lecture égale des blocs virtuels de données ; 
une quantité de données suffisamment importante pour compenser les 
effets de bord de l'algorithme de lecture. 
Simulateur 
- * . - -  Idéal 
O 1 2 3 4 5 6 7 8 9 10 
Nombre de noeuds additionnels 
Figure 4.20 Evolutivité d'un cluster de 10 nœuds 
L'un des avantages de notre système de fichier est de permettre I'évolutivité sans 
interruption de service et en limitant les perturbations occasionnées par une mise à jour 
du système. Lors de l'ajout d'un nœud additionnel, celui-ci doit lire les blocs de données 
qui lui sont attribués et les stocker localement : du fait de la redondance des données. un 
nœud additionnel doit mettre à jour le double de la quantité moyenne de donnée qui se 
trouve sur un nœud de la grappe d'origine. Mais, notre méthode de u declustering » 
permet de répartir cette charge sur tous les nœuds déjjà opérationnels (y compris les 
nœuds additionnels). C'est pourquoi il est plus efficace d'ajouter les nœuds un par un. 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
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Figure 4.21 Répartition des blocs lus sur les nœuds de la grappe 
Nous avons simulé l'ajout de nœuds à une gnppe d'origine de 10 nœuds dans les 
conditions suivantes : 
0 25 clients accèdent simultanément ii des fichiers de 20 Mo. 
0 Le système de fichier comprend 1500 fichien de 20 Mo (30 Go au total). 
Chaque nœud de la grappe d'origine stocke donc 3 Go de données. La taille 
d'un bloc de donnée est de 64 Ko. 
Les premier et deuxième nœuds additionnels sont ajoutés les uns après les 
autres au temps t=lW s et t=1500 S. Ainsi, le deuxième nœud est ajouté après 
que le premier eut fini sa mise à jour. Chaque nœud doit mettre à jour 93750 
blocs, soit 6 Go de données. 
Pour lire les blocs à stocker localement, un nœud additionnel se comporte 
comme un client : sa priorité dans les files d'attente F E 0  est identique aux 
clients ordinaires. Cela revient donc à rajouter la charge d'un client le temps 
de la mise à jour. 
La Figure 4.22 représente l'évolution de Ir bande passante en fonction du temps : 
une courbe représente la bande passante totale que délivre la grappe et l'autre la bande 
passante qui est destinée au service des clients. Nous pouvons noter qu'il faut environ 50 
min pour que deux nœuds deviennent opérationnels. À chaque fois qu'un nœud devient 
opérationnel, le gestionnaire du système de fichiers met à jour sa table des nœuds 
disponibles : cette opération est très simple car elle consiste à modifier un paramètre 
dans l'algorithme de lecture. La charge des nouvelles requêtes arrivant est alors 
supportée par l'ensemble des nœuds opérationnels. Pour la mise 5 jour des données d'un 
nœud additionnel, il faut faire un compromis entre le temps nécessaire pour que le nœud 
devienne opérationnel et la perturbation occasionnée sur le service des clients. Pour 
gwrintir une qualité de service minimale. on peut définir un seuil en dessous duquel la 
mise B jour est différée. 
O 500 Io00 1500 2000 2500 3000 3600 
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Figure 4.22 Scénario d'ajout de nœuds additionnels 
CHAPITRE 5 
CONCLUSION 
Comparé au domaine de I'évolutivité des performances de calcul. I'évolutivité 
des systèmes de fichiers a fait l'objet de peu de recherches. Ce mémoire s'est donc 
concentré plus particulièrement sur I'utilisation d'une grappe d'ordinateurs pour des 
applications commerciales. La lecture de données est alors un problème central. Dans ce 
contexte. les indices de performance sont différents : l'objectif est de maximiser le 
nombre de clients pouvant être servis simultanément. Il faut aussi garantir un certain 
niveau de qualité de service et la tolérance aux pannes. Enfin, les contraintes de coûts 
étant primordiales pour une application commerciale, la grmularité de I'évolutivité doit 
être faible afin de pouvoir adapter les performances du système aux besoins. Idéalement, 
i l  doit être possible d'augmenter les performances graduellement en ajoutant des nœuds 
un par un. 
5.1 Synthése des travaux et principales contributions 
Ce mémoire propose un système de fichiers qui se base sur le wide striping » 
combiné 5 des techniques de distribution des blocs de données. Nous avons choisi le 
Parallei Vinual File System (PVFS) comme base de dépari : ce système de fichiers 
développé par l'université de Clemson implémente le N wide striping » sur une grappe 
Linux. Nous avons développé un simulateur de PVFS puis nous l'avons calibré à l'aide 
de mesures prises sur un système réel afin d'en étudier le Comportement lorsque le 
nombre de nœuds dans la grappe est grand. À travers i'dtude théorique, l'étude des 
systèmes déjà existants et les shulations. nous avons montré que I'évolutivité d'un tel 
système est limitée par les performances du réseau. Une fois que la bande passante 
maximale du réseau est atteinte, l'ajout d'un nœud peut même dégrader les 
performances globales. Puisque la taille d'une grappe est limitée par les performances du 
matériel. nous avons proposé d'utiliser plusieurs grappes en parallèle. Cela revient alors 
à constituer une gnppe de grappes et permet de rester dans la zone où I'évolutivité de 
chaque grappe est quasiment idéale. 
Pour améliorer I'évolutivité de PVFS, nous avons proposé une nouvelle 
technique de placement des blocs de données. Celle-ci permet l'ajout de nœuds un par 
un. avec une amélioration des performances très proche du cas idéal. À chaque fois que 
le nombre de nœuds additionnels est égal au nombre de nauds de la grappe d'origine. 
une nouvelle grappe indépendante est formée. Cette architecture exploite à la fois les 
avantages de Ir réplication et du wide stripping >y. En effet. C. Chou et al. ont montré 
que le (c wide stnping » permet de répartir la charge de manière uniforme mais 
lTévolutivité est alors limitée par les performances du matériel [Chou99]. De même, 
comme nous l'avons vu dans le chapitre 1, la simple réplication ne permet qu'une 
évolutivité limitée. C'est la combinaison des deux techniques qui assure I'évolutivité de 
notre système. Dans le cas d'un wide striping >> simple, il faut redistribuer tous les 
blocs de données à chaque fois que le nombre de nœuds change : la reconfiguntion est 
donc très coûteuse et nécessite en général l'interruption du service. Grâce à notre 
approche, In charge est également répartie sur l'ensemble de la grappe sans nécessiter de 
redistribution des données sur les nœuds déjà existnnts. 
Pour assurer la tolérance aux pannes, nous utilisons une méthode de répartition 
des blocs de redondance appelée « multi-chained declustering B. Nous avons choisi cette 
technique car elle se rapproche de celle que nous avons utilisée pour assurer 
I'évolutivité. Elle possède également l'avantage de maintenir une meilleure qualit6 de 
service quand un nœud tombe en panne en répartissant la charge sur l'ensemble des 
nœuds survivants. 
Par ailleurs, nous avons décrit les algorithmes utilisés dans notre système de 
fichiers. Nous avons implémenté les améliorations proposées d m  notre simulateur pour 
comparer notre système de fichiers à PVFS et valider les résultats théoriques. Nous 
avons ainsi constaté que l'implémentation est relativement simple car les dgorithmes 
utilisés sont statiques et ne dépendent pas de la charge du système. Les tests montrent 
que notre technique de placement des données garantit une évolutivité proche du cas 
idéal : l'ajout d'un nœud fait augmenter linéairement la bande passante délivrée par le 
système de fichiers. Nous avons égaiement simulé des scénarios d'ajout de nœuds sans 
interruption de service pour mesurer les perturbations dues à la configuration des 
nouveaux nœuds de la grappe. Dans le cas de files d'attente sans priorité, les mises à 
jour nécessaires lorsqu'un nœud est rajouté consomment les ressources équivalentes à un 
client de la grappe. Le nombre de blocs accédé est égal au double du nombre de blocs 
moyens sur chaque nœud de la grappe, du fait des blocs de redondance. 
5.2 Limitations des travaux 
Le but de notre système de fichiers est de fournir un espace de stockage 
accessible j. un nombre imponant de clients. Une application typique est un serveur 
multirnédia qui propose des images, des fichiers son ou des fichiers vidéo : les requêtes 
correspondent à la lecture de données. Un tel système doit être évolutif pour s'adapter à 
un nombre croissant de clients. En dehors du cas de la mise 3 jour d'un nouveau nœud. 
nous n'avons pas étudié l'écriture de données en tant que tel. Cependant, cette situation 
est similaire à une écriture pour une architecture de type wide stripping » avec des 
miroirs pour 13 redondance des données : par nppon à la lecture. l'écriture est plus 
coûteuse en ressource i cause de la redondance des données. 
La tolérance aux pannes de notre système de fichiers n'a pas fait l'objet de 
simulation car cela déborde du cadre de ce mémoire. De plus, des méthodes similaires 
de distribution des blocs de redondance ont déjà fait l'objet d'articles. Cependant, la 
distribution des blocs de données que nous proposons sert également à améliorer 
I'évolutivité du système de fichiers réparti. ïi serait donc intéressant d'étudier la 
toldrance aux pannes de notre système, en particulier lors de la panne d'un des nœuds 
additionnels, si le nombre de nœuds additionnels est strictement inférieur au nombre de 
nœuds de la grappe d'origine. 
Dans ce mémoire. nous avons également fait l'hypothèse que le matériel utilisé 
est homogène. Puisque c'est la bande passante du réseau qui constitue la principale 
limitation, cette hypothèse revient à utiliser des commutateurs et des liens de 
communications tous identiques. Ainsi, nous n'avons pas pris en compte d'éventuels 
coûts de répatition dynamique de la charge. Nous avons également considéré que la 
répartition des requêtes des clients entre des grappes identiques était parfaite. Enfin. tous 
les clients possèdent le même niveau de priorité et ils sont servis selon la politique du 
« meilleur effort », 
5.3 Recommandations pour des travaux futurs 
À notre connaissance. l'utilisation d'une distribution de blocs de données dans le 
but de ganntir I'évolutivité d'une gnppe d'ordinateurs n'avait pas encore été proposée. 
Bien que nous ayons testé notre système de fichiers ii travers des simulütions. il reste à 
développer un prototype: par exemple en modifiant le système de fichier PVFS. 
L'évolutivité de ce prototype pourra alors être testée sur une gnppe comportant un 
grand nombre de nœuds. II serait également intéressant d'utiliser un réseau offrmt une 
plus grande bande passante pour pouvoir augmenter le nombre de nœuds de la grappe 
d'origine. Les nouvelles technologies N Fast Ethemet » sont par exemple un bon 
compromis entre le coût et Ics performances [Mache99]. 
Un prototype permettrait également de tester les optimisations possibles. Par 
exemple. dans les architectures réparties, les mémoires tampons et les mémoires caches 
peuvent améliorer les performances. Comme nous l'avons déjà mentionné, i l  peut 
égaiement être intéressant d'utiliser des algorithmes dynamiques de lecture des données 
afin d'améliorer la qualité de service offerte aux clients, en particulier lorsque les 
contraintes temps réel sont fortes. Notre solution se base sur la distribution des données 
et de la redondance sur l'ensemble de la grappe d'ordinateurs : des techniques comme le 
graduated declustering >t [Dusseau991 pourraient donc être adaptées pour garantir une 
meilleure qualité de service. Enfin. i l  serait intéressant d'approfondir la technique de 
placement des blocs de redondance pour garantir une qualité de service optimale en cas 
de panne sur une grappe comportant des nœuds additionnels. 
Pour rendre le système adapté à des écritures de petite taille. on peut envisager 
l'utilisation d'un système hybride. Ce système utiliserait deux systèmes de fichiers 
d'architecture différente : le système de fichiers que nous avons développé pour la 
lecture de fichiers volumineux et un système de fichiers plus adapté à des petites 
écR tures. 
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ANNEXE A 
DISTRIBUTION DES DONNÉES 
Nous reprenons les notations introduites au chapitre 4 : 
X désigne un bloc de données se trouvant sur un des nœuds d'origine et 
correspondant aux données primaires ; 
Y désigne un bloc de données se trouvant sur un des nœuds d'origine de la 
grappe et correspondant aux données redondantes ; 
U désigne un bloc de données se trouvant sur un nœud additionnel de la grappe 
et correspondant aux données primaires (i.e. un bloc n'étant pas un duplicata) : 
V désigne un bloc de données se trouvant sur un nœud additionnel de la gappc 
et correspondant aux données redondantes. 
1) Les blocs de type X (nœuds d'origine, données primaires) : 
Ils sont distribués selon un a stripe » séquentiel simple : 
2) Les blocs de type Y (nœuds d'origine, données redondantes) : 
Distribution de type E< multi-chained declustering D (redondance des blocs X). 
Cette distribution se définie par : 
y(i. j) = y(fi) o fi = (i, fi 
y(i, n = X(C { j  - ( i [ ~  - 11 + 1 ) } [ 1 ~ 1 )  
*(P. q)  = Y ( P ,  {q + PIN - 11 + 
Nous fixons k, ce qui entraîne : 
YU. n = . . *  4) 
(A. 2) 
En substituant dans (A.2) à l'aide de (A. l), on obtient : 
Ce qui démontre que : 
Déterminons maintenant k en fonction de i et j : 
Or O < k[Nj + i [ N  - 1 J + 1 5 2.(N - 1) par définition du modulo. On peut alon 
envisager 2 cas possibles : 
l ecas :O 5 Z 5 (N  - l ) *  j = Z 
* k [ M =  j - { i [ N - I I + \ )  
Or O 5 k [ M  5 (N - 1) impose : 
0 5  j - { i [ ~ - l ] + l } < ( ~ - 1 )  
j l i [ N - l ] + l  
?cas: N S Z S 2 . ( N - I ) *  j = Z - N  
k[NJ= j - { i [ ~ - 1 ] + 1 - N }  
Or O 5 k[Nj  5 (N - 1) impose : 
0 1  j - { i [ ~ - 1 ] + 1 - N } S ( N - 1 )  
j S i [ N  - 11 
En conclusion, nous avons démontré que : 
3) Les blocs de type U (nœuds additionnels, données primaires) : 
Distribution de type extended multi-chained declustenng » par rapport aux blocs X : 
Nous fixons k. ce qui entraîne : 
Comme précédemment. en substituant dans (A.4) à l'aide de (A. 1) .  on obtient : 
Ce qui démontre que : 
Déterminons maintenant k en fonction de i et j : 
Or - (N - 1) I k[N] - i [N - 11 + 1 5 (N - 1) par définition du modulo. On peut alors 
envisager 2 cas possibles : 
lecas: O < Z 5 (N - 1 )  j = Z 
* k [ M =  j + i [ N J  
Or O 5 k[N) < (N - 1) impose: 
0 5  j + i [ M I ( N - 1 )  
j l N - i ( N - 1  
2'cas: - ( N - l ) I Z < - O *  j = Z + N  
=a k[w= j + i [ N j -  N 
Or O 5 k [ N j  I (N - 1) impose: 
OS j + i [ W - N  S ( N - 1 )  
* j 2  N - i [ N ]  
En conclusion. nous avons démontré que : 
4) Les blocs de type V (nœuds additionnels, données redondantes) : 
Distribution de type « multithained declustering » par rapport aux blocs U. Cette 
distribution est équivalente à la distribution des blocs Y par npport aux blocs X : 
v(i, j] = v ( K )  O V, = (i, j] 
v(i, 13 = ~ ( i ,  { j - ( i[N - 11 + U)[N]) 
U(SJ) = V(S, {t + S[N - 11 + l}[w) 

De plus, Or - ( N  - 1) S k [N]  - i [Nj L (N - 1) par définition du modulo. On peut alors 
envisager 2 cas possibles : 
a ) l e c a s :  O 5 L L (N - 1 )  K = L + i [ N  - 1 ] +  1 
b)2'c;is: - ( N - 1 ) s  L I O *  K = L + N + i [ N - 1 ] + 1  
Envisageons maintenant la combinaison des différents cas possibles : 
l a ) O I K S ( N - 1 ) e t  O 5 L I (N - 1 )  
k [ w =  j + i [ w - ( i [ N - l ] + l )  
Or O < k[w 5 (N - 1) impose : 
0 5  j + i [ M - ( i [ N - l J + 1 ) I ( N - 1 )  
*i[N-11+I-i [N)< j i i [ N  - i ] + N - i [ N )  
a k[w= j + i [ w - ( i [ N - l J + N + l )  
Or O 2 k[M I (N - 1 )  impose : 
OS j + i [ N - ( i [ N - l j + N + l ) S ( N - 1 )  
* i [ N - l ] + N + l - i [ W I  j I i [ N - 1 1 + 2 . N - i [ w  
Or O 5 k[N)  5 (Ai - 1) impose : 
O S j + i [ N l + N - ( i [ N - l ] + L ) S ( N - 1 )  
=> i [N  - 1 ] +  l - i [W - N  I j I i [N -1)-i[N 
k[hrj = j + i [Nj  - ( i [ N  - 11 + 1 )  
Or O 5 k[w 5 (N - 1) impose: 
0 5  j + i [ N I - ( i [ N - l J + l )  I ( N - 1 )  
* i[N - I l +  1-i[w 5 j 5 i [ N  - I I+  N -i[w 
En conclusion. nous avons dé montré que : 
