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Consider a map g : Rr × Rn → Rp × Rm such that for k ∈ Rr and
x ∈ Rn,g(k, x) = (L(x), f (k, x)),whereL : Rn → Rp is a linearmap
and
f (k, x) =
r∑
i=1
ki x
ai vi =
r∑
i=1
ki x
ai1
1 · · ·xainn vi ;
ai ∈ Zn0 and vi ∈ Rm are fixed for i = 1, . . . , r. We prove that
the partially evaluatedmap g(k, -) : Rn → Rp × Rm is injective on
R
n
>0 for every k ∈ Rr>0 if and only if for each k ∈ Rr>0 and x ∈ Rn>0,
the (linear) derivative map D(g, k, x) : Rn → Rp × Rm of g(k, -)
at x is injective. This result is useful for studying the uniqueness
or multiplicity of equilibria in conservative systems of chemical re-
actions under mass action. A map such as f would represent the
rates of change of concentrations of all or some judiciously selected
species. The linear map L would represent the time-invariant total
concentrations. To illustrate this application, we prove the unique-
ness of equilibria in a common pharmacological model of receptor–
ligand interaction, without a customary assumption on rate con-
stants that lets all equilibria be of a strong type known as detailed
balance. Our result extends a theorem of Craciun and Feinberg ap-
plicable to maps of the kind of f . That earlier result is directly ap-
plicable to models of chemical reactions that include the outflow of
all species.
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1. Introduction
Just about any area of mathematical and computational modeling uses polynomial models. Some
use variants of polynomials that restrict the sign of coefficients or variables, or extend the collection of
eligible exponents. The Computer Algebra Handbook [11] surveys several applications of polynomials.
The types of problems include autonomous dynamical systems with polynomial maps as velocity
fields, optimization problemswith polynomialmaps as objective functions, and systems of polynomial
equations. In this latter case, valuable insight is gained from knowing whether solutions are unique,
which is the case if the polynomial map is injective.
This paper is concernedwith the injectivity problem for an interesting family ofmaps. The intended
application is to study the uniqueness of equilibria in conservative systemsof chemical reactions under
mass action. So the maps we consider are essentially the species formation functions, i.e. the rates of
changeof species concentrations, parameterizedby the reaction rate constants. Theorem3.2 states that
the simultaneous injectivity of such maps is equivalent to the simultaneous injectivity of their deriv-
atives at all points. This result was established by Craciun and Feinberg [2, Theorem 3.1]. It is directly
applicable to chemical systems in which all species are subject to outflow. Here we augment the result
with two localized forms of the equivalent conditions. Theymake the theorem easier to use in practice.
Theorem 4.2 is the main result of this paper. It also states that the simultaneous injectivity of maps
in a certain family is equivalent to that of their derivatives at all points. The maps considered have
two parts which have direct interpretations in the intended applications. The first part is linear and
free of parameters. It will represent the invariants of the system. The second part is polynomial and
parameterized. It will represent the species formation for all or some suitably selected species. This
theoremcan be used to study the uniqueness of equilibria in conservative chemical systems and in fact,
a formulation of the theorem in the context of reaction networks is found in Feliu and Wiuf [? ]. We
illustrate this application in Section 5 by proving the uniqueness of equilibria for the ternary allosteric
complex model. This is a biochemical model frequently used in pharmacology. The uniqueness result
is already knownwhen the reaction rate constants satisfy a certain assumption that results in all equi-
libria being detailed-balanced. The work presented here shows that the uniqueness of equilibria is not
an algebraic singularity requiring this assumption. This is important because the assumption, an exact
equality condition, cannot be verified experimentally or enforced in finite-precision numerical com-
putations. We anticipate that this uniqueness result is merely an instance of a more general property
of a class of explicitly–reversibly constructive chemical reaction networks, as defined in Gnacadja [10].
It is also our hope that the generality of Theorem 4.2 will make it useful in areas other than chemical
reaction network theory.
Another approach in injectivity problems is to use the Theorem of Gale and Nikaidô [6, Theorem 4
and Remark 4.3]. The theorem says that a differentiable function on a rectangular domain is injective
provided the Jacobian matrix at every point is a P-matrix, i.e. all its principal minors are positive. It
is used most frequently in mathematical economics. With regard to reaction networks, an interesting
question is whether there are conditions on the network structure and/or the kinetics that ensure
that the relevant Jacobian matrices are P-matrices, and thus enable the use of the Theorem of Gale
and Nikaidô. Our work in Gnacadja [8] is a contribution in that direction. Banaji et al. [1] consider the
problem in greater generality and discuss structural conditions that allow the use of the Theorem of
Gale and Nikaidô. To our knowledge however, physical conditions to fulfill these structural conditions
remain to be found. Also, the reaction networks in their work include outflowing species, whereas the
networks in our work just cited and in Section 5 herein are conservative.
2. Utility material
We collect in this section some notations and definitions for convenient use in the paper. We begin
with notations for a number of vector operations. Let x, y, α ∈ Rn.
xy = (x1y1, . . . , xnyn)
xy = (x1/y1, . . . , xn/yn) if y1, . . . , yn ∈ R =0
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〈x, y〉 = x1y1 + · · · + xnyn
xα = xα11 · · · xαnn if defined
ex = (ex1 , . . . , exn)
ln x = (ln x1, . . . , ln xn) if x1, . . . , xn ∈ R>0
To ensure that xα is defined, we can require αi ∈ Z0 or xi ∈ R>0.
With ∇ denoting the gradient operator, we note that
x∇(xα) = xαα . (2.1)
We set 0n = (0, . . . , 0) ∈ Zn, 1n = (1, . . . , 1) ∈ Zn, and [1..n] = {1, . . . , n}.
Next we define some maps. First is the map η : R → R>0 given by
η(t) = e
t − 1
t
for t ∈ R =0 and η(0) = 1 . (2.2)
Then we have the maps μ = (μi)1ir : Rn × Rn × Rn=0 → Rr and ν = (νi)1ir : Rn=0 × Rn
× Rn → Rr such that
μi(x, y, z) = (x z)
ai
η(〈ai, y〉) and νi(x, y, z) = η(〈ai, y〉) (z x)
ai . (2.3)
Note that μ(x, y, z)ν(x, y, z) = 1r for (x, y, z) ∈ Rn=0 × Rn × Rn=0.
Finally, we define injectivity of a map at a point in a natural way.
Definition 2.1. Consider a map f : X → Y , a subset A ⊆ X , and a point a ∈ A. We say that f injective
at a on A if a is the only preimage under f in A of f (a), i.e. if A ∩ f−1(f (a)) = {a}. 
Clearly, f is injective on A if and only if for every a ∈ A, f is injective at a on A.
3. First injectivity theorem
Let m, n, r ∈ Z>0. We fix two r-tuples a = (ai)1ir and v = (vi)1ir with ai = (ai1, . . . , ain)∈ Zn0 and vi = (vi1, . . . , vim) ∈ Rm for each i ∈ [1..r]. Then we define the linearly parameterized
polynomialmap f : Rr × Rn → Rm such that for k = (k1, . . . , kr) ∈ Rr and x = (x1, . . . , xn) ∈ Rn,
f (k, x) =
r∑
i=1
ki x
ai vi =
r∑
i=1
ki x
ai1
1 · · ·xainn vi . (3.1)
Note that every polynomial map Rn → Rm may be expressed as f (k, -) with k = 1r for suitable
r-tuples a and v. This particular parameterization is motivated by the applications of the results in
chemical reaction network theory, a field of mathematics concerned with studying systems of chemi-
cal reactions and inferring their dynamic and static properties from their structure. Classic references
include Horn and Jackson [14], Feinberg [4] and Gunawardena [13]. When a reaction network is gov-
erned by the Law of Mass Action, its evolution is described by an autonomous dynamical system
in which the velocity field is naturally of the form f (k, -) : Rn → Rm, x → f (k, x), with n = m the
number of chemical species and k the vector of reaction rate constants.
We write D(f , k, x) for the linear map of Rn → Rm which is the derivative at x of the partially
evaluated map f (k, -) : Rn → Rm. From the very definition of f in Eq. (3.1), we get
(
D(f , k, x)
)
(u) =
r∑
i=1
ki 〈∇(xai), u〉 vi .
And from Eq. (2.1), we get
〈∇(xai), xy〉 = 〈x∇(xai), y〉 = 〈xaiai, y〉 = xai 〈ai, y〉 .
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Therefore,
(
D(f , k, x)
)
(xy) =
r∑
i=1
ki x
ai 〈ai, y〉 vi . (3.2)
As is well known, there is no Multidimensional Mean Value Theorem. But Eq. (3.2) gets us close in
the context of this paper with the rather explicit analogue of Proposition 3.1.
Proposition 3.1. Let k ∈ Rr and x, y, z ∈ Rn.
If z ∈ Rn=0, then
(
D(f , k, x)
)
(xy) = f (kμ(x, y, z), ey  z)− f (kμ(x, y, z), z) . (3.3)
If x ∈ Rn=0, then
f
(
k, ey  z
)− f (k, z)= (D(f , kν(x, y, z), x))(xy) . (3.4)
Proof. First we prove Eq. (3.3). We have
(ey  z)ai − zai = e〈ai,y〉zai − zai =
(
e〈ai,y〉 − 1
)
zai = 〈ai, y〉 η(〈ai, y〉) zai
and it follows that
xai 〈ai, y〉 = xai
(
ey  z
)ai − zai
η(〈ai, y〉) zai = μi(x, y, z)
((
ey  z
)ai − zai
)
.
Then, with Eq. (3.2),
(
D(f , k, x)
)
(xy) =
r∑
i=1
ki x
ai 〈ai, y〉 vi
=
r∑
i=1
ki μi(x, y, z)
((
ey  z
)ai − zai
)
vi
=
r∑
i=1
ki μi(x, y, z)
(
ey  z
)ai vi −
r∑
i=1
ki μi(x, y, z)z
ai vi
= f (kμ(x, y, z), ey  z)− f (kμ(x, y, z), z) .
Eq. (3.3) is thus proved. We obtain Eq. (3.4), first for z ∈ Rn=0 by substituting k with kν(x, y, z) in
Eq. (3.3), and then for z ∈ Rn by continuity. 
The following theorem fundamentally is Theorem 3.1 from the work of Craciun and Feinberg [2]
onmultistability in continuous-flow stirred-tank reactors; the preceding proposition brings out some
key details that underlie their proof. The result as formulated here adds a few features. First, the tuples
a and v need not represent what they do for chemical systems; this has already been noted in Craciun
et al. [3, Theorem 7] and in Pantea et al. [16, Theorem 1]. Second, the input and output vector spaces
need not have the same dimension. Finally, and this is themain novelty, we have equivalent conditions
stating that it is sufficient to be concernedwith injectivity at a selected point; see Definition 2.1 for the
notion of injectivity at a point. These localized formulationsmake the theoremeasier to use in practice.
For our intended applications however, the directly relevant result is the more general Theorem 4.2.
Theorem 3.2. Let x★, z★ ∈ Rn>0. The following are equivalent.
(a) For every k ∈ Rr>0, the map f (k, -) : Rn → Rm is injective at z★ onRn>0.
(b) For every k ∈ Rr>0, the derivative map D(f , k, x★) : Rn → Rm is injective.
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(1) For every k ∈ Rr>0, the map f (k, -) : Rn → Rm is injective onRn>0.
(2) For every k ∈ Rr>0 and x ∈ Rn>0, the derivative map D(f , k, x) : Rn → Rm is injective.
Remark 3.3. Theorem 3.2 bears some resemblance with the much studied Jacobian Conjecture; see
for instance van den Essen [18] and Pinchuk [17]. Theorem 3.2 is not as broad. It addresses injectivity
onlywith respect to positive variables. Also, it does not claim that given a fixed k ∈ Rr>0, the injectivity
onRn>0 of x → f (k, x) and ofD(f , k, x) for all x ∈ Rn>0 are equivalent. The fact that k ranges overRr>0
is instrumental in the proof. 
Remark 3.4. In Theorem 3.2, Conditions (a) and (b) could be regarded as local forms of the global
Conditions (1) and (2), respectively. Condition (1) is the conjunction of Condition (a) for all z★ ∈ Rn>0,
and Condition (2) is the conjunction of Condition (b) for all x★ ∈ Rn>0. Therefore, if we assume that
Conditions (a) and (b) are equivalent, it results that the four conditions are equivalent. Consequently,
Theorem 3.2 will be proved when we show the equivalence of Conditions (a) and (b). 
Remark 3.5. Obviously, for Theorem 3.2 to be useful, we must have m  n. If m = n, the injectivity
of the derivative map D(f , k, x) may be expressed as the nonvanishing of its Jacobian determinant. In
fact, by an argument on connectedness and continuity, the values of det
(
D(f , k, x)
)
form an interval of
R as k ranges over Rr>0 and x is fixed or ranges R
n
>0. Hence, with m = n, we have the following two
additional equivalent conditions.
(c) Either det
(
D(f , k, x★)
)
> 0 for all k ∈ Rr>0,
or (exclusively) det
(
D(f , k, x★)
)
< 0 for all k ∈ Rr>0.
(3) Either det
(
D(f , k, x)
)
> 0 for all k ∈ Rr>0 and x ∈ Rn>0,
or (exclusively) det
(
D(f , k, x)
)
< 0 for all k ∈ Rr>0 and x ∈ Rn>0.
By using Condition (c) with x★ = 1n or other judiciously selected values of x★, the calculations of Jaco-
biandeterminants used to verify injectivity, as done inCraciun and Feinberg [2] and several subsequent
publications, is greatly simplified. 
Remark 3.6. Theorem 3.2 remains true if the condition that k ranges over Rr>0 is replaced with the
condition that k ranges over a set K ⊆ Rr that is closed under anisotropic scaling, i.e. such that for
every λ ∈ Rr>0 and k ∈ K, λk ∈ K. If K = K1 × · · · × Kr and Ki is either R>0, R0 or R for each
i = 1, . . . , r, thenK is closed under anisotropic scaling. But note that ifK = Rr0 orK = Rr , or more
generally if K ⊆ Rr is closed under anisotropic scaling and contains 0r , then Theorem 3.2 becomes a
uninformative tautology. 
Remark 3.7. Theorem 3.2 remains true if the exponent vectors a1, . . . , ar are taken from R
n, not
necessarily Zn0. But then one has to require x, y, z ∈ Rn>0 in Proposition 3.1. 
Proof of Theorem 3.2. Thanks to Remark 3.4, we just need to show that Conditions 3.2.(a) and 3.2.(b)
are equivalent.
Suppose that f (h, -) is injective at z★ on Rn>0 for every h ∈ Rr>0. Let k ∈ Rr>0 and let y′ ∈
Ker
(
D(f , k, x★)
)
. Then let y = y′  x★, so that y′ = x★y. Let h = kμ(x★, y, z★). With Eq. (3.3), we
have
0m = (D(f , k, x★))(y′) = (D(f , k, x★))(x★ y) = f (h, ey  z★)− f (h, z★) .
Therefore, we successively have ey  z★ = z★, ey = 1n, y = 0n, and y′ = 0n. Thus, the map D(f , k, x★)
is injective.
Now suppose that themapD(f , h, x★) is injective for every h ∈ Rr>0. Let k ∈ Rr>0 and let z′ ∈ Rn>0
such that f (k, z′) = f (k, z★). Then let y = ln(z′  z★), so that z′ = ey  z★. Let h = kν(x★, y, z★).
With Eq. (3.4), we have
0m = f (k, z′) − f (k, z★) = f (k, ey  z★) − f (k, z★) = (D(f , h, x★))(x★ y) .
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Therefore, we successively have x★ y = 0n, y = 0n, and z′ = z★. Thus, the map f (k, -) is injective at
z★ onRn>0. 
4. Second injectivity theorem
Themain goal of this paper is to provide an injectivity result which can be used to study the unique-
ness of equilibria in conservative chemical systems. Such studymust proceed under the constraints of
prescribed conservation relations, otherwise the uniqueness of equilibria should not be expected and
fails in a trivial way. Conservation relations in chemical systems are expressed by linear forms which
are independent of reaction rate constants. Because the map studied in Section 3 is fully parameter-
ized, Theorem 3.2 is not readily applicable. We generalize it into the more relevant Theorem 4.2. In
preparation for it, we first have in Proposition 4.1 the suitable analogue of Proposition 3.1.
Consider a linear map L : Rn → Rp and the linearly parameterized polynomial map f : Rr ×
R
n → Rm of Section3. Then let the linearlyparameterizedpolynomialmapg : Rr × Rn → Rp × Rm
be given for k ∈ Rr and x ∈ Rn by
g(k, x) = (L(x), f (k, x)) =
⎛
⎝L(x) ,
r∑
i=1
ki x
ai vi
⎞
⎠ . (4.1)
Proposition 4.1. Let k ∈ Rr , x ∈ Rn=0, y ∈ Rn, z ∈ Rn=0. Suppose that ey  z − z = xy. Then we have
(
D(g, k, x)
)
(xy) = g(kμ(x, y, z), ey  z)− g(kμ(x, y, z), z) (4.2)
and
g
(
k, ey  z
)− g(k, z)= (D(g, kν(x, y, z), x))(xy) . (4.3)
Proof. We have D(g, k, x) = (L,D(f , k, x)) and L(ey  z) − L(z) = L(xy). By combining this with
Eq. (3.3) (resp. Eq. (3.4)), we obtain Eq. (4.2) (resp. Eq. (4.3)). 
Wenowstate themain result of this paper. A version formulated in the context of reaction networks
appears in Feliu and Wiuf [5].
Theorem 4.2. The following are equivalent.
(1) For every k ∈ Rr>0, the partially evaluated map
g(k, -) : Rn → Rp × Rm, x → g(k, x) = (L(x), f (k, x)) is injective onRn>0.
(2) For every k ∈ Rr>0 and x ∈ Rn>0, the derivative map
D(g, k, x) = (L,D(f , k, x)) : Rn → Rp × Rm is injective.
Remark 4.3. In contrast with Theorem 3.2, Theorem 4.2 does not have local forms of its equivalent
conditions. This is because, while the identities in Proposition 3.1 hold without constraints on x, y
and z, the identities in Proposition 4.1 hold provided x, y and z are related (by ey  z − z = xy) to
accommodate the non-parameterized linear part L. 
Remark 4.4. This is the analogue of Remark 3.5 for g. Theorem 4.2 may be useful only if p + m  n.
If p + m = n, the two conditions in Theorem 4.2 are equivalent to:
(3) Either det
(
D(g, k, x)
)
> 0 for all k ∈ Rr>0 and x ∈ Rn>0,
or (exclusively) det
(
D(g, k, x)
)
< 0 for all k ∈ Rr>0 and x ∈ Rn>0.
Remark 4.5. The hypotheses in Theorem 4.2 may be weakened in ways similar to those in Remarks
3.6 and 3.7. Specifically, Theorem 4.2 remains true if the condition that k ranges overRr>0 is replaced
with the condition that k ranges over a set K ⊆ Rr that is closed under anisotropic scaling. Theorem
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4.2 also remains true if the exponent vectors a1, . . . , ar are taken fromR
n, not necessarily Zn0. This
requires x, y, z ∈ Rn>0 in Proposition 4.1. 
Proof of Theorem 4.2. Suppose that g(h, -) is injective on Rn>0 for every h ∈ Rr>0. Let k ∈ Rr>0 and
x ∈ Rn>0, and lety′ ∈ Ker
(
D(f , k, x)
)
. Then lety = y′  x, so thaty′ = xy. Furthermore let z = xη×n
(y) = (x1/η(y1), . . . , xn/η(yn)), so that ey  z − z = xy. Finally let h = kμ(x, y, z). With Eq.
(4.2), we have
(0p, 0m) = (D(g, k, x))(y′) = (D(g, k, x))(xy) = g(h, ey  z)− g(h, z) .
Therefore, we successively have ey  z = z, ey = 1n, y = 0n, and y′ = 0n. Thus, the map D(g, k, x) is
injective.
Suppose that the map D(g, h, x) is injective for every h ∈ Rr>0 and x ∈ Rn>0. Let k ∈ Rr>0 and
let z, z′ ∈ Rn>0 such that g(k, z) = g(k, z′). Then let y = ln(z′  z), so that z′ = ey  z. Furthermore
let x = η×n(y) z = (η(y1)z1, . . . , η(yn)zn), so that ey  z − z = xy. Finally let h = kν(x, y, z).
With Eq. (4.3), we have
(0p, 0m) = g(k, z′) − g(k, z) = g(k, ey  z) − g(k, z) = (D(g, h, x))(xy) .
Therefore, we successively have xy = 0n, y = 0n, and z = z′. Thus, the map g(k, -) is injective
onRn>0. 
5. Application
One could think that Theorems 3.2 and 4.2 merely translate one difficult problem into another:
proving the injectivity of linearly parameterized polynomial maps is challenging, but so is proving
that (Jacobian) matrices with entries that themselves are linearly parameterized polynomials have
full rank. However the work of Craciun and Feinberg [2] on equilibria in continuous-flow stirred-tank
reactors shows that Theorem 3.2 can be used successfully. We present in this section an application of
Theorem 4.2.
The allosteric ternary complexmodel is the following representation of the interaction of a receptor
Rwith two ligands A and B.
R + A  RA
+ +
B B
 
RB + A  RAB
The model is frequently used in pharmacology. Receptors are cell surface molecules that transmit
signals fromoutside cells towithin them. Signals are caused by ligandmolecules that bind to receptors
from outside cells. Typically in the model considered here, one ligand is endogenous and pathogenic,
and the other ligand is under consideration to serve as a therapeutic agent that modulates the signal
or the effect of the signal caused by the pathogenic ligand. This model is necessarily a simplification
of the actual biochemistry. It has nevertheless long served as a useful approximation, e.g. to model
certain in vitro experiments. For reference, see for instance Kenakin [15] and Gregory et al. [12].
We denote xR, xA, xB, xRA, xRB, xRAB the (time-dependent) concentrations of R, A, B, RA, RB, RAB. The
building units of the system are R, A, B. Let TR, TA, TB be their total concentrations, i.e. their cumulated
concentrations as free and bound chemical species. We have the following Conservation Equations.
⎧⎪⎪⎨
⎪⎪⎩
xR + xRA + xRB + xRAB = TR
xA + xRA + xRAB = TA
xB + xRB + xRAB = TB
(5.1)
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We make the usual assumption that the system is governed by the Law of Mass Action. Then
each reaction has a rate constant, a positive number which we denote by k indexed by the reaction.
For instance, kR+A→RA and kRAB→RB+A are the rate constants of the binding reaction R + A → RA and of
the dissociation reaction RAB → RA + B respectively. In addition, to each pair of mutually reverse
binding/dissociation reactions corresponds an equilibrium binding constant as follows.
KR+A,RA = kR+A→RA
kRA→R+A
KRA+B,RAB = kRA+B→RAB
kRAB→RA+B
KR+B,RB = kR+B→RB
kRB→R+B
KRB+A,RA = kRB+A→RAB
kRAB→RB+A
The ratios
αAB = KRA+B,RAB
KR+A,RA
and αBA = KRB+A,RAB
KR+B,RB
are known as the cooperativity factors. The practice in pharmacology is to assume that αAB = αBA.
We know not of a justification for this assumption, but as a consequence, equilibrium states are
detailed-balanced: when the system is at equilibrium, so are the four subsystems of mutually reverse
binding/dissociation reactions.With this condition, there exists for any nonnegative triple of total con-
centrations a unique (and globally asymptotically stable) nonnegative equilibrium state that satisfies
the Conservation Equations (5.1). This fact is covered in the work of Gnacadja [8] and an easy method
to calculate the equilibrium state is presented in Gnacadja [9]. Even if assuming the equality of the
cooperativity factors is physically justified, it is important to know that the uniqueness of equilibrium
state is not a algebraic singularity resulting from this assumption. Indeed, exact equality cannot be
verified experimentally or enforced in finite-precision numerical computations. In this section, we
apply Theorem 4.2 to prove the uniqueness result without requiring that the cooperativity factors be
equal.
Let k be the reactions-indexed 8-tuple of rate constants, and let x = (xR, xA, xB, xRA, xRB, xRAB). The
mass-action species formation function is the parameterized polynomial function f such that the
evolution of the system is governed by the following autonomous dynamical system.
x˙ = f (k, x) (5.2)
We have f = (fR, fA, fB, fRA, fRB, fRAB) given as follows by the Law of Mass Action.
(
fR(k, x), fA(k, x), fB(k, x), fRA(k, x), fRB(k, x), fRAB(k, x)
)
= kR+A→RA xRxA (−1,−1, 0, 1, 0, 0 )
+kRA→R+A xRA ( 1, 1, 0,−1, 0, 0 )
+kR+B→RB xRxB (−1, 0,−1, 0, 1, 0 )
+kRB→R+B xRB ( 1, 0, 1, 0,−1, 0 )
+kRA+B→RAB xRAxB ( 0, 0,−1,−1, 0, 1 )
+kRAB→RA+B xRAB ( 0, 0, 1, 1, 0,−1 )
+kRB+A→RAB xRBxA ( 0,−1, 0, 0,−1, 1 )
+kRAB→RB+A xRAB ( 0, 1, 0, 0, 1,−1 )
620 G. Gnacadja / Linear Algebra and its Applications 437 (2012) 612–622
This expression makes it apparent that f is indeed a map of the kind studied in Section 3 (with
n = m = 6 and r = 8). The equilibria of the system are the nonnegative solutions x of the follow-
ing polynomial equation.
f (k, x) = (0, 0, 0, 0, 0, 0) (5.3)
It should be expected from the Conservation Equations (5.1), and it can be verified, that
−fR(k, x) = fRA(k, x)+ fRB(k, x)+ fRAB(k, x) ,
−fA(k, x) = fRA(k, x) + fRAB(k, x) ,
−fB(k, x) = fRB(k, x)+ fRAB(k, x) .
Therefore the equilibria of the system are the nonnegative solutions x of the following polynomial
equation.
(
fRA(k, x), fRB(k, x), fRAB(k, x)
)= (0, 0, 0) (5.4)
Note that the map (fRA, fRB, fRAB) is also of the kind studied in Section 3 (with n = 6,m = 3 and r = 8).
Let the linear map L = (LR, LA, LB) be given as follows.
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
LR(x) = xR + xRA + xRB + xRAB
LA(x) = xA + xRA + xRAB
LB(x) = xB + xRB + xRAB
(5.5)
The system of Conservation Equations (5.1) is equivalent to the equation L(x) = (TR, TA, TB). Let the
map g be given as follows.
g(k, x) = (LR(x), LA(x), LB(x), fRA(k, x), fRB(k, x), fRAB(k, x)) (5.6)
The map g is of the kind studied in Section 4 (with n = 6, p = m = 3 and r = 8). The result on
equilibrium we are seeking is that for any positive 8-tuple k and positive triple (TR, TA, TB), there is a
unique positive solution x for the following equation.
g(k, x) = (TR, TA, TB, 0, 0, 0) (5.7)
The existence part of the problem is not too difficult and would be a distraction from the purpose
of this section. We elect to admit it and refer the concerned reader to Gnacadja [7]. We prove the
uniqueness part by using Theorem 4.2 to show that, for any positive 8-tuple k, the map g(k, -) is
injective on positive variables. Let
E =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1 1 1
1 0 1
0 1 1
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
.
The derivative map D(g, k, x) is represented by the Jacobian matrix J(g, k, x).
J(g, k, x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Id3 E
∂(fRA, fRB, fRAB)
∂(xR, xA, xB)
(k, x)
∂(fRA, fRB, fRAB)
∂(xRA, xRB, xRAB)
(k, x)
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
In this presentation of J(g, k, x) as a block matrix, we have a square of four blocks of the same size
and the blocks in positions (1, 1) and (1, 2) commute. The applicable determinant identity yields
det
(
J(g, k, x)
) = det(J¯(f , k, x)), where
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J¯(f , k, x) = ∂(fRA, fRB, fRAB)
∂(xRA, xRB, xRAB)
(k, x) − ∂(fRA, fRB, fRAB)
∂(xR, xA, xB)
(k, x) E .
Calculations yield J¯(f , k, x) explicitly as follows.
−J¯(f , k, x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
kRA→R+A
+kR+A→RA xR
+kR+A→RA xA
+kRA+B→RAB xB
kR+A→RA xA
−kRA+B→RAB xRA
−kRAB→RA+B
+kR+A→RA xR
+kR+A→RA xA
−kRA+B→RAB xRA
kR+B→RB xB
−kRB+A→RAB xRB
kRB→R+B
+kR+B→RB xR
+kRB+A→RAB xA
+kR+B→RB xB
−kRAB→RB+A
+kR+B→RB xR
+kR+B→RB xB
−kRB+A→RAB xRB
−kRA+B→RAB xB
+kRB+A→RAB xRB
−kRB+A→RAB xA
+kRA+B→RAB xRA
kRAB→RA+B
+kRAB→RB+A
+kRA+B→RAB xRA
+kRB+A→RAB xRB
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
With the help of a computer algebra system, specifically the SymbolicMath Toolbox™ in theMATLAB®
(Release R2012a) technical computing environment, we obtain that det
(− J¯(f , k, x)), a polynomial in
the 14-tuple (k, x), is the sum of 64 monic monomials. Thus, if k and x are positive, then
− det(J¯(f , k, x)) = det(− J¯(f , k, x)) > 0, det(J(g, k, x)) < 0, and the Jacobian matrix J(g, k, x) is
nonsingular. By Theorem 4.2, the map g(k, -) is injective on positive variables. Consequently, we do
have the uniqueness of positive equilibrium for given positive total concentrations.
6. Prospects for broader application
The use of computer algebra systems to study the uniqueness of equilibria can be less than satisfy-
ing. A reaction network need not be too large for the process to be very tedious. But more importantly,
there are networks studied in the applied sciences for which the existence and uniqueness (and global
asymptotic stability) of equilibria are routinely and tacitly taken for granted. A readily applicable the-
orem rather than case-by-case computational verifications would seem to be in order. Ongoing work
is aimed at addressing this concern. The goal is to apply the main (second) injectivity theorem proved
here to establish the uniqueness of equilibria in a large class of conservative chemical systems. Note
that since we used a computer algebra system in Section 5, we could have worked directly with the
6 × 6matrix J(g, k, x) instead of the smaller 3 × 3matrix J¯(f , k, x). The transformation was intended
to hint at some of the techniques we use as we seek a more general result. The idea is to use the
formalism of species composition developed in Gnacadja [10] and exploit the structural features that
become apparent in the Jacobian matrices. A basic idea in the species composition formalism is the
partition of the species into elementary species and composite species. In the example of Section 5, the
elementary species are R, A, B and the composite species are RA, RB, RAB; it is not according to whether
or not a species symbol consists of a single letter that the partition is made. The expected result, using
terminology from Gnacadja [10], is that if a reaction network is explicitly–reversibly constructive and
there is no isomerism among the elementary species, then we have the existence, uniqueness and
global asymptotic stability of positive mass-action equilibria. (We already know from Theorem 6.9 of
that priorwork that such networks are vacuously persistent undermass action, a necessary condition.)
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In addition to providing a mathematical foundation for properties that are implicitly presupposed in
applied fields of research, this result would justify the seldom-noticed fact that instances of mul-
tistationary conservative chemical reaction networks in the mathematical literature always involve
isomerism.
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